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ABSTRACT
QUANTIFYING DEFECTS IN ZEOLITES AND ZEOLITE MEMBRANES
FEBRUARY 2010
KARL DANIEL HAMMOND
B.S., CALIFORNIA INSTITUTE OF TECHNOLOGY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Scott M. Auerbach and Professor Wm. Curtis Conner, Jr.
Zeolites are crystalline aluminosilicates that are frequently used as catalysts to transform chemical feed-
stocks into more useful materials in a size- or shape-selective fashion; they are one of the earliest forms of
nanotechnology. Zeolites can also be used, especially in the form of zeolite membranes (layers of zeolite
on a support), to separate mixtures based on the size of the molecules. Recent advances have also created
the possibility of using zeolites as alkaline catalysts, in addition to their traditional applications as acid cata-
lysts and catalytic supports. Transport and catalysis in zeolites are greatly affected by physical and chemical
defects. Such defects can be undesirable (in the case of zeolite membranes), or desirable (in the case of
nitrogen-doped alkaline zeolites). Studying zeolites at the relevant length scales requires indirect experimen-
tal methods such as vapor adsorption or atomic-scale modeling such as electronic structure calculations. This
dissertation explores both experimental and theoretical characterization of zeolites and zeolite membranes.
Physical defects, important in membrane permeation, are studied using physical adsorption experiments and
models of membrane transport. The results indicate that zeolite membranes can be modeled as a zeolite pow-
der on top of a support—a “supported powder,” so to speak—for the purposes of adsorption. Mesoporosity
that might be expected based on permeation and confocal microscopy measurements is not observed. Chemi-
cal defects—substitutions of nitrogen for oxygen—are studied using quantum mechanical models that predict
spectroscopic properties. These models provide a method for simulating the 29Si NMR spectra of nitrogen-
defected zeolites. They also demonstrate that nitrogen substitutes into the zeolite framework (not just on the
surface) under the proper reaction conditions. The results of these studies will be valuable to experimentalists
and theorists alike in our efforts to understand the versatile and complicated materials that are zeolites.
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MakT
used to define the molecular flux in the Langmuir isotherm.
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→
A +
→∇Λ is the gauge-transformed vector potential.
Ψ Wavefunction (time-dependent).
Ω Grand potential, Ω = −PV + γA.
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α Angle between the inter-nuclear vector and the magnetic field in an NMR experiment.
αj Constants used to define pore thicknesses in the Saito–Foley model. These are defined by the
relations in Equation (2.19a) (page 24) or by the recursions of Equation (2.19b) (page 24).
αs Normalized quantity adsorbed on a standard isotherm, preferably an isotherm of a non-porous
material with similar surface chemistry to that of the porous material being studied.
β Angle between the axis of rotation and the inter-nuclear vector in a rotating NMR experiment.
xxiii
γ Surface tension.
γm Gyromagnetic ratio, equal to ‖→m‖/~I. Some authors call this the magnetogyric ratio.
δ Isotropic chemical shift, defined by Equation (2.32) (page 35). Also equal to 13 Tr
↔
δ.
↔
δ Chemical shift tensor.
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δ Update vector with elements δj.(
dΓ
dVˆ
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j
Value of dΓ
dVˆads
corresponding to Vˆj.
δref Isotropic chemical shift of a reference nucleus. Usually TMS in the liquid phase for 1H, 13C, or
29Si NMR.
εi Hartree–Fock or Kohn–Sham characteristic energies. In the Hartree–Fock equations, these repre-
sent orbital energies; in the Kohn–Sham equations, they represent the energies of fictitious, non-
interacting electrons.
ε0 Electric constant, 1/µ0c2.
ζ Fraction of oxygen atoms that have been substituted for nitrogen, sometimes called N/(N + O).
ηCS Shielding asymmetry, as defined in the Haeberlen or Mehring conventions.
ηQ Quadrupole coupling constant; see Equation (2.36), page 37.
θ Scattering angle (X-ray diffraction).
θn Fractional coverage of surface sites containing n molecules.
θR Angle between the axis of rotation and the magnetic field in a rotating NMR experiment.
κ Skew of a chemical shielding tensor, equal to (1/Ω)(3σiso − σ22), in Maryland notation.
κ0 The atomic unit of permittivity, 4piε0 in SI units, which is the inverse of Coulomb’s constant.
λ Wavelength.
µ◦ Chemical potential at saturation.
µ0 Magnetic constant, 4pi × 10−7 N/A2.
µ j Chemical potential (molar or molecular Gibbs free energy) of species j.
ν¯ Wavenumber, 1/ν, of IR/Raman transition.
ν Vibrational frequency.
νL Larmor frequency, the frequency of precession of the nuclear magnetic moment around the axis of
the magnetic field.
ν¯i Wavenumber of Raman excitation source.
→
pi Canonical momentum, →p − q →A.
ρ(→r) Electron density.
ρz Density of the zeolite.
σ Isotropic shielding constant, equal to 13 Tr
↔
σ.
↔
σ Nuclear shielding tensor.
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σR Raman cross-section.
σaniso Shielding anisotropy, as defined in the Haeberlen convention.
σiso Isotropic shielding constant, equal to 13 Tr
↔
σ.
σr Symmetry number; the number of unique axes of rotation for the molecule.
σref Isotropic chemical shielding of a reference nucleus. Usually TMS in the liquid phase for 1H, 13C,
or 29Si NMR.
τc Contact time in a cross-polarization (CP) NMR experiment.
χ(→r) Primitive basis function.
ψ Time-independent (standing) wavefunction. Ψ(→r, t) = eiEt/~ψ(→r).
ω Angular frequency.
ωL Angular Larmor frequency.
∇21 Laplacian with the origin centered at →r1; that is, ∂
2
∂x21
+ ∂
2
∂y21
+ ∂
2
∂z21
.
A Area.
→
A Vector potential.
→
B =
→∇ × →A.
AA-A Force constant for adsorbate–adsorbate interactions, as used in the Saito–Foley model.
AA-E Force constant for adsorbate–adsorbent interactions, as used in the Saito–Foley model.
Am Area of one adsorbate molecule.
Ap,n Area of the pores (assuming a cylindrical pore) that empty or fill during the nth adsorption or
desorption step.
→
B Magnetic field (sometimes called the magnetic induction field).
→
B′ Induced magnetic field created by the circulation of electrons around a nucleus in a magnetic field.
→
B0 External magnetic field.
BR Bias ratio; see Equation (7.12), page 226.
C Concentration.
CBET BET C constant, the second fitting parameter in the BET equation (2.13). This constant is unitless,
and should take on values of 50–200 if the assumptions of the model are accurate.
CQ Quadrupole coupling constant; see Equation (2.36), page 37.
Ci-edge Concentration in region i at the edge of the supported membrane (x = 0 or x = L).
Cs Concentration in the support region.
Cadss Concentration in the support from the adsorption isotherm.
Cz Concentration in the zeolite region.
Cadsz Concentration in the zeolite from the adsorption isotherm.
D Fick diffusion coefficient; see Equation (2.78), page 61.
Ð Maxwell–Stefan diffusion coefficient; see Equation (2.79), page 61.
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Ð0 Maxwell–Stefan diffusion coefficient at infinite dilution (zero loading).
Di Diameter of insert used to reduce dead volume in an adsorption cell.
Ðs Maxwell–Stefan diffusion coefficient in the support layer.
Dt Tube (inner) diameter.
Ðz Maxwell–Stefan diffusion coefficient in the zeolite layer.
E Electronic energy (Born–Oppenheimer total energy).
→
E Electric field.
EXC Exchange–correlation energy of the Kohn–Sham electrons.
∆Erxn Change in the electronic energy of the reaction mNH3 + zeolite = mH2O + N-zeolite.
F Helmholtz free energy.
F1/2 Concentration dependence of the corrected Maxwell–Stefan diffusivity, equal to Ð/Ð0; see Equa-
tion (4.16), page 121.
→
F Force.
FNH3 Volumetric flow rate of ammonia.
Fj Value of Ð/Ð0 at spatial element j.
G◦ Gibbs free energy at standard conditions (1 atm and 25°C).
Hˆ Hamiltonian operator, Tˆ + Vˆ .
H◦ Enthalpy at standard conditions (1 atm and 25°C).
Hs-o Spin-orbit coupling energy.
I Intensity.
I Total nuclear spin. Equal to ‖→I‖.
↔
I Moment of inertia tensor.
→
I Unitless spin angular momentum vector. For
→
B = Beˆz,
→
I = Ieˆz (on the average), where I is the total
spin of the nucleus.
IBET Intercept of the BET plot.
IXX Moment of inertia in the x direction.
IYY Moment of inertia in the y direction.
IZZ Moment of inertia in the z direction.
Ii Integral (fraction of silicon atoms) associated with line shape i.
Iind Current induced by the external magnetic field.
Ixyz Predicted integral of a silicon environment with x nearby aluminum atoms, y nearby nitrogen atoms
between that silicon atom and one of the aluminum atoms, and z nitrogen atoms between that silicon
atom and another silicon atom; see Equation (7.8), page 186.
↔
J Jacobian with matrix elements Ji j =
∂re,i
∂Vˆ j
.
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→
J Flux with respect to the mass-averaged velocity.
Jm Flux of molecules hitting the surface.
L Thickness of the supported membrane, including the support.
Lc Characteristic length.
Li Lorentzian line shape (Cauchy–Lorentz distribution) for environment i.
Lp, j Length of the pore, assuming a cylindrical pore geometry, in the Dollimore–Heal model. Equal to
Ap, j/(2pirp, j).
Lr Length of the region in which the diffusion equation is being solved (equal to Lz in the zeolite and
Ls in the support).
Ls Distance from the bottom edge of the support to the zeolite-support interface.
Lz Distance from the zeolite membrane edge to the zeolite-support interface.
M Number of nuclei.
Ma Molecular mass of the adsorbate.
Mi Atomic weight of element i.
N Neutron number.
NA Adsorbate density per unit area.
NE Adsorbent density per unit area.
NF Number of nitrogen atoms in the framework.
NS Number of nitrogen atoms on the surface.
Ne Number of electrons.
N j Number of moles of species j.
No Number of orbitals, usually equal to half the number of electrons (Ne) for a closed-shell molecule.
Nx Steady-state molar transmembrane flux with respect to fixed coordinates.
N∗x Molar transmembrane flux with respect to fixed coordinates and reduced to have units of standard
volume per unit mass.
Nx,s Steady flux through the support layer.
Nx,z Steady flux through the zeolite layer.
P Absolute pressure.
P	 Standard pressure (1 atm).
P◦ Saturation pressure, the pressure at which the adsorbate condenses or sublimes inside the temper-
ature bath.
Pg Pressure outside a liquid-like meniscus in the gas phase.
Pi-edge Pressure in region i at the edge of the supported membrane (x = 0 or x = L).
P` Pressure inside a liquid-like meniscus in the liquid phase.
Ps Pressure in the support from the adsorption isotherm.
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Pz Pressure in the zeolite from the adsorption isotherm.
Q Heat of adsorption.
Qm Quadrupole moment.
R Universal gas constant, equal to Boltzmann’s constant times the Avogadro number.
→
R1 Position of nucleus 1.
→
RCOM Center of mass.
→
RG Gauge origin; see Equation (2.69), page 55.
ReDt Mean Reynolds number, u¯D/ν = 4FNH3/piνDt, for flow in a pipe.
Rn Ratio of the volume of the pore to the volume of the capillary condensate (radius rK,n) plus the
change in the thickness of the adsorbed layer (∆tn).
S Raman scattering activity; this quantity is what is computed in an electronic structure calculation.
S (δ) Shorthand for “the NMR spectrum as a function of chemical shift (δ)”.
S (ν) Infrared or NMR spectrum as a function of frequency.
S ◦ Entropy at standard conditions (1 atm and 25°C).
SABET Surface area as determined by the BET equation. This represents an accurate estimate of the actual
surface area (SA) for values of CBET in the range of approximately 50–200.
SA Specific surface area (m2/g). This quantity sometimes agrees with SABET, the surface area deter-
mined from the BET equation.
SBET Slope of the BET plot.
SiF Number of silicon atoms in the framework (not near the surface).
SiS Number of silicon atoms near the surface. Equal to nSi fs.
T Absolute temperature.
T Kinetic energy.
Tˆ Kinetic energy operator; see Equation (2.38), page 39.
T	 Standard temperature (298.15 K).
T2 Spin-spin relaxation time constant for a nucleus in a magnetic field. The value of T2 indicates how
fast a nucleus returns to its precession about the axis of the magnetic field after it is perturbed by a
fluctuation orthogonal to the direction of the field.
T ∗2 Apparent time constant for spin-spin relaxation for a nucleus in a magnetic field. The value of
T ∗2 includes the actual spin-spin relaxation time (T2), plus the effects of inhomogeneous broaden-
ing (Tinhomogeneous). In solid-state NMR, it also includes any other effects that are not completely
canceled by magic angle spinning.
TNH3 Temperature at which ammonia is introduced. In Chapter 8, this was between 400°C and Trxn.
TS Kinetic energy of the Kohn–Sham electrons.
Tb Bath temperature (absolute); usually 77 K, the normal boiling point of nitrogen, or 87 K, the normal
boiling point of argon.
Tr Room temperature (absolute).
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Trxn Temperature (°C) at the center of the tube furnace, as measured by a K-type thermocouple mounted
there.
Tsp Temperature set point.
V Potential energy.
V Volume.
Vˆ Potential energy operator; see Equation (2.39), page 39.
Vˆµ Micropore volume.
VH Hartree energy (average Coulombic repulsion energy) of the Kohn–Sham electrons.
VL Molar volume of the liquified adsorbate.
VXC Exchange–correlation potential; see Equation (2.48), page 46.
VXX Smallest-magnitude eigenvalue of the traceless electric field gradient tensor.
VYY Middle-magnitude eigenvalue of the traceless electric field gradient tensor.
VZZ Principle eigenvalue of the traceless electric field gradient tensor.
Vˆads Standard volume adsorbed (i.e., volume adsorbed gas would take up if it were expanded to standard
temperature and pressure) per unit mass of adsorbent.
Vbulb Actual volume of bulb of adsorption cell.
Vds Dead space, the “apparent” volume (including compression due to cooling) of the empty space into
which gas would expand even in the absence of adsorption, cm3 STP.
Veff Effective potential energy function for the non-interacting Kohn–Sham electrons that yields the
same electron density as the interacting electrons using the correct potential energy function; see
Equation (2.47), page 46.
Vˆ j Standard volume adsorbed in the supported membrane at spatial element j.
Vp,n Pore volume of the pores that empty or fill during the nth adsorption or desorption step.
Vs-o Spin-orbit coupling potential.
Z Atomic number.
a, a j Sticking probability (i.e., fraction of collisions that result in adsorption).
a0 Bohr radius, the average distance from electron to proton in the hydrogen atom. It serves as the
Bohr, the atomic unit of length.
aAl Probability of substitution at an Si–OH–Al (Brønsted acid) site if such sites substitute before any
others; see Equation (7.7a), page 186.
aSi Probability of substitution at an Si–O–Si site if Si–O–Si sites substitute after all Si–OH–Al sites
fill; see Equation (7.7b), page 186.
b Langmuir parameter, b = aΛT /[xmν exp(−Q/kT )].
bAl Probability of substitution at an Si–OH–Al (Brønsted acid) site if substitution at Si–O–Si and
Si–OH–Al sites is equally likely; see Equation (7.9), page 187.
bSi Probability of substitution at an Si–O–Si site if substitution at Si–O–Si sites and Si–OH–Al sites is
equally likely; see Equation (7.9), page 187.
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c Speed of light.
cAl Probability of substitution at an Si–OH–Al site if Si–O–Si sites substitute before Si–OH–Al sites;
see Equation (7.10a), page 187.
cSi Probability of substitution at an Si–O–Si site if Si–O–Si sites substitute before Si–OH–Al sites; see
Equation (7.10b), page 187.
cs Speed of sound.
d Pore diameter.
d0 Arithmetic mean diameter of adsorbate and adsorbent atoms, as used in the Saito–Foley model to
model micropore filling.
ds Spacing between crystal planes.
f Fugacity.
f ◦ Fugacity at saturation.
fs Fraction of silicon atoms that have one surface OH group bound to them.
g Half width at half maximum of a Lorentzian line shape (Cauchy–Lorentz distribution).
~ Angular version of Planck’s constant, ~ = h/2pi, often called Dirac’s constant.
h Planck’s constant.
hb Bath height.
hs Element spacing.
i Imaginary unit (i2 = −1).
j Total nucleon spin.
→
k Angular wavenumber vector.
k Boltzmann’s constant.
kramp Heating rate between 400°C step and final reaction temperature, in °C/min.
` Azimuthal (orbital angular momentum) quantum number.
→
l Length of the path of the induced current used to determine
→
B′ from the Biot–Savart law.
`n Length of neck of adsorption cell.
→m Magnetic moment.
m Reduced mass of atoms involved in a vibration.
mI Mass (g) of zeolite in the supported membrane(s) as determined by Method I, scaling the membrane
isotherm such that it matches the powder at P/P◦= 8 · 10−6 (N2) or 6 · 10−5 (Ar).
mII Mass (g) of zeolite in the supported membrane(s) as determined by Method II, scaling the mem-
brane isotherm such that it matches the sum of the powder and support isotherms of the same mass
ratio for P/P◦ ∈ (10−4, 10−2).
me Mass of the electron.
m j Mass of nucleus j.
xxx
mp Mass of the proton.
n Number of adsorbate molecules adsorbed on the surface.
nN Number of nitrogen atoms per repeating unit (usually the unit cell).
nSi Number of silicon atoms per repeating unit.
nˆads Moles of adsorbed gas in units of moles per gram zeolite.
nm Number of molecules in a monolayer of adsorbate. See section 2.1.3.1 on page 15 for values.
→p Momentum.
px Integral of the 29Si NMR peak associated with a silicon nucleus with x second-nearest neighbor
aluminum atoms. These are equal to the intensities Ix from Vega’s formulae [Vega, 1996].
q Electric charge.
qe Charge on the electron. Often written as e by other authors.
qr Rotational partition function.
qt Translational partition function.
qv Vibrational partition function.
→r Position (radial) vector.
→r1 Position of electron 1.
r Si/Al ratio.
rK Kelvin radius, equal to the average radius of curvature of a meniscus associated with the fluid in a
pore.
rcond Rate of condensation of adsorbate molecules onto the surface.
→re Residual vector with elements re, j.
revap Rate of evaporation of adsorbate molecules from the surface.
r¯p Average pore radius during the nth ad/desorption step in the BJH model; see Equation (2.16),
page 22.
rp Average pore radius, equal to approximately rK + t, where t is the mean thickness of the adsorbed
layer.
s Spin quantum number.
t¯ Average film thickness during the nth ad/desorption step in the BJH model; see Equation (2.16),
page 22.
t Mean thickness of the adsorbed layer. See section 2.1.3.3.1 for models of t.
t Time.
thold Time the reaction is maintained at the highest temperature before ammonia is discontinued and the
sample is cooled.
→v Velocity.
→v j Velocity of component j in a diffusing mixture.
xxxi
x Position.
x∗ Reduced transverse distance coordinate, x/Lr.
xCOM Center of mass in the x-direction.
xint Location of the interface, equal to Lz if the feed is on the zeolite side and Ls if the feed is on the
support side.
x j Mole fraction of species j.
xm Number of surface sites per unit area.
yCOM Center of mass in the y-direction.
zCOM Center of mass in the z-direction.
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CHAPTER 1
INTRODUCTION
The term  was coined by Swedish mineralogist Axel Cronstedt in 1756[1,2] from two Greek words:
“ζειν” (“zein”), meaning “boil” and “λιθoς” (“lithos”), meaning “stone.”(1) The name hails from a pecu-
liar property Cronstedt observed in the mineral: when heated to high temperatures, the stones frothed as
the water adsorbed in the mineral boiled away. It was originally thought that Cronstedt’s “zeolite” was the
mineral we now know as stilbite, but recent evidence suggests that it was stellerite, a mineral with the same
structure (STI framework; see section 1.1) but different composition.[3] Over the years, zeolites came to be
defined as crystalline materials containing silicon, oxygen, and aluminum atoms in a framework structure
with tetrahedral connectivity between Si/Al atoms, similar to the coordination of quartz, coesite, tridymite,
and other silicas (SiO2). The main feature of zeolites, however, is the very small spaces—or —between
one wall of Si/Al/O atoms and the other. In modern materials science parlance, the term  often means
any crystalline mineral, regardless of composition, that contains such pores, but true zeolites (i.e., as defined
by mineralogists) only contain silicon, aluminum, oxygen, and charge compensating cations such as hydro-
gen, sodium, potassium, and calcium. Similar “zeolitic” materials can contain phosphorus, boron, gallium,
germanium, and several other dopants. In some cases, notably the aluminum phosphates (AlPO4), a zeolitic
material may not even contain silicon.
Since Cronstedt’s discovery, zeolites have been discovered on every continent on Earth. In the 1940’s,
methods of synthesizing zeolites—many of which do not exist in nature—were discovered. As reviewed by
Cundy and Cox,[4] the history of zeolite synthesis has been rich and varied. Applications of zeolites are vast,
and range from landscaping to catalysis and even to medicine. Every member of the armed forces carries a
small vial of white powder, a zeolite that absorbs water from blood and causes it to clot. Golf courses often
use soil that has been enriched with natural zeolites to help retain water, requiring less irrigation. The largest
annual consumption of zeolites is in detergents, where zeolite A has largely replaced sodium tripolyphosphate
as the water softener;[5] this application accounts for about 70 percent of the zeolites consumed in the world
annually. Most importantly, for the purposes of this dissertation, zeolites are used as catalysts and catalytic
supports, as ion exchangers and adsorbents, and in separations. Engineering applications of zeolites are
(1)Cronstedt was also famous for discovering the element nickel.
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reviewed in the Handbook of Zeolite Science and Technology[6] and the Introduction to Zeolite Science and
Practice.[7]
1.1 Zeolite Nomenclature
Hundreds of minerals exist that qualify as “zeolites.” Naturally occurring zeolites tend to have names
such as faujasite, sodalite, chabazite, and stilbite, usually given to them by the geologists who discovered
them. Synthetic zeolites are often given codes that identify the institution that made the material, such as
ZSM-11,(2) SSZ-33,(3) or VPI-5;(4) they can also have names like zeolite A or zeolite X, (this was Union
Carbide’s designation); or zeolite beta, zeolite rho, or zeolite omega.
The International Zeolite Association (IZA) currently recognizes 191 different framework structures,[8]
each of which may contain several natural and/or synthetic materials. According to the convention established
by the International Union of Pure and Applied Chemistry (IUPAC),[9] each of these frameworks is given a
three-letter code such as LTA or TON. These are codes, not abbreviations, though they are often chosen
based on the name of the mineral or synthetic material with that framework that was discovered first. For
example, LTA is the structural code for the framework type that contains zeolite alpha, ITQ-29, LZ-215,
SAPO-42, UZM-9, ZK-21, ZK-22, ZK-4, and zeolite A (initially called Linde Type A, from which the code
is derived).(5) Similarly, the FAU framework is named for the mineral faujasite, but also contains zeolites Y
and X, LZ-210, SAPO-37, ECR-30, ZSM-20, and ZSM-3.[8] The structure of zeolite beta is disordered in
the c-direction (i.e., its layers are stacked randomly perpendicular to the channels[10]), so its framework code
is *BEA; the asterisk will be removed if an ordered member of this framework is ever discovered. The
same is true for the *MRE framework, which contains ZSM-48. The structure of cloverite, on the other
hand, contains oxygen atoms that are involved in terminal (≡Si–OH) groups, so its framework code (-CLO)
contains a leading hyphen. To date, there are three “disordered” frameworks (*BEA, *MRE, and *STO) and
seven “interrupted” frameworks (-CHI, -CLO, -LIT, -PAR, -RON, -SVR, and -WEN).
(2)ZSM = Zeolite SOCONY-Mobil, the designation of Mobil corporation. The SOCONY part stands for Standard Oil Company of
New York, the original name of Mobil corporation.
(3)SSZ = Socal Synthetic Zeolite, the designation of Chevron. Socal is a brand name owned by Chevron that is primarily used in the
Pacific islands, and derives from Standard Oil of California, Chevron’s original name.
(4)VPI = Virginia Polytechnic Institute.
(5)ITQ = “Instituto de Technología Química”; LZ = “Linde Zeolite” (Linde Group); SAPO simply means SixAlP1−xO4; UZM =
“UOP Zeolite Material”; the list goes on.
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1.2 Structure
The pores of zeolites are typically about the size of small molecules, making them ideally suited for size
and shape selective catalysis. The most commonly used industrial catalysts are zeolite Y (FAU structure),
ZSM-5 (MFI(6)), mordenite (MOR), and zeolite beta (*BEA).[11] ZSM-5, in particular, has pores in the form
of  whose diameters are very close to the diameter of a benzene molecule. This makes ZSM-5, and
its all-silica analog silicalite-1,(7) particularly well-suited to the task of xylene isomerization and isomer sep-
aration: p-xylene “fits” into the channels much more easily than o-xylene or m-xylene, and thus its diffusion
coefficient is orders of magnitude higher than those of its isomers. This type of   is used to
great effect by chemical engineers to achieve very selective chemistry in heterogeneous catalytic reactions.
The size of the pore depends both on the framework type of the zeolite and, to a much lesser extent,
on the composition of the zeolite. The composition effect is linked to the difference in Si–O bond lengths
compared to Al–O bond lengths: the Al–O bond is slightly longer, so high-aluminum zeolites tend to have
larger unit cells and slightly larger pores than low-aluminum zeolites. The smallest pores belong to sodalite
(SOD), whose largest “window” contains only six tetrahedral atoms. As such many consider sodalite not
to be a zeolite due to its very narrow channels and very limited adsorption and ion exchange capacities.
Sodalite’s closely related cousin zeolite A (LTA) has slightly larger pores containing eight tetrahedral atoms,
and adsorbs water very strongly and is useful in ion exchange as well. As a result, zeolite A is often used as
a desiccant and as a water softening agent in detergents.[10]
Zeolites with slightly larger pores, such as ZSM-5 (MFI, which has ten-ring channels),[12–16] ZSM-11
(MEL, also ten),[17] zeolite beta (*BEA, twelve-ring channels), and mordenite (MOR, also twelve) are often
used by the petroleum and chemical industries as catalysts and catalytic supports, as their pores are similar
in size to aromatic molecules and cyclic hydrocarbons. Large-pore zeolites, such as UTD-1 (DON, 14-ring
channels),[18] SSZ-53 (SFH, 14-ring channels),[19] VPI-5 (VFI, 18-ring channels),[20] ITQ-33 (10- and 18-
ring channels; code not yet assigned),[21] and the recently discovered ITQ-37 (30-ring channels; code not yet
assigned)[22] hold great promise for working with large molecules in the future.
The shape and connectivity of the pores is different for every zeolite framework. The combinations of
pore sizes; neck sizes (that is, the narrowest opening to a particular pore); aluminum content; and overall
stability under extremes in temperature, stress, and reactivity affect the suitability of zeolite for a particular
reaction. As a general rule, however, it is much more common to “train,” if you will, one of the “old” zeolites
(ZSM-5/silicalite-1, beta, Y, or mordenite) for a new process than to discover or test a less-studied zeolite that
(6)MFI comes from Mobil FIve.
(7)Note that the terms “silicalite” and “silicalite-1” are typically synonymous, while “silicalite-2” refers to the siliceous (all SiO2)
version of ZSM-11, which has the MEL structure.
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Figure 1.1. A model of the FAU framework, viewed along the [111] crystal vector. Edges represent oxy-
gen atoms, and vertices represent silicon or aluminum atoms. Image courtesy of the International Zeolite
Association.[8]
may actually be better suited for the reaction. A model of the Y zeolite structure, the most commonly used
industrial catalyst,[5,11] is shown in Figure 1.1.
Determining the pore size, composition, crystal structure, and other properties of zeolites falls under the
broad heading of “zeolite characterization,” which is the topic of this dissertation.
1.3 Synthesis
The topic of zeolite synthesis is a broad one that I will not discuss in great detail here. The interested
reader is directed to Jansen and Wilson’s chapters on the synthesis of zeolites and AlPO4/SAPO molecular
sieves[23] or to Singh and Dutta’s case study of the synthesis of silicalite-1 and ZSM-5.[24]
Synthesizing zeolites often involves heating a solution or gel containing a silica and/or alumina source
(and any other metal oxides that are desired), usually in the presence of a -  (SDA,
also often referred to as a ). Structure-directing agents can be organic cations (often alkylammonium
or pyridinium-like cations), neutral species such as alcohols or diols, or zeolite seed crystals.[23] When the
synthesis is complete, the SDA is usually trapped within the zeolite. The template is usually removed by
, which is simply heating the material in the presence of oxygen in a controlled manner to remove
organic material via oxidation. In the case of alkylammonium-templated materials like ZSM-5 (MFI frame-
work), this leaves behind the acid form (H-ZSM-5, in this case). For zeolite Y (FAU) and zeolite A (LTA),
which are grown in gellation processes without a cationic template, the sodium form is usually recovered.
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Acidic zeolites can be converted to ionic forms (Na, K, Ca, etc.) by ion exchange with a mild base in
solution. Sodium zeolites can be converted to acidic zeolites either by direct treatment with acid or, more
commonly, by ion exchange with ammonium ion followed by careful heating to drive off ammonia. The
ammonium ion exchange method is typically employed because many zeolites are not stable in the presence of
strong acids in solution. For example, zeolite Y readily decomposes under heat in the presence of strong acids,
and even begins to decompose via —the removal of aluminum from the framework—after
decomposition of the ammonium ion if the resulting ammonia is not removed quickly enough.[25] Sometimes
this can be done intentionally to make an acidic zeolite that is more stable, as is the case with commercially
available DAY (dealuminated Y) and USY (ultra-stable Y) catalysts.
1.4 Properties
The ability of zeolites to bind water, cations, and small molecules loosely to the framework is the basis
of most applications involving zeolites. Catalytic applications attempt to ensure that all catalytic reactions
occur within the zeolite pores—or, equivalently, that the products must pass through the zeolite pore before
exiting the reactor. Applications in separations have a similar goal: to force all permeants to pass through a
zeolite pore before entering the filtrate. Artificial zeolites are universally employed for these applications, as
naturally occurring zeolites typically contain too many impurities.
Ion exchange processes are based on the ability of zeolites to readily swap cations with solutions to which
they are exposed. These cations exist to compensate for the extra charge created when aluminum (or in some
cases gallium or boron) takes on a tetrahedral coordination with oxygen. In water softeners and detergents, the
zeolite is loaded up with sodium or potassium ions, which exchange with calcium and magnesium ions in the
water. Catalytic applications, on the other hand, typically involve zeolites with hydrogen as the counterion.
This hydrogen atom sits on one of the four oxygen atoms that are bound to an aluminum atom, and is usually
free to jump between these sites even at room temperature.[26] This creates a strongly acidic environment,
which is useful for many acid-catalyzed reactions.
One of the best-known reactions for which zeolites are of great use is the acid-catalyzed transalkylation of
toluene to form benzene and xylene. This reaction, as well as the xylene isomerization reaction, is catalyzed
by acids. In this case, the catalyst is the hydrogen ion that compensates for the negative charge the aluminum
atom adds to the framework. The equilibrium composition of a mixture of xylene isomers is 22% o-xylene,
54% m-xylene, and 24% p-xylene.[27] This mixture is very difficult to separate by distillation; the boiling
points of o-, m-, and p-xylene are 144°C, 139°C, and 138°C, respectively. Until zeolite catalysts were em-
ployed, the preferred separation method was by crystallization, since p-xylene’s melting temperature (13°C)
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is much higher than that of o-xylene (−25°C) or m-xylene (−48°C). This required a (very expensive) two-
stage crystallization process. With the use of ZSM-5 catalysts, the ratios of xylene isomers as-synthesized
improve drastically, showing only a few percent o- and m-xylene, with over 95% of the product present
as the p-xylene isomer.[27] For the synthesis of diethylbenzenes, where the equilibrium ratio is 19:55:26%
o:m:p, the use of ZSM-5 catalysts produces only trace o-diethylbenzene, about 1% m-diethylbenzene, and
99% p-diethylbenzene.[27] The degree of selectivity offered by isomerization of xylenes and diethylbenzenes
over ZSM-5 is exceptional, but it offers a shining example of just how much potential zeolites have in future
processes that will require ever-decreasing amounts of waste and energy usage.
Finally, there is the important topic of adsorption by zeolites. The ability of zeolites such as A and X
to absorb water makes them useful as desiccants, particularly for applications where oft-used desiccants like
calcium sulfate (Drierite®) or silica gel (the powder that comes with many products in a pouch that says, “DO
NOT EAT” on it) do not remove enough water from the air or react with other compounds present. The ability
of zeolites to adsorb hydrocarbons, water, and other adsorbates can be used to remove volatile pollutants from
effluent streams, absorb radioactive waste from corroded nuclear waste containers, or clean toxic compounds
out of the air or water. Unfortunately, the small pores of zeolites make them difficult to characterize at times.
1.5 Zeolite Membranes
There has been much effort expended in recent years to make zeolites into thin, porous layers, or -
, to be used in membrane separations processes the same way polymeric membranes are used today.
An example of a membrane separation that most people have heard of is dialysis to assist failing kidneys,
but such separations are useful as energy-efficient separations for many kinds of mixtures. A membrane that
could selectively “screen out” molecules of certain shapes, as zeolites are (in principle) capable of doing, is
the proverbial Holy Grail of membrane separations. As such, tremendous effort has been expended to make
membranes that either contain zeolites or are made entirely of zeolites for use in separating mixtures with
very little energy usage and minimal waste. Analyzing the non-zeolitic porosity created when such 
 are synthesized is a primary topic of this dissertation.
A prime concern in zeolite membrane technology is the presence of crystal intergrowth defects. Such
defects take the form of grain boundaries, voids, stacking faults, and so-called   : regions where
the membrane has not grown together completely, leaving a “pin hole” of non-zeolitic porosity that extends
from one side of the zeolite membrane to the other. Quantifying these defects is particularly challenging in
membranes due to the size and fragility of membranes.
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Several methods have been employed in the past to determine zeolite membrane porosity and the extent
of defects in the membrane. Some work has been done with confocal optical microscopy[28,29] to detect top-
down defects in the membranes. In addition, some membrane defects can be seen on electron micrographs.
Mercury porosimetry can also be used to determine mesoporosity in a membrane,[30–40] and is in fact the best
technique for quantifying pores 50–100 nm in size. One problem common to each of these techniques is that
they partially or completely destroy the structure of the membrane during the analysis. Confocal microscopy
leaves the pores filled with dye (though in some cases this dye could be removed by a thorough calcination
process); scanning electron microscopy, being a surface technique, requires the membrane to be scored and
broken to provide a cross-section for the microscope to view; and mercury porosimetry not only does not
work well with microporous materials such as zeolites, but it leaves residual mercury in the pores making the
material toxic and useless for future experiments.
Physical adsorption on powders (see Chapter 2) is a common method which can also be used to char-
acterize porosity without causing damage to the material being analyzed. Nitrogen and argon adsorption
in particular have been used to determine the porosity and surface features of zeolites and other materials.
Extending these analyses to zeolite membranes has been slow to occur, however, due to practical problems.
Many of these are discussed in detail in Chapter 3. Extending adsorption measurements to zeolite membranes
is the primary topic of Chapters 3–5. A study involving further work on adsorption in mesoporous materials
(peripheral to the overall discussion of zeolites as membranes) is included in Appendix A.
The above concerns suggest the following questions:
• Is it possible to measure adsorption isotherms on zeolite membranes without destroying the structure
of the membrane? How does one normalize the quantity adsorbed?
• How much non-zeolitic porosity is present in a zeolite membrane?
• What is the pore size distribution of such non-zeolitic pores?
• Does the support contribute significantly to the adsorption isotherm?
• What impact does the support have on the permeation properties of the membrane?
Each of these questions is addressed in Chapters 3–5.
1.6 Zeolites as Alkaline Materials
Other work in zeolite materials science, which will also be discussed herein, involves the use of zeolites
as catalysts, but of base-catalyzed instead of acid-catalyzed reactions. Coaxing zeolites to act as bases is
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extraordinarily difficult, as may be inferred from the discussion up to this point: zeolites, in their hydrogen
form, are strong acids. As such, their sodium/potassium/etc. forms are weak bases at best. Chapters 6–8 will
discuss work to increase the base strength of zeolites by placing amine groups (Si–NH–Si and Si–NHn–Al)
in place of oxygen atoms, thereby making the framework more basic.
Substitution of oxygen for nitrogen in a silicate is analogous to the difference between an ether and a
secondary amine in organic compounds: ethers are typically neutral, whereas amines are much stronger bases.
The distinct advantage of nitrogen substitution is that the substitution is of the form Si–O–Si → Si–NH–Si
or Si–OH–Al → Si–NH2–Al which, in principle, leaves the size of the zeolite pores virtually unchanged. In
practice, however, such “nitridation” often competes with dealumination and decomposition reactions, which
can render the resulting material riddled with defects and even non-porous. In addition, the exact nature of
where and how the substitution process occurs remains mysterious, with characterization methods hinting at
but not really proving the existence of nitrogen in zeolite frameworks. As such, there is much to be learned
from both modeling and spectroscopy of these intriguing materials, especially regarding the nature of basic
sites in nitrided zeolites, and the framework structures that result.
The above considerations raise the following questions:
• Where does nitrogen substitute into the zeolite—on the surface, in the framework, neither, or both?
• What spectroscopic measurements, such as the 29Si NMR spectrum or the infrared absorption spectrum,
will be of particular interest for studying the nitridation process, and what features should we look for?
• Can we use spectroscopy or another tool to characterize the extent of nitrogen substitution in a zeolite?
• What ranges of conditions (if any) will produce a zeolite with nitrogen substitutions that remains mi-
croporous and highly crystalline?
• Which parameters are most significant in engineering the substitution reaction?
These questions are addressed in Chapters 6–8.
This dissertation will examine the role of defects—both structural and compositional—that change the
properties of zeolites and affect their ability to perform separations and/or chemical reactions. The physical
defects that exist due to incomplete intergrowth in polycrystalline zeolite membranes are examined in terms
of their effects on both the adsorption isotherms and the transport properties. The chemical defects (i.e.,
heteroatomic substitutions) that, in principle, induce strongly basic catalytic activity in zeolites are studied
in terms of the predicted spectroscopic signatures and the relevant measures of porosity and crystallinity.
This is done via a combination of experimental and computational techniques, including physical adsorption,
X-ray diffraction, nuclear magnetic resonance spectroscopy, vibrational spectroscopy, numerical solution,
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and electronic structure calculations. A basic background in adsorption; IR, Raman, and NMR spectroscopy;
and computational spectroscopy is given in Chapter 2. Chapters 3–5 discuss work quantifying defects in
zeolite membranes, while Chapters 6–8 discuss studies of synthesis and spectroscopy of nitrogen-substituted
zeolites.
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CHAPTER 2
BACKGROUND
Portions of this chapter have previously been published as Paper VI, Chapter 2 in Silica and Silicates in
Modern Catalysis, Istvan Halasz, editor (Research Signpost, 2010). The authors of that chapter are Karl D.
Hammond and Scott M. Auerbach.
2.1 Adsorption on Porous Materials
Adsorption, a term coined by Kayser[1] in 1881 to describe the process of atoms and molecules (the -
) adhering to a surface (the ), has been used for over a century to probe the surface properties
and porosity of catalysts and other high surface area materials such as charcoal, graphite, silica, and alu-
mina.[2–4] Adsorption measurements are the foundation of the theory of heterogeneous catalysis, which often
makes reference to such adsorption-related concepts as catalyst dispersion, surface area, turnover frequency,
and pore size. There are two types of adsorption: chemical adsorption, or , in which chem-
ical bonds form; and physical adsorption, or , in which only physical forces such as London
dispersion forces are involved and no chemical bonds are formed.(1)
We will focus here on physical adsorption, specifically on adsorption of nitrogen and argon. These two
gases are the most common gases used in physical adsorption experiments for three reasons: they are very
small, meaning they can cover the surface of a porous material with a minimum of gaps; they are inert under
the conditions of the experiment, so adsorption is guaranteed to be physical rather than chemical; and they
adsorb appreciably at temperatures that can be obtained relatively easily in the laboratory using either liquid
nitrogen (77 K) or liquid argon (87 K) baths. In some cases, krypton and even xenon have been employed
as adsorbates, usually at liquid nitrogen temperatures. Carbon dioxide and water can also adsorb physically
under the right conditions, though the information obtained from such isotherms is typically very different
from that obtained from a nitrogen or argon isotherm.[2]
(1)It is sometimes difficult to draw the line between physical and chemical adsorption. One definition is that chemical adsorption is an
activated process, while physical adsorption is not. Please note that desorption (adsorbed species leaving a surface) is always activated,
since the adsorbate must first acquire the heat of adsorption before leaving the surface. This definition is inadequate to describe some
kinds of chemisorption, however. Another definition is to define a specific heat of adsorption as the crossover energy between physical
and chemical adsorption, but this obviously requires the use of a somewhat arbitrary energy cutoff. It might be possible to determine
“electron density sharing” between two species by running a simulation, but this still requires the use of a somewhat arbitrary definition
of the amount of “sharing” that constitutes a chemical bond.
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Adsorption data (measurements or calculations) are typically presented as plots of the quantity adsorbed
on the material as a function of pressure, chemical potential, fugacity, or activity at constant temperature.(2)
Such plots are referred to as  . One could also plot the amount adsorbed at constant
pressure as a function of temperature (an ) or the pressure as a function of temperature at constant
loading (an ). Isotherms are by far the most common, since constant temperature baths are much
easier to maintain than constant pressures or loadings. The vertical axis of an adsorption isotherm is usually
normalized by the mass of the sample (or, for calculated isotherms, per atom of adsorbent or per unit cell),
and can have units of moles, mass, or standard volumes per unit mass of adsorbent. A   is
the volume the adsorbed gas would take up if it were released into the room at standard temperature and
pressure. Standard volumes are the most common in experimental work, because the calculations involved in
determining the quantity adsorbed (see Appendix C) involve fewer conversion factors.
2.1.1 Porous Materials
The term  has traditionally been used to describe very small holes in a material such as charcoals,
silicas, and other solids. Pores are further subdivided into three categories:[5]
micropores Pore radii or width less than 2 nm
mesopores Pore radii or width of 2–50 nm
macropores Pore radii or width greater than 50 nm
The cutoff between categories may seem completely arbitrary, but it is not. The categories are defined based
on properties of the nitrogen adsorption isotherm, in particular the pore sizes that mark the onset of 
(specifically, the pressure at which the    causes the closure of all hysteresis loops,
discussed in section 2.1.3.2), and the pore size that corresponds to a pressure that is so close to saturation
as to be indistinguishable from it. Characterization of microporous materials requires high-resolution (low-
pressure) adsorption, while characterization of macroporous materials requires another technique such as
mercury porosimetry.
It should be noted that the term  is often used to describe the pores in porous materials, particu-
larly in zeolites. This ill-defined and somewhat illogical term is used due to the interest in ,
describing materials with features smaller than 100 nm. Since all pores are smaller than 100 nm (larger pores
are usually referred to simply as “holes”), this means that many nanopores are larger than micropores! The
reason this is confusing is that using the term  commits the fallacy of reasoning that the “nano” part
(2)Pressure is used experimentally, though calculations frequently use chemical potential, fugacity, or activity instead.
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Figure 2.1. The IUPAC sorption isotherm classification system. Image from Sing et al.,[6] © 1985 by the
IUPAC. Reprinted with permission.
of “nanotechnology” has something to do with a nanometer; instead, it merely means “very, very small.”
Similarly, a micropore has nothing to do with a micrometer, but simply means “very small pore.”
2.1.2 Types of Isotherms
There are six generic types of adsorption isotherms that have been observed in gas adsorption, despite the
multitude of different adsorbent/adsorbate combinations that have been employed. The IUPAC classification
scheme,[6] based on the system devised by Brunauer, Deming, Deming, and Teller (the “BDDT” scheme),[7]
is shown in Figure 2.1. These isotherm types are characteristic of (I) microporous materials or materials
with strong adsorption in the first layer but negligible adsorption after that; (II) non-porous materials with
relatively strong adsorbate-adsorbent interactions; (III) non-porous materials with weak adsorbate-adsorbent
interactions; (IV) mesoporous materials with strong adsorbate-adsorbent interactions; (V) mesoporous mate-
rials with weak adsorbate-adsorbent interactions. Types III and V are extremely rare, except in the case of
water adsorbed on charcoal, graphite, or other hydrophobic surfaces. In these cases, however, it is nearly all
that is ever seen. The Type VI isotherm was not part of the original BDDT scheme[7] and is very rare. It
represents stepwise multilayer adsorption on a uniform, non-porous surface. Examples are argon or krypton
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on graphitized carbon at 77 K.[6] Each of types I, II, and IV will be discussed below, as these are the types of
isotherms seen in nitrogen adsorption on zeolites and other silicates.
2.1.3 Analyzing Adsorption Data
Non-porous and macroporous materials display Type II isotherms. Type II isotherms are characterized
by a large positive slope at low pressures (and possibly high pressures as well), with a flatter region in the
middle. The large uptake at low pressures, below the point denoted “B” in Figure 2.1, is associated with
coverage of up to a single layer, or , of adsorbate atoms or molecules. Point B(3) is located near the
point where a monolayer forms; this is the basis of the single-point BET method. The second upward swing
in the isotherm is due to the formation of other layers on top of the first one, and eventually condensation or
sublimation of adsorbate inside the sample container.
2.1.3.1 Surface Area
The key property of a material that can be extracted from a Type II isotherm is the specific surface area,
SA. The specific surface area is determined from the number of molecules in a monolayer, nm, and the statis-
tical area occupied by one molecule, Am, by the formula[2]
SA = nmAm. (2.1)
The value of Am varies with the adsorbate and temperature.
For nitrogen at 77 K, Am = 16.2 Å2;[2] this corresponds to a monolayer of hexagonally close-packed
nitrogen atoms on a flat surface. This value has been largely accepted—almost as Gospel—in all nitrogen
adsorption experiments and remains virtually unchallenged.
For argon at 77 K, the molecular area Am is ill-defined; 77 K (liquid nitrogen temperature) is below the
triple point of argon (83.8 K), meaning that solid argon forms at saturation. Thus there are two possible
reference states: the solid (which would not be expected to cover the surface effectively), and the supercooled
liquid (which may or may not be an accurate representation of the actual state of the fluid). Using solid argon
as a reference, a value of Am = 18.2 Å2 is often used.[3] Using supercooled liquid argon (P◦ = 220 Torr at
77.2 K[2]) results in a value of Am = 17 Å2, and assuming close-packed liquid argon results in Am = 13.8 Å2.
Some instruments (notably the AUTOSORB–1 from Quantachrome Instruments) use Am = 14.2 Å2 for argon.
In general, it is best to avoid surface area measurements with argon at 77 K for these reasons. If argon is used,
the value of the molecular area should always be reported.
(3)Point A is the vertical intercept of a line drawn parallel to the region of the isotherm just above Point B. Point C is the point on the
same line where the isotherm appears to diverge from the line. See Gregg and Sing[2] for further discussion.
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Argon at 87 K is above its triple point temperature, so the liquid phase is the only possible reference state.
In principle, the gas should take up slightly more area than it does at 77 K, but in practice the difference is
smaller than the uncertainty in the measurement of Am in the first place. The close-packed liquid is often
used, meaning Am = 13.8 Å2.[8] The AUTOSORB–1 (Quantachrome Instruments) uses Am = 14.2 Å2 for
argon at both 77 K and 87 K.
With the value of Am in hand, one only needs a model of adsorption on the surface to obtain the number
of atoms/molecules in a monolayer (nm), and thus the specific surface area.
2.1.3.1.1 The Langmuir Isotherm The Langmuir isotherm is the simplest model of an adsorption iso-
therm that yields useful results. It was derived by Irving Langmuir in 1916[9] using the following assumptions:
1. The surface consists of a uniform two-dimensional array of identical adsorption sites
2. The probability of adsorbing or desorbing is independent of the number of nearby molecules on the
surface
3. The activation energy for desorption is equal to the heat of desorption
4. The vapor phase obeys the ideal gas law
If the vapor phase obeys the ideal gas law, the number of molecules striking the surface per unit area (the
flux, Jm) is[10]
Jm = P
√
1
2pi
1
MakT
= PΛT , (2.2)
where P is the pressure of the gas, Ma is the molecular mass of the adsorbate, k is Boltzmann’s constant, and
T is the temperature. Let the fraction of occupied sites (the ) be θ1, and thus the fraction of unoccupied
sites be 1 − θ1. Assuming a fixed fraction of collisions result in adsorption (the  , a), the
rate of condensation is
rcond = aJm(1 − θ1) = aPΛT (1 − θ1). (2.3)
Since physical adsorption is not activated, the activation energy is the heat of adsorption, Q. The rate of
evaporation per unit area is therefore
revap = xmνe−Q/kT θ1, (2.4)
where xm is the number of surface sites per unit area, and ν is the frequency of vibration along the coordinate
perpendicular to the surface. At equilibrium, revap = rcond, meaning
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Figure 2.2. Langmuir isotherms for several values of b.
aPΛT (1 − θ1) = xmνe−Q/kT θ1. (2.5)
Solving for the loading, one obtains the L  :
θ1 =
aΛT P
xmνe−Q/kT + aΛT P
=
bP
1 + bP
(2.6)
The term b = aΛT /[xmν exp(−Q/kT )] has units of inverse pressure and is usually a fitted parameter. Example
Langmuir isotherms for various values of b are shown in Figure 2.2. The Langmuir isotherm predicts the
initial uptake of a Type II isotherm, but fails to predict the second rise at higher pressures. Predicting this
second rise requires a model that includes adsorption of more than one layer.
2.1.3.1.2 The BET Equation The next best known model of adsorption isotherms—often the only model
introduced to students other than the Langmuir isotherm—is the model proposed by Brunauer, Emmett, and
Teller in 1938.[11] This model is universally referred to as BET theory.
The basis of BET theory is extending the Langmuir isotherm to the second and higher layers via some
simplifying assumptions. The additional assumptions of the BET model are:
1. The only source of increased quantity adsorbed is thickening of adsorbed layers (i.e., no pores fill in or
below the region of the isotherm where the equation is applied)
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2. The heat of adsorption of the second and higher layers are all equal to the heat of condensation of the
bulk liquid
3. The sticking probabilities and attempt frequencies (ai and νi, respectively) of the second and higher
layers are all equal
4. At P = P◦, the saturation pressure of the liquid, the number of layers becomes infinite (i.e., the vapor
condenses to liquid)
The derivation is similar to that of the Langmuir isotherm, but since there are multiple layers we must define
loading θ j as the number of surface sites with j molecules adsorbed (stacked up, if you will). For j > 0, we
have,
a jPΛT θ j−1 = xmν je−Q j/kT θ j. (2.7)
By definition,
∑∞
j=0 θ j = 1, and the number of molecules adsorbed on the surface is n = nm
∑∞
j=1 jθ j. From
Equation (2.7) and the assumption that the second and higher layers all have the same properties (and Q j = QL
for j > 1), we know that
θ1 =
a1
xmν1
PeQ1/kT θ0
θ2 =
a2
xmν2
PeQL/kT θ1
=
a1
xmν1
a2
xmν2
P2e(Q1+QL)/kT θ0
θ3 =
a2
xmν2
PeQL/kT θ2
=
a1
xmν1
PeQ1/kT
[
a2
xmν2
PeQL/kT
]2
θ0
...
(2.8)
Now define x = a2xmν2 Pe
QL/kT and y = a1xmν1 Pe
Q1/kT (to save space), and we can write
θ j = x j−1yθ0 (2.9)
We now define another constant which helps simplify the equations further,
C =
y
x
=
a1
ν1
ν2
a2
exp
(Q1 − QL
kT
)
. (2.10)
Note that C is positive and unitless. We can now write θ j = x jCθ0, which yields n = nm(
∑∞
j=1 jx
j)Cθ0. Since
θ0 = 1 − ∑∞j=1 θ j, we can write θ0 = 1 − (∑∞i= j x j)Cθ0. One may recognize the geometric series x/(1 − x) =
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∑∞
j=1 x
j here, meaning θ0 = 1 − x/(1 − x + Cx). One may also recognize the series x/(1 − x)2 = ∑∞j=1 jx j in
the result for n. Inserting these two results and rearranging yields
n
nm
=
Cx
(1 − x)(1 − x + Cx) (2.11)
According to assumption #4, n → ∞ as P → P◦; this means that limP→P◦ x = 1, or 1 = a2xmν2 P◦ exp(QL/kT ),
or P◦ = xmν2a2 exp(−QL/kT ), meaning x = P/P◦ and thus
n
nm
=
CP/P◦
(1 − P/P◦)[1 + (C − 1)P/P◦] (2.12)
Equation (2.12) is the BET  . To find the number of molecules in one monolayer, nm,
which is linked to the area of the surface by Equation (2.1), it is most convenient to rearrange Equation (2.12)
into something easily plotted, such as
P/P◦
n(1 − P/P◦) =
1
nmC
+
C − 1
nmC
P/P◦. (2.13)
This is called the BET E. Using it, a plot of P/n(P◦ − P) vs. P/P◦ will yield a straight line (if the
model is accurate, at least) with slope S BET and intercept IBET. The surface area (SABET) and C constant
(often written CBET) are obtained thus:
SABET = Am
1
S BET + IBET
CBET =
S BET
IBET
+ 1 (2.14)
The BET model of physical adsorption has enjoyed tremendous popularity, rivaled only by the Langmuir
isotherm (which transformed chemical adsorption the same way the BET isotherm transformed physical
adsorption).
2.1.3.1.3 Applicability of Langmuir and BET Models The Langmuir isotherm is generally best-suited
to chemisorption (e.g., H2 on Ni, Pt, or other metals), though it remains a simplistic model of that as well.
The BET isotherm is a reasonably good model of some Type II isotherms (and the low-pressure regions of
some Type IV isotherms, discussed in section 2.1.3.2), provided certain conditions are met. The value of
C [Equation (2.10)] has been found to be a good measure of whether values of SABET are representative of
the actual surface area of the material—that is, whether the assumptions of the model apply to this particular
adsorbate–adsorbent–temperature combination.
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Figure 2.3. BET isotherms using several C values. The plot on the left shows a logarithmic scale for
comparison purposes, but the region of interest for surface area determination is between P/P◦ = 0.05 to 0.3.
The shaded region is the region between C = 50 and C = 200; isotherms in this region are isotherms for
which the BET equation is likely to yield a reasonable estimate of the surface area.
The value of C effectively determines how steep the isotherm is in the region of 0–0.3 relative pressure.
Examples of isotherms with several values of C are shown in Figure 2.3. The surface area, based on Equa-
tion (2.13), is generally determined from adsorption data between 0.05 and 0.3 relative pressure (or possibly
a narrower range), as this is the region in which a monolayer forms (i.e., contains Point B).[12] If C . 50, the
isotherm is too shallow, and the monolayer is not well-defined enough to apply the equation. If C & 200,
the isotherm is too steep, and there is either significant micropore filling or localized adsorption (i.e., the
assumption of a uniform grid of reasonably similar adsorption sites is invalid).[3]
In some cases—particularly for microporous materials, such as zeolites—naïve application of the BET
equation will yield a very small intercept that may in fact be negative. This yields a very large or possibly
negative value of C, which by the criteria listed in the previous paragraph should raise a red flag. Clearly
a negative value of C should cause worry: Equation (2.10) obviously cannot allow negative values for this
constant. As such, the BET equation is typically limited to Type II isotherms and Type IV isotherms with no
microporosity. If C is out of range, the value of nm and thus SABET usually yields inconclusive and typically
useless information about the actual surface area of the material. Walton and Snurr have suggested[13] that
the BET equation predicts accurate surface areas for microporous metal-organic frameworks (MOF’s), but
this agreement is fortuitous and should not be assumed to hold generally. Indeed, the surface areas from
20
experiment and theory in Walton and Snurr’s paper disagreed by as much as 60 percent, further suggesting
that BET results for microporous materials should be ignored.
2.1.3.2 Mesoporous Materials: Type IV Isotherms
The isotherms of purely mesoporous materials look identical to the isotherms of non-porous materials
at relatively low pressures. This is because the radius of curvature of a mesopore wall is large compared
to the diameter of the adsorbate, yielding an effectively flat surface until the pore fills with adsorbate. The
phenomenon specific to the isotherms of mesoporous materials is , wherein a different quantity is
adsorbed as a function of pressure when gas is added to the sample (adsorption) than when it is removed
(desorption). Hysteresis occurs only in materials with mesoporosity, and occurs for all materials that exhibit
mesoporosity. Indeed, the definition of a mesoporous material (see section 2.1.1) is one that displays hys-
teresis in a nitrogen or argon adsorption isotherm. The reason for this convention will be developed in this
section.
2.1.3.2.1 The Kelvin Equation Mesoporosity occurs due to the phenomenon of  ,
which is the process through which a pore will fill or empty due to changes in the balance between the surface
tension of the fluid (which holds the liquid droplet together) and the pressure of the fluid (which tries to drive
the droplet apart). The larger the radius of curvature of the meniscus, the harder it is for surface tension to
hold the drop together.
The earliest model for capillary condensation is the K ,
log
P
P◦
= −2γVL
RT
1
rK
, (2.15)
which essentially states that a pore will fill when the pressure becomes high enough to balance the surface
tension (γ) of a potential mensiscus of fluid in the pore. Conversely, if the pressure is dropped below the
pressure which balances surface tension for a meniscus of that size, the pore will empty. The mean radius of
curvature of the meniscus is referred to as the K  (denoted here by rK). The Kelvin equation can
be derived from the Young–Laplace equation (2.20), as shown by Gregg and Sing[2] (page 119). For nitrogen
at 77 K, the Kelvin equation reduces to log10(P/P
◦) = −4.14 Å/rK .
The value of the Kelvin radius, rK , is related to (but not the same as) the radius of the pore, rp. As might
be inferred from the discussion up to this point, the inner surfaces of the pores are already covered with one
or more layers of adsorbate molecules before the pore fills. The radius of the pore is therefore rp = rK + t,
where t is the   of adsorbed molecules on the surface. This, along with models of the
thickness, t (see section 2.1.3.3.1), is the basis of mesopore size distribution methods such as those of Barrett,
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Joyner, and Halenda (BJH);[14] Dollimore and Heal (DH);[15] and Magee (often called the “Carbon Black”
method)[16] (see section 2.1.3.2.3).
The Kelvin equation is obviously derived from arguments based on treating the adsorbate as a continuous
fluid. As such, its range of applicability is limited to regions where the continuum hypothesis holds. A recent
study by Mitropoulos[17] suggests that the Kelvin equation predicts radii of curvature to surprising accuracy
for rK ≥ 4 nm.
2.1.3.2.2 Hysteresis The phenomenon of hysteresis is still an active area of research, but several causes
have been put forth (all of which probably contribute). These are
1. Differences in the effective geometry of the meniscus when it forms in an empty pore than when the
fluid evaporates from a filled pore (see, for example Gregg and Sing,[2] page 127)
2. Delay of adsorption caused by lack of nucleation.[18] In this model, the adsorption branch of the iso-
therm is a vapor-like spinodal and the desorption branch is a liquid-like binodal (i.e., equilibrium)
curve.
3. Pore-blocking effects, such as would occur in “ink-bottle” pores—the “bottle” (large rp) cannot empty
until the neck (small rp) clears the way[19,20]
4. Extraordinarily slow diffusion,(4) causing what appear to be stable equilibrium states but are actually
slightly unstable states that decay to the real equilibrium state on very long time scales.[21]
5. Swelling of the pores during adsorption, producing a higher quantity adsorbed (at the same pressure)
during desorption than was present during adsorption. This usually results in a Type IV isotherm that
doesn’t “close” properly (the dashed lines in Figure 2.4)
The IUPAC classifies four different types of hysteresis loops, which are shown in Figure 2.4. Type H1
hystereses are characteristic of well-defined mesopores with a narrow range of diameters somewhere between
4 nm and 50 nm. In such cases, it is typically assumed that the desorption branch of the isotherm yields a
better reflection of the true pore size, since desorption is not hindered by nucleation. Types H3 and H4
hystereses indicate broad distributions of pores, and are typically difficult isotherms from which to extract
size distributions. Type H2 hystereses, with asymmetric loops, indicate large pore volumes and typically a
wide distribution of pores. Isotherms with Type H2, H3, or H4 hysteresis typically have their lower closure
points dictated by the tensile strength effect, discussed in section 2.1.3.2.4. The desorption branch should not
be used to extract a pore size distribution if the lower closure point is near P/P◦ = 0.42.
(4)I like to call this the “impatient experimentalist” explanation.
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Figure 2.4. IUPAC hysteresis classification system. Image from Sing et al.,[6] © 1985 by the IUPAC.
Reprinted with permission.
2.1.3.2.3 Pore Size Distributions There are many, many models that attempt to extract pore sizes from
nitrogen and argon adsorption isotherms. Most are variations on the same theme: calculate the derivative
of the isotherm, subtract off the portion that comes from thickening of the adsorbed layers, assume all that
remains comes from pore-filling, and use a model such as the Kelvin equation (2.15) to determine the size of
such pores.
One of the oldest and most commonly used models is that of Barrett, Joyner, and Halenda,[14] universally
called the BJH pore size distribution model. In the BJH model, the volume of gas that would desorb (or
adsorb) due to a decrease (or increase) in P/P◦ in a cylindrical pore is computed for each point on the
isotherm via
Vp,n = Rn∆Vn − Rn∆tn
n−1∑
j=1
r¯p − t¯
r¯p
Ap, j (2.16)
where Vp,n is the pore volume of the pores that empty or fill during the nth ad/desorption step, Ap,n = 2Vp,n/rp,n
is the area of the pore wall, ∆Vn is the observed change in the volume adsorbed for the nth point on the
isotherm, ∆tn is the change in the statistical thickness, Rn = r2p,n/(rK,n + ∆tn)
2 is the ratio of cylinder volumes
between the pore (radius rp) and the inside of the adsorbed layer (radius rK + ∆t)—that is, the ratio of the
volume of the fluid before step n and the volume after step n. The first term represents the total increase
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in volume; the second represents adsorbate that went into the thickening/thinning of the adsorbate layers in
other pores. The values of t came from experimental values obtained by Shull[22] in the original paper, but
more recent estimates of t (see section 2.1.3.3.1) are typically used in present-day implementations of the
BJH method.
The method of Dollimore and Heal (DH),[15] which calculates the pore size distribution similarly to the
BJH method,
Vp,n = Rn∆Vn − Rn∆tn
n−1∑
j=1
Ap, j − 2piRn∆tn
n−1∑
j=1
Lp, j, (2.17)
where Lp, j = Ap, j/(2pirp, j), gives pore size distributions that are nearly indistinguishable from BJH pore size
distributions, and as such it is not much of an improvement.
Modern improvements to pore size distributions involve obtaining better agreement between pore size dis-
tributions calculated using adsorption vs. desorption isotherms (for isotherms with H1 hysteresis), computing
reliable pore size distributions from isotherms with H2, H3, and H4 hysteresis, and pore size distributions for
micropores (pores less than 4 nm in diameter).
Micropore size distributions for graphite and other carbonaceous porous materials can be calculated by
the slit pore model of Horváth and Kawazoe,[23] but for zeolites and other microporous silicates it is preferable
to use the the cylindrical pore model of Saito and Foley.[24] The Saito–Foley model calculates the micropore
radius rp by fitting the isotherm to the following equation:
log
( P
P◦
)
=
3
4
pi
kT
NAAA-A + NE AA-E
d40
∞∑
j=0
 1j + 1
(
1 − d0
rp
)2 j 2132α j
[
d0
rp
]10
− β j
[
d0
rp
]4 (2.18)
Where NA is the adsorbate density per unit area, NE is the adsorbent density per unit area, AA-A is the force
constant for adsorbate–adsorbate interactions, AA-E is the force constant for adsorbate–adsorbent interactions,
d0 is the arithmetic mean diameter of adsorbate and adsorbent atoms, and the constants α j and β j are defined
by
α j =
(
Γ(−4.5)
Γ(−1.5 − j)Γ( j + 1)
)2
β j =
(
Γ(−1.5)
Γ(−1.5 − j)Γ( j + 1)
)2
, (2.19a)
where Γ(x) =
∫ ∞
0 t
x−1e−tdt; or by the recursive definitions
αi =
(−4.5 − i
i
)2
αi−1 βi =
(−1.5 − i
i
)2
βi−1, (2.19b)
with α0 = β0 = 1.(5)
(5)These symbols are also defined in the List of Symbols, page xxiii.
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Most work in the field of pore size distributions in recent years has involved what I will refer to as classical
potential density functional theory (DFT).(6) Classical potential DFT attempts to find the Helmholtz free
energy (F = −PV+γA+∑ j µ jN j) and the grand potential (Ω = −PV+γA); where P is pressure, V is volume, γ
is surface tension, and A is surface area; as a functional of the adsorbate density profile, ρ(→r). Evans[25] showed
that this is possible via a modification of the Hohenberg–Kohn theorem[26] to include classical potentials. The
subject of classical potential DFT and its applications to adsorption has been reviewed by Gubbins,[27] and
shows remarkable promise for next-generation pore size distributions. It is not a focus of this dissertation,
however, so it will not be discussed further here.
2.1.3.2.4 The Tensile Strength Effect The so-called tensile strength effect was first pointed out by Har-
ris,[28] who drew attention to the fact that many nitrogen isotherms of mesoporous materials contained hys-
teresis loops that closed at or near P/P◦ = 0.42, but none ever had loops that closed at lower pressures. In
fact, many if not most Type H2 hysteresis loops have their closure points at P/P◦= 0.42. Interpreted naïvely
via the Kelvin equation (2.15) and/or a BJH analysis (section 2.1.3.2.3), this implies that all of these materials
have a narrow distribution of pores with 1.7 < rp < 2.0 nm.[2] An excellent discussion of this phenomenon
is included in Gregg and Sing,[2] page 154. The name derives from the idea that, via the Young–Laplace
equation, the pressure on the vapor side of the meniscus is lower than the pressure on the liquid side,
Pg − P` = 2γrK , (2.20)
meaning that as the pressure outside the meniscus decreases, the tension on the meniscus increases. The
maximum amount of tension the liquid can withstand is its  ; at tensions greater than the
tensile strength, the meniscus will collapse and the fluid will rush out of the pore. This corresponds to a
specific value of the Kelvin radius, and thus a specific pore size. This pore size only depends on γVL/RT ,
and is thus a constant for a given adsorbate at a given temperature, and does not depend on the nature of the
porous material.
The reason why this effect occurs (i.e., why there is a specific tensile stress that causes immediate desorp-
tion) is still an active area of research. The most popular explanation is that at pressures below P/P◦ = 0.42
for nitrogen at 77 K inside a pore network, the nitrogen filling the pores begins cavitating—spontaneously
forming vapor inside the liquid—and the network empties (regardless of the size of the necks through which
the adsorbate inside larger pores would have to diffuse). The entire pore network therefore empties itself at
(6)The “classical potential” part is to distinguish it from the density functional theory that is used to find approximate solutions for
the electronic energy of electrons and nuclei, discussed in section 2.4.3.
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the pressure at which cavitation commences, in this case apparently P/P◦ = 0.42. For a very thorough dis-
cussion of this phenomenon, as well as evidence suggesting that the use of nitrogen at 77 K (liquid nitrogen
temperature) and argon at 87 K (liquid argon temperature) can help distinguish between hysteresis due to
pore blocking and hysteresis due to cavitation, see Thommes et al.[29] and references therein.
The tensile strength effect occurs for adsorbates other than nitrogen as well. For argon at 87 K, the lower
closure point due to the tensile strength effect is at P/P◦ ≈ 0.38 (very close to the value for nitrogen at 77 K).
For argon at 77 K, the lower closure point moves to P/P◦ ≈ 0.18.
2.1.3.3 t- and αs Plots
Two commonly employed methods exist for determining deviations of an adsorption isotherm from that
of a non-porous material. These are called the t-plot of Lippens and de Boer,[30–32] which plots the quantity
adsorbed against the thickness of the adsorbed layer (t); and the αs-plot, which plots the quantity adsorbed
against the normalized quantity adsorbed on a standard (non-porous) material at the same pressure (αs). In
each case, the plot will be linear if the material contains no pores that fill in that region of the isotherm. The
t and αs plots also allow one to determine the external surface area of a microporous solid.
2.1.3.3.1 Models for t Several models for the statistical thickness, t, exist, but three are in common use
and will be mentioned here. The first is that used by de Boer,[33] based on the thin-film model of Harkins and
Jura.[34] This yields, for nitrogen at 77 K,
t =
√
13.99
0.034 − log10 P/P◦
. (2.21)
Another model for t is that of Halsey,[35] who defined the simple equation for an isotherm as log(P/P◦) =
sHθ−rH , where rH and sH are constants. Rearranging this and recognizing that t (the thickness) is proportional
to θ (the loading), we have
t = aH
[
1
log P/P◦
] 1
bH
. (2.22)
The values of aH and bH (which could be determined in terms of the thickness of a monolayer and the values
of sH and rH if one were so inclined) are typically adjusted to best fit an isotherm. For nitrogen at 77 K, the
values of aH and bH are often assumed to be 6.0533 Å and 3.0, respectively.[36] However, the best values of
aH and bH are found by fitting the “monolayer coverage” region of an isotherm (usually P/P◦ = 0.05 to 0.3)
of a non-porous material with similar surface chemistry to the Halsey equation; that is, adjusting values of
aH and bH to make the predicted isotherm identical to the measured one in the surface covering regime.
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2.1.3.3.2 Models for αs The definition of αs is the ratio of the quantity adsorbed on a reference material
(a function of P/P◦) to the quantity adsorbed at some pressure (usually P/P◦ = 0.4) on the same reference
material. One then plots αs against P/P◦ (for the reference material) to extract values of αs to use in the αs
plot. The αs plot is constructed by plotting the quantity adsorbed on a material of interest (not the reference
material) against αs, with P/P◦ as a parameter. If the material of interest has the same character as the
reference material (i.e., it is non-porous) in that region of the isotherm, the plot will always be linear in that
region. Deviations from linearity indicate the presence of pores that fill in that region.
Standard isotherms for non-porous silica have been compiled by Gregg and Sing[2] for nitrogen at 77 K
(page 93) and argon at 77 K (page 99).
2.1.3.3.3 Micropore Volumes from t or αs Plots As Sing suggested in 1967,[37] the t- or αs plot can be
used to estimate the micropore volume of the material. The basic idea is to extrapolate the plot back to αs = 0
or t = 0, which corresponds to an empty surface on the reference isotherm. The intercept is, in principle,
the quantity adsorbed when the surface is empty; this is the quantity of gas adsorbed in the micropores. In
practice, the fluid in the micropores compresses as P/P◦ increases, so the value returned by the intercept of a
t- or αs plot should be treated only as an estimate. The standard assumption is to assume liquid packing,[37]
meaning Vˆµ = 0.00156Vˆads,t=0 for nitrogen at 77 K.
2.1.4 High-Resolution Adsorption
Modern pressure transducers capable of measuring extremely low pressures gave birth to the practice of
high-resolution adsorption, sometimes abbreviated as HRADS.(7) The idea behind HRADS is to measure
adsorption isotherms in the region where micropores fill—the pressure at which such pores fill is often on the
order of 10−6 atm.
High-resolution isotherms are typically plotted as semi-logarithmic plots, wherein the quantity adsorbed
is plotted against the (common) logarithm of relative pressure. Alternately, they can be plots of quantity
adsorbed against chemical potential, though this is only possible in situations (such as a simulation) where
it is possible to determine the chemical potential. These two are equivalent due to the expression µ(T ) −
µ◦(T ) = kT log( f / f ◦) ≈ kT log(P/P◦), which can be derived from the Gibbs–Duhem equation by assuming
the vapor phase obeys the ideal gas law.(8) The logarithmic pressure scale allows one to see the region of the
(7)This is not to be confused with the High-Resolution Adsorption Desorption System, a device in the Conner lab.
(8)Note that “obeys the ideal gas law” does not mean “is an ideal gas.” I had a misunderstanding about those two terms that got me
off on the wrong foot with a professor at a conference during my first year. I said the latter, but he thought I’d said the former, argued
with me for about five seconds, then said something to the effect of, “Well, you clearly have a lot to learn about adsorption,” and walked
to the next poster.
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Figure 2.5. Adsorption isotherm of nitrogen on Y zeolite at 77 K. Both the high-resolution (left) and standard
(right) regions are shown. The small hysteresis closing at P/P◦ = 0.45 is due to the tensile strength effect
(see section 2.1.3.2.4, page 25).
isotherm where micropores actually fill. For example, see the high-resolution adsorption isotherm of zeolite Y
powder (FAU framework) in Figure 2.5. The standard region looks like a Type I, II, or IV isotherm, but the
semilogarithmic axis of the high-resolution plot shows a well-defined rise in pressure near P/P◦ = 10−4
corresponding to micropore filling.
High-resolution adsorption isotherms show a “step” due to micropore filling at different relative pressures
depending on whether argon or nitrogen is used as the adsorbate. For example, nitrogen fills the pores of
silicalite-1 (MFI framework) about one factor of ten lower in relative pressure than the pressure at which
the same pores will fill with argon at the same temperature (Figure 2.6). This effect persists for argon at its
own boiling point (87 K) as well; see the work of Maglara[38,39] for several excellent examples. Argon is
therefore a better choice for high-resolution adsorption on adsorbents with very small pores. If liquid argon
is available, its use is recommended as a temperature bath, but liquid nitrogen is also acceptable. The choice
of P◦ for argon (supercooled liquid, 220 Torr, vs. solid, 208 Torr) should always be specified when reporting
the data.
The one caveat when discussing high-resolution adsorption is equilibration time. The low pressures
involved in micropore filling mean that small decreases in pressure are significant, requiring longer equilibra-
tion times for the pressure to decay within tolerance. The same low pressures mean heat and mass transfer to
and from the gas phase are much slower than at higher pressures, also requiring longer times. It can take up
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Figure 2.6. High-resolution adsorption isotherms on silicalite-1 powder using nitrogen and argon at 77 K as
adsorbates.
to 90 minutes per point to reach equilibrium. Points on the isotherm near the top of the plateau typically take
longer than the rest of the isotherm. Further concerns are discussed in section 2.1.5.
2.1.5 Measuring Adsorption Isotherms
There are two main categories of adsorption apparatus: gravimetric systems and volumetric systems.
Gravimetric systems employ a very sensitive microbalance and determine the quantity adsorbed by weighing.
They are common in thermogravimetric analysis (TGA), but are rare these days for determining nitrogen or
argon adsorption isotherms and are generally not accurate enough for high-resolution adsorption isotherms.
Volumetric systems employ a series of valves connected to a sealed manifold of known volume, and the
quantity adsorbed is determined solely by measuring pressures. All adsorption systems employed in this
dissertation are volumetric; the rest of this section discusses the use of volumetric apparatus to measure
adsorption isotherms.
There are four steps required to measure an adsorption isotherm with a volumetric apparatus.
1. Calibration of the adsorption manifold’s volume
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2. D, or , in which water, alcohol, aromatics, and other adsorbates are removed from
the surface; this ensures that the surface covered by the adsorbate is the surface of adsorbent and not
the surface of other adsorbate molecules
3. Measurement of the   (or  ); this is the physical volume of the apparatus below
the sample valve, which fills with adsorbate even if nothing adsorbs on the adsorbent
4. Measurement of the adsorption isotherm itself
Calibrating the manifold volume only needs to be done if the volume of the manifold changes—that is, if a
transducer is replaced, a valve is removed and/or replaced, or if something dents the manifold. The rest of the
steps need to be done each and every time an isotherm is measured. The specific steps required to perform
these operations are described by Vallee,[40] and the equations used to calculate the quantity adsorbed are
derived in Appendix C (page 315).
The dead volume is typically measured with helium. Helium’s critical point is 5.2 K and 2.2 atm, meaning
that even at 77 K it is far above its critical temperature and below its critical pressure. Helium is therefore
very close to a perfect gas—interactions with other helium atoms and with the adsorbent are negligible even
at 77 K—and therefore helium does not adsorb appreciably.
In automated systems, such as the AUTOSORB–1 (Quantachrome Instruments, Boynton Beach, FL) or
the ASAP 2050 (Micromeritics Instrument Corp., Norcross, GA), the manifold calibration is typically done
at the factory, and the dead space is collected automatically right before the adsorption isotherm.
2.2 Vibrational Spectroscopy
Vibrational spectroscopy is done at infrared frequencies, and includes infrared spectroscopy (an adsorp-
tion or emission technique) and Raman spectroscopy (a scattering technique). The idea is to measure the
radiation absorbed, emitted, or scattered by the oscillating charges in a molecule or crystal. In infrared spec-
troscopy, radiation is absorbed if such absorption results in a change (with respect to position) in the dipole
moment of the molecule or crystal. In Raman spectroscopy, radiation is scattered if a similar change in the
polarizability results due to the vibration.
Older IR instruments (called  instruments) essentially used a prism to separate the radiation into
its frequency elements and measured the intensity as a function of wavelength as the refracted light hit the
detector. Modern instruments are  instruments, usually called Fourier transform (FT) instruments.
In an FT instrument, all radiation arrives at the detector at once. The signal actually measured by the detector
is the interferogram created by recombining two beams of equal path length—one that has passed through
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the sample and one that has not. The interferogram (a plot of intensity against position) is transformed to
wavenumber space via the Fourier cosine transform,
S (ν¯) =
∫ ∞
0
S (x) cos(2pixν¯)dx. (2.23)
The IR spectrum, S (ν¯), is a plot of intensity of absorption of IR radiation against wavenumber, ν¯, or wave-
length, λ. For historical reasons, the vibrations of highest frequency and energy are plotted on the left side of
the plot.(9)
Infrared spectroscopy tends to be more sensitive for zeolites, since changes in the dipole moment are
strong due to the near-ionic character of the silicon–oxygen and aluminum–oxygen bonds. Raman spec-
troscopy tends to be less sensitive, and is further hampered by fluorescence—the excitation source (usually
a laser with a visible-range wavelength) causes emission of radiation in the near-infrared region. This is
mentioned in Chapter 8 as well.
Further discussion of infrared and Raman spectroscopy in this chapter is limited to computational spec-
troscopy in section 2.4.5.
2.3 Nuclear Magnetic Resonance Spectroscopy
Nuclear magnetic resonance (NMR) spectroscopy is based on the absorption of radiation by atomic nuclei
in a uniform external magnetic field. The magnetic field causes the nuclear spins to precess around the axis
of the field(10) at the L , νL = 2piωL = 2piγm‖
→
B‖. Changing the value of the spin (from + 12 to
− 12 , for example), requires a torque (and thus an energy) proportional to the magnetic field via the equation
∆E = hν = −→m · →B, (2.24)
where →m is the magnetic moment of the nucleus and
→
B is the magnetic field experienced by the nucleus.
The frequency ν is typically in the megahertz range, meaning magnetic resonance spectroscopy involves
measurements in the radio wave range of the electromagnetic spectrum. Determining each of the terms ν, →m,
and
→
B is the subject of this section.
(9)The reason is that wavelength increases to the left of the plot, but since the scale is usually proportional to energy/wavenumber,
this reason is, in the author’s opinion, antiquated and silly.
(10)Note that the Heisenberg uncertainty principle prevents it from aligning precisely with the field.
31
2.3.1 Nuclear Spin
All constituents of matter—electrons, protons, and neutrons—are particles with spin quantum number
s = 12 . Putting more than one nucleon (proton or neutron) together in one nucleus requires different values of
the orbital angular momentum quantum number (`), producing different values of the total nuclear spin, I. An
even number of nucleons means I will be an integer, while an odd number of nucleons means I will be a half-
integer. If I = 0, which is the case for nuclei with N and Z even (including 12C and 16O), the nucleus will not
be magnetically active (there is no magnetic moment, as the distribution of spins is spherically symmetric).
If both N and Z are odd, the nucleus has non-zero integer spin. The properties of many magnetically active
nuclei are listed by Stone.[41]
It is possible to estimate nuclear spins for many nuclei via a shell model of the nucleus. Such a model is
not nearly as well-understood as the shell model of electrons (i.e., the periodic table), but it is at least good
enough to give a qualitative answer. The total nucleon spin, j, is determined by the sum of the orbital and
spin angular momenta of each nucleon, → =
→
` +
→s. The - , Hs-o, is equal to[42]
Hs-o = Vs-o(
→r)
→
` · →s
~2
= Vs-o(
→r)
j( j + 1) − `(` + 1) − s(s + 1)
2
= Vs-o(
→r) for j = ` + 1/2
= −Vs-o(→r)` + 12 for j = ` − 1/2
(2.25)
The spin-orbit energy therefore splits each nucleon energy level, just as a magnetic field splits the p, d, f ,
etc. orbitals of the hydrogen atom. However, there are only two “orbitals” for each value of `, as s can only
take on two values for each nucleon
(
+ 12 and − 12
)
. The total nuclear spin is the sum of all nucleon angular
momenta j (positive and negative). Figure 2.10 of Basdevant et al.[42] shows an example of how the energy
levels of nucleons using a simple harmonic potential for Vs-o can yield surprisingly accurate values for j, and
thus I. Table 2.1 shows the spins of some common nuclei.
2.3.2 Nuclear Shielding
When a bare nucleus (no electrons) is placed in a magnetic field, the energy absorbed or emitted during a
spin transition is
∆E = hν = −∆(→m · →B0) = −~γ∆(
→
I · →B0), (2.26)
where
→
B0 is the external field,
→
I is the nuclear spin angular momentum vector of quantum numbers, and γm
is the   of the nucleus. The gyromagnetic ratio is essentially a conversion factor between
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Table 2.1. Common nuclei and their spins. Nuclei in boldface indicate that this nucleus has the highest
natural abundance for that element.
Total spin (I) Nuclei
0 4He, 12C, 16O, 28Si, 56Fe
1/2 1H, 3H, 13C, 15N, 19F, 29Si, 31P, 129Xe
1 2H, 6Li, 14N
3/2 7Li, 11B, 23Na, 35Cl, 37Cl, 39K
5/2 17O, 27Al, 55Mn
3 10B
7/2 59Co, 51V, 133Cs
the natural units of angular momentum for electrons (~) and the natural units of angular momentum for the
nucleus (~γ). Note that →m = ~γ
→
I and ωL = γ‖
→
B0‖.
A nucleus inside an electron cloud “feels” a slightly different magnetic field than its bare counterpart:
the magnetic field induces a current in the (moving) electron cloud, which by the Biot–Savart law must itself
produce a magnetic field.[43] We will call this induced field
→
B′. By Newton’s third law, this new field must
oppose the external field. From the Biot–Savart law,(11)
→
B′ =
4pi
µ0
∮
Iindd
→
l × →r
r3
(2.27)
the induced field is proportional to the induced current (Iind), which is in turn proportional to the external field
→
B0. The induced field
→
B′ is therefore proportional to the external field, so we can write, for each nucleus,
→
B′ = −↔σ →B0, (2.28)
where ↔σ is the  . Since
→
B =
→
B0 +
→
B′,
∆E = hν = −→m · →B = −→m · (↔1 − ↔σ)→B0 (2.29)
For an unshielded nucleus (no electrons), ν = νL, the Larmor frequency, and
↔
σ =
↔
0. The shielding tensor ↔σ
is a direct measure of the current density induced by the field near the nucleus, and measuring its value is an
indirect goal of NMR spectroscopy.(12) The shielding tensor has no units, but because NMR is a very small
perturbation, it is usually multiplied by 106 and reported in parts per million (ppm).
(11)I will try to stick to SI units in this section, but let it be said that the SI units for electricity and magnetism make very little sense.
(12)The shielding tensor can be calculated using the nmr key word in G. See section 2.4.4 for more information.
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2.3.3 Shielding Tensor Conventions
Magnetic resonance experiments on small molecules are typically done in liquids, either “neat” or sol-
vated. As such, the nucleus is constantly tumbling, and the orientational parts of the shielding tensor are
averaged out. What remains is the  , σiso = 13 Tr
↔
σ. The isotropic shielding, or 
, is a property specific to one chemical environment (i.e., distribution of electrons around a nucleus).
The isotropic shielding is universally recognized and used in all conventions for reporting shielding tensors.
There are several conventions for reporting the rest of the shielding tensor,[44] which is only relevant for
solid-state NMR. In each convention, only the eigenvalues of the tensor (or quantities related to them) are
reported—this is without loss of generality, since the orientation of the molecule or crystal with the field is
either unknown or determined by other means. The eigenvalues are typically written σii, with i = 1, 2, 3 or
i = XX,YY,ZZ. Four conventions are typical.
IUPAC Standard Convention The standard IUPAC notation is to explicitly provide the principle values of
the shielding tensor,[44] with σ11 ≤ σ22 ≤ σ33.
Haeberlen Convention This notation was established by Haeberlen,[45] hence its name.
|σYY − σiso| ≤ |σXX − σiso| ≤ |σZZ − σiso| (2.30a)
σiso =
1
3
Z∑
i=X
σii (2.30b)
σaniso = σZZ − σiso (2.30c)
ηCS =
σYY − σXX
σZZ − σiso (2.30d)
∆σ = σZZ − σXX + σYY2 =
3
2
σaniso (2.30e)
The Haeberlen convention is used by the program S,[46] which is used to simulate the NMR
spectra of solids (essentially a “virtual spectrometer”).
Mehring Convention Similar to the Haeberlen convention, but Mehring’s notation[47] uses numerical sub-
scripts and always puts the eigenvalues in the order σ11 ≤ σ22 ≤ σ33. Unfortunately, the definitions
of ∆σ and ηCS depend on whether σ22 lies closer to σ11 or σ33; this ensures that ηCS is a reasonable
number. The Haeberlen convention is therefore slightly preferable, though it is still best practice to
report the eigenvalues of the tensor themselves instead.
Herzfeld–Berger Convention Also called M ,[44] this notation originally comes from a pa-
per by Herzfeld and Berger.[48] The symbols and precise definitions used were establish by a convention
at College Park, Maryland in 1993.[49]
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σ11 ≤ σ22 ≤ σ33 (2.31a)
σiso =
1
3
3∑
i=1
σii (2.31b)
Ω = σ33 − σ11 (2.31c)
κ =
3(σiso − σ22)
Ω
(2.31d)
Unfortunately, the electronic structure program G, which is used extensively in this dissertation,
does not employ any of the aforementioned conventions when reporting chemical shift data. Instead, it uses
a variant on them in which the Mehring order is used (σ11 ≤ σ22 ≤ σ33) but with the strict Haeberlen
definitions of Equations (2.30). The value of ∆σ = σ33 − 12 (σ22 + σ11) is therefore different from the value
defined by the Mehring or Haeberlen conventions. In particular, it should not be used as input to programs
like S unless one is sure the conventions being employed are the same.(13)
2.3.4 The Chemical Shift
Since bare nuclei are difficult to isolate in a laboratory, measuring values of σiso (hereafter denoted as
simply σ) is next to impossible. Instead, it is universal practice to employ a   that is used
to determine relative differences in chemical shielding. The chemical shift (δ) is a unitless quantity that is
defined in terms of the measured precession frequencies of the nucleus of interest and the reference nucleus,
δ =
∆E − ∆Eref
∆Eref
=
ν − νref
νref
=
σref − σ
1 − σref (2.32)
The chemical shift, like the shielding constant, is specific to a particular chemical environment. Note that one
could define the chemical shift tensor similarly:
↔
δ =
1
1 − σiso,ref
(
σiso,ref
↔
1 − ↔σ
)
(2.33)
and therefore δ = 13 Tr
↔
δ, as expected.
Standard reference compounds are employed to ensure uniform definitions of δ for a given nucleus.
Reference nuclei for the most commonly used nuclei are listed in Table 2.2. A full list for nearly all nuclei
used in present-day NMR spectroscopy is given by Harris.[50] Two other compounds are often used for proton
(13)The convention G employs is not wrong per se, but it fell into disfavor a number of years ago because the asymmetry
parameter ηCS can take values in the range 0–3 and does not lend itself to any meaningful interpretation.[44]
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Table 2.2. Properties of and reference compounds for selected nuclei. Adapted from Harris.[50]
Nucleus Spin Abundance Gyromagnetic ratio (Mrad/s/T) Reference
1H 1/2 99.9885% 267.522128 Si(CH4)4 [TMS]
2H 1 0.0115% 41.0662791 Si(CD4)4 [D-TMS]
14N 1 99.632% 19.337792 CH3NO2 [nitromethane]
15N 1/2 0.368% 101.36767 CH3NO2 [nitromethane]
17O 5/2 0.038% −36.2808 H2O or D2O [water]
27Al 5/2 100% 69.762715 Al(NO3)3 (aq)
29Si 1/2 4.6832% −53.190 TMS
73Ge 9/2 7.73% −9.360303 Ge(CH4)4
NMR in aqueous solution, as TMS does not dissolve in water: 4,4-dimethyl-4-silapentane-1-sulfonate (DSS)
and 4,4-dimethyl-4-silapentane-1-ammonium trifluoroacetate (DSA).
2.3.5 Sample Spinning
As mentioned in section 2.3.3, NMR spectroscopy in liquids measures the isotropic chemical shift, δiso
(or simply δ) due to tumbling and free rotation of the molecules in the liquid. In - NMR, there
is no such tumbling, and the lines are broadened considerably due to the anisotropy and asymmetry of the
shielding tensor. In most cases, this makes it impossible to interpret the spectra of a static material.
A major breakthrough in solid-state NMR was the invention of - , or MAS.[51] In an
MAS NMR experiment, the sample is spun very rapidly—usually at several thousand cycles per second—at
an angle θm = arccos 1√3 ≈ 54.7° with respect to the axis of the field. The value of θm is the root of the
associated Legendre function, such that
P02(θm) =
1
2
(
3 cos2 θm − 1
)
= 0 (2.34)
The principle behind MAS is the cancellation of the interactions between two magnetic moments (known as
 ).(14) The orientational term of the dipolar interaction when the sample is spun at angle θR
is[51] 〈
3 cos2 α
〉
= P02(θR)P
0
2(β), (2.35)
where α is the angle between the inter-nuclear vector and the magnetic field and β is the angle between
the spinning axis and the inter-nuclear vector. Clearly, rotating at θR = θm will cause the average dipolar
interaction
〈
3 cos2 α
〉
to go to zero.
(14)Strictly speaking, the dipolar coupling is merely made time-dependent, but the central peak contains no time-dependent terms.[52]
The side bands, therefore, change position with spinning rate.
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Figure 2.7. Effect of magic angle spinning. Shown is a simulation of a 29Si NMR spectrum of a silicon atom
with δiso = −107.3107 ppm, δaniso = −13.4930 ppm, and ηCS = 0.449. Spectra are simulated using S
assuming a proton resonance frequency νL = 360 MHz with 100 Hz Lorentzian line-broadening.
The effect of magic angle spinning is quite significant, as shown in Figure 2.7 for a simulation of a silicon
nucleus with 100 Hz Lorentzian broadening with a Larmor frequency of 71.6 MHz (360 MHz 1H frequency).
2.3.6 Quadrupolar Nuclei
Nuclei with total spin 12 have only one unpaired magnetic moment, and therefore have no quadrupole
moment. Nuclei with spins greater than 12 will have a quadrupole moment. This produces extensive broad-
ening of the lines due to quadrupole coupling. The amount of coupling is determined by the  
, or EFG, tensor, which is typically denoted
↔
V .(15) The EFG tensor
↔
V is usually expressed in a co-
ordinate system in which it is traceless (that is, Tr
↔
V = VXX + VYY + VZZ = 0), with the convention that
|VXX | < |VYY | < |VZZ |. The relevant parameters for determining the line shape due to quadrupolar coupling
are the quadrupole coupling constant, CQ, and the quadrupole anisotropy ηQ,[52]
CQ =
qeQmVZZ
h
ηQ =
VXX − VYY
VZZ
(2.36)
(15)The EFG tensor can be calculated using the prop key word in G. Quadrupole coupling constants and asymmetries can be
extracted from the output file (for 2H, 14N, 17O, and 27Al nuclei) using the script qccdata, printed in Appendix D.
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where qe is the elementary charge, Qm is the quadrupole moment of the nucleus (see Harris[50]), and h is
Planck’s constant. If Qm is in fm2 and VZZ is in atomic units (see section 2.4.1, page 41), then one can find
the quadrupole coupling constant via CQ = 2.3497839QmVZZ (with CQ in MHz).
Quadrupole broadening is not entirely removed by magic angle spinning, making the use of quadrupole
NMR much more difficult than NMR using spin- 12 nuclei. If one could simultaneously spin the sample at two
angles—the roots of the second and fourth Legendre polynomials of cos θ, namely P2(cos θ1) = 12 (3 cos
2 θ1 −
1) = 0 for θ1 ≈ 54.7° and P4(cos θ2) = 18 (35 cos4 θ2 − 30 cos2 θ2 + 3) = 0 for θ2 ≈ 70.1° or θ2 ≈ 30.6°—
the quadrupole broadening would decrease dramatically.[52] This is accomplished in double rotation (DOR)
experiments by spinning the sample about two axes, but this is in general quite challenging. Resolving
spectral features is difficult enough that spectroscopists are willing to spend large amounts of money to
obtain compounds enriched in 15N instead of doing 14N NMR (since the 14N nucleus has total spin I = 1 and
therefore has a non-zero quadrupole moment).
It should be noted that the chemical shift itself is more or less independent of isotope, as it only depends on
the electronic structure (which is itself independent of isotope). Corrections due to vibrational energy (which
is not independent of isotope due to the small change in mass) can be applied, but these corrections effect
minute changes in the chemical shift. Quadrupolar broadening, on the other hand, can cause the apparent
chemical shift (i.e., the maximum in the NMR spectrum) to move around due to second-order coupling
processes, as shown in Figure 2.8. Working at higher field strengths reduces the relative contribution of
second-order coupling (both dipolar and quadrupolar), hence the effort in the NMR community to develop
stronger and stronger magnets.
2.4 Quantum Chemistry
The last twenty years have borne witness to a proverbial explosion in the field of computational chem-
istry. Electronic structure calculations, as they are often called, allow the prediction of many quantities
previously available only by experiment, such as reaction energies, infrared spectra, and nuclear magnetic
resonance spectra. Such calculations allow the user to definitively assign infrared/Raman bands, unambigu-
ously determine the relative energies of proposed intermediate species, and even predict the relative spacing
of resonances in an NMR spectrum.
The foundation of quantum chemistry is the Schrödinger equation,(16)
(16)Schrödinger derived his equation from the wave equation for photons, Planck’s energy formula, and an approximation to Einstein’s
relativistic energy formula, E =
√
p2c2 + m2c4, for non-relativistic motion of electrons.[53]
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Figure 2.8. Effect of quadrupole coupling on the line shape of the + 12 → − 12 transition for an 27Al nucleus
under magic angle spinning. First-order quadrupole coupling is averaged by MAS; second-order coupling is
not. Working at high fields reduces second-order coupling. The spectra shown were generated with S-
.[46]
i~
∂Ψ
∂t
= HˆΨ, (2.37)
where i is the imaginary unit (i2 = −1), ~ is Dirac’s constant (h/2pi, where h is Planck’s constant), t is time, Ψ
is the  of the electrons, and Hˆ is operator associated with the classical energy, or H,
specific to the system being studied. The total energy operator Hˆ is the sum of the kinetic energy operator Tˆ
and the potential energy operator Vˆ . The (non-relativistic) kinetic energy is Tˆ = pˆ
2
2m for each moving body in
the system, and the momentum operator itself is →ˆp = −i~→∇ for each particle.(17)
For systems of electrons bound to nuclei, the kinetic energy operator takes the form
Tˆ =
Ne∑
n=1
−~2
2me
∇2n +
M∑
k=1
−~2
2mk
∇2p, (2.38)
(17)Some purists would insist that I point out that these definitions are only true in the position representation of the wavefunction Ψ.
There is a momentum representation that is occasionally discussed, in which the momentum operator is simply pˆ = p in each direction
and the position operator involves the gradient with respect to momentum coordinates. The momentum representation is the Fourier
transform of the usual wavefunction.
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where the summation is over all electrons Ne and all nuclei M. The notation
→∇n denotes the gradient with
respect to the coordinates of particle n. The kinetic energy is easily and concisely written down in this way
for all possible molecules!
The potential energy operator Vˆ , is the source of all interest in quantum mechanics. For a system of atoms
bound to nuclei, it takes the form (in SI units)
Vˆ =
q2e
4piε0
 M∑
m=1
Ne∑
n=1
−Zm
‖ →rn −
→
Rm‖
+
M−1∑
m=1
M∑
`=m+1
ZmZ`
‖ →Rm −
→
R`‖
+
Ne−1∑
p=1
Ne∑
n=p+1
1
‖ →rn − →rp‖
 . (2.39)
The summations in Equation (2.39) represent attractions between electrons and nuclei, repulsions between
nuclei, and repulsions between electrons, respectively. Each of these terms poses a problem: no term in this
equation is anywhere close to linear, and each one depends on two more or less independent coordinates!
Finding an exact solution to Equation (2.37), therefore, is not possible for all but the simplest of systems.
In nearly all cases, the Hamiltonian (Hˆ = Tˆ + Vˆ) is assumed to be more or less independent of time, which
yields the time-independent Schrödinger equation,
Hˆψ(→r) = Eψ(→r), (2.40)
where E is a  (18) of the Hamiltonian of the system. There are still relatively few systems
that possess exact solutions to the time-independent Schrödinger equation.[54,55] Several simplified systems
exist which do have exact bound solutions: the particle in a box, the rigid rotor, the harmonic oscillator, and
the hydrogen atom, to name a few. Since nearly every student taking any course on quantum mechanics
is bludgeoned to death with the solutions to these four systems, I will not discuss them in great detail (see
Griffiths[54] for excellent discussion of these). The harmonic oscillator and hydrogen atom are the two most
important systems for chemists, the former due its use in vibrational spectroscopy and the latter due to its use
to approximate the solutions to the wavefunctions of other atoms and molecules.
The next level of approximation beyond time-independent potentials is to assume that the motion of nu-
clei and electrons is decoupled (i.e., electrons move much faster than nuclei), and thus their wavefunctions
can be computed separately. This is called the B–O .[56] The approximation is
reasonable, as the mass of a nucleus is at least mp/me ≈ 1836 times the mass of the electrons that surround
it. If there are Ne electrons and M nuclei in a molecule, the Born–Oppenheimer approximation reduces the
(18)I prefer “characteristic value” to “eigenvalue” when talking about things other than Cartesian vectors and matrices, since terms like
“eigenstate,” “eigenfunction,” and “eigenenergy” seem very contrived.
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number of variables from 3Ne + 3M + 1 (spatial coordinates for every particle plus time) to 3Ne (spatial coor-
dinates for all electrons) for each configuration of the nuclei.(19) The coordinates of the nuclei are fixed during
the calculation of the electronic wavefunction, and the electronic wavefunction is assumed to be roughly the
same while the nuclei move. This latter assumption is essentially the  , which states that
a system remains in the same energy level during a perturbation, provided the perturbation acts slowly and
there is a gap in the energy spectrum (the set of values of E) between the current value and the next closest
energy level. The energy profile generated as a function of nuclear positions is therefore often referred to as
the  . It can also be referred to as the   , referring to the potential en-
ergy the nuclei feel when they move. An example of the Schrödinger equation using the Born–Oppenheimer
approximation is that of the hydrogen molecule,
Hˆψ = − ~
2
2me
(
∇21ψ(→r1, →r2) + ∇22ψ(→r1, →r2)
)
+
q2e
4piε0
 −1‖→r1 − →R1‖ − 1‖→r2 − →R1‖
− 1
‖→r1 −
→
R2‖
− 1
‖→r2 −
→
R2‖
+
1
‖→r1 − →r2‖ +
1
‖→R1 −
→
R2‖
ψ(→r1, →r2) = Eψ(→r1, →r2). (2.41)
See the List of Symbols, page xxiii, for definitions of symbols. The number of terms in this equation should
give the reader a rough idea of how quickly these problems grow in complexity.
Even with the Born–Oppenheimer approximation in place, we only gain one more exact solution: the H+2
ion, which has two (fixed) nuclei and one (moving) electron.(20) Solutions of anything interesting (or, for
that matter, boring things like the helium atom) require further levels of approximation. There are two main
methodologies for finding approximate solutions to the ground-state energy: wavefunction-based methods,
and density functional theory (DFT).(21) Before we delve into these methods, however, we are past due for a
discussion of units.
2.4.1 Atomic Units
Quantum chemists nearly always employ so-called   when generating code, providing out-
put, and the like. Atomic units are chosen to make various quantities equal to unity so the symbols do
not have to be carried through in the equations. This yields much less cumbersome expressions, but is
on occasion confusing. The most common atomic units are listed in Table 2.3. It should be noted that
(19)The time coordinate disappears because the time-independent Schrödinger equation is a solution for  .
(20)The solution to the H+2 ion involves ellipsoidal coordinates and even more interesting libraries of mathematical functions than the
hydrogen atom.
(21)This DFT is similar in principle, but vastly different in application, to the DFT based on classical potentials mentioned in sec-
tion 2.1.3.2.3. In classical potential DFT, the grand potential and the Helmholtz free energy are fit to the adsorbate density. In this form
of DFT, the energy of the molecule (up to the Born–Oppenheimer approximation) is fit to the electron density.
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Table 2.3. Common atomic units and their SI equivalents. Adapted from Table 8-1 of McQuarrie.[55]
Quantity Atomic unit SI equivalent
Mass me = 1 a.u. 9.1093826 × 10−31 kg
Charge qe = 1 a.u. 1.60217653 × 10−19 C
Angular momentum ~ = 1 a.u. 1.05457168 × 10−34 J s
Length a0 =
4piε0~2
meq2e
= 1 Bohr 5.291772108 × 10−11 m
Energy q
2
e
4piε0a0
= 1 Hartree 4.35977417 × 10−18 J
Permittivity κ0 = 4piε0 = 1 a.u. 1.112650 × 10−10 C2/J m
Electric field gradient qe
κ0a30
= 1 a.u. 9.71760 × 1021 V/m2
some authors—particularly in physics—use the term Rydbergs (Ry) to describe energies, instead of Hartrees
(1 Ry = 0.5 hartree).
There is another system of units, called Planck units, that also sets many physical quantities to unity.
This should not be confused with atomic units. In Planck units, the constants that are normalized to unity
are the gravitational constant G, Dirac’s constant ~, the speed of light c, Coulomb’s constant 1/4piε0, and
Boltzmann’s constant k. Also note that the Dalton (Da), commonly called the atomic mass unit or amu, is not
an atomic unit in the context used here. The atomic unit of mass is the mass of the electron, not the average
mass of a nucleon in 12C (which is 1 Da).
2.4.2 Wavefunction Methods
One of the biggest problems with the time-independent, Born–Oppenheimer approximated Schrödinger
equation is dealing with the electron–electron repulsion terms, which have the form 1/‖→ri − →r j‖. This term
clearly cannot be treated exactly, since the exact positions of the electrons, {→ri}, are unknown. One approxi-
mation is to average over the position of each electron and thus compute the repulsion and attraction energies
for the distributed cloud of electronic gas. This is called the H , and is a mean field
theory.
2.4.2.1 The Hartree–Fock Equations
One problem immediately evident from the Hartree approximation is that electrons are fermions, and
therefore the wavefunction must be antisymmetric upon exchange of two electrons. This is called the P
 , which is also referred to as the Pauli exchange principle.(22) As such, the most logi-
cal wavefunction is one that is forcibly antisymmetric upon exchange of two electrons. The usual choice is
a S  (named after American physicist John C. Slater), where the overall wavefunction is
(22)The common statement of Pauli exclusion, that no two electrons may share the same values of the quantum numbers n, `, m, and s
(the principal, azimuthal, magnetic, and spin quantum numbers), is a consequence of the antisymmetry requirement.
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composed of a determinant of single-electron wavefunctions. For example, a wavefunction for helium might
look like,
Ψ =
1√
2!
∣∣∣∣∣∣∣∣∣
ψ(1s)α(1) ψ(1s)β(1)
ψ(1s)α(2) ψ(1s)β(2)
∣∣∣∣∣∣∣∣∣
=
1√
2
[
ψ(1s)α(1)ψ(1s)β(2) − ψ(1s)α(2)ψ(1s)β(1)] , (2.42)
where ψ(1s) represents the hydrogenic 1s orbital and α and β are the up and down spin states, respectively.
Such a wavefunction is guaranteed to change sign upon exchange of electrons (in this case, swapping 1 and
2 in the spin functions), because exchanging electrons is equivalent to swapping two rows or columns of the
matrix, which of course changes the sign of the determinant. With an appropriate choice of basis functions
{φi} in hand, a wavefunction containing Ne = 2No electrons in No orbitals distributed around M atoms can be
described by the Slater determinant
Ψ(1, 2, . . . , 2No) =
1√
(2No)!
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ1α(1) φ1β(1) · · · φNoα(1) φNoβ(1)
φ1α(2) φ1β(2) · · · φNoα(2) φNoβ(2)
...
...
. . .
...
...
φ1α(2No) φ1β(2No) · · · φNoα(2No) φNoβ(2No)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
The expected value of the energy of the wave, 〈Ψ|Hˆ|Ψ〉, is given by [Ref. 55, page 307]
E = 〈Ψ|Hˆ|Ψ〉 = 2
No∑
j=1
Ii +
No∑
i=1
No∑
j=1
(2Ji j − Ki j) (2.43a)
Ii =
∫
φ∗i (
→ri)
−12∇2i −
M∑
m=1
Zm
‖→ri −
→
Rm‖
 φi(→ri)d→ri (2.43b)
Ji j =
"
φ∗i (
→r1)φ∗j(
→r2)
1
‖→r1 − →r2‖φi(
→r1)φ j(
→r2)d
→r1d
→r2 (2.43c)
Ki j =
"
φ∗i (
→r1)φ∗j(
→r2)
1
‖→r1 − →r2‖φi(
→r2)φ j(
→r1)d
→r1d
→r2 (2.43d)
The Ji j integrals are called C , and represent the (averaged) effects of electron-electron
repulsion. The Ki j integrals are called  ; they result because the motion of two electrons
with aligned spins cannot result in a wave that is not antisymmetric. The energy of a wavefunction that is
restricted to be antisymmetric is therefore higher (less negative) than the energy of a wavefunction that is
not required to be antisymmetric.[57] It is common to write these integrals using a simplified notation (see
Szabo and Ostlund,[57] page 68): Ii = 〈i|hi|i〉, where hi = − 12∇2i −
∑M
m=1
Zm
‖→ri−
→
Rm‖
; Ji j = (ii| j j) = 〈i j|i j〉, and
Ki j = (i j| ji) = 〈i j| ji〉.
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The fact that the exchange integral exactly cancels the Coulomb repulsion energy for i = j means that the
Hartree–Fock energy is exact with respect to the exchange of two electrons with no -. The
problem of self-interaction—where an electron effectively repels itself due to the averaging over the electron
density that occurs—is an issue in density functional theory (which does not employ exact exchange).
Varying the coefficients on the orbitals (or varying the orbitals themselves) can be done iteratively to
improve the trial wavefunction. This results in the H–F ,
Fˆiφi = εiφi (2.44a)
Fˆi = fˆi +
No∑
j=1
(2Jˆ j − Kˆ j) (2.44b)
fˆi = −12∇
2
i −
Z
ri
(2.44c)
Jˆ j(
→r1)φi(
→r1) = φi(
→r1)
∫
φ∗j(
→r2)
1
‖→r1 − →r2‖φ j(
→r2)d
→r2 (2.44d)
Kˆ j(
→r1)φi(
→r1) = φ j(
→r1)
∫
φ∗j(
→r2)
1
‖→r1 − →r2‖φi(
→r2)d
→r2 (2.44e)
The operator Fˆi is called the F , after Russian physicist Vladimir Fock, and it depends on the
orbitals {φi}. The procedure is as follows: guess a set of orbitals (or, more typically, the coefficients of basis
functions that make up the orbitals), use the guess to calculate the Fock operators, and use them to define
new orbitals via Fˆiφi = εiφi. Repeat this procedure until the change in the orbitals is minimal—that is, the
field they generate is self-consistent. The Hartree–Fock method is therefore a - , or SCF,
calculation.
One should note that “Hartree–Fock,” “SCF,” and “exact exchange” methods are typically synonymous
in the electronic structure theory community. The terms HF and SCF are typical of chemists, and EE (exact
exchange) is more typical of solid-state physicists.
2.4.2.2 Post-Hartree–Fock Methods
The Hartree–Fock method gets the energy due to Coulombic repulsions and electron–electron exchange
exactly correct (with no self-interaction). All remaining energy—due to the mean-field approximation as
applied to terms such as 1/‖→ri − →r j‖—is referred to as  . Several methods exist that
attempt to calculate this correlation energy after a Hartree–Fock calculation is completed. These methods are
universally very expensive (i.e., take large amounts of computer time, memory, and other resources).
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The first is Møller–Plesset (MP) perturbation theory,[58] which treats electron correlation via a Rayleigh–
Schrödinger perturbation expansion using the correlation potential
VˆMP = Hˆ − Fˆ − 〈φ0|Hˆ − Fˆ|φ0〉 (2.45)
where φ0 is the characteristic function of the Fock operator Fˆ with the lowest energy. Zero-order MP the-
ory is Hartree–Fock theory, and the first-order MP correction does not perturb the energy.[58] Second- and
higher-order MP expansions are dubbed MP2, MP3, MP4, etc., and get progressively more and more com-
putationally demanding as the n in MPn increases. Convergence of MP expansions with respect to n can
be monotonic, oscillatory, or non-existent (i.e., the energy diverges as n → ∞),[59] depending on the system
being studied.(23)
Several other post-HF methods exist. They are  , which uses multiple Slater de-
terminants by promoting electrons from occupied to unoccupied (“virtual”) orbitals; - HF
(MCHF), which also uses multiple Slater determinants to determine the wavefunction and uses orbitals spe-
cific to the choice of determinants used; and   , which also uses several determinants
but chooses them in a vastly different way than is done for CI. The key difference between configuration
interaction and coupled cluster theory is that in coupled cluster theory, the cluster operator is exponentiated,
whereas in configuration interaction the excitation operators are applied in a “linear” fashion. One mani-
festation of this is that coupled cluster theory is size-consistent, meaning that the energy of two molecules
separated by a large distance, EX+YCC is equal to the sum of the energies of the two molecules, E
X
CC + E
Y
CC.
This property does not hold in general for the configuration interaction energy; only in the case where the CI
operator is not truncated (called a “full CI” calculation) is this property recovered.[60] A discussion of CI and
CC is given in the third chapter of Young,[61] and an excellent introduction to coupled cluster theory has been
written by Crawford and Schaefer.[60]
Configuration interaction (CI) calculations are often done wherein only a small number of electrons are
promoted (i.e., excited) into virtual orbitals. If one electron is promoted, it is dubbed a CIS (configuration
interaction, single excitation) calculation. Similarly, a CISD calculation uses single- and double-excitation
determinants. A full CI calculation, in which all combinations of ground- and excited-state determinants
are used, is the most accurate method, and obtains all the correlation energy (i.e., the lowest-energy wave
consistent with Pauli exchange that can be constructed with a given basis set). Unfortunately, there are
(23)I have always been somewhat skeptical of the divergent MP expansions. The type of divergence seen seems like it could occur due
to rounding errors. As n gets bigger, more and more accurate representations of the wavefunction would be needed (as errors become
amplified due to the perturbation expansion). Eventually, the 8 bytes (about 15 or 16 decimal digits) of precision used by most computers
to store real numbers could become insufficient to the task. This is speculation.
45
Table 2.4. Time scaling for various electronic structure methods. Scaling of N2o means “the number of steps
in the most expensive step of the calculation is proportional to N2o ” (No is the number of unique orbitals,
usually equal to half the number of electrons for a closed-shell molecule). Adapted from Young,[61] page
130.
Method Scaling tBa tT b
HFc N3o –N
4
o 1 1
DFT N3o 1 1
MP2 N5o 100 1000
MP3 N6o 10
4 104
CCSD N6o 10
4 104
CISD N6o 10
4 104
MP4 N7o 10
5 105
CCSD(T) N8o 10
6 107
MP5 N8o 10
6 107
CISDT N8o 10
6 107
CCSDT N8o 10
6 107
MP6 N9o 10
7 108
MP7 N10o 10
9 1010
CISDTQ N10o 10
9 1010
Full CI No! 1015 1021
aRelative CPU time (order-of-magnitude estimate) to compute the energy for benzene (42 electrons, 21 orbitals, No = 21), assuming
the scaling holds.
bRelative CPU time for toluene (50 electrons, 25 orbitals, No = 25).
cN3o for matrix inversion, N
4
o for Coulomb and exchange integrals. Modern programs use a   to reduce the number of
integrals computed between electrons which are not proximate to one another. This reduces the scaling from N4o to N
3
o.
No! determinants that must be constructed for a full CI calculation, meaning the calculation scales with the
number of basis functions factorial (so good luck doing a full CI for large No).
Coupled cluster calculations have excitation levels too—CCD includes doubles, CCSD includes singles
and doubles, and CCSD(T) includes singles, doubles, and a perturbative expansion of triple-excitations.
These correspond to truncating the cluster operator by including only Slater determinants that include two
electrons being promoted for doubles, mixtures of determinants wherein one and two electrons are promoted
(singles and doubles), and so on. Coupled cluster calculations with all possible excitations are equivalent to
full CI calculations, though CC typically does better than CI for truncated expansions (e.g., CCSD does better
than CISD).
Unfortunately, all post-Hartree–Fock methods scale very poorly with system size. See Table 2.4 for some
examples. As such, the use of density functional theory, which is not a post-HF method and scales similarly
to a HF calculation, has become extraordinarily popular in recent years.
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2.4.3 Density Functional Theory
Density functional theory (DFT) is the most common method used in electronic structure theory today.
The principle behind it is simple: for every potential energy function V({→ri}), there exists one (and only
one) charge density. One can therefore—in principle, at least—find a functional(24) that converts the density
profile ρ(→r) into the ground state energy of the system. This is called the H–K .[26]
Unfortunately, the Hohenberg–Kohn theorem only tells us that such a functional exists—it tells us nothing
about what it is. However, if one has a reasonable approximation to the real density functional, one only
needs a way to calculate the electron density ρ(→r) to find the energy.
2.4.3.1 The Kohn–Sham Equations
A method of calculating the electron density was proposed by Kohn and Sham[62] in 1965. This method
uses a self-consistent set of equations, similar to the Hartree–Fock equations, to compute the electron density.
Essentially, the Kohn–Sham procedure defines a fictional set of non-interacting electrons that satisfy (in
atomic units)
−1
2
∇2i φi(→r) + Veff(→r)φi(→r) = εiφi(→r). (2.46)
The quantity Veff(
→r) is defined to yield the correct density[63] for this non-interacting system. Note that, by
definition,
∑Ne
i=1 |φi(→r)|2 = ρ(→r). Let TS be the kinetic energy of the (non-interacting) Kohn–Sham electrons,
and VH be their Hartree (average Coulomb repulsion) energies. Then the total electron-electron interaction
energy is T + V = TS + VH + EXC , where EXC is the – , which is a functional of
the density. Kohn and Sham determined that the form of Veff that gives the right energy for the real system is
(in atomic units)
Veff(
→r) = V(→r) +
∫
ρ(→r′)
‖→r − →r′‖d
→r′ + VXC[ρ(
→r)] (2.47)
where V(→r) is the potential energy function (due to, for example, the nuclei). The –
, VXC[ρ(
→r)] is given from the definition of EXC:
VXC[ρ(
→r)] =
∂EXC
∂ρ(→r)
(2.48)
The characteristic values {εi} have no physical interpretation, though that has not prevented some from trying
to ascribe one to them.[64] The Kohn–Sham equations are solved iteratively, much like the Hartree–Fock
equations, for the orbitals {φi} and thus the density ρ(→r) until the equations are self-consistent.
(24)The word functional is mathematician speak for “function of a function.”
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2.4.3.2 Density Functionals
Kohn–Sham equations in hand, we now need a density functional to put in place of EXC[ρ(
→r)]. It seems
at times there are as many density functionals as there are density functional theorists, but a select few have
survived and are used by practitioners of DFT.
2.4.3.2.1 The Local Density Approximation (LDA) The earliest density functional was that of Thomas–
Fermi–Dirac theory,[65–67] which has the benefit of being the only density functional that gives an exact
answer for any system (in this case, the exchange energy for the   , or , which
consists of a cloud of electrons with no gradients and no nuclei). This gives EX , the exchange functional,
for a uniform electron gas. Parameterizations of the correlation energy have been given by Perdew and
Wang[68] and by Vosko, Wilk, and Nusair[69] for jellium. These two functionals together—the Thomas–
Fermi–Dirac functional (called “Hartree–Fock–Slater” in G) and the correllation functional fit to the
energy of jellium—are called the    , or LSDA. In principle, the real exchange–
correlation function (i.e., the one that returns the exact energy) should reduce to the LSDA in the limit of
uniform electron density.
2.4.3.2.2 The Generalized Gradient Approximation (GGA) The LSDA is a reasonably good model for
metallic bonding, where electrons are delocalized and gradients are small. It is a terrible approximation for
covalent bonding, however, and is therefore rarely used by chemists. Instead, functionals that depend both
on the density and the gradient of the density are used. This is often referred to as the  
, or GGA. Higher-order terms also involve the Laplacian (divergence of the gradient) of the
electron density. Examples of GGA-based functionals are PW91[68,70,71] and PBE.[72,73]
2.4.3.2.3 Hybrid Functionals Hybrid functionals, invented by Axel Becke in 1993, attempt to further
improve on the GGA by including an admixture of exact exchange (i.e., the Hartree–Fock energy) with the
exchange and correlation energies. This is accomplished by performing a modified Hartree–Fock procedure
on the Kohn–Sham orbitals.(25) Examples of hybrid functionals are the ever-popular B3LYP,[69,75–77] and the
hybrid modification of PBE,[78–80] usually called PBE0 (in the literature) or PBE1PBE (in G).
A list of common density functionals and any others used in this dissertation—all of which are imple-
mented in G—is given in Appendix B.
(25)There is something called the    that justifies the mixture of approximate and exact exchange. See
Becke’s paper[74] for information.
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2.4.3.3 Basis Sets
The subject of basis sets could fill an entire chapter[81] or even an entire book,[82] but it should be touched
on briefly here as well. The success of quantum chemistry and the reason John Pople was awarded the Nobel
Prize in 1999 is largely due to efficient choices of basis functions with which to expand the wavefunction.
An infinite number of basis functions could be selected, and a good fraction of those would, eventually, span
all possible solutions to the wave equation. There are some choices, of course, that are “better” choices
for basis functions, and using those choices will require fewer terms in the Taylor series to reach a useful
approximation to the exact solution to the Schrödinger equation.
The idea behind a basis set is to develop a relatively small set of functions that, when added together
with appropriate scale factors, provide a reasonable approximation of the electronic wavefunction—or, to
be more accurate, all possible electronic wavefunctions—involving each atom. In molecules, the electron
density is localized around each nucleus and falls of exponentially as the distance from the nucleus grows.
In solids, periodic calculations are often employed, meaning the electron density does not fall off to zero at
long distances. For these types of calculations, plane wave basis sets are typically used. Each of these will be
discussed in turn, though localized basis sets are used in this dissertation while plane wave basis sets are not.
2.4.3.3.1 Periodic Basis Sets Periodic basis sets use waves of the form
χ(→r,
→
k) = exp
(
i(→r · →k − ωt)) (2.49)
to describe the electron density, where →r is the position vector and
→
k is the corresponding angular wavenumber
vector. The valence electrons are usually modeled with plane waves in periodic calculations. The core
electrons, however, would require too many waves to be superimposed, and it is therefore expedient to use
. Pseudopotentials typically treat the core electron density accurately at long distances, but
as a smoothly-varying, nodeless function at short distances. This greatly speeds the calculation, since far
fewer basis functions are required. Since periodic basis sets are not used in this dissertation, they will not
be discussed further here. The curious reader is directed to Kresse and Furthmüller’s work on VASP (the
Vienna ab initio simulation package),[83] the ultrasoft pseudopotentials of Vanderbilt,[84] Payne’s review of
the subject,[85] and references therein.
2.4.3.3.2 Localized Basis Sets Localized basis sets are relevant in molecules, where the electron density
must fall off as a function of distance. Basis sets for molecules therefore require functions that decay the
same way as solutions to the Schrödinger equation for hydrogen (i.e., a point charge) at large distances. The
solution for the hydrogen atom therefore plays a huge role in this process: all solutions to the hydrogen atom
decay as e−r, where r =
√
x2 + y2 + z2 is the distance from the nucleus. A function of the form
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φ(x, y, z) = φ0(x, y, z)e−ζ
√
x2+y2+z2 (2.50)
is called a S . A Slater orbital has the correct electron density at long distances, and is therefore
universally used as a foundation for modern localized basis sets. The parameter ζ measures how fast the
wavefunction’s amplitude falls off as a function of distance.
Unfortunately, the integrals involved in the Hartree–Fock equations (section 2.4.2.1) and the Kohn–Sham
equations (section 2.4.3.1) result in terms like
$
e−ζ1
√
(x−X21 )2+(y−Y1)2+(z−Z1)2 e−ζ2
√
(x−X22 )2+(y−Y2)2+(z−Z2)2 dxdydz, (2.51)
which are not possible to calculate analytically. Instead, Pople and others introduced G  ,
which were essentially Slater-type orbitals represented by a sum of one or more Gaussian functions of the
form G(x, y, z) = G0 exp[−α(x2 + y2 + z2)]. Gaussian functions have two advantages: (1) the product of two
Gaussian functions is a Gaussian function, and (2) the integral of a Gaussian function over all values of r can
be done analytically. In fact,
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
e−α
(
x2+y2+z2
)
dxdydz =
(
pi
α
)3/2
, (2.52)
meaning minimal computation is required to do the integrals analytically (i.e., exactly).
There are several classes of Gaussian basis sets, but all consist of combinations of one or more Slater-type
orbitals. One Slater-type orbital (STO) to describe each electron is usually insufficient to model the shape of
the wavefunction, so basis sets consisting of two STO’s per orbital (-  ) and three STO’s
per orbital (-  ) are common. Some basis sets include four, five, or even six STO’s per
orbital. For example, the 2s orbital (a valence orbital) for carbon using the 6-31G basis set (a double-zeta
basis set; see next paragraph) is[86]
φ2s(
→r) = c1φ′2s(
→r) + c2φ′′2s(
→r) (2.53a)
φ′2s(
→r) =
3∑
j=1
d′2s, jGs(α
′
2,
→r) (2.53b)
φ′′2s(
→r) = Gs(α′′2 ,
→r) (2.53c)
Gs(α,
→r) =
(
2α
pi
)3/4
e−αr
2
(2.53d)
where α′2, α
′′
2 , d
′
2s, j, and c1,2 are constants. The values of c1 and c2 are varied when optimizing the orbitals in
the Hartree–Fock procedure.
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2.4.3.3.3 Nomenclature of Localized Basis Sets The most primitive localized basis set that is still used in
modern computations is the STO-3G basis set, composed of a single Slater orbital that is itself represented by
three Gaussian functions. The next size up is   basis sets that use one STO for each core electron
and two STO’s for the valence electrons. The 3-21G basis set[87,88] uses a split double-zeta valence; a single
STO, represented by three Gaussian primitives, is used for each core electron, while the valence electrons
are represented by two STO’s, one with two Gaussian primitives and the other with only one. The 6-31G
basis set[86] uses six Gaussians with one STO for core electrons, and double-zeta valence with three and one
primitive, respectively, for the valence electrons. The pattern continues with the 6-311G basis set.[89,90] This
type of notation (nc-nv,1nv,2 . . .G) is due to Pople, and is therefore often called P . Other basis sets
that also split their valence are the correlation consistent, polarized valence (cc-pVnZ) basis sets of Dunning
and coworkers, including the cc-pVDZ, cc-pVTZ, cc-pVQZ, cc-pV5Z, and cc-pV6Z, as well as augmented
versions containing diffuse functions (see next paragraph).[91–103] There are many other basis sets, but these
two categories are used extensively in this dissertation and are thus important in this context.
2.4.3.3.4 Polarization and Diffuse Functions Many basis sets have   built into
them that allow the wavefunction more flexibility. For example, the O–H bond in water is very distorted from
the electron density normally seen on a hydrogen or oxygen atom. Polarization functions are extra functions
with higher angular momentum that allow the wave to distort in one or more directions, presumably in the
direction of a chemical bond with a nearby atom. These polarization functions can be extra p- or even d-like
orbitals for hydrogen; extra d-like orbitals for oxygen, nitrogen, and carbon; or extra d- or f -like orbitals for
silicon, aluminum, germanium, and heavier elements.
In Pople notation, polarization functions are given in parentheses behind the name of the basis set, with
hydrogen atoms listed separately. For example, the 6-311G(d,p) basis set uses the ordinary 6-311G basis
set, plus six more primitive Gaussians with ` = 2 (d-like orbitals) on each second-row atom and three more
primitive Gaussians with ` = 1 (p-like orbitals) on each hydrogen. The 6-311G(2d,p) basis set uses two sets
of d-like orbitals on second-row atoms.
Basis sets like cc-pVDZ already have polarization built into the basis set, and as such these functions do
not need to be listed separately. In general, the cc-pVnZ basis sets contain far more polarization functions
than their Pople-notation counterparts. This means a calculation with cc-pVDZ will often take longer (but be
slightly more accurate) than one done with 6-31G(d,p).
Some basis sets also include  , which essentially represent large clouds of electron den-
sity far away from the nucleus. Including such functions is extremely important for dealing with anions, as
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anions have electron density far away from the nucleus due to electron repulsions created by the uncompen-
sated negative charge. In Pople notation, diffuse functions are added by a plus sign; the 6-311+G basis set
uses diffuse functions on all atoms except hydrogen, and the 6-311++G basis set uses them on all atoms.
Dunning’s correlation consistent basis sets use the “aug-” prefix to request extra diffuse functions. For exam-
ple, the aug-cc-pVTZ basis set uses triple-zeta valence with diffuse functions and polarization. It should be
noted that the aug-cc-pVTZ basis set is an extraordinarily large (and therefore computationally demanding)
basis set. The aug-cc-pVQZ basis set is large enough that even relatively small molecules such as toluene
may produce intractable calculations. If diffuse functions are required—they can greatly increase the ac-
curacy of NMR calculations for some molecules, for example—a good starting point is 6-311+G(d,p) or
6-311+G(2d,p).
2.4.4 Computational Magnetic Resonance Spectroscopy
The general introduction to NMR spectroscopy is given in section 2.3. This section will focus on the
theory of the chemical shift as it applies to electronic structure calculations.
2.4.4.1 Shielding as a Derivative of the Energy
Recall that the chemical shielding (see section 2.3.2) is defined via the equation
→
B′ = −↔σ →B0, (2.28)
and the resulting energy of a transition from one spin state to another is
∆E = hν = −→m · →B = −→m · (↔1 − ↔σ)→B0 (2.29)
Taking the derivative of both sides of Equation (2.29) with respect to both field and magnetic moment yields
the definition(26)
↔
1 − ↔σ = ∂
2E
∂
→m∂
→
B
(2.54)
The shielding tensor, ↔σ, can therefore be calculated by a second-order derivative of the energy with respect
to magnetic moment and magnetic field.[104] The magnetic field portion requires a perturbation expansion.
2.4.4.2 Magnetism in the Hamiltonian
Magnetism operates on moving charges, so the term for the field must enter the kinetic energy operator Tˆ
instead of the potential energy operator Vˆ . From Maxwell’s equations, we know that
(26)I have looked long and hard trying to find out why most authors replace “
↔
1 − ↔σ” with just ↔σ in this equation. I can’t find a reason,
so I’m leaving it this way.
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→∇ · →B = 0 (2.55a)
→∇ × →E + ∂
→
B
∂t
=
→
0; (2.55b)
these equations are called G’ L and F’ L, respectively. Gauss’s Law [Equation (2.55a)]
implies that we can write
→
B =
→∇ × →A, as →∇ · →∇ × →A ≡ 0 for any choice of →A. The vector →A is called the 
. Faraday’s Law [Equation (2.55b)] implies that
→∇ × →E + ∂
→∇ × →A
∂t
=
→∇ ×
 →E + ∂ →A∂t
 = →0 (2.56)
and therefore
→
E + ∂
→
A/∂t = −→∇Φ, since →∇ × →∇Φ ≡ 0 for all choices of Φ.
The force on a charged particle moving through an electromagnetic field is given by the L 
,
→
F = q[
→
E + →v × →B]. (2.57)
Inserting
→
E = −→∇Φ − ∂ →A∂t and →B = →∇ × →A, we get
→
F = q
[ →
E + →v × →B
]
= q
−→∇Φ − ∂ →A∂t + →v × →∇ × →A
 (2.58)
Using an identity from vector calculus, →v × →∇ × →A = →∇(→v · →A) − →A · →∇→v − →v · →∇ →A − →A × →∇ × →v. Since →v does not
depend on the position vector,
→∇ × →v = →0 and →∇→v = ↔0. Therefore →v × →∇ × →A = →∇(→v · →A) − →v · →∇ →A. We can also
write
→
A = ∂(→v · →A)/∂→v. Note that ∂Φ/∂→v = →0, so we are free to add that term in anywhere with impunity. Now
the force can be written
→
F = q
[
−→∇(Φ − →v · →A) −
(
∂
∂t
+
→v · →∇
)
∂
∂
→v
(
Φ +
→v · →A
)]
= q
[
−→∇(Φ − →v · →A) − D
Dt
∂
∂
→v
(
Φ +
→v · →A
)]
. (2.59)
This has the form of a    from Lagrangian mechanics,[105]
→
F = −→∇U + D
Dt
∂U
∂
→v
(2.60)
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where the Lagrangian is L = T −U. The total potential energy of our system is therefore the “electromagnetic
potential” U = V + qΦ − q→v · →A; this includes the external electric potential qΦ, which is zero in the absence
of an applied field. The kinetic energy is T = 12 m
→v · →v, so the overall Lagrangian is
L =
1
2
m→v · →v + q→v · →A − V(→r) − q→∇Φ (2.61)
The momentum in Lagrangian mechanics is ∂L/∂→v, so →v = (1/m)(→p − q →A). Note that →p , m→v in the presence
of a magnetic field! We obtain the Hamiltonian as the Legendre transform of the Lagrangian,
H = −
L − 3∑
i=1
vi
∂L
∂vi
 = −(L − →v · →p) = 3∑
i=1
(pi − qAi)2
2m
+ V(→r) +
→∇Φ
=
→
pi · →pi
2m
+ V(→r) +
→∇Φ (2.62)
The term →pi = →p − q →A is often called the   or  .
2.4.4.3 Gauge Transformation
In quantum mechanics, the vector potential,
→
A, does not in general commute with the momentum operator.
The commutator can easily be shown to be(27)
[ →ˆp,
→ˆ
A] = −i~→∇ · →A (2.63)
However, there is no restriction on the divergence of the vector potential, since the vector potential is not
observable (only its curl, the magnetic field, is observable). Vector potentials representing the same
→
B that
are not identical are said to differ in . Changing vector potentials by way of
→
A′ =
→
A +
→∇Λ, where Λ is
any function (
→∇× →∇Λ is necessarily zero), is called a  . It is also necessary to transform
the external electric potential by Φ′ = Φ − ∂Λ/∂t to keep the same electric field.
The Schrödinger equation (2.37) in the presence of a magnetic field contains terms with the vector poten-
tial,
→
A, in them, as can be deduced from Equation (2.62). This suggests that applying the gauge transforma-
tion
→
A′ =
→
A +
→∇Λ would change the Hamiltonian, and thus the energy! If this were the case, the Schrödinger
equation would not be -, and would therefore have to be scrapped as incorrect physics. The
(27)If this looks suspiciously close to the commutator of momentum with position, it’s because the vector potential depends on position.
However, the divergence of the position vector is always three.
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secret to showing the gauge-invariance of the Schrödinger equation is applying the  
eiqΛ/~Hˆe−iqΛ/~ to both sides of the equation. This yields
i~e
iqΛ
~
∂
∂t
(
Ψe
−iqΛ
~
)
= e
iqΛ
~
[
1
2m
((
→ˆp − q →ˆA
)2)
+ V(→r) + qΦ
] (
Ψe
−iqΛ
~
)
(2.64)
The left side of Equation (2.64) can be written
−~
i
e
iqΛ
~
(
e
−iqΛ
~
∂Ψ
∂t
− i
~
e
−iqΛ
~ Ψ
∂Λ
∂t
)
= i~
∂Ψ
∂t
+ qΨ
∂Λ
∂t
. (2.65)
Remembering that →ˆp = −i~→∇, we can write
( →ˆp − q →A) (Ψe −iqΛ~ ) = ~
i
→∇
(
Ψe
−iqΛ
~
)
− q →Ae −iqΛ~ Ψ
=
~
i
e
−iqΛ
~
→∇Ψ − q →Ae −iqΛ~ Ψ − q→∇Λe −iqΛ~ Ψ
= e
−iqΛ
~
( →ˆp − q →A − q→∇Λ) Ψ
Combining this result with Equation (2.65) means that Equation (2.64) can be written
i~
∂Ψ
∂t
+ qΨ
∂Λ
∂t
=
[
1
2m
(( →ˆp − q →A − q→∇Λ)2) + V(→r) + qΦ] Ψ (2.66)
Rearranging yields
i~
∂Ψ
∂t
=
[
1
2m
( →ˆp − q →A − q→∇Λ)2 + V(→r) + q (Φ − q∂Λ
∂t
)]
Ψ =
[
1
2m
( →ˆp − q →A′)2 + V(→r) + qΦ′] Ψ (2.67)
Evidently, a wavefunction Ψ defined with vector potential
→
A′ =
→
A +
→∇Λ is equivalent to a wavefunction
Ψ′ = e−iqΛ/~Ψ defined with vector potential
→
A. The factor e−iqΛ/~ is a  , and does nothing to
any of the observables in the system. Since the wavefunction is not observable, this ensures the Schrödinger
equation is indeed gauge invariant. It also suggests that we have two options when dealing with magnetic
fields in calculations: put the gauge term as part of the Hamiltonian, thereby using a different Hamiltonian
every time we change gauges; or put the gauge term as part of the wavefunction, thereby using the same
Hamiltonian with different gauges built into the basis functions. Each of these methods is useful, as will be
discussed in the next section.
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2.4.4.4 The Gauge Origin
It makes sense, in light of the commutator [Equation (2.63)], to define the vector potential such that
→∇ · →A = 0. This is called C , and is used universally in implementations of the calculation
of magnetic properties in electronic structure programs. Fields with zero divergence are called 
.
Within the scope of Coulomb gauge, the usual choice(28) of
→
A is
→
A =
1
2
→
B × (→r − →RG). (2.68)
This is guaranteed to both define a vector potential that yields
→
B and have both zero divergence, provided
→
B
is uniform:
→∇ × →A = →∇ ×
[
1
2
→
B × (→r − →RG)
]
=
→
B +
1
2
(→r − →RG) ·
→∇→B − 1
2
(→r − →RG)
→∇ · →B. (2.69)
Note that
→∇→B = ↔0 for uniform fields, and →∇ · →B = 0 from Gauss’s law, meaning that →∇ × →A = →B, as desired.
The vector
→
RG is called the  , and is arbitrary. As established in the previous section, exact
solutions to the Schrödinger equation are gauge invariant. Unfortunately, approximate solutions are rarely
gauge-invariant, and even different choices of the gauge origin can radically change the answer (see Keith[106]
for an excellent example).
Modern-day calculations of magnetic properties universally employ  - methods,
which differ from each other only in how the gauge origin is distributed amongst molecules. This subject is
excellently reviewed by Gauss,[104] and will be touched on in the rest of this section.
For calculations of magnetic properties in atoms, placing the gauge origin at the nucleus eliminates many
sources of error in the shielding tensor, yielding very accurate results. For molecules and crystals, there
is no obvious centroid, and the error in the calculations is typically very high.[104] The most common dis-
tributed gauge theories for cluster (non-periodic) calculations are the Individual Gauges for Localized Or-
bitals (IGLO),[107,108] the Continuous Set of Gauge Transformations (CGST),[106] the closely-related Individ-
ual Gauges for Atoms in Molecules (IGAIM),[109] and Gauge-Including Atomic Orbitals (GIAO).[110,111] The
IGLO and IGAIM formalisms place the gauge origin at the nucleus of the atom around which the orbital
is centered; different orbitals therefore use different gauge origins, with different definitions of the energy
for each integral. The CSGT formalism calculates the induced current density (part of the calculation of the
shielding tensor[112]) by placing the gauge origin at each point in space, moving the origin (and redefining the
Hamiltonian) as the integration is performed.
(28)A very circular definition, but a valid one nonetheless.
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The GIAO formalism takes a different approach: the gauge origin is placed at the nucleus of each or-
bital, but instead of redefining the Hamiltonian, it redefines each basis function. By the discussion in sec-
tion 2.4.4.3, this is equivalent to redefining the wavefunction but using the old Hamiltonian—that is, we
can either say Hˆ → Hˆ′ = e−iqΛ/~HˆeiqΛ/~ or Ψ → Ψ′ = ΨeiqΛ/~ (both are equivalent). The transformation
from one gauge origin,
→
RG, to a new one,
→
R′G, is equivalent to a transformation from Ψ to e
iqeΛ/~Ψ, where
Λ = 12
→
B × (→RG −
→
R′G) · →r,
→
R is the position of the nucleus, and →r is the position vector. If the old basis function
(no field) is χ(→r,
→
0), then the GIAO formalism defines the basis function[110]
χ
(→r, →B|→R) = exp [− iqe
~
(
1
2
→
B × (→R − →RG)
)
· →r
]
χ
(→r, →0) (2.70)
The improvement in convergence rate with respect to basis set is pronounced with GIAO’s compared to a
single gauge origin.[104]
For periodic calculations, two techniques have been developed by Mauri, Pfrommer, and Louie (MPL)[113]
and by Charpentier et al. (GIPAW).[114] These techniques work even with pseudopotentials, despite the in-
accurate description of the core electrons pseudopotentials provide; in the case of MPL, they use a CSGT
formalism for the core electrons and the MPL formalism for the valence electrons.
2.4.5 Computational Vibrational Spectroscopy
A brief introduction to experimental vibrational (IR and Raman) spectroscopy is given in section 2.2
(page 30). The rest of this section discusses issues related to computing vibrational properties. There are far
fewer issues in calculating vibrational quantities from electronic structure calculations than with magnetic
properties. This is due to the fact there is no gauge origin or similar concept to obfuscate the calculation.
2.4.5.1 Electronic Energy as the Potential Energy for the Nuclei
Vibrational spectroscopy is the absorption of light by vibrating nuclei in molecules and crystals. From
the perspective of a nucleus, the molecule’s nuclei are vibrating in a sea of electrons. The total energy of
the nuclei is E = T + V . Recalling that the Born–Oppenheimer approximation assumes that the nuclei do
not move on the time scale of electron motion, then the kinetic energy term in this equation is T = 0, and
thus E = V . The total energy under the Born–Oppenheimer approximation is therefore equal to the potential
energy the nuclei feel when they attempt to move through the electron cloud!
57
2.4.5.2 The Harmonic Oscillator Approximation
The basis of vibrational calculations is the series
V(x) = V(0) +
dV
dx
∣∣∣∣∣
x=0
x +
1
2
d2V
dx2
∣∣∣∣∣∣
x=0
x2 +
1
3!
d3V
dx3
∣∣∣∣∣∣
x=0
x3 + · · · , (2.71)
where V is the potential energy function of the oscillator and x is the spatial coordinate in the direction of one
of the   of vibration (with the origin at the equilibrium position). The first term, V(0), is simply
the zero of energy and is arbitrary. The second term is zero at an energetic minimum on the adiabatic surface,
so it too can be disregarded (assuming the geometry has been optimized at the same level of theory with the
same basis set and no atoms have been fixed!). For small deviations, the only important term that remains is
the second-order term; this is the   approximation. The (angular) vibrational frequency ω
is determined from V ′′(0) = 12 mω
2, where m is the reduced mass of the atoms involved in the vibration. The
vibrational  in units such as cm−1 is given by ω/2pic, where c is the speed of light.
2.4.5.3 Zero-Point Energy
The energy levels of a quantum harmonic oscillator are En = ~ω
(
n + 12
)
.[54] This means that even at 0 K,
when everything is in the ground state, the energy of each oscillator is non-zero, and the oscillator continues
to vibrate. This means that changes in electronic energy (calculated with nuclei truly frozen) will not exactly
correspond to the zero-Kelvin change in internal energy. The difference between the electronic energy and
the ground state harmonic oscillator energy is called the - . This term must be added in via
a frequency calculation(29) to get estimates of 0 K reaction energies and related quantities.
2.4.5.4 Energy, Enthalpy, Entropy, and Free Energy from Frequency Calculations
A frequency calculation can be used to estimate the internal energy, entropy, enthalpy, and free energies
(Gibbs and Helmholtz) of a molecule. More frequently, the change in these quantities is of interest; in fact,
electronic structure theory generally gives systematically incorrect values of absolute energies. Differential
energies, on the other hand, result in cancellation of error and thus much more accurate values.
Calculating the energy, entropy, etc. from an electronic structure calculation requires calculation of the
translational, vibrational, and rotational partition functions.[115] This in turn requires the   
 for the molecule,
↔
I, the   ,
→
RCOM, and the vibrational frequencies. The center of mass is
→
RCOM =
∑M
j=1 m j
→r j∑
j m j
. (2.72)
(29)The freq key word in G.
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If we define ∆x j = x j − xCOM, and similarly for the y and z coordinates, the moment of inertia tensor is
↔
I =

∑M
j=1 m j(∆y
2
j + ∆z
2
j )
∑M
j=1 −m j∆x j∆y j
∑M
j=1 −m j∆x j∆z j∑M
j=1 −m j∆y j∆x j
∑M
j=1 m j(∆x
2
j + ∆z
2
j )
∑M
j=1 −m j∆y j∆z j∑M
j=1 −m j∆z j∆x j
∑M
j=1 −m j∆z j∆y j
∑M
j=1 m j(∆x
2
j + ∆y
2
j )
 (2.73)
With
↔
I in hand, we must now calculate its eigenvalues, which are the three moments of inertia IXX , IYY , and
IZZ . If the molecule is large enough that the rotational quantum states are very close together, the moments
of inertia can be used to calculate the  ,
Θr, j =
h2
8pi2kI j j
, (2.74)
which yield the   
qr =
√
pi
σr
T 3/2√
ΘXΘYΘZ
. (2.75)
Note that this assumes the separation between rotational states is small enough that the discrete sum can be
replaced by an integral.[116]
The    is typically calculated assuming the molecule obeys the ideal gas
law, in which case
qt =
(
2pimkT
h2
)3/2 kT
P
(2.76)
The   can be calculated via Θv, j = hcν¯ j/k. The   
can differ by a factor of Θv/2 (the zero point energy) depending on whether we put the zero of energy at the
bottom of the well or at the lowest vibrational energy.[117] Placing it at the bottom of the well, we obtain
qv =
∏
j
e−Θv, j/2T
1 − e−Θv, j/T . (2.77)
The rotational entropy is S r = k(3/2 + log qr), the translational entropy is S t = k(5/2 + log qt), and
the vibrational entropy is S v = k[log qv + T∂ log qv/∂T ].[117] The energies are Er = 32 kT , Et =
3
2 kT , and
Ev = k
∑
j Θv, j
(
1
2 +
1
eΘv, j/T−1
)
.[117]
With these in hand, we can compute the internal energy, U, as U = E + Et + Er + Ev. The enthalpy is
H = U + PV = U + kT. The Helmholtz free energy is F = U − T (S t + S r + S v), while the Gibbs free energy
is G = F + PV = F + kT. A script for extracting the vibrational frequencies from the G output file,
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replacing “heavy” atoms with their normal-weight equivalents (for rotation and translation) and computing
the partition functions, energies, and entropies is included as program “calcthermo” in Appendix D.
It should be noted that the usual zero of internal energy is the constituent elements in their standard states
at STP. This is not the state used in electronic structure calculations—here, the zero of energy is every particle
in the system at infinity. This means all energy differences in quantum chemistry are differences between very
large numbers.
2.5 Adsorption and Diffusion in Zeolites and Zeolite Membranes
The use of zeolites as adsorbents and in membrane separations processes has been discussed in Chapter 1,
and is also discussed in a review by Gavalas.[118]
2.5.1 Adsorption on Membranes
Little work on adsorption on supported zeolite membranes has been reported to date, but several groups
have prepared and analyzed self-supporting meso- and macroporous zeolitic and amorphous materials. Hol-
land and coworkers[119] formed macroporous silicalite structures using polystyrene spheres and achieved an
average macropore diameter of 250 nm. The isotherm is Type I on the BDDT[7] scale (Figure 2.1), and shows
a sloping curve between 0.1 and 1.0 relative pressure (P/P◦). They attributed the upward turn in the isotherm
at high relative pressure to the filling of interparticle spaces. They reported a surface area of 421 m2/g as
determined by BET theory (section 2.1.3.1.2), with half of the area being attributable to microporosity and
the other half due to external surface area.(30) They reported a total pore volume of 0.39 mL/g with pores
greater than 2 nm having a volume of 0.3 mL/g, the difference of 0.09 mL/g being due to micropores. For
comparison, highly crystalline dehydrated ZSM-5 has a pore volume of 0.2 mL/g,[39] more than double what
Holland et al. measured. From this, they concluded that the macroporous material was composed of silicalite
walls of about 50 percent crystallinity.
Mintova et al.[120] used a variety of techniques to prepare compacted zeolite nanocrystals, including (I)
direct hydrothermal treatment of amorphous silica grains in a ZSM-5 precursor solution, (II) impregnation
of charge-reversed amorphous silica grains with 2–10 nm preorganized units followed by a hydrothermal
treatment in a silica-free synthesis solution, and (III) electrostatic adsorption of 50 nm ZSM-5 seeds on the
amorphous silica grains followed by a hydrothermal treatment with a ZSM-5 precursor solution. Nitrogen
adsorption measurements showed an upturn in the curves indicative of intergrain mesoporosity. Procedures I
(30)The “external” surface area is from the t-plot, which may or may not be accurate. However, the remaining “surface area” should
not be assumed to be the actual surface area of the micropores, as silicalite does not fit the criterion of a “flat” surface, as assumed in the
BET equation.
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and III produced little mesoporosity, but procedure II produced pores in the range 20–200 nm with a maxi-
mum at 11 nm, resulting in two distinct hysteresis loops in the isotherms.
Similar to Mintova et al., Valtchev[121] formed monoliths of silicalite using polystyrene spheres by a
hydrothermal self-assembly method. The adsorption isotherm showed a hysteresis characteristic of pores of
2–8 nm in diameter according to BJH[14] analysis. These pores were attributed to pin-hole defects in the
intergrown layer. The isotherms also displayed another hysteresis corresponding to a pore size of 10–45 nm.
Other groups have also measured adsorption isotherms for MFI membranes, both supported and self-
supported.[121–124] Uzio and coworkers[124] measured the nitrogen isotherm of a silicalite membrane on a
tabular alumina support. The membrane was prepared using hydrothermal treatment of silica in hydroxide
solution in presence of a support. No hysteresis was observed in the nitrogen isotherm at 77 K; the isotherm
was similar to that typically found for silicalite powder. The total pore volume was determined from the
uptake near saturation.
Wang et al.[123] formed membranes with sponge-like architecture with silicalite prepared by electrostatic
coating in an ultrasonic bath. The membranes were further treated using amine and steam or by hydrothermal
treatment. The nitrogen isotherms showed downward-sloping curves between a relative pressure of 0.2–
0.6, indicating these are not equilibrium curves—true equilibrium curves must necessarily be monotonically
increasing functions of pressure. At high pressures, they saw a narrow hysteresis indicative of relatively large
mesopores.
Lai et al.[125] studied the argon (at 77 K) and isobutane (at 273 K) low-pressure isotherms of ZSM-5 films
on porous alumina tubes. A step in the argon isotherm occurred at 23 adsorbate molecules per unit cell,
which is believed to be associated with a phase transition of argon from a less-ordered to a more-ordered
phase. Adsorption below the step (∼10−4 P/P◦) is associated with the micropores. The procedure used to
obtain the isotherms on these membranes was not reported.
Huang and coworkers[122,126] prepared self-assembled and self-standing silicalite membranes. After com-
pression, the membrane isotherm showed a narrowing of the hysteresis associated with a decrease in the
interparticle pore size and the volume of the self-assembled structures. An interparticle pore size of 35 nm
was determined using BJH analysis (section 2.1.3.2.3) of the isotherm. Secondary growth via microwave
treatment within the interparticle voids reduced the interparticle void size from 20 nm to 2.5 nm. For self-
standing membranes, the micropore volume was found to be 0.18 mL/g and the BET surface area was re-
ported as 320 m2/g—it should be noted that since micropores are present, the BET surface area should not be
interpreted as an actual surface area (or even a particularly meaningful number).
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Mesoporous silica membranes composed of SBA-15 and other mesoporous materials have also been
reported in the literature; adsorption isotherms are typically obtained using nitrogen or krypton as the adsor-
bate.[127–133]
2.5.2 Membrane Permeation
Transport in zeolites is intimately linked with adsorption. It may seem at first that permeation through a
zeolite is caused by a pressure gradient and should thus be considered fluid flow, but this is not the case. The
pores of zeolites are small enough that permeating molecules collide with the walls before making it through
the zeolite. Each of these collisions can result in adsorption, and this continual process of adsorbing and
desorbing causes velocities to become randomized. The motion is therefore better described as a diffusive
process driven by a chemical potential gradient.
If transport is diffusion limited, it is natural to attempt analysis using Fick’s first law,
→
Ji = −
∑
j
Di jC
→∇x j (2.78)
Unfortunately, the Fick diffusivity D is wildly concentration-dependent for many systems, and even more
so in zeolites where highly non-ideal adsorbed phases are present. Krishna and coworkers[134–146] have
demonstrated that the formulation of Maxwell and Stefan[137,147] is more appropriate for zeolites. It has
been shown,[143,148] for example, that the Maxwell–Stefan diffusion coefficient Ð is much less dependent on
zeolite loading than its Fick’s law counterpart. The idea of the Maxwell–Stefan formulation is to balance the
chemical potential gradient with a frictional drag force,
−→∇µi =
∑
j
kT (→vi − →v j)
Ði j
=
∑
j
kT (
→
Ji −
→
J j)
CÐi j
, (2.79)
where µi is the chemical potential of species i,
→vi is its relative velocity,
→
Ji is its flux, C is the total concen-
tration, T is the temperature, k is Boltzmann’s constant, and kT/Ði j is the “drag coefficient” of species i due
to species j. By comparing this model with Fick’s first law and utilizing the Gibbs–Duhem equation and the
chain rule,[137,143,147] we can express the Fick diffusion coefficient in terms of the Maxwell–Stefan diffusion
coefficient. For a two-component system such as an adsorbate in a zeolite, this relation is
D = Ð
∂ log f
∂ log C
= ÐΓ ≈ Ð∂ log P
∂ log C
, (2.80)
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where f is the fugacity, P is the pressure, and C is the concentration. The quantity Γ is often called the
  ,[147] as it is linked solely with thermodynamic effects (changes in chem-
ical potential due to concentration). The definition of this factor suggests that it can be calculated from an
adsorption isotherm (that is, a plot of C vs. P). The Maxwell–Stefan formulation can be much more generally
applied to three-component[142]—or, in general, multicomponent[137]—systems than Fick’s laws.
The thermodynamic factor Γ provides a link between adsorption and diffusion. Interpreting permeation
measurements, therefore, has typically been linked to measured or simulated adsorption data. Examining the
impact of using powder data to interpret permeation versus data collected on actual zeolite membranes is one
of the goals of this dissertation.
2.6 Modeling the Structure and Spectroscopy of Alkaline Zeolites
The use of zeolites as acid catalysts, their strong Brønsted–Lowry acidity, Ångström scale porosity, and
use in separations has been discussed in Chapter 1, as well as by Auerbach, Carrado, and Dutta.[149] There
is a significant fraction of industrially important reactions that are catalyzed by bases,[150] however, and the
strongly acidic nature of zeolites means their conjugate bases are relatively weak if not neutral. There has
been interest in the last fifty years[151]—particularly in the last ten—in preparing zeolites that act as strong
bases, both by synthetic and post-synthetic routes.
Strongly basic zeolites offer the same promise of selectivity, ease of separation, and high activity for
reactions that either require base catalysts or in which the resulting chemistry is different when a base catalyst
(as opposed to an acid) is used. Applications of base catalysis using zeolites prior to 2001 have been reviewed
by Weitkamp[152] and Barthomeuf.[153] These applications have become even more important in recent years
due to the surge of interest in biomass conversion reactions, many of which require base catalysts or are more
active with alkaline catalysts than with acids.[154,155]
There are three primary methods of making zeolites and related materials behave as bases:
1. Ion exchange of sodium or ammonium ions for calcium, magnesium, rubidium, cesium, or barium
ions;[150]
2. Grafting organic bases onto the walls of the pores, particularly in mesoporous materials;[152,156–158]
3. Substitution of nitrogen for oxygen (or, similarly, substitution of oxygen for nitrogen in silicon nitride).
Ion exchange methods aim to increase Lewis base strengths by replacing the charge compensating cation
with an ion that increases the electron density on the oxygen atoms in the framework. Such ion-exchanged
zeolites are often too weak to serve as active catalysts.[159]
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Figure 2.9. Sodalite cage showing nitrogen substitution. Shown are an unsubstituted cage with an acid
site (left) and the same cage with two nitrogen substitutions, one forming an Si–NH–Si group and another
forming an Si–NH2–Al group (right).
Grafting methods simply take a strong base and attach it to a porous material. This has the effect of
turning the porous material into a catalytic support. Grafts have the unfortunate problem of decreasing the
effective pore diameter, and are therefore typically limited to materials with large pore diameters such as
SBA-15, MCM-41, and MCM-48. The larger numbers of Si–OH surface defects in amorphous mesoporous
materials also provide more anchoring points for grafted bases than are available in zeolites.
Substitution of oxygen for nitrogen in a silicate is analogous to the difference between an ether and a
secondary amine in organic compounds: ethers are typically neutral, whereas amines are much stronger bases.
The distinct advantage of nitrogen substitution is that the substitution is of the form Si–O–Si → Si–NH–Si,
or Si–OH–Al→ Si–NH2–Al, which, in principle, leaves the size of the zeolite pores virtually unchanged. In
practice, however, such “nitridation” often competes with dealumination and decomposition reactions, which
can render the resulting material riddled with defects and even non-porous. In addition, the exact nature of
where and how the substitution process occurs remains mysterious, with characterization methods hinting at
but not really proving the existence of nitrogen in zeolite frameworks. As such, there is much to be learned
from both modeling and spectroscopy of these intriguing materials, especially regarding the nature of basic
sites in nitrided zeolites, and the framework structures that result. The rest of this section is intended to
provide an overview of synthesis and characterization procedures that have been used to produce nitrogen-
substituted zeolites for use in base catalysis, with a strong emphasis on characterization via simulation of
structural properties as well as infrared and nuclear magnetic resonance (NMR) spectroscopy.
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Scheme 2.1. Mechanism of the Knoevenagel condensation of malononitrile with benzaldehyde.
2.6.1 Nitrogen-Substituted Silicates
Nitrogen-substituted zeolites, amorphous silicates, and aluminophosphates are typically prepared by
high-temperature treatment of the starting material with ammonia or another amine. High temperatures—
as high as 1000°C in the case of some mesoporous materials[160]—seem to be required to break Si–O bonds.
For zeolites, temperatures of 800–850°C are common.[161,162] Care must be taken to ensure complete removal
of water from the vicinity of the zeolite surface after the reaction, or dealumination may result instead of
substitution.[163]
Thermal treatment has been applied with varying degrees of success to many different zeolites, alu-
minophosphates, silico-aluminophosphates (SAPOs), and mesoporous silicas. In general, extents of reac-
tion (i.e., degrees of nitridation) are highly dependent on the reaction conditions used. For example, treat-
ment at 850°C may result in an increase in catalytic activity, whereas treatment at 800°C may not.[161] Ni-
trogen substituted zeolites, SAPONs, and AlPONs have been reported to have moderate to high activity
in several base-catalyzed reactions, including the Knoevenagel condensation of benzaldehyde with mal-
ononitrile,[159,161,162,164–167] ethyl cyanoacetate,[159,167,168] propanedinitrile,[169] or diethyl malonate;[159] and
ethylation of ethylbenzene with ethanol.[170] The mechanism of the Knoevenagel reaction for the benzalde-
hyde/malononitrile case is shown in Scheme 2.1. The selectivity is typically enhanced relative to non-zeolitic
catalysts,[170] sometimes completely inhibiting a competing reaction pathway.[164,168] The catalytic activity
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of substituted zeolites has been reported to increase with Si/Al ratio,[169] and also increases (slightly) with
nitrogen exposure time.[166] However, it has also been reported that higher nitridation temperatures cause a
decrease in the catalytic activity;[162] as such, further work is needed to investigate this trend.
Nitrogen-substituted zeolites have been characterized in the literature by NMR spectroscopy[165,168,171–176]
and infrared spectroscopy[151,159,164,166,169–171,177–181] to establish or rule out the presence of nitrogen in the
structure. In general, infrared does not appear to be diagnostic of nitrogen substitution, and in some cases
peaks in the IR spectrum appear in allegedly substituted materials that are not seen in materials synthesized
by others.[177,181] On the other hand, NMR spectra seem to provide more direct evidence of nitrogen sub-
stitution. For AlPONs, 31P NMR shows two or more peaks at high frequencies (near +25 ppm).[168,171,180]
Aluminum-27 NMR shows a set of new peaks at 13 ppm[168,171,180] and possibly −12 ppm[171] for SAPONs
and ALPONs; 66 and 72 ppm[172] for zeolites. The 29Si NMR spectra of nitrogen substituted zeolites and
amorphous silicas[165,173–175] show an unmistakable peak near −90 ppm that corresponds to nitrogen sub-
stitution; similar peaks are seen in the spectra of oxynitride glasses.[182–184] Our modeling study (Paper V)
confirmed the 29Si peak assignments (see chapter 6), but further work is needed to confirm the 31P and 27Al
assignments.
The extreme conditions of temperature used during thermal treatment are very likely to result in damage to
the zeolite structure. It is also unclear where, precisely, nitrogen is likely to substitute under such conditions,
and whether extents of reaction calculated from elemental analysis or alkaline digestion techniques are a
good representation of the actual nitrogen content of the framework. Our knowledge of the precise NMR and
IR spectral fingerprints of nitrogen substituted zeolitic materials remain incomplete. These issues provide a
welcome entrance for simulation-based techniques.
2.6.2 Calculation of Spectroscopic Properties
2.6.2.1 Periodic vs. Cluster Calculations
Many concerns relevant to zeolite modeling and theory in general are summarized by van Santen;[185]
this section discusses issues specific to spectroscopic models and models directly relevant to amine and alkyl
substitutions in zeolitic materials. The first question one must answer in any calculation involving solids
is which of two approximations to make: the  , in which small pieces of the solid
(terminated by hydrogen) are simulated; or the  , in which one or possibly more cells
are simulated and the rest of the zeolite is assumed to exactly replicate the cell(s) being simulated in periodic
fashion. Each formalism has its advantages and disadvantages.
In a periodic calculation, a group of one or more unit cells is simulated and the boundaries of the cell
are modeled as being connected to another cell identical to the first. One advantage of this approach is that
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there is no need for artificially enforced constraints (other than symmetry), meaning the zeolite structure is
relatively free to distort in the presence of defects such as nitrogen substitutions. The downside of this is that
placing one nitrogen substitution in the framework has the effect of producing an infinite number of nitrogen
substitutions, equally spaced in the real material, each one unit cell apart in all directions. In addition, the
crystal is not allowed to compensate for the presence of a defect by distorting bonds more than half a cell
parameter (unit cell length) away.
Cluster calculations involve clipping out parts of the zeolite into small pieces that can be simulated using
localized basis sets. The edges of the cluster are terminated with hydrogen to avoid “dangling” bonds at the
edges. This effectively treats that portion of the zeolite as a molecule, the premise being that local portions
of the zeolite will have the same properties as the quasi-infinite solid. This is a reasonable assumption
because zeolites are electronic insulators, meaning their valence electrons exist in relatively localized states
that are virtually unperturbed by cluster termination. However, it also makes the assumption that the local
minimum-energy geometry—the collection of bond angles and bond lengths—is the same as it would be
in the solid. For zeolites in particular, this assumption breaks down at the cluster’s hydrogen-terminated
edges: the difference in the chemistry between hydrogen and the rest of the atoms in the cluster is enough
to cause the zeolitic structure to distort or even collapse, leaving one with—at best—a model of amorphous
silica. To prevent this, the terminal atoms of the cluster are typically fixed at crystallographic positions during
geometry optimization. It should also be mentioned that in silicates, there are two possible ways to terminate
clusters: ≡Si–H bonds and ≡Si–O–H bonds. Using ≡Si–H bonds suffers from the fact that hydrogen and
oxygen are very different chemically. Termination with silanol (≡Si–O–H) groups can impair convergence of
geometry optimizations through unstable Si–O–H bond angles; this problem can be avoided by freezing both
the oxygen and hydrogen atoms of the OH groups. In some cases, the extra “layer” produced by ≡Si–O–H
termination (in contrast to ≡Si–H termination) yields better convergence with respect to cluster size.[186]
Some of the limitations of the cluster approximation can be alleviated by using  , also
known as  . In an embedded cluster, electronic energies are calculated using two or more
computational approaches: a relatively accurate approach in the heart of the cluster where chemical and/or
spectroscopic information is sought, and subsequently less accurate (and computationally less expensive)
approach(es) farther away. The most common approach—dubbed QM/MM (Quantum Mechanics/Molecular
Mechanics)—is to use an all-electron quantum mechanical description in the heart of the cluster, and a force
field for the rest of the system. For zeolites, this approach allows the approximate treatment of an entire
zeolite cage and its steric constraints, without having to represent all the associated electrons. In the case of
a two-layer embedding with “high” and “low” levels of theory, the energy of the entire system is estimated
according to
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Elarge,low + (Esmall,high − Esmall,low), (2.81)
where the first term is the low-level description of the large system (both layers), and the second term in
parentheses is the high-level correction that avoids double-counting the small system (inside layer).
Various embedding approaches differ in their definitions of “small” and “large” systems, and how “in-
side” and “outside” layers are coupled. These issues are of particular importance for modeling network solids
such as silica, which require cutting of bonds when defining layers. As a result, essentially all embedding
approaches applied to silica terminate dangling bonds in the inside layer by adding capping atoms such as
hydrogen (i.e., “small system” = “inside layer” plus capping hydrogen atoms). Regarding the “large sys-
tem,” the QM–Pot approach of Sierka and Sauer represents this with an accurate force field and periodic
boundary conditions at fixed volume.[187,188] In contrast, the ONIOM[189] calculations of Fermann et al.[186]
applied a generic force field and treated the large system as a very large, isolated cluster with fixed terminal
atoms. (ONIOM, developed by Morokuma and coworkers,[189] stands for “the authors’ Own N-layered Inte-
grated molecular Orbital molecular Mechanics scheme.”) Both methods were applied to modeling acid sites
in zeolites, and obtained essentially identical results. One final issue regards modeling the back-and-forth
polarization of inside and outside layers, also known as  . This is very difficult to get
right. For example, allowing the outside layer to polarize the inside electron density, but not vice versa, can
lead to over-polarization, which can reduce accuracy. Because of this, the calculations of Sierka and Sauer,
and those of Fermann et al., do not include electronic embedding, and as such are referred to as 
.
Clusters are the only practical choice for all-electron calculations on zeolite frameworks with large cells
such as FAU (e.g., HY) and MFI (e.g., ZSM-5), as full periodic calculations take on the order of months for
such systems. This is not a reflection of the speed of modern computers, but one of scaling. For example,
the processor time required to perform Hartree–Fock calculations (see section 2.4.2, page 42) and many
Kohn–Sham density functional theory (DFT) calculations (see section 2.4.3, page 47) scale with the number
of (non-primitive) basis functions to the third power.[61] Assuming this scaling, a calculation that takes two
hours for the SOD framework (36 atoms, 360 electrons) would take on the order of 300 days for the FAU
framework (576 atoms, 5760 electrons). As such, it is often advisable to use cluster calculations for effects,
such as NMR, that can be realistically modeled with clusters. In other cases, it may be possible to do a
calculation on silica MFI (288 atoms) using simplified descriptions of the core electrons,[190] and/or using
a different description of the unit cell. The latter is particularly useful for the FAU structure, which has a
576-atom cubic unit cell but can also be described by a 144-atom rhombohedral cell.[191,192]
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The periodic approximation is better suited in many cases to study vibrational spectra. A vibration that in-
volves the atoms in a ring, for example, would likely be poorly simulated by a cluster model since one or more
of those atoms would be near another atom that has been fixed at its crystallographic coordinates. However,
if one is careful about including only vibrations that result from atoms relatively far from the edges, clusters
can yield excellent results from vibrational calculations, especially when layered methods are employed.[193]
Care must always be taken to remove vibrations from atoms whose coordinates are fixed during geometry
optimization: these nuclei are not at local minima on the adiabatic surface (which is explicitly assumed in
most vibrational calculations; see section 2.4.5), and the calculation of their vibrations will therefore result
in spurious imaginary frequencies.
2.6.2.2 Theoretical Considerations
Predictive calculation of accurate spectroscopic information in zeolites often requires a quantum me-
chanical treatment, though modern force field parameterizations show much promise for the calculation of
vibrational spectra.[194–196] Common methods employed are Hartree–Fock theory, Kohn–Sham density func-
tional theory (DFT),[62] and Møller–Plesset perturbation theory[58] (see sections 2.4.2 and 2.4.3). Methods
that include substantial amounts of correlation energy, such as coupled cluster theory (CC) and configuration
interaction (CI), are essentially useless for zeolites, as the calculations scale poorly with system size (see
Table 2.4 on page 46). Even MP2 (second-order perturbation theory) typically requires forbidding amounts
of memory and processor time (the latter scaling as N5 [61]) to be useful for zeolites. For comparison, a
calculation of the energy of a dimerized pair of benzene molecules (84 electrons) takes about 35 seconds
at B3LYP/6-311G(d,p); the same calculation at MP2/6-311G(d,p) takes about 150 seconds (over four times
longer) and over an hour (over 100 times longer) at CCSD. This means that a calculation that takes six hours
using DFT would take fifteen months with CCSD!
The calculation of molecular properties, including infrared and Raman frequencies and intensities and
NMR shielding constants, is covered in an excellent review by Gauss.[104] Methodologies for each of these
are touched on in sections 2.6.2.2.1. and 2.6.2.2.2. Concerns related to using these methods on silicate
materials (including zeolites) are touched on in the rest of this section.
2.6.2.2.1 NMR Spectra There exist several convergence studies that determine which method (GIAO,
CSGT, etc., as well as HF, DFT, etc.; see section 2.4) is “the best” for calculating nuclear shielding constants.
Unfortunately, we are unaware of a study that has focused on silica-based materials to date. Cheeseman and
coworkers[197] tested GIAO vs. CSGT using Hartree–Fock and DFT calculations with several density func-
tionals and found that, with the notable exception of the local spin density approximation (LSDA), density
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functional theory using both “pure” and “hybrid” exchange–correlation functionals gives a smaller root-
mean-square error with respect to experimentally determined chemical shifts than does Hartree–Fock. They
also concluded that GIAO:B3LYP/6-311+G(2d,p) predicts quantitatively accurate 13C chemical shifts and
reasonable 14/15N and 17O chemical shifts, but at a fraction of the computational resources required for the
corresponding MP2 calculation. Another study by Magyarfalvi and Pulay[198] indicated that the OPTX (or
“OPTimized eXchange”) exchange functional[199] with the Lee–Yang–Parr correlation functional[77] (OLYP),
outperforms the BLYP functional[200,201] for 13C, 15N, and 17O nuclei. Sefzik and coworkers[202] found that
DFT in general outperforms Hartree–Fock calculations, noting that hybrid functionals like B3LYP,[69,75–77,200]
B3PW91,[68,70,76,200] and mPW1PW91[68,70,203,204] provide the best 13C shielding tensors for single crystals.
Another study[205] recommended the OPBE functional.[72,73,199] Moon and Case[206] found that HF and DFT
differed systematically from MP2, and small basis set values were often fortuitously closer to experimental
values for chemical shifts in peptides. Baldridge and Siegel[207] have even suggested using empirical scaling
factors to obtain chemical shifts from computed shielding constants, in analogy with the vibrational scaling
factors discussed below.
In general, GIAO shows the fastest convergence with respect to number of basis functions for most nu-
clei,[197,208] though it has been reported that differences between GIAO and CSGT are negligible with the
use of plane-wave basis sets for valence electrons,[209] which are used in most periodic electronic structure
programs such as VASP.(31) While true accuracy in chemical shielding can only be obtained by very accurate,
expensive calculations such as CCSD(T) (coupled cluster theory with single and double excitations and per-
turbative triple excitations) to describe electron correlation,[210] the results of DFT and MP2 calculations are
generally found to be of intermediate accuracy between HF and CC calculations. Due to the drastic differ-
ences in computational expense between HF and CC methods (see Table 2.4), DFT remains the best option.
Several density functionals have been proposed that are parameterized with shielding tensors in mind,[211–214]
but until these functionals have been implemented and thoroughly tested, a recommended starting point for
NMR calculations on clusters is GIAO with a relatively large basis set (at least triple-zeta basis sets, e.g.,
6-311+G(2d,p)[89,90] or cc-pVTZ,[91–94,102,103] are recommended to obtain reasonably converged chemical
shifts) and a density functional such as B3LYP or OLYP.
2.6.2.2.2 Vibrational Spectra Nearly all programs in current use calculate vibrational frequencies for
multidimensional systems by constructing a matrix of second derivatives via differentiation of the potential
energy with respect to mass-weighted atomic Cartesian coordinates.[215] The resulting matrix is called the
(31)VASP does not, at present, include an NMR module.
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H, or - . Because of the mass weighting, the matrix elements have units of fre-
quency squared. This matrix is then diagonalized, yielding normal-mode frequencies (square roots of eigen-
values) and normal mode vibrational coordinates (eigenvectors). For large systems, the matrix construction
and diagonalization can quickly become intractable. When computing vibrational frequencies for localized
vibrations (e.g., for rate coefficient computations), layered calculations can be used to increase system size
without adding as much complexity to the calculation.[216]
Most electronic structure methods tend to overestimate vibrational frequencies because of insufficient
treatment of electron correlation energy.[217–220] For example, the Hartree–Fock method over-emphasizes
ionic configurations, causing overestimates of both dissociation energies and vibrational frequencies. As
such, it has been proposed that calculated frequencies be scaled to obtain agreement with experimental spectra
(Refs. 217,218,220, and citations therein). The scaling factors are typically 0.89–0.91 for Hartree–Fock
calculations, 0.96–1.01 for DFT with various functionals, and 0.93–0.96 for MP2. These scaling factors
typically improve relatively high vibrational frequencies, though low frequency vibrations are not improved
to the same extent. Scaling the vibrational frequencies also has an effect on the zero-point energy, internal
(thermal) energy, enthalpy, entropy, and free energy calculated from these frequencies as well. In the case
of zero-point energy, scale factors have been published, though another option is to use scaled frequencies in
the calculation of the zero-point energy.
2.6.2.2.3 Calculation of Intensities The intensities of vibrational spectra—absorbance in infrared spec-
troscopy, scattering intensity in Raman spectroscopy—can be computed numerically or analytically. Analytic
second-derivatives, required for infrared intensities,[221] have been implemented for a large fraction of elec-
tronic structure methods [Ref. 104, p. 16], and should be used when available. Analytic third derivatives,
required for Raman intensities,[222] are much less common [Ref. 104, p. 16]. As such, Raman intensities are
often calculated numerically. Computing Raman intensities—analytically or numerically—requires exces-
sive resources in addition to those required for a vibrational calculation.
Intensities in NMR spectra—more accurately, integrals—are a function not of the intensity of absorption
but the number of nuclei with the same chemical environment in the entire material. In a periodic calculation
or in a molecule, this is simple: add one intensity unit to the chemical shift for each nucleus in the crystal,
and sum over all nuclei. In cluster models, this summation must be restricted to nuclei that are far enough
(three layers[223]) from the boundary to represent actual electron densities.
A possible shortcut to simulating the entire crystal hundreds of times exists, however: if the distribution
of chemical environments can be estimated somehow, one merely needs to simulate each chemical environ-
ment once and then multiply by that intensity. In siliceous zeolites, the number of distinct silicon chemical
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environments is, to very good approximation, the number of symmetrically inequivalent tetrahedral (T) sites
in the crystal. These considerations were used by Sauer and coworkers to simulate the 29Si NMR spectra of
siliceous MFI, MEI, MTW, TON, FAU, and α-quartz[223] as well as FER.[224] This approach was also used
in Papers V and VII and is used in Chapters 6–8 to simulate the 29Si NMR spectra of nitrided zeolite HY.
If aluminum or another heteroatom is present, this produces another distribution of five peaks (corre-
sponding to silicon near 0, 1, 2, 3, and 4 heteroatoms) that is imposed on each T-site’s chemical shift. Due
to Loewenstein’s rule,[225] which precludes Al–O–Al linkages in zeolites because of electrostatic repulsion,
all aluminum atoms in the cell can be counted by summing over silicon atoms. This fact was observed by
Melchior and coworkers[226,227] and exploited by Vega[228] to predict integrals for the FAU structure. This
is possible because the FAU framework has only one symmetrically distinct T site. In crystals that possess
less symmetry, the number of required calculations goes up dramatically. For example, the low-temperature
form of ZSM-5 (MFI framework) contains 24 distinct tetrahedral sites, multiplied by five possible aluminum
environments per silicon, or 120 calculations to produce the NMR spectrum. The use of higher symmetry
environments is therefore very expedient.
2.6.2.3 System Size Effects
Both cluster and periodic calculations require consideration of system size effects. This is obvious for
silica clusters because cluster termination can corrupt nearby electron distributions. System size also influ-
ences periodic calculations through unit-cell size; this controls the allowed densities of defect structures and
adsorbed guest molecules. For vibrational spectra, low-frequency framework vibrations (usually Raman-
active) will likely be blue-shifted by cluster termination and the associated constraints. System-size con-
vergence studies are therefore required. Nuclear shielding, on the other hand, can be a much more local
phenomenon when studying localized electronic states such as those in silicates.
For zeolites and similar materials, Bussemer and coworkers[223] showed that a cluster with three “layers”
of atoms is sufficient to converge chemical shifts with respect to system size. As such, all that is required
is to build a cluster wherein all terminal hydrogen atoms are at least three bonds away from the atom one is
interested in. Unfortunately, clusters get large—and the calculations become intractable—rather quickly. The
number of atoms goes up, naïvely, with L3, where L is the number of layers. In addition, one must be careful
that the bonds that are “cut” to form the cluster are not bonds from two different tetrahedral atoms to the
same oxygen atom—such a cut would force two cluster-capping protons to be in close proximity, drastically
distorting the electron density and straining the other chemical bonds in the cluster. In zeolite-like materials,
this can be avoided by obeying a simple rule: never leave out only one tetrahedral atom in a ring.
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Figure 2.10. Examples of clusters cut from the FAU framework. White: hydrogen; light gray: silicon; dark
gray: oxygen. Left: 1T cluster (one layer around central T atom, 9 atoms, 50 electrons). Middle: 8T cluster
(three layers, 42 atoms, 300 electrons). Right: 23T cluster (five layers, 102 atoms, 800 electrons).
Taking the FAU structure as an example, there are certain cluster sizes that constitute the minimum one
can use corresponding to a certain number of layers of atoms away from a central tetrahedral atom. If 2T
denotes a structure with two tetrahedral atoms (typically T = Si, Al, or P, but could also be Ge, Ga, B, or
a number of other atoms), then the increments in clusters are from 1T to 8T to 23T, which represent 1, 3,
and 5 layers of atoms from the central tetrahedral atom, respectively (see Figure 2.10). Note that layers of
two and four atoms are not possible due to the need to complete four-membered rings. The number of total
atoms jumps from 9 to 42 to 102, and the number of electrons jumps from 50 to 300 to 800. Such large
computations are often intractable (see the comments on scaling in section 2.4.2), so starting from an 8T
cluster (or possibly an 8T cluster similar to that in Figure 2.10 mirrored on itself to produce a 10T or 12T
cluster with two tetrahedral atoms far enough from the edges) is recommended.
2.6.2.4 Choice of NMR Reference
Calculations of magnetic shieldings return only the shielding tensor. Reporting chemical shifts therefore
requires the use of a reference nucleus, analogous to the reference used in experiments. The standard ex-
perimental references for most nuclei are liquids, and since electronic structure calculations are inherently
gas-phase calculations, a secondary reference is usually more convenient and/or accurate. The chemical shift
can then be computed as
δ =
σref − σ
1 − σref + δref ≈ σref − σ + δref (2.82)
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Table 2.5. Energies of reaction for [Reactant] + NH3 → [Product 1] + [Product 2] from Corma et al.[238]
Reactant Product 1 Product 2 ∆E (kJ/mol)
H3SiOSiH3 H3SiNHSiH3 H2O 118
H3SiOSiH3 H3SiOSiH2NH2 H2 −28.9
H3SiOSiH3 H3SiOSiOH H3SiNH2 76.2
H3AlOPH3 H3AlNHPH3 H2O 113
H3AlOPH3 H3AlOPH2NH2 H2 −23.9
H3AlOPH3 H3AlNH2 H3POH 632
H3AlOPH3 H3AlOH H3PNH2 533
where σ is the isotropic shielding (see section 2.3), σref is the shielding constant of the secondary reference
molecule, and δref is the chemical shift of the secondary reference relative to the primary reference, preferably
in the limit of zero pressure.
Common secondary references for silicon NMR are gaseous TMS (δ = 0 ppm),[229,230] solid quartz (δ =
−107.4 ppm),[224,231] and silane (SiH4) in the limit of zero pressure (δ = −104.34 ppm).[232] For oxygen NMR,
gaseous water can be used (δ = −36.11 ppm from liquid water).[233] For hydrogen NMR, TMS (δ = 0 ppm),
methanol (δ = 0.0197 ppm),[234,235] or silane (δ = 5.150 ppm)[232] can be used. The best references of which
I am aware for nitrogen NMR is ammonia (δ = −400.29 ppm from liquid nitromethane).[236] References in
the gas phase for 27Al NMR are difficult to find due to the tendency of aluminum to form solids. Valerio and
Goursot[229] recommended dimerized trimethylaluminum (TMA) as a secondary reference, but Al(H2O)3+6
with water molecules arranged in an octahedral coordination (δ = 0 ppm) remains the safest choice.
2.6.3 Modeling Nitrogen-Substituted Zeolitic Materials
As mentioned at the beginning of this section, the base strengths of zeolite frameworks are typically
weak. Barthomeuf[237] found that a rough ordering of the “intrinsic basicity” of the framework oxygen sites
for various zeolite frameworks is FER > MFI > MOR > MWW > BEA > LTL > FAU. However, much
work has been done to increase the base strength and modify other material properties by substituting oxygen
atoms with amine or methylene groups in the zeolite framework, as discussed in section 2.6.1. A significant
amount of work has been done recently to model the properties and assist in the characterization of these
intriguing materials.
Early work by Corma and coworkers[238] predicted the energetics and vibrational spectra of the nitro-
gen substitution reaction in both silicates and aluminophosphates. Their calculations, based on the small
molecules H3SiOSiH3 and H3AlOPH3, studied reactions with ammonia to form water and both substitution
and bond-cleaving sites. The energies of reaction with ammonia to form water and the resulting amine are
shown in Table 2.5. They concluded that substitution at terminal sites (≡Si–NH2 and ≡P–NH2) is a favorable
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reaction, since the calculations showed an exoergic (the analog of exothermic for potential energy) reaction.
However, our own study (Chapter 6) showed that substitutions at terminal sites in zeolites, which are more
properly modeled as substitution of ≡Si–OH for ≡Si–NH2 rather than ≡Si–H for ≡Si–NH2, are still endoergic
to the tune of approximately +30 kJ/mol. We did confirm, however, that substitution at terminal sites is less
energetically unfavorable than substitution at framework sites.
The same study by Corma and coworkers[238] predicted a change in vibrational frequency of 50–100 cm−1
for the NH stretching modes between bridging and terminal NH substitutions. Similar studies by Fleischer
and coworkers computed vibrational frequencies for disilylamine (H3SiNHSiH3)[239] and methyldisilylamine
(H3SiNCH3SiH3)[240] as well, scaled by factors similar to those discussed in section 2.6.2.2.2. The calcu-
lations allowed them to assign the bands at 827 and 745 cm−1 to in-plane and out-of-plane silyl rocking
motions. It also confirmed the assignments of the Si–N–Si symmetric stretch at 610 cm−1 and the δSiNSi
band at 200 cm−1 for disilylamine.
Márquez and coworkers[241] studied the phosphorus and aluminum NMR spectra of nitrogen substituted
aluminum phosphate (AlPON) clusters using a 4T model. Their clusters were designed to model substi-
tutions near portions of (amorphous) AlPO where aluminum and phosphorous do not alternate, in an at-
tempt to determine the preferred site for substitution. This assumes the AlPO in question is a “solid so-
lution” of AlPO4, Al2O3, and Na3PO4. They computed 31P and 27Al shielding constants for their clusters
using GIAO:HF/6-311G(2d,p) to confirm spectral assignments observed experimentally. The observed dif-
ference from PO4 tetrahedra to PO3N tetrahedra (∆δP = 20.8 ppm) agrees well with experiment (∆δP =
23 ppm), but the observed difference from AlO4 tetrahedra to AlO3N tetrahedra (∆δAl = 18 ppm) was not
observed experimentally—instead, very little difference was observed in the 27Al NMR spectrum. They con-
cluded that substitution occurs preferentially at any P–O–P bridges that exist in the structure, followed by
Al–O–P bridges, and then any Al–O–Al bridges that exist (by arguments similar to Loewenstein’s rule,[225]
all Al–O–Al bridges would necessarily be bound to at least one octahedrally coordinated aluminum species).
The experimental synthesis of zeolitic structures with Si–CH2–Si connectivity by Yamamoto and cowork-
ers[242] inspired Astala and Auerbach[243] to test the stability of zeolite frameworks by computing the addi-
tional strain energy. Using periodic calculations on the SOD and LTA frameworks, they compared the zeolite
energies to appropriate (unstressed) polymeric reference molecules and found that the strain caused by an
amine or methylene substitution was partially offset by changes in the bond angles and lengths of surround-
ing Si–O–Si bonds. The result is a substituted framework with relatively little strain (∼0.1 eV per defect)
relative to the unstressed, unsubstituted zeolite. Results of calculations with constant and variable lattice
parameters (i.e., length of one side of the cubic unit cell) indicated that the unit cell expands or contracts to
offset strain. Perhaps their most important result was to confirm intuition about base strength: Si–OH–Al was
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Scheme 2.2. Mechanism for alkoxide/alkylammonium formation in zeolites. The mechanism involves an
acid site to form alkoxide (top) and an amine-substituted site to form alkylammonium (bottom). Adapted
from Lesthaeghe et al.[245]
found to be a stronger acid than Si–NH2–Al, while the base strength of Si–NH–Si is roughly twice that of
Si–O–Si, determined by calculating BF3 adsorption energies.
Waroquier and coworkers[244] took the idea of increased base strength one step further and performed sim-
ulations on zeolite clusters that contain both an amine substitution (Si–NH–Si or Si–NH–Al) and a Brønsted–
Lowry acid site (Si–OH–Al) in close proximity. Their goal was to predict changes in the reaction pathway
for alkoxide and/or alkylammonium formation in zeolites as the first step in methanol to hydrocarbon con-
versions (see Scheme 2.2). Such reactions are thought to require a relatively strong acid and at least a weak
base to proceed; alkoxides are the intermediates in acid zeolites, and alkylammonia would occur in zeolites
with amine substitutions. Calculations on 4T clusters and 5T ring-shaped clusters using DFT with B3LYP/6-
31G(d) predicted that the activation energy for an acid site (O–Al–OH) is 161 kJ/mol, while the activation
energy for a similar site with both an acid and an amine site (NH–Al–OH) is only 133 kJ/mol. They observed
a similar trend (170 vs. 118 kJ/mol) with the ring-like structure. Unfortunately, they were forced to conclude
that such a structure would be impossible to synthesize in reality: the hydrogen atom from the (strongly
acidic) OH site would, in a real material, jump to the other side of the aluminum atom to neutralize the
(strongly basic) amine site, producing a weak-acid/weak-base product of the form NH2–Al–O. As a result,
they modeled a bifunctional acid/base cluster wherein the base site was on one side of the ring and the acid
site on the other.[245] While this particular structure might still be difficult to target synthetically, it would at
least remain stable once formed. For methoxide/methylammonium formation from chloromethane, their 16T
clusters showed a reduction in activation energy from 196 kJ/mol over an acidic cluster to 163 kJ/mol over
a dual acid-base cluster with the NH group on the opposite side of the 5T ring. Waroquier and coworkers
commented that this barrier reduction is expected to be most pronounced for highly strained transition states.
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Zheng and coworkers[246] sought to determine the barrier to neutralization that an adjacent pair of acid and
base sites (e.g., Si–NH–Al–OH–Si) would encounter. The difference in energy between Si–NH–Al–OH and
Si–NH2–Al–O was found to be +32.7 kJ/mol based on a layered (ONIOM[189]) calculation, with activation
energies of 49.4 and 16.7 kJ/mol for forward and backward conversion between the two. They went on to
conclude that the first step in ethylene protonation over ammonia-treated zeolites is proton transfer from the
NH2 group to form an OH and NH group (i.e., Si–OH–Al–NH–Si). It is this group that then reacts with
the ethylene molecule, which forms an ethylammonium complex. The barrier for the rate-limiting step in
ethylene protonation was calculated to be 49.4 kJ/mol for the amine-substituted ZSM-5 catalyst, compared to
90.2 kJ/mol in unsubstituted ZSM-5. The energy of adsorbed ethylammonium ion is also significantly lower
than the energy of ethoxide ion, meaning ethylene protonation is both thermodynamically and kinetically
more favorable over N-ZSM-5 than ZSM-5.
Finally, we address recent work on the location of substitutions in zeolite frameworks. Wu et al.[247] stud-
ied the MFI framework to determine which of the 26 symmetrically distinct oxygen sites in the orthorhombic
framework were most likely to react during nitridation. They found that the substitution energy at each site
increases in the order O21 < O11 < O4 ≈ O26 < O5 < O15  O1 ≈ O10O25 < O8 < O24 ≈ O17 < O18 ≈ O20 <
O23 ≈ O14 < O9 < O6 < O16 ≈ O2 < O7 < O19 < O12 < O3 < O13 using the standard numbering system.[248]
They concluded that this will most likely result in a nitrogen substitution near an acid site, since the T12 site
(to which O11 is bound) is a likely site of aluminum substitution.[249] Nitrogen substitution would therefore
be more likely to decrease the strength of the acid site (i.e., substitute Si–OH–Al for Si–NH2–Al) rather than
creating a new basic site (Si–NH–Si).
Chapters 6–8 of this dissertation address the issue of the location and energies of nitrogen substitution in
the FAU framework, using NMR spectroscopy as a semi-quantitative measure of the extent of reaction (i.e.,
what fraction of oxygen atoms have been replaced by nitrogen). Those calculations employ a 14T cluster
containing two atoms at least three “layers” away from the terminating hydrogen atoms. Chemical shifts are
calculated with GIAO:B3LYP/cc-pVTZ, with silane as a secondary reference. Since the FAU structure has
only one crystallographically distinct silicon atom, we simulated the NMR spectrum by assuming Vega’s dis-
tribution of aluminum[228] and a random distribution of nitrogen among the acid sites. To fit the experimental
spectrum, we employ a Lorentzian line shape of a fixed width (a fitting parameter) and adjust the substitution
ratio [N/(N + O)] to obtain an estimate of the extent of reaction. This technique holds promise for the simula-
tion of the NMR spectra other frameworks, though the FAU zeolite was chosen because of its high symmetry.
The results show that high levels of nitrogen substitution can be achieved while maintaining porosity, par-
ticularly for NaY and low-aluminum HY materials, without significant loss in crystallinity. Comparison of
simulated NMR spectra with experiments performed at lower temperatures (750–800°C) show a preference
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for substitution at Si–OH–Al sites. No preference is seen for reactions performed at higher temperatures and
longer reaction times (e.g., 850°C and 48 hours).
2.6.4 Summary
The use of electronic structure calculations to model nitrogen substitutions in zeolites and related materi-
als has provided some very important insights into the synthesis and characterization of these materials. The
enormous task of modeling catalytic reactions that could potentially take place on these materials is largely
in front of us. Initial calculations (section 2.6.3) have demonstrated that barriers to reaction can be reduced
using substituted zeolites, though this is not guaranteed for every reaction (even those known to work with
different choices of base catalyst). The realm of spectroscopic modeling of zeolites has also come into its own
in recent times. With NMR calculations, in particular, what was largely a tool for qualitative predictions only
has now become a near-quantitative—if still developing—predictive method for some choices of material and
computational method.
There are several important but as yet unaddressed problems related to the modeling of basic zeolites.
The first is the prediction of the spectroscopic “signature” of substituted AlPON’s and SAPO’s, particularly
in the 27Al NMR spectrum where the effects of quadrupolar broadening are difficult to isolate experimentally.
The question remains unanswered as to the nature of active site in base catalysis, though some promising
hypotheses have been discussed (see section 2.6.3). Perhaps the most important modeling problem is the
daunting number of substitution structures (>100) that need to be considered for nitrided alumino-silicates.
The biggest question yet to be answered with regard to basic zeolites is this: Are these materials stable?
Theoretical work can help with this issue by predicting the reaction pathways for substitution, a project cur-
rently under investigation by the Auerbach group.[250,251] Further work—both experimental and theoretical—
may help to determine the range of useful conditions and appropriate choices of reagents that can safely be
used with zeolite catalysts.
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CHAPTER 3
APPARATUS FOR MEASURING PHYSICAL ADSORPTION ON INTACT
SUPPORTED POROUS MEMBRANES
This chapter was largely published as Paper I (see List of Publications, page xxxiii), an article in the
Journal of Porous Materials. The authors of that paper are Karl D. Hammond, Geoffrey A. Tompsett, Scott
M. Auerbach, and Wm. Curtis Conner, Jr., all of UMass Amherst.
3.1 Introduction
Zeolite membranes offer a microporous environment with which to achieve energy-efficient separations
of mixtures that arise in the petrochemical and fine chemical industries.[1,2] Optimizing these separations
requires detailed knowledge of the adsorption properties of mixtures in the membrane micropores. Such ad-
sorption measurements can also provide insight into structural defects in intergrown microporous[3–14] and
mesoporous[15–18] membranes. Though measurements of physical adsorption on porous materials provide a
standard method of characterizing porosity without damaging the material,[19] most adsorption instruments
are designed for experiments on powders, not larger objects such as membranes. As such, simulations and
analyses of transport through zeolite membranes have often relied on adsorption measurements on pow-
ders,[1,2,20,21] possibly leading to erroneous interpretations of transport data. To address this, we have devel-
oped a new apparatus for measuring physical adsorption on intact supported membranes.
Most physical adsorption on powders is carried out using narrow-necked blown glass bulbs attached to
a vacuum fitting. Powders fit relatively easily down the neck of such a tube, but an intact membrane a few
centimeters in diameter and/or several centimeters long will not. A sample holder large enough to hold a
membrane but with an appropriately sized neck is required to determine the adsorption properties of porous
membranes in a nondestructive way.
Using larger-diameter glass tubing is not a good solution: controlling the temperature profile in the tube
connected to the sample container (and thus the void, or dead, volume) becomes increasingly difficult as the
diameter of the tube is increased. Several groups have attempted to solve this problem by using a 1/4′′ glass
cell and either scraping off the membrane and grinding it into a powder[4,18,22,23] or cutting the membrane into
smaller pieces that fit down the neck of the tube.[3,6,16] These methods clearly make the membrane useless
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for any further experiments on the intact membrane, and also raise questions as to whether the process of
pulverizing the material creates additional porosity—powdered samples have long been known to change
their porosity after being ground or compacted.[19] Yet another method is to actually fuse a glass tube around
the sample and then degas and analyze it.[17] While this preserves the macroscopic structure, the heat required
to fuse the glass could damage the membranes[24] and the sample container must be destroyed to remove the
sample at the end of the analysis. Some other containers have been assembled using two pieces of glass sealed
by black wax or vacuum grease; these containers are not appropriate for zeolites, which must be degassed
at high temperatures where the wax/grease will melt and/or infiltrate the zeolite pores (which would require
calcination to remove). Typically, the exact handling procedure used to prepare membranes for adsorption is
not reported.[10–15,25–28]
The consequences of using larger tubing are increased dead space (which means more sensitive instru-
mentation is required to measure the small differences in pressure which will result) and increased variability
in the dead space. The variability in dead volume can be estimated by the following equations:
Vds =
piD2t
4
(`n − hb) +
(
Vbulb +
piD2t hb
4
)
Tr
Tb
(3.1)
OR
∂Vds
∂hb
=
piD2t
4
(
Tr
Tb
− 1
)
(3.2)
where hb is the height of the bath with respect to the top of the sample bulb, `n is the total length of the neck
of the tube, Vds is the dead space volume, Vbulb is the volume of the bulb (the widened portion at the bottom
of the tube, which contains the sample; this volume is completely immersed in the cryogenic bath), Dt is the
inner diameter of the tube, Tr is the room’s temperature, and Tb is the bath temperature. As should be clear
from the equations, the dead space and the variability in it with bath height increases with the square of the
inner diameter of the tube, or with the difference in the squares of the inner diameter and the diameter of the
insert, in the case where an insert is employed.
Some examples of how the dead space varies due to a change in the bath height of 2 mm from its initial
position (hb,0) for Tr = 298 K, Tb = 77 K, `n = 25 cm, hn,0 = 5 cm, and Vbulb = 20 cm3 (approximately the
size of a cylinder 5 cm deep and wide enough to hold membranes 2 cm in diameter) for values of Dt used in
1/4′′ capillary tubing, standard 1/4′′ tubing, two sizes of tubing (with and without inserts) currently employed
in commercial adsorption equipment, and two more diameters large enough to simply slide a 22 mm disc and
a 45 mm disc inside (with and without inserts, where the insert diameter is estimated to be about 1 mm smaller
than the outer tube’s inner diameter) are included in Table 3.1. Please note that the values in this table rest
on the assumption of a completely flat temperature profile, which is of course an invalid assumption even for
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Table 3.1. Dead space variability with shaft inner diameter. Dt is inner diameter of the tube; Di is the outer
diameter of an insert (if applicable)
Dt/Di (mm) Vds (cm3), hb = hb,0 % Change Relative Changea
1.0 / 0b 77.45 0.0058 0.066
4.0 / 0c 82.08 0.087 1.0
6.93 / 0d 91.98 0.23 2.7
6.93 / 5.94d 81.08 0.071 0.81
9.86 / 0d 107.1 0.41 4.7
9.86 / 8.99d 82.24 0.089 1.0
16.7 / 0d 163.1 0.77 8.8
16.7 / 1.58d 86.05 0.15 1.7
25 / 0 270.0 1.04 11.9
25 / 24 e 92.26 0.24 2.7
50 / 0 848.5 1.32 15
50 / 49 107.7 0.41 4.7
aPercent change in Vds divided by the percent change in Vds for standard 1/4 in tubing (4 mm inner diameter).
b1/4 in capillary tubing
cStandard 1/4 in tubing
dThese diameters were measured from commercially available equipment in use in many adsorption systems today.[29]
eThis diameter corresponds to the most accurate value in the table that would still be capable of measuring adsorption on the planar
membranes we present as an example without employing a container such as that which we have developed.
low-pressure gases. In the case of a glass insert, this is even more of a problem, and in fact the temperature
profile inside the glass would not be expected to be flat and in fact would probably change significantly
throughout the experiment—it is for this reason that we do not recommend the use of large-diameter glass
tubes with inserts for these experiments.
Larger diameter tubing does have advantages in that it decreases the time required to depressurize the
vessel (the mechanism of molecular diffusion, which ultimately drives gases at very low pressures, changes
from Knudsen to bulk diffusion as the diameter increases). It also means mechanical equilibrium takes less
time to happen because of the same mechanism change. These trade-offs, which decrease experiment time,
must be weighed against the dead space considerations, which increase experimental accuracy. If the former is
more important, we recommend using 1/4′′ tubing instead of capillary tubing, which is typically the standard
size employed anyway. However, it is important to consider that thermal equilibrium (or, more accurately,
heat transfer) is the limiting factor in experiment time; mass transfer in most cases is still relatively rapid in
comparison. Note that these errors become amplified by the fact that the dead volume is calculated by taking
the difference between two large numbers and is subsequently used in similar calculations, so the absolute
error also becomes significant.
In addition to increasing the variability of the calculated dead space with height, a wider tube increases
the dead space itself (as can be seen from Table 3.1), leading to decreased resolution. Therefore, more sample
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is required to obtain a measurement with sufficient precision to generate an adsorption isotherm repeatably. In
the case of some of the silicalite membranes we studied, which have a membrane approximately 5 µm thick
and 22 mm in diameter, we were required to use four or five samples at the same time to provide sufficient
material and thus a sufficient signal to measure the adsorption isotherm. This problem would be exacerbated
for a container with a larger stem volume.
The problems with all the other methods we are aware of are circumvented by the sample container we
have designed. No additional fittings are required—the tube is standard 1/4′′ glass tubing (another size could
easily be installed in order to be compatible with existing equipment), and the container uses no inserts to
provide uncertainty in dead space.
3.2 Materials and Methods
3.2.1 Sample Container
To measure physical adsorption on intact macroscopic materials, we have designed a new adsorption
sample container that satisfies all of the following criteria:
• Holds pressure between less than 10−9 atm and greater than 2 atm over a 600°C range: between −196°C
(liquid nitrogen temperature) and 300–400°C (degassing temperature ranges)
• Shaft must fit into 1/4 inch and/or 9 mm UltraTorr® fittings on existing sorption equipment
• Shaft itself should have a small inner diameter (less than 1/4 inch) and be made of glass or another poor
heat conductor to allow for better control of the dead space [see Equation (3.1)]
• Cell should be reusable and relatively versatile to accommodate various sizes of samples with only
minor modifications to the apparatus
Our sample container consists of a Del-Seal flange and Del-Seal CF half-nipple flange (MDC Vacuum Prod-
ucts; Hayward, CA), an oxygen-free copper gasket, a 1/4′′ Kovar-to-glass seal, and a long, 1/4′′-outer-
diameter glass capillary tube (inner diameter approximately 1 mm). The copper seal and flanges are held
together by several bolts, the bottom of the cup is sealed by welding a piece of stainless steel plate to the base,
and the glass-to-metal seal is secured to the upper flange with silver solder. The glass tube was annealed after
being attached to the soldered glass-to-metal seal to undo any weakening of the glass that occurred during
the soldering process. The CF flanges are made from 304 stainless steel and are rated for a temperature range
of −200°C to 450°C and pressures as low as 10−13 Torr (∼ 10−16 atm ∼ 10−11 Pa). The glass tube is made
thick-walled to reduce heat conduction and thereby minimize dead space errors. The container is diagrammed
in Figure 3.1. The flanges we used in these experiments have an outer tube diameter of one inch (2.54 cm)
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Figure 3.1. Diagram of flange-based adsorption cell.
and an outer flange diameter of 2 1/8 inches (5.40 cm; MDC part numbers 401001 and 110005, respectively).
However, any of the other sizes of flange could be employed in this system to accommodate larger objects,
though the torques described below should be readjusted for a different size flange.
To test the container, we measured isotherms of silicalite powder in a standard glass adsorption cell and
in the new container. The resulting adsorption isotherms (not shown) were identical.
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Figure 3.2. Complete adsorption cell attached to system valve and supported by springs. The entire cell is
immersed in the Dewar (left) until the level of the cryogenic bath is up to the bottom of the black tape.
3.2.2 Membrane Sample Preparation
The calcined membrane samples were placed in the adsorption cell (Figure 3.1), and a seal was formed
by tightening the bolts on the flanges uniformly in increments of 10 inch-pounds (1.1 N ·m) to a total torque
of about 60 inch-pounds (6.7 N · m) using a torque wrench. This gradual tightening procedure is crucial so
that the copper gasket seals uniformly around the flanges—this gasket has to withstand a 600°C difference
in temperature while maintaining a vacuum seal. The sample container was then connected to an UltraTorr®
(Swagelok; Solon, OH) fitting on the adsorption system and evacuated over the course of several minutes.
We employed two springs secured between the housing of the adsorption system and a metal ring under the
bottom of the cell to support some of the weight of the sample container; without these springs for support,
the steel flanges may be heavy enough to pull the glass tube out of the fitting. The entire setup with springs
attached is shown in Figure 3.2.
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The sample container was evacuated gradually by a dual-pump system with a roughing pump and a
turbomolecular pump to the rated residual pressure of 10−9 Torr (10−7 Pa or 10−12 atm). The sample cell
was heated under vacuum over the course of at least five hours (target ramp rate of one to two degrees per
minute) to 300°C. The sample was maintained at 300°C under vacuum for 24–96 hours to allow for complete
desorption of water and other adsorbed species. The sample was then cooled to room temperature over the
course of at least five hours, and then down to the bath temperature (≈ 77 K) over the course of three to four
more hours (same target ramp rate) while maintaining vacuum.
The thermal properties of porous membranes should also be considered when preparing materials for
physisorption analysis. Dong et al.[24] noted that randomly oriented MFI-structure zeolite membranes are
usually less mechanically stressed than oriented membranes because expansion along the b-axis during heat-
ing can offset contraction along the a- and c-axes of adjacent crystals. While their emphasis was on crack
formation, the problem of unequal thermal expansion persists for sorption measurements as well: when the
membrane is heated during calcination (removal and/or oxidation of occluded template molecules) or de-
gassing (removal of existing adsorbed material), the membrane could expand at a different rate than the
support, and indeed at a different rate from other areas of the membrane. A similar process occurs when the
membrane and support are cooled down to the temperature of the bath. To minimize this type of unequal
thermal expansion, one must employ a slow heating and cooling procedure in order to minimize thermal
variations from one part of the material to another. It should be noted that many procedures for automated
physical adsorption measurement ignore thermal shock issues (as these are unimportant in powder sam-
ples), so extra care must be taken when measuring sorption in membranes. Thermal expansion, especially
the anisotropic expansion-contraction of zeolite crystals within membranes, is unvoidable, but a procedure
involving differential heating such as that described herein helps to combat such effects.
3.2.3 Adsorption-Desorption System
Nitrogen and argon adsorption isotherms were measured at the boiling point of nitrogen (≈ 77 K) using
volumetric valve-based dosing systems similar to those described in Refs. 30 and 31 or an AUTOSORB–1
MPC gas adsorption analyzer (Quantachrome Instruments; Boynton Beach, Florida). A constant level of
the liquid nitrogen bath was maintained during measurements to minimize errors in calculations [see Equa-
tion (3.1) as well as Refs. 32 and 33]. Dead space measurements were conducted using helium gas.
Saturation pressures (P◦) for the experiments were determined by condensing (in the case of nitrogen)
or subliming (in the case of argon) adsorbate in the vessel at the end of the experiment or by measuring the
barometric pressure (in the case of a few nitrogen isotherms at the normal boiling point, 77 K). It should
be noted that the most accurate method of determining saturation pressures is to use a dedicated empty
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glass vessel in which adsorbate is condensed and the pressure measured at various intervals throughout the
experiment—this alleviates problems with the saturation pressure changing by small amounts due to changes
in barometer (especially if a storm blows in over the course of the experiment) or due to changes in the bath
temperature due to oxygen or argon from the air dissolving in the bath. We also note that the latter effect also
changes the dead space [cf. Equation (3.1)], and these effects are likely to be a significant contribution to the
error in an isotherm.
Pore size distributions can be determined from nitrogen isotherms at 77 K by standard methods (see
section 2.1.3.2.3 and Refs. 34–38). The exact thermodynamic state of argon in the adsorbed phase at 77 K
is not certain,[19] but some work has been done to extract pore size distributions from argon data at 77 K[39]
as well. Some work has also been done to compare measurements at 77 K to measurements at 87 K (liquid
argon temperature), with the recommendation being that neither one is strongly preferred over the other.[40]
Because liquid nitrogen is generally cheaper and more readily available than liquid argon, it is often chosen
as a cryogenic coolant despite the uncertainty in physical state.
3.2.4 Samples
Powder and membrane samples in this paper are the MFI zeolite structure (silicalite, ZSM-5) grown on
alumina substrates.[41] Powder samples are silicalite (Union Carbide lot 961884061002–S), calcined at 500°C.
The disc-like supported membranes consist of silicalite grown by a secondary (seeded) growth procedure as
described by Xomeritakis et al.,[42] with primary crystal orientiations along the c-axis in one case and the h0h
crystal faces in the other. The rod-like membranes are borosilicate MFI synthesized on the inner surfaces of
tubular, asymmetric α-alumina supports using a 4.44 TPAOH : 19.46 SiO2 : 1.55 B(OH)3 : 500 H2O solution
as described by Tuan and coworkers.[43] Powders and membranes were calcined at more than 500°C; a slow
ramp rate of 1–2°C per minute was used for the membrane samples to avoid thermal damage.
In many cases (including our MFI membranes on disc-like supports), the membranes are so thin (on
the order of 1–100 µm) that there is too little material on one membrane to measure using standard physical
adsorption. In that case, we recommend stacking more than one membrane in the sample container to ensure
that enough mass is present that experimental error does not become extreme. This type of analysis provides
an averaged set of adsorption data for the membranes.
3.3 Results: Adsorption Isotherms
We compared the isotherms of silicalite powder with those of two types of MFI membrane as described
in the previous paragraph. Examples of these isotherms are shown in Figures 3.3–3.5. The adsorption iso-
therms of these membranes show all features expected from adsorbing nitrogen or argon into the micropores
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Figure 3.3. Nitrogen sorption isotherms of silicalite powder and planar membranes. Isotherms are measured
at 77 K are shown for silicalite powder (◦) and seeded-growth silicalite membranes on disc-shaped α-alumina
supports oriented along the c-axis () and h0h crystal faces (M). Filled symbols represent adsorption, empty
symbols desorption. A linear pressure scale is used in the top figure, while a logarithmic scale is used in the
bottom figure (high-resolution region). The sharp increase in the volume adsorbed near P/P◦ = 10−6 is due
to filling of the micropores.
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Figure 3.4. Argon adsorption isotherms at 77 K of silicalite powder (◦) and seeded-growth silicalite mem-
branes on disc-shaped α-alumina supports oriented along the c-axis () and h0h crystal faces (M). Filled
symbols represent adsorption, empty symbols desorption. A linear pressure scale is used in the top figure,
while a logarithmic scale is used in the bottom figure (high-resolution region). The sharp increase in the
volume adsorbed near P/P◦ = 10−5 is due to filling of the micropores.
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Figure 3.5. Argon adsorption isotherms at 77 K of silicalite powder (◦) and supported boron-MFI mem-
branes on rod-shaped α-alumina supports (). Filled symbols represent adsorption, empty symbols desorp-
tion points. A linear pressure scale is used in the top figure, while a logarithmic scale is used in the bottom
figure (high-resolution region). The sharp increase in the volume adsorbed near P/P◦ = 10−5 is due to filling
of the micropores.
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of an MFI-structure zeolite. We show both standard [P/P◦ ∈ [0.01–1), linear scale] adsorption and desorp-
tion as well as high-resolution [P/P◦ ∈ (0, 1), logarithmic scale] adsorption for powders and membranes.
The membranes isotherms were scaled such that the quantity adsorbed at P/P◦ ∼ 8 × 10−6 (nitrogen) and
P/P◦ ∼ 6 × 10−5 (argon) was the same for powder and membrane alike. This rests on the assumption that
the micropores fill at about the same pressure in both membrane and powder samples, which both have the
same micropore structure as determined by X-ray crystallography (spectra not shown). Scaling the isotherms
in this manner allows us to estimate the mass of the zeolite in the membrane based solely on the adsorption
isotherm. Another method would be to compare the weight of the membrane before and after synthesis; the
method used here works when the pre-synthesis weight is unknown, and also accounts for the possibility
that not all material deposited during the synthesis procedure is actually crystalline. Figures 3.3–3.5 demon-
strate that this apparatus can be used for both conventional and high-resolution (low-pressure) adsorption
measurements on both planar and cylindrical membranes.
The differences between membrane and powder samples are primarily at high pressures, where surface
area and/or pores in the support become significant to the adsorption isotherm. The system introduced here
allows us to determine mesoporosity in the sample without concern over whether we have created new poros-
ity by processing the material before the analysis. Please note also that there is a significant contribution to
the sorption from the support (due to its relatively large mass) in the case of the disc-shaped membranes;
the adsorption attributable to the supports used for the cylindrical membranes, however, is negligible. The
contribution of the support to the adsorption isotherm and its overall significance is the subject of Chapter 4.
3.4 Conclusions
We have presented a reusable adsorption vessel that is capable of measuring conventional and high-
resolution adsorption/desorption isotherms on intact supported porous membranes with two geometries of
support. It should be possible to measure the adsorption isotherm of any sample of reasonable dimensions
using the apparatus (or a suitable modification thereof) described in this chapter and shown in Figures 3.1
and 3.2. The procedure causes no damage to the material being analyzed, provided an appropriate procedure
is used for heating and cooling the sample so as to avoid damage to the membrane(s) due to thermal gradients.
Our results show that one can use this apparatus for both conventional and high-resolution adsorption. We
also note that this technique is not limited to zeolitic membranes such as those we analyze here: we have also
used this apparatus to measure adsorption on non-porous films and polymeric membranes.
104
3.5 Acknowledgments
I thank Miles Eastman, Gary Czupkiewicz, and Tim Landers, for their help and expertise in designing and
repairing the adsorption vessel. I also thank Professor Nair at the Georgia Institute of Technology (formerly
of UMass Amherst) and Mei Hong and Professor Falconer at the University of Colorado for synthesizing
the membrane samples analyzed in this chapter. I also acknowledge the United States Department of Energy
(DE–FG02–94ER14485) for generous funding.
3.6 References
[1] Nair, S. and Tsapatsis, M. “Synthesis and Properties of Zeolitic Membranes.” In Handbook of Zeo-
lite Science and Technology, Auerbach, S. M.; Carrado, K. A.; and Dutta, P. K., Editors, Chapter 17,
pp. 867–920. New York: Marcel–Dekker (2003).
[2] Sircar, S. and Myers, A. L. “Gas Separation by Zeolites.” In Handbook of Zeolite Science and Technol-
ogy, Auerbach, S. M.; Carrado, K. A.; and Dutta, P. K., Editors, Chapter 22, pp. 1063–1104. New York:
Marcel–Dekker (2003).
[3] Bhandarkar, M.; Shelekhin, A. B.; Dixon, G.; and Ma, Y. H. “Adsorption, Permeation, and Diffu-
sion of Gases in Microporous Membranes. I. Adsorption of Gases on Microporous Glass Membranes.”
J. Membr. Sci. 75 (3): 221–231 (1992).
[4] Uzio, D.; Peureux, J.; Giroir-Fendler, A.; Dalmon, J. A.; and Ramsay, J. D. F. “Formation and Pore
Structure of Zeolite Membranes.” In Characterization of Porous Solids III, Volume 87 of Stud. Surf.
Sci. Catal., pp. 411–418 (1994).
[5] Kallus, S.; Langlois, P.; Romanos, G. E.; Steriotis, T.; Kikkinides, E. S.; Kanellopoulos, N. K.; and
Ramsay, J. D. F. “Zeolite Membranes: Characterisation and Applications in Gas Separations.” In
Characterization of Porous Solids V, Volume 128 of Stud. Surf. Sci. Catal., pp. 467–474 (2000).
[6] Mintova, S.; Hölzl, M.; Valtchev, V.; Mihailova, B.; Bouizi, Y.; and Bein, T. “Closely Packed Zeolite
Nanocrystals Obtained via Transformation of Porous Amorphous Silica.” Chem. Mater. 16 (25): 5452–
5459 (2004).
[7] Romanos, G. E.; Kikkinides, E. S.; Kanellopoulos, N. K.; Ramsay, J. D. F.; Langlois, P.; and Kallus, S.
“Synthesis, Characterization and Testing of Zeolite Membranes for Gas Separation.” In Fundamentals
of Adsorption, Meunier, F., Editor, Volume 1 of The Data Science Library, pp. 1077–1082 (1998).
[8] Zhang, X.; Liu, H.; and Yeung, K. L. “Novel Two-Layered Zeolite NaA–Silicalite-1 Membranes.”
J. Phys. Chem. Solid 66 (6): 1034–1038 (2005).
[9] Sano, T.; Yanagishita, H.; Kiyozumi, Y.; Mizukami, F.; and Haraya, K. “Separation of Ethanol/Water
Mixture by Silicalite Membrane on Pervaporation.” J. Membr. Sci. 95 (3): 221–228 (1994).
[10] Holland, B. T.; Abrams, L.; and Stein, A. “Dual Templating of Macroporous Silicates with Zeolitic
Microporous Frameworks.” J. Am. Chem. Soc. 121 (17): 4308–4309 (1999).
[11] Huang, L.; Wang, Z.; Wang, H.; Sun, J.; Li, Q.; Zhao, D.; and Yan, Y. “Hierarchical Porous Structures
by Using Zeolite Nanocrystals as Building Blocks.” Micropor. Mesopor. Mater. 48 (1–3): 73–78 (2001).
[12] Valtchev, V. “Preparation of Regular Macroporous Structures Built of Intergrown Silicalite-1 Nanocrys-
tals.” J. Mater. Chem. 12 (6): 1914–1918 (2002).
105
[13] Wang, Y.; Tang, Y.; Dong, A.; Wang, X.; Ren, N.; Shan, W.; and Gao, Z. “Self-Supporting Porous
Zeolite Membranes with Sponge-Like Architecture and Zeolitic Microtubes.” Adv. Mater. 14 (13–14):
994–997 (2002).
[14] Lai, R.; Yan, Y.; and Gavalas, G. R. “Growth of ZSM-5 Films on Alumina and Other Surfaces.”
Micropor. Mesopor. Mater. 37 (1–2): 9–19 (2000).
[15] Chao, K.-J.; Liu, P.-H.; and Huang, K.-Y. “Thin Films of Mesoporous Silica: Characterization and
Applications.” Compt. Rendus Chem. 8 (3–4): 727–739 (2005).
[16] Yanazawa, H.; Hironori, M.; Itoh, H.; Nakai, K.; and Suzuki, I. “Development of the Ultra-High-
Sensitive Kr Adsorption Technique to Evaluate the Pore-Size Distribution of Thin-Film Materials.”
J. Vac. Sci. Technol. B 20 (5): 1883–1835 (2002).
[17] Bartels, O. and Zukal, A. “Krypton Adsorption Technique for Assessment of Structural Properties of
Mesoporous Silica and Titania Thin Films.” J. Mater. Sci. 40 (9–10): 2603–2605 (2005).
[18] Zhao, D.; Yang, P.; Melosh, N.; Feng, J.; Chmelka, B. F.; and Stucky, G. D. “Continuous Mesoporous
Silica Films with Highly Ordered Large Pore Structures.” Adv. Mater. 10 (16): 1380–1385 (1998).
[19] Gregg, S. J. and Sing, K. S. W. Adsorption, Surface Area, and Porosity. London: Academic Press,
Second Edition (1982).
[20] Kärger, J.; Vasenkov, S.; and Auerbach, S. M. “Diffusion in Zeolites.” In Handbook of Zeolite Science
and Technology, Auerbach, S. M.; Carrado, K. A.; and Dutta, P. K., Editors, Chapter 10, pp. 341–422.
New York: Marcel–Dekker (2003).
[21] Krishna, R. “Modeling Issues in Zeolite Applications.” In Handbook of Zeolite Science and Technology,
Auerbach, S. M.; Carrado, K. A.; and Dutta, P. K., Editors, Chapter 23, pp. 1105–1140. New York:
Marcel–Dekker (2003).
[22] Zhang, B.; Davis, S. A.; and Mann, S. “Starch Gel Templating of Spongelike Macroporous Silicalite
Monoliths and Mesoporous Films.” Chem. Mater. 14 (3): 1369–1375 (2002).
[23] Hanebuth, M.; Dittmeyer, R.; Mabande, G.; and Schwieger, W. “Synthese und Gaspermeations-
eigenschaften metallgestützer Silicalith-1-Membranen.” Chem. Ing. Technol. 75 (3): 221–227 (2003).
[24] Dong, J.; Lin, Y. S.; Hu, M. Z.-C.; Peascoe, R. A.; and Payzant, E. A. “Template-Removal–Associated
Microstructural Development of Porous-Ceramic–Supported MFI Zeolite Membranes.” Micropor.
Mesopor. Mater. 34 (3): 241–253 (2000).
[25] Hietala, S. L. and Smith, D. M. “Pore Structure Characterization of Thin Films Using a Surface Acoustic
Wave/Volumetric Adsorption Technique.” Langmuir 9 (1): 249–251 (1993).
[26] Lai, R. and Gavalas, G. R. “Surface Seeding in ZSM-5 Membrane Preparation.” Ind. Eng. Chem. Res.
37 (11): 4275–4283 (1998).
[27] Huang, L.; Wang, Z.; Sun, J.; Miao, L.; Li, Q.; Yan, Y.; and Zhao, D. “Fabrication of Ordered Porous
Structures by Self-Assembly of Zeolite Nanocrystals.” J. Am. Chem. Soc. 122 (14): 3530–3531 (2000).
[28] Sakthivel, A.; Huang, S.-J.; Chen, W.-H.; Lan, Z.-H.; Chen, K.-H.; Kim, T.-W.; Ryoo, R.; Chiang,
A. S. T.; and Liu, S.-B. “Replication of Mesoporous Aluminosilicate Molecular Sieves (RMMs) with
Zeolite Framework from Mesoporous Carbons (CMKs).” Chem. Mater. 16 (16): 3168–3175 (2004).
[29] Quantachrome Instruments. AUTOSORB-1 AS1Win Version 1.50 Operating Manual. Quantachrome
Instruments, Boynton Beach, FL (2004).
[30] Conner, W. C. “Apparatus and Method for Efficient Determination of Equilibrium Adsorption Isotherms
at Low Pressures.” United States Patent 5,637,810 (1995).
106
[31] Vallee, S. J. Microwaves and Sorption on Oxides: Surface Temperature and Adsorption Selectivity
Investigation. Ph.D. Dissertation, University of Massachusetts Amherst (2008).
[32] Badalyan, A. and Pendleton, P. “Analysis of Uncertainties in Manometric Gas-Adsorption Measure-
ments. I: Propagation of Uncertainties in BET Analyses.” Langmuir 19 (19): 7919–7928 (2003).
[33] Pendleton, P. and Badalyan, A. “Gas Adsorption Data Uncertainty and Propagation Analyses.” Adsorp-
tion 11 (S1): 61–66 (2005).
[34] Barrett, E. P.; Joyner, L. G.; and Halenda, P. P. “The Determination of Pore Volume and Area Distri-
butions in Porous Substances. 1. Computations from Nitrogen Isotherms.” J. Am. Chem. Soc. 73 (1):
373–380 (1951).
[35] Dollimore, D. and Heal, G. R. “Improved Method for Calculation of Pore Size Distribution from
Adsorption Data.” J. Appl. Chem. USSR 14 (3): 109–114 (1964).
[36] Saito, A. and Foley, H. C. “Curvature and Parametric Sensitivity In Models for Adsorption in Microp-
ores.” AIChE J. 37 (3): 429–436 (1991).
[37] Horváth, G. and Kawazoe, K. “Method for the Calculation of Effective Pore-Size Distribution In
Molecular-Sieve Carbon.” J. Chem. Eng. Jpn. 16 (6): 470–475 (1983).
[38] Dubinin, M. M. and Radushkevich, L. V. “The Equation of the Characteristic Curve of Activated
Charcoal.” Dokl. Akad. Nauk SSSR 55: 331 (1947).
[39] Kruk, M. and Jaroniec, M. “Determination of Mesopore Size Distributions from Argon Adsorption
Data at 77 K.” J. Phys. Chem. B 106 (18): 4732–4739 (2002).
[40] Maglara, E. Use of Adsorption for the Characterization of Microporosity. Master’s Thesis, University
of Massachusetts Amherst (1994).
[41] Lobo, R. F. “Introduction to the Structural Chemistry of Zeolites.” In Handbook of Zeolite Science and
Technology, Auerbach, S. M.; Carrado, K. A.; and Dutta, P. K., Editors, Chapter 3, pp. 65–90. New
York: Marcel–Dekker (2003).
[42] Xomeritakis, G.; Gouzinis, A.; Nair, S.; Okubo, T.; He, M.-Y.; Overney, R. M.; and Tsapatsis, M.
“Growth, Microstructure, and Permeation Properties of Supported Zeolite (MFI) Films and Membranes
Prepared by Secondary Growth.” Chem. Eng. Sci. 54 (15–16): 3521–3531 (1999).
[43] Tuan, V. A.; Noble, R. D.; and Falconer, J. L. “Boron-Substituted ZSM-5 Membranes: Preparation and
Separation Performance.” AIChE J. 46 (6): 1201–1208 (2000).
107
CHAPTER 4
PHYSICAL ADSORPTION ANALYSIS OF INTACT SUPPORTED MFI ZEOLITE
MEMBRANES
This chapter was largely published as Paper II (see List of Publications, page xxxiii), an article in Lang-
muir. The authors of that paper are Karl D. Hammond, Geoffrey A. Tompsett, Scott M. Auerbach, and Wm.
Curtis Conner, Jr., all of UMass Amherst.
4.1 Introduction
Zeolite membranes have the potential to perform energy-efficient separations of mixtures that arise in
the petrochemical and fine chemical industries through their crystalline microporous structure.[1,2] Modeling
transport through zeolite membranes, a necessary step in the optimization of zeolite membrane separation pro-
cesses, requires accurate information about the pore sizes and equilibrium properties of real membranes,[3,4]
which may contain inter-crystalline defects that affect transport significantly. These defects (which in so-
called “defect free” membranes do not go all the way from one surface to the other) take the form of in-
tercrystallite void spaces, and could range anywhere from a few nanometers in size to tens of nanometers.
Defects in this size range, if present in sufficient quantity, should be detectable by techniques such as physical
adsorption, which we explore here.
Several methods have been employed previously to determine zeolite membrane porosity and the ex-
tent of defects in membranes, including optical confocal microscopy,[5,6] electron micrographs, and mercury
porosimetry.[7–17] Confocal microscopy only detects top-down or bottom-up defects and leaves dye in the
pores; this dye can be removed by calcination, though this requires a second high-temperature treatment.
Electron microscopy destroys the structure of the membrane (since samples must be cut to be viewed edge-
on), and mercury porosimetry leaves residual mercury in the pores[18] (rendering the membrane toxic and
useless for future experiments).
Physical adsorption on powders is a common method used to characterize porosity without causing dam-
age to the material being analyzed.[18] Nitrogen and argon adsorption in particular have been used to deter-
mine the porosity and surface features of zeolites and other materials, including membranes.[9,19–33] Most of
these groups found detectable amounts of mesoporosity in the materials that is not present in the correspond-
ing silicalite or silica powder; a table summarizing the results from other groups’ investigations of adsorption
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on monolithic silicates is included in Table 4.1. Physical adsorption presents several challenges, however,
when used on membranes. Frequently, as is the case in this study, the mass of the membrane itself is not
known, whereas most adsorption isotherms are plots of quantity adsorbed per unit mass of adsorbent against
reduced pressure (P/P◦, where P◦ is the saturation pressure of the adsorbate being studied). In a zeolite mem-
brane, there are at least two adsorbents (membrane, support, and possibly an intergrown layer), making the
use of quantity adsorbed per unit mass of total adsorbent a complicated and less meaningful quantity. This
is further complicated by the fact that the zeolite layer may not be entirely crystalline (and thus weight gain
during synthesis may not be entirely accurate) and that the support may erode during synthesis. In short, we
require a method to normalize the adsorption isotherm of a supported membrane, specifically to find the mass
of the zeolite present in the supported membrane.
The macroscopic size of zeolite membranes also presents a challenge. In the case of powders, the powder
can be inserted into a narrow-necked glass bulb which can be attached to an adsorption system. Membranes
will not fit down a narrow neck, however, so other methods are required. To ensure that the membranes
remain intact during the analysis, we used a specially designed stainless steel sample container that seals
around the membranes after they are placed inside. This container is described in detail in Chapter 3.
Another problem presented by supported zeolite membranes is the amount of sample present during an
adsorption isotherm. In the case of a powder, it is fairly straightforward to choose smaller or larger amounts
of sample so that the amount used is optimal for obtaining reasonable signal-to-noise ratios. In an intact
membrane, the amount of zeolite is often quite small, meaning more than one membrane may need to be
analyzed at the same time to ensure a sufficient signal-to-noise ratio.
Permeation studies provide a complementary way to characterize zeolite membranes, and provide a direct
test of their performance in separations. Because flux is given by the product of velocity and concentration,
adsorption data play a crucial role in quantitative interpretations of permeation experiments. Krishna and
coworkers[34–36] have facilitated such interpretations by showing that the Maxwell–Stefan formulation of
single- and multi-component surface diffusion[37] in zeolites offers a convenient way to parameterize trans-
port coefficients. In addition, the Maxwell–Stefan formulation offers an illustrative picture of diffusion as
controlled by chemical potential gradients balanced by frictional drag forces. This approach is convenient
because single-component Maxwell–Stefan diffusivities have been found to depend weakly on concentration
for adsorbates that exhibit non-specific adsorption in zeolites.[38,39] In such cases, Fick diffusivities depend
strongly on loading, this dependence coming primarily from a  [40] that can be obtained
exclusively from adsorption isotherms (see section 2.5.2). Because of the paucity of adsorption data for ze-
olite membranes, researchers typically use powder data to interpret permeation measurements. In addition,
researchers often do not account for the support layer when considering transport resistances.[41] This omis-
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Table 4.1. Summary of literature on porous membrane adsorption.
System Preparation
Meso/macropore
size (nm) Hysteresis
BET area (m2/g),
Pore volume (cm3/g) Ref.
Zeolitic monoliths
MFI
ZSM-5
Polystyrene spheres arrayed as templates
for macropores, tetraethylorthosilicate, and
tetrapropylammonium hydroxide
∼250 ± 30 none 421 (half micro-, half
macropore)
21
Si-MFI Amorphous silica converted to ZSM-5
packed nanocrystalline bodies by:
19
1. Direct hydrothermal treatment (HT) 3–8 H1 471, 0.142
2. Impregnation of charge-reversed amor-
phous silica grains
2–20 (max. at 10) H2 –––, 0.104
3. Electrostatic adsorption of ZSM-5 seeds
on the amorphous grains followed by HT
(no loop) 480, 0.136
Si-MFI 1. Self-assembly of monodisperse poly-
styrene spheres and silicalite crystals by
slow evaporation of solvent
10–45 H1 407, 0.49 (meso) 22
2. Self-assembly followed by hydrothermal
treatment of composite
2–8; small loop due
to pinholes
428, 0.51 (macro)
Si-MFI Self-assembled membrane: dried nanocrys-
tal film on mica substrate
35 interparticle pore
size, 0.58 pore vol-
ume
H1 480, 0.18 23
Si-MFI Self-standing membrane: dried nanocrys-
tal film on a mica substrate compressed to
100 MPa between two mica substrates
22 interparticle pore
size, 0.34 pore vol
H1 446, 0.18 23
Si-MFI Self-standing membrane with microwave
treatment: compressed silicalite powder 4 ×
10 min using a domestic microwave
2.5 interparticle pore
size, 0.08 pore vol-
ume
H1 397, 0.17 23
Si-MFI Spongy silicalite membrane prep from elec-
trostatic coating in an ultrasonic bath on a
cellulose acetate substrate
200–300 nm with
100–200 nm wall
thickness of micro-
tube using 80 nm
silicalite colloid
H3 240 (132 ext.), 0.12 24
Si-MFI Silicalite membrane with further treatment
with a mixed vapor amine and steam on a
cellulose acetate substrate
H3 260 (60 ext.), 0.11 24
Si-MFI HT growth in a clear solution for 12 h at
100°C
H3 300 (187 ext.), 0.14 24
Si-MFI Tubular alumina support. HT of silica in hy-
droxide solution in presence of support.
Support layer pores
between 0.005 and
11 µm.
None 9
Mesoporous silica films
Silica Spin-coated SAW substrate 2–10 (N2 and CO2) IV, H2 20.2 m2/m2, 2.95
m3/m2
27
Silica Mesoporous thin film Kr at 77 K H1 0.21 nm2 32
Silica Porous film on silicon wafer cut into pieces Kr at 77 K, < 1 µm
pores
30
Silica Mesoporous thin films from triblock
copolymer templates
3.4–9 (depends on
template)
IV, H1 840, 1.13 28
Silica Mesoporous silica thin films Nitrogen at 77 K IV, H1 29
SDA P123 8.4 660, 1.1
SDA P103 7.7 720, 1.12
SDA P65 4.8 930, 0.99
Silica Dip-coated film on sodalime glass. Pluronic
F127 template
Kr at 77 K H1 42–91 cm2/cm2,
∼ 10−5 cm3/cm2
31
Titania Pluronic F127 template H2 113–140 cm2/cm2,
1.3–
1.6×10−5 cm3/cm2
Silica Mesoporous silica film on silicon substrate,
PEG, MW = 400 used as template. Argon
plasma treatment of sol-gel precursor.
2.2 Poor
isotherm
shape
(probably
IV)
∼ 820 33
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sion is questionable, considering that support layers are normally quite thick compared to zeolite membranes
(in this study, the support is thicker by a factor of about 100). In this study, we test both of these approxi-
mations by performing theoretical calculations of steady-state fluxes through zeolite membranes, armed with
measured adsorption data from powders and supported membranes.
In order to make “apples-to-apples” flux comparisons using adsorption data from powders and supported
membranes, we conceive of a fictional “supported powder” whose adsorption isotherm is the mass-weighted
sum of powder and support isotherms. Below, we compare the permeation properties of supported membranes
and powders in a variety of permeation regimes.
In this work, we compare adsorption on intact supported silicalite (MFI) membranes to adsorption on
bare alumina supports and on silicalite powder. We estimate the apparent thickness of the membrane based
on the amount adsorbed in the micropore filling region, and we find that the support contributes significantly
to the isotherm at high relative pressures. However, we find little mesoporosity in the supported membrane.
In addition, the computed membrane fluxes show little difference between a powder and a membrane. It
should be noted, however, that this result only applies to the particular silicalite membranes used in this
study; membranes prepared by other methods may indeed show significant contributions to the transport that
cannot be modeled with powder adsorption measurements.
The rest of this chapter describes the adsorption experiments (section 4.2), the calculations of the flux
using both a constant and concentration-dependent Maxwell–Stefan diffusion coefficient and thermodynamic
factors from the isotherms (section 4.3) and the results of those calculations (section 4.4). A complete discus-
sion of the results is reserved for section 4.5, after which we will discuss conclusions (section 4.6, page 143).
4.2 Experimental
4.2.1 Zeolite Membranes and Powders
The zeolite powder used in these experiments is all-silica MFI (silicalite), Union Carbide lot number
961884061002–S, calcined at 500°C. The membranes used in these experiments are all-silica MFI struc-
tures[42] grown on planar α-alumina substrates from the work of Nair et al.[1,43–45]
The supports were formed using fired alumina (A16SG, Alcoa Chemicals) pressed into 22 mm discs
and fired for 30 hours at 800°C followed by 24 hours at 1180°C. The silicalite was grown by a secondary
(seeded) growth procedure as described by Xomeritakis et al.[43] The membranes were calcined to ensure
that any organic molecules were removed by ramping the air temperature at about one degree per minute
over the course of eight hours to 525°C. That temperature was maintained for five more hours, then the
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Figure 4.1. Cartoon of seeded (top two drawings) versus unseeded (bottom drawing) zeolite membranes.
The smaller grains in the drawings represent primary-growth (unseeded) crystals that form; the larger grains
are those grown from seed. Note that the support is much thicker relative to the crystals than depicted here.
temperature was ramped down at the same rate back to ambient temperature. The supports were polished
with SiC sandpaper on the growth surface before the synthesis procedure.[44]
We have included a schematic representation of the ways the crystals are arranged in the membranes in
Figure 4.1.
4.2.2 X-ray Diffraction
Powders and membranes were analyzed using a Philips X’Pert diffractometer using Cu-Kα X-rays with
a wavelength of 1.64 Å. A slit width of 1° on the source and detector was used and scans from 2 θ = 5°
to 50° were obtained at a rate of 0.01 degrees per second. The diffraction patterns (Figure 4.2–4.4) show
that the crystals have a primary out-of-plane orientation either along the c-axis (00` crystal face) or along the
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Figure 4.2. X-ray diffraction pattern of silicalite powder. The crystals are randomly oriented, so each face
has a significant contribution to the scattering pattern. From Reference 42.
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Figure 4.3. X-ray diffraction pattern of a silicalite membrane oriented with the c-axis (00` face) of the
crystals pointing up.
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Figure 4.4. X-ray diffraction pattern of a silicalite membrane oriented with the h0h faces up. For an excellent
comparison of various MFI membrane XRD patterns, please see Lai et al.[46]
h0h crystal faces.[46] The straight channels of MFI run along the b-axis (0k0 face), while the zig-zag channels
run along the a-axis (h00 face).
4.2.3 Electron Microscopy
Scanning electron micrographs of a membrane were obtained using a JOEL 7401F scanning electron
microscope (SEM). Samples were prepared by vertically mounting a broken membrane disc on an aluminum
sample stub using carbon adhesive tape. We broke the disc for analysis by applying a sudden mechanical
stress and did not use it for subsequent adsorption analysis. Samples were dried in a desiccant box prior
to evacuation in the SEM. No coating was applied. Magnifications of 10,000–100,000 were used in the
micrographs. The membrane thickness for that particular membrane appears to be approximately 5 µm as
can be seen in Figure 4.5. At higher magnification, we can see grain boundaries between the MFI crystals;
the grain boundaries appear to be on the order of 10 nm or smaller (Figure 4.5). Note that the support is on
the order of 100 times thicker than the membrane.
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Figure 4.5. Scanning electron micrographs of an h0h-oriented MFI membrane. Top: 10,000× magnification
showing the zeolite layer (top) and the porous alumina substrate. Bottom: 70,000× magnification showing
crystal intergrowth pores.
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4.2.4 Adsorption
4.2.4.1 Sample Container
While the standard glass adsorption cell has been adequate to study vapor adsorption in zeolite powders, it
presents problems when measuring adsorption in zeolite membranes for the simple reason that the membranes
are too big to fit down the neck of the sample cell. We designed a new sample container for measuring
physical adsorption in membranes, which we have described in detail in Chapter 3. The procedures described
in that chapter to seal and support the container were followed when measuring the sorption isotherms in this
chapter. The container employs a resealable 2 1/8′′ stainless steel Conflat® flange (MDC Vacuum Products)
attached to a 1/4′′ glass tube via a glass-to-metal seal. The glass tube can be attached to an adsorption system
using existing fittings.
4.2.4.2 Sample Preparation
We evacuated the samples for sorption analysis using a roughing pump and an oil-free turbomolecular
pump to draw vacuum to the rated residual pressure of 10−9 Torr (10−7 Pa or 10−12 atm). We heated each
sample over the course of five or more hours to 300–350°C, which we maintained for 1–4 days to remove
water and other adsorbed materials from the membranes. The samples were cooled to room temperature over
the course of about five hours, and then the temperature was lowered to the bath temperature (−196°C) over
the course of a further three to four hours. We used this slow heating/cooling cycle to minimize mechanical
stress due to the differences in thermal expansion properties between the membrane and the support.[47–49]
4.2.4.3 Adsorption-Desorption System
Adsorption and desorption isotherms were measured at the normal boiling point of nitrogen (77 K) us-
ing an AUTOSORB–1 MPC (Quantachrome Instruments; Boynton Beach, Florida) gas adsorption system
or our own high-resolution adsorption equipment as detailed in Refs. 50 and 51. Nitrogen and argon were
used as adsorbates, and a constant level of the liquid nitrogen bath was maintained during all measurements.
Dead space measurements were conducted using helium; saturation pressures were determined by condens-
ing/subliming adsorbate in a separate vessel inside the cryogenic bath at intervals throughout the experiment
or by condensing/subliming adsorbate in the sample container at the end of the experiment. All gases used in
the experiments are ultra-high purity (Merriam–Graves Corporation; Charlestown, New Hampshire).
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4.3 Transport Calculations
4.3.1 General Formulation
As discussed in sections 2.5.2 and 4.1, adsorption measurements play an important role in interpreting
fluxes and selectivities for permeation through zeolite membranes. Many researchers use powder adsorption
data to interpret membrane fluxes because of the difficulties (discussed in section 4.1) in collecting such
data for intact membranes. To gauge the errors associated with such a practice, we calculate steady-state
permeation fluxes using both powder and membrane adsorption data as reported later in this chapter. Because
our membranes are supported, the correct comparison is between fluxes from supported membranes and
“supported powders”—composites of a support and a zeolite powder. We assume that membrane permeation
is controlled by surface diffusion, and apply Fick’s law for one dimensional steady-state diffusion as given
by:[40]
dNx
dx
=
d
dx
(
−DdC
dx
)
= 0, (4.1)
where Nx is the trans-membrane flux, x is the trans-membrane position coordinate, D is the Fick diffusion
coefficient, and C is the concentration. When applying the spatial derivative d/dx, we account for the depen-
dence of the Fick diffusion coefficient on concentration, which in turn depends on position. We do this by
writing D in terms of the Maxwell–Stefan diffusion coefficient (Ð)[37,40] according to D = ÐΓ, where Γ is the
thermodynamic factor given by:
Γ =
(
∂ log f
∂ log C
)
T
. (4.2)
In Equation (4.2), T is temperature and f is the fugacity of the external vapor phase. The vapor phase is
nearly ideal under the low-pressure conditions we study, which allows us to replace f with the pressure, P.
The thermodynamic factor can be extracted from isotherm data as discussed in Section 4.3.2. This method
for estimating the primary concentration dependence of D is convenient because Ð has been found to depend
weakly on concentration for adsorbates that exhibit non-specific adsorption in zeolites,[38] as is expected for
nitrogen and argon in silicalite. As such, in this section we estimate the concentration dependence of the
Fick diffusivity exclusively from the adsorption data reported below. We also consider the situation where Ð
depends on concentration in Section 4.3.4.
For the case of a loading-independent Maxwell–Stefan diffusion coefficient, Equation (4.1) takes the form
Ð
 dΓdC
(
dC
dx
)2
+ Γ
(
d2C
dx2
) = 0. (4.3)
Equation (4.3) indicates that the input is Γ as a function of C, and the output solution is the concentration pro-
file C(x). Equation (4.3) also clearly indicates that the concentration profile C(x) is independent of Ð, though
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Figure 4.6. Diagram of the zeolite/support regions as used in our calculations. Please note that this is not to
scale: the zeolite is actually much thinner relative to the support than can be shown here.
the magnitude of the steady-state flux Nx is proportional to Ð. Equation (4.3) is subject to several boundary
conditions: at the inflow (high pressure) side, at the outflow (low pressure) side, and at the interface between
zeolite and support. We consider both permeation directions: (1) inflow on the zeolite side of the membrane,
and (2) inflow on the support side. In general, we assume local thermodynamic equilibria on both external
edges of the supported membrane. This is equivalent to assuming that adsorption/desorption processes are
faster than diffusion through the membrane, which is valid in the limit of relatively thick membranes. For
simplicity, we assume that the outflow side is at zero pressure. Distinguishing now between zeolite (z) and
support (s) regions (see Figure 4.6), which exhibit significantly different adsorption/diffusion properties, the
diffusion equation becomes:
dΓz
dCz
(
dCz
dx
)2
+ Γz
(
d2Cz
dx2
)
= 0 =
dΓs
dCs
(
dCs
dx
)2
+ Γs
(
d2Cs
dx2
)
, (4.4)
subject to the boundary conditions:
Nx,z = −ÐzΓz dCzdx
∣∣∣∣∣
x=xint
= −ÐsΓs dCsdx
∣∣∣∣∣
x=xint
= Nx,s = Nx (4.5)
Cz(xint) = Cadsz
(
T, Pz(xint)
)
(4.6a)
Cs(xint) = Cadss
(
T, Ps(xint)
)
(4.6b)
Pz(xint) = Ps(xint) (4.6c)
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Cz-edge = Cadsz (T, Pz-edge) (4.7a)
Cs-edge = Cadss (T, Ps-edge), (4.7b)
where xint is the location of the membrane-support interface; Pz-edge/Ps-edge are the pressures on zeolite/support
edges; Cz-edge/Cs-edge are the adsorbate concentrations on zeolite/support edges; and Cadsz (T, P)/C
ads
s (T, P) are
the equilibrium concentrations in the zeolite/support as functions of T and P. Equations (4.5) and (4.6)
enforce the constancy of flux and pressure at the zeolite-support interface, while Equation (4.7) enforces
local thermodynamic equilibrium. Please note that Equation (4.6) is used as follows: the pressure at the
interface is defined by Equation (4.6a) or (4.6b), depending on which side of the membrane is at vacuum.
The concentration at the other side of the interface is then determined from Equation (4.6b) or (4.6a), using
Equation (4.6c) as the boundary condition.
4.3.2 Experimental Inputs
We now recast these equations in a form more suitable to actual adsorption data, since these data ulti-
mately determine the calculated concentration profiles. We typically measure Vˆads, the standard volume of
gas adsorbed per unit mass of zeolite. As such, the concentration is given by
C = ρz
(
nˆads/Vˆads
)
Vˆads (4.8)
where ρz is the mass density of the zeolite, and the ratio nˆads/Vˆads is equal to the standard molar density of an
ideal gas, i.e., P	/RT	 = 40.9 mol/m3. Using this relationship, several constants can be eliminated from the
differential equations. For convenience, we also add a constant inside the derivative that defines the thermo-
dynamic correction factor. We choose this constant to be the logarithm of the saturation pressure, P◦, since
the quantity P/P◦ is the value we actually report. Using these simplifications, we write the thermodynamic
correction factor as follows:
Γ =
∂ log P
∂ log C
≡ C ∂ log P
∂C
=
(
ρz
P	
RT	
Vˆads
)
∂
(
log P − log P◦)
∂
(
ρz
P	
RT	 Vˆads
) = ∂ log (P/P◦)
∂ log Vˆads
(4.9)
The last term in Equation (4.9) is calculated directly from our measured adsorption isotherms. Expressing
the flux in these same variables gives:
Nx = −DdCdx = −ÐΓ
d
dx
(
ρz
P	
RT	
Vˆads
)
= −ρz
(
P	
RT	
)
ÐΓ
dVˆads
dx
(4.10)
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with Γ expressed in Equation (4.9). Equation (4.10) suggests the definition of a reduced flux, N∗x , given by:
N∗x =
NxLrRT	
ρzÐP	
(4.11)
As such, N∗x is simply given by Γ(dVˆads/dx∗), where x∗ = x/Lr is the scaled trans-membrane coordinate and
Lr is the width of the region (either the zeolite or the support). This scaled flux has units of Vˆads, namely,
volume per unit mass of zeolite.
To solve for the concentration profile Vˆads(x∗) and hence for N∗x , we use centered-differencing
(O(h2))
methods to discretize the scaled version of Equation (4.4) using different mesh densities in the zeolite and
support regions, because the zeolite is much thinner than the support. At the endpoints, we used a one-sided(O(h2)) finite difference formula instead of a centered one. We solved the problem on the vacuum side first
(zeolite or support), then matched the solution on the inflow (feed) side. The discretized residual, →re, of the
problem is thus:
re, j =
(
dΓ
dVˆ
)
j
 Vˆ j+1 − Vˆ j−12hs
2 + Γj  Vˆ j+1 − 2Vˆ j + Vˆ j−1h2s
 , (4.12)
where re, j is element j of the residual vector and hs is the spacing between elements on the x-axis. The terms
Γj and (dΓ/dVˆ) j are determined by centered difference methods from the measured isotherms; the values are
interpolated linearly to the value of Vˆ j, the value of Vˆads at point x = hs j in space. We minimize the norm of
this residual vector in each region (zeolite and support) with Newton’s Method[52] by solving the following
linear system at each iteration:
↔
J · →δ + →re =
→
0 (4.13)
where
↔
J is the Jacobian (Ji j = ∂re,i/∂Vˆ j), and then updating the volume-adsorbed vector at each iteration n
by Vˆ j[n + 1] = Vˆ j[n] + δj. The linear system is tridiagonal and thus can be solved with a routine such as that
found in Ref. 53, which we employed in this work. This procedure is repeated until ‖→re‖ is smaller than a
certain tolerance (in this case, usually 10−5 cm3 STP).
As discussed above, comparing transport through supported membranes and “supported powders” is the
correct way to gauge the impact of using powder data to interpret membrane permeation. Implementing the
separation of the transport problem for “supported powders” is straightforward because powder and support
adsorption data are obtained separately. However, implementing the separation of the transport problem for
supported zeolite membranes is less straightforward. To isolate adsorption data in the zeolite membrane,
we computed the difference between the composite isotherm of zeolite plus support and the isotherm of the
support only. At high relative pressures, the resulting membrane-only isotherm shows unphysical properties,
namely, that the adsorbed amount decreases with increasing relative pressure (see Figure 4.16). This would
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make Γ < 0, which would produce flux in the same direction as the chemical potential gradient, which
violates the second law of thermodynamics. Because this occurs at pressures that essentially saturate the
zeolite micropores, we replace the decreasing isotherm with a very slightly increasing function as shown in
Figure 4.16. In some cases, this increases numerical error in the solution, as will be seen below.
4.3.3 Parameterization
To predict actual fluxes, we need to specify numerical values for density, thickness, and Maxwell–Stefan
diffusion coefficient in both zeolite and support regions. We assume the density of silicalite to be 1.76 g/cm3
as reported in Ref. 54, and the density of the support to be the same as the density of the overall disc, which
we measure to be 1.91 g/cm3 based on total weight and volume. We estimate the thickness of the zeolite
layer, Lz, to be approximately 5 µm from the SEM in Figure 4.5, and we determined the total thickness of
the membrane and support, L, to be 1.984 mm from measurements using a caliper. The total thickness of
the support is thus 1.979 mm. We fixed Ðs at 7.5 · 10−7 m2/s, the value of the self-diffusion coefficient(1)
for bulk liquid nitrogen at 77 K.[55] We set Ðz to four different values: Ðs, 0.16Ðs (a value chosen based on
differences found for self-diffusion in carbon micropores[55]), 10−3Ðs, and 10−6Ðs. We studied this range of
values of Ðz to explore whether the impact of using powder vs. membrane adsorption data is influenced by
the relative diffusivities in the problem. With these four values of Ðz, the two permeation directions, and the
comparison between powder and membrane adsorption data, we considered a total of 16 different transport
systems, which are are summarized in Table 4.2.
4.3.4 Alternate Formulation
We have assumed that the “corrected” diffusivity, Ð, is a constant up to this point. However, simula-
tions[56,57] have predicted that the Maxwell–Stefan diffusion coefficient decreases with loading for argon ad-
sorption in silicalite at standard temperature. An approximate fit of the results of Skoulidas and coworkers[56]
indicates a function of the form
Ð(C) = Ð0
[
α + (1 − α)e−C/Cref
]
(4.14)
can describe the concentration dependence of Ð for argon. This function is monotonically decreasing but
remains positive for all concentrations. Though our use of this function is inspired by a particular system
(argon at standard temperature in silicalite), our goal in using it is to determine in a general, qualitative way
the impact of a loading-dependent Maxwell–Stefan diffusivity on our comparisons.
(1)Using the self-diffusion coefficient in place of the Maxwell–Stefan diffusion coefficient is called the D A.
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Table 4.2. Cases examined in flux calculations. Ðs = 7.5 · 10−7 m2/s in all cases.
Figure Symbol Isotherm Ðz (m2/s) Zeolite location
N/A N/A Powder 7.5 · 10−7 vacuuma
4.19  Powder 7.5 · 10−7 feed
N/A N/A Membrane 7.5 · 10−7 vacuuma
4.19  Membrane 7.5 · 10−7 feed
N/A N/A Powder 1.2 · 10−7 vacuuma
4.19 ^ Powder 1.2 · 10−7 feed
N/A N/A Membrane 1.2 · 10−7 vacuuma
4.19 _ Membrane 1.2 · 10−7 feed
4.18  Powder 7.5 · 10−10 vacuum
4.19  Powder 7.5 · 10−10 feed
4.18 , _ Membrane 7.5 · 10−10 vacuum
4.19  Membrane 7.5 · 10−10 feed
4.18 4 Powder 7.5 · 10−13 vacuum
4.19 4 Powder 7.5 · 10−13 feed
4.18 N, H Membrane 7.5 · 10−13 vacuum
4.19 N Membrane 7.5 · 10−13 feed
aThe calculations for cases where the zeolite membrane is at vacuum and the diffusion coefficients are of the same order of magnitude
require a feed pressure so close to saturation to achieve any adsorption at all in the zeolite that no flux could be calculated. Accordingly,
these cases are not plotted.
Accounting for a concentration dependence of Ð requires us to generalize Equation (4.3), which becomes
Ð
dΓ
dC
(
dC
dx
)2
+ Γ
dÐ
dC
(
dC
dx
)2
+ ÐΓ
(
d2C
dx2
)
= 0. (4.15)
The second term of this equation arises from the concentration dependence of the diffusion coefficient. We
account for this by using the volume adsorbed in a variant on Equation (4.14). We chose parameters such
that the diffusivity changed as a function of Vˆads in a manner consistent with the results of Skoulidas and
Sholl[56] with the diffusivity near saturation (P/P◦= 1) decreasing to 80 percent of its value at infinite dilution
(P/P◦= 0). We also studied another case with a more extreme concentration dependence [Equation (4.16b)]
to explore how weak and strong loading dependencies impact the powder-membrane flux comparisons. The
weak and strong functions were chosen to be:
Ð = Ð0
[
0.8 + 0.2e−Vˆads/60
]
= Ð0F1(Vˆads) (4.16a)
Ð = Ð0
[
0.2 + 0.8e−Vˆads/60
]
= Ð0F2(Vˆads), (4.16b)
with Vˆads in units of cm3 STP/g. The functions F1 and F2 (written collectively as F1/2) are used to represent
the concentration dependence of Ð itself.
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With these new definitions, the flux is now given by
Nx = −DdCdx = −ρz
(
P	
RT	
)
Ð0F1/2Γ
dVˆads
dx
(4.17)
and the reduced flux, N∗x , is now given by
N∗x =
NxLrRT	
ρzÐ0P	
, (4.18)
with other definitions being the same as those given in Section 4.3.2.
The residual of the discretized problem, with Fj representing the value of F1/2(Vˆads) at Vˆads = Vj, is
rj = Fj
(
dΓ
dVˆ
)
j
 Vˆj+1 − Vˆj−12h
2 + Γj (dF1/2
dVˆ
)
j
 Vˆj+1 − Vˆj−12h
2 + FjΓj  Vˆ j+1 − 2Vˆj + Vˆj−1h2
 . (4.19)
The Jacobian is still a tridiagonal matrix, with extra terms containing Fj, (dF1/2/dVˆ) j and (d2F1/2/dVˆ2) j
appearing on the diagonal in addition to those involving Γ and its derivatives.
We have only considered the case of h0h-oriented membranes and silicalite powder for calculations in-
volving a concentration-dependent diffusion coefficent, as that is sufficient to demonstrate its effects.
4.4 Results
4.4.1 Adsorption Isotherms
4.4.1.1 Reference Systems
We chose two systems to serve as references with which to compare membrane adsorption isotherms: sil-
icalite powder and fired alumina supports as described herein. We hypothesize that a membrane’s adsorption
properties in the low-pressure region of the isotherm should be very similar to those of a powder sample in
the same region (< 10−5 relative pressure for nitrogen, < 10−4 for argon). This is based on the assumption
that the measured micropore volume of a supported zeolite membrane should not be affected by the support
if the support is not microporous. In the higher-pressure regions, corresponding to meso- and macropore
adsorption and surface coverage, we expect total adsorption to be sensitive to the difference between powder
and membrane microstructures, and to be more influenced by the support. Our reference isotherms are shown
in Figures 4.7–4.8.
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Figure 4.7. Adsorption isotherms of silicalite powder at 77 K using nitrogen (circles) and argon (squares)
as the adsorbate. Filled symbols represent adsorption points; empty symbols represent desorption points. A
logarithmic scale is used in the bottom figure to show the micropore adsorption region and a linear scale
is used in the top to show standard adsorption (lines are drawn to guide the eye). Note that the desorption
branches have been omitted in the bottom figure for clarity, and that the apparent hysteresis that closes at
P/P◦≈ 0.42 is due to the tensile strength effect (see section 2.1.3.2.4) and the processing of the powder.
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Figure 4.8. Adsorption isotherms of planar supports at 77 K. Triangles indicate argon adsorption, and circles
indicate nitrogen adsorption. The support’s lack of microporosity is revealed by the lack of adsorption in the
low pressure region (below 10−4 relative pressure). The top figure uses a linear scale, while the bottom figure
uses a logarithmic scale. No hysteresis is observed in the desorption isotherm (not shown).
125
4.4.1.2 Membrane Adsorption
Isotherms of the membrane samples were collected in a similar fashion to those of the supports. In addi-
tion, the sample heating and cooling rates were more carefully controlled to avoid damage to the supported
membrane as discussed in Chapter 3.
As mentioned in section 4.1, the choice of normalization parameters (typically the mass of the zeolite is
used) is a problem in membrane adsorption. The mass of the entire supported membrane can be determined
by weighing, and the mass of zeolite powder can be determined in the same manner. The masses of membrane
and support, however, are not as simple to obtain. A first estimate is to weigh the support before and after the
synthesis procedure; the excess mass is presumed to be the mass of the zeolite. This becomes inaccurate if the
support’s exact mass was not known at synthesis time, if the support eroded during the synthesis procedure,
and/or if the deposited material is not entirely crystalline. It should be noted that the synthesis is performed
under alkaline conditions (pH ∼ 12), at which silica and alumina are likely to dissolve to some extent.
As mentioned in section 4.1, we did not know the mass of the support prior to membrane synthesis. To
determine the amount of zeolite present in the supported membranes we analyzed, we compared the isotherms
of the MFI membranes to the isotherms of MFI powder (Figures 4.9–4.12). From this comparison, we scaled
the vertical axis of the isotherm by a mass parameter so that the quantity adsorbed per gram zeolite is the
same as that for silicalite powder in a specific region.
We chose two regions of the isotherm to use for mass estimation: (I) scaling the zeolite mass so that the
membrane isotherm matches the powder isotherm (Figure 4.7) at P/P◦= 8 ·10−6 (N2) or P/P◦= 6 ·10−5 (Ar),
hereafter referred to as the micropore adsorption point (where the isotherm starts to level off); (II) scaling
the zeolite mass so that the membrane isotherm matches the sum of the powder isotherm (Figure 4.7) and
the support isotherm (Figure 4.8) in the range P/P◦ ∈ (10−4, 10−2), which we chose because no pores would
be expected to fill in that region. We call these masses mI and mII, respectively. A comparison of the
two methods is shown in Table 4.3. As can be seen in Figures 4.9–4.12, the two methods yield isotherm
characteristics that are not identical. Method (I) seems to be more consistent at quantitatively matching
low-pressure adsorption data between different adsorbates (Table 4.3): the h0h-oriented membrane mass
from Method (I) differs between argon and nitrogen by 4 mg (well within measurement errors), while the
membrane mass from Method (II) differs by 12 mg between nitrogen and argon. Therefore, Method (I) is
recommended for estimating the mass of a membrane.
With the masses estimated either by weighing or by the procedure outlined in this section, we seek to
determine the quantity adsorbed in the membrane that cannot be attributed either to filling micropores in the
zeolite or to adsorption in the support. Figures 4.13 and 4.14 show the result of calculating a mass-weighted
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Figure 4.9. Comparison of nitrogen isotherms at 77 K for silicalite powder (), h0h-oriented silicalite mem-
branes (N), and c-oriented silicalite membranes () using mass mI. Mass mI is obtained by matching the
adsorption of membrane and support to powder at the pressure when the micropores are filled. Both linear
(top) and logarithmic (bottom) pressure scales are shown. Filled symbols represent adsorption points; open
symbols represent desorption. Inset: expansion of low-pressure hysteresis region showing powder sorption
along with sorption on c- and h0h-oriented membranes.
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Figure 4.10. Comparison of nitrogen adsorption isotherms at 77 K for silicalite powder (), h0h-oriented
silicalite membranes (N), and c-oriented silicalite membranes () using mass mII. Mass mII is obtained by
matching the adsorption of membrane and support to powder and support in the region between micropore
filling and P/P◦= 0.1. Both a linear (top) and logarithmic (bottom) pressure scale are shown. Filled symbols
represent adsorption points; open symbols represent desorption.
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Figure 4.11. Comparison of argon adsorption isotherms at 77 K for silicalite powder (), h0h-oriented
silicalite membranes (N), and c-oriented silicalite membranes () using mass mI. Mass mI is obtained by
matching the adsorption of membrane and support to powder at the pressure when the micropores are filled.
Both linear (top) and logarithmic (bottom) pressure scales are shown.
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Figure 4.12. Comparison of argon adsorption isotherms at 77 K for silicalite powder (), h0h-oriented
silicalite membranes (N), and c-oriented silicalite membranes () using mass mII. Mass mII is obtained by
matching the adsorption of membrane and support to powder and support in the region between micropore
filling and P/P◦= 0.1). Both a linear (top) and logarithmic (bottom) pressure scale are shown.
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Table 4.3. Masses of silicalite membrane and support in the samples, as determined by high-resolution
adsorption. Method (I) matches micropore adsorption; method (II) matches the powder and support in the
10−4–10−2 relative pressure range.
Sample
Total
mass (g) Adsorbate mI (g) mII (g)
Apparent thickness of
zeolite (I/II) (µm)
5 c-oriented MFI
membranes
7.174 Ar 0.095 0.097 28/29
4 c-oriented MFI
membranes
5.712 N2 0.086 0.055 32/21
4 h0h-oriented MFI
membranes
5.789 N2 0.053 0.046 20/17
4 h0h-oriented MFI
membranes
5.789 Ar 0.057 0.058 21/22
sum of the powder isotherm and the support isotherm, based on the values in Table 4.3. These hypothetical
isotherms are overlayed with the measured one.
4.4.2 Pore Size Distributions
We estimated the porosity in the membranes using the model of Barrett, Joyner, and Halenda (BJH; see
section 2.1.3.2.3), which uses the Kelvin equation (2.15) and an estimate of the thickness of the adsorbed
layer to derive a distribution. It should be noted that the Kelvin equation is not accurate for the range of
pore sizes relevant in micropores; the concepts of a meniscus and surface tension do not apply at such small
length scales. This approach is standard nonetheless and is useful for generating a qualitative picture of
pore size distributions. The pore size distribution, using these assumptions, of the silicalite membranes is
compared with that of the powder, with the membranes scaled with respect to zeolite mass mI, to yield the
pore size distributions in Figure 4.15. We also attempted a Saito–Foley[58] (cylindrical pore model) analysis
as well as another based on models tested with non-local density functional theory (NLDFT)[59] using the
analysis software that accompanies Quantachrome Instruments’ AUTOSORB–1,[59] but the results are rather
inconsistent (see Table 4.4).
4.4.3 Calculations
We performed flux calculations to gauge the difference between powder and membrane for the purposes
of zeolite permeation. A plot of the expected fluxes for the case where the zeolite membrane is on the effluent
(vacuum) side is shown in Figure 4.18. One set of points (open symbols) represents calculations from the
argon powder isotherm; filled symbols perform the calculation using membrane measurements. As alluded to
in Section 4.3, we estimate “membrane-only isotherms” by taking the composite isotherms from Figure 4.11,
subtracting the support isotherm from Figure 4.8, and replacing the region where dVˆads/dP < 0 with a very
131
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Relative Pressure (P /P°)
0
10
20
30
40
50
To
ta
l V
ol
um
e 
A
ds
or
be
d 
by
 S
am
pl
e 
(cm
3  
ST
P)
Support contribution
Addition of support and powder
Powder contribution
Measured isotherm
10-6 10-5 10-4 10-3 10-2 10-1 100
Relative Pressure (P /P°)
0
10
20
30
40
50
To
ta
l V
ol
um
e 
A
ds
or
be
d 
by
 S
am
pl
e 
(cm
3  
ST
P)
Support contribution
Addition of support and powder
Powder contribution
Measured isotherm
Figure 4.13. Argon isotherms at 77 K of a c-oriented silicalite membrane () and the result (thick line) of
adding the adsorption isotherm of an appropriate mass (mI) of silicalite powder () and an appropriate mass
of support (4). A linear pressure scale is used in the top figure, while a logarithmic pressure scale is used in
the bottom figure. Note that the vertical axis has not been scaled by mass.
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Figure 4.14. Nitrogen isotherms at 77 K of an h0h-oriented silicalite membrane. The thick solid line repre-
sents the addition of the powder isotherm (Figure 4.7) to the support isotherm (Figure 4.8), weighted by the
apparent mass of the zeolite. The triangles (4) denote the contribution of an appropriate amount of bare sup-
port; the circles () show the contribution from the powder. Squares () denote the actual measured isotherm.
Note that the vertical axis has not been scaled by mass.
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Figure 4.15. Pore size distributions of supported MFI membranes as determined by the model of Barrett,
Joyner, and Halenda.[60] The top figure shows the distribution derived from argon adsorption; the bottom
shows the same from nitrogen adsorption. Note that due to the assumptions of the BJH method, the re-
gion below 20 Å or so (corresponding to P/P◦ = 0.42 for nitrogen) should be interpreted with caution (see
section 2.1.3.2.4, page 25).
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Table 4.4. Pore size distribution analyses. Models: Saito-Foley (SF),[58] Non-Local Density Functional
Theory (NLDFT).[59]
Peaks (Å)
Adsorbent Adsorbate Model Primary Secondary Tail
planar c-oriented
membranes
N2/77 K NLDFT 8.9 (s)a 31 broad
planar c-oriented
membranes
Ar/77 K SF 6.2 (s) 16.3 (vb) very broad
planar c-oriented
membranes
Ar/77 K NLDFT 6.0 (s) N/A none
planar h0h-oriented
membranes
Ar/77 K NLDFT 8.8 (s) 31 broad
planar h0h-oriented
membranes
N2/77 K SF 7.2, 9.7 11.8, 14.2,
18.3 (b),
23.3 (vb)
noisy
planar h0h-oriented
membranes
Ar/77 K SF 7.1 (s) 4.8 (s) very broad
planar h0h-oriented
membranes
Ar/77 K NLDFT 7.1 (s) 18.1, 22.5 (b) noisy
silicalite powder N2/77 K SF 5.3 (s), 10.2 (s) 7.1, 8.6,
12.2 (b),
16.4 (vb)
none
silicalite powder N2/77 K NLDFT 8.8 (s) 29.4 (b) none
silicalite powder Ar/77 K NLDFT 5.6 (s) N/A none
silicalite powder Ar/77 K SF 13.2 6.6, 9.1, 17
(b), 20.4 (vb),
26.4 (vb)
noisy
tubular primary
growth membrane
Ar/77 K NLDFT 5.6 (s) N/A none
tubular primary
growth membrane
N2/77 K NLDFT 8.8 N/A none
aSymbol legend: (b) = broad peak; (vb) = very broad peak; (s) = sharp peak; nothing = moderately sharp peak.
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slightly increasing function as shown in Figure 4.16. Note that the region near P/P◦ = 0.01, where the flux
predicted for c-oriented membranes increases, is due to the nature of the replacement function: near the point
at which the replacement starts, the isotherm is very close to horizontal, meaning Γ = d log P/d log Vˆ changes
abruptly there and becomes very large. This rapid change in the value of Γ creates increased numerical error,
which leads to some inaccuracies in the calculated values.
It should be noted that Ð cancels in the solution to Equation 4.4, meaning the resulting concentration
profile is independent of Ð (if Ð is a constant). An example concentration profile for c-oriented membranes
with a feed pressure of 0.00141P◦, resulting in a total flux of 0.00156 mol/m2s and a membrane–support
interface pressure of 1.192 × 10−4P◦, is shown in Figure 4.17.
We examined cases for both c- and h0h-oriented silicalite membranes, and found in both cases that unless
the diffusion coefficient (Ð) is much smaller in the zeolite than in the support (by a factor of at least a million),
the support’s diffusion resistance dominates the calculated value of the flux because of the support’s thickness.
This can be seen by the fact that the flux is identical for cases where Ðz is smaller than Ðs by a factor of 1000
or smaller in Figures 4.18 and 4.19.
The most important observation is that the small domain of relative pressures for which the powder
isotherm differs from the membrane isotherm is not significant to the flux. To determine whether this is due
to the thickness of the membrane relative to the support, we analyzed the case where the support thickness
vanishes (that is, Ls = 0). As is shown in Figure 4.20, the flux is still not significantly different from one
case to the other. We do note, however, that the flux through the supported membrane case is about 100,000
times smaller than it is for the case without support. This is expected, since the support slows down transport
through its relative thickness.
We also considered one case (Sec. 4.3.4) where we allowed the diffusion coefficient Ð to vary according
to Equation (4.16). The results from this calculation, which indicate that no significant difference exists
between powders and membranes provided the concentration dependence of Ð remains the same, are shown
in Figures 4.21 and 4.22.
4.5 Discussion
In this work, we set out to answer several questions that are important in understanding adsorption and
permeation in zeolite membranes. These include determining the quantity of zeolite present in the membrane
or, equivalently, the support/membrane mass ratio; quantifying the extent of mesoporosity in the membrane;
comparing membrane and powder isotherms and gauging the importance of discrepancies; and overall, de-
termining whether zeolite membranes exhibit structures that differ from powders.
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Figure 4.16. Argon adsorption isotherms at 77 K of c-oriented (top) and h0h-oriented (bottom) zeolite mem-
branes determined by subtracting the support isotherm from that of a supported membrane. The filled symbols
denote the corrected isotherms for the membranes themselves (without contributions from the support) that
we used in our calculations.
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Figure 4.17. Computed argon concentration profile at steady state for a c-oriented membrane with a feed
pressure of 0.00141P◦ and an effluent pressure of 0 (vacuum) with the zeolite on the effluent side. The values
Ðz = 7.5 × 10−13 m2/s and Ðs = 7.5 × 10−7 m2/s were used to calculate the flux (the flux determines the
pressure at the zeolite–support interface).
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Figure 4.18. Flux estimate due to surface diffusion with the zeolite membrane on the effluent (vacuum) side.
Open symbols represent powder calculations, filled symbols represent membrane calculations.
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Figure 4.19. Flux estimate due to surface diffusion with the zeolite membrane on the feed (high-pressure)
side. Open symbols represent powder calculations, filled symbols represent membrane calculations.
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Figure 4.20. Flux estimate due to surface diffusion for pure zeolite—no support—to compare membranes to
powders. The diffusion coefficient in each case was chosen to be Ð0 = 7.5 · 10−7 m2/s.
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Figure 4.21. Flux estimate using a mildly concentration-dependent diffusivity with no support resistance.
The flux is calculated according to Equation (4.16a) using Ð0 = 7.5 · 10−7 m2/s.
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Figure 4.22. Flux estimate using a highly concentration-dependent diffusivity with no support resistance.
The flux is calculated according to Equation (4.16b) using Ð0 = 7.5 · 10−7 m2/s.
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4.5.1 Adsorption Analysis
The adsorption isotherms address the questions of support : zeolite ratio, mesoporosity, and powder/
zeolite comparisons. As can be seen from Figures 4.13 and 4.14, the method of matching powder and mem-
brane adsorption at the “knee” in the high-resolution region to determine the mass, and using that mass to
add an appropriate mass of powder, is a good approximation to the adsorption isotherm of these membranes,
which are supported on alumina disc compacts. The adsorption properties of the support comprise a signif-
icant fraction of the total amount adsorbed across most of the isotherm for these supported membranes. We
also find that the amount adsorbed on the supported membranes at high pressures is less than the amount
adsorbed on an equivalent amount of support and powder (Figure 4.14a, for example). This indicates that
some of the surface of the support is covered by the zeolite during synthesis, lessening the area available to
adsorbate molecules.
The samples analyzed do not display any hysteresis. Hysteresis in the 77 K nitrogen isotherm above
0.42 and the 77 K argon isotherm above 0.18 is a common diagnostic of mesoporosity (pores between 2 and
50 nm). The fact that no hysteresis exists indicates that the pores in the support are much larger than the
mesopore range, and that any defects in the zeolite must be smaller than 18 Å (the dimension at which the
tensile strength effect ceases to contribute to hysteresis[18]). This result is in contrast to the results from other
researchers’ experiments on unsupported silicalite films, which displayed measurable mesoporosity[19,21–24]
(see Table 4.1).
Unlike MFI powders, the membranes we analyzed do not exhibit the low-pressure hysteresis between
P/P◦= 0.08 and 0.18 on the nitrogen isotherms. This hysteresis is observed in silicalite powder (Figure 4.7a),
and it has also been documented for aluminum-ZSM-5.[61–64] This hysteresis loop was also absent in measure-
ments by Lai and Gavalas,[25] which they attributed to high aluminum content in the membrane. However,
this loop is still present in MFI samples that contain aluminum, and past experiments with ZSM-5 containing
aluminum[62–64] showed that this hysteresis is still present in ZSM-5 with fairly high levels of aluminum (up
to a silica-alumina ratio of 20 : 1 in the sample with the highest aluminum content), though its shape changes
slightly with aluminum content. In addition, Xomeritakis and coworkers[44] showed that aluminum does not
penetrate significantly into silicalite membranes grown by the same technique, so the vast majority of zeolite
present in these membranes should be all-silica MFI (silicalite-1). In light of this, we suspect this loop is
absent in our membrane measurements (and those of others[9,21–25,65,66]) due to structural effects—perhaps
the fact that the zeolite crystals cannot expand or contract as much as they can in a powder due to interac-
tions with neighboring crystals in the membrane. This hypothesis is supported by the results of Jeong and
coworkers,[49] whose “findings strongly indicate that the MFI crystals on a porous support are no longer the
same as those in [a] powder” due to stress in the membrane created by the intergrowth, heating/cooling, and
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calcination processes. The high stresses associated with zeolite membranes often cause cracks to form,[47]
and these stresses are highly dependent on the method of fabrication and the rate of cooling.[48] It stands to
reason that non-zeolitic porosity may be created and/or destroyed by varying the stress on the membrane.
Pore size distributions are a more quantitative way of assessing the presence of mesopores than mere
lack of hysteresis. The pore size distributions obtained based on the BJH model (Figure 4.15) are qual-
itatively similar for all of the samples we examined. This result is in agreement with observations using
confocal microscopy: Tsapatsis and coworkers[5,6] showed that membranes grown by the same procedure
have detectable crystal defects large enough for moderate-sized molecules (< 1 nm kinetic diameter) to enter,
but larger defects were not found. The probes in their studies were sodium fluorescein[5] and DCM (4-
dicyanomethylene-2-methyl-6-(4-dimethylaminostyryl)-4H-pyran),[6] both of which have a Stokes diameter
of approximately 0.9 nm.[6] The failure of our technique to detect these non-zeolitic micropores indicates that
their distribution is relatively broad or their concentration is very low. If either or both of these situations
arises, physical adsorption is unlikely to resolve the contribution from such pores due to experimental error.
It remains challenging to determine the lowest concentration and broadest size distributions detectable by
standard adsorption equipment. One possible way would be to perform a series of experiments wherein sil-
icalite powder is mixed with varying amounts of a mesoporous solid such as MCM-41. If the volume fraction
of mesopores in the mesoporous material could be estimated, this would provide a detection threshold for
mesoporosity in zeolites. Testing this hypothesis is a target of future research.
It should be noted that 77 K and vacuum are conditions far from the conditions normally used for perme-
ation. Although it is possible that room-temperature mesopores may change under stresses associated with
cryogenic cooling, thermal expansion coefficients of oxides are on the order of 10−6 K−1, likely too small to
account for the complete disappearance of mesopores.
4.5.2 Flux Calculations
Our calculations, using reasonable thicknesses of a membrane and a support as detailed above, examine
the assumption that powder and membrane adsorption data are equivalent with respect to their predictions of
transport. As Figures 4.18 and 4.19 show, the zeolite layer has little or no effect on the flux as a function
of feed pressure unless the diffusion coefficient in the support is immense compared to that in the zeolite.
Even when the diffusivity ratio (Ðs/Ðz) is on the order of a million, the difference between support alone and
zeolite plus support is only significant at high feed pressures. In no case did we find that the small differences
in adsorption between the powder and the membrane have a significant impact on the flux for this model.
We emphasize, however, that this observation must be limited to the membranes studied herein; membranes
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prepared by significantly different methods (such as membranes where significant mesoporosity is present)
may show a completely different result.
Assuming that surface diffusion controls membrane permeation, the flux plots indicate the diffusion resis-
tance due to the support is not negligible and may be the controlling factor in the overall flux. This conclusion
is contrary to the common preconception that the support’s diffusion resistance is negligible compared to that
of the zeolite. It is, however, in qualitative agreement with the results of some previous investigations.[67–70]
Here, more work is required to quantify the role of the support and to determine the relative importance of
other diffusion mechanisms, such as gas-phase (bulk) diffusion and Knudsen diffusion.
4.6 Conclusions
We compare the adsorption properties of intact supported silicalite membranes with those of silicalite
powder and of alumina supports using nitrogen and argon as adsorbates at 77 K. We find that silicalite
membranes as synthesized as described above can be reasonably approximated by a zeolite powder deposited
on a bare support. That is, the adsorption properties of the supported membranes for the purposes of transport
can be considered to be the same as a fictional “supported powder” for the variety of membranes we have
investigated. No detectable mesoporosity was found in the membranes, and the minor differences between
membranes and powders do not appear to have a significant impact on the calculated flux for this variety
of zeolite membrane. We also find that the low-pressure nitrogen hysteresis characteristic of MFI powders
at 77 K is not present in our membrane samples or those of others; we suggest that this is due to structural
constraints in the membrane that are not present in a powder.
Conventional wisdom has been that defects in the membrane are important to permeation in zeolite mem-
branes, but the support is not. The fact that no significant difference between adsorption on powders and
adsorption on membranes is observed in this study is a mixed blessing: for scientists attempting to model
permeation through membranes such as those studied in this work using measurements from zeolite powders,
this work indicates that no significant errors would be expected to be introduced into their models due to
porosity in the zeolite. However, this work also indicates that ignoring the support probably will introduce
significant errors into the model.
It may be of interest to repeat the flux calculations presented herein with adsorption measurements using
a different temperature and adsorbate (such as benzene,[71–74] xylene,[71] cyclohexane,[72,73] alkanes,[74,75] or
hexane[75] near standard temperature) for which experimental flux measurements are available for comparison
with the calculations. It would also be of interest to perform these calculations on a membrane that is known
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to have significant non-zeolitic porosity on the length scale of 2–30 nm; the adsorption isotherms and fluxes
for such a membrane would not be expected to agree with those of a “supported” zeolite powder.
4.7 Acknowledgments
I thank Professor Nair at the Georgia Institute of Technology (formerly of UMass Amherst) or synthe-
sizing the membrane samples analyzed in this chapter. I also thank the referees of Paper II for their helpful
comments and suggestions. I thank Professor Maroudas for helpful teaching and guidance with the calcula-
tions and the Watkins group at UMass Amherst for the use of their oven for firing supports. The research in
this chapter was generously funded by the United States Department of Energy (DE-FG02-94ER14485). I
thank the American Chemical Society for allowing me to reproduce most of the content of Paper II in this
chapter.
4.8 References
[1] Nair, S. and Tsapatsis, M. “Synthesis and Properties of Zeolitic Membranes.” In Handbook of Zeo-
lite Science and Technology, Auerbach, S. M.; Carrado, K. A.; and Dutta, P. K., Editors, Chapter 17,
pp. 867–920. New York: Marcel–Dekker (2003).
[2] Sircar, S. and Myers, A. L. “Gas Separation by Zeolites.” In Handbook of Zeolite Science and Technol-
ogy, Auerbach, S. M.; Carrado, K. A.; and Dutta, P. K., Editors, Chapter 22, pp. 1063–1104. New York:
Marcel–Dekker (2003).
[3] Auerbach, S. M. “Theory and Simulation of Jump Dynamics, Diffusion, and Phase Equilibrium in
Nanopores.” Int. Rev. Phys. Chem. 19 (2): 155–198 (2000).
[4] Nelson, P. H.; Tsapatsis, M.; and Auerbach, S. M. “Modeling Permeation Through Anisotropic Zeolite
Membranes with Nanoscopic Defects.” J. Membr. Sci. 184 (2): 245–255 (2001).
[5] Bonilla, G.; Tsapatsis, M.; Vlachos, D. G.; and Xomeritakis, G. “Fluorescence Confocal Optical Mi-
croscopy Imaging of the Grain Boundary Structure of Zeolite MFI Membranes Made by Secondary
(Seeded) Growth.” J. Membr. Sci. 182 (1–2): 103–109 (2001).
[6] Snyder, M. A.; Lai, Z.; Tsapatsis, M.; and Vlachos, D. G. “Combining Simultaneous Reflectance
and Fluorescence Imaging With SEM for Conclusive Identification of Polycrystalline Features of MFI
Membranes.” Micropor. Mesopor. Mater. 76 (1–3): 29–33 (2004).
[7] Larbot, A.; Julbe, A.; Guizard, C.; and Cot, L. “Silica Membranes by the Sol-Gel Process.” J. Membr.
Sci. 44 (2–3): 289–303 (1989).
[8] Sano, T.; Yanagishita, H.; Kiyozumi, Y.; Mizukami, F.; and Haraya, K. “Separation of Ethanol/Water
Mixture by Silicalite Membrane on Pervaporation.” J. Membr. Sci. 95 (3): 221–228 (1994).
[9] Uzio, D.; Peureux, J.; Giroir-Fendler, A.; Dalmon, J. A.; and Ramsay, J. D. F. “Formation and Pore
Structure of Zeolite Membranes.” In Characterization of Porous Solids III, Volume 87 of Stud. Surf.
Sci. Catal., pp. 411–418 (1994).
[10] Julbe, A. and Ramsay, J. D. F. “Methods for the Characterization of Porous Structure in Membrane
Materials.” In Fundamentals of Inorganic Membrane Science and Technology, Volume 4 of Membrane
Science and Technology Series, pp. 67–118 (1996).
144
[11] De Vos, R. M.; Nijmeijer, A.; Keizer, K.; and Verweij, H. “The Preparation and Analysis of Microporous
Silica Membranes for Gas Separation.” In Characterisation of Porous Solids IV, McEnaney, B.; Mays,
T. J.; Rouquérol, J.; Rodríguez-Reinoso, F.; Sing, K. S. W.; and Unger, K. K., Editors, pp. 675–680.
Cambridge: Royal Society of Chemistry (1997). Special Publication No. 213.
[12] Romanos, G. E.; Kikkinides, E. S.; Kanellopoulos, N. K.; Ramsay, J. D. F.; Langlois, P.; and Kallus, S.
“Synthesis, Characterization and Testing of Zeolite Membranes for Gas Separation.” In Fundamentals
of Adsorption, Meunier, F., Editor, Volume 1 of The Data Science Library, pp. 1077–1082 (1998).
[13] Ramsay, J. D. F. “Characterization of the Pore Structure of Membranes.” MRS Bull. 24 (3): 36–40
(1999).
[14] Kallus, S.; Langlois, P.; Romanos, G. E.; Steriotis, T.; Kikkinides, E. S.; Kanellopoulos, N. K.; and
Ramsay, J. D. F. “Zeolite Membranes: Characterisation and Applications in Gas Separations.” In
Characterization of Porous Solids V, Volume 128 of Stud. Surf. Sci. Catal., pp. 467–474 (2000).
[15] Ramsay, J. D. F. and Kallus, S. “Zeolite Membranes.” In Recent Advances in Gas Separations by
Microporous Ceramic Membranes, Kanellopoulos, N. K., Editor, Volume 6 of Membrane Science and
Technology Series, pp. 373–395. Amsterdam: Elsevier (2000).
[16] Kallus, S.; Condre, J. M.; Hahn, A.; Golemme, G.; Algieri, C.; Dieudonne, P.; Timmins, P.; and Ramsay,
J. D. F. “Colloidal Zeolites and Zeolite Membranes.” J. Mater. Chem. 12 (11): 3343–3350 (2002).
[17] Benito, J. M.; Conesa, A.; and Rodríguez, M. A. “Preparation of Multilayer Ceramic Systems for
Deposition of Mesoporous Membranes.” J. Mater. Sci. 40 (23): 6105–6112 (2005).
[18] Gregg, S. J. and Sing, K. S. W. Adsorption, Surface Area, and Porosity. London: Academic Press,
Second Edition (1982).
[19] Mintova, S.; Hölzl, M.; Valtchev, V.; Mihailova, B.; Bouizi, Y.; and Bein, T. “Closely Packed Zeolite
Nanocrystals Obtained via Transformation of Porous Amorphous Silica.” Chem. Mater. 16 (25): 5452–
5459 (2004).
[20] Huang, L.; Wang, Z.; Sun, J.; Miao, L.; Li, Q.; Yan, Y.; and Zhao, D. “Fabrication of Ordered Porous
Structures by Self-Assembly of Zeolite Nanocrystals.” J. Am. Chem. Soc. 122 (14): 3530–3531 (2000).
[21] Holland, B. T.; Abrams, L.; and Stein, A. “Dual Templating of Macroporous Silicates with Zeolitic
Microporous Frameworks.” J. Am. Chem. Soc. 121 (17): 4308–4309 (1999).
[22] Valtchev, V. “Preparation of Regular Macroporous Structures Built of Intergrown Silicalite-1 Nanocrys-
tals.” J. Mater. Chem. 12 (6): 1914–1918 (2002).
[23] Huang, L.; Wang, Z.; Wang, H.; Sun, J.; Li, Q.; Zhao, D.; and Yan, Y. “Hierarchical Porous Structures
by Using Zeolite Nanocrystals as Building Blocks.” Micropor. Mesopor. Mater. 48 (1–3): 73–78 (2001).
[24] Wang, Y.; Tang, Y.; Dong, A.; Wang, X.; Ren, N.; Shan, W.; and Gao, Z. “Self-Supporting Porous
Zeolite Membranes with Sponge-Like Architecture and Zeolitic Microtubes.” Adv. Mater. 14 (13–14):
994–997 (2002).
[25] Lai, R. and Gavalas, G. R. “Surface Seeding in ZSM-5 Membrane Preparation.” Ind. Eng. Chem. Res.
37 (11): 4275–4283 (1998).
[26] Lai, R.; Yan, Y.; and Gavalas, G. R. “Growth of ZSM-5 Films on Alumina and Other Surfaces.”
Micropor. Mesopor. Mater. 37 (1–2): 9–19 (2000).
[27] Hietala, S. L. and Smith, D. M. “Pore Structure Characterization of Thin Films Using a Surface Acoustic
Wave/Volumetric Adsorption Technique.” Langmuir 9 (1): 249–251 (1993).
[28] Zhao, D.; Yang, P.; Melosh, N.; Feng, J.; Chmelka, B. F.; and Stucky, G. D. “Continuous Mesoporous
Silica Films with Highly Ordered Large Pore Structures.” Adv. Mater. 10 (16): 1380–1385 (1998).
145
[29] Zhao, D.; Yang, P.; Chmelka, B. F.; and Stucky, G. D. “Multiphase Assembly of Mesoporous-
Macroporous Membranes.” Chem. Mater. 11 (5): 1174–1178 (1999).
[30] Yanazawa, H.; Hironori, M.; Itoh, H.; Nakai, K.; and Suzuki, I. “Development of the Ultra-High-
Sensitive Kr Adsorption Technique to Evaluate the Pore-Size Distribution of Thin-Film Materials.”
J. Vac. Sci. Technol. B 20 (5): 1883–1835 (2002).
[31] Bartels, O. and Zukal, A. “Krypton Adsorption Technique for Assessment of Structural Properties of
Mesoporous Silica and Titania Thin Films.” J. Mater. Sci. 40 (9–10): 2603–2605 (2005).
[32] Chao, K.-J.; Liu, P.-H.; and Huang, K.-Y. “Thin Films of Mesoporous Silica: Characterization and
Applications.” Compt. Rendus Chem. 8 (3–4): 727–739 (2005).
[33] Zhang, J.; Palaniappan, A.; Su, X.; and Tay, F. E. H. “Mesoporous Silica Thin Films Prepared by Argon
Plasma Treatment of Sol-Gel–Derived Precursor.” Appl. Surf. Sci. 245 (1–4): 304–309 (2005).
[34] Kapteijn, F.; Moulijn, J. A.; and Krishna, R. “The Generalized Maxwell–Stefan Model for Diffusion in
Zeolites: Sorbate Molecules with Different Saturation Loadings.” Chem. Eng. Sci. 55 (15): 2923–2930
(2000).
[35] Krishna, R. and Paschek, D. “Verification of the Maxwell–Stefan Theory for Diffusion of Three-
Component Mixtures in Zeolites.” Chem. Eng. J. 87 (1): 1–9 (2002).
[36] Krishna, R. and van Baten, J. M. “Diffusion of Alkane Mixtures in Zeolites: Validating the Maxwell–
Stefan Formulation Using MD Simulations.” J. Phys. Chem. B 109 (13): 6386–6396 (2005).
[37] Krishna, R. and Wesselingh, J. A. “The Maxwell–Stefan Approach to Mass Transfer.” Chem. Eng. Sci.
52 (6): 861–911 (1997).
[38] Maginn, E. J.; Bell, A. T.; and Theodorou, D. N. “Transport Diffusivity of Methane in Silicalite from
Equilibrium and Nonequilibrium Simulations.” J. Phys. Chem. 97 (16): 4173–4181 (1993).
[39] Krishna, R. “Modeling Issues in Zeolite Applications.” In Handbook of Zeolite Science and Technology,
Auerbach, S. M.; Carrado, K. A.; and Dutta, P. K., Editors, Chapter 23, pp. 1105–1140. New York:
Marcel–Dekker (2003).
[40] Kärger, J.; Vasenkov, S.; and Auerbach, S. M. “Diffusion in Zeolites.” In Handbook of Zeolite Science
and Technology, Auerbach, S. M.; Carrado, K. A.; and Dutta, P. K., Editors, Chapter 10, pp. 341–422.
New York: Marcel–Dekker (2003).
[41] Ramanan, H.; Auerbach, S. M.; and Tsapatsis, M. “Predicting Benzene Fluxes in NaX Membranes from
Atomistic Simulations of Cooperative Diffusivites.” J. Phys. Chem. B 108 (44): 17179–17187 (2004).
[42] International Zeolite Association. “Database of Zeolite Structures.” http://www.iza-structure.org/
databases/.
[43] Xomeritakis, G.; Gouzinis, A.; Nair, S.; Okubo, T.; He, M.-Y.; Overney, R. M.; and Tsapatsis, M.
“Growth, Microstructure, and Permeation Properties of Supported Zeolite (MFI) Films and Membranes
Prepared by Secondary Growth.” Chem. Eng. Sci. 54 (15–16): 3521–3531 (1999).
[44] Xomeritakis, G.; Nair, S.; and Tsapatsis, M. “Transport Properties of Alumina-Supported MFI Mem-
branes Made by Secondary (Seeded) Growth.” Micropor. Mesopor. Mater. 38 (1): 61–73 (2000).
[45] Nair, S. Structure and Properties of Microporous Molecular Sieve Materials and Membranes. Ph.D.
Dissertation, University of Massachusetts Amherst (2002).
[46] Lai, Z.; Bonilla, G.; Diaz, I.; Nery, J. G.; Sujaoti, K.; Amat, M. A.; Kokkoli, E.; Terasaki, O.; Thompson,
R. W.; Tsapatsis, M.; and Vlachos, D. G. “Microstructural Optimization of a Zeolite Membrane for
Organic Vapor Separation.” Science 300 (5618): 456–460 (2003).
146
[47] Dong, J.; Wegner, K.; and Lin, Y. “Synthesis of Submicron Polycrystalline MFI Zeolite Films on Porous
Ceramic Supports.” J. Membr. Sci. 148 (2): 233–241 (1998).
[48] Dong, J.; Lin, Y. S.; Hu, M. Z.-C.; Peascoe, R. A.; and Payzant, E. A. “Template-Removal–Associated
Microstructural Development of Porous-Ceramic–Supported MFI Zeolite Membranes.” Micropor.
Mesopor. Mater. 34 (3): 241–253 (2000).
[49] Jeong, H.-K.; Lai, Z.; Tsapatsis, M.; and Hanson, J. “Strain of MFI Crystals in Membranes: An In Situ
Synchrotron X-ray Study.” Micropor. Mesopor. Mater. 84 (1–3): 332–337 (2005).
[50] Conner, W. C. “Apparatus and Method for Efficient Determination of Equilibrium Adsorption Isotherms
at Low Pressures.” United States Patent 5,637,810 (1995).
[51] Vallee, S. J. Microwaves and Sorption on Oxides: Surface Temperature and Adsorption Selectivity
Investigation. Ph.D. Dissertation, University of Massachusetts Amherst (2008).
[52] Chun, C. and Ham, Y. “Newton-Like Iteration Methods for Solving Non-Linear Equations.” Commu-
nications in Numerical Methods in Engineering 22 (5): 475–487 (2006).
[53] Press, W. H.; Teukolsky, S. A.; Vetterling, W. T.; and Flannery, B. P. Numerical Recipes in C: The Art
of Scientific Computing. Cambridge: Cambridge University Press, Second Edition (1992).
[54] Szostak, R. Handbook of Molecular Sieves: Principles of Synthesis and Identification. London:
Springer, Second Edition (1992).
[55] Sweatman, M. B. and Quirke, N. “Characterization of Porous Materials by Gas Adsorption: Comparison
of Nitrogen at 77 K and Carbon Dioxide at 298 K for Activated Carbon.” Langmuir 17 (16): 5011–5020
(2001).
[56] Skoulidas, A. I. and Sholl, D. S. “Molecular Dynamics Simulations of Self-Diffusivities, Corrected
Diffusivities, and Transport Diffusivities of Light Gases in Four Silica Zeolites To Assess Influences of
Pore Shape and Connectivity.” J. Phys. Chem. A 107 (47): 10132–10141 (2003).
[57] Beerdsen, E.; Dubbeldam, D.; and Smit, B. “Loading Dependence of the Diffusion Coefficient of
Methane in Nanoporous Materials.” J. Phys. Chem. A 110 (45): 22754–22772 (2006).
[58] Saito, A. and Foley, H. C. “Curvature and Parametric Sensitivity In Models for Adsorption in Microp-
ores.” AIChE J. 37 (3): 429–436 (1991).
[59] Quantachrome Instruments. AUTOSORB-1 AS1Win Version 1.50 Operating Manual. Quantachrome
Instruments, Boynton Beach, FL (2004).
[60] Barrett, E. P.; Joyner, L. G.; and Halenda, P. P. “The Determination of Pore Volume and Area Distri-
butions in Porous Substances. 1. Computations from Nitrogen Isotherms.” J. Am. Chem. Soc. 73 (1):
373–380 (1951).
[61] Kyriakou, G. and Theocharis, C. R. “The Anomalous Sorptive Behaviour of ZSM-5 and Silicalite-1:
Observation of Low-Pressure Hysteresis in Nitrogen Adsorption.” In Characterization of Porous Solids
VI, Rodríguez-Reinoso, F.; McEnaney, B.; Rouquerol, J.; and Unger, K., Editors, Volume 144 of Stud.
Surf. Sci. Catal., pp. 709–716 (2002).
[62] Müller, U. and Unger, K. K. “Sorption Studies on Large ZSM-5 Crystals: The Influence of Aluminium
Content, the Type of Exchangeable Cations, and the Temperature on Nitrogen Hysteresis Effects.” In
Characterization of Porous Solids, Volume 39 of Stud. Surf. Sci. Catal., pp. 101–108 (1988).
[63] Llewellyn, P. L.; Coulomb, J. P.; Grillet, Y.; Patarin, J.; Lauter, H.; Reichert, H.; and Rouquerol, J.
“Adsorption by MFI-Type Zeolites Examined by Isothermal Microcalorimetry and Neutron-Diffraction.
1. Argon, Krypton, and Methane.” Langmuir 9 (7): 1846–1851 (1993).
147
[64] Llewellyn, P. L.; Coulomb, J. P.; Grillet, Y.; Patarin, J.; Lauter, H.; Reichert, H.; and Rouquerol, J.
“Adsorption by MFI-Type Zeolites Examined by Isothermal Microcalorimetry and Neutron-Diffraction.
2. Nitrogen and Carbon-Monoxide.” Langmuir 9 (7): 1852–1856 (1993).
[65] Sakthivel, A.; Huang, S.-J.; Chen, W.-H.; Lan, Z.-H.; Chen, K.-H.; Kim, T.-W.; Ryoo, R.; Chiang,
A. S. T.; and Liu, S.-B. “Replication of Mesoporous Aluminosilicate Molecular Sieves (RMMs) with
Zeolite Framework from Mesoporous Carbons (CMKs).” Chem. Mater. 16 (16): 3168–3175 (2004).
[66] Öhrman, O.; Hedlund, J.; Msimang, V.; and Möller, K. “Thin ZSM-5 Film Catalysts on Quartz and
Alumina Supports.” Micropor. Mesopor. Mater. 78: 199–208 (2005).
[67] van de Graaf, J. M.; van der Bijl, E.; Stol, A.; Kapteijn, F.; and Moulijn, J. A. “Effect of Operating Con-
ditions and Membrane Quality on the Separation Performance of Composite Silicalite-1 Membranes.”
Ind. Eng. Chem. Res. 37 (10): 4071–4083 (1998).
[68] van de Graaf, J. M.; Kapteijn, F.; and Moulijn, J. A. “Methodological and Operational Aspects of
Permeation Measurements on Silicalite-1 Membranes.” J. Membr. Sci. 144 (1–2): 87–104 (1998).
[69] Jareman, F.; Hedlund, J.; Creaser, D.; and Sterte, J. “Modelling of Single Gas Permeation in Real MFI
Membranes.” J. Membr. Sci. 236 (1): 81–89 (2004).
[70] Lai, Z. P.; Tsapatsis, M.; and Nicolich, J. R. “Siliceous ZSM-5 Membranes by Secondary Growth of
b-Oriented Seed Layers.” Adv. Funct. Mater. 14 (7): 716–729 (2004).
[71] Gump, C. J.; Tuan, V. A.; Noble, R. D.; and Falconer, J. L. “Aromatic Permeation Through Crystalline
Molecular Sieve Membranes.” Ind. Eng. Chem. Res. 40 (2): 565–577 (2001).
[72] Jeong, B.-H.; Hasegawa, Y.; Kusakabe, K.; and Morooka, S. “Separation of Benzene and Cyclohexane
Mixtures Using an NaY-Type Zeolite Membrane.” Separ. Sci. Technol. 37 (6): 1225–1239 (2002).
[73] Nikolakis, V.; Xomeritakis, G.; Abibi, A.; Dickson, M.; Tsapatsis, M.; and Vlachos, D. G. “Growth
of a Faujasite-Type Zeolite Membrane and Its Application in the Separation of Saturated/Unsaturated
Hydrocarbon Mixtures.” J. Membr. Sci. 184 (2): 209–219 (2001).
[74] Jeong, B.-H.; Hasegawa, Y.; Sotowa, K.-I.; Kusakabe, K.; and Morooka, S. “Separation of Mixtures of
Benzene and n-Alkanes Using an FAU-Type Zeolite Membrane.” J. Chem. Eng. Jpn. 35 (2): 167–172
(2002).
[75] Jeong, B.-H.; Hasegawa, Y.; Sotowa, K.-I.; Kusakabe, K.; and Morooka, S. “Vapor Permeation Prop-
erties of an NaY-Type Zeolite Membrane for Normal and Branched Hexanes.” Ind. Eng. Chem. Res.
41 (7): 1768–1773 (2002).
148
CHAPTER 5
HIGH-RESOLUTION PHYSICAL ADSORPTION ON SUPPORTED
BOROSILICATE MFI ZEOLITE MEMBRANES: COMPARISON WITH
POWDERED SAMPLES
This chapter was largely published as Paper IV (see List of Publications, page xxxiii), an article in The
Journal of Membrane Science. The authors of that article are Karl D. Hammond, Geoffrey A. Tompsett, Scott
M. Auerbach, and Wm. Curtis Conner, Jr. of UMass Amherst; and Mei Hong and John L. Falconer of the
University of Colorado at Boulder.
5.1 Introduction
Zeolites are crystalline silicates with regular arrays of nanometer-scale pores leading to a wide variety of
important applications involving the separation or preferential reaction of small molecules of different sizes
and shapes.[1] The MFI structure[2] in particular has been used both as a selective reaction environment, and as
a molecular sieve for energy-efficient separations.[1] Separations are most easily performed when the zeolite is
in the form of a membrane (a thin layer grown on a macroporous substrate). Design and optimization of such
separations benefit from understanding and modeling permeation in zeolite membranes. This in turn requires
accurate information about the adsorption properties of the membrane,[3] and possibly those of the support as
well.[4] It is, however, difficult to measure adsorption on membranes directly due to practical considerations
such as the rigid, high-aspect-ratio structure of membranes (see Chapter 3). Adsorption analyses on intact
membranes are nonetheless an important step in understanding the underlying permeation properties of the
materials. To address this, we have previously discussed adsorption studies (Chapter 4) on intact membranes
grown by secondary (seeded) methods popularized by Tsapatsis and coworkers.[5,6] In this study, we focus on
zeolite membranes formed by primary (unseeded) growth.[7,8] We are particularly interested in exploring the
importance of mesopore-sized defects in zeolite membranes prepared by these two methods.
Zeolite membranes are typically grown in one of two geometries when they are used in separations pro-
cesses: planar and tubular. In the planar arrangement, permeation occurs normal to the plane and the mixture
to be separated must be fed at the top or bottom of the supported membrane. In a tubular geometry, the
zeolite is typically grown on the inside or outside of the support tube and the mixtures to be separated are
fed to the interior of the tube. Permeation occurs in the radial direction. It is easier to grow membranes on a
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planar surface, but the tubular geometry is more often used in industrial applications because that geometry
is more suitable to handling and scale-up,[5] and because a tube has a higher surface-to-volume ratio than a
disk. Membranes are usually grown on the inside surface of the tube to protect the membrane itself during
handling. It should be noted, however, that the best geometry for industrial processes is a multi-channel
self-standing structure or a hollow fiber; these geometries give the maximum surface area over the smallest
volume. It is, however, much more difficult to grow membranes in these ways.
Zeolite membranes grown by unseeded techniques may contain defects (that is, non-zeolitic pores) due to
imperfect crystal intergrowth. These defects may affect transport, as they may allow permeation through non-
zeolitic pathways or preclude transport altogether through pore blocking. It has been shown that non-zeolitic
pores can be blocked by adsorbed species and/or expansion of the lattice due to adsorbed species.[9,10] We
expect that the size, quantity, and origin of these defects is different for membranes formed by primary growth
than for membranes formed by secondary (seeded) growth that have a more ordered micron-scale structure.[11]
Physical adsorption provides a relatively simple, non-destructive approach for quantifying defects less than
50 nm in diameter, and using small molecules such as nitrogen or argon should reveal the quantity and size
of defects in the mesopore range (2–50 nm[12]).
Due to the relatively large size of many zeolite membranes, however, it has been difficult to perform
physical adsorption experiments directly on intact membranes. Many methods utilized to date involve scrap-
ing, grinding, and/or cutting membranes by various methods[13–29] so that they can be analyzed by standard
adsorption measurements developed for powdered samples. These methods destroy the membranes for fu-
ture permeation studies and raise questions as to whether non-zeolitic porosity is created during the synthesis
procedure or generated by the membrane-destruction procedure.
Using the apparatus developed in Chapter 3, which employs a bolted stainless steel cup with a copper seal,
we have previously examined (Chapter 4) the adsorption properties of thin silicalite (Si-MFI) membranes on
thick alumina supports formed by secondary (seeded) growth[6] while leaving the membranes intact. One
would expect the presence of mesopores in these membranes, as their existence can be inferred from other
methods.[10,30,31] However, we found that the regions of the adsorption isotherm associated with surface cov-
erage and mesopore-filling are virtually identical for the corresponding samples of powder and membrane
for these zeolites. We have thus previously reported for the seeded zeolite membranes that (1) mesoporosity
is not evident in our adsorption measurements, and (2) these supported zeolite membranes can be well-
approximated as zeolite powder plus support for the purpose of understanding adsorption (see Chapter 4).
We now turn our attention to MFI membranes that are different from the previously studied membranes in
four ways: (1) formed by unseeded growth rather than seeded, secondary growth; (2) composed of borosilica
(nominal Si:B = 12.5:1) rather than pure silica; (3) relatively thick membranes (the membrane thickness is
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closer to that of the support); and (4) tubular rather than planar geometry. In this chapter, we explore whether
the conclusions from Chapter 4 remain valid for these MFI membranes, i.e., (1) Do these membranes exhibit
mesoporosity in their adsorption isotherms? (2) Can these supported B-ZSM-5 membranes be viewed as
equivalent to B-ZSM-5 powder plus support for the purpose of adsorption characterization? In this chapter,
we find that our previous conclusions remain largely valid for these relatively thick B-ZSM-5 membranes,
except for a measurable difference between supported membrane and powder in the micropore-filling region
of the isotherm. We will discuss origins for this difference, and we will also discuss recent permeation
measurements on these B-ZSM-5 membranes[9,10] that do suggest the presence of mesoporosity.
The next section of this chapter details the preparation of our zeolite membranes and the methods used to
measure the adsorption isotherms. In section 5.3, we will interpret our results, and in section 5.4 the findings
are summarized.
5.2 Experiments
5.2.1 Zeolite Membranes
Samples used in these experiments are borosilicate MFI (B-ZSM-5) membranes grown on the inner
surfaces of tubular, asymmetric supports. The supports, manufactured by Pall Corporation (Port Washington,
NY), are composed of α-alumina with an inner layer containing 200 nm pores with a void fraction of 0.35.
The two ends of the supports were sealed with a glaze (Duncan IN1001; Dogwood Ceramics, Gulfport, MS)
as described by Lin et al.[32] The glaze was then fired at increasing temperature with a final hold at 900°C for
30 min. with a heating and cooling rate of 0.02°C/s.
The membranes were grown on the inner surface of the tube by in situ crystallization as described by Tuan
and coworkers[8] (this procedure is also called unseeded growth or primary growth, referring to the fact that
seed crystals are not used). The gel composition for making the membranes was 4.44 TPAOH : 19.46 SiO2 :
1.55 B(OH)3 : 500 H2O, where Ludox (AS40, Aldrich) was used as the silica source, boric acid (99.999%,
Aldrich) was used as the boron source, and tetrapropylammonium hydroxide (TPAOH, 1 M aqueous solution,
Aldrich) was used as the structure-directing agent. The membranes were grown using several growth periods
to reduce the likelihood of pin-hole defects, i.e., defects that go all the way through the membrane. They
consequently consist of several layers.
We tested membranes grown by two synthesis procedures. The synthesis procedure for Sample BZ1 con-
sists of growing three layers, calcining, growing two more layers, and calcining again. The two calcinations
were performed at 480°C for 8 hours with heating and cooling rates of 0.01 and 0.018°C/s, respectively. The
weight change after each synthesis procedure is listed in Table 5.1.
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Table 5.1. Weight change after each procedure for membrane BZ1. Numbers in boldface are the masses used
to define the mass of the membranes.
Procedure Gross weight (g) Weight gain (g) Membrane weight (g)
Bare support 5.5185
First layer 5.6992 0.1807 0.1807
Second layer 5.8662 0.167 0.3477
Third layer 6.0759 0.2097 0.5574
First calcination 6.0007 −0.0752 0.4822
Fourth layer 6.2416 0.2409 0.7231
Fifth layer 6.4151 0.1735 0.8966
Second calcination 6.3976 −0.0175 0.8791
Table 5.2. Weight change after each procedure for membrane BZ5.
Procedure Gross weight (g) Weight gain (g) Membrane weight (g)
Bare support 5.4941
First layer 6.6463 1.1522 1.1522
Second layer 7.4383 0.792 1.9442
Calcination 7.2109 −0.2274 1.7168
The synthesis procedure for Sample BZ5, which consists of two layers followed by calcination, is similar
to that of BZ1 except that the membrane is only two layers thick, the outside of the support was wrapped with
Teflon tape, and the autoclave was completely filled with the synthesis gel. The autoclave was horizontal and
rotated at about 120 rpm during synthesis. The membrane was calcined at 480°C for 8 hours with heating
and cooling rates of 0.01 and 0.018°C/s. The membrane weight gain is shown in Table 5.2.
5.2.2 Adsorption Equipment
Prior to characterization by physical adsorption, samples were placed in an adsorption vessel as described
in Chapter 3, which employs a resealable stainless steel container large enough to hold the sample without
having to cut or otherwise damage it. The container was sealed with a copper gasket and evacuated using a
turbomolecular pump. Samples were heated gradually over the course of about four to five hours to 300°C.
Each sample was maintained at this temperature for 24 hours or more, then cooled to room temperature over
the course of four to five more hours. The container was then cooled below −100°C very slowly by placing the
nitrogen bath under the sample such that the sample was cooled by the air over the bath. Once the container
had cooled as much as possible in this manner, the sample container was immersed in the nitrogen bath to
its final temperature (−196°C). We used this slow cooling procedure to minimize damage to the membranes
caused by rapid changes in temperature.
Adsorption and desorption isotherms were measured at the boiling point of nitrogen (77 K) using ad-
sorption equipment as described by Vallee,[33] which employs a volumetric dosing system and two pressure
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transducers with ranges of 0–1000 Torr and 0–2 Torr on the adsorption manifold. Nitrogen and argon were
used as adsorbates, and a constant level of the liquid nitrogen bath was maintained during all measurements.
Dead space measurements were conducted using helium; saturation pressures were determined by condensing
or subliming adsorbate in the sample container at the end of the experiment. All gases used in the experiments
are ultra-high purity (Merriam–Graves Corporation; Charlestown, New Hampshire).
5.2.3 X-ray Diffraction
We analyzed the X-ray diffraction pattern of membrane sample BZ5 after adsorption analysis by scoring
and breaking the tube, filing the zeolite to obtain a smooth surface, and placing the fragment in the spectrom-
eter. The spectrometer is a Philips X’Pert Professional model with a wavelength of 1.64 Å. A slit width of
0.5° on the source and detector was used to obtain scans from 2 θ = 5° to 50° using an accelerator.
5.3 Results and Discussion
5.3.1 X-ray Diffraction
The X-ray diffraction pattern of borosilicate ZSM-5 powder is shown in Figure 5.1, and the pattern from
the membrane sample is shown in Figure 5.2. The similarity of these diffraction patterns to each other and
to MFI standards[2] indicates that the membranes are indeed orthorhombic ZSM-5 and that the crystals have
no preferred orientation. This serves as confirmation of the results from scanning electron micrographs[34]
which showed micrometer-scale crystals with little or no preferred orientation for membranes made by the
same procedure. These patterns are characteristic of the orthorhombic symmetry phase of the MFI crystal
structure.[35] Scanning electron micrographs (not shown) indicate a broad range of powder particle sizes
with a mean of 0.4 µm and a standard deviation of 0.3 µm. It is essentially impossible to extract a surface
area from microporous materials—powder or membrane—as the classic BET analysis[36] is inapplicable (see
section 2.1.3.1.2).
5.3.2 Adsorption
Adsorption isotherms of zeolite powder prepared under the same conditions are overlayed with the iso-
therm of the membranes in Figure 5.3. The mass of the zeolite in the membrane is determined by the weight
gain during the synthesis procedure. The support’s surface area is so low that almost no gas adsorbs on it com-
pared to the amount adsorbed on the zeolite (Figure 5.4). Furthermore, the pores in the support (∼200 nm)
do not fill until relative pressures of 0.995 or greater. Experimental error at P/P0 > 0.995 precludes accurate
measurements of pore sizes greater than 50 nm. The extremely low amount adsorbed by the support and the
large size of the pores in the support mean that surface diffusion is wholly controlled by the zeolite layer. This
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Figure 5.1. X-ray diffraction pattern of calcined B-ZSM-5 powder (top) and orthorhombic MFI (bottom,
from the International Zeolite Association[2]).
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Figure 5.2. X-ray diffraction pattern of calcined B-ZSM-5 membrane BZ5.
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Figure 5.3. Argon adsorption isotherms at 77 K of B-ZSM-5 powder and the intact supported membrane
BZ1. A logarithmic pressure scale is used in the bottom figure to show the micropore-filling region, and
the derivative (using centered finite differences) of the isotherm is plotted on the right-hand vertical axis to
illustrate the difference in slope.
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Figure 5.4. Adsorption isotherm at 77 K of a bare support using argon as the adsorbate. The very small
quantity adsorbed means that the contribution from the support to the adsorption isotherm is negligible for
these supported membranes.
result is in contrast to our study of very thin seeded-growth membranes on planar supports (Chapter 4), where
we found that the support dominated the quantity adsorbed at moderate to high pressures and was therefore
presumed to be much more important to surface diffusion. Knudsen and bulk diffusion are believed to be
important in the support, however, so the overall diffusion resistance in the support should be modeled by a
non-surface mechanism such as that employed by Pera-Titus et al.[37]
5.3.2.1 Argon Isotherms
The powder isotherms (Figures 5.3 and 5.5) are in broad agreement with that reported by Borghard and
coworkers[38] for argon on ZSM-5 at 77 K; the isotherm slopes gradually upwards as P/P◦ increases between
10−5 and 10−4. Similar physical adsorption behavior is also observed for silicalite (pure-silica MFI; see
Chapter 4). Figure 5.5 shows that the slope at each value of the relative pressure is approximately the same
between the all-silica and boro-silica powders.
The strong similarity of the powder and membrane isotherms in the pressure domain of 0.05 < P/P◦ < 1
(Figure 5.3a) indicates that the zeolite in the membrane is nearly identical to the powder for the purposes
of external (non-micropore) surface area. The lack of hysteresis in the membrane isotherms suggests that
very few mesopores (pores 2–50 nm in radius) were created by the growth procedure. This conclusion is
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Figure 5.5. Comparison of silicalite powder and borosilicate ZSM-5 powder for argon adsorption at 77 K.
Note the similarity in slope despite the slightly increased volume adsorbed per gram zeolite in silicalite.
supported by the pore size distributions (not shown) that were extracted from the adsorption isotherms. This
indicates that any mesopores present are very few in number. These observations are similar to those for
the seeded-growth membranes discussed in Chapter 4. However, recent permeation studies have shown that
such mesopores—despite their sparse distribution—may have measurable impacts on permeation and can
even be opened and closed by filling or emptying the zeolite pores.[9,10] This observation also raises the issue
of whether the presence of non-zeolitic porosity is influenced by the cryogenic temperatures under which
adsorption isotherms are measured.
In the low-pressure region (P/P◦ < 10−4) of the isotherm, however, we observe clear differences in the
slope of the adsorption isotherm between the membrane and powder isotherms. This increased steepness in
the membrane isotherm translates to a smaller increase in pressure for a given change in concentration. If
we express the Fick diffusion coefficient as D = ÐΓ = Ð ∂ log P
∂ log C , where Ð is the Maxwell–Stefan diffusion
coefficient,[3,39] the increased steepness of the isotherm translates to a smaller Fick diffusion coefficient for
argon. In particular, the slope of the membrane isotherm in the micropore-filling region is 4–5 times greater
than that for B-ZSM-5 powder. A similar effect was observed for argon adsorption on one variety of planar
silicalite membranes (see Chapter 4), though the effect was less pronounced than the one observed here.
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The observed increase in isotherm steepness for these membranes could be due to several factors. One is
structural flexibility (or lack thereof) of the membrane crystals relative to those in the powder. In a powder,
crystals filled with adsorbate may expand or contract more than they can in membranes due to the empty
spaces between the powder grains. This flexibility may cause the local host-guest interactions to change as
a function of how much is adsorbed. A flexible structure would adjust to the presence of higher levels of
adsorbate—as the pressure increases, the tendency of the adsorbate to densify in the pores is partially offset
by expansion of the adsorbent (in this case, the zeolite). In a more rigid structure, such as an incipient-
growth membrane where the crystals are touching one another, the structure may not flex as much to offset
an increase in adsorbate density. This means the effective distribution of pores is narrower (since there is no
room for expansion), and therefore the quantity adsorbed would increase more abruptly with pressure. The
hypothesis that lattice expansion influences the phase transition in silicalite was also put forth by Pellenq
and Nicholson,[40] who concluded that “a small expansion of the adsorbent would enable further molecules
to squeeze into the cavities, the increase in lattice energy being compensated by a reduction in adsorbate
energy. . . . In some cases, distortion of the framework does not lower the overall free energy and its structure
is not modified at high loading.” Douguet and coworkers[41] noted that the zeolite framework seems to be
affected similary by adsorbed argon at 77 K and p-xylene at room temperature. They also noted a “striking
analogy” between adsorption isotherms for argon at 77 K and p-xylene at 195 K, and noted the fact that
adsorption of methane at 77 K and cyclohexane at 300 K did not present stepped isotherms and did not alter
the zeolite structure. We similarly conclude that argon interacts sufficiently with the zeolite to be affected by
lattice (in)flexibility. This is not to say that the lattice is completely inflexible in these membranes, however.
Indeed, Yu and coworkers[9] have previously demonstrated that the framework is flexible in MFI membranes
grown by a similar technique. In situ NMR spectroscopy and/or X-ray and neutron scattering could, in
principle, be used to test whether decreased lattice flexibility is correlated with increased steepness of the
isotherms.
Another possible explanation of the steepness discrepancy is kinetic. We are operating under the assump-
tion that the isotherms shown are indeed equilibrium curves. It is possible, however, that the observed curves
are in fact metastable or even non-equilibrium phenomena. The latter would occur if the rate of diffusion of
adsorbate through the zeolite membrane at 77 K is very slow, such that the pressure change due to adsorp-
tion/densification of additional material in the micropores was too small to be detected by the instrumentation
on the time scale of the experiment. For points in the micropore adsorption region, this amounts to a decrease
of about 0.0005 Torr over the course of 15 minutes (a point is only taken if the pressure has been constant
within the precision of the measurement for at least 15 minutes in the low pressure region). Such diffusion
limitations could delay the apparent onset of the increase in quantity adsorbed, making the isotherm steeper
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since thermal and chemical equilibria are established much faster at higher pressures. A reasonable estimate
of the characteristic time is L2c/(6D), where D is the diffusion coefficient and Lc is the characteristic length.
Assuming the diffusion coefficient for condensed phases in zeolite pores is on the order of 10−7 m2/s,[42] then
for powders with particle sizes on the order of 0.4 µm the characteristic time is on the order of 10−7 seconds.
For a membrane 1 mm thick, the characteristic time increases to on the order of one second. The fact that
these numbers differ by a factor of a million may indicate that diffusion limitations are much more significant
in thick membranes, though both of these times are still far less than the time scale of the experiment where
the time between data is on the order of one hour.
Testing whether measured isotherms are in fact equilibrium curves can be difficult. If the isotherm ever
sloped backwards, it would indicate equilibrium had not been established, but this behavior is not evident in
our experiments. The fact that the shape is repeatable means that any non-equilibrium behavior is consistent
from one experiment to another, though this is also insufficient to ensure equilibrium.
One might test for metastability by measuring a desorption isotherm in the micropore-filling region. If the
resulting desorption isotherm returned to the orignal (adsorption) isotherm, it would indicate that equilibrium
was probably established. If, however, hysteresis occurs, it would indicate that long-lived non-equilibrium or
metastable states may be responsible for the difference. Unfortunately, desorption in micropores is in general
very slow—much slower than adsorption—due to the heat required to desorb. This problem is made worse
at low densities, where heat and mass transfer are slow. In addition, dosing at low pressures is very difficult
because the maximum change in pressure for a dose is the actual value of the pressure (0.01 Torr or below
in this region). For all of these reasons, high-resolution desorption isotherms are rarely if ever performed.
With the information available to us, we conclude that the resulting isotherms indicate a difference in lattice
flexibility. The rigidity of the membrane-bound zeolite crystals imposed by the physical contact between
them causes a more precipitous change in the amount adsorbed as a function of pressure.
5.3.2.2 Nitrogen Isotherms
Nitrogen isotherms of the borosilicate membranes examined here show remarkably little difference from
those of a boron-MFI powder synthesized under the same conditions (Figure 5.6) and to the adsorption
isotherms on B-ZSM-5 powders published by Ruren and Wenqin.[43] This supports the conclusion drawn
above of negligible mesoporosity in these materials, at least with respect to adsorption characterization at
77 K.
The one thing that is remarkably absent from the nitrogen isotherm is hysteresis between relative pressures
of 0.1 and 0.2 (see Figure 5.6). This loop is usually observed in adsorption on MFI powders,[44–47] and is
indeed seen in Figure 5.6 for the silicalite powder sample. This loop is not linked to pore-filling in the
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traditional sense. It has been attributed instead to phase transitions either in the adsorbed phase (from liquid-
like to solid-like[48]) or in the adsorbent (from a crystal with monoclinic symmetry to one with orthorhombic
symmetry[48,49]). The loop’s shape is affected by Si:Al ratio,[45,50] and to a lesser extent by crystal size.[45]
Kyriakou and Theocharis[46] also found that the loop’s presence or absence is influenced by cation exchange
for the MFI samples (Si:Al = 120:1) they studied. Mentzen and coworkers[51] found that the orthorhombic–
monoclinic phase transition has a lower enthalpy change at low Si/Al ratios, and a survey of various reports
of adsorption on ZSM-5 and silicalite indicates that the loop disappears when the Si:Al ratio drops below
30:1.[44,45,50,52–54] We presume that a similar trend holds for the Si:B ratio as well. As such, the absence of
this loop in the membranes analyzed here (Si:B = 12.5:1 from synthesis conditions, which has been shown to
produce a similar ratio in the zeolite itself by elemental analysis[8]) is not entirely surprising. The question of
why this loop is absent in other membranes and self-supporting silicalite structures[22–24] (see also Chapter 4)
that contain only trace amounts of either aluminum or boron remains a mystery.
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5.4 Summary and Conclusions
We measured the nitrogen and argon adsorption isotherms on intact supported B-ZSM-5 membranes.
We found that the adsorption isotherms are nearly identical to those of zeolite powders throughout most of
the adsorption isotherm. This means that for most regions of the isotherm, using powder adsorption data to
model membrane permeation is a good approximation. The only differences we find are differences in the
slope of the argon adsorption isotherm in the micropore-filling region, indicating that there may be subtle
differences in how the pores fill with argon. Due to equipment precision, it remains unclear whether this
effect exists in the nitrogen isotherms as well. This may indicate a change in lattice flexibility from powders
to membranes, or a difference in the samples’ structure between room temperature and the temperature at
which measurements are taken (77 K). The isotherms reveal no hysteresis and hence no mesoporosity in the
membrane or support—at least, no mesoporosity at volumes high enough for detection by physical adsorption
at 77 K.
In contrast to our adsorption studies that find no evidence of mesoporosity in these supported B-ZSM-5
membranes, previous permeation studies[9,10] on membranes made by the same techniques exhibit mixture
permeation behavior consistent with the presence of mesopores. This intriguing discrepancy suggests a useful
model of the Fick diffusion coefficient (D), which can be expressed[39] as a product of the Maxwell–Stefan
diffusion coefficient (Ð) and a thermodynamic factor
(
Γ =
∂ log P
∂ log C
)
controlled solely by adsorption. Evidently,
a small number of mesopores in a zeolite membrane can influence the Maxwell–Stefan diffusion coefficient
in a measurable way, but the same mesopores may have no measureable effect on the thermodynamic factor.
This conclusion applies to both primary and secondary growth techniques, and to both the thin and thick
membranes we have studied (cf. Chapter 4). The only modification for thin membranes is that the support
must be taken into account when determining the adsorption capacity of the supported membrane. Future
studies on other kinds of membranes with multiscale porosity are required to determine whether this picture
is generally applicable.
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CHAPTER 6
THE SPECTROSCOPIC SIGNATURE OF NITROGEN-SUBSTITUTED
ZEOLITES
Portions of this chapter were published as Paper V (see List of Publications, page xxxiii), a rapid com-
munication in The Journal of the American Chemical Society. Authors of that communication were Karl D.
Hammond, Geoffrey A. Tompsett, Vishal Agarwal, W. Curtis Conner, Jr., and Scott M. Auerbach of UMass
Amherst; and Fulya Dogan and Clare P. Grey of Stony Brook University (part of the SUNY system). Experi-
mental NMR spectra were collected by F. Dogan at Stony Brook University.
6.1 Introduction
Nanoporous acid catalysts such as zeolites form the backbone of catalytic technologies for refining
petroleum (see Chapter 1). With the promise of a biomass economy, however, new catalyst systems will
have to be discovered, making shape-selective base catalysts especially important because of the high oxygen
content in biomass-derived feedstocks. Strongly basic zeolites are attractive candidates, but such materials are
notoriously difficult to make due to the strong inherent acidity of aluminosilicates. Several research groups
have endeavored to produce strongly basic zeolites by treating zeolites with amines,[1–4] but to date there has
been little compelling evidence that nitrogen is incorporated into zeolite frameworks. This chapter discusses
the possibility of using NMR spectroscopy, the 29Si MAS NMR spectrum in particular, as a 
 for nitrogen in the zeolite framework, as well as the modeling necessary to establish the values of
the chemical shift.
6.2 Modeling NMR Spectroscopy
The general theory of nuclear magnetic resonance spectroscopy as it applies to this discussion and specific
concerns with modeling NMR spectroscopy in zeolites are discussed in Chapter 2. This section discusses
more practical considerations in NMR modeling.
6.2.1 Reference Molecules
The standard reference molecules sanctioned by the IUPAC are invariably liquids,[5] as NMR spec-
troscopy is most commonly used for molecules in solution. This brings up the problem of what to do when
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Scheme 6.1. Reference molecules used for experimental 1H, 13C, and 29Si NMR studies. DSS and DSA are
typically limited to aqueous solutions, since TMS does not dissolve in water.
the reference molecule does not dissolve in the solvent you wish to use—for example, tetramethylsilane
(TMS) in water—as well as what to do when comparing calculated chemical shifts (which are done in the
gas phase by necessity) with experiment. The former problem is circumvented for 1H, 13C, and 29Si NMR by
using an alternate reference molecule that looks like TMS on one end but has a hydrophilic “tail” that allows
the molecule to dissolve in water. Two choices are typically used: 4,4-dimethyl-4-silapentane-1-sulfonate
(DSS),[6] and 4,4-dimethyl-4-silapentane-1-ammonium trifluoroacetate (DSA).[7] Both of these molecules
plus TMS are shown in Scheme 6.1. The chemical shifts of these molecules are near enough to TMS when
they are in the same solvent that it is tacitly assumed they are the same (δ = 0). The second problem—what
to when comparing calculated values to experiment—can be resolved by simulating the reference molecule
as well as the molecule of interest. However, electronic structure calculations are performed on isolated
molecules or possibly inside solids—not on liquids. A secondary reference is therefore necessary.
There are several choices for secondary 29Si chemical shift standards that have been defined in the litera-
ture. Many of these are listed in Table 6.1. It should be noted that regardless of which reference one chooses
from Table 6.1, the relative spacings will not change. Recall the definition of the chemical shift in terms of
the absolute shielding from section 2.6.2.4,
δ =
σref − σ
1 − σref + δref ≈ σref − σ + δref. (2.82)
Since σref is on the order of 100 ppm (30 ppm for 1H NMR), the approximation is good to about three decimal
places, so no change in σref will alter the relative spacings.
It may seem like the plethora of reference molecules available means the chemical shift calculations
are inaccurate—and it does. However, the relative spacings (values of δ1 − δ2) are typically much more
accurate than the absolute values or even the absolute chemical shifts. As such, relative agreement is to be
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Table 6.1. Secondary NMR standards.
Nuclei Standard 2◦ Ref. σstd − σ (expt.; ppm) Ref.
1,2H TMS (`) TMS (g) 0
SiH4 (g) 5.150 8
CH3OH (g) 0.0197 9
13C TMS (`) TMS (g) 0
CO (g) 1.00 ± 1.2 10
14,15N CH3NH2 (aq) NH3 (g) −400.34 11
17O H2O (`) H2O (g) −36.1 12
27Al Al(NO3)3 (aq) Al(H2O)3+6 (g) 0
[Al(CH3)3]2 (g) 156 13
29Si TMS (`) TMS (g) 0
α-quartz (s) −107.6 14
−107.4 15
siliceous-SOD (s) −116.2 16
Si(OH)4 (g) −72.0 17,18
SiH4 (g) −104.34 8
Table 6.2. Values of the 29Si chemical shift of various reference molecules, using each of those molecules
as the reference. The chemical shift in each cell is δi j = σi − σ j + δi. The spread in each column gives
an indication of how much error exists in the calculation of shielding constants, and in some cases in the
experimentally reported values as well. All values calculated using GIAO:B3LYP/cc-pVTZ. For comparison,
TMS, DSS, and DSA (three chemical shift references, all assumed to be at δ = 0) have calculated shieldings
of 0 ppm, −0.42 ppm, and −4.85 ppm, respectively.
TMS SiH4 Si(OH)4 SOD quartz
TMS 0.00 −105.86 −63.87 −112.26 −104.36
SiH4 1.52 −104.34 −62.35 −110.74 −102.84
Si(OH)4 −8.13 −113.99 −72.00 −120.39 −112.49
SOD −3.94 −109.80 −67.81 −116.20 −108.30
quartz −3.24 −109.10 −67.11 −115.50 −107.60
expected if the NMR calculation has any bearing on the real system, but absolute agreement is typically
somewhat fortuitous. It is therefore acceptable (though not preferable) to simply set the zero of chemical
shift to make one known peak in the calculated spectrum appear at the “correct” position, provided this is
stated explicitly. Table 6.2 shows a comparison of chemical shifts calculated using each reference molecule
at GIAO:B3LYP/cc-pVTZ. If there were no errors in the calculation, each column would contain identical
numbers, and each row would be the same as the one below it. The skew in these numbers gives an example
of the error inherent in the calculations of the absolute chemical shifts.
I recommend using gaseous silane (SiH4) as a secondary reference for 29Si chemical shifts for two reasons.
First, it (perhaps fortuitously) gives good agreement with experiment for FAU-type zeolites. Second, and
more importantly, the authors of the study that originally recommended silane as a reference for absolute
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Table 6.3. Comparison of substitution energies for small molecules. Reactions shown are the model com-
pounds H3SiOSiH3 + NH3 → H3SiNHSiH3 + H2O and (OH)3SiOSi(OH)3 + NH3 → (OH)3SiNHSi(OH)3 +
H2O and related reactions. Ammonia is an implicit reactant.
∆E (kJ/mol)
Reactant Product 1 Product 2 HF/6-31G(d)
HF/
cc-pVTZ
HF/aug-cc-
pVQZ
B3LYP/
cc-pVTZ
H3SiOSiH3 H3SiNHSiH3 H2O 118.2 109.9 112.0 98.1
H3SiOSiH3 H3SiNH2 H3SiOH 76.2 70.0 72.5 57.7
H3SiOSiH3 H3SiOSiNH2 H2 −28.7 −31.4 −31.5 −40.4
NMR chemical shift[8] were extraordinarily careful to use very accurate calculations in the computation of
the absolute shielding (and therefore the conversion factor between σ and δ for silane is correspondingly
more trustworthy).
6.2.2 Choice of Theory and Basis Set
Corma and coworkers[19] performed a study in which the substitution energies of small molecules such
as disilyl ether (H3SiOSiH3) were calculated with Hartree–Fock theory. Their calculations [HF/6-31G(d)]
and my own [HF/6-31G(d)] yield identical values.(1) A comparison of energies calculated at HF/6-31G(d),
HF/cc-pVTZ, HF/aug-cc-pVQZ, and B3LYP/cc-pVTZ are shown in Table 6.3. The differences in these values
(from 118 to 112, for example) indicate the presence of some basis set incompleteness error. The B3LYP
values, which in principle include some electron correlation, should be better estimates of the actual reaction
energies. The fact that the surface substition (H3SiOSiH2NH2) has a negative energy of reaction suggests that
surface sites are easily substituted. However, the endoergic(2) nature of this reaction comes primarily from
the difference between Si–H and Si–N bonds; if the surface is covered in hydroxides instead of hydrides, this
effect goes away. For example, the energy change due to the reaction Si(OH)4 + NH3 → Si(OH)2NH2 + H2O
is ∆E = 58.5 kJ/mol using B3LYP/cc-pVTZ.
6.2.3 Silicon NMR of Small Model Molecules
Our first step in determining an NMR-based spectroscopic signature for nitrided zeolites(3) is to develop a
benchmark against which to compare the calculated chemical shift values. This is most easily done with small
(1)That is, their results are reproducible, which is always comforting.
(2)The term  means “energy from within.” It is exactly the same thing as , except that it implies nothing about
heat. Since we have not done a vibrational correction here, endoergic is the best we can say. Some authors prefer the terms 
and  in place of  and .
(3)Other than browsing the literature, of course
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Table 6.4. 29Si NMR chemical shifts for Si–N bonds. All molecules optimized at B3LYP/6-311+G(2d,p).
NMR calculations using the same basis set and both CSGT (Continous Set of Gauge Transformations) and
GIAO (Gauge-Including Atomic Orbital) theories. Basis set: B3LYP/6-311+G(2d,p) for both optimization
and NMR. δ = σSiH4 −σ+δSiH4 (ppm). Using δ = σTMS−σ adds 3.85 ppm to all CSGT values and 6.16 ppm
to all GIAO values.
Experimental Calculated (this work)
Compound δ (expt.) Ref. (GIAO) (CSGT)
N[CH(CH3)2](SiH3)2 −48.8 20 −45.8, −59.2 −47.0, −60.3
N[C(CH3)3](SiH3)2 −50.6 20 −51.8 −52.7
Me2(Me3SiO)SiNH2 −10.45 21 −2.1 −5.8
Me(Me3SiO)2SiNH2 −44.53 21 −37.5 −41.4
(Me3SiO)3SiNH2 −84.28 21 −80.6 −83.9
(Me3SiO)2Si(NH2)2 −65.52 21 −64.0 −67.2
(Me3SiOSiMe2)2NH −12.21 21 −1.8, −10.0 4.4, −3.6
Me3SiNHSiMe3 2.3 22 8.5 5.7
(Me2HSi)2NH −11.1, −13.5 23 −7.6, −8.3 −10.7, −11.5
SiH3NH2 −56.6 (calc) 24 −52.2 −54.3
molecules containing both silicon and nitrogen. The chemical shifts of several organosilanes and organosi-
lylamines are included in Table 6.4. The agreement is reasonable at B3LYP/6-311+G(2d,p), and gets even
better with B3LYP/cc-pVTZ (not shown) and larger basis sets. This is fairly surprising agreement, given the
circumstances.
6.3 Location of Nitrogen Substitution
Our initial studies of nitrogen substitution focused on the MFI structure, one of the most studied frame-
works and the framework type for such important materials as ZSM-5 and silicalite-1. The orthorhombic
(high-temperature, as-synthesized) MFI framework has twelve symmetrically inequivalent tetrahedral (T)
sites, usually occupied by silicon or aluminum atoms; and 24 distinct dihedral (D) sites, usually occupied by
oxygen atoms. Each of the oxygen sites is accessible either via the zig-zag channels (a-axis) or the straight
channels (b-axis); lists of which T sites are connected to which D sites and the channels those atoms touch
are given in Table 6.5. This connectivity means that there is probably no site this is inaccessible for substi-
tution. A recent study by Wu and coworkers[30] did, however, find some preference in terms of the energy of
substitution at each oxygen site (see section 2.6.3, page 74). Unfortunately, the 12 distinct tetrahedral sites
of MFI, times five possible aluminum environments (0, 1, 2, 3, and 4 second-nearest neighbor aluminum
atoms) require over 60 different silicon environments just to model the NMR spectrum of the unsubstituted
material (see Chapter 7). The FAU framework, which contains Zeolite X, Zeolite Y, and several others (see
Chapter 1), is therefore a much more logical starting point. The FAU framework has only four distinct D sites
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Table 6.5. Crystallographically distinct sites of orthorhombic silicalite-1 (MFI structure). The numbering
scheme is consistent with that devised by Olson,[25] which was also used by Lermer,[26] van Koningsveld,[27,28]
and Smirnov.[29] Primes (′) indicate that the atom is connected to the channel but is not part of the ring.
Silicon # Channels Nearest Neighbors
Si1 a, b O1, O15, O16, O21
Si2 a, b O1, O2, O6, O13
Si3 a, b O2, O3, O19, O20
Si4 a O3, O4, O16, O17
Si5 a, b O4, O5, O14, O21
Si6 a, b O5, O6, O18, O19
Si7 a, b O7, O17, O22, O23
Si8 b O7, O8, O12, O13
Si9 a, b O8, O9, O18, O25
Si10 a O9, O10, O10, O26
Si11 b O10, O11, O14, O22
Si12 a, b O11, O12, O20, O24
Oxygen # Channels Nearest Neighbors
O1 a, b Si1, Si2
O2 a, b Si2, Si3
O3 a Si3, Si4
O4 a Si4, Si5
O5 a, b Si5, Si6
O6 a Si2, Si6
O7 a′, b Si7, Si8
O8 b Si8, Si9
O9 a Si9, Si10
O10 a Si10, Si11
O11 a, b Si11, Si12
O12 a′ Si8, Si12
O13 b Si2, Si8
O14 b Si5, Si11
O15 a Si1, Si10
O16 b′ Si1, Si4
O17 a, b′ Si4, Si7
O18 a, b Si6, Si9
O19 b Si3, Si6
O20 a, b Si3, Si12
O21 a, b Si1, Si5
O22 a, b Si7, Si11
O23 a, b Si7
O24 a, b Si12
O25 a, b Si9
O26 a, b′ Si10
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and one distinct T site, making for only five possible environments in the untreated material. This makes for
far fewer computations.
6.4 The Spectroscopic Signature of Nitrogen-Substituted Y Zeolite
Amine-substituted zeolites were fabricated by exposing Y zeolite (nominal Si/Al = 2.55, Zeolyst) to
dry ammonia at 850°C for 8 h in a flow-through quartz tube furnace. Powder X-ray diffraction (not shown)
confirms that the material maintains an FAU structure with a high degree of crystallinity. Solid state (MAS)
29Si NMR spectra were measured using an 8.47 T spectrometer (νL = 360 MHz). The presence of nitrogen in
ammonia-treated samples was confirmed by elemental analysis and energy dispersive X-ray (EDX) analysis.
We measured IR spectra of treated and untreated samples (SI); broad bands in the 800–1000 cm−1 range
obscure unambiguous assignments of Si–N vibrations.
Quantum calculations were performed with G Development Version[31] on clusters containing
14 T (Si, Al) atoms. Such clusters contain at least three “layers” of atoms around the central atoms in
the cluster, which is sufficient to converge the shielding constants (σ) and chemical shifts (δ) with respect
to system size.[18] Each cluster is terminated by OH groups, and all terminal OH groups and any atoms
bound to two or more OH groups were frozen at their crystallographic coordinates. Terminal hydrogens were
placed along O–Si* bonds pointing to missing Si* atoms by running an ONIOM[32] calculation [B3LYP/
6-311G(d,p):UFF];(4) this puts the hydrogen atoms along the cleaved Si–O bond approximately 0.86 Å
from the oxygen atom. All calculations were performed with the B3LYP hybrid exchange-correlation func-
tional.[33–36] Geometries were optimized using the 6-311G(d,p) basis set;[37,38] magnetic shielding constants
were then computed with gauge-including atomic orbitals (GIAO; see section 2.4.4.4) using the cc-pVTZ
basis set.[39–41] The chemical shift was determined by subtracting the shielding constants from those of silane
and then applying the experimental chemical shift of −104.34 ppm for silane relative to neat liquid tetram-
ethylsilane (TMS).[8]
The 29Si chemical shifts of some of the clusters and the energy changes due to the addition of ammonia
and loss of water are presented in Table 6.6. The reaction energies listed are changes in the electronic energy
only; no correction for zero-point energy, thermal energy, or entropy has been applied. These corrections are
likely small compared to the reaction energies considered. Adding nitrogen to a siliceous site is endoergic by
≈ 100 kJ/mol. Substituting nitrogen adjacent to an aluminum atom, however, only requires about 35 kJ/mol.
The reaction at the cluster surface, where terminal OH is replaced by NH2, leads to a reaction energy of
(4)The use of the poorly documented keyword iop(1/33=1) will tell G to turn on some debugging information, including the
locations of the linker hydrogen atoms. Enter the key word, run the simulation, abort it after the UFF energy calculation finishes, and
grab the coordinates. The output file will be too large to store if you run the entire calculation with iop(1/33=1) in place.
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Table 6.6. Changes in electronic energy (∆E) between FAU clusters and their 29Si chemical shifts. Energies
include ammonia and water as reactants and products, respectively. Bonds without explicit termination are
part of the siliceous framework.
δSi (ppm)
Species ∆E (kJ/mol) Calc. Expt.a
Siliceous sites
≡Si–O–Si≡ 0 −107.4 −106
≡Si–NH–Si≡ 99.5 −84.6 −80 to −90
≡Si–NH–Si–NH–Si≡ 210.0 −64.6 −68
Surface sites
≡Si–OH 0 −94.6 −95
≡Si–NH2 30.1 −78.7 −80
Sites with a single aluminum atom nearby
≡Al–OH–Si≡ 0 −101.3 −101
≡Al–NH2–Si≡ 32.3 −88.2 −86
≡Al–NH2–Si–NH–Si≡ 140.4 −67.7 −68
Sites with two aluminum atoms nearby
≡Al–OH–Si–OH–Al≡ 0 −93.7 −94
≡Al–NH2–Si–OH–Al≡ 35.7 −81.5 −80
≡Al–NH2–Si–NH2–Al≡ 70.5 −67.1 −68
Sites with three aluminum atoms nearby
(≡Al–OH–)3Si–O–Si 0 −85.5 −89
(≡Al–OH–)2Si–NH2–Al≡ 34.8 −67.1 −68
≡Al–OH–Si(–NH2–Al≡)2 65.1 −51.7
(≡Al–NH2–)3Si–O–Si 0 −45.5
aAssignments based on Figure 6.1; overlapping peaks are assigned multiple times.
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30 kJ/mol. Aluminum, therefore, significantly facilitates amine substitution, being comparable in energy to
surface replacement.
The chemical shifts in Table 6.6 for a silicon atom that is second-neighbor to one, two, and three aluminum
atoms are quantitatively consistent with the experimental spectrum (Figure 6.1) and published experimental
assignments.[42] The trends in chemical shift as nitrogen is substituted into the framework are qualitatively
consistent with new peaks that appear in NMR spectra of silicon oxynitride glasses, which appear at chemical
shifts of −90, −78, and −65 ppm.[43] Ammonia (a base) adsorbed in an acidic zeolite is known to give an NH+4
species, but our calculations of the 29Si resonances of a Brønsted acid site (−101.3 ppm) and a silicon atom
close to NH+4 (−98.1 ppm) predict that adsorbed NH+4 cannot account for the new NMR signals.
The ultimate question we seek to answer is whether there is definitive spectroscopic evidence indicating
substitution of oxygen for nitrogen in the zeolite framework. We therefore need to compare our calculated
values to an experimental spectrum. We accomplish this by assuming each type of silicon nucleus from
Table 6.6 generates a Lorentzian NMR line shape, with a weighting based on the presumed fraction of silicons
of each type. The aluminum distribution is assumed to be quasi-random among the tetrahedral sites following
the work of Vega.[44] The specific equations used to derive this distribution are presented in detail in Chapter 7.
The nitrogen distribution was assumed to obey the following restrictions: (1) no substitution between two
silicon atoms due to the energy relative to that at aluminum-proximate sites; (2) surface substitution of Si–
NH2 for Si–OH, being lower in energy and more accessible, takes place before framework substitution; and
(3) the probabilities of substitution(s) near a silicon that is second-neighbor to one, two, three, and four
aluminum atoms are the same and random. We discounted the presence of intermediates where the structure
is broken due to their high energies (data not shown). The resulting spectra for an Si/Al ratio of 6.1 are shown
in Figure 6.1, overlaid with experimental spectra of HY zeolite with the same Si/Al ratio. The calculated
spectrum of the substituted zeolite assumes 10% of silicon atoms are on the surface and that each peak has
a half width at half maximum of 2.9 ppm, both of which are fitting parameters. For an FAU structure with
8.22% of its oxygen substituted for nitrogen, about 79% of the total nitrogen substitutions occur inside the
framework using these assumptions.
The predicted spectra in Figure 6.1 agree well with experiment. For untreated HY (Figure 6.1, top),
agreement is excellent except for the (Al–OH)3–Si moiety (−90 ppm), whose chemical shift is sensitive to
proton siting; this issue is discussed in Chapter 7. For ammonia-treated HY (Figure 6.1, bottom), we assign
the broad peaks in the −75 to −95 ppm range to surface ≡Si–NH2 (near −79 ppm), framework ≡Al–NH2–Si–
OH–Al≡ (−81 ppm), and framework ≡Al–NH2-Si≡ (−88 ppm). The peak at −67 ppm is assigned to ≡Al–
NH2–Si–NH2–Al≡ and (≡Al–OH–)2Si–NH2–Al≡. Silicon atoms with three or four aluminum neighbors are
unlikely at this Si/Al ratio. The broadened line shape in the experimental spectrum for the treated zeolite in
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Figure 6.1. 29Si NMR spectra of HY zeolite (apparent Si/Al = 6.1) with 0% (top) and 8.22% (bottom) of the
oxygen substituted for NH groups.
the −80 to −90 ppm range likely arises from a distribution of silicon environments, various bond lengths and
angles, that cannot be captured by the clusters explored in this work. This subject is also discussed in detail
in Chapter 7.
6.5 Conclusions
The presence of the peaks with δ . −90 ppm in FAU zeolite, in particular the peak near −86 ppm, provides
compelling evidence that nitrogen substitution occurs inside the framework. Framework substitutions of the
form ≡Al–NH2–Si≡make up over 15% of the total silicon at this Si/Al ratio, assuming 8.2% of oxygen atoms
are substituted for nitrogen (32 nitrogens per unit cell).
We conclude that high-temperature ammonia treatment of HY zeolite produces a mixture of surface and
framework substitutions, the latter confined to reactions that replace Brønsted acid sites with NH2 groups.
The important consequence of this conclusion is that nitrogen substitution leaves the framework intact, paving
the way for base-catalyzed reactions using strong amine-like bases, and allowing over five decades of zeolite
science to be applied to the catalytic processing of biofuels.
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CHAPTER 7
SEARCHING FOR MICROPOROUS, STRONGLY BASIC CATALYSTS:
EXPERIMENTAL AND CALCULATED SILICON-29 NMR SPECTRA OF
HEAVILY NITROGEN-DOPED Y ZEOLITES
This chapter was largely published as Paper VII (see List of Publications, page xxxiii), an article in The
Journal of the American Chemical Society. The authors of that paper are Fulya Dogan, Hua Huo, and Clare
P. Grey of Stony Brook University (part of the SUNY system); and Karl D. Hammond, Geoffrey A. Tompsett,
Wm. Curtis Conner, Jr., and Scott M. Auerbach of UMass Amherst.
7.1 Introduction
Zeolites and other microporous silicates are widely used as acidic catalysts for size and shape selective
catalytic reactions.[1–3] Much effort has been expended to identify microporous materials that can replace liq-
uid basic catalysts, since solid basic catalysts are non-corrosive, easily separated from the reaction mixture,
and readily regenerated after the reaction.[4–6] Furthermore, the small pore size and resulting shape selectiv-
ity of such materials[7–10] can be used, in principle, to tune selectivities in base-catalyzed reactions. Such
reactions are particularly important in light of recent interest in biomass conversion to produce fuels from
renewable feedstocks.[11,12]
Basic zeolitic catalysts can be prepared by various methods such as ion-exchange with alkali metal
cations,[10] impregnation with alkali or alkaline earth metal ions/basic salts,[5] and grafting of organic bases
onto the pore walls[5] (see section 2.6). The resulting materials often suffer from instability and/or pore block-
age, because none of these approaches places basic sites directly into the zeolite framework. In contrast,
zeolitic materials have been made with some of the bridging oxygen atoms in Si–O–Si and/or Si–O–Al link-
ages replaced by CH2 groups[13] or by NH groups,[7–9,14–22] in a process called . This is achieved
by treating the material with amines such as ammonia at high temperatures. As a result, the base strength
of the framework increases, as confirmed by recent density functional theory (DFT) calculations.[23–25] Al-
though interest in such materials has intensified in the last ten years, microscopic understanding of active
sites and residual framework structure is often indirect at best and non-existent at worst. In this chapter, we
present synthesis, detailed characterization, and quantum-simulated NMR spectra pinpointing the nature of
both framework sites and zeolite structure in heavily nitrogen-doped zeolite Y.
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Substitution of framework oxygen with nitrogen has been performed on several different oxides such as
amorphous silica, aluminophosphates, and mesoporous silicon oxides such as SBA-15 and MCM-41.[26–30]
Crystalline zeolites are more difficult to nitride as they contain fewer silanol groups as defect sites and it
has been claimed by some authors that the nitrogen substitution reaction starts from these defect sites.[30,31]
Furthermore, ammonia treatment of zeolites at high temperatures can result in loss of crystallinity. Despite
these difficulties, we establish conclusively the formation of zeolites with framework nitrogen and minimal
loss of zeolite structure. In particular, we present the synthesis and detailed characterization of nitrided
zeolite Y with high levels of nitrogen substitution, high crystallinity, and high porosity. We establish this
by combining X-ray, NMR, and density functional theory (DFT) calculations to determine the signatures of
various nitrogen environments. We have chosen to work with zeolite Y for several reasons. Zeolite Y exhibits
the FAU type of structure, whose large pores allow access by relatively large molecules. Its highly symmetric
structure means that it is only necessary to model one crystallographic site (T site) for every different silicon
environment. This limits the number of calculations that must be performed to model nitrogen substitutions
in the structure.
The structural properties of nitrided zeolites and mesoporous materials have previously been investi-
gated by various analytical methods. Powder X-ray diffraction has been used to study the changes in the
crystallinity of the material after the reaction;[8,19] Fourier transform infrared (FT-IR) and FT-Raman spec-
troscopy methods have been used to characterize the nitrogen-substituted surface groups and unreacted defect
silanol groups;[19,26] and elemental analysis has been employed to determine nitrogen content.[9,26] However,
few studies have focused on characterizing these materials by 29Si solid state magic angle spinning (MAS)
nuclear magnetic resonance (NMR) spectroscopy,[4,9,26,27] and no experimental NMR study has yet to (a)
to demonstrate high nitridation levels, and (b) consider how aluminum in the framework may influence the
NMR spectrum of the nitrided zeolite.
Silicon-29 MAS NMR spectroscopy is a very sensitive tool with which to study local environments for
silicon in the zeolite framework. In general, the chemical shifts become less negative with increasing Si–
O bond length, decreasing T–O–T bond angle, or with decreasing the electronegativity of the surrounding
atom.[32] For example, substitution of aluminum for silicon in the framework causes a shift of approximately
5 ppm per aluminum atom. Previous 29Si NMR experimental studies on nitrided zeolites and mesoporous
materials[4,9,26,33] and the quantum mechanical calculations presented in Chapter 6 have shown that substi-
tution of nitrogen for oxygen in the zeolite framework results in an even larger shift to less negative values
of chemical shift, providing a sensitive method to study the degree of nitridation. Zhang et al.,[9] in one of
the very few 29Si NMR studies of a nitrided zeolite, observed only one new site in ZSM-5 with Si/Al = 50,
with a single extra resonance near −90 ppm, (even though they reported a nitridation level of 16 percent by
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weight) which they assigned to an SiNO3 environment. A larger range of silicon environments was observed
in another study of silicon oxynitrides, at −90 to −48 ppm, which were assigned to SiO4−xNx environments
with x = 1, 2, 3, and 4, respectively.[26] The assignment of resonances in both silicon oxynitrides and zeolites
is, however, complicated by the presence of possible terminal amine/hydroxyl groups and the effect of frame-
work aluminum on the nitrogen shifts. We address this latter issue by integrating experiment and theory of
29Si NMR, yielding a detailed picture of the interplay between aluminum and nitrogen substitution.
Quantum chemistry is used here to calculate the energies and 29Si chemical shifts of different nitrogen
environments in the zeolite framework, allowing us to compute nitrogen doping levels as controlled by tem-
perature, reaction time, and aluminum content in the zeolites studied. To accomplish this, we have performed
rigorous analyses of both 29Si NMR peak positions and peak heights, essentially yielding “quantum simula-
tions” of the NMR spectra. We note that most previous studies reporting quantum modeling of zeolite NMR
spectra provide only tables of chemical shifts.[34] In contrast, we model the spectra by assuming Lorentzian
line shapes with intensities predicted by statistical analysis of nitrogen and aluminum siting frequencies in the
materials studied. To parameterize the spectra, we have constructed a compendium (> 100) of zeolite clusters
with and without nitrogen, and have performed quantum calculations of chemical shifts for the NMR-active
nuclei in each cluster. The resulting simulated NMR spectra agree remarkably well with experiment (see
Chapter 6).
This chapter presents a detailed microscopic picture showing the effects of Si/Al ratio, H+ vs. Na+ extra-
framework cations, and temperature on reactivity, degree of nitrogen substitution, and framework stability.
We show that the highest levels of nitridation and crystallinity are obtained by using zeolites with low alu-
minum content. We first present X-ray diffraction, nitrogen content analysis, and adsorption data, followed
by a comparison of the calculated chemical shifts for a wide range of different nitrided silicon environments.
We then describe experimentally-observed single pulse (SP) and cross-polarization (CP) 29Si MAS NMR
spectra. The calculated 29Si chemical shifts are then used to simulate the experimental spectra and explore
the preferential substitution of NH/NH2 in Si–O–Al vs. Si–O–Si positions. In the end, we find high levels
of nitrogen substitution can be achieved while maintaining porosity, particularly for NaY and low-aluminum
HY materials, without significant loss in crystallinity. Experiments performed at lower temperatures (750–
800°C) show a preference for substitution at Si–OH–Al sites. No preference is seen for reactions performed
at higher temperatures and longer reaction times (e.g., 850°C and 48 h).
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7.2 Experimental
7.2.1 Synthesis
Commercial HY, Si/Al = 15 (CBV 720, Lot #72004N00868); NH4Y, Si/Al = 2.55 (CBV 300, Lot
#300001021451); NaY, Si/Al = 2.55 (CBV 100, Lot #100031042531); and HY, Si/Al = 2.55 (CBV 400,
Lot #400054002618) from Zeolyst (Valley Forge, PA) were used as starting materials. The Si/Al values
quoted here are provided by the manufacturer, and represent the overall Si/Al ratio, not necessarily the Si/Al
ratio of the framework. Both dehydration and nitridation were accomplished in an alumina boat which was
inserted into a quartz tube furnace with dimensions of 3.8 cm diameter and 72 cm in length. Dehydration
of the samples prior to the nitridation was conducted under nitrogen flow. The temperature was slowly
ramped to 110°C at 0.1°C/min, held at that temperature for 2 h, then slowly ramped to 400°C at 0.5°C/min,
and held at that temperature for 10 h. Following this dehydration step, several samples were prepared by
heating the samples in flowing nitrogen to 550°C, then initiating a high ammonia flow rate of approximately
2000 cm3/min. The temperature was then raised to the final nitridation temperature. Subsequently, the
samples were cooled down to room temperature under nitrogen flow and stored in a nitrogen glove box until
needed for the characterization experiments. Since the temperatures quoted correspond to those measured
with a thermocouple outside the quartz tube, we also determined the temperature near the center of the tube
using the same flow rates and only a 5°C difference between the measured and actual sample temperatures
was found in our experimental setup.
The samples for the characterization experiments were all prepared in a glove box with dry nitrogen
atmosphere. The following nomenclature is used to label the samples: The first label “Nit” indicates that
zeolites are nitrided. The type of the zeolite (e.g., HY, NaY) and Si/Al ratio is then given, which is followed
by the nitridation temperature in °C and the treatment duration in hours. For example, the label “Nit-HY-15-
850-24” refers to a nitrided, HY zeolite with Si/Al = 15, treated at 850°C for 24 h.
7.2.2 Characterization
Powder X-ray diffraction patterns were collected on a Rigaku diffractometer using Cr K-α radiation
(wavelength 0.229 nm). The 2θ values were converted with respect to Cu K-α (wavelength 0.154 nm) for
ease of comparison using the Bragg equation,
nλ = ds sin θ, (7.1)
where n is an integer, λ is the wavelength of the X-rays, ds is the spacing between crystal planes, and θ is
the scattering angle. Elemental analyses of the nitrided samples for nitrogen content were carried out by
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Galbraith Laboratories, Inc. (Knoxville, TN) by a combustion reaction using a PerkinElmer 240 Elemental
Analyzer (PerkinElmer; Waltham, MA). The Kjeldahl method,[35] performed at Galbraith Laboratories, was
also used to check the accuracy of different methods for nitrogen elemental analysis. Energy dispersive
X-ray spectroscopy (EDX) measurements were carried out on a LEO–1550 field emission scanning electron
microscope (SEM) operating at an accelerating voltage of 20 kV. Adsorption analyses were performed by
using a Micromeritics ASAP 2010 surface analyzer (Micromeridics Corp.; Norcross, GA). Surface areas
were estimated using the BET equation (2.13), and micropore volumes were determined using the t-plot
method (see section 2.1.3.3) using the universal thickness model of deBoer[36] [Equation (2.21), page 26].
The 29Si MAS NMR analysis was performed on a Varian 360 MHz spectrometer with a 4 mm probe
using 14 and 8 kHz MAS for the single pulse (SP) and 1H/29Si CP experiments, respectively. The 29Si and
1H pi/2 pulse lengths were 2.4 and 4.5 µs, respectively. The RF field strengths for 1H/29Si CP experiments
are ∼42 and ∼100 kHz for 29Si and 1H, respectively. Contact times of 0.1 to 10 ms were used in the CP
experiments. Pulse delays of 30 s were used for the 29Si MAS NMR experiments. The spin-lattice relaxation
times (T1) measured on select samples (Nit-HY-15-850-24 and Nit-NaY-2.55-850-24) were approximately
15 s for every silicon site (i.e., no differences in T1 values were determined for the different environments).
Thus, a recycle delay of 30 s was considered sufficient to ensure qualitatively reliable intensities. The 29Si
chemical shifts were referenced to tetramethylsilane (TMS) at 0 ppm. All the dehydrated/nitrided samples
were packed into NMR rotors under dried nitrogen atmosphere in a glove box.
The Si/Al ratios of the pristine materials were calculated from the SP 29Si NMR data, according to
Loewenstein’s rule[37] (which stipulates that no Al–O–Al linkages can occur in the zeolite framework), with
the following equation:[38]
Si
Al
=
4∑
x=0
ISi(OAl)x
/
0.25
4∑
x=0
xISi(OAl)x (7.2)
7.3 Theoretical
7.3.1 Quantum Mechanical Calculations
The theory of chemical shifts as it pertains to electronic structure calculations is reviewed by Gauss[39] and
discussed in section 2.4.4. While implementations of NMR calculations using DFT with periodic boundary
conditions exist,[40–42] these methods are impractical for our present use due to the large size of the FAU
unit cell and our need to calculate multiple defect structures. Instead, we studied a small fragment of the
FAU framework containing 14 tetrahedral (Si, Al) atoms. This cluster contains two central tetrahedral atoms
and one oxygen atom that are three or more coordination shells away from the terminating hydrogen atoms.
Bussemer and coworkers[43] found that this is sufficient to converge chemical shielding with respect to system
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Figure 7.1. Zeolite cluster used in the NMR calculations. Color: medium gray, Si; light gray, Al; dark gray,
O; white, H. Black atoms shown in other clusters represent nitrogen.
size. We performed a series of calculations on a cluster with 23 tetrahedral (T) sites to confirm this; in such a
cluster, the central silicon atom is five layers from the terminating hydrogen atoms, and the cluster contains
a larger zeolite fragment. The resulting chemical shifts are within 1 ppm of the chemical shifts of the 14 T
clusters. Our 14 T-site cluster was centered around the OIV site, following the standard numbering.[44] The
cluster was terminated with hydroxide groups, the hydrogen atoms of which were placed along the cleaved
Si–O bond at approximately 0.86 Å from the oxygen. All terminal OH groups and any silicon atoms bound
to two or more OH groups were fixed at their crystallographic coordinates during geometry optimization; this
is necessary to ensure the final geometry is representative of FAU zeolite. A version of this cluster in which
one silicon atom has been replaced by aluminum (with the charge-compensating hydrogen atom) is shown
in Figure 7.1. Hydrogen atoms were placed on the nitrogen or oxygen atom nearest the central silicon atom
to avoid edge effects. This creates some other problems related to the fact that several protons are crowded
near one tetrahedral site, which is discussed in section 7.4. Sodium ions were placed near positions SI, SI′,
SII, SII′, and/or SIII (according to Pickert’s notation[45]) in each cluster, and they were then allowed to relax.
This is a crude approximation, as the real material would show a distribution of different cation arrangements.
However, the change in the chemical shift when sodium ions are absent entirely (instead, the entire cluster
has a negative change) is very small, indicating the effects of ion placement are less significant than other
sources of error in the calculation. The four Na+ ions in the Si(OAl)4 environment produce an unreasonable
number of ion location combinations, so to save resources we only simulated the charged cluster (no cations).
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Shielding tensors are computed using the method of gauge-including atomic orbitals (GIAO),[46,47] which
has been demonstrated to improve the convergence of the calculated values with respect to basis set compared
to other methods.[39,48] All electronic structure calculations were performed using density functional theory
(DFT) with the B3LYP hybrid exchange–correlation functional[49–53] as implemented in G.[54] The
geometry of each cluster was optimized using the 6-311G(d,p) basis set;[55,56] chemical shieldings were
calculated using the (larger) cc-pVTZ basis set.[57–61]
All reported chemical shifts in this article are presented in parts per million from liquid tetramethylsi-
lane (TMS), the standard reference compound for 29Si NMR.[62] Gaseous silane (SiH4) was employed as a
secondary reference for the calculations, and the chemical shift (δ) is given by
δ =
σref − σ
1 − σref + δref ≈ σref − σ + δref (2.82)
Silane has a chemical shift of δref = −104.34 ppm from liquid TMS in the limit of zero pressure.[63] It should
be noted that choosing a different reference nucleus does not change the relative spacing of peaks in the NMR
spectrum, only their absolute positions.
7.3.2 Spectral Generation
The outputs from a chemical shift calculation are simply the eigenvalues of the chemical shielding tensor.
Interpreting these numbers in the form of a spectrum that might be observed experimentally requires a model
for line shapes, peak heights (i.e., so-called ), and peak widths. Since 29Si is a spin- 12 nucleus, the
line shape, L, for a single chemical environment under magic angle spinning can be described by a Cauchy–
Lorentz distribution,
Li(δ | g, δi) = 1
pi
g
(δ − δi)2 + g2 . (7.3)
The value of g is the half-width at half-maximum of the distribution, which is determined by the spin-spin
relaxation time (T2) of the nucleus. So-called T2 effects are caused, for example, by residual interactions with
the magnetic field that are not completely removed by magic-angle spinning (MAS) such as homonuclear
dipolar coupling. In 29Si MAS NMR, homonuclear coupling is negligible, and line broadening due to T2
effects is much smaller than the apparent relaxation time (T ∗2 ), which also reflects the distribution of chemical
environments. We model T ∗2 effects using a fitting parameter [g from Equation (7.3)] in the simulations.
The spectrum S (δ) is generated by multiplying each line shape by the fraction of silicon atoms in the
zeolite that have that environment and summing over all environments,
S (δ) =
∑
i
IiLi(δ|g, δi), (7.4)
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where Ii is the integral (fraction of silicon atoms) associated with line shape i. The value of g is an adjustable
parameter unique to each spectral feature, but to simply the model we assume g to be unique to each spectrum.
With values of {δi} given by the electronic structure calculations (section 7.4.3.1), the only missing parameters
are the integrals, {Ii}.
We generated the integral of each peak (Ii) in the NMR spectrum by assuming a quasi-random distribution
of aluminum and nitrogen with various assumptions. The major differences in the chemical shifts of silicon
atoms are due to second-neighbor aluminum atoms, associated cations, and the presence of nitrogen (for
substituted materials). Loewenstein’s rule[37] implies that all aluminum atoms are shared between exactly
four silicon atoms, so the silicon NMR spectrum of the entire zeolite can be approximated as the sum over
all possible combinations of nitrogen and oxygen as nearest neighbors and all possible combinations of
silicon and aluminum as second-nearest neighbors, weighted according to their distribution. For the untreated
zeolites, this distribution is the probability of finding x aluminum atoms near a central silicon atom, where
x ∈ {0, 1, 2, 3, 4}. Vega[64] generated a model for the aluminum distribution that takes Loewenstein’s rule and
the resulting correlations between opposite corners of four-membered rings in the FAU structure into account.
We use his formulae for the integrals I0–I4 as a function of aluminum fraction herein, but use px in place of
Ix in the equations that follow.
The fractions of silicon in each environment for a substituted zeolite were calculated using the following
assumptions. First, the distribution of aluminum near each silicon atom is given by the same distribution as
that for the untreated material (denoted px). Second, the probability of nitrogen substituting near a particular
silicon atom is independent of the number of nitrogen atoms already bound to that silicon atom. This assump-
tion is based on the relatively small differences between the energies of two single-substitutions compared to
one double-substitution (see Table 7.3). Our third assumption is actually a choice between several assump-
tions. One logical assumption is that substitutions occur at acid sites (due to their lower energy, discussed in
section 7.4.3.1) unless all such sites have already been substituted. A second assumption could be that since
there are—in low-aluminum materials, at least—more Si–O–Si sites than acid sites, substitution at those sites
is preferred. A third alternative is that there is no preference between these, and substitution is equally likely
at any site. We compare the results of each of these assumptions for each material in section 7.4.3.1.
The nitrogen distribution using these assumptions can be derived in the following way. We assume a
fixed fraction, ζ, of the total oxygen atoms in the framework are substituted with nitrogen. This parameter is
adjustable and represents the extent of reaction of the nitridation reaction
zeolite + NH3 → NH-zeolite + H2O.
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The number of nitrogen atoms per repeating unit, nN, is simply nN = 384ζ, since the FAU unit cell contains
384 oxygen atoms. We handle surface atoms by assuming a certain fraction of the silicon atoms, fs, are “on
the surface” (i.e., bound to one surface hydroxyl group). Let the number of silicon atoms per repeating unit
be nSi. The number of surface nitrogens (NS) per surface silicon (SiS) is
NS
SiS
= min
(
1,
nN
nSi fs
)
, (7.5)
and the number of nitrogen atoms in the framework (NF) per framework silicon (SiF) is
NF
SiF
=
nN − nSi fs NSSiS
nSi(1 − fs) =
nN − nSi fs min
(
1, nNnSi fs
)
nSi(1 − fs) . (7.6)
If we assume Brønsted acid sites fill first (call this case a), the probability of a ≡Si–OH–Al≡ site being
substituted with nitrogen is NF/SiF divided by the number of acid sites per framework silicon atom. If we
call this probability aAl, and the probability of a silicon atom being second-neighbor to x aluminum atoms
px, then
aAl = min
1, NF/SiF1
4 (p1 + 2p2 + 3p3 + 4p4)
 . (7.7a)
The factor of 14 in the denominator of Equation (7.7a) is due to the fact that the hydrogen atoms of the
Brønsted acid sites are shared, on the average, between four different silicon atoms. If surface sites are absent,
the denominator is equal to the Al/Si ratio, 1/r. If aAl ≥ 1, it means all acid sites have been substituted, and
therefore some Si–NH–Si sites must form. The probability of forming Si–NH–Si sites, aSi, is
aSi = max
0, NF/SiF − 14 (p1 + 2p2 + 3p3 + 4p4)
2p0 + 32 p1 + p2 +
1
2 p3
 (7.7b)
The probability of a silicon near x aluminum atoms and with y+z nitrogen atoms (y atoms between silicon
and aluminum, z between two silicon atoms) is, in our model,
Ixyz = pxa
y
Al(1 − aAl)x−y
(
x
y
)
azSi(1 − aSi)4−x−z
(
4 − x
z
)
. (7.8)
Note that 00 = 1 in this model, since the proper limit is of the form limξ→0 ξ0 = 1. The probability given by
Equation (7.8) is equal to the integral of the NMR peak, Ixyz.
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In the case where there is no bias toward either siliceous sites or acid sites (case b), Equations (7.7a)
and (7.7b) become
bSi = bAl = min
1, NF/SiF1
4 (p1 + 2p2 + 3p3 + 4p4) + 2p0 +
3
2 p1 + p2 +
1
2 p3
 , (7.9)
and all instances of a in Equation (7.8) are replaced by b.
In the case where siliceous sites [Si(OSi)4] fill first (call this case c), Equations (7.7a) and (7.7b) become
cAl = max
0, NF/SiF − (2p0 + 32 p1 + p2 + 12 p3)1
4 (p1 + 2p2 + 3p3 + 4p4)
 , (7.10a)
and
cSi = min
1, NF/SiF
2p0 + 32 p1 + p2 +
1
2 p3
 ; (7.10b)
all instances of a in Equation (7.8) are replaced by c. In all three of these cases, we make the assumption that
no Si–NH–Al groups form (i.e., substitution near aluminum but not at an acid site).
For comparison with elemental analysis information, the percent (w/w) nitrogen in the material can be
estimated in terms of the Si/Al ratio, r = SiAl , and the N/O substitution ratio, ζ =
N
N+O , according to
%N(r, ζ) ≈ 2ζMN
r
1+r MSi +
1
1+r MAl + 2ζMN + 2(1 − ζ)MO +
(
1
1+r + 2ζ
)
MH
× 100%, (7.11)
where Mi denotes the atomic weight of element i. For NaY zeolites, replace the term MH/(1 + r) with
MNa/(1 + r).
7.4 Results and Discussion
7.4.1 X-ray Diffraction Analysis
The powder X-ray diffraction (XRD) patterns of the zeolites nitrided at different temperatures for different
times are shown in Figures 7.2–7.5. The nitrided HY (Si/Al = 15), NaY (Si/Al = 2.55) and HY (Si/Al = 2.55)
samples all maintain a faujasite (FAU) structure with only slight decreases in crystallinity, particularly for
NaY heated at high temperatures. Noticeable decreases in the intensities of some of the reflections (e.g., 220
and 711) occur as the reaction proceeds, indicating that structural changes have occurred. In contrast, the
NH4Y (Si/Al = 2.55) sample shows a much more pronounced loss of crystallinity after ammonia treatment.
NH4Y reacts to form HY during the dehydration process, and HY is known to be unstable above 500°C due to
dehydroxylation of the Si–O(H)–Al linkages to form Lewis acid sites.[65,66] This process occurs at much lower
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Table 7.1. Nitrogen adsorption data for nitrided zeolites.
Material
Micropore volume
(t-plot; cm3/g) % Change SABET CBET
HY, Si/Al = 15 (untreated) 0.32 -0- 858 −59.7
HY, Si/Al = 15, 750°C, 24 h 0.23 −28 635 −62.7
HY, Si/Al = 15, 800°C, 24 h 0.21 −34 597 −65.2
HY, Si/Al = 15, 850°C, 24 h 0.22 −31 658 −69.6
HY, Si/Al = 15, 850°C, 48 h 0.21 −34 666 −75.5
HY, Si/Al = 2.55 (untreated) 0.29 -0- 638 −47.5
HY, Si/Al = 2.55, 750°C, 24 h 0.22 −24 475 −47.8
HY, Si/Al = 2.55, 850°C, 24 h 0.22 −24 428 −51.2
NaY, Si/Al = 2.55 (untreated) 0.31 -0- 656 −45.6
NaY, Si/Al = 2.55, 750°C, 24 h 0.17 −45 348 −45.2
NaY, Si/Al = 2.55, 800°C, 24 h 0.16 −48 349 −47.2
NaY, Si/Al = 2.55, 850°C, 24 h 0.08 −74 194 −54.7
NaY, Si/Al = 2.55, 850°C, 48 h 0.15 −52 332 −49.7
NH4Y, Si/Al = 2.55 (untreated) 0.40 -0- 1110.3 −64.5
NH4Y, Si/Al = 2.55, 750°C, 24 h 0.08 −80 292 −80.8
NH4Y, Si/Al = 2.55, 800°C, 24 h 0.03 −93 178 −253
NH4Y, Si/Al = 2.55, 850°C, 24 h 0.02 −95 152 −198
temperatures in the presence of water or steam.[67] In contrast, NaY zeolites are stable at higher temperatures.
Thus, the difference in the framework stabilities following nitridation is attributed to the greater concentration
of Si–O(H)–Al linkages in the NH4Y sample as compared to the HY (Si/Al = 15) sample, the rupture of these
linkages due to the elevated temperature (and water released due to nitridation) presumably competing with
the nitridation mechanism. The HY sample (Si/Al = 2.55) contains a significant concentration of extra-
framework aluminum atoms (as discussed in section 7.4.3), resulting in a lower aluminum content for the
framework (Si/Al ≈ 6). This is consistent with the enhanced stability of this zeolite.
7.4.2 Nitrogen Content and Porosity
The results of nitrogen adsorption (Table 7.1) indicate a moderate to substantial decrease in micropore
volume. This suggests that some structural damage has occurred during the high temperature ammonia
treatment for the nitrided HY (Si/Al = 15 and Si/Al = 2.55) and NaY samples. The HY zeolites with high
and low aluminum content maintain a higher level of microporosity than the other samples, losing about
25–35 percent of their porosity upon nitrogen treatment at all temperatures studied. In contrast, nitrided NaY
and NH4Y zeolites show a 45–95 percent decrease in their micropore volumes, the larger loss in pore volume
correlating with the loss in framework crystallinity as seen by XRD (Figure 7.4).
Nitrogen content analyses by both elemental analysis and EDX (Table 7.2) demonstrate that high concen-
trations of nitrogen are present, more than 30 percent of the weight of the material being replaced by nitrogen
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Figure 7.2. X-ray diffraction patterns of HY zeolite with a nominal Si/Al ratio of 15 for three different
treatment temperatures after 24 and 48 hours of ammonia treatment.
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Figure 7.3. X-ray diffraction patterns of HY zeolite with a nominal Si/Al ratio of 2.55 for three different
treatment temperatures after 24 and 48 hours of ammonia treatment.
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Figure 7.4. X-ray diffraction patterns of NH4Y zeolite with a nominal Si/Al ratio of 2.55 for three different
treatment temperatures after 24 and 48 hours of ammonia treatment.
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Figure 7.5. X-ray diffraction patterns of NaY zeolite with a nominal Si/Al ratio of 2.55 for three different
treatment temperatures after 24 and 48 hours of ammonia treatment.
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Table 7.2. Nitrogen contents for nitrided Y zeolites. All percentages are by weight; in the case of EDX and
NMR methods, this involves the use of Equation (7.11).
Nitrogen content %
29Si NMR
Material Elemental anal. EDX Expt. Calc.
HY, Si/Al = 15, 750°C, 24 h 12.8 4.5 3.0
HY, Si/Al = 15, 800°C, 24 h 21.7 12.2 8.0
HY, Si/Al = 15, 850°C, 24 h 11.8 26.1 21.4 16.5
HY, Si/Al = 15, 850°C, 48 h 13.9 34.7 22.0 18.9
HY, Si/Al = 2.55, 750°C, 24 h 9.4 8.9 5.6
HY, Si/Al = 2.55, 800°C, 24 h 10.5 8.9 4.2
HY, Si/Al = 2.55, 850°C, 24 h 10.2 29.8 25.2 18.9
NaY, Si/Al = 2.55, 750°C, 24 h 5.6 2.2 0.4
NaY, Si/Al = 2.55, 800°C, 24 h 7.2 2.8 2.0
NaY, Si/Al = 2.55, 850°C, 24 h 5.4 15.6 12.1 10.1
NaY, Si/Al = 2.55, 850°C, 48 h 9.2 14.0 10.7
NH4Y, Si/Al = 2.55, 750°C, 24 h 7.4 16.4
NH4Y, Si/Al = 2.55, 800°C, 24 h 22.3
NH4Y, Si/Al = 2.55, 850°C, 24 h 8.4–10.5 31.3
in the HY zeolites at the highest temperature studied (850°C; Table 7.2) based on the EDX results. However,
there are noticeable inconsistencies between the results of the two methods, the combustion results showing
noticeably lower nitrogen contents than those derived from EDX. The EDX nitrogen contents were calculated
from the changes in the ratios of the silicon and oxygen intensities of the K-edges (i.e., peak heights) of the
treated and the untreated zeolites, as shown in Figure 7.6 for Nit–NH4Y–2.55–850–48. The silicon intensity
provides a standard with which to compare treated and untreated materials.
Unfortunately, we were unable to obtain a standard material containing a known Si:Al:O:N ratio to help
in the EDX analyses, which introduces a source of error. A more significant source of error stems from the
fact that the combustion reaction used in the elemental analysis may not go to completion. Another source
of error is the possible adsorption of water in the zeolite before the elemental analysis; this is difficult to
prevent, especially since the procedure was performed by a third party (Galbraith Laboratories). Any water
absorption, which can be quite large if the zeolite is fully hydrated, will lead to higher than expected oxygen
content in the material.
To check the reliability of the elemental analysis, we analyzed the nitrogen content of four batches of
the same material (Nit–NH4Y–2.55–850–48) by both the combustion and Kjeldahl methods. The four com-
bustion analysis runs gave nitrogen content results in the 7 to 14 weight percent range; the same number
of Kjeldahl method analyses indicated 15 to 20 weight percent nitrogen, suggesting that both techniques
are error-prone. The EDX method, in contrast, indicated approximately 31 percent by weight nitrogen in
this material. As can be seen from Table 7.2, nitrogen mass fractions estimated by elemental analysis tend
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Figure 7.6. Energy-dispersive X-ray (EDX) analysis of untreated and nitrided NH4Y zeolite. Note that this
material is not crystalline after the treatment (Figure 7.4).
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to greatly underestimate the amount of nitrogen that appears to be present based on the 29Si NMR spec-
tra (section 7.4.3.1), whereas EDX results tend to be overestimates of the NMR-based mass fractions. It
should be noted that elemental analysis and/or weight gain in a thermogravimetric analyzer (TGA, which
also relies on a combustion reaction) are the standard methods for characterizing nitrogen content of nitrided
silicates,[7,14–16,68–72] providing further motivation for the detailed NMR analyses discussed in this chapter.
Interestingly, the EDX analyses of the NH4Y samples reveal a small amount of sodium (Figure 7.6). This
is probably due to the presence of residual sodium cations located at the SI position due to incomplete ion-
exchange.[73] Finally, it should be noted that all the nitrogen determination measurements discussed so far
measure the total nitrogen content of the material, not necessarily the amount of nitrogen incorporated into
the zeolite framework.
7.4.3 Structural Characterization by 29Si MAS NMR Spectroscopy
7.4.3.1 Predicted Chemical Shifts
7.4.3.1.1 Silicon-29 Spectrum We desire several answers from 29Si chemical shift calculations: we wish
to predict which resonances correspond to each silicon environment, provide an estimate of the degree of
substitution, and estimate the relative reaction energies that result from substitutions in particular locations.
The relevant reaction here is
mNH3 + zeolite = mH2O + N-zeolite.
Results of the NMR calculations for the central silicon atom in each cluster are shown in Table 7.3 for the
acid form and Table 7.4 for the sodium form. Numbers given as ranges indicate several calculations were
done with hydrogen, sodium, nitrogen, and/or aluminum atoms in different locations (e.g., a substitution at
position OII instead of position OIV). The energies shown in Tables 7.3 and 7.4 are changes in the electronic
energy due to the reaction NH3 + zeolite = H2O + N-zeolite. Corrections for zero-point energy, thermal
energy, and entropy can be included by doing a frequency calculation, but we find that these corrections are
small for most environments (Table 7.5). We have therefore omitted thermal corrections to the energy in the
tables due to the extra resources required to do vibrational calculations on such a large cluster.
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Table 7.3. Silicon environments and the corresponding chemical shifts for HY. Atoms not drawn are implictly
part of a siliceous framework (SiO2).
Label Environment δSi (ppm) ∆E (kJ/mol)
1 Si
O
O
O OXX



AA

C
C
−107.4 -0-
2 Si
NH
O
O OXX



AA

C
C
−84.4 to −85.9 98.2–108.2
3 Si
NH
O
O NHXX



AA

C
C
−64.6 210.0
4 Si
NH
O
NH NHXX



AA

C
C
−50.9 317.4
5 Si
NH
NH
NH NHXX



AA

C
C
−40.9 432.8
6 Si
O(H)
O
O O
Al
XX



AA

C
C
−99.5 to −105.9 (101) -0-
7 Si
O
O
O O
Al
NH2
XX



AA

C
C
HH
−99.8 41.4
8 Si
NH2
O
O O
Al
XX



AA

C
C
−86.5 to −88.1 32.3–55.2
9 Si
OH
O
O NH
Al
XX



AA

C
C
−78.1 to −81.3 92–105
Continued on next page. . .
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Label Environment δSi (ppm) ∆E (kJ/mol)
10 Si
NH
O
O O
Al
OH
XX



AA

C
C
HH
−76.8 to −79.0 121–127
11 Si
NH
O
O O
Al
NH2
XX



AA

C
C
HH
−75.7 171.3
12 Si
NH2
O
O NH
Al
XX



AA

C
C
−67.7 140.5
13 Si
OH
O
NH NH
Al
XX



AA

C
C
−63.1 221.7
14 Si
OH
NH
NH NH
Al
XX



AA

C
C
−51.4 341.0
15 Si
NH2
O
NH NH
Al
XX



AA

C
C
−47.8 249.1
16 Si
NH2
NH
NH NH
Al
XX



AA

C
C
−37.5 368.7
17 Si
O(H)
O
OH O
Al
Al
XX



AA

C
C
−92.3 to −94.3 -0-
18 Si
NH2
O
OH O
Al
Al
XX



AA

C
C
−81.4 35.7
Continued on next page. . .
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Label Environment δSi (ppm) ∆E (kJ/mol)
19 Si
OH
NH
OH O
Al
Al
XX



AA

C
C
−71.0 103.9
20 Si
NH2
O
NH2 O
Al
Al
XX



AA

C
C
−67.1 70.5
21 Si
NH2
NH
OH O
Al
Al
XX



AA

C
C
−61.3 149.7
22 Si
OH
NH
OH NH
Al
Al
XX



AA

C
C
−44.8 200.1
23 Si
NH2
O
NH2 NH
Al
Al
XX



AA

C
C
−44.7 180.0
24 Si
NH2
NH
OH NH
Al
Al
XX



AA

C
C
−37.3 249.5
25 Si
NH2
NH
NH2 NH
Al
Al
XX



AA

C
C
−32.5 296.0
26 Si
O(H)
O
OH OH
Al
Al
Al
XX



AA

C
C
−85.5 to −93.1 -0-
27 Si
NH2
O
OH OH
Al
Al
Al
XX



AA

C
C
−67.1 34.8
Continued on next page. . .
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Label Environment δSi (ppm) ∆E (kJ/mol)
28 Si
OH
NH
OH OH
Al
Al
Al
XX



AA

C
C
−65.3 96.3
29 Si
NH2
O
NH2 OH
Al
Al
Al
XX



AA

C
C
−51.6 65.1
30 Si
NH2
O
NH2 NH2
Al
Al
Al
XX



AA

C
C
−45.5 104.0
31 Si
NH2
NH
OH OH
Al
Al
Al
XX



AA

C
C
−39.7 141.7
32 Si
NH2
NH
NH2 OH
Al
Al
Al
XX



AA

C
C
−28.5 176.9
33 Si
NH2
NH
NH2 NH2
Al
Al
Al
XX



AA

C
C
−24.4 224.1
34 Si
OH
OH
OH OH
Al
Al
Al
Al
XX



AA

C
C
−76.7 to −82.1 -0-
35 Si
NH2
OH
OH OH
Al
Al
Al
Al
XX



AA

C
C
−54.4 28.1
36 Si
NH2
NH2
OH OH
Al
Al
Al
Al
XX



AA

C
C
−37.7 79.8
Continued on next page. . .
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Label Environment δSi (ppm) ∆E (kJ/mol)
37 Si
NH2
NH2
OH NH2
Al
Al
Al
Al
XX



AA

C
C
−23.5 114.5
38 Si
NH2
NH2
NH2 NH2
Al
Al
Al
Al
XX



AA

C
C
−10.3 132.6
Sites on a “surface” (terminal Si–OH, etc.)
39 Si
O
O
O OHXX



AA

−94.6 -0-
40 Si
O
O
O NH2
XX



AA

−78.7 30.1
Sites on an “edge” (terminal Si(OH)2, etc.)
41 Si
O
OH
O OHXX



AA −80.4 -0-
42 Si
O
OH
O NH2
XX



AA −67.3 52.0
43 Si
O
NH2
O NH2
XX



AA −62.0 104.8
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Table 7.4. Silicon environments and corresponding chemical shifts for sodium Y. Atoms drawn are implicitly
part of a siliceous framework (SiO2).
Label Environment δSi (ppm) ∆E (kJ/mol)
44

Si
O
O
O O
Al
XX



AA

C
C

Na −97.2 to −101.2 -0-
45

Si
O
O
O NH
Al
XX



AA

C
C

Na −79.8 116.3
46

Si
NH
O
O O
Al
XX



AA

C
C

Na −71.8 to −76.0 119.5–136.9
47

Si
O
O
NH NH
Al
XX



AA

C
C

Na −66.1 228.6
48

Si
NH
O
O NH
Al
XX



AA

C
C

Na −57.4 to −58.8 246.4–249.8
49

Si
O
NH
NH NH
Al
XX



AA

C
C

Na −50.6 338.8
50

Si
NH
O
NH NH
Al
XX



AA

C
C

Na −47.0 to −48.2 357.0–358.3
51

Si
NH
NH
NH NH
Al
XX



AA

C
C

Na −37.4 487.0
Continued on next page. . .
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Label Environment δSi (ppm) ∆E (kJ/mol)
52

Si
O
O
O O
Al
Al
XX
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

AA

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C

Na2 −94.0 to −97.1 -0-
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
Si
O
NH
O O
Al
Al
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

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
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C

Na2 −78.5 112.6
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
Si
NH
O
O O
Al
Al
XX



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
C
C

Na2 −70.5 134.4
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
Si
O
NH
O NH
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Al
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
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C

Na2 −66.7 248.4
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
Si
NH
O
O NH
Al
Al
XX



AA

C
C

Na2 −54.0 262.4
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
Si
NH
NH
O NH
Al
Al
XX



AA

C
C

Na2 −47.0 383.6
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
Si
NH
O
NH O
Al
Al
XX



AA

C
C

Na2 −45.1 279.7
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
Si
NH
O
NH NH
Al
Al
XX



AA

C
C

Na2 −33.8 401.5
Continued on next page. . .
203
Label Environment δSi (ppm) ∆E (kJ/mol)
60

Si
NH
NH
NH NH
Al
Al
XX



AA

C
C

Na2 −29.5 519.0
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
Si
O
O
O O
Al
Al
Al
XX



AA

C
C

Na3 −85.3 to −86.1 -0-
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
Si
O
NH
O O
Al
Al
Al
XX



AA

C
C

Na3 −72.1 102.3
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
Si
O
O
O NH
Al
Al
Al
XX



AA

C
C

Na3 −69.1 111.6
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
Si
O
NH
O NH
Al
Al
Al
XX



AA

C
C

Na3 −55.9 236.3
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
Si
NH
O
O NH
Al
Al
Al
XX



AA

C
C

Na3 −44.6 269.9
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
Si
NH
O
NH NH
Al
Al
Al
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AA

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C

Na3 −32.7 403.5
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
Si
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O
O O
Al
Al
Al
Al
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
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
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C

4−
−79.8 -0-
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
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C

4−
−63.5 151.9
69

Si
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NH NH
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Al
XX


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
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C

4−
−48.9 296.7
70

Si
NH
O
NH NH
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Al
Al
Al
XX
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

AA

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C

4−
−37.9 458.0
71

Si
NH
NH
NH NH
Al
Al
Al
Al
XX



AA

C
C

4−
−28.7 589.1
There are three trends in energy that are roughly additive. Substitution of the OH group of a Brønsted acid
site with NH2 is endoergic by about 35 kJ/mol, while substitution of oxygen with NH between two silicon
atoms is endoergic about 100 kJ/mol. Substitution between silicon and aluminum but not at an acid site costs
120 kJ/mol or more. This suggests that substitution at acid sites should be preferred thermodynamically over
substitution elsewhere. However, kinetic limitations are also likely under the conditions of the reaction, so
we take this as a first hypothesis only. A discussion of kinetic pathways in this reaction is currently under
investigation,[74,75] but is beyond the scope of this dissertation.
Table 7.5. Thermochemical data for selected intact zeolite clusters from Table 7.3. Energies are those of
the reaction zeolite + mNH3 = N-zeolite + mH2O. Symbols: E, electronic energy; H, enthalpy; S , entropy;
G, Gibbs free energy. Standard conditions are the ideal gas state at 298.15 K and 1 atm. Calculated at
B3LYP/6-311G(d,p).
Label Description ∆E (kJ/mol) ∆H◦ (kJ/mol) ∆S ◦ (J/mol K) ∆G◦ (kJ/mol)
2 ≡Si–NH–Si≡ 90.26 87.90 2.81 87.06
8 ≡Si–NH2–Al≡ 30.38 31.70 −2.95 32.58
18 ≡Al–OH–Si–NH2–Al≡ 34.53 35.78 −3.10 36.70
20 =Si(–NH2–Al≡)2 66.93 66.06 −20.61 72.21
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Several trends are evident in the silicon chemical shift. The chemical shift increases by 5–7 ppm as the
number of nearby aluminum atoms increases. This is similar to the trend observed experimentally.[76–78]
Substitution at a Brønsted acid (OH) site by an NH2 group changes the chemical shift by 12–15 ppm toward
TMS (e.g., environments 6 and 8 from Table 7.3). Substitution between two silicon atoms changes the
chemical shift by 20–22 ppm, regardless of the presence of aluminum near one of the other oxygen atoms
(e.g., environments 1 and 2 or environments 6 and 10). It should be noted that the change in chemical shift
gets smaller as the number of nitrogens added per silicon gets larger, presumably due to changes in Si–O–Si
and Si–N–Si bond angles. Such strain effects are amplified by the finite cluster size and artificial termination
we are using.
Several chemical shift ranges emerge for the different local electronic environments:
−85 to −107 unsubstituted
−78 to −89 silicon near one nitrogen atom
−58 to −71 silicon near two nitrogen atoms
−44 to −54 silicon near three nitrogen atoms
−44 and higher silicon near four nitrogen atoms
The shifts for the different SiO4−xNx local environments in silicon oxynitrides fall in these ranges.[79–81]
Unfortunately, there are several local environments whose chemical shifts lie outside these ranges, especially
those that contain larger numbers of aluminum atoms. For example, environment 27 (Table 7.3) has only one
nitrogen substitution nearby, but its chemical shift is −67.1 ppm, putting it well into the category reserved
for two nitrogen atoms when two or fewer aluminum atoms are involved. However, this and the similar
structures that fall outside these ranges have three aluminum and three acid sites near the same silicon atom.
Energetically, it is most likely that one or two of the Brønsted acid sites would bond to an oxygen or nitrogen
atom on the other side of the aluminum atom (i.e., not in the local coordination shell of the central silicon
atom). The range of chemical shifts given for environment 26 (−85.5 to −93.1 ppm) reflects the shift observed
by moving one proton to the other side of one of the aluminum atom, so in principle a similar shift will occur
for environment 27 and others like it as well. If all these different environments are present, there is significant
overlap in the chemical shift ranges, and no single region of the spectrum corresponds to a particular number
of nitrogen atoms near one silicon atom. However, the high-aluminum environments occur with very low
intensity in frameworks with low aluminum contents, so these categories can be used in such cases to provide
an estimate of the degree of framework substitution based on experimental spectra.
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Table 7.6. Effect of bond angle on the 29Si chemical shift of silicic acid, [Si(OH)3]2O. The first angle listed
for each compound is the equilibrium bond angle for the molecule; the second angle is the bond angle for the
same site within the FAU framework.
Molecule Bond angle δ (ppm)
(OH)3SiOSi(OH)3 138.3° −70.3
147.6° −72.3
(OH)3SiNHSi(OH)3 129.6° −53.2
135.9° −53.8
(OH)3SiOHAl(OH)3 130.1° −65.4
134.2° −65.3
(OH)3SiNH2Al(OH)3 110.7° −55.2
125.6° −53.9
One trend in the NMR calculations deserves special mention. The trend as the number of nearby alu-
minum atoms increases is to move the chemical shift to less negative values. Similarly, the trend in chemical
shift as the number of nearby nitrogen atoms increases is to push the chemical shift to less negative values.
One might then expect that environment 2 [Si(NHSi)(OSi)3] should have a more negative chemical shift than
environment 8 [Si(NH2Al)(OSi)3], since it contains both an aluminum and a nitrogen atom. As can be seen
from Table 7.3, however, the acid site substitution has the more negative chemical shift. This somewhat
counter-intuitive result is likely due to the fact that the substitution changes not only the atoms bound to the
silicon but the bond angles around it as well.
We ran a series of calculations on silicic acid, [Si(OH)3]2O, and variants on it to test the sensitivity of
the chemical shift to bond angle (Table 7.6). The immediate effect of a nitrogen substitution is to make the
Si–X–Si or Si–X–Al bond more acute, making the chemical shift more positive. Substitution of nitrogen for
oxygen also tends to make the chemical shift more positive, but structural constraints force the bond angle
in the zeolite to be more obtuse than it would be in a free molecule, partially offsetting the atom effect. This
effect could be responsible for the observation that δSi–NH–Si > δSi–NH2–Al. That said, the observed difference
is within the level of accuracy of the calculations and should be interpreted in that context.
7.4.3.1.2 Non-Silicon NMR The computed chemical shifts of other nuclei (27Al, 14,15N, 1,2H) are shown
in Table 7.7. There are two trends apparent in the 27Al MAS NMR spectrum. First, there is a change in
the chemical shift due to nitrogen substitution nearby from −65.6 ppm to −74.9 ppm corresponding from
a change from a four nearby oxygen atoms to three nearby oxygen atoms and one nearby nitrogen atom
(i.e., from ≡Si–OH–Al≡ to ≡Si–NH2–Al≡ or from environment 6 to environment 8). Unfortunately, the
relatively large quadrupole moment of the 27Al nucleus combined with the large coupling constants in-
volved (12–24 MHz) suggest that these peaks may be difficult to resolve. Such resolution problems are
207
Table 7.7. Selected chemical shifts and quadrupolar coupling constants for 27Al and 14/15N nuclei for struc-
tures in Table 7.3 (page 197). All properties were calculated at B3LYP/cc-pVTZ. Note that shielding con-
stants are independent of isotope unless vibrational corrections are applied.
Env. δN (ppm)a C
14N
Q (MHz) η
14N
Q δAl (ppm)
b C
27Al
Q (MHz) η
27Al
Q
2 −352 3.42 0.41
3 −341, −349 3.12, 2.96 0.16, 0.39
4 −333, −338,
−348
2.71, 2.91,
2.80
0.00, 0.41,
0.13
5 −335, −338,
−339, −344
2.52, 2.04,
2.36, 3.04
0.01, 0.33,
0.95
6 65.6 −16.2 0.49
8 −350 2.09 0.87 74.9 −12.3 0.52
9 −353 2.69 0.19 62.2 −15.3 0.58
12 −348, −345 3.18, 2.25 0.32, 0.77 75.5 −11.9 0.41
13 −340, −349 2.74, 3.08 0.10, 0.48 69.6 −18.5 0.33
14 −339, −343,
−340
2.97, 2.12,
−2.32
0.27, 0.43,
0.74
70.1 −19.71 0.34
15 −346, −343,
−331
3.19, 2.25,
3.12
0.30, 0.78,
0.11
75.5 −11.76 0.40
18 −348 2.06 0.80 75.2, 68.7 −14.4, 9.0 0.42, 0.023
20 −348, −345 −1.40, 2.14 0.35, 0.77 75.0, 75.4 −13.7, 5.87 0.42, 0.03
26 65.1, 71.8,
73.2
−21.38, 9.97,
−23.49
0.56, 0.06,
0.21
27 −350 −1.23 0.96 60.5, 70.2,
79.3
−19.3, 8.9,
−18.9
0.37, 0.11,
0.22
29 −345, −347 −1.10, −1.31 0.64, 0.87 60.6, 75.3,
79.0
−19.7, 7.67,
−18.2
0.35, 0.12,
0.18
30 −343 (2), −345 −1.00, 1.92,
2.24
0.59, 0.48,
0.41
68.7, 75.8,
76.1
−16.7,
−15.6, 8.9
0.5, 0.3,
0.0
38 −343, −339,
−349, −345
−1.44, −1.73,
1.94, 1.31
0.69, 0.86,
0.11, 0.69
80.8, 77.1,
65.5, 81.4
−13.6, 9.35,
−19.3, −21.3
0.51, 0.38,
0.18, 0.39
40 −375 −1.41 0.0014
42 −380 −1.83 0.49
43 −374, −374 −1.31, 2.17 0.23
72 −311 1.87 0.78
73 −343 −2.28 0.53
aNitrogen chemical shifts are reported relative to neat liquid nitromethane. This shift is computed relative to gaseous ammonia
(σ = 266.0387 ppm), which in turn has an experimental chemical shift of −400.34 ppm from nitromethane.[82]
bFor lack of a better gas-phase reference molecule, aluminum chemical shifts are reported relative to aqueous Al+3 ion, which is
defined to have a chemical shift of zero parts per million.[62] Solvated aluminum ion is represented by [Al(H2O)6]3+, inside a polarizable
continuum tuned to aqueous solutions.
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further complicated by the fact that very similar environments such as as Al(OHSi)(OSiNH)(OSi)2 (envi-
ronment 9; −62 ppm) and Si(OHAl)(OSi)3 (environment 6; −66 ppm) have a difference in chemical shift
of about 4–5 ppm, whereas very different chemical environments such as Al[OSi(OAl)3](OSi)3 (environ-
ment 26; −65 to −73 ppm) and Al(NH2Si)(OSi)3 (environment 8; −74.9 ppm) can be less than 2 ppm apart
for some aluminum environments involved. One might suspect that the last effect may be an issue of size
convergence—the aluminum atoms are too close to the boundary and thus the AlOH group nearby is pushing
the chemical shift to more positive values—but in this example it is actually the aluminum atom furthest
from the boundary (opposite the silicon atom, labeled “Al” in Figure 7.1). These considerations suggest that
a much more comprehensive study is required to determine whether aluminum chemical shifts can provide
useful diagnostic information about the location of nitrogen in zeolites.
Nitrogen-14/15 chemical shifts(1) seem to provide even less information than 27Al chemical shifts. For ex-
ample, the chemical shift of nitrogen in the ≡Si–NH–Si≡ environment is −352 ppm from liquid nitromethane,
whereas the nitrogen in ≡Si–NH2–Al≡ has a chemical shift of −350 ppm (a change of 0.6 percent). Similar
trends are evident for other chemical environments, which for the most part are variants on the Si–NH–Si and
Si–NH2–Al environments.
Based on the simulations presented in this section, we suspect nitrogen and aluminum NMR will do
little to help in the identification of nitrogen and/or aluminum environments in nitrided zeolites and related
materials.
7.4.3.1.3 Broken and Intermediate Structures While the intact clusters of Tables 7.3 and 7.4 are a good
fit to the experimental spectra, using them exclusively avoids the question of whether the zeolite remains
intact during the reaction. We investigate this possibility by calculating the structure and chemical shift of
several different zeolite structures where the addition of ammonia has either broken the framework structure
or forms an intermediate structure in which both amine and hydroxyl groups are present. A schematic of these
structures is shown in Figure 7.7, and their chemical shifts and relative energies are given in Table 7.8. We
have shown a few of these structures in Figure 7.8 to clarify the diagram in Figure 7.7. From the chemical
shifts and energies of each of these intermediate structures, we can safely assume that none of these structures
is present in sufficient quantity that we need to be concerned with its presence.
7.4.3.1.4 Extraframework Aluminum Another possible place for nitrogen to substitute is near alu-
minum atoms that exist outside the zeolite framework. This extra-framework aluminum, or EFAl, is present
(1)The chemical shift, to first approximation, depends only on the electronic environment of the nucleus (see section 2.4.4), and is
therefore independent of isotope unless vibrational and other higher-order corrections are included.
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Figure 7.7. Schematic of cluster used to represent intermediate structures of the addition reaction zeolite +
NH3 = NH3-zeolite. The two atoms TA and TB are tetrahedral atoms; one is silicon, the other aluminum. The
groups G1, G2, and G3 can be any of NH2, NH3, OH, or OH2 as indicated in Table 7.8. Their constituency
is subject to the constraint G1 + G2 + G3 = NOHn, where n = 3 for TA = TB = Si, and n = 4 for TA = Al
or TB = Al. Group G2 protrudes into the hexagonal prism connecting two sodalite cages (see Figure 7.8
for examples). Roman numerals indicate the crystallographically distinct oxygen atoms of the intact zeolite
according to the standard numbering.[44]
Figure 7.8. Structures 72, 73, and 78, possible reaction intermediates in the addition of ammonia to HY
zeolite. Other possible intermediates are listed in Table 7.8.
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Table 7.8. Possible reaction intermediates in the reaction of a zeolite with ammonia. See Figure 7.7 for an
explanation of the symbols.
Label TA TB G1 G2 G3 δSi (ppm) ∆E (kJ/mol)
72 Si Si NH2 OH −141.5 173.0
−141.5
73 Si Si NH2 OH −81.9 159.9
−100.6
74 Si Al OH NH3 (unstable; ammonia desorbs)
75 Si Al NH3 OH −96.0 122.1
76 Si Al OH2 NH2 −99.0 185.1
77 Si Al NH2 OH2 (unstable; water desorbs)
78 Al Si NH3 OH −79.7 42.1a
79 Al Si OH NH3 (unstable; ammonia desorbs)
80 Al Si NH2 OH2 (unstable; water desorbs)
81 Al Si OH2 NH2 −63.9 135.2
82 Si Al NH2 OH2 (unstable; water desorbs)
aThe seemingly low energy of this state is likely influenced by the fact that half the atoms that make up the hexagonal prism (into
which the OH group protrudes) are missing in this particular simulation. As such, the chemical shift of this structure is consistent with
the calculated chemical shifts for Si–NH2 groups on a surface; in the half-prism model, the aluminum atom can move farther away from
the NH3 group than it would be able to in the real material.
on the surfaces of HY zeolites that have been de-aluminated with steam at high temperatures. This is how
Y zeolites with Si/Al ratios higher than about 3 are often prepared. Most EFAl is usually dissolved away
with a strong acid after the dealumination procedure, but some invariably remains.[83] It is also possible that
more EFAl forms during the nitrogen treatment procedure: ammonia could have a similar effect as water at
elevated temperatures; that is, ammoniolysis.
We have prepared six different kinds of EFAl models based on the work of Mota and coworkers.[84,85]
These structures are shown in Figure 7.9, and are designed after those in Figure 2 of Bhering et al.[84] The
chemical shifts we calculate for these structures are shown in Table 7.9.
The 29Si chemical shifts of extraframework aluminum species as shown in Table 7.9 are much the same
for substituted and unsubstituted sites. This alone disqualifies them from producing new peaks in the sili-
con NMR spectrum, and therefore the silicon NMR spectrum is of little use in determining whether extra-
framework aluminum is present in substituted zeolites. However, the 27Al peaks move considerably in many
cases, meaning those species may be detectable by aluminum NMR. Unfortunately, we did not simulate
any non-tetrahedral aluminum species in our EFAl study. As seen in the aluminum NMR spectrum of the
treated and untreated zeolites (data not shown), however, there are many aluminum species in the materials
that have trigonal bipyramidal or octahedral ligand coordination. Simulations of such species might reveal
the spectroscopic signatures of those species, but such simulations are beyond the scope of this dissertation.
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Table 7.9. Chemical shifts of the silicon nucleus labeled in Figure 7.1 and associated extraframework alu-
minum nuclei for intact structures and possible products of their reaction with ammonia. The unreacted
clusters are depicted in Figure 7.9.
Label Description δSi (ppm) δAl (ppm) C
27Al
Q (MHz) ∆V (kJ/mol)
83 AlO+ (Si-side) −100.9 76.23 30.6 -0-
84 AlNH+ (Si-side) (#83 with
extraframework oxygen re-
placed by NH)
−100.8 95.92 30.2 102.4
85 AlO+ (Al-side) (Like Ref. 84,
#1a)
−102.5 82.02 20.4 -0-
86 AlNH+ (#85 with extraframe-
work oxygen replaced by NH)
−102.2 101.64 19.8 96.5
87 Al(OH)+2 (Like Ref. 84, #2) −101.3 65.89 −16.01 -0-
88 AlOHNH+2 (#87 with one ex-
traframework OH replaced by
NH2)
−101.4 86.48 −16.0 59.3
89 Al(NH2)+2 (#87 with two ex-
traframework OH’s replaced
by NH2)
−101.3 106.17 −18.3 121.7
90 AlOOH (Like Ref. 84, #3) −101.1 68.55 16.4 -0-
91 AlNHOH (Like #90 with the
O replaced by NH)
−102.0 94.53 28.8 170.5
92 AlONH2 (Like #90 with the
OH replaced by NH2)
−101.1 93.10 14.1 57.6
93 AlNHNH2 (Like #90 with O
and OH replaced by NH and
NH2)
−102.2 115.47 33.54 231.7
94 Al(OH)3 (Like Ref. 84, #4) −100.3 76.52 −11.1 -0-
95 AlNH2(OH)2 (Like #94) −101.0 109.23 11.9 60.9
96 Al(NH2)2OH (Like #94) −101.3 92.91 13.8 125.5
97 Al(NH2)3 (Like #94) −102.8 118.93 −14.8 180.8
98 Al(OH)2+ (Like Ref. 84, #5a) −96.4 49.16 −8.9 -0-
99 Al(NH2)2+ (Like #98) −96.6 66.63 −9.4 52.5
100 Al3+ (Like Ref. 84, #6) −92.7 91.15 26.5 -0-
101 Al3+, 1NH (Like #100, but
with one O adjacent to the
Al3+ ion replaced by NH)
−87.3 102.95 −10.2 71.1
102 Al3+, 2NH (Like #100, but
with two O’s adjacent to the
Al3+ ion replaced by NH)
−77.6 113.12 25.47 168.3
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Figure 7.9. Structure of extraframework aluminum species. From top left: AlO+ ion, Si side (Structure 83);
AlO+ ion, Al side (Structure 85); Al(OH)+2 (Structure 87); AlOOH (Structure 90); Al(OH)3 (Structure 94);
Al(OH)2+ (Structure 98); Al3+ (Structure 100). White arrows and crosses denote oxygen atoms that are
substituted for nitrogen in some clusters in Table 7.9.
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Table 7.10. Starting materials used in nitridation experiments.
Material Product # Lot Number Si/Al [nominal] Si/Al [Eq. (7.2)]
NaY–2.55 CBV 100 100031042531 2.55 2.65
NH4Y–2.55 CBV 300 300001021451 2.55 4.2
HY–2.55 CBV 400 400054002618 2.55 6.0–6.5
HY–15 CBV 720 72004N00868 15 35–45
7.4.3.2 Silicon-29 MAS NMR
7.4.3.2.1 Starting Materials The 29Si spectrum of HY zeolite with a nominal Si/Al elemental ratio of
2.55 (Figure 7.12) is dominated by the Si(OSi)4 and Si(OAl)(OSi)3 resonances at −107 and −102 ppm,
respectively. The Si:Al ratio of approximately 6:1 that can be extracted from the ratios of the integrals of
the different Si(OAl)x(OSi)4−x resonances using Equation (7.2) is noticeably higher than the nominal Si:Al
ratio, indicating that significant dealumination has occurred. A similar phenomenon is observed (Figure 7.10)
for HY zeolite with an Si:Al elemental ratio of 15:1. Its spectrum is dominated by the Si(OSi)4 resonance
at approximately −107 ppm, yielding an Si/Al ratio of 42 for the framework. Aluminum-27 MAS NMR of
these samples (data not shown) contains signals at approximately 6 and 30 ppm due to extraframework 6- and
5-coordinate aluminum species, respectively. The significant concentration of extra-framework aluminum
atoms is attributable to a combination of the instability of HY zeolite in the presence of moisture and the
method used to prepare the lower aluminum content zeolites.[67,86] The 29Si MAS NMR spectra of NaY and
NH4Y (Si/Al ratio = 2.55; see Figures 7.16 and 7.14, respectively) are dominated by resonances at around
−102 and −95 ppm, which are assigned to Si(OAl)(OSi)3 (environment 6 from Table 7.3) and Si(OAl)2(OSi)2
(environment 17) sites, respectively. Analysis of the 29Si NMR spectra of these materials indicates that the
dealumination is minimal; an Si/Al ratio of 2.65 is obtained from Equation (7.2). The Si/Al ratios of the
framework of the four zeolites used in this study are summarized in Table 7.10.
7.4.3.2.2 Nitrided HY (Si/Al = 15) Nitrided low-aluminum HY zeolite shows considerable nitrogen
substitution following ammonia flow at high temperatures (Figure 7.10). The widths of the resonances are
slightly sharper for this material than they are for the other nitrided Y zeolites, indicating fewer local sili-
con environments. This is probably due to the lower number of silicon atoms with aluminum atoms in their
second coordination shells, which would produce a narrower range of local environments. As seen in Fig-
ure 7.10, a new, asymmetric 29Si resonance at approximately −86 ppm is observed along with a very weak
resonance at approximately −66 ppm following ammonia treatment at 750°C. The resonance at −102 ppm
due to Si(OHAl)(OSi)3 environments (environment 6 in Table 7.3) has almost completely disappeared, in-
dicating that some of these new resonances are due to nitrided silicon environments near aluminum atoms.
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Figure 7.10. Silicon-29 single pulse NMR spectra of nitrided HY with nominal Si/Al = 15.
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On the basis of published literature[26,79–81] and the DFT calculations presented in Table 7.3, the −86 and
−66 ppm peaks are assigned to Si(NHSi)(OSi)3 / Si(NH2Al)(OSi)3 (1N) environments and Si(NHSi)2(OSi)2
/ Si(NH2Al)(NHSi)(OSi)2 (2N) environments, respectively. The loss of the Si(OHAl)(OSi)3 resonance sug-
gests that there is some preferential substitution of terminal silanol groups and Si–OH–Al linkages, which
is consistent with the lower energies associated with these reactions as explained in section 7.4.3.1. This is
explored in more detail in the next section.
At 800°C, the intensity of the 1N (−86 ppm) resonance increases and the −66 ppm (2N) resonance
becomes more pronounced. A new peak at around −53 ppm, assigned to silicon near three NH/NH2 groups
(3N), is also observed. The −108 ppm Si(OSi)4 resonance decreases in intensity, broadens, and shifts to
−105 ppm. This shift and broadening is attributable to distortion of the bond angles and bond lengths of the
Si(OSi)4 groups due to the nitridation of nearby sites and/or the formation of defects. At 850°C, the maximum
treatment temperature employed in this study, a broad shoulder appears at around −43 ppm. The integral of
the high frequency (less negative chemical shift) peaks grows with reaction time. Given the almost complete
disappearance of the 0N resonances in Nit–HY–15–850–48, where the spectrum of the starting material is
dominated by this resonance, the 1–4N resonances in this material are likely dominated by environments that
do not contain any aluminum in their local coordination shells. We therefore assign the resonances at −86,
−66, −53, and −43 ppm to Si(NHSi)x(OSi)4−x, with x = 1, 2, 3, and 4, respectively. Close examination of
the resonances reveals that weaker resonances are hidden under the dominant resonances, which we assign
to environments containing aluminum and possibly surface NH2 groups. In particular, the 1N resonance
in the spectrum of Nit–HY–15–750–24 shows noticeable asymmetry, which we attribute to different local
environments such as Si(NHSi)(OSi)3 and Si(NH2Al)(OSi)3 in the material. Based on the calculated chemical
shifts in Table 7.3, these peaks occur in very similar parts of the 29Si NMR spectrum.
Proton–29Si cross-polarization (CP) MAS NMR spectroscopy was performed to investigate the proximity
of the hydrogen and silicon atoms. The CP enhancements, obtained by comparing the intensities of the
resonances obtained in the CP spectra acquired at short contact times (τc = 0.1, 0.2, and 0.5 ms) with those
seen in the single pulse experiments, are −66 ppm (2N) > −86 ppm (1N)  −107 ppm for Nit–HY–15–
800–24 (Figure 7.11). Cross-polarization enhancements, particularly at short contact times, reflect silicon
environments near a larger number of protons: the larger the number of protons in the group, the stronger the
29Si–1H dipolar interaction and the faster the transfer of magnetization from the 1H to 29Si nuclei. This is
consistent with the argument that the higher frequency resonances are due to silicon near increasingly larger
numbers of nitrogen, since the substituted nitrogen will be present in the form of an NH group (or NH2
for Si–NH2–Al linkages), confirming our spectral assignments. The results of the 1H–29Si CP MAS NMR
experiment on the other nitrided HY material (Figures 7.12) support this conclusion.
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Figure 7.11. Proton–29Si cross-polarization MAS NMR spectra of HY zeolite with nominal Si/Al = 15 after
treatment with ammonia at 850°C for 24 h.
Although the peak at around −43 ppm has been assigned as Si2NH and Si(NH)2 by other authors,[26,80,81]
we assign this broad shoulder to a combination of Si(NHSi)4 sites and possibly terminal sites that contain four
nearby nitrogen atoms such as Si(NHSi)3NH2 on the basis on the CP results and the calculations in Table 7.3.
7.4.3.2.3 Determining the Extent of Nitridation Given the different sources of error associated with the
various elemental analysis methods, we require a more reproducible and reliable method for establishing
framework nitridation level. To this end, the percent nitrogen substitution was calculated from the single
pulse 29Si MAS NMR spectra (Table 7.2) by determining the intensity of each Si(NHyT)x(OSi)4−x resonance
by spectral deconvolution as follows. We assume that the resonances centered at −107, −86, −66, −53, and
−43 ppm correspond to x = 0, 1, 2, 3, and 4 nitrogen substitutions near one silicon atom, respectively, and
that any overlap between spectral regions of the Si(NHyT)x(OSi)4−x resonances is accounted for in the peak
deconvolution. The relative numbers of framework nitrogen and oxygen atoms are obtained by multiplying
the intensity of each resonance by x and 4 − x, respectively. This calculation implicitly assumes that nitrida-
tion of Si–O–Al, Si–O(H)–Al, and Si–O–Si bonds occurs randomly, the need for this assumption arising from
the fact that we do not see the T sites occupied by aluminum. We will test this assumption via simulations of
the spectra based on the chemical shift calculations in section 7.4.3.3. Note that a preference for Si–O(H)–Al
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or Si–O–Al substitution will result in an underestimation of the nitrogen content of the framework with this
method, since the number of substitution sites per silicon atom is higher when aluminum atoms are present.
The numbers based on NMR are intermediate between those estimated based on nitrogen elemental analysis
and EDX. However, nitrogen contents based on the NMR spectrum reflect the nitrogen content of the frame-
work, and the higher nitrogen content seen by EDX may reflect a higher nitridation level of extraframework
aluminum species. This will probably be more significant for samples nitrided at lower temperatures, since
they should, kinetically, be easier to nitride than the framework. This method will also underestimate the
nitrogen content if there are significant numbers of terminal Si–NH2 groups (environment 40 in Table 7.3).
Such underestimation may account for some of the differences between the two methods, particularly at high
temperatures.
7.4.3.2.4 Nitrided HY (Si/Al = 2.55) Upon nitridation at 750°C (Figure 7.12), the silicon NMR spec-
trum of HY contains two new resonances at around −83 ppm (1N) and −66 ppm (2N), which are noticeably
broader than the 1N and 2N resonances seen in the lower aluminum HY sample. The Si(OHAl)(OSi)3 site
(−102 ppm) has almost completely disappeared, indicating that (a) preferential attack of the Si–O(H)–Al
sites has occurred, and (b) that many of the new silicon sites must contain aluminum atoms in the first cation
coordination shell, accounting for the additional broadening of these resonances. Distinct resonances are
observed in the 29Si NMR of Nit–HY–2.55–800–24, the chemical shift ranges due to 1N and 2N containing
at least two different resonances at −86 and −81 ppm (1N) and −68 and −63 ppm (2N). Since substitution of
aluminum for silicon in the SiO2 framework causes a shift of approximately 5 ppm per aluminum atom, and
lower frequency resonances (−86 and −68 ppm) are the dominant resonances in low aluminum HY zeolite,
it is possible that the high frequency resonances arise from silicon near aluminum atoms in environments
such as Si(OAl)(NHSi)(OSi)2 (environment 9). However, since the bond angles of the Si–N–Al linkages
are strained due to the rest of the zeolite framework, and the calculations (Table 2) indicate that Si–NH2–Al
environments resonate at a lower frequency (more negative chemical shift) than Si–NH–Si environments, the
assignment of the higher frequency shoulder remains ambiguous. Terminal sites such as Si(OSi)3NH2 or ter-
minal sites with even higher nitrogen contents may also be present, producing even further peak broadening.
The nitrogen substitution levels calculated by NMR (Table 7.2), as for the lower aluminum content material,
fall in between those estimated based on nitrogen elemental analysis and those based on EDX.
At a reaction temperature of 850°C, almost no sign of the Si(OSi)3 and Si(OHAl)(OSi)3 resonances
from the untreated material are seen, and the spectrum is dominated by the 2N resonance at −66 ppm.
The weak shoulder near −44 ppm is assigned to 4N environments including Si(NHSi)4 [environment 5],
Si(NH2Al)(NHSi)2(OSi) [environment 15], and Si(NH2Al)2(NHSi)(OSi) [environment 23]. As can be seen
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Figure 7.12. Silicon-29 single pulse NMR spectra of nitrided HY with nominal Si/Al = 2.55.
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Figure 7.13. Proton–29Si cross-polarization MAS NMR spectra of HY zeolite with nominal Si/Al = 2.55
after ammonia treatment at 850°C for 24 h.
in Table 7.3, surface substitutions (environments 40, 42, and 43) cannot account for this peak. Essentially
all of the tetrahedral sites appear to be substituted by at least one nitrogen atom without destroying the crys-
tal structure of the zeolite (see Figure 7.3, page 191). This is consistent with the EDX elemental analysis,
which indicates that approximately 65 percent of the oxygen atoms have been replaced by nitrogen atoms
(Table 7.2). Sharper resonances, particularly for the 2N and 3N environments, are seen at higher temper-
atures as well. This is probably because at higher reaction temperatures, all Brønsted acid sites have been
substituted and only Si–O–Si linkages (and non-protonated Si–O–Al linkages) remain. Any further reaction
therefore does not create such a large variety of sites. For example, the Nit–HY–2.55–800–24 sample is
dominated by the Si(OSi)4 resonance, which on nitridation at 850°C will only produce Si(OSi)4−x(NHSi)x
resonances. Proton–29Si CP MAS NMR results are also consistent with these assignments (Figure 7.13). The
−66 ppm and −52 ppm resonances have enhanced peak intensities even at short contact times (0.1 to 0.5 ms),
confirming that these sites are near more protons.
7.4.3.2.5 Nitrided NH4Y (Si/Al = 2.55) The spectrum of NH4Y zeolite following treatment at 750°C
(Figure 7.14) has peaks at similar chemical shift values as HY with an Si/Al ratio of 2.55. However, the
X-ray pattern (Figure 7.4) indicates nearly complete loss in crystallinity for this material, suggesting that
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Figure 7.14. Silicon-29 single pulse NMR spectra of nitrided NH4Y with nominal Si/Al = 2.55. Note that
NH4Y decomposes during heating to form HY, which is susceptible to dealumination.[86]
221
In
te
ns
ity
 (a
rbi
tra
ry 
un
its
)
−140−120−100−80−60−40−20
29Si Chemical Shift (ppm from TMS)
−84
−67
−66−53
−42
−43
−53 −66
−83
−82
−52
29Si single pulse spectrum
1H−29Si CP spectrum, τc = 0.2 ms
1H−29Si CP spectrum, τc = 0.5 ms
Figure 7.15. Proton–29Si cross-polarization MAS NMR spectra of NH4Y zeolite with nominal Si/Al = 2.55
after ammonia treatment at 850°C for 24 h.
high-aluminum HY zeolites(2) are not stable under the nitridation conditions. The loss in crystallinity is
accompanied by nearly total collapse of the pore structure (Table 7.1), suggesting that we have made a substi-
tuted amorphous aluminosilicate instead of a substituted zeolite. The NMR spectrum is therefore similar to
what one might see after nitridation of amorphous aluminosilicates. Interestingly, there are more 3N and 4N
environments in the resulting material (−53 and −44 ppm), suggesting that non-crystalline (alumino)silicates
are better fodder for the substitution reaction. However, the shoulder at −44 ppm could also be due to forma-
tion of silicon nitride, Si3N4, which has a reported chemical shift of −48 ppm.[80] The fact that the −44 ppm
resonance is not enhanced by cross-polarization (Figure 7.15) suggests that this peak is primarily due to
amorphous silicon nitride (Si3N4).
7.4.3.2.6 Nitrided NaY (Si/Al = 2.55) Although the NaY zeolite used herein has nearly the same Si/Al
ratio (both in the framework and overall) as the NH4Y zeolite, NaY shows the least nitrogen substitution of
all the zeolites treated with ammonia at high temperatures (Figure 7.16). Only negligible substitution is seen
at 750°C, and only the formation of a weak resonance at around −80 ppm is observed. This is consistent
(2)NH4Y zeolite decomposes into HY zeolite and ammonia at high temperatures.
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Figure 7.16. Silicon-29 single pulse MAS NMR spectra of nitrided NaY with nominal Si/Al = 2.55.
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with the energy calculations, since the substitution between silicon and aluminum but not at an acid site costs
more than 120 kJ/mol (compared to 100 kJ/mol for substitution at a Si–O–Si site). The material prepared
at 800°C for 24 h is still dominated by the 0N (SiO4) resonances of the untreated zeolite, but now the new
(1N) resonance at −81 ppm (with a shoulder at −78 ppm) is clearly resolved. The chemical shifts of these
1N resonances are less negative than the 1N resonances in the HY samples with lower aluminum content,
which is attributable to the presence of more aluminum atoms in the local silicon coordination shell and the
presence of the sodium ions. This trend is also apparent in the calculated chemical shifts (Tables 7.3 and 7.4).
For example, the 1N silicon resonance for HY shows a chemical shift within the range of −88 to −81 ppm,
whereas the same site for NaY has a chemical shift of approximately −78 ppm.
After treatment at 850°C, new sites with resonances at −63 and −53 ppm are observed, but substitutions
are still not seen at all silicon sites. Even the spectrum of the material prepared at 850°C for 48 h still
contains the −95 ppm (Si(OAl)3(OSi)) resonance from the pristine NaY zeolite. The intensities (relative
to those in the untreated material) of non-nitrogen substituted sites are Si(OAl)3(OSi) > Si(OAl)2(OSi)2 >
Si(OAl)(OSi)3. This suggests that nitridation is slightly biased toward Si–O–Si sites for NaY zeolite. This
phenomenon appears to occur at all temperatures studied; materials treated at 750 and 800°C show these
trends, indicating that nitrogen substitution occurs preferentially at silicon oxide tetrahedra with low numbers
of nearby aluminum atoms. This hypothesis is supported by the higher calculated energy of Si–NH–Al
substitutions relative to Si–NH–Si substitutions. Proton–29Si CP MAS NMR (Figure 7.17) shows that the
−53, −63, and −78 ppm sites are in closer proximity to more protons than the other sites, providing even
more evidence that those resonances correspond to nitrogen substitution sites.
7.4.3.3 Simulating the NMR Spectrum
The values of the chemical shifts from DFT calculations (section 7.4.3.1), combined with the experimental
spectra (section 7.4.3.2), have given us a good indication of which peaks in the NMR spectra (Figures 7.10–
7.17) correspond to which chemical environments (Tables 7.3 and 7.4). We now fit the intensities of each
peak using the procedure outlined in section 7.3.2 to obtain information about the relative substitution level
in the zeolite framework and explicitly explore the effect of preferential reaction at Si–O–Si vs. Si–O(H)–Al
sites. Our first task is to fit the spectrum of the untreated zeolite. For nitrided zeolites HY with Si/Al ratios
of 2.55 and 15 as well as NaY zeolite with Si/Al = 2.55, this fit is shown in Figure 7.18.
Both of the HY zeolites exhibit considerable dealumination: the best-fit Si/Al ratio for HY with Si/Al =
2.55 is 6.1–6.3 (a value of 6.25 was used). Similarly, the material with Si/Al = 15 appears to have a frame-
work Si/Al ratio of approximately 42. These values are consistent with the ratios calculated by NMR data
in section 7.4.3.2 using Equation (7.2). Our attempted fit of the spectrum in Figure 7.12— corresponding to
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Figure 7.17. Proton–29Si cross-polarization MAS NMR spectra of NaY zeolite with nominal Si/Al = 2.55
after ammonia treatment at 850°C for 24 h.
HY treated at 750°C for 24 h—using Equation (7.8) and the various probabilities of Equations (7.7), (7.9),
and (7.10) is shown in Figure 7.19. The best fit is actually a sum of the spectra generated using probabilities
a (attack of acid sites first) and b (unbiased substitution), weighed according to a bias ratio (BR):
S (δ) = BR S (δ|a) + (1 − BR)S (δ|b), (7.12)
where S (δ|a) denotes the spectrum generated by assuming probabilities a [Equation (7.7)] in Equation (7.8).
Biasing the substitutions to aluminum or silicon sites alone fails to create the appropriate asymmetry in the
peak in the −80 to −90 ppm region, and being completely unbiased fails to predict the disappearance of the
peak corresponding to environment 6 (Table 7.3) near −100 ppm. The fitting parameter BR, for “bias ratio,”
reflects the fraction of the substitutions that are biased toward Brønsted acid sites (i.e., BR = 1 corresponds
to the acid sites filling first, and BR = 0 indicates no bias).
The spectra of the other HY zeolites can be fitted using similar assumptions, as shown in Figures 7.20–
7.22. Except as noted, the same value of g (the line-broadening parameter) was used to fit both the treated
and untreated spectra for the same starting material. In only two cases (HY–15–850–24 and HY–15–850–48,
Figure 7.20) was it necessary to change the line width (g) to get a significantly better fit, though there are
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Figure 7.18. Fits of the untreated spectra of HY, Si/Al = 2.55 (top); HY, Si/Al = 15 (middle); and NaY,
Si/Al = 2.55 (bottom) using chemical shifts from Tables 7.3 and 7.4 and intensities from Vega.[64] The fitted
Si/Al ratios are 6.25 (top), 42 (middle), and 2.7 (bottom); the fitted line widths are 2.6 ppm (top), 1.5 ppm
(middle), and several values (bottom).
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Figure 7.19. Example of a fitted NMR spectrum of dealuminated HY zeolite. This particular material
was treated for 24 h at 750°C; the spectra shown were generated with Equations (7.7) (“Biased toward alu-
minum”), (7.9) (“Unbiased”), and the sum of the two with a bias ratio of 0.5 (“Summed”).
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Figure 7.20. Fitted spectra of nitrided HY zeolite with Si/Al = 15. Parameters given were adjusted until
the visual fit was best. The spectrum is fitted via Equations (7.7) and (7.9). The symbol ζ is the fractional
substitution
(
ζ = N/(N + O)
)
.
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Figure 7.21. Fitted spectra of nitrided HY zeolite with Si/Al = 2.55. Parameters given were adjusted until
the visual fit was best. The spectrum is fitted via Equations (7.7) and (7.9). The symbol ζ is the fractional
substitution
(
ζ = N/(N + O)
)
.
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Figure 7.22. Fitted spectra of nitrided NaY zeolite with Si/Al = 2.55. Parameters given were adjusted until
the visual fit was best. The spectrum is fitted via Equations (7.7) and (7.9). The symbol ζ is the fractional
substitution
(
ζ = N/(N + O)
)
.
some cases for which adjusting this parameter would make the fit better. It should be noted that the bias ratio
(BR) makes little or no difference in the quality of fit for the low aluminum materials (HY, Si/Al = 15) at
high nitridation levels: changing whether acid sites react first or not makes little difference when there are
relatively few acid sites.
Fitting the NaY spectra, in general, is significantly more difficult than fitting the HY spectra. Part of this
lies in the multiple locations that sodium ions can take—commonly used nomenclature initiated by Pickert[45]
labels these sites SI, SI, SII, SII, SIII, and SIII, meaning there are (at least) six different possible environments
due to sodium cations. We did not simulate more than two environments for each structure, and in many cases
in Table 7.4 we only chose cations at one set of positions (e.g., I, I, and III for a 3-Na environment). However,
the fact that these sites play a role in the observed spectra is evident from the extra broadening associated with
the SiO(1)Al peak in Figure 7.18. This extra broadening is usually handled by increasing the value of the line
width (g) used to fit that particular peak in Equation (7.3). We have done the same for NaY in Figure 7.18,
where the associated widths of each peak are 3.7, 3.0, 2.0, 3.0, and 7.0 ppm for silicon atoms near 0, 1, 2, 3,
and 4 aluminum atoms, respectively. How to transfer this broadening pattern to the substituted zeolites was
not entirely clear, so we made the assumption that sites associated with a certain number of aluminum atoms
nearby have the same width as the site with the corresponding number of aluminum atoms in the untreated
spectrum. This produces the fits in Figure 7.22. Another reason fitting NaY spectra is more difficult is the
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more obvious presence of error in the calculations; this is most likely due effects like lattice distortion due to
the presence of large numbers of aluminum atoms in the cluster (the terminal atoms of which are fixed at the
same coordinates as they are in the siliceous framework). Consistent with this, the largest error in the shift
occurs for the SiO(3)Al environment (environment 61 in Table 7.4), because it contains the largest number
of nearby Na+ ions (of the environments that occur in significant concentrations) and will be associated with
the largest local distortion compared to the average environment found in the siliceous framework. There
may also be fundamental errors in the calculation method: For example, we assume that the constant of
proportionality is unity between the calculated and experimental chemical shifts (δ = mσ+ b, m = −1); it has
been suggested that this does not necessarily produce the best agreement with experiment.[87]
It is interesting to note the apparent trends in the preference of nitrogen to substitute between two silicon
atoms versus between a silicon atom and an aluminum atom. In the case of low (< 10 percent) substitution,
there is a clear preference (BR ∼ 0.25–0.5) for substitution at acid sites. This is not surprising given the
drastically lower energy of such substitutions. As the temperature is increased, however, the best fit bias ratio
decreases, suggesting that the energy differences become less significant at high temperatures. In the case
of NaY, where the energy of reaction is higher for reaction at Si–O–Al sites than Si–O–Si sites, substitution
appears to be biased toward reaction between two silicon atoms.
It should be noted of course that none of the fits in Figures 7.20–7.22 is perfect, which is a reflection of
errors in both the calculations and our fitting procedure (i.e., the assumption of random substitution). In gen-
eral, the substitution pattern appears to deviate more from completely random behavior [i.e., Equation (7.8)]
as the substitution ratio (ζ) increases. The peaks in the experimental spectra also tend to broaden, indicating
the presence of angle strain and other small perturbations to the NMR signal. It should also be noted that
29Si NMR spectroscopy alone cannot confirm whether nitrogen substitutes at Si–O–Si or Si–OH–Al sites,
since there is some overlap between chemical shift ranges. This is particularly true for the high-aluminum
content materials. Aluminum-27 and 15N MAS NMR data might provide a more complete picture of the
nitridation mechanism, but based on the calculations in Table 7.7, this is far from certain. Finally, given the
number of assumptions made in the extraction of the nitridation levels directly from the spectra, the amount
of error associated with the simulations, and the various assumptions associated with the fitting procedure,
the agreement between the two methods is remarkable (Table 7.2).
7.5 Conclusions
The effects of aluminum content and charge-compensating cation on the nitridation of zeolite Y using
high-temperature ammonia have been studied using a combination of modeling, NMR spectroscopy, nitrogen
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adsorption, EDX, elemental analysis, and X-ray diffraction. The appearance and evolution of new silicon res-
onances in the 29Si MAS NMR spectra and the results of nitrogen content measurements of samples prepared
at various temperatures using reaction durations of 24–48 h show that the degree of substitution increases
with increasing reaction temperature and time. The effects of reaction conditions such as ammonia flow rate
will be discussed in detail in Chapter 8. Zeolites with higher Si/Al ratios show more well-resolved and sharp
29Si MAS NMR spectra and higher crystallinity after the reaction, whereas protonated acidic zeolites with
high aluminum content lose their crystallinity and microporosity during the ammonia treatment (see Fig-
ures 7.2–7.4 and 7.10–7.15). In particular, although nitrided NH4Y undergoes highest nitrogen substitution
under the same conditions, it decomposes in the process and therefore will be less useful as a catalyst for
reactions that require high surface areas and shape selectivity arising from the zeolite porosity. The presence
of sodium as a charge-compensating cation provides higher stability, but decreases the extent of reaction.
The comparisons between measured and calculated 29Si MAS NMR chemical shifts show good agree-
ment, providing compelling evidence that high levels of nitrogen substitution have been achieved. The cal-
culations on small nitrogen-substituted zeolite clusters show that the nitridation reaction is energetically un-
favorable, and that the expected energy of reaction for different silicon environments is ∆Erxn(Si–OH–Al) <
∆Erxn(Si–O–Si) < ∆Erxn(Si–O–Al). This is confirmed in the fits of the experimental spectra with the simu-
lations for relatively low temperature treatments (Figures 7.20–7.22). This preference is less pronounced or
absent for higher reaction temperatures, in part because all of the Si–O(H)–Al sites have already reacted at
these temperatures. Nitrogen substitution of NaY zeolite shows a lower degree of substitution than the treated
HY zeolites at low temperatures. This is supported by the calculations, which show a higher energy of sub-
stitution for the Si–NH–Al connectivity relative to the Si–NH–Si and Si–NH2–Al connectivities. Sodium Y
substitutions are slightly biased toward reaction of Si–O–Si over Si–O–Al groups, as seen in the analysis of
the change in Si(OSi)4−x(OAl)x resonances with temperature and in the simulations of the experimental data.
Parameters extracted from adsorption isotherms (Table 7.1) show that the crystalline samples maintain
substantial microporosity post-treatment, although some pore-blocking or loss of crystallinity has clearly
occurred. This shows that low-aluminum zeolites in particular can be treated with ammonia to produce
crystalline, microporous, nitrogen-substituted zeolites. These materials are expected to behave as relatively
strong solid base catalysts.[23] Further work is needed to investigate the detailed mechanisms of nitrogen
substitution, as well as the applicability of these new materials as shape selective solid base catalysts.
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CHAPTER 8
OPTIMIZING THE SYNTHESIS OF NITROGEN SUBSTITUTED ZEOLITES
The bulk of this chapter is being published as Paper VIII (see List of Publications, page xxxiii), an article
intended for Chemistry of Materials. The authors of that article are Karl D. Hammond, Murad Gharibeh,
Geoffrey A. Tompsett, Scott M. Auerbach, and Wm. Curtis Conner, Jr. of UMass Amherst; Autumn V. Brown of
Gordon College; and Fulya Dogan and Clare P. Grey of Stony Brook University (part of the SUNY system).
8.1 Introduction
Zeolites form a class of extremely valuable and important materials that have largely replaced homoge-
neous acid catalysts in many chemical processes.[1] The sub-nanometer pores of zeolites provide a unique,
confined environment for chemical reactions, often resulting in increased selectivity. There has been growing
interest in the last two decades to develop zeolite and other microporous solid catalysts that serve as bases,
allowing the selectivity advantages of these materials to be utilized in base-catalyzed reactions.[2–4] Such re-
actions are particularly important in light of recent interest in biomass conversion reactions, many of which
are more active using alkaline catalysts.[5,6]
There are three primary methods of treating zeolites and related materials to induce basic character: (1)
Ion exchange of sodium or ammonium ions for calcium, magnesium, rubidium, cesium, or barium ions;[7–12]
(2) Grafting organic bases onto the pore walls, particularly in mesoporous materials;[13–18] and (3) Substitu-
tion of nitrogen for oxygen (or, similarly, substitution of oxygen for nitrogen in silicon nitride). It is the third
type of treatment with which we concern ourselves here.
Substituting nitrogen for oxygen in silica is analogous to substituting an amine for an ether in organic
compounds: ethers are generally neutral, while amines are basic. Unlike grafting procedures, substitution
does not change the effective pore diameter significantly. Nitrogen-substituted zeolites, amorphous silicates,
and aluminophosphates are typically prepared by high-temperature treatment of the starting material with
ammonia or another amine. Ammonia is by far the most common due to cost and safety concerns, but
other alkyl amines such as methyl amine and ethyl amine have been used.[19–21] However, it is extraordinarily
difficult to synthesize zeolites with nitrogen substitutions without significant damage to the zeolite framework
structure, and published syntheses tend to be difficult to reproduce. Much of this can be attributed to the
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Table 8.1. Published synthesis conditions for amine-treated zeolites. Studies are listed in roughly chronolog-
ical order. Symbols: T, temperature; F, volumetric flow rate; kramp, heating rate; thold, reaction time at T ; Dt,
reactor inner diameter.
PI Material Framework F (cm3/min) T (°C) thold (h) Ref.
Kerr NaY FAU 500 N/Aa 54
Fink NaZSM-5 MFI 250–330 400–800 3 35
Ernst NaY FAU 60 850–930 20–72 31
NaX FAU
Silicalite-1 MFI
ZSM-5 MFI
MCM-58 IFR
Ernst NaY FAU 60 700 42 28
Zhang ZSM-5 MFI 500 1100–1150 4.5, 8, 10 22
Srasra USY FAU 60 500–900 48 29
Long ZSM-5c MFI 0b 25/550b 20
Long HZSM-5c MFI 0d 200 48 19
Long ZSM-5c MFI 0 200 48 21
Ernst Beta BEA 60 300–800 24–48 32
Zhang HZSM-5 MFI 30 800 5, 10, 15 27
MacKenzie HY FAU 4000 1000–1400e 20, 60 23
aDone as a function of temperature in a thermogravimetric analyzer (TGA)
bUsed autoclave (no flow) with CH3NH2 at 25°C, then heated at 550°C for 2 h to decompose CH3NH2.
cDealuminated with steam at 800°C for 100 h
dUsed autoclave (no flow) with RNH2 (R = CH3, C2H5, C3H7)
eThe authors found that Y zeolite decomposes above 1100°C to form amorphous SiAlO(N) materials.
vast array of synthesis conditions employed in different labs throughout the world and the lack of thorough
understanding of the sensitivity of the substitution reaction to those conditions. For example, temperature
treatment conditions used in the literature vary from as low as 200°C using alkylamines[19–21] to as high as
1100°C using ammonia.[22,23] Flow rates are similarly varied: from static conditions (for alkylamines[19–21])
to flow rates of tens,[24–34] hundreds,[22,35–53] or even thousands[23] of cubic centimeters per minute. A table
summarizing the synthesis conditions we have extracted from the literature for crystalline and amorphous
silicates and aluminophosphates is shown in Tables 8.1–8.3. In this chapter, we report a reproducible and
effective synthesis of nitrided zeolites.
How the resulting materials are characterized is also extremely important. Like the synthesis condi-
tions, the variability in characterization methods so far employed is high. Most characterization relevent to
nitrogen-substituted silicates and related materials has been carried out via X-ray diffraction,[20–25,67] which
measures crystallinity; infrared absorption[19,25–29,35–37,54,62,63,68] and Raman spectroscopy, which reveal vi-
brational characteristics; physical adsorption,[24,26,27,32,33,36–39,59,61–63] which gives an estimate of surface area
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Table 8.2. Published synthesis conditions for amine-treated AlPO and SAPO materials. Studies are listed
in roughly chronological order. Symbols: T, temperature; F, volumetric flow rate; kramp, heating rate; thold,
reaction time at T ; Dt, reactor inner diameter.
PI Material Framework F (cm3/min) T (°C) thold (h) Ref.
Montes AlPO4 amorph. 750 120 55
Grange AlPO4 amorph. 750, 800 2, 15, 70 56
Grange AlPO4 amorph. 740–800 1.5–36 57
Benítez AlPO4 amorph. 800 58
Corma AlPO4a 85 800 3–70 26
Grange ZrPO4 amorph. 700 7 h 59
Grange AlPO4 amorph. variousb 60
Grange AlPO4 amorph. 800 3–200 61
Grange AlVO4 amorph. 750 600 1–11.5 40
Grange AlPO4 amorph. 750 62
Grange Al0.5Ga0.5PO4 500 750, 800 16, 200 36
Corma AlPO4a amorph. 150 500–900 16, 24 41
Grange AlVO4 amorph. 500 600 0c 38
Grange AlVO4 amorph. 500 400–800 2–10 42
Corma AlPO4a amorph. 85 800 10 33
Delsarte Al0.5Ga0.5PO4 amorph. 500 750 3–89 37,39
Ernst AlPO4-5 AFI 60 850–930 20–72 31
AlPO4 amorph. 60 825 36
Zhang SAPO-34 CHA 700–900 63
Wehrle AlPO4-5 AFI 33 600–900 24–45 25
Ding SAPO-11 AEL 30 400 5, 25, 50 24
Liu AlPO4 amorph. 450 800 3, 8, 12 43
aP/Al = 0.9
bThe authors did not report the specific temperature, flow rate, or reaction time. They did note, however, that increasing thold or T
caused an increase in the amount of substitution.
cThe material was cooled immediately upon reaching the maximum temperature.
Table 8.3. Previously published synthesis conditions for amine-treated nonporous and mesoporous amor-
phous silicas. Studies are listed in roughly chronological order. Symbols: T, temperature; F, volumetric flow
rate; kramp, heating rate; thold, reaction time at T ; Dt, reactor inner diameter.
PI Material F (cm3/min) T (°C) thold (h) Ref.
Larsson silica 470 800, 1000 2–96 44
Lednor silica 500 1100 4–24 45,46
van Weeren silica 8.3 1120 4, 12, 24 30
Amorós silica 50 950 0–72 34
Mokaya MCM-48 100 900 20 47
Liu silica 500 1100 18 48
Liu silica 500 900–1150 18 64
Liu SBA-15 500 900–1150 18 49
Mokaya MCM-41 100 950 20 50
Okubo SBA-15 600–1000 4 65
Mokaya MCM-41 100 850–1150 20, 80 51
Zhang MCM-41 1000 950, 1000 8, 18, 24 52,66
Mokaya MCM-48 100 950 20 53
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(for non-microporous materials), pore volume, and pore size (especially for mesoporous materials); and nu-
clear magnetic resonance (NMR) spectroscopy,[20–25,30,67–70] particularly 29Si magic angle spinning (MAS)
NMR for silicates and 27Al and/or 31P MAS NMR for aluminophosphates. We saw in Chapter 7 that the 29Si
single pulse NMR spectrum can be used as an estimate of the extent of reaction (i.e., fractional substitution
of oxygen sites) in the zeolite framework. We also found that the Si/Al ratio and the presence of H+ versus
Na+ make a significant impact on the final results: the Na-form requires higher temperatures and/or longer
times to show similar levels of substitution as seen in the comparably treated H-form, and the materials with
higher Si/Al ratios (in the acid form, at least) showed higher levels of substitution and stability than high-
aluminum Y zeolite (see Chapter 7). We will now pursue the use of high-resolution adsorption measurements
to complete the characterization of nitrided zeolites.
In this chapter, we investigate the effects of several treatment parameters, considering fifteen different syn-
thesis protocols in all, and make recommendations as to the best synthesis route. In particular, we examine the
effects of flow rate of ammonia, treatment temperature, treatment time, and temperature vs. time profile on the
crystallinity, microporosity, and level of substitution in ammonia-treated Y zeolite. We also augment X-ray
diffraction and 29Si MAS NMR with high-resolution adsorption (HRADS) isotherms, finding that these three
techniques together are crucial for characterizing the nitrided zeolites. These are the primary conclusions
of this chapter. Furthermore, we will investigate whether the use of infrared and Raman spectroscopy—
generally much easier, faster, and/or cheaper analyses than either HRADS or NMR spectroscopy—are of
significant use in the characterization of amine-treated zeolites. We will find that the vibrational spectro-
scopies are not diagnostic, but can corroborate the presence of nitrogen in the zeolite framework.
The rest of this chapter describes the synthesis, characterization, and computational methods applied
to make and characterize nitrided zeolites, the results of various treatment protocols and the corresponding
characterization, and overall conclusions.
8.2 Methods
The zeolites analyzed in this article are Y zeolites (FAU framework[71]) with an Si/Al ratio of 6 (Zeolyst
Corporation, Valley Forge, PA; product number CBV712, Lot 71200N00868). The zeolite is sold as NH4Y,
which loses ammonia upon heating to form the acidic zeolite HY. The as-sold product is actually more
dealuminated than the nominal Si/Al ratio (6) indicates; we find this particular sample to have an apparent
framework Si/Al ratio of about 20 based on the NMR spectra (see Figures 8.7–8.10).
We note that the Si/Al ratio calculated from the NMR spectrum for the untreated material is about 20 (see
Figure 8.7, for example), obtained via
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xISi(OAl)x (7.2)
where ISi(OAl)x is the integral of a peak corresponding to x nearby aluminum atoms. The discrepancy between
this value and the manufacturer’s value of 6 can be traced to pretreatment conditions: when the zeolite is
dealuminated from Si/Al ≈ 2.5 (the Si/Al ratio of the as-synthesized material), to Si/Al ≈ 6 (the Si/Al ratio of
the as-sold material), some aluminum remains bound to the material as extra-framework aluminum (EFAl).
The combination of EFAl and framework aluminum results in Si/Al = 6, but the ratio estimated by NMR
from framework aluminum alone results in Si/Al ≈ 20.
8.2.1 Treatment
Samples to be substituted with nitrogen were treated by flowing anhydrous ammonia at high temperatures
in a fused quartz tube within a tube furnace. The anhydrous ammonia was further dried at room temperature
with a glass moisture trap (Model SG6191; Advanced Specialty Gas Equipment, Middlesex, NJ), which uses
a mixture of NaX and NaA zeolites at room temperature to remove all traces of water. The ammonia renders
the cobalt chloride indicator useless, so the desiccant was changed at regular intervals. The temperature was
measured with a thermocouple mounted either in the center of the furnace or between the tube and the heater
(the “jacket”), with the sample placed in a quartz boat as diagrammed in Figure 8.1.
Nitrogen substituted (nitrided) Y zeolite was prepared as follows. Approximately 0.7 g of zeolite were
placed in a quartz boat, packed loosely so as to allow rapid removal of water produced by the reaction.
This boat was placed in a tube furnace with flowing nitrogen gas and heated at 0.5°C per minute to 110°C.
This temperature was held for two hours, then the furnace was heated at 0.5°C per minute to 400°C. That
temperature was held for six hours to ensure the zeolite pores were devoid of water, which is important both
to prevent dealumination before ammonia is added and drive the reaction forward after ammonia is added, as
the ammonia addition reaction is highly endothermic. The furnace was then heated at kramp between 1.0 and
1.5°C per minute to the reaction temperature of 550–850°C. The gas was changed from nitrogen to ammonia
either at the beginning of the ramp (400°C) or at the end of the ramp after the reaction temperature had been
reached (Trxn). The oven was maintained at this temperature for 8–48 h, after which the flow gas was replaced
again with nitrogen. The oven was then cooled at the same rate, kramp, to room temperature. The quartz tube
was sealed on both ends with a glass-to-metal (Kovar) seal, which made it possible to seal the thermocouple
inside the reactor by threading the thermocouple sheath through the quarter inch fitting. All temperatures
were measured by a K-type (chromel-alumel) thermocouple placed inside the tube furnace near the reaction
vessel at the center of the furnace (“rxn”) or on the outside of the tube furnace next to the heater (“jacket”).
A diagram of the treatment steps is included in Figure 8.1.
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Figure 8.1. Treatment steps (top) and reactor layout (bottom).
There are several process variables given as ranges in the previous paragraph. These are variables involved
in the synthesis procedure that can be changed:
• Zeolite sample history (e.g., as-synthesized, dealuminated)
• Charge-compensating cation (H+/NH+4 , Na
+)
• Si:Al ratio
• Reactor tube diameter, Dt
• Center point temperature, Trxn
• Temperature at which ammonia is first introduced, TNH3 ∈ {400°C,Trxn}.
• Volumetric flow rate, FNH3 , or, alternatively, the average fluid velocity 4FNH3/piD
2
t or the the mean
Reynolds number ReDt (≈ 4FNH3/piνDt for flow in a pipe)
• Hold time at reaction temperature, thold
• Ramp rate during final heating step (from 400°C to Trxn), kramp
• Temperature control point: either “rxn” or “jacket” as shown in Figure 8.1.
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Table 8.4. Treatment conditions (Tr.) used to test the effects of various process variables on final products.
Symbols are explained in Figure 8.1, Table 8.5, and in the text.
Tr. thold (h) FNH3 (cm
3/min) ReDt
a TNH3 Trxn (°C) Tjacket (°C) kramp (°C/min)
A 8 70 0.3 820 827 900 1.5
B 8 600 3.3 400 712 829b 1.5
C 24 600 3.2 400 730 1.167
D 48 600 3.2 400 730 1.167
E 8 600 2.5 400 850 1.5
F 8 600 2.5 850 850 1.5
G 8 600 3.1 400 750 1.5
H 24 600 2.5 400 850 1.5
I 8 70 0.35 750 750 1.5
J 8 600 3.1 400 750 1.167
K 8 600 3.8 400 650 780 1.5
L 8 600 4.7 400 550 1.5
M 4 600 3.1 400 750 1.5
Nc 8 600 3.1 400 750 1.5
Od 8 2000 5.2 550 845 850 1.5
aNote that the Reynolds number also depends on the kinematic viscosity, which is a function of temperature.
bThe temperature for this treatment was controlled using the jacket temperature.
cGlass wool was placed under the “boat” to ensure minimal thermal contact of the quartz boat with the hot wall.
dTreatment O was prepared at Stony Brook University using a slightly different furnace with a diameter of 3.8 cm.
The effects of starting material history, compensating cation, and Si/Al ratio were the subject of Chapter 7.
In this article, we concentrate on one particular starting material (NH4Y, Si/Al = 6, dealuminated at the
factory to Si/Al ∼ 20), and we seek to find one set of reaction conditions that reproducibly gives (a) high
crystallinity, comparable to that of the untreated zeolite; (b) reasonably high levels of nitrogen substitution;
and (c) micropore volumes comparable to the untreated zeolite. Please see Table 8.4 for a summary of the
synthesis conditions we tested.
We can ascertain the effect of changing one synthesis parameter by comparing one or more samples from
Table 8.4. Examples of these are shown in Table 8.5.
We have not done a full investigation of the effects of tube diameter, but preliminary indications suggest
that tube diameter may be a significant parameter. For example, the temperature measured by the probe in the
center of the reactor (Trxn) depends strongly on the flow profile, and is sensitive to both heating length and
tube diameter. The setup at UMass (Dt = 2.3 cm, FNH3 = 600 cm
3/min) produces Trxn − Tjacket on the order
of 75–130°C, while the setup at Stony Brook University (Dt = 3.8 cm, FNH3 = 2000 cm
3/min) produces
Trxn − Tjacket on the order of 5°C. These differences may be attributable to furnace design and/or tube wall
thickness. We therefore emphasize that temperatures should be measured by inserting a thermocouple into
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Table 8.5. Parameters tested for sensitivity and the protocols that demonstrate their influence on reaction
conditions.
Parameter Symbol Protocols Figure
NH3 intro. temp. TNH3 E, F 8.6
Flow rate FNH3 A, E, O 8.7
Hold time thold C, D, G, M 8.8
Temperature Trxn E, G, K, L 8.10
Ramp rate kramp G, J N/A
Control point rxn/jacket B, E N/A
the ammonia flow; this ensures that the temperature of the reaction is as close as possible to the reported
temperature.
Flow rates were maintained at 70, 600, or 2000 cm3/min (see Table 8.4), which were measured using
a rotameter. A mass-related factor of 1.3 has been applied to convert from air to ammonia calibration.[72]
Kinematic viscosites were calculated using linear extrapolation from the dynamic viscosity measurements of
Touloukian et al.[73] and densities given by the ideal gas law (which are very close to the densities measured
by Reynolds[74] for lower temperatures). The Reynolds numbers in Table 8.4 are significantly lower than the
value corresponding to the transition to turbulent flow (ReDt ≈ 2300), indicating the flow is laminar. After
synthesis, all materials were stored under nitrogen inside a sealed vial. Vials were stored in a dry box at less
than 25 percent relative humidity. Moisture conditions in the box were maintained using Drierite (anhydrous
calcium sulfate with cobalt chloride indicator; W. A. Hammond Drierite Company, Xenia, OH). Nitrogen gas
was ultra-high purity grade (Airgas East, Salem, NH). Ammonia gas is anhydrous (99.99%; Airgas).
8.2.2 X-ray Diffraction
X-ray diffraction was measured with a Philips X’Pert Professional diffractometer using a Cu K-α source
with a wavelength of 1.54 Å. An accelerating voltage of 45 kV and a current of 40 A were used. A slit width
of 0.5° was used on the source. Scans were collected using an X’Celerator detector.
8.2.3 Physical Adsorption
High-resolution adsorption (HRADS) isotherms were collected with an AUTOSORB–1 MPC (Quan-
tachrome Instruments; Boynton Beach, FL) volumetric adsorption system with a 1 Torr transducer for low
pressure readings. Samples were degassed at 300°C using a turbomolecular until the initial differential de-
gassing rate was below 20 µm Hg/min. Points were taken only after the pressure had been stable for 12 min-
utes for points below P/P◦ = 10−2 and 5 minutes for all points at higher pressures. The t-plot[75,76] used
here employs the universal thickness model of de Boer[77] [Equation (2.21)]. The αs-plot[78] uses P/P◦= 0.4
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as the point of reference using an isotherm for amorphous, non-porous silica.[79] Micropore volumes were
extracted directly from the adsorption isotherms by assuming the density is equal to that of liquid nitrogen
(0.001547 cm3 STP/mL[80]), using the quantity adsorbed at P/P◦ = 0.001. Micropore volumes were also
extracted from the t-plot by extrapolating the linear region back to the origin and using that quantity ad-
sorbed as the micropore volume as suggested by Sing.[81] Both micropore assessment techniques require the
assumption that the adsorbate density is equal to the liquid density inside the micropores, which is a tenuous
assumption at best. As such, all pore volumes should be interpreted relative to other materials, not necessarily
as absolute volumes.
8.2.4 NMR Spectroscopy
Silicon nuclear magnetic resonance (NMR) spectra were collected using a DSX300 spectrometer with
a 7.05 T magnet (proton Larmor frequency 300 MHz) using a 4 mm probe. The rotor was spun at the
“magic” angle (54.7°) at 3 kHz. Single pulse experiments were performed with a pi/2 pulse length of 7 µs.
Recycle delays of 30, 60, and 90 s showed no change in relative peak heights, so a recycle delay of 30 s was
employed in all spectra. Chemical shifts are with respect to tetramethylsilane (TMS) at 0 ppm. All spectra
are normalized to have a total integral of unity unless otherwise specified.
8.2.5 Vibrational Spectroscopy
Infrared spectra were collected with a Bruker Equinox–55 mid-infrared Fourier transform spectrometer.
Wavenumbers between 400 cm−1 and 4000 cm−1 were scanned with 4 cm−1 resolution. Samples were pre-
pared as a 1–10 percent w/w mixture with KBr and compressed at 5000 psig. Fifty scans were averaged to
produce the final spectra.
Raman spectra were collected using a HORIBA Jobin Yvon LabRAM Raman microscope using a 50×
optical lens, 180° scattering, 632 nm laser line, and 100 µm slits. Ninety 60 s scans were averaged over the
range of 100–4000 cm−1 to produce each spectrum.
8.2.6 Calculations
Predicted NMR spectra were generated from chemical shifts calculated using clusters containing 14
tetrahedral (T) atoms using gauge-including atomic orbitals (GIAO),[82,83] the B3LYP hybrid density func-
tional,[84–88] and the cc-pVTZ basis set,[89–94] as implemented in G.[95] The geometry of each cluster
was optimized using the same density functional and the 6-311G(d,p) basis set.[96,97] The intensity of each
peak was estimated by assuming a random distribution of nitrogen among the various possible substitution
sites (≡Si–OH–Al≡ and ≡Si–O–Si≡). The substitution was biased toward Brønsted acid sites according to
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an adjustable parameter, the bias ratio (BR). The degree of substitution was determined by the fraction of
oxygen atoms that must be substituted in order to fit the spectrum. These fitting procedures and the values of
all chemical shifts are described in detail in Chapter 7.
Predicted vibrational (IR/Raman) spectra were computed using frequencies derived from the harmonic
oscillator approximation (see section 2.6.2.2.2) using electronic energies calculated with DFT at B3LYP/6-
311G(d,p) as implemented in G.[95] The terminal hydroxide groups were fixed at their crystallographic
coordinates during the geometry optimization. During the frequency calculation, these atoms (which are not
in a minimum-energy geometry) were given an artificial atomic mass of 10000 Daltons, effectively removing
the spurious imaginary frequencies that result from the constrained terminal atoms by greatly reducing the
intesities of the associated vibrations.
Frequencies higher than 2000 cm−1 were scaled by a factor of 0.97; this value was found by Andersson
and Uvdal (who published both 0.9619 and 0.9679, recommending the latter),[98] Andrade and coworkers
(who published 0.9698 and 0.9678),[99] and Merrick and coworkers (who published 0.9682)[100] to give better
agreement with experimental vibrational frequencies. The cutoff of 2000 cm−1 is arbitrary; it is unclear
from the literature which wavenumbers should be dubbed “high” (and therefore scaled by 0.97) and which
should be “low” (and scaled by 1.01 or so), other than the fact that anything above 2000 is clearly relatively
high. Cutoffs of 1000 cm−1 and 1800 cm−1 have been used,[100] but typically an exact crossover frequency
is not suggested. Frequencies below 2000 cm−1 were not scaled, as the “low frequency” scale factors are
essentially unity for B3LYP with the 6-311G(d,p) basis set.[98–100] The IR and Raman spectra themselves
were produced by imposing a Lorentzian line shape on the peak associated with each frequency, multiplying
by the calculated intensity of the vibration, and summing over all vibrations using the programs irspec and
irdata in Appendix D. The width (half-width at half-maximum) of the Lorentzian line was 30 cm−1 for
each vibration for infrared spectra and 5 cm−1 for Raman spectra, both of which are adjustable parameters.
Infrared intensities are given by the absorption coefficient, which is directly proportional to the absorbance
that would be measured experimentally[101] and has units of m/mol. Calculated Raman intensities are de-
termined from computed scattering activities (S , related to the trace of the derivative of the polarizability
tensor[102,103]) and parameters from our Raman spectrometer. The differential scattering cross section, which
is proportional to the measured intensity, is given by[101]
I ∝ dσR
dΩs
=
pi2
ε20
(ν¯i − ν¯)4
(
h
8pi2cν¯
) (
S
45
)
1
1 − exp
(−hcν¯
kT
) , (8.1)
where ν¯i is the wavenumber of the exciting beam (1/632 nm = 15800 cm−1), ν¯ is the wavenumber of the
Raman transition, T = 300 K, and S is the Raman scattering activity as calculated from the electronic
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structure calculation. The value of S is calculated in atomic units (Bohr4/Dalton), and reported in Å4/Da.
Values of S are converted to the appropriate SI units (C2m2kg−1V−2) by the factor 7.45535 × 10−34 [i.e.,
(4piε0)2u−110−40 m4/Å4, where u is the unified atomic mass unit (1.66053878×10−27 kg/Da)]. The differential
cross section [Equation (8.1)] has units of m2/sr. Since Raman cross-sections are invariably very small, they
are reported in am2/sr (10−36 m2/sr).
8.3 Results and Discussion
X-ray diffraction is a staple of zeolite characterization. As shown in Chapters 6 and 7, 29Si NMR is
also crucial for analyzing these materials. A major finding of this chapter is that high-resolution adsorption
(HRADS) completes the triad of crucial characterization methods for determining the structure and compo-
sition resulting from nitridation. To establish this point, consider a comparison: treatment H to treatment G,
which demonstrates both the utility of silicon NMR spectroscopy and the importance of high-resolution ad-
sorption. This comparison is shown in Figure 8.2. Based on the calculations presented in Chapter 7, we know
that δSi = −88, −67, −62, −51, and −45 ppm correspond to varying numbers of nitrogen atoms substituted
into the zeolite framework. Given the results in Figure 8.2, this demonstrates that treatment H produces more
substitution than treatment G. However, the adsorption isotherms are clearly different: the micropore-filling
region (approximately 10−5 to 10−3 relative pressure for nitrogen on Y zeolite at 77 K) is well-defined in
the untreated material and for treatment G, indicating a well-defined and relatively narrow distribution of
pores consistent with Y zeolite. Treatment H has a much broader low-pressure adsorption region and has no
definite inflection point, indicating a broad distribution of pores suggestive of a partial collapse of the zeolite
structure. The X-ray pattern is reasonably close to that of the untreated material in both cases, though the
signal is harder to differentiate from background in the case of treatment H. In addition, the intensities of
some of the reflections change after treatment H, which suggests some damage to the crystal structure as well
as the micropore structure. Treatment G is therefore a better treatment than treatment H, as it better preserves
the pore structure of the zeolite. High-resolution adsorption was crucial in establishing this conclusion.
8.3.1 Effect of Treatment Conditions
Nearly all treatment conditions from Table 8.4 result in one or more of the new signals appearing in the
NMR spectrum. However, the amount of substitution (from NMR), degree of crystallinity (from X-ray), and
presence and volume of micropores (from adsorption) in the resulting materials depend moderately to highly
on the synthesis conditions.
We conducted several syntheses under varied conditions (Table 8.4) to test the effects of several exper-
imental parameters on the final properties of the material. Samples from each synthesis procedure were
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Figure 8.2. 29Si NMR spectra, X-ray diffraction patterns, and high-resolution nitrogen adsorption isotherms
of samples from treatment protocols G and H. The vertical axes for NMR and X-ray plots are in arbitrary
units and are auto-scaled; for adsorption, the ordinate is in cm3 STP/g. The differences in the X-ray patterns
and adsorption isotherms demonstrate the complementarity of these two methods.
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analyzed by X-ray diffraction, high-resolution physical adsorption, and 29Si NMR spectroscopy to look for
changes in crystallinity, microporosity, and chemical environment (due to substitution), respectively. For the
results of these analyses for many of the synthesis protocols we studied, see Figures 8.3–8.5.
The rest of this chapter will discuss the comparisons between different protocols (see Table 8.5) that show
the effects of each synthesis variable on the final product.
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Figure 8.3. Single-pulse 29Si MAS NMR spectra, 1H/29Si cross-polarization MAS NMR spectra (contact
time 5 ms), X-ray patterns, and high-resolution nitrogen adsorption isotherms for untreated HY zeolite and
treatments A–D.
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Figure 8.4. Single-pulse 29Si MAS NMR spectra, 1H/29Si cross-polarization MAS NMR spectra (contact
time 5 ms), X-ray patterns, and high-resolution nitrogen adsorption isotherms for treatments E–H.
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Figure 8.5. Single-pulse 29Si MAS NMR spectra, 1H/29Si cross-polarization MAS NMR spectra (contact
time 5 ms), X-ray patterns, and high-resolution nitrogen adsorption isotherms for treatments K–O.
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8.3.1.1 Effect of Ammonia Introduction Temperature/Time
The temperature at which ammonia is introduced to the zeolite seems to be relatively unimportant in
terms of the level of substitution, except for the fact that introducing the ammonia before the temperature
increases results in a longer time of overall ammonia exposure. However, introducing ammonia before the
beginning of the ramp from 400°C produces NMR spectra with narrower peaks in the −90 to −100 ppm range,
indicating less structural deformation. For example, treatments E and F, which differ only by when ammonia
was first introduced, are shown in Figure 8.6. The high-resolution adsorption isotherms of each material are
similar, but there is generally less order evident from the X-ray pattern of material F. The breadth of the
NMR peaks indicates the material from treatment F has a larger range of chemical environments than the
material from treatment E. This implies that material F probably contains more defects and is less ordered.
We suspect that high temperatures in the absence of ammonia cause minor structural deformations as the
Si–O and Al–O bonds are thermally excited.[104] When ammonia is present, the same phenomena can also
result in substitution in addition to dealumination and/or structural distortion, suggesting that the presence of
ammonia either prevents the formation of defects or heals some of them as they form. For this reason, we
recommend introducing ammonia before the furnace reaches the reaction temperature, preferably before the
zeolite reaches 500°C.
8.3.1.2 Effect of Flow Rate
Switching from a flow rate of approximately 70 to 600 to 2000 cm3/min while leaving the temperature at
850°C and the treatment time at 8 h (from treatment A to E to O in Table 8.4) produces drastic effects: signifi-
cantly less nitrogen substitution is evident in the 29Si NMR spectrum (Figure 8.7) at lower flow rates, whereas
the X-ray patterns look much the same except for the low-angle peak near 6.3° and the high-resolution ad-
sorption isotherms are essentially identical to each other and to the untreated sample. In contrast, the higher
flow rates (treatments E and O) produce more substitution. This great sensitivity to flow rate suggests that
thermodynamic limitations (nitridation is highly endothermic[105]) are overcome at higher flow rates by keep-
ing [NH3] high and [H2O] low. We recommend 600 cm3/min as a minimum flow rate; in our configuration,
higher values are preferable. The ammonia flow rate seems to be the most important parameter.
8.3.1.3 Effect of Treatment Time
The effect of hold time (thold) is shown for four different values in Figure 8.8. The effect on the NMR spec-
trum is minimal for short times (4–8 h), but at longer times (24–48 h) the bulk of the NMR signal is shifted to
less negative chemical shifts, indicating more double and triple nitrogen substitutions. These higher substitu-
tions come at the expense of overall crystallinity and microporosity. Long hold times—especially 48 h—show
255
−120−110−100−90−80−70−60−50−40
29Si Chemical Shift (ppm from TMS)
In
te
ns
ity
 (a
rbi
tra
ry 
un
its
) Treatment ETreatment F
0 10 20 30
2θ (degrees; Cu−Kα)
0
500
1000
1500
2000
Co
un
ts/
s
Treatment E
10−6 10−5 10−4 10−3 10−2 10−1 100
Relative Pressure (P /P°)
0
100
200
300
V
ol
. a
ds
. (c
m3
 
ST
P/
g)
Treatment E
Treatment F
10 20 30 40
2θ (degrees; Cu-Kα)
Treatment F
Figure 8.6. Comparison of the effect of ammonia introduction temperature, TNH3 . The increased intensity for
Treatment F in the NMR spectrum between −90 and −100 ppm as well as the shoulder at −110 ppm indicate
possible signs of dealumination, defect formation, and other structural changes. Spectra are normalized by
sample mass.
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Figure 8.7. Effect of flow rate on silicon NMR spectra (left), X-ray diffraction patterns (center), and high-
resolution adsorption isotherms (right) at a hold time of 8 h and a temperature of 850°C. Thick lines are
experiment, thin lines are simulations as described in the methods section using the N/(N + O) and Si/Al
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rates produce greater substitution and prevent loss of long-range order.
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a marked difference in the high-resolution adsorption isotherm, and a general decrease in micropore volume.
These are accompanied by a general decrease in the definition of the signals in the X-ray pattern, suggesting
partial collapse of the zeolite structure. The level of substitution seems to be higher at longer times, which is
logical, but the general breadth of the peaks in the NMR spectrum also suggests the presence of amorphous
(non-zeolitic) material. The degradation of the X-ray pattern is less pronounced at higher flow rates (see
Chapter 7), suggesting that residual water produced by the nitrogen-substitution reaction may dealuminate
the zeolite (as would be expected at high temperatures).
8.3.1.4 Effect of Ammonia Treatment Temperature
Increasing the temperature produces more substitution, as seen in the NMR spectra, leaving the adsorption
isotherms more or less unchanged (Figure 8.10). The X-ray patterns all show peaks in the same places, but
with varying intensities. In particular, the first reflection [the (111) face, 2θ ≈ 6.3°], is diminished after
most treatments and completely gone at the highest temperature. However, we suspect the loss of the (111)
reflection is due to incomplete removal of ammonia from the zeolite pores before the X-ray pattern was
collected, as this peak is very sensitive to the presence of adsorbed species.[106] This is supported by the fact
that the peak at low angle reappears after a sample from treatment E had been left sitting under dry nitrogen
for several months (see Figure 8.9). This demonstrates that temperatures as high as 850°C are insufficient
to completely destroy the FAU zeolite framework in the absence of water, but also indicates a loss of long-
range order. We find that temperatures up to 850°C produce substituted zeolites with no detectable loss of
microporosity.
8.3.1.5 Recommended Conditions
We are most satisfied with the results of treatment G (8 h, 600 cm3/min, ammonia started at 400°C, tem-
perature measured in the center of the reactor, Tsp = 750°C, ramp rate 1.5°C/min). The X-ray patterns, 29Si
NMR spectra, and adsorption isotherms showing both standard and high-resolution adsorption are shown for
treatment G in Figure 8.11. The three plots in Figure 8.11 demonstrate to our satisfaction that we have pro-
duced nitrogen-substituted Y zeolite that is crystalline and highly microporous. The fit from our calculations
supports the conclusion that the zeolite framework remains intact, and indicates that most substitutions occur
between silicon and aluminum atoms. We have repeated treatment G at UMass twice, producing essentially
identical results (see Figure 8.12). We also ran a similar synthesis using twice as much material distributed
back-to-back in two boats; the results are similar to that using only one boat, showing only a slight decrease
in the extent of substitution.
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Figure 8.8. Effect of hold time on 29Si NMR spectra (left), X-ray patterns (center), and high-resolution
adsorption isotherms (right) for four different hold times at 750°C using a flow rate of about 600 cm3/min.
Thick lines (NMR) are experiment; thin lines are the calculated spectra using the N/(N + O) and Si/Al ratios
indicated. Longer hold times produce more substitution at the expense of crystallinity and microporosity
isotherms, producing an optimum at 8 h for these conditions. Insets: Expanded vertical axis (horizontal axis
tick marks are the same).
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Figure 8.9. X-ray pattern of samples from treatment E as-synthesized and after eight months under dry
nitrogen. The return of the (111) reflection (2θ ≈ 6.3) indicates the reason for this peak’s absence is merely
adsorbed ammonia.
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Figure 8.10. Effect of temperature on 29Si NMR spectra (left), X-ray patterns (center), and high-resolution
adsorption isotherms (right) for four different temperatures using an 8 h hold time and a flow rate of about
600 cm3/min. Thick lines (NMR) are experiment; thin lines are simulations as described in section 7.3.2 using
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Figure 8.11. X-ray patterns (top), 29Si NMR spectra (middle), and adsorption isotherms (bottom) of untreated
HY zeolite and the same zeolite after treatment G. These results together imply that the material is still
crystalline and microporous to the same degree as the starting material, but the NMR spectrum shows nitrogen
substitution.
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Figure 8.12. X-ray diffraction patterns and 29Si single-pulse MAS NMR spectra of repeats of treatment
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back to back. The result is a material only slightly different from the other two.
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8.3.2 Vibrational Spectra
Vibrational spectroscopies (infrared and Raman) are commonly used to study nitrided silica, zeolites,
and aluminophosphates.[19,27–29,35,54] As such, we performed vibrational spectroscopy simulations and ex-
periments in an effort to determine the utility of these methods for characterizing nitrided zeolites. The
experiments focus on treatment G from Table 8.4, which we chose primarily because it has the least-changed
X-ray pattern and adsorption isotherm but still shows substitution. These results supplement the findings in
the NMR spectrum (Chapter 7), which suggested silicon NMR can be used as a measure of the degree of
substitution.
While NMR spectroscopy, discussed with respect to nitrogen substituted zeolites in Chapter 7, is a local
probe specific to one nucleus, vibrational spectroscopy involves the coupled motions of several nuclei at
the same time. It is therefore impractical to calculate a “composite” infrared/Raman spectrum by summing
over the vibrations around each nucleus, as we have done previously to produce NMR spectra (Chapter 7).
Instead, we are forced to compare changes in the spectrum of a single cluster due to the replacement of
one oxygen atom with nitrogen. We performed a convergence study on various sized clusters (5, 7, 8, 10,
and 14 tetrahedral atoms) clipped from the SOD framework (structurally similar, but not identical, to the
FAU framework[71]), which indicates that clusters of at least eight tetrahedral atoms are required to obtain
frequencies converged to within about 5 cm−1 due to system size considerations. The results of these studies
are included in Figure 8.13.
We show a comparison of the IR spectra due to substitution at a siliceous site (Si–O–Si) and an acid
site (Si–OH–Al) in Figure 8.14, using the same cluster employed in Chapter 7 (Figure 7.1, page 184). The
cluster contains 14 tetrahedral atoms, with the vibrations in question at least two or three bond lengths away
from the edges of the cluster. The only substantial changes are the Si–N–Si stretching modes, which are
only slightly shifted from the corresponding stretching modes of Si–O–Si groups, and the N–H stretching
and bending modes. In particular, the shift in the Si–O–Si stretching modes near 1100 cm−1 suggests that the
observed peak at 969 cm−1 (in the difference spectrum) is indeed the Si–N–Si stretching mode, which appears
at approximately 989 cm−1 in the calculated spectra. A table of these changes for the 5–14 tetrahedral atom
clusters mentioned in the previous paragraph is included as Table 8.6. It should be noted that even a cluster
containing 14 tetrahedral (T) atoms is too small to capture the “ring-breathing” vibration near 620 cm−1; this
vibration involves too many atoms simultaneously to be seen in a cluster of anything close to this size.
Changes in the Raman spectra are similarly subtle. A comparison of treated and untreated Raman spec-
tra, as well as a comparison of substituted clusters’ Raman spectra with unsubstituted clusters, is shown in
Figure 8.15 using the same materials and clusters used for the IR spectra in Figure 8.14. It should be noted
that vibrations above approximately 750 cm−1 are not visible in the final spectrum due to fluorescence; as
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Figure 8.13. Convergence of infrared spectra with respect to cluster size for SOD-based clusters. Black lines
are oxygen-only clusters; gray lines contain one nitrogen substitution.
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Figure 8.14. Comparison of the changes in the infrared spectrum of a cluster with a substitution at an acid site
(top) and a siliceous site (middle). The bottom graph shows a comparison of the infrared spectra for untreated
HY zeolite and the results of treatment G from Table 8.4 (750°C, 8 h, 600 cm3/min, ammonia introduced at
start of ramp).
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Table 8.6. Si–N–Si vibrations in the SOD lattice as a function of cluster size. The SOD lattice was chosen
because all silicon and oxygen sites are symmetrically equivalent. All calculations at B3LYP/6-311G(d,p).
# T-atoms Termination Description Wavenumber
5 Hydrogen νSi–N–Si 1111
νN–H 3491
7 Hydrogen νSi–N–Si 986
δN–H 1231
νN–H 3486
7 Hydroxide νSi–N–Si 1003
δN–H 1293
νN–H 3431
8 Hydrogen νSi–N–Si 1012
δN–H 1232
νN–H 3471
14 Hydrogen νSi–N–Si 1008
δN–H 1234, 1245
νN–H 3478
such, we examine only the region below 700 cm−1 in the figures. The only significant difference between
the Raman bands of substituted and unsubstituted clusters is the diminishment of the two bands at 468 and
491 cm−1 and the enhancement of the band at 482–485 cm−1 in both siliceous and aluminum-containing
clusters. These bands correspond to Si–O–Si and Si–NH–Si bending modes (see Figure 8.14). While it is
hardly diagnostic, it is fair to say that the broadening of the two resonances near 500 cm−1 in the experimental
Raman spectrum is consistent with the trends in the cluster calculations due to nitrogen substitution.
Comparison of the treated and untreated vibrational spectra in Figures 8.14 and 8.15 strongly suggests
that there is no obvious diagnostic vibration characteristic of Si–N–Si or Si–N–Al vibration that presents itself
after the nitrogen substitution reaction. However, we have not yet looked at the high frequency vibrations,
which are characteristic of N–H and O–H stretching. Calculated IR and Raman spectra in this region are
shown in Figure 8.16. The order of the N–H stretching peaks is O–H > νasNH2 (surface) > νsNH2 (surface) >
N–H > νasNH2 (Si–NH2–Al) > νsNH2 (Si–NH2–Al). This partially agrees with the initial assignments of
Ernst and coworkers.[28] Our results indicate that the peak they assign to νsNH2 (3441 cm−1) should probably
be assigned to νasNH2, while the shoulder at 3390–3400 cm−1 should be assigned to a combination of νsNH2
and Si–NH–Si. A table of experimental and calculated vibrational frequencies is included as Table 8.7.
The predicted and measured infrared and Raman spectra suggest that vibrational spectroscopy may pro-
vide corroborating evidence of N–H and Si–N/Al–N bond formation, but the peaks are indistinct from those
normally evident in the untreated zeolite and/or from ammonia adsorbed on a zeolite. As such, vibrational
spectroscopy does not provide any diagnostic test for nitrogen substitution. We therefore recommend the
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Table 8.7. Vibration band positions for nitrided zeolites. Legend: (s), shoulder; δ, bend; ν, stretch; νs,
symmetric stretch; νas, asymmetric stretch. DAY = Dealuminated Y.
Infrared
Compound Assignmenta Type Wavenumber (cm−1) Ref.
N-DAY (calc.) Si–NH2–Al νsNH2 3346 (this work)b
Si–NH2–Al νasNH2 3408
Si–NH–Si νNH 3458
Si–NH–Si δSi–NH 486c
Si–NH–Si νSi–NH 513
NH3/DAY (expt.) 490
508
520–530 (s)
NH3/DAY Si–NH2–Al δNH2 1536 28
νsNH2 3289
νasNH2 3340
Si–NH–Si νNH 3390–3400 (s) 35
NH3/ZSM-5 Si–NH–Al νNH 3360–3370 (s)
Si–NH–Si νNH 3390–3400
CH3NH2/Silicalite Si–NH–Si νNH 3381, 3325 21
Raman
CH3NH2/Silicalite Si–N–C νsCN 1054, 1059 21
aAssigned by the authors of the cited article, not KDH.
bFrequencies apply to Raman as well.
cOverlaps with Si–O–Si bends
use of IR/Raman as supplementary analysis only—it is not in itself confirmation of nitrogen substitution for
oxygen in the zeolite framework.
8.3.3 Adsorption Isotherms
There are two regions of the adsorption isotherm that are of relevance: the “standard” region (usually
viewed with the abscissa in units proportional to pressure, as shown in the bottom right pane of Figure 8.11)
and the “high-resolution” region (usually viewed with the abscissa in units proportional to the logarithm
of pressure, as shown in the lower left pane of Figure 8.11). The logarithmic axis allows one to see the
region of the adsorption isotherm in which micropores fill. Unfortunately, high-resolution adsorption requires
specialized equipment, and is therefore unavailable on many instruments.
Techniques exist that attempt to use information from the standard region of the adsorption isotherm to
gain information about the volume of the micropores.[79,107] The αs plot of Sing[78] (section 2.1.3.3) and the
t-plot method of de Boer[75,76] (section 2.1.3.3), in particular, have been suggested. Both of these methods
involve extrapolation of the non-porous region of the isotherm to the limit of zero pressure; the intercept is re-
lated to the volume of the micropores. While the assumption of liquid density to calculate actual volumes (as
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Table 8.8. Comparison of micropore volumes determined from the t-plot, αs-plot, and extrapolation of the
quantity adsorbed at P/P◦ = 0.001 for the treatment protocols in Table 8.4. N/(N+O) ratios are approximate,
and determined from fits to the 29Si NMR spectra.
Vµp (mL/g)
Tr. t-plot αs-plot P/P◦ = 0.001 N/(N + O)
None 0.2071 0.1904 0.1870 0
A 0.1669 0.1402 0.1738 0.008
B 0.04790 0.03183 0.06653
C 0.07034 0.04824 0.09477 ≈0.25
D 0.1041 0.0840 0.1234 ≈0.3
E 0.1710 0.1486 0.1722 0.09
F 0.1437 0.1170 0.1619
G 0.1726 0.1512 0.1722 0.05
H 0.09375 0.07127 0.1166
K 0.2008 0.1814 0.1887 0.03
L 0.2198 0.2005 0.1990 0.01
M 0.2002 0.1788 0.1912 0.03
N 0.2012 0.1798 0.1956
O 0.1949 0.1703 0.1947 0.09–0.1
suggested by Sing[81]) is not perfect due to compression of the adsorbate as the pressure rises, it is extremely
common practice and a reasonable starting point.
We include a comparison of micropore volumes as determined by the t-plot method using the univer-
sal thickness model of de Boer[77,108] [Equation (2.21)], the αs method[78] using amorphous silica[79] as the
reference isotherm, and the volume of micropores as estimated from the quantity adsorbed at P/P◦ = 10−3
assuming liquid density (0.00154 cm3 STP/mL; see section 2.1.3.3.3) in Table 8.8. As can be seen from
Table 8.8, the values of the micropore volume disagree by as much as 50 percent using the t-plot/αs-plot
methods and the volume adsorbed at 0.001 relative pressure. In each case where there is significant devi-
ation, there is a visually distinct change in the high-resolution region of the adsorption isotherm as well as
a significant drop in the micropore volume—compare, for example, treatment D to the untreated material
(Figure 8.8). As such, it is reasonable to conclude that the isotherm has not changed significantly—and thus
the micropore volume is effectively unchanged—if the micropore volume of the treated material (from the
t/αs-plots or from the quantity adsorbed at 0.001) is not significantly lower (say, within fifteen percent) than
the micropore volume of the untreated material.
One further adsorption-related topic deserves additional discussion. Many authors attempt to make use
of the BET surface area, determined from the BET equation [Equation (2.13), page 19], for zeolites. This
equation makes the assumption that no pores fill in or below the region of the isotherm where the equation
is being applied (typically 0.1–0.3 relative pressure), which is obviously an incorrect assumption for zeolites
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Table 8.9. BET parameters for materials from treatments A–N. Note that these numbers are not particularly
meaningful; a value of CBET that lies outside the range 50–200 indicates that the assumptions of the model
are invalid. In particular, it should not be inferred that the “surface area” of the untreated material is equal to
SABET.
Treatment SABET CBET
Untreated 552 −109
A 561 −196
B 231 −536
C 327 −344
D 378 −179
E 534 −168
F 516 −214
G 495 −41
H 378 −282
K 565 −117
L 604 −140
M 585 −155
N 586 −153
and other microporous materials such as metal-organic frameworks (MOF’s). In general, the second fitting
parameter in the BET equation, usually designated CBET or simply C, should be in the range 50–150[79] or 50–
200[107] to “trust” the BET surface area (see section 2.1.3.1.2). For zeolites, including the materials studied
in this article (Table 8.9), C is often negative or extraordinarily large (∼ 6000). As such, we recommend
avoiding discussions of “BET surface areas” of zeolites and concentrate on high-resolution adsorption. If
high-resolution equipment is unavailable, careful comparison of the micropore volumes determined from the
t- or αs-plots with those obtained for the untreated material is reasonable, but inferior.
Our overall recommendation is to use a combination of 29Si NMR, X-ray diffraction, and high-resolution
physical adsorption to analyze nitrogen-substituted zeolites and related materials. We find that an optimum
temperature of approximately 750°C with a volumetric flow rate of 600 cm3/min for 8 h produces substitution
without loss of crystallinity or microporosity. The most important parameter in the synthesis is the ammonia
flow rate, which is intimately linked with the steam removal rate—the flow rate should be higher than ap-
proximately 600 cm3/min for tube diameters similar to our 2.3 cm reactor, suggesting a minimum mean fluid
velocity of 4FNH3/piD
2
t = 145 cm/min.
8.4 Conclusions
We have examined the effect of synthesis conditions on the degree of substitution and retention of crys-
tallinity and microporosity during ammonia treatment of Y zeolite. We have found an optimum temperature
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for the flow rates considered that produces crystalline materials with high microporosity that shows appre-
ciable nitridation. A relatively high flow rate of ammonia is crucial for maintaining crystallinity and microp-
orosity, however, suggesting that the presence of ammonia or the absence of water (which is produced by the
reaction) heals defects and/or prevents them from causing dealumination.
For our reactor, the following procedure appears optimal: ammonia introduced before the reactor reaches
500°C, a hold temperature of 750°C, and hold times of about eight hours. Introducing ammonia at 850°C
(treatment F in Table 8.4) causes what appears to be competition between substitution and dealumination re-
actions, and significant dealumination occurs before the ammonia reaction starts. Longer hold times produce
distortions of the zeolite pores, which manifest as changes in the X-ray pattern and decreases in the amount
adsorbed in the high resolution adsorption isotherms (Figure 8.8). Higher temperatures produce slightly
higher levels of substitution, and minimal changes in crystallinity or microporosity.
Every characterization method has the potential to yield useful information about these materials, but
we have found some to be more useful than others. Silicon-29 NMR is a critical analysis to perform if one
wants an indication of the number of nitrogen substitutions in the zeolite framework. X-ray diffraction is
the only test for crystallinity, but as can be seen from Figure 8.8, nitrogen substitution for as little as four
hours can decrease the intensity of X-ray peaks severely, even though the micropores remain intact. High-
resolution adsorption is also a very important analysis for working with these materials, and yields valuable
information about any distortions of the zeolite pores that have occurred. If such equipment is unavailable, a
crude substitute can be made via comparison of the micropore volumes calculated from an αs plot, a t-plot,
or the quantity adsorbed at P/P◦ = 10−3 (for FAU zeolites; materials with different sized pores will require a
different value of P/P◦) with which to estimate the micropore volume of the untreated material.
Our predicted and measured infrared and Raman spectra suggest that vibrational spectroscopy may pro-
vide corroborating evidence of N–H and Si–N/Al–N bond formation, but it is not in itself confirmation of
nitrogen substitution for oxygen in the zeolite framework due to overlapping bands. We therefore recommend
the use of IR and Raman as supplementary analyses only.
We recommend testing any synthesis procedure designed to produce nitrogen-doped zeolites using a com-
bination of 29Si NMR spectroscopy, X-ray diffraction, and high resolution adsorption to ensure the resulting
materials are indeed substituted with nitrogen and remain highly crystalline and microporous.
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CHAPTER 9
CONCLUSIONS AND SUGGESTED FUTURE WORK
The goal of this dissertation was to develop methods to quantify defects in zeolites—that is, to the distri-
bution and concentration of voids, substitutions, and other entities that are not normally part of a pure zeolite.
This dissertation has examined the role of defects—both structural and compositional—that change the prop-
erties of zeolites and affect their ability to perform separations and/or catalyze reactions. This was done
via a combination of experimental and theoretical methods, ranging from NMR spectroscopy to electronic
structure theory, from numerical solution to vapor adsorption. The unique combination of experimental and
theoretical work provided more insight than either group of techniques could give on its own, particularly
with regard to NMR spectroscopy.
9.1 Zeolite Membrane Characterization
The reusable adsorption apparatus introduced in Chapter 3 provided us with a means of running high-
resolution adsorption isotherms on zeolite membranes without breaking, grinding, or otherwise processing
the membranes. This in turn allowed us to compare adsorption isotherms between intact supported zeolite
membranes and zeolite powders (Chapters 4 and 5), leading us to several important conclusions.
1. The mesoporosity we expected to find due to previous confocal microscopy studies is not present. The
fact that mesoporosity can be deduced by other means, such as permeation, suggests that either the
low temperatures of the adsorption isotherm cause the material to contract and close off the mesopores
or the low concentration (pore volume) of the mesopores is insufficient to cause hysteresis that is
detectable in the adsorption isotherm, suggesting that permeation is extremely sensitive to even the
smallest quantity of mesopores.
2. The low-pressure hysteresis [P/P◦ ∈ (0.1, 0.2)] characteristic of silicalite-1 and ZSM-5 with Si/Al
above 30 is entirely absent for zeolite membranes. This suggests that the membrane structure inter-
feres with the usual orthorhombic ↔ monoclinic phase transition that normally occurs at 77 K near
P/P◦ = 0.15. This does not interfere with the presence of the “bump” in the Ar/77 K isotherm near
P/P◦ = 10−4, however, suggesting these two phenomena do not follow from the same cause, as has
been speculated in the literature[1–3] (see Figures 4.9 and 4.11 for examples).
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3. There are subtle differences in how zeolite pores fill with argon or nitrogen when they are in a mem-
brane compared to when they are in a powder. This is likely due to differences in flexibility—the nearby
grains in the zeolite membrane prevent full expansion, preventing pore walls from relaxing outward as
they are filled with adsorbate and producing a sharper uptake.
4. The overall flux (assuming a surface diffusion mechanism) is almost entirely dominated by the support
resistance for the planar membranes. For thicker membranes, the resistance of the zeolite itself is
more important. This strongly suggests that membrane permation models used to control membrane
separation processes include the diffusion resistance of the support in the models.
5. When modeling zeolite membrane adsorption, the correct comparison is a supported membrane to a
(fictional) supported powder.
The results obtained in Chapters 3–5 have laid the foundation for possible future work screening zeolite
membranes: as a membrane is synthesized, one can measure its adsorption isotherm (not necessarily with
nitrogen or argon), determine whether it is of “good quality,” and choose to use it or reject it based on that
test. It also makes it possible to determine unambiguously the source of mesoporosity in a membrane—
mesoporosity intrinsic to the membrane itself, or mesoporosity created by the handling procedure.
Further work is required to understand what occurs when zeolite membranes are cooled to liquid nitro-
gen temperatures. The underlying assumption in physical adsorption experiments is that the crystals do not
expand appreciably; thus, mesoporosity that is present in the membrane at room temperature should also be
present in the membrane under the conditions of the adsorption experiment. Judging by the adsorption iso-
therms for the zeolite membranes in Chapters 4 and 5, however, this is not the case. Further work is required
to understand porosity at room temperature. Mercury porosimetry is an obvious first choice, as it is done at
room temperature. Other possibilities include carbon dioxide adsorption. This sort of work has the potential
to change, fundamentally, how adsorption data is interpreted: if mesoporosity comes and goes based on the
temperature, as it seems to do (see the recent work of Falconer and coworkers[4–9]), other techniques such as
porosimetry may be required.
9.2 Nitrogen-Substituted Zeolites
The results presented in Chapters 6–8 have provided multiple insights into the intriguing process of nitri-
dation in zeolites. The energy required for such substitutions suggests they should only be possible at high
temperatures, and then only for extraordinarily low water concentrations. It is therefore of utmost importance
that all water be removed from the reaction vessel while the zeolite is still at high temperatures. High flow
rates of the aminating agent (ammonia, in our case) are thus required to ensure complete water removal.
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The same energies, combined with 29Si NMR, suggest that substitution may be affected by the presence
of aluminum. For example, dealuminated zeolites seem to “soak up” less nitrogen, but the resulting material
is also less likely to lose its crystal structure and micropore volume. A combination of X-ray diffraction,
29Si magic angle spinning nuclear magnetic resonance spectroscopy, and high-resolution adsorption using
nitrogen or argon are required to obtain a complete picture of the product—XRD measures crystallinity, 29Si
NMR measures substitution, and adsorption measures porosity. If any of these three is missing, then the
nitrided zeolite will not be of particular use.
The calculated NMR properties in Chapters 6 and 7 provide a more or less definitive signature of nitrogen
in a zeolite. The procedures outlined in section 7.3.2 can be used to generate an estimate of the entire
spectrum, not just a table of expected resonances or a stick plot. Unfortunately, the large basis sets required
to obtain reasonably accurate chemical shieldings limit the use of electronic structure methods as applied to
zeolites, requiring the use of layered calculations or high-symmetry frameworks. The estimate of the extent
of reaction based solely on the NMR spectrum presented in Chapters 6 and 7 allows one to estimate not
just the amount of nitrogen substitution, but the amount of nitrogen substitution in the framework; this is a
significant advantage.
It is obvious that trying one of the other 190 zeolite framework structures in the nitridation reaction
may yield a catalyst with different, possibly beneficial, properties compared to the FAU-type zeolites studied
in Chapters 6–8. More exotic substitutions—sulfur or selenium, for example—might make for interesting
properties as well. Even more interesting would be to combine techniques designed to increase base strength
in non-nitrided zeolites, such as Cs or Ba ion exchange, with the nitridation process to produce an even
stronger base.
Further work is required to establish the conditions under which nitrided zeolites can be utilized. It is
clear from the results in Chapter 8 that certain sets of conditions (e.g., high temperatures) should be avoided
when handling nitrided zeolites, but it is not clear what the maximum temperature (for example) is that will
preserve the nitrided zeolite and its structure. Further work is also needed to test the catalytic activity of
these materials. Reports in the literature (see section 2.6.1, page 65) suggest that nitrided zeolites are active
in base-catalyzed reactions, but most of these are limited to Knoevenagel condensations. Further work on
catalytic testing is underway by the Conner and Grey groups, and further theoretical work from others in the
Auerbach group on the kinetics of the substitution reaction is currently under consideration in the Journal of
Catalysis.[10,11]
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9.3 Looking Forward, Looking Back
Zeolites have transformed both the world economy and the field of chemical engineering since the first
industrial applications were discovered over fifty years ago. The next fifty should see a continued rise in the
use of zeolites for applications in engineering, chemistry, and even medicine.
One could envision, in the years ahead, that zeolite membranes could be used to separate everything from
aromatic compounds to air, using the small pore sizes and strong physisorption properties of zeolites and the
resulting selective advantages to give new meaning to the term - . Ideally, membrane
processes will eventually replace traditional separations such as distillation and crystallization, resulting in
reduced energy usage, reduced waste, reduced cost, and more environmentally-friendly products. One could
envision a zeolite membrane that behaves as a catalyst as well; this type of technology might function as a
membrane-based replacement for reactive distillation, further reducing costs and improving safety and waste
reduction.
The future is uncertain for nitrogen-substituted zeolites and related materials due to the apparent instabil-
ity of these materials in the presence of water. If a stable material were found, however, it would transform
the chemical industry once again: reactions that once had to be carefully separated by crystallization or dis-
tillation could now be selectively catalyzed by a zeolitic base, with minimal separation efforts required. Fuels
could be synthesized that are made solely from biomass feedstocks, fed through zeolite catalysts that can be
made to function as acids and bases in different parts of the reactor. Reactors could be made cheaply, using
materials that would corrode in the presence of traditional homogeneous bases such as sodium hydroxide.
Eventually, perhaps all large-scale catalytic reactions will involve zeolites during one or more steps in the
process.
We are already at a point in time where a significant fraction of the gross domestic product involves
zeolites in one or more steps in the process. This is likely to increase even further in the future. The work
outlined herein has presented us with the possibility of screening zeolite catalysts and membranes for desired
properties before running them through a process. It also provides a framework for analyzing kinetic and
transport properties, especially with regard to the number of base sites present in nitrogen-treated zeolites.
The overall effect is a better understanding of the thermodynamics, transport, and chemistry of zeolites.
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APPENDIX A
THE EFFECTS OF PERTURBATIONS ON STATES WITHIN ADSORPTION
HYSTERESES
This chapter was originally published as Paper III (see List of Publications, page xxxiii), an article in the
Journal of Porous Materials. The authors of that paper are Kristofor R. Payer, Karl D. Hammond, Geoffrey
A. Tompsett, Lauren Krogh, Michael N. Pratt, and W. Curtis Conner, Jr.
A.1 Introduction
A.1.1 Theories of Sorptive Hysteresis
Physical adsorption is widely used to characterize the structure of porous materials. Physical adsorption
isotherms can be used to determine many physical properties, and a number of techniques have been de-
veloped to analyze adsorption data[1–11] (see section 2.1). The isotherms of mesoporous materials exhibit a
hysteresis in which a different amount is adsorbed on the sample at a given pressure during the adsorption
and desorption processes (that is, whether the pressure increases or decreases from point to point). This phe-
nomenon is well-documented, and several hypotheses have been put forth to explain the nature and origins
of hysteresis (see section 2.1.3.2.2). However, the nature of the region inside of the loop is not nearly as well
studied nor understood. We study the inside of the loop by scanning into it and perturbing the system by
mechanical and thermal means.
Several mechanisms for hysteresis have been suggested based on the Kelvin equation; model systems
simulated via molecular dynamics, the Monte Carlo method, or nonlocal density functional theory (NLDFT);
and/or network effects. Each model has a different prediction of what should happen inside the loop and of
how stable are points within the loop.
The Kelvin equation models pore-filling based on the mean radius of curvature of the meniscus associated
with each pore. It relates the relative pressure at which the pore fills (P/P◦) to the molar liquid volume (VL),
the temperature (T ), the mean radius of curvature of the meniscus (rK), and the surface tension (γ) of the
liquid-vapor interface,[12]
log
( P
P◦
)
= −2γVL
RT
1
rK
. (2.15)
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The radius of curvature of the meniscus is presumed to be different during the adsorption (pore-filling) and
desorption (pore-emptying) processes due to the geometry of the pore, resulting in different pressures corre-
sponding to the same amount of adsorbed vapor for adsorption and desorption. In a scanning curve inside
the loop, one would presume that, under this model, the emptying and filling of different pores of similar
(but not identical) sizes gives rise to the observed behavior. The scanning curves should thus have relatively
similar stability properties to those of the adsorption and desorption isotherms. If this is the case, scanning
behavior should be impervious to minor mechanical perturbations—though one would expect that thermal
perturbations would effect great changes in the scans due to the changes in T, γ, and P◦ that result.
In two studies, Sarkisov and Monson[13,14] employed a model system at the molecular level to attempt to
determine the nature of adsorption hysteresis. Their grand canonical Monte Carlo simulations revealed that
metastable states can be generated within the hysteresis loop. They emphasized that the metastable vapor and
liquid phases involved are sample-spanning and not associated with any concept of a single pore. However,
it stands to reason that if these metastable states were sufficiently perturbed (by mechanical vibration, for
example), scanning curves inside the hysteresis region that represent these metastable states would collapse
back onto either the adsorption or desorption isotherm, presuming that one of those isotherms corresponds to
the global thermodynamic equilibrium.
Non-local density functional theory (NLDFT) has also been used to predict the equilibrium adsorption
properties of model systems.[15–19] Some authors have used NLDFT as a supplement to GCMC and other
simulations;[16] the conclusions they draw from these models predict the same metastability as described
above. Other groups[17,18] contend that one branch of the isotherm represents the limits of stability (the spin-
odal curve) while the other is much closer to true thermodynamic equilibrium (the binodal curve). According
to Ravikovitch et al.,[17] the desorption branch of the hysteresis loop corresponds more closely to thermo-
dynamic equilibrium and they therefore recommended using the desorption branch of the isotherm for pore
size calculations. This hypothesis would tend to indicate that a scanning measurement, when sufficiently
disturbed by mechanical and/or thermal shock, should always return to the desorption isotherm.
Neimark and coworkers[18] hypothesize, based on simulations of model systems and NLDFT, that the
adsorption and desorption isotherms are merely different parts of the same bifurcation curve, the closure
points of the loop being the limits of stability. In this model, the two branches of the hysteresis loop repre-
sent liquid-like desorption states and vapor-like adsorption states, with the area inside the loop representing
unstable states that are unattainable in the absence of artificial constraints. Under this model, one would
expect scanning to be impossible, at least in an unconstrained system. At the very least, scans inside the
hysteresis would be expected to collapse back onto one boundary or the other under perturbations sufficient
to circumvent any internal constraints.
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A final explanation of hysteresis, which does not necessarily require one to choose one of the models
discussed previously, is what have been termed network effects.[20,21] Such effects are presumed to work by
“blocking” pores of increasingly smaller dimensions: during the adsorption process, the pores fill progres-
sively at higher and higher pressures, whereas during desorption, fluid trapped in larger pores cannot desorb
until the smaller pores connecting them together empty, which will occur at a lower pressure. Network ef-
fects could also be due to surface roughness or defects.[22] The desorption of gas from a networked material
is hindered compared to straight pore (non-networked) materials. McNall and coworkers[22] concluded that
no single model can account for the observed hysteresis and that it is due to many effects, depending on the
nature of the porous material. Some models have recently been suggested to model network effects with
percolation theory;[23] these models give reasonable qualitative agreement with observed scanning behaviors.
Network effects would logically lead to converging scanning behavior if desorption from a partially filled
pore network is controlled by a sequential network of constrictions. Other network structures could lead
to crossing scans (for a network of small constrictions on the peripherie) or returning scans (for sequential
network filling).[24] If such effects are present, a hysteresis should be observed, though this hysteresis may
become unstable if the system is subjected to mechanical vibrations which dislodge the “plugs” of fluid in
the constrictions and allow the larger ones to empty. However, this effect would be incremental, not causing
complete returns to “stable” adsorption or desorption branches of the isotherm.
Several of these models hypothesize that the existence of a liquid-gas interface (a meniscus) contributes to
the observed hysteresis—for example, network effects and/or the Kelvin equation with different radii of cur-
vature for adsorption and desorption. When external forces disturb the menisci that give rise to the hysteresis
in the isotherms, the quantity adsorbed would presumably change. For example, Zaslavskii[25] showed that the
menisci of liquid droplets in a capillary are affected by vibration. It has been proposed[26] that the following
methods can be employed to disturb the menisci: mechanical shocks (that is, vibrations or sounds), thermal
shocks (that is, sudden changes in the sample temperature), radiation that excites the adsorbent molecules
(microwaves, for example), or pressure changes in the adsorbent in the gas phase. The first two methods of
disturbance were chosen in this work to study the stability of states inside the hysteresis loop and to study the
mechanism by which the states change if they are indeed metastable.
A.1.2 Scanning the Hysteresis of Mesoporous Materials
In mesoporous materials, a hysteresis typically occurs between the adsorption and desorption isotherms
for pore sizes in the capillary condensation range as determined from the Kelvin equation (2.15). This range
is typically between 4 and 50 nm. When the sorption process is reversed at a point on the hysteresis loop (e.g.,
beginning desorption from the adsorption branch of the isotherm before the loop closes), states can be reached
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Figure A.1. Nitrogen adsorption at 77 K on MCM-41 showing both adsorbing and desorbing scans.
that are inside the hysteresis loop. Such experiments are called scanning curves. Studies of scanning curves
of porous materials were carried out initially by Everett[27] and more recently by Rajniak and Yang,[28,29]
McNall et al.[22] and Tompsett et al.[24] Scanning allows one to probe states within the hysteresis loop. As
an example, Figure A.1 shows the sorption isotherm for MCM-41. The hysteresis is obvious in the region
0.4 < P/P◦< 0.7 for nitrogen sorption at 77 K—this loop shape is referred to as a Type II hysteresis.[30] The
four lines within the loop represent scans from the adsorption curve or the desorption curve along trajectories
within hysteresis loop.
We have recently identified several types of scanning behavior that illuminate the nature of the hystere-
sis.[24] Most commonly, scans will converge to the points of bifurcation between adsorption and desorption
as is the case for the scans in Figure A.1. However, some scans cross the hysteresis loop at essentially con-
stant quantities adsorbed or return back to the adsorption branch during a desorbing scan from the adsorption
branch of the isotherm.
Later, we will describe mechanical and thermal perturbations that we use to probe the interiors of hys-
teresis loops.
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Table A.1. Mesoporous materials investigated.
Sample
Code/Supplier/Origin/
Fabrication Structure/Type
Average Mesopore Size (Å)
(adsorption branch)
BET Surface
Area (m2/g)
A V-15-3/S. Macha Mesoporous clay
TEOS hectorite
54 240
B 30A/J. Liu/PNNL Mesoporous
MCM-41
12 267
C NAS005/J. Liu/PNNL Mesoporous
MCM-41
10 830
D PB201/I. Diaz/Madrid,
Spain/P123,
Borform-20, and TEOS
Micro- and
mesoporous
SBA-15
56 822
E MAS-05/M. A.
Springuel-
Huet/Paris/Ref. 31
Mesoporous
MCM-41
35 1073
A.2 Experimental
A.2.1 Materials
The thermal and mechanical shock experiments were run on several different materials: mesoporous
clays (Sample A), MCM-41 (Samples B, C, and E), and SBA-15 (Sample D), as listed in Table A.1. These
materials were selected based on the large hysteresis loops observed in the isotherms, which provide a large
range of pressure and quantity adsorbed over which to probe the interiors of their hystereses.
A.2.2 Sorption Equipment
The adsorption-desorption isotherms were measured for nitrogen and/or argon gas at 77 K or 87 K (the
normal boiling points of nitrogen and argon, respectively). Measurements were obtained with a specially
designed high resolution adsorption-desorption system (HRADS)[32] or a similar system as described by
Vallee.[33] The system works by volumetric dosing through a series of pneumatic valves mounted on the
adsorption manifold. Manual control of these valves gives us control of the path of the sorption process as
well as the time of equilibration. Dead space measurements were conducted during separate experiments
using helium gas. Saturation pressures (P◦) were determined from the barometric pressure for nitrogen at
77 K and argon at 87 K, and extrapolated from an Antoine equation for nitrogen at 87 K and argon at 77 K.
A.2.3 Perturbation Experiments
Mechanical perturbations via sound waves were performed using a Precision Dynamics Corp. 3011 func-
tion generator (0–2 MHz, 0–20 mW with power approximately proportional to frequency). A piezoelectric
speaker was placed inside the temperature bath and turned on to both 250 (or 233) kHz and 500 kHz for
290
10 minutes. Pressure measurements were taken at 0, 1, 5, and 10 minutes’ duration at 250 kHz, then the fre-
quency was changed and measurements were taken again after 0, 1, 5 and 10 min at 500 kHz. The generator
was then turned off and measurements were again taken over the same time intervals. For some samples,
8 kHz was also used following the 500 kHz cycle. For Sample E, we also attempted several frequencies of
the order 100 Hz; the effects observed were similar to those at higher frequencies.
The frequencies chosen for the mechanical vibrations (in the range 100 Hz to 500 kHz) were chosen
mainly due to the limitations of the generator we employed for these experiments. The natural frequency
ν of the liquid nitrogen/argon meniscus in a cylindrical mesopore 10 nm in diameter, for example, would
be expected to be much higher: ν = d/cs ∼ 1010 Hz, where d is the pore diameter and cs is the speed of
sound in liquid nitrogen (measured to be 852.8 m/s[34]). Exciting at lower frequencies should still produce
perturbations on the surface, in much the same way that applying microwave fields at 2.45 GHz to water
molecules (ν ∼ 18 GHz) causes heating.
Several different types of thermal perturbation experiments were also performed. These “shocks” in-
volved rapidly altering the temperature by changing or removing the liquid bath and then returning the sys-
tem back to its original temperature. Experiments were performed wherein the bath was changed from 77 K
(liquid nitrogen) to 87 K (liquid argon) until equilibrium was established and then back to 77 K (this shall
be called a Type I shock); 87 K to 77 K and back (Type II shock); and also simply removing the cryogenic
bath, exposing the sample container to room temperature (290–300 K) for 30–60 seconds, and replacing the
cryogenic bath (Type III shock). Note that a Type III shock differs from a Type I shock in that for a Type III
shock, the adsorbate is only partially desorbed due to the short time the bath is removed and the temperature
of the hot bath (in this case, room temperature) is above the critical temperature of the adsorbate (and thus
any condensed phase would be expected to vanish). For shocks of Types I and II, the system was allowed to
equilibrate at its new temperature, a pressure measurement was taken, and then the bath was changed back
to the original temperature and the system was allowed to equilibrate again. For Type III shocks, a sorption
measurement was taken with the cryogenic bath in place, the bath was removed for 30 seconds, the bath was
replaced, and a second measurement taken after equilibrium was established.
Several processes occur during a thermal shock experiment. A low-to-high temperature process, Type I,
will be used as an example. Note that the system is closed and at constant volume but the temperature is
changed for a portion of the system. When the cryogenic bath in which the sample is immersed is changed
from liquid nitrogen (77 K) to liquid argon (87 K), the following physical processes occur:
1. The dead space (volume of empty space inside the vessel containing neither adsorbent nor adsorbate)
decreases due to the temperature increase of the portion immersed in the cryogenic bath [see Equa-
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tion (3.1)]. This would cause an increase in pressure, all else being constant. The dead space at the
second temperature is measured with helium in a separate experiment.
2. The increase in temperature of the sample would tend to decrease the amount of gas adsorbed, which
would increase the gas pressure, all else being constant.
3. The saturation pressure (P◦) increases dramatically, which in turn decreases the (relative) pressure, all
else being constant.
4. The increases in pressure due to Processes 1 and 2 tend to increase the amount adsorbed, which in turn
decreases the pressure, until a new equilibrium state is achieved.
For the second and third processes, the influence of temperature on the isotherm and the saturation pressure
dominate the overall response. An increase in temperature results in a decrease in the amount adsorbed and
results in a lower value of P/P◦. A thermal shock from high to low temperature (Type II) represents the
mirror-image process: the intermediate state represents an increase in the amount adsorbed and an increase in
relative pressure. In each case, we have measured the initial and intermediate states and the final state (after
the initial conditions are restored).
A.3 Results and Discussion
A.3.1 Mechanical Vibrations (Sound Waves)
The hysteretic stability of Sample C (MCM-41) was examined using a mechanical vibration technique.
The results are given in Table A.2. Both of these shocks were performed on the same sample in the same
experiment during a desorbing scan. There is a slight shift in the equilibrium pressure and thus the volume
adsorbed for both shocks, which suggests that the mechanical shock decreases the volume adsorbed. How-
ever, at the time intervals and the frequencies measured, the pressure shift is very small (0.6 percent for the
first shock and 0.04 percent for the second shock) and is likely attributable to experimental error.
Mechanical perturbation experiments were also undertaken on another MCM-41 material (Sample B) at
various points on the desorption and adsorption branches of the nitrogen isotherm at 77 K. Both 233 kHz
and 500 kHz frequencies were applied and the pressure noted after durations of 1 and 5 minutes, as shown in
Table A.3. On the desorption side, there is a slight change in pressure toward the center of the hysteresis with
addition of sound vibrations (233–500 kHz). On the adsorption side, there is a also a slight pressure change
with addition of sound vibrations, toward the center of the hysteresis. Both perturbations did not produce
significant changes in the quantity adsorbed.
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Table A.2. Equilibrium pressures before and after mechanical perturbation treatments (sound waves) on
MCM-41 (Sample C), at 77 K with nitrogen as the adsorbate.
SHOCK 1 SHOCK 2
Time
(min.)
Frequency
(kHz) Peq
Time
(min.)
Frequency
(kHz) Peq
0 500 334.52 0 500 461.64
1 500 335.23 1 500 462.04
5 500 335.77 5 500 462.24
10 500 336.11 10 500 462.18
0 250 336.11 0 250 462.18
1 250 336.17 1 250 462.19
5 250 336.33 5 250 462.13
10 250 336.50 10 250 462.05
0 off 336.49 0 8 462.05
10 off 336.60 1 8 462.01
10 8 461.93
1 off 461.90
10 off 461.83
Table A.3. Equilibrium pressures before and after mechanical perturbation treatments for Sample B at vary-
ing sound vibration frequencies at 77 K using nitrogen as the adsorbate.
Pinitial
(Torr)
Adsorption
or Desorption
Frequency
(kHz)
Duration
(min)
Pfinal
(Torr)
117.62 des. 233 1 117.62
81.65 des. 233 5 82.71
68.1 des. 233 2 69.25
69.25 des. 500 1 70.59
70.59 des. 500 5 71.03
off 5 71.5
83.97 ads. 233 5 82.5
off 1 82.5
85.32 ads. 233 1 84.22
233 5 84.22
500 1 84.22
5 84.22
107 ads. 233 1 106.2
233 5 106.2
500 5 105.46
74.55 des. 233 1 74.55
233 3 76.03
233 5 76.03
500 5 76.03
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Figure A.2. Type III shock to Sample C (MCM-41) from 77 K to room temperature for 30 s and back again
(twice) using argon as the adsorbate.
A.3.2 Thermal Perturbations
A.3.2.1 Types I and III: Low to High Temperature
Sample C was disturbed by a low-to-high temperature thermal “shock” at a point within the hysteresis
loop at 77 K using argon as the adsorbate. A Type III shock was performed with measurements being taken
before the bath was removed (for 30 seconds) and after it was replaced. After equilibrium was reestablished,
the bath was removed again for 30 seconds and replaced. The results can be seen in Figure A.2.
Several thermal perturbation experiments were also peformed on Sample A. Two separate low-to-high
temperature shocks were performed. The first was a Type I shock (Figure A.3) while the second involved a
Type III shock with the bath being removed for 30 seconds (Figure A.4) at a point within the loop.
A nitrogen isotherm was also obtained at liquid nitrogen temperature (77 K) for Sample E, shown in
Figure A.5. A Type I shock was performed at a point within the loop and the resulting changes in the
isotherm are shown in Figure A.5. As shown in the figure, the perturbed point is on the 87 K adsorption
isotherm, and the final state (after the 77 K bath is replaced) returns to the adsorption branch of the isotherm.
These experiments used a low-to-high temperature shock by either changing the bath or removing the
bath. Figures A.2–A.5 all show that the scanning curves shift toward the adsorption branch of the isotherm
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Figure A.3. Type I shock for Sample A (mesoporous clay) showing desorbing scan and thermal shock points.
Shocks return to the adsorption branch of the isotherm after being started from inside the loop; subsequent
shocks remain on the adsorption branch.
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Figure A.4. Type III shock for Sample A (mesoporous clay) showing desorbing scan and a desorbing scan
from the return point after the 30 s room-temperature shock. Note that because the system was only exposed
to room temperature for 30 seconds, it is likely that not all the adsorbate was desorbed before the bath was
returned to the sample.
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Figure A.5. Type I shock for Sample E (MCM-41) using nitrogen as the adsorbate. Top: isotherm and scan
at 77 K. Bottom: isotherm and perturbed point at 87 K.
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Figure A.6. Type II shock for Sample A (mesoporous clay) using argon as the adsorbate at 87 K. The
shocked point is (presumably) on the 77 K isotherm. Note that the desorption isotherm shown may actually
be a scan—that is, sorption was reversed before the pressure was high enough to close the hysteresis loop.
This, combined with experimental error, leads to the observation that the desorbing isotherm after the shock
starts at a point outside the original loop.
after a Type I or Type III thermal shock. The logical conclusion to these experiments is that the scanning
curves inside the hysteresis loop are metastable and can be shifted toward the adsorption isotherm by increas-
ing the system temperature (i.e. by performing a Type I or a Type III thermal shock).
A.3.2.2 Type II: High to Low Temperature (Argon Adsorption)
The effects of Type II thermal shocks were investigated for mesoporous clay (Sample A), MCM-41 (Sam-
ple B), and SBA-15 (Sample D). The results for Samples A, B, and D are shown in Figures A.6–A.8.
The scanning curve in Figure A.6 for Sample A, a crossing scan, moves onto the desorption branch of the
isotherm after a Type II thermal shock (87 K to 77 K) from a desorbing scan. The intermediate state on the
77 K isotherm is very close to saturation.
For MCM-41 (Sample B, Figure A.7), a different type of scan was run. Argon was adsorbed onto the
sample, desorbed, adsorbed again, and desorbed again. The Type II thermal shock was then performed and
the curve moved onto the desorption isotherm. Argon was subsequently adsorbed onto the sample again to
observe the effect of the shock; the resulting adsorbing scan follows the desorption isotherm. The scans in
these cases are converging scans.[24]
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Figure A.7. Type II thermal shock for argon at 87 K (top) and 77 K (bottom) on Sample B (MCM-41). The
following sequence is shown: (1) Adsorption at 87 K (black line), (2) Desorbing scan from a point on the
adsorption isotherm (), (3) Adsorbing scan from near desorption isotherm (), (4) Desorbing scan to a point
inside the loop (^), (5) Thermal shock to 77 K and return to 87 K (), (6) Adsorbing scan from returned point
(_). It should be noted that the “shocked point” is well above the saturation loading, meaning solid argon
forms in the sample container during the shock.
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Figure A.8. Type II shock for Sample D (SBA-15). Top: Isotherms and scans for argon at 87 K. Bottom:
Isotherm and shocked points for argon at 77 K. The shocked point (lower graph) is well above saturation
for these samples, meaning solid argon has formed during the shock. It should be noted that the points that
appear to be above the desorption branch may actually be on it; the difference of 5 cm3/g is consistent with
experimental error.
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Figure A.8 shows the argon sorption isotherms of Sample D. An adsorbing scan (which is of the crossing
variety) was performed to the indicated point, where a Type II thermal shock was administered. As shown
in Figure A.8, the state returned to the desorption isotherm after the sample was brought back to its original
temperature. The effect of the same thermal shock on a desorbing scan (which is of the returning variety)
was also observed as shown in Figure A.8. It can be seen that after a thermal shock the system returns to the
desorption branch of the isotherm. In both cases, the shock from 87 K to 77 K produced a state very close to
saturation; the return to 87 K once again ended on the desorption branch of the isotherm.
A.4 Conclusions
It should be noted that essentially any state (quantity adsorbed versus pressure) within the hysteresis loop
can be achieved by the process of scanning—that is, reversing the adsorption or desorption processes at will.
This is therefore not a classical S-shaped hysteresis where a single unstable set of conditions fulfills a balance
between forces and the other two sets of conditions represent the limits of stability. Indeed, there are an
infinite number of sets of conditions that represent balances between quantity adsorbed and pressure inside
the hysteresis.
Several conclusions can be drawn from the hysteresis perturbation experiments discussed herein. The
mesoporous samples studied (MCM-type zeolites, SBA-15, and mesoporous clays) showed hysteresis in the
sorption isotherms for both argon and nitrogen gas adsorption and at both 77 K and 87 K for argon adsorption.
The mechanical shocks performed with vibrations at 500 kHz, 250 kHz, and 8 kHz did not significantly
disturb the states inside the hysteresis; thus, the states are stable with respect to these perturbations at the
temperatures studied. It is decidedly possible, however, that these perturbations are merely inadequate to
disturb the adsorbed fluid.
Type I and Type III thermal shocks (low to high temperature) demonstrated that the region inside the hys-
teresis is metastable. These two types of shocks shifted the scanning curves toward the adsorption isotherm.
The Type II thermal shocks (high to low temperature) also demonstrated metastable behavior by shifting the
scanning curves toward the desorption isotherm.
The results of the mechanical shocks indicate that the thermodynamic states inside the loop are not dis-
turbed by vibrations over a wide range of low frequencies—low relative to an estimate of the charateristic
frequency of vibration of a fluid-filled pore’s meniscus. The thermal shocks, however, indicate that 10 K fluc-
tuations in temperature are very much capable of changing the adsorbed state of fluid in the pores. The fact
that scanning is possible rules out the presence of an S-shaped bifurcation loop;[18] the thermal variation sup-
ports both the sample-spanning metastable states hypothesis[13,14] and the network effects hypothesis.[20–23]
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The menisci of fluid-filled pores with network constrictions should have been affected by mechanical vi-
brations if those vibrations were able to reach the fluid. Since no significant effects were observed due to
mechanical vibration, we conclude that either the vibrations were too far from the resonance of the menisci,
the method by which vibrations were delivered to the system did not actually vibrate the adsorbed fluid, or
that the network effects hypothesis does not apply and the effects driving hysteresis are sample-spanning and
should not be associated with the concept of any single pore. More investigation is required to explore these
possibilities.
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APPENDIX B
DENSITY FUNCTIONAL METHODS
There seem to be as many density functionals these days as there are grains of sand. I describe the ones I
have used in this dissertation and a few other very commonly used functionals in this appendix. The charge
density is given by ρ, which has units of Bohr−3. The symbol
∑
σ=↑,↓ denotes a summation over both the ↑ and
↓ spin states. For closed shell molecules, ρ↑ = ρ↓ = ρ/2, and the summation can be condensed to a factor of
two. All quantities are in atomic units, and the base of all logarithms is e unless explicitly stated (this is true
for the entire dissertation).
The unitless density gradient ‖→∇ρσ‖/ρ4/3σ is given the symbol xσ throughout this section. This greatly
simplifies the expressions and is standard practice. Some other symbols are frequently used in the density
functional literature:
ρ Number density of electrons as a function of radius. Equivalent to the charge density in atomic units.
ρ = ρ↑ + ρ↓
n Number density (same as ρ)
x Reduced density gradient,
x = ‖→∇ρ‖/ρ4/3
rs Local Seitz radius,
rs =
(
3
4piρ
)1/3
ζ Local spin polarization,
ζ =
ρ↑ − ρ↓
ρ
=
ρ↑ − ρ↓
ρ↑ + ρ↓
p Local spin polarization (same as ζ)
kF Local Fermi wavevector,
kF = (3pi2ρ)1/3
s Scaled density gradient,
s =
‖→∇ρ‖
2kFρ
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τ Kinetic energy of the electrons
τσ(
→r) =
∑
j
1
2
∥∥∥∥→∇ψ jσ(→r)∥∥∥∥2 (B.1)
tW Local Weizsacker kinetic energy
tW =
1
8
 ‖→∇ρ‖2ρ − ∇2ρ

q Reduced Laplacian,
q =
∇2ρ
4k2Fρ
B.1 Exchange Functionals
The description headers denote the key word used in G to request that type of calculation by itself
(i.e., no correlation energy). Most of these functionals are intended to be used with one of the correlation
functionals in Section B.2. Key words in parentheses are used when combining the exchange functional here
with a correlation functional.
Important: You should, in general, choose a correlation functional and an exchange functional that were
optimized together. This creates more fortuitous cancellation of error than mixing two unrelated function-
als.[1] However, there are several functionals (notably HFB and OPTX) that do not have a corresponding
correlation functional, and several correlation functionals (most notably LYP) that do not have a correspond-
ing exchange functional.
HFS (S) Slater (or Dirac) exchange functional with α = 2/3. This is the density functional of Thomas–
Fermi–Dirac theory.[2–4] Called HFS for Hartree–Fock–Slater, though Slater’s work[5] used a coefficient
of α = 1 instead of α = 2/3 (he applied the approximation to the the exchange potential instead of
the exchange energy, thereby obtaining a different coefficient). This approximation (that the electron’s
exchange energy is solely due to the local electron density), is called the   ,
or LDA. When the ↑ and ↓ spin states are not equally populated, this becomes the   
, or LSDA.
ELSDAX [ρ↑, ρ↓] = E
Slater
X [ρ↑, ρ↓] = E
Dirac
X [ρ↑, ρ↓]
= −3
2
(
3
4pi
)1/3 ∑
σ=↑,↓
∫
ρσ(
→r)4/3d→r (B.2)
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HFB (B) Becke’s 1988 functional.[6]
EHFBX [ρ↑, ρ↓] = E
B88
X = E
LSDA
X − b
∑
σ=↑,↓
∫
ρ4/3σ
x2σ
1 + 6bxσ arcsinh xσ
d→r, (B.3a)
b = 0.0042 (B.3b)
(PW91) Perdew and Wang’s 1991 functional,[7] based on a cutoff of the long-range part of the density-
gradient expansion.
EPW91X [ρ↑, ρ↓] =
∑
σ=↑,↓
−3
2
(
3
4pi
)1/3 ∑
σ=↑,↓
∫
ρ4/3σ F[s]d
→r (B.4a)
F[s] =
1 + 0.19645s arcsinh(7.7956s) + (0.2743 − 0.1508e−100s2 )s2
1 + 0.19645s arcsinh(7.7956s) + 0.004s4
(B.4b)
These equations are also found in Perdew’s later paper[8]
MPW Adamo and Barone’s modification of PW91[9]
EmPWX [ρ↑, ρ↓] = E
LSDA
X −
∑
σ=↑,↓
∫
F[xσ]ρ4/3σ d
→r (B.5a)
F[xσ] =
bx2σ − (b − B)x2σe−cx2σ − 10−6xdσ
1 + 6bxσ arcsinh xσ − 10−6 xdσA
(B.5b)
A = −3
4
(
3
pi
)1/3
(B.5c)
B = 5(36pi)−5/3 (B.5d)
b = 0.0042 (B.5e)
c = 1.6455 (B.5f)
d = 4 (B.5g)
(PBE) Perdew, Burke, and Ernzerhof’s 1996 functional.[10,11]
EPBEX [ρ↑, ρ↓] = −
3
2
(
3
4pi
)1/3 ∑
σ=↑,↓
∫
ρ4/3σ F[xσ] (B.6a)
F[xσ] = 1 + 0.804 − 0.8041 + 0.007131x2σ
(B.6b)
OPTX (O) Handy’s 2001 OPTX modification of HFB (a.k.a. B88 or B88X, for Becke 88 eXchange).[12]
This functional was determined by optimizing the Dirac exchange term’s coefficient (the argument
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being that molecules are not uniform electron gases, and therefore the need for the model to reduce
to the LSDA at low densities is unnecessary). They therefore called it the OPTtimized eXchange
functional, or OPTX.
EOPTXX [ρ↑, ρ↓] = 1.05151E
LSDA
X −
∑
σ=↑,↓
∫
1.43169ρ4/3σ
(
0.006x2σ
1 + 0.006x2σ
)
d→r (B.7)
B.2 Correlation Functionals
VWN Vosko, Wilk, and Nusair’s 1980 correlation functional #III.[13] Fits the Ceperley–Alder solution to the
uniform electron gas[14] starting from the random phase approximation (RPA) using a two-point Padé
approximant interpolation formula. As near as I can figure, their value of αRPA comes from Shastry,[15]
which was derived from the results of Brueckner and Sawada.[16] Their value of α used in the definition
of αc seems to be a standard definition, but its use is explained in Brueckner’s previous paper with
Gell-Mann.[17]
EVWNC =
∫
ρ(→r)εc(rs, ζ)d
→r =
∫
ρ(→r)εPc (rs) + ∆εc(rs, ζ)d
→r (B.8a)
εic(rs) = A
i
 log ( x2Xi(x)
)
+
2bi
Qi
arctan
(
Qi
2x + bi
)
− b
ix0
Xi(xi0)
log  (x − xi0)2Xi(x)
 + 2(bi + 2xi0)Qi arctan
(
Qi
2x + bi
) 
(B.8b)
x =
√
rs (B.8c)
Xi(x) = x2 + bix + ci (i = P, F) (B.8d)
Qi =
√
4ci − (bi)2 (B.8e)
AP = 2AF = 0.0621814 Ry (B.8f)
xP0 = −0.409286 (B.8g)
xF0 = −0.743294 (B.8h)
bP = 13.0720 (B.8i)
bF = 20.1231 (B.8j)
cP = 42.7198 (B.8k)
cF = 101.578 (B.8l)
∆εc(rs, ζ)III =
∆εc(rs, 1)
∆εRPA(rs, 1)
∆εRPA(rs, ζ) (B.8m)
∆εc(rs, 1) = εFc (rs) − εPc (rs) (B.8n)
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∆εRPA(rs, ζ) = αRPA(rs)
f (ζ)
d2 f
dζ2
∣∣∣∣
ζ=0
[
1 + βRPA(rs)ζ4
]
(B.8o)
αRPA(rs) =
∂2εc(rs, ζ)
∂ζ2
∣∣∣∣∣∣
ζ=0
=
1
3pi2
[
0.534 − log
(
4αrs
pi
)
+ 6 log 2 − 3
]
(B.8p)
α =
[
4
9pi
]1/2
(B.8q)
βRPA(rs) =
d2 f
dζ2
∣∣∣∣∣∣
ζ=0
∆εRPA(rs, 1)
αRPA(rs)
− 1 (B.8r)
f (ζ) =
[
(1 + ζ)4/3 + (1 − ζ)4/3 − 2
]
2
(
21/3 − 1) (B.8s)
VWN5 Vosko, Wilk, and Nusair’s 1980 correlation functional # V. Fits the Ceperly–Alder solution[14] to the
uniform electron gas using a Padé approximant for both εc and αc (functional III only does this for εc).
This was the functional recommended in the paper because it was the easiest to implement in LSDA
calculations. See the footnote for the LSDA key word.
VWN5 is defined by Equation (B.8), with the following exceptions:
∆εc(rs, ζ)V = αc(rs)
f (ζ)
d2 f
dζ2
∣∣∣∣
ζ=0
[
1 + βc(rs)ζ4
]
(B.9a)
αc(rs) = Aα
[
log
(
x2
X(x)
)
+
2b
Q
arctan
( Q
2x + b
)
− bx0
X(x0)
[
log
(
(x − x0)2
X(x)
)
+
2(b + 2x0)
Q
arctan
( Q
2x + b
)]] (B.9b)
A = − 1
3pi2
(B.9c)
x0 = −0.00475840 (B.9d)
b = 1.13107 (B.9e)
c = 13.0045 (B.9f)
Q =
√
4c − b2 (B.9g)
βc(rs) =
d2 f
dζ2
∣∣∣∣∣∣
ζ=0
∆εc(rs, 1)
αc(rs)
− 1 (B.9h)
LYP Correlation functional of Lee, Yang, and Parr[18] based on Colle–Salvetti theory,[19] including both local
and non-local terms.
ELYPC [ρ↑, ρ↓] = −
∫
aγ(→r)
1 + dρ−1/3
[
ρ + 2bρ−5/3e−cρ
−1/3(
22/3CF
(
ρ8/3↑ + ρ
8/3
↓
) − ρtW
+
1
9
(
ρ↑t↑W + ρ↓t
↓
W
)
+
1
18
(
ρ↑∇2ρ↑ + ρ↓∇2ρ↓))]d→r (B.10a)
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CF =
3
10
(
3pi2
)2/3
(B.10b)
γ(→r) = 2
1 − ρ2↑ + ρ2↓ρ2
 (B.10c)
a = 0.04918, b = 0.132, c = 0.2533, d = 0.349 (B.10d)
For closed-shell molecules (ρ↑ = ρ↓ = ρ/2), Equation (B.10a) simplifies to
ELYPC [ρ] = −
∫
a
1 + dρ−1/3
[
ρ + bρ−2/3e−cρ
−1/3(
CFρ5/3 − 179 tW +
1
18
∇2ρ
)]
d→r (B.10e)
In 1989, Miehlich and coworkers[20] found that integrating equation (B.10a) by parts eliminated Lapla-
cians from the equation. This eliminates much differentiation and thereby speeds up the calculation.
ELYPC [ρ↑, ρ↓] = −a
∫
4
1 + dρ−1/3
ρ↑ρ↓
ρ
d→r − ab
∫
e−cρ−1/3
1 + dρ−1/3
[
ρ↑ρ↓
(
211/3CF
(
ρ8/3↑ + ρ
8/3
↓
)
+
(
47
18 − 718 cρ−1/3
)
‖→∇ρ‖2 −
(
5
2 − 118 cρ−1/3
) (
‖→∇ρ↑‖2 + ‖
→∇ρ↓‖2
)
− cρ
−1/3 − 11
9
[
ρ↑
ρ
‖→∇ρ↑‖2 + ρ↓
ρ
‖→∇ρ↓‖2
])
− 2
3
ρ2‖→∇ρ‖2
+
(
2
3
ρ2 − ρ2↑
)
‖→∇ρ↑‖2 +
(
2
3
ρ2 − ρ2↓
)
‖→∇ρ↓‖2
]
d→r (B.11)
P86 Gradient corrections to the PL (Perdew Local) functional.[21,22] The beyond-RPA correction coefficient,
C(rs), comes from the parameterization of Rasolt and Geldart.[23]
EP86C (ρ↑, ρ↓) = E
PL
C (ρ↑, ρ↓) +
∫
1
D(ζ)
e−ΦC(rs)
‖→∇ρ‖2
ρ4/3
d→r (B.12a)
Φ = 1.745 f¯
C(0)
C(rs)
‖→∇ρ‖
ρ7/6
(B.12b)
D(ζ) = 21/3
(1 + ζ2
)5/3
+
(
1 − ζ
2
)5/31/2 (B.12c)
C(rs) = 0.001667 +
0.002568 + 0.023266rs + 7.389 × 10−6r2s
1 + 8.723rs + 0.472r2s + 7.389 × 10−2r3s
(B.12d)
f¯ = 0.11 (B.12e)
The value for f¯ was chosen to fit the exact correlation energy of the neon atom.(1)
(1)Note that the LYP functional was fit to the helium atom. This is a perfectly good starting point, except that the helium atom only
has one electron of a given spin in each energy level. This means it has zero parallel-spin electron correlation. Neon, on the other hand,
gets ≈ 21% of its correlation energy from parallel-spin correlations.[24] This means functionals fit to neon at least have a chance in Hell
at getting correlation right in spin-unpaired systems, whereas those fit to helium have no chance at all.
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PW91 Perdew’s 1991 correlation functional,[7,8] called (by him) the generalized gradient approximation
(GGA). The LSDA expression (εc) used in this functional comes from Perdew and Wang,[25] so this
functional is usually called the PW91 functional (Perdew and Wang from 1991, the year the functionals
were submitted to the literature).
EPW91C [ρ↑, ρ↓] =
∫
ρ
[
εc(rs, ζ) + H0(t, rs, ζ) + H1(t, rs, ζ)
]
(B.13a)
H0 = g3
β
2α
log
[
1 +
2α
β
t2 + At4
1 + At2 + A2t4
]
(B.13b)
α = 0.09, β =
16
pi
(3pi2)1/3C(0) (B.13c)
A =
2α
β
1
e
−2αεc (rs ,ζ)
g3β2 − 1
(B.13d)
H1 =
16
pi
(3pi2)1/3[C(rs) − 0.003521]g3t2e−100g4(k2s/k2F )t2 (B.13e)
ks =
(
4kF
pi
)1/2
(B.13f)
t =
‖→∇ρ‖
2gksρ
(B.13g)
g(ζ) =
(1 + ζ)2/3 + (1 − ζ)2/3
2
(B.13h)
C(rs) = 0.001667 +
0.002568 + 0.023266rs + 7.389 × 10−6r2s
1 + 8.723rs + 0.472r2s + 7.389 × 10−2r3s
(B.12d)
εc(rs, ζ) = εc(rs, 0) + αc(rs)
f (ζ)
d2 f
dζ2
∣∣∣∣
ζ=0
(1 − ζ4) + [εc(rs, 1) − εc(rs, 0)] f (ζ)ζ4 (B.13i)
f (ζ) =
[
(1 + ζ)4/3 + (1 − ζ)4/3 − 2
]
24/3 − 2 (B.13j)
d2 f
dζ2
∣∣∣∣∣∣
ζ=0
= f ′′(0) = 1.709921 (B.13k)
G(rs) = −2A(1 + α1rs) log
1 + 1
2A(β1r
1/2
s + β2rs + β3r
3/2
s + β4r2s )

G(rs) ∈ {εc(rs, 0), εc(rs, 1),−αc}
(B.13l)
The fitting parameters for Equation (B.13l) are listed in Table B.1.
Table B.1. Parameters for the PW91 functional [Equation (B.13l)] from Perdew and Wang.[25]
εc(rs, 0) εc(rs, 1) −αc(rs)
A 0.031091 0.015545 0.016887
α1 0.21370 0.20548 0.11125
β1 7.5957 14.1189 10.357
β2 3.5876 6.1977 3.6231
β3 1.6382 3.3662 0.88026
β4 0.49294 0.62517 0.49671
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PBE Perdew, Burke, and Ernzerhof’s 1996 gradient-corrected correlation functional.[10,11]
EPBEC [ρ↑, ρ↓] = E
LSDA
C [ρ↑, ρ↓] +
∫
ρH(rs, ζ, t) (B.14a)
t =
s
φ(ζ)
(B.14b)
φ(ζ) =
(1 + ζ)2/3 + (1 − ζ)2/3
2
(B.14c)
H(rs, ζ, t) = γφ(ζ)3 log
[
1 +
β
γ
t2
(
1 + At2
1 + At2 + A2t4
)]
(B.14d)
A =
β
γ
[
exp
(−εLSDAc
γφ(ζ)3
)
− 1
]−1
(B.14e)
β ≈ 0.066725 (B.14f)
γ =
1 − log 2
pi2
≈ 0.031091 (B.14g)
The PBE functional, and modifications to it,[26] are extremely popular among solid-state physicists.(2)
B.3 Combination Functionals
LSDA A synonym for SVWN in G. Most other packages use LSDA as a synonym for the equivalent
of SVWN5.(3)
B.4 Hybrid Functionals
Hybrid functionals were invented by Axel Becke in 1993[28,29] to include an admixture of exact exchange
(obtained by performing a modified Hartree–Fock procedure on the Kohn–Sham orbitals) with the exchange
(2)As anyone who has worked in computational chemistry and/or physics will be able to ascertain after a relatively short time in the
field, computational physicists tend to look down their noses at computational chemists for using functionals that do not reduce to the
local spin density approximation (LSDA), since in principle the universal density functional must reduce to the LSDA in the limit of
uniform charge density. Conversely, computational chemists tend to ridicule computational physicists for using the LSDA in the first
place, since its description of chemical bonding is non-existent. The fact is, every density functional is a different approximation to
the Taylor series of the actual Universal Density Functional. The LSDA is a better description of metallic bonding (hence its use by
physicists), and other functionals (such as OLYP, despite its non-reduction to the LSDA) are better at describing things like covalent
bonding.
(3)There is some fascinating back-story surrounding the implementation of the LSDA in G. According to David Fox of the
G support staff, to whom I spoke, when it came time to implement DFT in the program, they asked one of their friends something
to the effect of, “Which of the five functionals in Vosko et al.’s paper do people actually mean when they say ‘LSDA’?” This friend
assured them that εIIIc was the way to go, so off they went. However, several years later they got reports from puzzled customers saying
that their version of LSDA gave them (slightly) different answers, and they realized that the rest of the computational chemistry and
physics community had not in fact settled on εIIIc for LSDA, but had chosen ε
V
c instead. Some seem to think that the authors of G
simply screwed up and refused to admit it—the assumption being that functional V is correct and functional III is incorrect.[1,27] In the
course of my weeks-long examination of the VWN paper (Ref. 13), however, I find that it’s merely a difference in how one part of the
final functional fitting is parameterized. The G support staff assured me that there is no significant difference between the fits
to Ceperley and Alder’s results between SVWN and SVWN5. Indeed, in the VWN paper, they simply state that each functional does
better in some areas and worse in others, that III and V were the two closest to the middle, and that V was recommended because it was
easier to implement. Kieron Burke once told me that this failure to make a solid 100% infallible recommendation was simply because
they were Canadians. I’ll let you be the judge.
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and correlation functionals. This is justified by the adiabatic connection formula[30] in ways I do not claim to
understand entirely.
B3 3-parameter functional of the form[29]
AEHFX + (1 − A)ELSDAX + BEHFBX + EVWNC + CEnon-localC (B.15)
B3LYP This functional was synthesized by Stephens, Devlin, Chabalowski, and Frisch[31] based on
Becke’s three-parameter hybridization method.[29] It uses the non-local correlation term from the
LYP expression[18] and VWN III[13] for the local correlation functional (it does NOT use VWN5!)
The local part of the VWN functional is subtracted off to compensate for the local terms in the
LYP functional; the expression is[31]
EB3LYPXC = AE
HF
X + (1 − A)ESlaterX + B∆EB88X + C∆ELYPC + (1 −C)EVWNC (B.16)
where A = 0.2, B = 0.72, C = 0.81. Note that the last term is necessary to subtract off the
local correlation term from the LYP functional (so it is not “double-counted”). The authors of the
paper found that B3LYP produced experimentally consistent circular dichroism spectra, much
more so than other density functionals they tested. This functional has since become the most
commonly used density functional in DFT calculations,[1,32] primarily due to the popularity of
G among quantum chemists.
B3PW91 This functional was developed by Becke[29] using the non-local correlation term from the
PW91 functional.[7]
EB3PW91XC = AE
HF
X + (1 − A)ESlaterX + B∆EB88X + EVWNC + C∆EPW91C (B.17)
where A = 0.2, B = 0.72, C = 0.81.
PBE1PBE 1997 hybrid functional of Adamo and Barone[33] based on the theoretically-derived 25% mixing
of exact (Fock) exchange derived by Perdew, Ernzerhof, and Burke.[27,34] Uses a theoretically-derived
25% mixing of exact (Fock) exchange with 75% PBE exchange, based on the idea that fourth-order
perturbation theory is sufficient to obtain accurate numerical results for molecules. This functional is
usually referred to as PBE0 in the literature.
EPBE0XC = E
PBE
XC +
1
4
(
EHFX − EPBEX
)
(B.18)
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O3LYP Three parameter functional much like B3LYP:
EXC = AEHFX + (1 − A)ELSDAX + BEOPTXX + CELYPC + (1 −C)EVWNC (B.19)
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APPENDIX C
DERIVATIONS OF ADSORPTION ISOTHERM CALCULATIONS
C.1 Introduction
There are several calculations that are necessary to produce adsorption isotherms. These isotherms are
typically plots of moles or standard volumes (volume of gas at standard temperature and pressure)—1 mol is
equivalent to 22,711 cm3 STP using the IUPAC definition(1)—against reduced pressure (pressure in the vessel,
P, divided by the saturation pressure of the adsorbate, P◦). For ease of notation, I will work in volumetric
units here, but it should be understood that moles could be chosen as well.
To measure an isotherm in a volumetric dosing adsorption system such as the High Resolution Adsorption
System[3] or the Vallee Adsorption System,[4] one adds gas in increments by manipulating valves. First, gas is
dosed in the the adsorption manifold, which has volume Vam. The difference between the pressure before the
dose and after the dose can be used to determine how much gas has been added to the system, Vin, using the
ideal gas law. Next, the sample valve is opened and the gas is allowed to reach thermodynamic equilibrium.
The amount of gas still in the vapor phase (Vgas) can now be determined from the ideal gas law. The difference
between the quantity of gas added to the manifold and the quantity of gas still in the vapor phase is the amount
of gas adsorbed onto the sample, Vads. Since this number depends on the size of the sample itself, it is usually
normalized by the mass of the sample, yielding the quantity adsorbed per unit mass, Vˆads.
C.2 Manifold Volume Calculation
Calculating the manifold volume, Vam, is the first step in doing any adsorption experiment. It is easier to
calibrate the manifold volume by using a standard volume, especially one attached to the system permanently.
If such a standard is unavailable, an empty bulb with a known volume(2) can be used.
(1)There is some debate and/or confusion as to exactly what are the standards of temperature and pressure. The International Union
of Pure and Applied Chemistry (IUPAC) has defined STP as 1 bar (100 kPa) and 0°C (273.15 K) since at least 1990.[1] The National
Institute of Standards and Technology (NIST), on the other hand, defines STP as 1 atm (101.325 kPa, or 760 Torr) and 20°C (293.15 K,
or 68°F). In practical applications of adsorption equipment, STP often refers to 1 atm and the temperature of the adsorption manifold.
This is often close to 25°C, which is a de facto standard in gas flow controllers. For the sake of comparison, I strongly recommend
specifying the standard temperatures and pressures used when presenting adsorption isotherms or scaling the volume adsorbed to match
standard volumes obtained using the IUPAC definition. In commercial equipment, the volume adsorbed is often reported assuming
Ts = 0°C and Ps = 760 Torr.[2]
(2)The volume of such a standard is often determined by filling a glass bulb with a liquid of known density, usually mercury. It can
also be determined using a rod of known volume, which in turn was calculated via either geometry or liquid immersion.
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Define state A as before the sample valve is opened but after the manifold has been filled with more (or
less) gas than the previous point. State B is the state after the valve is opened and thermal equilibrium has
been established. We will call the pressure that is first dosed to the adsorption manifold Pam and the pressure
after equilibrium is reached P(n)eq , where (n) indicates the nth dose to the manifold. Denoting the volume of
the adsorption manifold as Vam, the volume of the standard volume as Vstd, and room temperature as Tr, we
can use the ideal gas law to find Vam with our knowledge of Vstd:
PamVam = NAamRTr (C.1)
⇒ NAam =
PamVam
RTr
(C.2)
P(n)eq Vam = N
B
amRTr (C.3)
⇒ NBam =
P(n)eq Vam
RTr
(C.4)
P(n−1)eq Vstd = NAstdRTr (C.5)
P(n)eq Vstd = N
B
stdRTr (C.6)
NAam + N
A
std = N
B
am + N
B
std (C.7)
⇒ NAstd − NBstd = NBam − NAam (C.8)
now subtract (C.5) from (C.6) and use (C.8):
(
P(n)eq − P(n−1)eq
)
Vstd = RTr
(
NBstd − NAstd
)
(C.9)
= RTr
(
NAam − NAam
)
(C.10)
=
(
Pam − P(n)eq
)
Vam (C.11)
So our final expression for the manifold volume is:
Vam = Vstd
P(n)eq − P(n−1)eq
Pam − P(n)eq
(C.12)
Note that this volume is a constant unless someone dents the adsorption manifold or (more commonly)
something is added to it or taken away from it. Thus, this only needs to be measured once each time the
adsorption system is changed. Once the manifold volume has been determined, simply use this number in
place of Vam in the calculations that follow.
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C.3 Dead Space Calculation
Before performing an experiment, it is necessary to calculate the “dead” volume of the sample container.
This must be done for each new sample, and on the same sample if the level of the bath is changed or a
different bath is used. The dead volume determines how much the gas would expand if nothing adsorbed.
Accordingly, the dead space is measured with helium—helium is an ideal gas (that is, its interactions with
walls and other gas molecules are so weak as to be negligible) at most temperatures, and its critical tempera-
ture is around 5 K. Thus at 77 K and above, the possibility of any condensed (non-ideal-gas) phase forming
is remote even inside a microporous material.
To find the dead space (Vds), we treat the whole system as being at room temperature, Tr, and use the
ideal gas law:
NAam =
PamVam
RTr
(C.13)
NBam =
P(n)eq Vam
RTr
(C.14)
P(n−1)eq Vds = NAdsRTr (C.15)
P(n)eq Vds = N
B
dsRTr (C.16)
NAam + N
A
ds = N
B
am + N
B
ds (C.17)
⇒ NAds − NBds = NBam − NAam (C.18)
now subtract (C.15) from (C.16) and use (C.18):
(
P(n)eq − P(n−1)eq
)
Vds = RTr
(
NBds − NAds
)
(C.19)
= RTr
(
NAam − NAam
)
(C.20)
=
(
Pam − P(n)eq
)
Vam (C.21)
So our final expression for the dead space is:
Vds = Vam
Pam − P(n)eq
P(n)eq − P(n−1)eq
(C.22)
Please note that we do not have to assume that the entire system is at room temperature to derive this
formula; the dead volume is a constant, as should be clear from the lines that follow, and we could have
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defined Vds as the “expansion term” in the equations, which takes into account both temperature and volume
changes due to the sample container.
It is important to realize that the dead space in the sample container depends on the temperature profile
in the container. This is why we try very hard to maintain a constant temperature profile throughout the
experiment by controlling the height of the bath and not changing any insulation during the experiment.
However, it is useful to find the exact form of this dependence.
To determine the level-sensitivity of the bath, we express Vds as a combination of the true volumes V2
and V3, being the volumes above and below the level of the bath (but below the valve), respectively. (The
manifold volume is called V1 in this numbering scheme.)
The number of moles is constant (barring any leaks. . . ) from before and after the sample valve is opened,
so we know that:
Ntotal = NAam + N
A
2 + N
A
3 = N
B
am + N
B
2 + N
B
3 (C.23)
substituting for the appropriate ideal gas expressions, we get:
PamVam
RTr
+
P(n−1)eq V2
RTr
+
P(n−1)eq V3
RTb
=
P(n)eq Vam
RTr
+
P(n)eq V2
RTr
+
P(n)eq V3
RTb
(C.24)
Cancelling R and rearranging terms, we get:
[
Pam − P(n)eq
]
Vam +
[
P(n−1)eq − P(n)eq
]
V2 +
[
P(n−1)eq − P(n)eq
] V3Tr
Tb
= 0 (C.25)
Dividing through by P(n)eq −P(n−1)eq and recognizing that the left hand term is given in terms of Equation C.22, we
get an expression for Vds in terms of true volumes. Substituting V2 = piD2t hb/4 and V3 = piD
2
t (`n−hb)/4+Vbulb
into this expression yields the final result for Vds in terms of the height of the bath (hb), the length of the tube
(`n), the inner diameter of the tube (Dt), and the temperature of the bath relative to that of the room (Tr/Tb):
Pam − P(n)eq
P(n)eq − P(n−1)eq
Vam = Vds = V2 +
V3Tr
Tb
=
piD2t
4
(`n − hb) +
(
Vbulb +
piD2t hb
4
)
Tr
Tb
(C.26)
C.4 Isotherm Calculations
The first step in calculating the quantities for the isotherm is to find the quantity of the gas you have added
to the system up to this point. This quantity is:
N(n)in = N
A,(n)
man − NB,(n−1)man + N(n−1)in (C.27)
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We prefer to work in volumetric units for simplicity, so we make the substitution Nin = PsVin/RTs where
Ps is standard pressure (760 Torr = 1 atm), Ts is standard temperature, and Vin is the standard volume put
in to the system. Making our usual ideal gas law substitutions, dividing by the standard pressure (Ps) and
cancelling R, we an expression for the volume added to the system:
V (n)in = V
(n−1)
in +
Pam − P(n−1)eq
Ps
Ts
Tr
Vam (C.28)
If room temperature is chosen as the standard temperature, then the more commonly used expression is
V (n)in = V
(n−1)
in +
Pam − P(n−1)eq
Ps
Vam (C.29)
The next step is to calculate the quantity of adsorbate in the vapor phase at each equilibrium point. We
use the ideal gas law again:
Ngas = Nam + N2 + N3,gas =
P(n)eq Vam
RTr
+
P(n)eq V2
RTr
+
P(n)eq V3
RTb
=
PsV
(n)
gas
RTs
(C.30)
Rearranging this equation and making use of Equation C.26 yields our final expression for the volume in the
gas phase:
N(n)gasRTs
Ps
=
[
Vam + V2 +
V3Tr
Tb
]
Ts
Tr
P(n)eq
Ps
= (Vam + Vds)
Ts
Tr
P(n)eq
Ps
= V (n)gas (C.31)
Again, if the standard temperature is taken to be room temperature, we get the more commonly used equation
V (n)gas = (Vam + Vds)
P(n)eq
Ps
(C.32)
We can now calculate the quantity adsorbed by using the following line of reasoning: if I have put N(n)in
moles of adsorbate into the manifold and I am only finding N(n)gas moles in the gas phase, the remaining moles
must be adsorbed on the surface! Thus our equation for standard volume adsorbed per unit mass of adsorbate
is given by:
Vˆ (n)ads =
V (n)in − V (n)gas
m
(C.33)
where m is the mass of the sample. An adsorption isotherm is a plot of Vˆ (n)ads against P
(n)
eq /P◦.
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APPENDIX D
PROGRAMS AND SCRIPTS
There were many programs and scripts used to generate the results in this dissertation. Some, such as
G[1,2] and S[3] are commercially available, but others had to be written and developed as part of
the dissertation. I have included these below.
D.1 car2com
This is a shell script that utilizes AWK to convert the output from Genconfig[4] (*.car) to an input file
suitable for G[1,2] or GaussView[5] (*.com).
#! /bin/zsh -f
# Converts molden input files (*.car) to Gaussian input files (*.com)
# Written January 9, 2007 by khammond
filename="$1:r.com"
rm -f "$filename"
touch "$filename"
exec 1> $filename
echo '# b3lyp/6-311g(d,p)'
echo
echo "Gaussian input converted from Molden file $1"
echo
awk '$1 ~ /[0-9]+/ {if ($2 ~ /[0-9]+/) print $8,"\t0\t" "\t" $2,$3,$4}' $1
unset filename
D.2 irdata
This shell script extracts infrared (IR) and Raman spectral information (if present) from a G output
file.
#! /bin/sh
[ $# == 0 ] && echo "Usage: irdata logfile" 1>&2 && exit 1
awk < $1 '
BEGIN {n=0}
/Frequencies/ {freq1 = $3; freq2 = $4; freq3 = $5; n++}
/IR Inten/ {IR1 = $4; IR2 = $5; IR3 = $6}
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/Raman Activ/ {Raman1 = $4; Raman2 = $5; Raman3 = $6}
/Atom AN/ {if (freq1 != "") printf("%15f %15f %15f\n",freq1,IR1,Raman1);
if (freq2 != "") printf("%15f %15f %15f\n",freq2,IR2,Raman2);
if (freq3 != "") printf("%15f %15f %15f\n",freq3,IR3,Raman3)}
END {if (n==0) print "No vibrational information found"}
'
D.3 irspec/ramanspec
This C program takes output from irdata and outputs data for an infrared (if called as irspec) or Raman
(if called as ramanspec) spectrum. The resulting spectrum is a sum of Lorentzian or Gaussian line shapes of
a width that can be specified. Examples of usage:
irdata file.log | irspec
irdata file.log | ramanspec.
/* Program to generate the broadened IR spectrum based on the peak data *
* given in the text file. *
* *
* Written April 22, 2008 by khammond. *
* Updated May 19, 2009 to calculate Raman intensities (not just scattering *
* activities) for Raman spectra. *
* *
* Infrared absorbances are in km/mol *
* Raman differential cross sections are in m^2/steradian */
#include <stdio.h>
#include <math.h>
#include <string.h>
#define size 1000
#define osize 10000
/* Set the following to 0 to turn deconvolution spectra off */
#define printall 0
/* Set the following to 1 to use Gaussians, 0 to use Lorentzians */
#define usegauss 0
int main (int argc, char** argv) {
const double laserfreq = (double)1/632.0E-7; /* In inverse centimeters */
const double T = 300.0; /* Temperature in Kelvins */
const double pi = 3.14159265358979323846264338327950288419716939937510,
c = 299792458, /* speed of light in vacuum, m/s */
munought = 4.0E-7 * pi, /* magnetic constant */
epsilonnought = 1.0/(c*c * munought), /* electric constant */
h = 6.62606896E-34, /* Planck's constant */
k = 1.380650424E-23, /* Boltzmann's constant */
u = 1.66053878283E-27; /* atomic mass unit; kg/amu */
double value,
intensity[size],
frequency[size],
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oint[osize],
ofreq[osize];
const double gamma = 30, /* Half-width at half-max in cm^-1 */
stddev = gamma / 1.17741002252, /* g = s sqrt(2 log 2) */
prefactor = 1.0/(stddev * 2.50662827463), /* 1/sqrt(2 pi s) */
Lprefactor = gamma / pi,
spacing = 1.0, /* Number of wavenumbers between points */
var = stddev * stddev;
const double rgamma = 5, /* Half-width at half-max in cm^-1 */
rstddev = rgamma / 1.17741002252,
rvar = rstddev * rstddev,
rprefactor = 1.0/(rstddev * 2.50662827463),
rLprefactor = rgamma / pi;
double maxfreq = 4000.0,
minfreq = 100.0,
maxintensity = 0.0;
int i = 0, n = 0, j = 0, calcraman=0;
if ( strcmp("ramanspec",argv[0]) == 0 )
calcraman=1;
while ( ! feof(stdin) ) {
if ( calcraman )
/* Read in the Raman data */
scanf("%lf%*lf%lf",frequency+i,intensity+i);
else
/* Read in the IR data */
scanf("%lf%lf%*s",frequency+i,intensity+i);
if ( frequency[i] <= 0 )
continue;
else if ( calcraman ) {
/* Calculate the Raman intensity; 100/cm = 1/m */
/* I left out the pi**2 / pi**2 term... */
intensity[i] = pow(100*laserfreq - 100*frequency[i],4) /
(epsilonnought*epsilonnought) *
h/(8*c*100*frequency[i]) *
/* Convert activity from A^4/amu to C^2 m^2/kg-V^2 */
intensity[i] * pow(4*pi*epsilonnought,2) * 1.0E-40/u /
45.0 / (1.0 - exp(-h*c*100*frequency[i]/(k*T))) ;
}
i++;
}
n=i;
for (j=0; j < osize && (spacing * j + minfreq < maxfreq); j++) {
/* Fill the frequencies */
ofreq[j] = spacing * j + minfreq;
oint[j] = 0.0;
printf("%.4g\t", ofreq[j]);
for (i=0; i < n; i++) {
value = ofreq[j] - frequency[i];
if (usegauss)
/* Gaussians */
if ( calcraman )
value = intensity[i] * rprefactor *
exp( -value*value / (2.0 * rvar) );
else
value = intensity[i] * prefactor *
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exp( -value*value / (2.0 * var) );
else
/* Lorentzians */
if ( calcraman )
value = intensity[i] * rLprefactor / ( value*value + rgamma*rgamma );
else
value = intensity[i] * Lprefactor / ( value*value + gamma*gamma );
oint[j] += value;
if (printall)
printf("%.4g\t", value);
}
if (oint[j] > maxintensity)
maxintensity = oint[j];
/* Print out the total intensity at that wavenumber */
printf("%.4g\n", oint[j]);
}
return 0;
}
D.4 nmrdata
This shell script extracts NMR data for all or a specified nucleus from a G output file that was
created using the nmr key word.
#! /bin/zsh -f
# Script to extract NMR shielding constants from a Gaussian output file.
# To select a specific nucleus, use "nmrdata -n symbol" file, where symbol
# is the atomic symbol of the nucleus in question.
# The output is:
# number nucleus s_iso s_zz-s_iso s_xx s_yy s_zz
# Exit if improper usage
if [[ $@ == "" ]]; then
echo "Usage: $0:t [-n nucleus] filename" 1>&2
exit 1
fi
getopts "n:" nuc
shift $(( $OPTIND - 1 ))
if [[ ! -r $1 ]]; then
echo "Unable to read file $1. Exiting." 1>&2
exit 1
fi
awk -v nucleus=$OPTARG '
BEGIN {n=0}
/Isotropic/,/Eigenvalues/ {
n++;
if ( "Isotropic" == $3 ) {
nuc = $2
}
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if ( (nucleus == "") || (nucleus == nuc) ) {
m++
if ( $3 == "Isotropic" )
printf(" %-3d %-3s%12.4f%15.4f", $1, $2, $5, $8)
if ( $1 == "Eigenvalues:" )
printf(" %12.4f%12.4f%12.4f\n", $2, $3, $4)
} }
END {
if (n==0) {print "No magnetic shielding information found."; exit 2}
if (m==0) {print "This molecule does not have any", nucleus, "atoms.";
exit 3}
}
' $@
D.5 qccdata
This shell script extracts quadrupole coupling data for all or a specified nucleus from a G output
file that was created using the prop key word.
#! /bin/zsh -f
# Script to extract electric field gradient data from a Gaussian output file.
# To select a specific nucleus, use nmrdata -n symbol file, where symbol is
# is the atomic symbol of the nucleus in question.
# Written 2008 by khammond
# The output is:
# number nucleus V_XX V_YY V_ZZ C_Q eta_Q
# Exit if improper usage
if [[ $@ == "" ]]; then
echo "Usage: $0:t [-n nucleus] filename" 1>&2
exit 1
fi
getopts "n:" nuc
shift $(( $OPTIND - 1 ))
awk -v nucleus=$OPTARG '
BEGIN{
n=0
m=0
split("Si Al N O H",atoms)
}
/Mulliken atomic charges:/,/Sum of Mulliken atomic/ {
for (i in atoms) {
if ( $2 == atoms[i] ) {
type[$1]=(1==1);
name[$1]=$2
if (name[$1] == nucleus || nucleus == "") m++
}
}
}
{ if ( $1 == "3XX-RR" ) {
flag2 = (1==1)
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n++
}
}
{ if ($2 == "Eigenvalues") flag2 = (0==1)
if (flag2 && type[$1] && ((nucleus == "") || (nucleus == name[$1])) ) {
# Determine order
if ($3 < 0) V11=-$3
else V11=$3
if ($4 < 0) V22=-$4
else V22=$4
if ($5 < 0) V33=-$5
else V33=$5
if ( V33 > V22 && V22 > V11 ) {
VZZ=$5; VYY=$4; VXX=$3
}
else if ( V22 > V33 && V33 > V11 ) {
VZZ=$4; VYY=$5; VXX=$3
}
else if ( V22 > V11 && V11 > V33 ) {
VZZ=$4; VYY=$3; VXX=$5
}
else if ( V33 > V11 && V11 > V22 ) {
VZZ=$5; VYY=$3; VXX=$4
}
else if ( V11 > V33 && V33 > V22 ) {
VZZ=$3; VYY=$5; VXX=$4
}
else if ( V11 > V22 && V22 > V33 ) {
VZZ=$3; VYY=$4; VXX=$5
}
# Quadrupole moments (fm^2)
if (name[$1] == "Al") Q=14.66
else if (name[$1] == "N") Q=2.044
else if (name[$1] == "H") Q=0.2860
else if (name[$1] == "O") Q=-2.558
else Q=0
# Quadrupole coupling parameters
# 10^{-30} e^2/(4\pi\epsilon_0 a_0^3 h) = 2.3497839 MHz/fm-[EFG unit]
QCC=2.3497839*Q*VZZ
eta=(VXX-VYY)/VZZ
printf("%3d %-2s %10f %10f %10f %8.3f %8.3f\n",$1,name[$1],
VXX,VYY,VZZ,QCC,eta)
}
}
END{ if (n==0) {
print "No quadrupolar coupling information found."
exit 2
}
if (m==0) {
print "This molecule does not have any", nucleus, "atoms"
exit 3
}
}
' $@
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D.6 calcthermo
This shell/AWK script extracts vibrational and rotational information from a G output file that was
created using the freq key word.
#!/bin/zsh -f
# This awk-based script will read the Gaussian output file provided on the
# command line and recompute the partition functions, energies, and other
# statistical thermodynamics data at another temperature. The file provided
# should contain the output of a frequency calculation; if it does not, awk
# will return an error.
#
# Written October 2007 by khammond
#
# This script was updated in March 2007 to incorporate the following features:
# * Recalculation of the molecular weight of the molecule with any atoms
# having crazy isotope values replaced by the default atomic mass. This
# takes care of the unrealistic translational and rotational entropies
# created by the extremely heavy atoms. These heavy atoms are often used
# in combination with redundant internal coordinates to "pin" the corners
# of a cluster down and keep them from moving during geometry optimization
# and frequency calculations.
# * Recalculation of the moments of inertia with the new masses. This
# requires a recomputation of the inertial tensor itself followed by the
# diagonalization of the matrix.
# * Recalculation of the rotational temperatures with the new masses.
# Variables
pi=3.1415926535898;
h=6.6260755E-34;#/4.184;
kb=1.380658E-23;#/4.184;
R=8.31451;#/4.184;
atm=101325;#/4.184;
amu=1.6605402E-27;#/4.184;
hartree=2625.31436154;#/4.184;
bohr=5.29167E-11;
P=1.0;
T=298.15;
# Get P and T
for i in {1..$#}; do
if [[ $@[$i] == "-P" ]]; then
P=$@[$i+1]
elif [[ $@[$i] == "-T" ]]; then
T=$@[$i+1]
elif [[ $@[$i]:e == "log" ]]; then
infile=$@[$i]
fi
done
if [ -e $infile ]; then
echo " Input file: $infile"
else
echo "Usage: calcthermo logfile.log [-P pressure] [-T temperature]"
exit 2
fi
echo " Pressure: $P atm"
echo "Temperature: $T K"
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#exit
# Temporary files
freqfile=`mktemp` || exit 1
moifile=`mktemp` || exit 1
rtempfile=`mktemp` || exit 1
vtempfile=`mktemp` || exit 1
energyfile=`mktemp` || exit 1
entropyfile=`mktemp` || exit 1
# Dump the vibrational spectrum
awk < $infile '/Frequencies -- / {printf("%.4f\n%.4f\n%.4f\n",$3,$4,$5)}' \
> $freqfile
# Dump the vibrational temperatures, ignoring imaginary ones
# Note that h*c/kb = 1.43876866033 K-cm
# Changed 4/15/2009 by khammond: changed >0 to >100
awk < $freqfile '{if ($1>100) printf("%.6f\n",$1*1.43876866033)}' > $vtempfile
# Recalculate the molecular mass, correcting for high-mass objects
# (so far this only checks for silicon, hydrogen, and oxygen)
sed 's/Atom/Atom /' $infile \
| sed 's/atomic number 8 and mass\*\+/atomic number 8 and mass 15.99491/' \
| sed 's/atomic number 14 and mass\*\+/atomic number 14 and mass 27.97693/' \
| sed 's/atomic number 1 and mass\*\+/atomic number 1 and mass 1.00783/'
> $moifile
molmass=`awk < $moifile '
BEGIN {m=0}
/atomic number/ {m+=$9}
END {printf("%.4f\n",m)}'`
echo "Molecular mass: $molmass amu"
## Calculate moments of inertia and dump the rotational temperatures
cat $moifile > $rtempfile
awk < $moifile -v pi=$pi -v h=$h -v kb=$kb -v R=$R -v atm=$atm \
-v amu=$amu -v P=$P -v T=$T -v bohr=$bohr \
>> $rtempfile '
BEGIN{n=0}
/Coordinates \(Angstroms\)/ { flag = (1==1) }
/Rotational constants/ { flag = (1==0) }
/atomic number/ {M[$2] = $9; n++}
{ if (flag) {
# Save the locations, dividing by the ratio of an Angstrom to a Bohr
x[$1] = $4/0.529167
y[$1] = $5/0.529167
z[$1] = $6/0.529167
}
}
END{
# Find total mass
for (i=1;i<=n;i++)
MASS+=M[i]
# Find center of mass
for (i=1;i<=n;i++) {
XCOM+=M[i]*x[i]/MASS
YCOM+=M[i]*y[i]/MASS
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ZCOM+=M[i]*z[i]/MASS
}
# Find the moment of inertia tensor
for (i=1;i<=n;i++) {
I[1] += M[i] * ( (y[i] - YCOM)^2 + (z[i] - ZCOM)^2 )
I[2] += -M[i] * (x[i] - XCOM) * (y[i] - YCOM)
I[3] += -M[i] * (x[i] - XCOM) * (z[i] - ZCOM)
I[4] += -M[i] * (x[i] - XCOM) * (y[i] - YCOM)
I[5] += M[i] * ( (z[i] - ZCOM)^2 + (x[i] - XCOM)^2 )
I[6] += -M[i] * (y[i] - YCOM) * (z[i] - ZCOM)
I[7] += -M[i] * (x[i] - XCOM) * (z[i] - ZCOM)
I[8] += -M[i] * (y[i] - YCOM) * (z[i] - ZCOM)
I[9] += M[i] * ( (x[i] - XCOM)^2 + (y[i] - YCOM)^2 )
}
print("The moment of inertia tensor is:")
print(I[1], I[2], I[3])
print(I[4], I[5], I[6])
print(I[7], I[8], I[9])
## Find the eigenvalues; this is adapted from a JavaScript routine that
## was in turn translated from the Fortran routine by Tom Shattuck,
## Department of Chemistry, Colby College, twshattu@colby.edu.
# Initialize the array that contains the matrix elements
a[1] = I[1]; a[2]=I[4]; a[3]=I[5]; a[4]=I[7]; a[5]=I[8]; a[6] = I[9]
nn = 3
# Calculate the eigenvalues
range=1.0E-12
iq=-nn
for (j=1;j<=nn;j++) {
iq += nn
for (i=1;i<=nn;i++) {
ij=iq+i
r[ij]=0.0
if (i==j) r[ij]=1.0;
}
}
anorm=0.0
for (i=1;i<=nn;i++) {
for (j=1;j<=nn;j++) {
if (i != j) {
ia = i+(j*j-j)/2
anorm = anorm + a[ia]*a[ia]
}
}
}
if (anorm > 0) {
anorm=sqrt(2)*sqrt(anorm)
anrmx=anorm*range / nn
# Initialize indicators and compute threshold, thr
redo = (1==0)
thr = anorm
# Compare threshold with final norm
while ( thr > anrmx ) {
thr = thr / nn
for (pass=0; pass<1000; pass++) {
l=1
# test for l = second-from-last column
while ( l <= (nn-1) ) {
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m = l+1;
while (m <= nn) {
mq = (m^2-m)/2
lq = (l^2-l)/2
if ( (a[lm] >= thr) || (-a[lm] >= thr) ) {
redo = (1==1)
ll = l + lq
mm = m + mq
xx = 0.5*(a[ll]-a[mm])
yy = -a[lm]/sqrt(a[lm]^2+xx^2)
if ( xx < 0 ) {yy = -yy}
sinx = yy/sqrt(2.0*(1.0+sqrt(1.0-yy^2)))
sinx2 = sinx*sinx
cosx = sqrt(1.0-sinx2)
cosx2 = 1.0-sinx2
sincs = sinx*cosx
# Rotate l and m columns
ilq = n*(l-1)
imq = n*(m-1)
for (i=1;i<=nn;i++) {
iq=(i^2-i)/2
if (i != l) {
if (i != m) {
if ( i < m ) {im = i + mq} else {im = m + iq}
if ( i < l ) {il = i + lq} else {il = l + iq}
xx = a[il]*cosx - a[im]*sinx
a[im] = a[il]*sinx + a[im]*cosx
a[il] = xx
}
}
ilr = ilq + i
imr = imq + i
xx = r[ilr]*cosx - r[imr]*sinx
r[imr] = r[ilr]*sinx + r[imr]*cosx ;
r[ilr] = xx ;
} # End for i
xx = 2.0*a[lm]*sincs
yy = a[ll]*cosx2 + a[mm]*sinx2 - xx
xx = a[ll]*sinx2 + a[mm]*cosx2 + xx
a[lm] = (a[ll] - a[mm])*sincs + a[lm]*(cosx2-sinx2)
a[ll] = y
a[mm] = x
} # End if(a[lm] > thr...)
# Test for completion
m++
} # End while m <= nn
l++
} # End while l <= 2
if ( ! redo ) break
redo = false
} # End for(pass...)
} # End while (thr>anrmx)
} # End if (anorm > 0)
# Sort Eigenvalues and vectors
iq = -nn
for ( i=1; i<=nn; i++ ) {
iq += nn
ll = i + (i^2-i)/2
jq = nn*(i-2)
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for ( j=i; j<=nn; j++ ) {
jq += nn
mm = j + (j^2 - j)/2
if ( a[ll] < a[mm] ) {
xx = a[ll]
a[ll] = a[mm]
a[mm] = xx
for ( k=1; k<=nn; k++ ) {
ilr = iq + k ;
imr = jq + k ;
xx = r[ilr] ;
r[ilr] = r[imr] ;
r[imr] = xx ;
} # end for k
} # end if a[ll] < a[mm]
} # end for j
} # end for i
## End of eigenvalue-finding ##
## Calculate the moments of inertia from the eigenvalue/vector arrays
XMOI = a[3+(3^2-3)/2]
YMOI = a[2+(2^2-2)/2]
ZMOI = a[1]
print("The moments of inertia are " XMOI ", " YMOI ", and " ZMOI " (a.u.).")
## Find rotational temperatures
TX = h^2/(8*pi^2*kb*XMOI * amu * bohr^2)
TY = h^2/(8*pi^2*kb*YMOI * amu * bohr^2)
TZ = h^2/(8*pi^2*kb*ZMOI * amu * bohr^2)
printf("Rotational temperatures (Kelvin) %10.8f %10.8f %10.8f\n",
TX,TY,TZ)
}'
# Calculate partition functions for rotation and translation
awk < $rtempfile -v pi=$pi -v h=$h -v kb=$kb -v R=$R -v atm=$atm \
-v amu=$amu -v P=$P -v T=$T -v energyfile=$energyfile \
-v entropyfile=$entropyfile -v molmass=$molmass '
BEGIN{m=molmass*amu;
translational=(2*pi*m*kb*T/(h*h))^(3/2)*kb*T/(P*atm)}
/Rotational symmetry number/ {sigma=$4}
/Rotational temperatures/ {
if ($4*$5*$6 != 0) {rotational=sqrt(pi)/sigma*T^(3/2)/(sqrt($4*$5*$6))}
}
/Zero-point vibrational energy/ {zeropt=$4}
END {sigma=sigma*1.0
print "Rotational symmetry number: " sigma
#print "Rotational Partition Function: " rotational;
#print "Rotational Entropy = " R*(3/2+log(rotational))/4.184 " cal/mol-K"
printf("%.8f\n",R*(3/2+log(rotational))) >> entropyfile
#print "Rotational Energy = " 3/2*R*T/1000/4.184 " kcal/mol"
printf("%.10f\n",3/2*R*T/1000) >> energyfile
# print "Translational Partition Function: " translational
#print "Translational Entropy = " R*(log(translational)+5/2) " J/mol-K"
printf("%.8f\n",R*(log(translational)+5/2)) >> entropyfile
#print "Translational Energy = " 3/2*R*T/1000 " kJ/mol"
printf("%.10f\n",3/2*R*T/1000) >> energyfile
print "Zero-point vibrational energy (kJ/mol) = " zeropt/1000
}
'
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# Calculate the vibrational partition function
awk < $vtempfile -v pi=$pi -v h=$h -v kb=$kb -v R=$R -v atm=$atm \
-v amu=$amu -v P=$P -v T=$T -v energyfile=$energyfile \
-v entropyfile=$entropyfile '
BEGIN {
ventropy=0;
venergy=0;
vcv=0;
}
{ventropy+=($1/T)/(exp($1/T)-1)-log(1-exp(-$1/T));
venergy+=$1*(1/2+1/(exp($1/T)-1));
vcv+=exp(-$1/T)*(($1/T)/(exp(-$1/T)-1))^2;
}
END {#print "Vibrational Entropy (cal/mol-K) =", R*ventropy/4.184;
printf("%.10f\n",R*ventropy) >> entropyfile
#print "Vibrational Energy (kcal/mol) =", R/1000*venergy/4.184;
printf("%.10f\n",R/1000*venergy) >> energyfile;
#print "Vibrational Heat Capacity (J/mol-K) =", R*vcv;
}'
# Get the electronic energy
echo "\nElectronic energy"
tac $infile | awk -v energyfile=$energyfile -v hartree=$hartree \
'/SCF Done/ {energy=$5*hartree
printf("%.10f kJ/mol\n\n",energy);
printf("%.10f\n",energy) >> energyfile;
exit}'
# Compute the totals
cat $energyfile $entropyfile | awk -v R=$R -v T=$T -v hartree=$hartree '
BEGIN {energy=0; count=0;}
{count++; if(count <= 4) energy+=$1; else entropy+=$1; if (count == 4) ee=$1}
END {thermal=(energy-ee)#/4.184
#energy/=hartree;
#entropy/=hartree;
#R/=hartree;
print("Thermal energy: " thermal " kJ/mol")
print "Sum of electronic and thermal internal energies, Helmholtz free"
print "energies, enthalpies, and Gibbs free energies (kJ/mol)"
# Sum of electronic and thermal energies
printf("%.6f\n",energy)
# Sum of electronic and thermal Helmholtz free energies
printf("%.6f\n",energy-T*entropy/1000)
# Sum of electronic and thermal enthalpies
printf("%.6f\n",energy+R*T/1000)
# Sum of electronic and thermal Gibbs free energies
printf("%.6f\n",energy+R*T/1000-T*entropy/1000)
print "\nEntropy (J/mol-K)"
# Total entropy
printf("%.6f\n",entropy)
}
'
rm $freqfile $moifile $rtempfile $vtempfile $energyfile
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D.7 highpsolve and lowpsolve
These programs (written in C) solve the diffusion equation using non-constant thermodynamic factors
and/or diffusion coefficients based upon adsorption isotherm data. Both of these programs require the nrutil.c
and nrutil.h files from Numerical Recipes.[6] A description of the usage is contained as comments to the code.
/* Program lowpsolve *
****************************************************************************
* This program solves for the steady-state concentration profile and flux *
* of the low-pressure side of a zeolite membrane/support based on the *
* adsorption isotherm. If *method* is set to Langmuir, a Langmuir *
* adsorption isotherm is assumed; if *method* is set to fromfile, *
* information is read from the input file, which must be specified at the *
* command line. The form is: *
* $./lowpsolve gammadata.txt isothermfile.txt *
* where gammadata.txt is a text file containing four columns, with data *
* for Vads, Gamma, dGamma/dV, and (optionally) d^2Gamma/dV^2. If the last *
* parameter is not known, it should be set to zero for all points. *
* There is also an option to specify a user-defined function for finding *
* the residual, Jacobian, and flux. *
* *
* If you are concerned that linear interpolation is insufficient for the *
* task, simply change every occurrence of "linterpolate" to "qinterpolate" *
* and add an extra (x,y) coordinate pair and the program will interpolate *
* using quadratic functions instead. *
* *
* The inputs for this program are: *
* Constants (see constant declarations below) *
* First command-line file (argv[1]): Input file for Gamma(V). The *
* first column is the volume adsorbed or the moles adsorbed PER GRAM *
* zeolite. See below for notes about how this affects the output. *
* Please note that this must be per unit mass of zeolite, otherwise *
* comparing one membrane to another is impossible. *
* Format (G = Gamma = thermodynamic correction factor): *
* Vads (or Nads) G(Vads) dG/dVads d^2G/dVads^2 *
* Second command-line file (argv[2]): Isotherm you are extracting *
* pressures from. Format: *
* P/P0 Vads (or Nads) *
* *
* The outputs from this program are: *
* concentrationprofile.txt: The profile of loading (Langmuir case) or *
* volume adsorbed (other cases) as *
* deterrmined from the solution to the ODE *
* J* : The flux in reduced units; this takes the *
* form of J_z L / (rho_z D_MS n_ads^sat) in *
* the Langmuir case (in which case J* is *
* unitless, as theta is) and *
* and (J_z L RTs)/(rho_z Ps D_MS) for the *
* powder and membrane cases.
* Units for these quantities are (equivalent units can be substituted): *
* J_z : mol m^-2 s^-1 *
* L : m *
* rho_z : g cm^-3 *
* Dbar : m^2 s^-1 *
* R : J mol^-1 K-1 *
* Ts : 298.15 K *
* Ps : 101325 Pa = 101325 J m^-3 *
* Vads : cm^3 g^-1 *
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* Gamma : (unitless) *
* --The important thing is that the units of J* agree with your choice of *
* how to provide input data (see above). RTs/Ps is 1 if you used moles *
* instead of standard volumes adsorbed.-- *
* *
* gammasolveout?.txt : The concentration profile at various *
* instants in time. This file is generated *
* only if makedumps is non-zero *
* *
* Written May-June 2006 by Karl Daniel Hammond, Auerbach and Conner groups *
* at the University of Massachusetts Amherst. *
****************************************************************************/
#include <stdio.h>
#include <math.h>
#include "nrutil.h"
#include "nrutil.c"
/* Function prototypes */
#include "bothpsolve.h"
/** Begin main program **/
int main(int argc, char *argv[]) {
/* Global parameters */
#define size 1100 // Size of data arrays to allocate
#define Langmuir 0 // Compute from Langmuir isotherm
#define fromfile 1 // Compute from file
#define user 2 // Compute from user's function
#define stopat 5000000 // Stop after this many iterations
#define colwidth 60 // Width of output box
#define addconst 0.0E+0 // Constant to subtract from Jdiag
/* Parameters */
const unsigned int N = 200; // Number of elements to use
const short method = fromfile; // Method of calculation
const double V0 = 0.0000; // V at z = 0
const double VL = 80.00; // V at z = L
const double tol = 1E-5; // Tolerance (converged if ||R|| < tol)
const short makedumps = 0; // File dumps suppressed if zero
const short rate = 100 ; // Number of intervals between updates
/* External constants */
const float rho = 1.76; // Density, g cm^-3
const float Dz = 7.5E-13; // Maxwell-Stefan diffusivity
const float L = 5.0E-6; // Layer thickness, meters
const float Ts = 298.15; // Standard temperature, K
const float Ps = 101325; // Standard pressure, Pa
const float Rgas = 8.31451; // Universal gas constant, J/mol K
const float VtoN = Ps/(Rgas*Ts); // m^3 gas to mol gas conversion
const float JstarJz = Dz*rho*VtoN/L; // Convert J* to Jz
/* Variables */
FILE *outfile; // File pointer for output
char filename[80]; // Name of the output file
char str[18]; // String to hold version number
unsigned int i=0, // Index variable
step=0; // Iteration counter
float *GV; // G's horizontal axis values
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float *GG; // G itself
float *GdGdV; // G's derivative
float *Gd2GdV2; // G's second derivative
double *Jsupdiag; // Jacobian's superdiagonal
double *Jdiag; // Jacobian's diagonal
double *Jsubdiag; // Jacobian's subdiagonal
double *R; // Residual; minimize ||R||
double *V; // The actual array we're solving for
double *dV; // Update vector
double *G; // The value of Gamma at each point
double *dGdV; // The value of dG/dV at each point
double *d2GdV2; // The value of d^2G/dV^2 at each point
double *Flux; // The (unitless) flux vector
double Jz = 0.0; // Mean value of the flux
double normR = 0.0, // ||R||, what we minimize
h = 1.0/N; // Element spacing
// Allocate vectors
V = dvector(0,N);
dV = dvector(1,N);
Jsupdiag = dvector(1,N-1);
Jdiag = dvector(1,N);
Jsubdiag = dvector(2,N);
R = dvector(1,N);
Flux = dvector(1,N);
/* Only allocate space for GV, GG, GdGdV, G, and dGdV if they are going to *
* be used to store something. */
if(method == fromfile) {
G = dvector(0,N);
dGdV = dvector(0,N);
d2GdV2 = dvector(0,N);
GV = vector(0,size);
GG = vector(0,size);
GdGdV = vector(0,size);
Gd2GdV2 = vector(0,size);
}
/* Declare V, which is assumed to be a linear profile with distance through *
* the sample as a first guess. This corresponds to the exact solution for *
* the case G = 1 everywhere (in mass transfer terms, it corresponds to a *
* constant Fick diffusion coefficient). The solution from that point is *
* computed with Newton's method. */
for(i=0; i<=N; i++)
V[i] = V0 + (VL - V0) * h * i;
// Read in the data (if applicable) for G and dG/dV
if(method == fromfile)
if(argc == 1) { // If they didn't specify a file, ask for one.
fprintf(stderr, "Invalid file name. Please enter one.\n");
exit(2);
}
else { // If they did, read it and update the appropriate variables
getdata(argv[1], GV, GG, GdGdV, Gd2GdV2, N);
resetg(V, G, dGdV, d2GdV2, GV, GG, GdGdV, Gd2GdV2, N);
}
// Calculate the residual (actually its additive inverse)
normR = residual(R, V, h, N, method, G, dGdV);
printf("Initial residual:\t||R|| = %g\n", normR);
335
if(makedumps) dump(V, R, h, step, N);
// Check for convergence and loop until you have it
while((normR > tol) && step <= stopat) {
// Compute Jacobian
jacobian(Jsubdiag, Jdiag, Jsupdiag, V, G, dGdV, d2GdV2, h, N, method);
// Solve system
tridiag(Jsubdiag, Jdiag, Jsupdiag, R, dV, N);
// Update solution
for(i=1; i<=N; i++)
V[i] += dV[i];
// Change the L side back to VL if it got changed
V[N] = VL;
// If we're getting data from the file, look up the new values
if(method == fromfile) {
resetg(V, G, dGdV, d2GdV2, GV, GG, GdGdV, Gd2GdV2, N);
// If the value used is outside the bounds, reset it and get a new one
i=1;
while(i<N) {
if( ( fabs(V[i] - VL) <= fabs(VL-V0) ) &&
( fabs(V[i] - V0) <= fabs(VL-V0) ) )
i++;
else {
if(VL > V0) {
if(V[i] < V0) V[i] = V0;
if(V[i] > VL) V[i] = VL;
}
else {
if(V[i] < VL) V[i] = VL;
if(V[i] > V0) V[i] = V0;
}
resetg(V, G, dGdV, d2GdV2, GV, GG, GdGdV, Gd2GdV2, N);
i=0;
} // End else
} // End while(i<N)
} // End if(method = fromfile)
// Find residual
normR = residual(R, V, h, N, method, G, dGdV);
// go to next step and report on progress
step++;
if( ((step % rate) == 0) || (normR < tol) )
printf("Step %d complete.\t||R|| = %G\n", step, normR);
// Dump the contents to a file every once in a while
if( ((normR < tol) || (step <= 5) || ((step % 10 == 0)&&(step < 100)) ||
(step % 100 == 0)) && makedumps )
dump(V, R, h, step, N);
} // End while loop
/* Once the loop is done, you have converged; now dump the solution. */
printf("\n");
// Top of box
for(i=0; i<colwidth; i++) printf("*");
if(step > stopat) {
step--;
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printf("\n* Solution did not converge.");
for(i=29; i<colwidth; i++) printf(" ");
printf("*\n* Output for last step:");
for(i=24; i<colwidth; i++) printf(" ");
printf("*\n*");
}
else {
printf("\n* Solution found.");
for(i=18; i<colwidth; i++) printf(" ");
printf("*\n*");
}
for(i=2; i<colwidth; i++) printf(" ");
printf("*\n");
printf("* Number of intervals:\t%-8d", N);
for(i=33; i<colwidth; i++) printf(" ");
printf("*\n* Steps performed:\t%-8d", step);
for(i=33; i<colwidth; i++) printf(" ");
printf("*\n* Final residual:\t%-13.6G", normR);
for(i=38; i<colwidth; i++) printf(" ");
printf("*\n*");
for(i=2; i<colwidth; i++) printf(" ");
printf("*\n");
// Calculate the pressure corresponding to V_0 and output
printf("* Boundary conditions:");
for(i=23; i<colwidth; i++) printf(" ");
printf("*\n* ");
normR = findP(V0, argv[2]);
printf("C(0) [mol/m^3]:\t%-11.4G P(0)/P0 = %-13.6G", V0*rho*VtoN, normR);
for(i=61; i<colwidth; i++) printf(" ");
printf("*\n* ");
// Calculate the pressure corresponding to V_L and output
normR = findP(VL, argv[2]);
printf("C(L) [mol/m^3]:\t%-11.4G P(L)/P0 = %-13.6G", VL*rho*VtoN, normR);
for(i=61; i<colwidth; i++) printf(" ");
printf("*\n*");
for(i=2; i<colwidth; i++) printf(" ");
printf("*\n");
// Calculate the flux
Jz = flux(Flux, V, G, N, method);
// Print it for comparison
outfile = fopen("flux_lowp_out.txt", "w");
for(i=2; i<N; i++)
fprintf(outfile, "%f\t%f\n", h*i, Flux[i]);
fclose(outfile);
// Print Gamma too, while you're at it
outfile = fopen("gamma_lowp_out.txt", "w");
for(i=1; i<N; i++)
fprintf(outfile, "%f\t%f\n", h*i, G[i]);
fclose(outfile);
// Write it to the screen
printf("* Reduced flux (J*): % -13.6G", Jz);
for(i=37; i<colwidth; i++) printf(" ");
printf("*\n");
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// Compute the standard deviation in the flux (this destroys the residual)
normR = 0.0;
// Start at i=2 to avoid end effects
for(i=2; i<N; i++)
normR += (Flux[i] - Jz) * (Flux[i] - Jz);
normR = normR / (N-1); // We now have the variance
normR = sqrt(normR); // Now normR = standard deviation
printf("* Standard deviation: % -13.6G", normR);
for(i=37; i<colwidth; i++) printf(" ");
printf("*\n");
// Print the relative deviation
printf("* Relative deviation: % -12.6G percent", fabs(normR / Jz * 100.0));
for(i=44; i<colwidth; i++) printf(" ");
printf("*\n*");
for(i=2; i<colwidth; i++) printf(" ");
printf("*\n");
// Print the flux in standard units and its standard deviation
printf("* Actual Flux (Jz): % -12.6G mol/m^2 s", Jz * JstarJz);
for(i=46; i<colwidth; i++) printf(" ");
printf("*\n");
printf("* Standard deviation: % -12.6G mol/m^2 s", normR * JstarJz);
for(i=46; i<colwidth; i++) printf(" ");
printf("*\n");
// Bottom of box
for(i=0; i<colwidth; i++) printf("*");
printf("\n");
// Write residual vector to disk
if( (outfile = fopen("residual-lowP.txt", "w")) == NULL) {
fprintf(stderr, "Error opening file residual-lowP.txt\n");
return 2;
}
for(i=1; i<=N; i++)
fprintf(outfile, "%f\t%G\n", h*i, R[i]);
fclose(outfile);
// Write the values to disk
if( (outfile = fopen("concentrationprofile-lowP.txt", "w")) == NULL ) {
fprintf(stderr, "Error opening file concentrationprofile-lowP.txt\n");
return 2;
}
fprintf(outfile, "@ xaxis label \"z/L\"\n");
if(method == Langmuir)
fprintf(outfile, "@ yaxis label \"\\xq\\f{}(z)\"\n");
else
fprintf(outfile, "@ yaxis label \"C(z/L)\"\n");
for(i=0; i<N; i++)
fprintf(outfile, "%f\t%f\n", h*i, V[i] * rho * VtoN);
fclose(outfile);
// Deallocate vectors
free_dvector(V,0,N);
free_dvector(dV,1,N);
free_dvector(Jsupdiag,1,N-1);
free_dvector(Jdiag,1,N);
free_dvector(Jsubdiag,2,N);
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free_dvector(R,1,N);
if(method == fromfile) {
free_dvector(G,0,N);
free_dvector(dGdV,0,N);
free_vector(GV,0,size);
free_vector(GG,0,size);
free_vector(GdGdV,0,size);
}
// If it didn't converge and stopped, print an error message
if(step >= stopat) {
fprintf(stderr, "\nWARNING: Failed to converge after %d steps.\n\n",
stopat);
return 1;
}
else
// End normally
return 0;
}
/* Function definitions */
#include "bothpsolve.c"
/****************************************************************************/
/* Program highPsolve *
****************************************************************************
* This program solves for the steady-state concentration profile and flux *
* on the low-pressure end of a zeolite membrane/support system from the *
* adsorption isotherm. If *method* is set to Langmuir, a Langmuir *
* adsorption isotherm is assumed; if *method* is set to fromfile, *
* information is read from the input file, which must be specified at the *
* command line. The form is: *
* $./highpsolve gammadata.txt isothermfile.txt *
* where gammadata.txt is a text file containing four columns, with data *
* for Vads, Gamma, dGamma/dV, and (optionally) d^2Gamma/dV^2. If the last *
* parameter is not known, it should be set to zero for all points. *
* There is also an option to specify a user-defined function for finding *
* the residual, Jacobian, and flux. *
* *
* If you are concerned that linear interpolation is insufficient for the *
* task, simply change every occurrence of "linterpolate" to "qinterpolate" *
* and add an extra (x,y) coordinate pair and the program will interpolate *
* using quadratic functions instead. *
* *
* The inputs for this program are: *
* Constants (see constant declarations below) *
* First command-line file (argv[1]): Input file for Gamma(V). The *
* first column is the volume adsorbed or the moles adsorbed PER GRAM *
* zeolite. See below for notes about how this affects the output. *
* Please note that this must be per unit mass of zeolite, otherwise *
* comparing one membrane to another is impossible. *
* Format (G = Gamma = thermodynamic correction factor): *
* Vads (or Nads) G(Vads) dG/dVads d^2G/dVads^2 *
* Second command-line file (argv[2]): Isotherm you are extracting *
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* pressures from. Format: *
* P/P0 Vads (or Nads) *
* *
* The outputs from this program are: *
* concentrationprofile.txt: The profile of loading (Langmuir case) or *
* volume adsorbed (other cases) as *
* deterrmined from the solution to the ODE *
* J* : The flux in reduced units; this takes the *
* form of J_z L / (rho_z D_MS n_ads^sat) in *
* the Langmuir case (in which case J* is *
* unitless, as theta is) and *
* and (J_z L RTs)/(rho_z Ps D_MS) for the *
* powder and membrane cases.
* Units for these quantities are (equivalent units can be substituted): *
* J_z : mol m^-2 s^-1 *
* L : m *
* rho_z : g cm^-3 *
* Dbar : m^2 s^-1 *
* R : J mol^-1 K-1 *
* Ts : 298.15 K *
* Ps : 101325 Pa = 101325 J m^-3 *
* Vads : cm^3 g^-1 *
* Gamma : (unitless) *
* --The important thing is that the units of J* agree with your choice of *
* how to provide input data (see above). RTs/Ps is 1 if you used moles *
* instead of standard volumes adsorbed.-- *
* *
* gammasolveout?.txt : The concentration profile at various *
* instants in time. This file is generated *
* only if makedumps is non-zero *
* *
* Written May-June 2006 by Karl Daniel Hammond, Auerbach and Conner groups *
* at the University of Massachusetts, Amherst. *
****************************************************************************/
#include <stdio.h>
#include <math.h>
#include "nrutil.h"
#include "nrutil.c"
/* Function prototypes */
#include "bothpsolve.h"
double findV(float yourP, char *filename);
/** Begin main program **/
int main(int argc, char *argv[]) {
/* Global parameters */
#define size 1100 // Size of data arrays to allocate
#define Langmuir 0 // Compute from Langmuir isotherm
#define fromfile 1 // Compute from file
#define user 2 // Compute from user's function
#define stopat 1000000 // Stop after this many iterations
#define colwidth 60 // Width of output box
#define addconst 1.0E+4 // Constant to subtract from Jdiag
/* Parameters */
const unsigned int N = 100; // Number of elements to use
const short method = fromfile; // Method of calculation
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const double J = -0.00156304 ; // Flux through the membrane (SI units)
const double P0 = 0.000191709; // P at z = Li (NOT sat. pressure!)
double PL = 0.1 ; // Initial guess of pressure at z = L
double VL = findV(PL,argv[2]); // Vads at z = L (initial guess)
const double Kp = 10.0; // Proportional controller gain
const short time = 0; // Seconds to wait between iterations
const double tol = 1.0E-5; // Tolerance (converged if ||R|| < tol)
const double etol = 1.0E-9; // Tolerance for flux error
const short makedumps = 0; // File dumps suppressed if zero
const short rate = 1000 ; // Number of intervals between updates
/* External constants */
const float rho = 1.912471; // Density, g cm^-3
const float Ds = 7.5E-7 ; // M-S Diffusion coefficient
const float L = 0.001979375; // Layer thickness, meters
const float Ts = 298.15; // Standard temperature, K
const float Ps = 101325; // Standard pressure, Pa
const float Rgas = 8.31451; // Universal gas constant, J/mol K
const float VtoN = Ps/(Rgas*Ts); // m^3 gas to mol gas conversion
const float JstarJ = Ds*rho*VtoN/L; // Convert J* to J and vice-versa
const double Jstar = J / JstarJ; // Flux in reduced units
/* Variables */
FILE *outfile; // File pointer for output
char filename[80]; // Name of the output file
char str[18]; // String to hold version number
unsigned int i=0, // Index variable
step=0, // Iteration counter
loop=0; // Number of control loop iterations
double C0 = 0.0; // C at z = 0 (determined from P0)
double V0 = C0 / VtoN / rho; // Vads at z = 0 (zeolite interface)
float *GV; // G's horizontal axis values
float *GG; // G itself
float *GdGdV; // G's derivative
float *Gd2GdV2; // G's second derivative
double *Jsupdiag; // Jacobian's superdiagonal
double *Jdiag; // Jacobian's diagonal
double *Jsubdiag; // Jacobian's subdiagonal
double *R; // Residual; minimize ||R||
double *V; // The actual array we're solving for
double *dV; // Update vector
double *G; // The value of Gamma at each point
double *dGdV; // The value of dG/dV at each point
double *d2GdV2; // The value of d^2G/dV^2 at each point
double *Flux; // The (unitless) flux vector
double Jz = 0.0; // Mean value of the calculated flux
double normR = 0.0, // ||R||, what we minimize
h = 1.0/N, // Element spacing
e = 1.0; // Error in flux (used for control)
double CL = VL * VtoN * rho; // Vads at z = L
// Allocate vectors
V = dvector(0,N);
dV = dvector(1,N);
Jsupdiag = dvector(1,N-1);
Jdiag = dvector(1,N);
Jsubdiag = dvector(2,N);
R = dvector(1,N);
Flux = dvector(1,N);
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/* Only allocate space for GV, GG, GdGdV, G, and dGdV if they are going to *
* be used to store something. */
if(method == fromfile) {
G = dvector(0,N);
dGdV = dvector(0,N);
d2GdV2 = dvector(0,N);
GV = vector(0,size);
GG = vector(0,size);
GdGdV = vector(0,size);
Gd2GdV2 = vector(0,size);
}
// Get the initial concentration on the membrane side
V0 = findV(P0, argv[2]);
C0 = V0 * VtoN * rho;
printf("V0 = %G\n", V0);
printf("VL = %G\n", VL);
// Beginning of control loop
while(fabs(e) > etol) {
step = 0;
/* Declare V, which is assumed to be a linear profile with distance through *
* the sample as a first guess. This corresponds to the exact solution for *
* the case G = 1 everywhere (in mass transfer terms, it corresponds to a *
* constant Fick diffusion coefficient). The solution from that point is *
* computed with Newton's method. */
for(i=0; i<=N; i++)
V[i] = V0 + (VL - V0) * h * i;
// V[i] = V0 + (VL-V0) * (1-pow(1.0-(double)i/(double)N,7));
// Read in the data (if applicable) for G and dG/dV
if(method == fromfile)
if(argc == 1) { // If they didn't specify a file, ask for one.
fprintf(stderr, "Invalid file name. Please enter one.\n");
exit(2);
}
else { // If they did, read it and update the appropriate variables
getdata(argv[1], GV, GG, GdGdV, Gd2GdV2, N);
resetg(V, G, dGdV, d2GdV2, GV, GG, GdGdV, Gd2GdV2, N);
}
// Calculate the residual (actually its additive inverse)
normR = residual(R, V, h, N, method, G, dGdV);
printf("Initial residual:\t||R|| = %G\n", normR);
if(makedumps) dump(V, R, h, step, N);
// Check for convergence and loop until you have it
while((normR > tol) && step <= stopat) {
// Compute Jacobian
jacobian(Jsubdiag, Jdiag, Jsupdiag, V, G, dGdV, d2GdV2, h, N, method);
// Solve system
tridiag(Jsubdiag, Jdiag, Jsupdiag, R, dV, N);
// Update solution
for(i=1; i<=N; i++)
V[i] += dV[i];
// Change the L side back to VL if it got changed
V[N] = VL;
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// If we're getting data from the file, look up the new values
if(method == fromfile) {
resetg(V, G, dGdV, d2GdV2, GV, GG, GdGdV, Gd2GdV2, N);
// If the value used is outside the bounds, reset it and get a new one
/* i=1;
while(i<N) {
if( ( fabs(V[i] - VL) <= fabs(VL-V0) ) &&
( fabs(V[i] - V0) <= fabs(VL-V0) ) )
i++;
else {
if(VL > V0) {
if(V[i] < V0) V[i] = V0;
if(V[i] > VL) V[i] = VL;
}
else {
if(V[i] < VL) V[i] = VL;
if(V[i] > V0) V[i] = V0;
}
resetg(V, G, dGdV, d2GdV2, GV, GG, GdGdV, Gd2GdV2, N);
i=0;
} // End else
} // End while(i<N) */
} // End if(method = fromfile)
// Find residual
normR = residual(R, V, h, N, method, G, dGdV);
// go to next step and report on progress
step++;
if( ((step % rate) == 0) || (normR < tol) )
printf("Step %d complete.\t||R|| = %G\n", step, normR);
// Dump the contents to a file every once in a while
if( ((normR < tol) || (step <= 5) ||
((step % 10 == 0) && (step < 100)) ||
(step % 100 == 0)) && makedumps )
dump(V, R, h, step, N);
} // End while loop
// Calculate the flux
Jz = flux(Flux, V, G, N, method);
// Calculate the error
e = Jstar - Jz;
if(fabs(e) > etol) {
// Use it to make a new flux
printf("\nReduced flux: \t% G\n", Jz);
printf("Desired red. flux: \t% G\n", Jstar);
printf("Error in red. flux:\t% G\n", e);
printf("New concentration: \t% G\n", CL -= Kp*e);
VL = CL / VtoN / rho;
printf("New V(L):\t\t% G\n", VL);
printf("P(L):\t\t\t% G\n\n", findP(VL, argv[2]));
printf("Iteration %d complete. Proceeding to iteration %d....\n\n",
loop++, loop);
sleep(time);
}
// Print it for comparison
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// for(i=1; i<N; i++)
// printf("J*(%f) = %f.\n", h*i, Flux[i]);
} // End of control loop
/* Once the loop is done, you have converged; now dump the solution. */
printf("\n");
// Top of box
for(i=0; i<colwidth; i++) printf("*");
if(step > stopat) {
step--;
printf("\n* Solution did not converge.");
for(i=29; i<colwidth; i++) printf(" ");
printf("*\n* Output for last step:");
for(i=24; i<colwidth; i++) printf(" ");
printf("*\n*");
}
else {
printf("\n* Solution found.");
for(i=18; i<colwidth; i++) printf(" ");
printf("*\n*");
}
for(i=2; i<colwidth; i++) printf(" ");
printf("*\n");
// Print information about control loop
printf("* Control iterations:\t%-8d", loop);
for(i=33; i<colwidth; i++) printf(" ");
printf("*\n* Controller error: % -13.6G", e);
for(i=37; i<colwidth; i++) printf(" ");
printf("*\n*");
for(i=2; i<colwidth; i++) printf(" ");
printf("*\n");
printf("* Number of intervals:\t%-8d", N);
for(i=33; i<colwidth; i++) printf(" ");
printf("*\n* Steps performed:\t%-8d", step);
for(i=33; i<colwidth; i++) printf(" ");
printf("*\n* Final residual:\t%-13.6G", normR);
for(i=38; i<colwidth; i++) printf(" ");
printf("*\n*");
for(i=2; i<colwidth; i++) printf(" ");
printf("*\n");
// Calculate the pressure corresponding to V_0 and output
printf("* Boundary conditions:");
for(i=23; i<colwidth; i++) printf(" ");
printf("*\n* ");
normR = findP(V0, argv[2]);
printf("C(0) [mol/m^3]:\t%-11.4G P(0)/P0 = %-13.6G", V0*rho*VtoN, normR);
for(i=61; i<colwidth; i++) printf(" ");
printf("*\n* ");
// Calculate the pressure corresponding to V_L and output
normR = findP(VL, argv[2]);
printf("C(L) [mol/m^3]:\t%-11.4G P(L)/P0 = %-13.6G", VL*rho*VtoN, normR);
for(i=61; i<colwidth; i++) printf(" ");
printf("*\n*");
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for(i=2; i<colwidth; i++) printf(" ");
printf("*\n");
// Print the flux
printf("* Reduced flux (J*): % -13.6G", Jz);
for(i=37; i<colwidth; i++) printf(" ");
printf("*\n");
// Compute the standard deviation in the flux (this destroys the residual)
normR = 0.0;
for(i=1; i<N; i++)
normR += (Flux[i] - Jz) * (Flux[i] - Jz);
normR = normR / (N-1); // We now have the variance
normR = sqrt(normR); // Now normR = standard deviation
printf("* Standard deviation: % -13.6G", normR);
for(i=37; i<colwidth; i++) printf(" ");
printf("*\n");
// Print the relative deviation
printf("* Relative deviation: % -12.6G percent", normR / Jz * 100.0);
for(i=44; i<colwidth; i++) printf(" ");
printf("*\n*");
for(i=2; i<colwidth; i++) printf(" ");
printf("*\n");
// Print the flux in standard units and its standard deviation
printf("* Actual flux (Jz): % -12.6G mol/m^2 s", Jz * JstarJ);
for(i=46; i<colwidth; i++) printf(" ");
printf("*\n");
printf("* Standard deviation: % -12.6G mol/m^2 s", normR * JstarJ);
for(i=46; i<colwidth; i++) printf(" ");
printf("*\n");
// Print the desired flux (the one at the top)
printf("* Desired flux (J): % -12.6G mol/m^2 s", J);
for(i=46; i<colwidth; i++) printf(" ");
printf("*\n");
// Bottom of box
for(i=0; i<colwidth; i++) printf("*");
printf("\n");
// Write the values to disk
// First, the concentration profile
if( (outfile = fopen("concentrationprofile-highP.txt", "w")) == NULL ) {
fprintf(stderr, "Error opening file concentrationprofile-highP.txt\n");
return 2;
}
fprintf(outfile, "@ xaxis label \"z/L\"\n");
if(method == Langmuir)
fprintf(outfile, "@ yaxis label \"\\xq\\f{}(z)\"\n");
else
fprintf(outfile, "@ yaxis label \"C(z/L)\"\n");
for(i=0; i<N; i++)
fprintf(outfile, "%f\t%G\n", h*i, V[i] * rho * VtoN);
fclose(outfile);
// Next, the residual
if( (outfile = fopen("residual-highP.txt", "w")) == NULL ) {
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fprintf(stderr, "Error opening file residual-highP.txt\n");
return 2;
}
else {
for(i=1; i<=N; i++)
fprintf(outfile, "%f\t%G\n", h*i, R[i]);
}
// Now, the flux
if( (outfile = fopen("flux-highP.txt", "w")) == NULL ) {
fprintf(stderr, "Error opening file gamma-highP.txt\n");
return 2;
}
else {
for(i=2; i<N; i++)
fprintf(outfile, "%G\t%G\n", h*i, Flux[i]);
fclose(outfile);
}
// Now, the thermodynamic correction factor
if( (outfile = fopen("gamma-highP.txt", "w")) == NULL ) {
fprintf(stderr, "Error opening file gamma-highP.txt\n");
return 2;
}
else {
for(i=2; i<N; i++)
fprintf(outfile, "%G\t%G\n", h*i, G[i]);
fclose(outfile);
}
// Deallocate vectors
free_dvector(V,0,N);
free_dvector(dV,1,N);
free_dvector(Jsupdiag,1,N-1);
free_dvector(Jdiag,1,N);
free_dvector(Jsubdiag,2,N);
free_dvector(R,1,N);
if(method == fromfile) {
free_dvector(G,0,N);
free_dvector(dGdV,0,N);
free_vector(GV,0,size);
free_vector(GG,0,size);
free_vector(GdGdV,0,size);
}
// If it didn't converge and stopped, print an error message
if(step >= stopat) {
fprintf(stderr, "\nWARNING: Failed to converge after %d steps.\n\n",
stopat);
return 1;
}
else
// End normally
return 0;
}
/* Function definitions */
#include "bothpsolve.c"
/****************************************************************************/
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/****************************************************************************
* File bothpsolve.h *
* Function prototypes for auxiliary functions defined in bothpsolve.c *
****************************************************************************/
double residual(double R[], double x[], double h, unsigned int n, int m,
double g[], double dg[]);
double jacobian(double subdiagonal[], double diagonal[],
double superdiagonal[], double x[], double g[],
double dg[], double d2g[], double h, unsigned int n,
int m);
void tridiag(double a[], double b[], double c[], double r[], double u[],
unsigned long n);
double flux(double Jz[], double v[], double g[], unsigned int n, int m);
void getdata(char filename[], float x[], float g[], float dg[], float d2g[],
unsigned int n);
void resetg(double *X, double *G, double *dG, double *d2G,
float *x, float *g, float *dg, float *d2g, unsigned int n);
void dump(double *v, double *R, double h, unsigned int steps,
unsigned int n);
void inttostring(unsigned int i, char *s, unsigned int radix);
char *strrev(char *str);
double linterpolate(double x, double x1, double y1, double x2, double y2);
double qinterpolate(double x, double x1, double y1, double x2, double y2,
double x3, double y3);
float findP(float yourV, char *filename);
double tridet(double *a, double *b, double *c, unsigned int n);
/****************************************************************************
* File bothpsolve.c *
* Auxiliary functions common to both lowpsolve.c and highpsolve.c *
****************************************************************************/
double residual(double R[], double x[], double h, unsigned int n, int m,
double g[], double dg[]) {
/* This function will calculate the additive inverse of the residual (R) of *
* a function with values x spaced by h, stored in a vector of length n+1 *
* starting at 1. Note that the negative of R is returned for use in the *
* solving routine: J x + R = 0, so we solve Jx = -R. The function will *
* return the norm of R, that is ||R||. *
* *
* Written May-June 2006 by Karl Hammond. */
unsigned int i=0;
double M=0.0;
for(i=0; i<n; i++) {
switch(m) {
case Langmuir:
R[i] = (x[i+1] - 2.0*x[i] + x[i-1])/(h*h*(1.0-x[i]))
+ (x[i+1] - x[i-1])*(x[i+1] - x[i-1]) /
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(4.0*h*h*(1.0-x[i])*(1.0-x[i]));
break;
case fromfile:
if(i==0)
R[i] = dg[i] * (-x[i+2] + 4.0*x[i+1] - 3.0*x[i])
* (-x[i+2] + 4.0*x[i+1] - 3.0*x[i]) / (4.0*h*h)
+ g[i] * (-x[i+3] + 4.0*x[i+2] - 5.0*x[i+1] + 2.0*x[i])
/ (h*h);
else if(i==n)
R[i] = dg[i] * (x[i-2] - 4.0*x[i-1] + 3.0*x[i])
* (x[i-2] - 4.0*x[i-1] + 3.0*x[i]) / (4.0*h*h)
+ g[i] * (-x[i-3] + 4.0*x[i-2] - 5.0*x[i-1] + 2.0*x[i])
/ (h*h);
else
R[i] = dg[i] * (x[i+1] - x[i-1])*(x[i+1] - x[i-1])/(4.0*h*h)
+ g[i] * (x[i+1] - 2.0*x[i] + x[i-1]) / (h*h);
break;
case user:
R[i] = 0; // Change this to the user-specified function
break;
default:
fprintf(stderr, "Invalid method of calculating the residual.\n");
exit(1);
break;
} // end switch
R[i] = -R[i]; // We actually want the additive opposite of the residual
M += R[i] * R[i];
} // End for
M = sqrt(M);
return M;
}
/****************************************************************************/
double jacobian(double subdiagonal[], double diagonal[],
double superdiagonal[], double x[], double g[],
double dg[], double d2g[], double h, unsigned int n,
int m) {
/* This function will calculate the Jacobian of a function with values x *
* spaced by h. The Jacobian is calculated by centered differencing using *
* a value x[i], x[i-1], and x[i+1] from the array of length n. *
* This function has options to pick the Jacobian to be that of a *
* Langmurian system, that of a system specified in a file, or an arbitrary *
* system, using a switch statement. *
* *
* Written May-June 2006 by Karl Hammond. */
unsigned int i=0;
double M=0.0;
for(i=0; i<=n; i++)
switch(m) {
case Langmuir:
// J[i][i], the terms on the diagonal
diagonal[i] = (x[i+1] - 2*x[i] + x[i-1]) /
(h*h * (1.0-x[i])*(1.0-x[i]))
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- 2.0/(h*h*(1-x[i]))
+ 2.0*(x[i+1]-x[i-1])*(x[i+1]-x[i-1]) /
(4.0*h*h*(1.0-x[i])*(1.0-x[i])*(1.0-x[i]));
// J[i][i+1], the terms on the superdiagonal
if(i < n)
superdiagonal[i] = 1.0/(h*h * (1.0-x[i]))
+ 2.0*(x[i+1] - x[i-1]) /
(4.0*h*h * (1.0-x[i])*(1.0-x[i]));
// J[i][i-1], the terms on the subdiagonal
if(i > 1)
subdiagonal[i] = 1.0/(h*h * (1.0-x[i]))
- 2.0*(x[i+1] - x[i-1]) /
(4*h*h * (1.0-x[i])*(1.0-x[i]));
break;
case fromfile:
diagonal[i] = d2g[i] * (x[i+1]-x[i-1])*(x[i+1]-x[i-1]) / (4*h*h)
+ dg[i] * (x[i+1]-2*x[i]+x[i-1]) / (h*h)
- 2.0*g[i] / (h*h)
- addconst;
if(i < n)
superdiagonal[i] = dg[i] * (x[i+1] - x[i-1]) / (2*h*h)
+ g[i] / (h*h);
if(i > 1)
subdiagonal[i] = -dg[i] * (x[i+1] - x[i-1]) / (2*h*h)
+ g[i] / (h*h);
break;
case user:
diagonal[i] = 0.0; // Enter your function of x[j] here
if(i < n)
superdiagonal[i] = 0.0; // Ditto
if(i > 1)
subdiagonal[i] = 0.0; // Ditto
break;
default:
fprintf(stderr, "Invalid method of calculating the Jacobian.\n");
exit(1);
break;
} // End switch
// Return the determinant of the Jacobian
// return tridet(subdiagonal, diagonal, superdiagonal, n);
// tridet takes a LONG time to compute a 200x200 or bigger determinant,
// so instead I return zero....
return 0.0;
}
/****************************************************************************/
void tridiag(double a[], double b[], double c[], double r[], double u[],
unsigned long n) {
/* This subroutine will solve the tridiagonal matrix system given below:
A u = r, where A is a tridiagonal matrix whose diagonal is given by
the array b (n elements), superdiagonal by array c (n-1 elements) and
subdiagonal by the array a (n-1 elements). The length of u, r, and b
is the number n, passed as an argument to the function.
The matrix system looks like:
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/ \ / \ / \
| b[1] c[1] 0 0 0 ... 0 | | u[1] | | r[1] |
| a[2] b[2] c[2] 0 0 ... 0 | | u[2] | | r[2] |
| 0 a[3] b[3] c[3] 0 ... 0 | | u[3] | | r[3] |
| ............................................| . | ... | = | ... |
| 0 ... a[n-1] b[n-1] c[n-1] | | u[n-1] | | r[n-1] |
| 0 ... 0 a[n] b[n] | | u[n] | | r[n] |
\ / \ / \ /
This program from page 51 of Numerical Recipes in C: The Art of
Scientific Computing, Copyright 1992 by Cambridge University Press.
It was modified for double-precision by Karl Hammond, May 2006. */
unsigned long j;
double bet, *gam;
gam = dvector(1,n); // gam is the one vector we need for a workspace
if (b[1] == 0.0) nrerror("Error in tridiag.\nPlease rewrite your equations"
" of order n-1, with u2 trivially eliminated.");
u[1] = r[1] / (bet = b[1]);
for (j=2; j <= n; j++) { // Decomposition and forward substitution
gam[j] = c[j-1]/bet;
bet = b[j] - a[j] * gam[j];
if (bet == 0.0) nrerror("Error 2 in tridiag. Need a pivot.");
u[j] = (r[j] - a[j] * u[j-1])/bet;
}
for (j=(n-1); j >= 1; j--)
u[j] -= gam[j+1] * u[j+1]; // Perform back-substitution
free_dvector(gam,1,n);
}
/****************************************************************************/
double flux(double Jz[], double v[], double g[], unsigned int n, int m) {
/* This function will calculate the flux with respect to volume-averaged *
* coordinates using Fick's First Law and the concentration profile *
* obtained by using gammasolve (the main program). You have the same *
* option of using a file, Langmuir, or user-supplied functionality. *
* Note that the flux uses spacing 1/n, not h, so it returns a flux that *
* doesn't depend on the length of the interval. *
* *
* Written May-June 2006 by Karl Hammond. */
double Jzave = 0.0;
unsigned int i = 0;
for(i=1; i<n; i++) {
switch (m) {
case Langmuir:
// For Langmuir, Gamma = 1/(1-theta)
Jz[i] = -(v[i+1] - v[i-1]) / (2.0/n*(1.0 - v[i]));
break;
case fromfile:
if(i == 1) // Use one-sided differences for i=1
Jz[i] = -g[i] * (-v[i+2] + 4.0*v[i+1] - 3.0*v[i]) / (2.0/n);
else if (i == n-1) // Use one-sided differencs for i=n-1, too
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Jz[i] = -g[i] * (v[i-2] - 4.0*v[i-1] + 3.0*v[i]) / (2.0/n);
else // Use centered differences
Jz[i] = -g[i] * (v[i+1] - v[i-1]) / (2.0/n);
break;
case user:
Jz[i] = 0.0; // Enter user-defined function
break;
default:
fprintf(stderr, "Invalid method of calculating the flux.\n");
exit(1);
break;
}
}
// Find the average flux
for(i=1; i<n; i++)
Jzave += Jz[i];
Jzave = Jzave / (n-1);
return Jzave; // Return the average value of the flux
}
/****************************************************************************/
void getdata(char filename[], float x[], float g[], float dg[], float d2g[],
unsigned int n) {
/* This subroutine will obtain Gamma (g) and dGamma/dVads (dg) from a file *
* (filename) containing volume adsorbed (column 1), Gamma(V) (column 2), *
* and dGamma/dVads (column 3) and interpolate between them to get values *
* that correspond to the desired points. *
* *
* Written May 2006 by Karl Hammond. */
FILE *infile;
float x1=0.0, x2=0.0, x3=0.0, x4=0.0;
unsigned int i=0, j=0;
// Open the file
if( (infile = fopen(filename, "r")) == NULL ) {
fprintf(stderr, "Error opening file %s. Exiting.\n", filename);
exit(2);
}
// Loop until the arrays are full
for(i=1; (i<=size) && !(feof(infile)); i++) {
fscanf(infile, "%f %f %f %f\n", &x1, &x2, &x3, &x4);
x[i] = x1;
g[i] = x2;
dg[i] = x3;
d2g[i] = x4;
}
// Set the last value in x to -1; this says you've run out of numbers
x[i] = -1.0;
// Clean up the reference to the file and clear its memory up
fclose(infile);
return;
}
/****************************************************************************/
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void resetg(double *X, double *G, double *dG, double *d2G,
float *x, float *g, float *dg, float *d2g, unsigned int n) {
/* This routine resets the values of Gamma, dGamma/dV, and d^2Gamma/dV^2 *
* based on the values contained in the file that were read in previously. *
* *
* Written June 2006 by Karl Hammond. */
static short warned = 0;
unsigned int i=0, j=0;
// Set X, G, and dG to match by interpolation
for(i=1; i<=n; i++) {
// Find the value of x that's JUST bigger than X (or until you run out)
for(j=2; j<size && (X[i] > x[j]) && (x[j] > -0.5); j++)
;
// If you ran out of values, set G to the value at maximum x
if((x[j] < -0.5) || (j >= size)) {
X[i] = x[j-1];
G[i] = g[j-1];
dG[i] = dg[j-1];
d2G[i] = d2g[j-1];
// Drop a warning that you've modified the data!
if(!warned) {
fprintf(stderr, "WARNING: Not enough data; resetting all values"
" to the maximum value given.\n");
warned++; // Don't warn them again (and again, and again...)
if(warned > 1) warned = 0;
}
}
else if(X[i] < 0.0) {
X[i] = 0.0;
if(!warned) {
fprintf(stderr, "WARNING: pressure went to zero!\n");
warned++;
if(warned > 1) warned = 0;
}
}
else { // Otherwise interpolate
// Interpolate to get G(X[i])
G[i] = linterpolate(X[i], x[j-1], g[j-1], x[j], g[j]);
// Interpolate to get dG/dX(X[i])
dG[i] = linterpolate(X[i], x[j-1], dg[j-1], x[j], dg[j]);
// Interpolate to get d^2G/dX^2(X[i])
d2G[i] = linterpolate(X[i], x[j-1], d2g[j-1], x[j], d2g[j]);
}
}
return;
}
/*****************************************************************************/
void dump(double *v, double *R, double h, unsigned int steps,
unsigned int n) {
/* This routine dumps the values of z and V to disk for comparison */
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char filename[80],
str[20];
FILE *infile;
unsigned int i=0;
// Make the string
filename[0] = 0;
strcat(filename, "gammasolveout");
inttostring(steps, str, 10);
strcat(filename, str);
strcat(filename, ".txt");
// Open the file
if( (infile = fopen(filename, "w")) == NULL ) {
fprintf(stderr, "Error opening file %s.\n", filename);
exit(2);
}
for(i=0; (i<=n); i++) {
fprintf(infile, "%lf\t%lf\n", h*i, v[i]);
}
// Clean up the reference to the file and clear its memory up
fclose(infile);
return;
}
/****************************************************************************/
void inttostring(unsigned int i, char *s, unsigned int radix) {
/* This function converts an integer to a string (because itoa was not *
* working for some reason, I had to write my own). *
* *
* Written May 2006 by Karl Hammond. */
int j = i, k = 0;
if( (radix < 1) || (radix > 36) ) {
fprintf(stderr, "Bad radix in inttostring.\n");
exit(1);
} // Stop the program if they give you a bad radix ( > base 36 = Z + 1)
if(i==0) {
s[0]='0'; s[1] = 0; // If i = 0, return "0"
}
else {
// Make the string, backwards, by dividing repeatedly by the radix
while(i != 0) {
j = i % radix; // j = remainder of division of i by radix
i /= radix; // i = quotient of division of i by radix
if(j >= 10)
s[k] = j - 10 + 'A'; // Case for letters (A-Z)
else
s[k] = j + '0'; // Case for numbers (0-9)
k++; // Go to the next character
}
s[k] = 0;
strrev(s); // Reverse the string
}
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}/****************************************************************************/
char *strrev(char *str) {
/* This function reverses a string. Function from the public domain, by *
* Bob Stout. Again, the C library function was not working so I found my *
* own. */
char *p1, *p2;
if (! str || ! *str)
return str;
for (p1 = str, p2 = str + strlen(str) - 1; p2 > p1; ++p1, --p2) {
*p1 ^= *p2;
*p2 ^= *p1;
*p1 ^= *p2;
}
return str;
}
/****************************************************************************/
double linterpolate(double x, double x1, double y1, double x2, double y2) {
/* This function returns the value of y corresponding to x obtained by *
* linear interpolation along the parabola defined by the points (x1, y1) *
* and (x2, y2). *
* *
* Written May-June, 2006 by Karl Hammond. */
return (y2 - y1)/(x2 - x1) * (x - x1) + y1;
}
/****************************************************************************/
double qinterpolate(double x, double x1, double y1, double x2, double y2,
double x3, double y3) {
/* This function returns the value of y corresponding to x obtained by *
* quadratic interpolation along the parabola defined by the points (x1,y1) *
* (x2,y2) and (x3,y3). *
* *
* Written June 6, 2006 by Karl Hammond. */
double a=0.0, b=0.0, c=0.0;
// Find a, b, and c
a = ( (y2-y1) - (y3-y1)*(x2-x1)/(x3-x1) ) /
( x2*x2 - x1*x1 - (x3+x1)*(x2-x1) );
b = ( y3 - y1 - a*(x3*x3 - x1*x1) ) / ( x3 - x1 );
c = y1 - a*x1*x1 - b*x1;
// Return y = a x^2 + bx + c
return a*x*x + b*x + c;
}
/****************************************************************************/
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float findP(float yourV, char *filename) {
/* This function returns the value of the pressure, interpolated from the *
* isotherm in filename, that corresponds to the volume you defined at the *
* outset (you could use it for something other than feed and effluent, but *
* I can't see the advantage). *
* *
* Written June 2006 by Karl Hammond. */
int i=0;
FILE *infile;
float P[size];
float V[size];
float yourP = 0.0;
// This step saves a lot of unnecessary computation and inaccurate results
if(yourV == 0.0) return 0.0;
// Open the input file
if( (infile = fopen(filename, "r")) == 0 ) {
fprintf(stderr, "Error opening file %s. Pressure cannot be computed.\n",
filename);
return 0.0;
}
// Read in the pressures
while( !(feof(infile)) ) {
fscanf(infile, "%f %f\n", P+i, V+i);
i++;
}
i--;
// Loop until you find the value just smaller than your value
while( (i>0) && (V[i] > yourV) ) i--;
// If you run out of low-pressure points, print a warning and return zero
if(i == 0) {
yourP = 0.0;
fprintf(stderr, "Warning: insufficient low-pressure data to find P.\n");
}
else // otherwise, interpolate
yourP = linterpolate(yourV, V[i+1], P[i+1], V[i], P[i]);
// Close the input file
fclose(infile);
return yourP;
}
/****************************************************************************/
double findV(float yourP, char *filename) {
/* This function returns the value of the pressure, interpolated from the *
* isotherm in filename, that corresponds to the volume you defined at the *
* outset (you could use it for something other than feed and effluent, but *
* I can't see the advantage). *
* *
* Written June 2006 by Karl Hammond. */
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int i=0;
FILE *infile;
float P[size];
double V[size];
double yourV = 0.0;
// This step saves a lot of unnecessary computation and inaccurate results
if(yourP == 0.0) return 0.0;
// Open the input file
if( (infile = fopen(filename, "r")) == 0 ) {
fprintf(stderr, "Error opening file %s. Pressure cannot be computed.\n",
filename);
return 0.0;
}
// Read in the pressures
while( !(feof(infile)) ) {
fscanf(infile, "%f %lf\n", P+i, V+i);
i++;
}
i--;
// Loop until you find the value just smaller than your value
while( (i>0) && (P[i] > yourP) ) i--;
// If you run out of low-pressure points, print a warning and return zero
if(i == 0) {
yourV = 0.0;
fprintf(stderr, "Warning: insufficient low-pressure data.\n");
}
else // otherwise, interpolate
yourV = linterpolate(yourP, P[i+1], V[i+1], P[i], V[i]);
// Close the input file
fclose(infile);
return yourV;
}
/****************************************************************************/
double tridet(double *a, double *b, double *c, unsigned int n) {
/* This function returns the determinant of the tridiagonal matrix given by *
* the vectors a, b, and c that represent the subdiagonal, diagonal, and *
* superdiagonal elements of the matrix, respectively. Vector b starts at *
* 1 and goes to n; a starts at 2 and goes to n and c starts at 1 and goes *
* to n-1. The function finds the determinant recursively by calling *
* itself; the solution is found by cofactors in this way. *
* *
* Written June 24, 2006 by Karl Hammond. I also thank Paul Abbott at the *
* University of Western Australia for his post on a message board; the *
* instructions he described therein helped me to take my thoughts on how *
* compute tridiagonal determinants and convert them into a working *
* algorithm, especially the part about recursion. */
switch(n) {
case 0:
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return 1.0;
break;
case 1:
return b[1];
break;
default:
if( (b[n] == 0.0) && (a[n]*c[n-1] == 0.0) )
return 0.0;
else if(b[n] == 0.0)
return -a[n]*c[n-1]*tridet(a, b, c, n-2);
else if( (a[n] * c[n-1]) == 0.0 )
return b[n]*tridet(a, b, c, n-1);
else
return ( b[n]*tridet(a, b, c, n-1)
- a[n]*c[n-1]*tridet(a, b, c, n-2) );
break;
}
}
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