The shape of the tuning curve of primary auditory neurons of four mammals is characterized using a simple exponential model. The regression analysis formalizes a distinction between the characteristic frequency of a neuron and its "nominal" characteristic frequency in eases of temporary threshold loss in high-frequency neurons. Second, the model offers a stronger quality test for sharpness of tuning than the Q•o da since it takes into account the threshold of the neuron at its characteristic frequency and its "characteristic place" of origin along the cochlear partition. Third, the model reveals that the low-frequency side of the tip segment of the tuning curve is bounded by a constraint or template which is most simply expressed in spatial terms. The template describes the basal-side boundary of an "excitatory region" whose length along the cochlear partition is proportional to the square root of the sound pressure. Tuning curve variability arises because biological dependencies influence the basic template. A "spatial-filter" hypothesis is developed and its generality is discussed, particularly in regard to the case of the acoustic "fovea" of the horseshoe bat. Finally, the possibility is discussed that the template possesses a simple physiological correlate in the form of a spatially localized 
1 (a), suggests quite strongly that as the threshold rose, the BF diverged from the CF along the dashed line. These data also illustrate that despite threshold loss, the basic shape or template of the tuning curve appears to be preserved. For frequencies belowfx the tuning curve generally appears to be constrained by a curve which asymptotes to a "limit" or "natural" frequencyf,. Abovef, the tuning curve departs from the constraint and exhibits a frequency of maximal sensitivity (BF) and the cutoff at frequencyf•o. The constraint is a simple exponential in which sound intensity is the independent variable. The exponential asymptotes to a value of unity--the normalized limit frequency corresponding to the place of origin of the neuron. The best frequency (BF) also asymptotes along a similar exponential curve to the same asymptote. The characteristic frequency of the nerve fiber is viewed as the highest value of the BF imposed by some biological limit on how farf, is "driven" down the curve towardf,. The model does not define the high-frequency slope of the curve and regards the cutoff frequencyfc o as being dependent on the value offx. The two coefficients a and/g have physiological significance. Here, a is effectively the gradient of the frequency-place map for the species, while/g is remarkably constant across species.
denfly and not by a single resonant process acting upon a localized section of the basilar membrane. Each curve is divided into two frequency regions, one above and one below a point of inflection (fx) on the low-frequency side of BF. The point lies within 10 dB of the tip threshold. For frequencies below fx, the tuning curve tends to adhere closely to the model. This range is the half-octave below CF, within which an active process seems to be in action (Neely and Kim, 1983 ). [ Of course, this description is simplified. The curves with high thresholds shown in Fig. 1 (a) appear to have suffered an additional elevation of thresholds which is not frequency dependent, such as due to dendritic swelling (Robertson, 1983, Fig. 7 ). ] Each tuning curve departs from the model at its particularfx and reaches its maximum sensitivity at its BF. Beyond this, the tuning curves rise steeply and tend toward a limit at a cutoff frequency fee. The BFs follow a second curve which seems to approach to the same limit as thef• curve approaches a "limit" or "natural" frequencyf,.
The two asymptotic curves appear to be related and special attention will be devoted to characterizing the low-frequency portion of the neural tuning curve.
I. PROCEDURE
Published and unpublished data were taken from guinea pig, cat, squirrel monkey, and mongolian gerbil in order to describe the low-frequency branch of the tuning curve with a simple mathematical model. From these species, low-threshold tuning curves have been selected for minimal disparity between the BF of each neuron and its expected CF. These data were digitized by storing pairs of coordinates for frequency and threshold level (dB) for whole tuning curves. As shown in Fig. 2 , the "tail" section of the curve was omitted from the curve fitting procedure, as was the highfrequency branch of the curve above the CF. Frequently, a curve is irregular above about 75-dB stimulus level and does not conform to the trend under study and therefore curve fitting was restricted to lower levels. A salient feature of the low-frequency branch is the point of inflection marking the point of departure of the tuning curve from the asymptotic trend as the tip is approached. Any points beyond that departure were also eliminated from the curve fitting procedure. The remaining points were enclosed in a box (see Figs. 2-6) and only those were used for the analysis. The curve fitting procedure itself is an iterative leastsquare analysis for nonlinear functions provided by Wolberg (1967) . The objective was that the model should show an asymptotic trend of the curve to the CF as the sound level (dB) was reduced. A variety of nonlinear functions were tested against the neural data and a simple exponential function clearly provided the best fit. In order to use an exponential function in this way, the frequencies were normalized to unity at the CF, and the sound level (dB) was deliberately chosen as the independent variable, with uniform weighting of the errors over the decibel range within the box. Hence, the quantity being minimized was the sum of the squares of the differences between the function and the logarithm of the normalized frequency of the threshold test tone.
The equation chosen for the fit was
where cf is the characteristic frequency,f is the frequency of the test tone at threshold, $ is the threshold sound-pressure level, and a and fi are the fit parameters to be determined. (The left-hand side of the equation is therefore 0,3010 times the octave separation off from the cf) The procedure provides the s.d. of both parameters, the limits of which are preset at the beginning. The accuracy of the fit was further judged by computing, for both coordinates, the root-meansquare (rms) errors between the derived function and each point for all points in the box. For comparison with other methods recently used for fitting tuning curves, the mean dB error for each point was also computed. For example, Allen (1983) permitted an error up to 8 riB.
II. RESULTS
The first example of the results for guinea pig is shown in Fig. 3 . The left half of Fig. 3(a) Small rms errors for empirically acceptable values of a and/9 guarantees high values of the Q lo riB, whereas the converse is not generally true. Increased errors in the fit of the curve may arise due to irregularities in the local frequencyplace map basal to the origin of the neuron.
A. Spatial interpretation of model
It is remarkable that the low-frequency side of the neural threshold curve can be so consistently and accurately Because of sharp tuning, it has been difiieult to avoid concepts and models directly involving second-order systems with highly nonlinear properties, as far as defining the shape of the tuning curve is concerned. In contrast, the final result (5) is a spatial characterization of a key feature of the neural tuning curve in mammals. For any given sound level, the equation describes precisely where threshold is reached. For a given frequency, a traveling wave pattern will be established with a peak at the CP. The relation says that for a pure tone of a given frequency, the particular neuron receiving threshold excitation will be at a distance, basalward from the CP, which is proportional to the square root of the sound pressure. The high-frequency branch of the tuning curve, on the other hand, has a distinctly different character. The value of leo appears to be fixed in relation to the value offx. As fx decreases the cutoff moves to lower frequencies and decreases in slope (Liberman, 1984) .
A. Origin of the tuning curve
There is a longitudinal region of the cochlea which is in a state of "excitation" above threshold--the region associated 
where 0 is a constant (0.04 mm/s) for the threshold condition and p• is the pressure differential across the basilar membrane ifps, •rp, this suggests that for the threshold condition .
In other words, the last relation (7) Their data do suggest that a reduction in the efficiency of outer hair cell transduction may play a role in hearing loss, but they certainly do not rule out the possibility of a much larger influence on the force generation process. Moreover, the results are no less consistent with the idea of a long-term bias of the basilar membrane, causing the temporary threshold loss by modifying the operating points of the inner hair cells and simultaneously having the small effect upon transduction which they show.
The model presented here suggests that it is primarily the force generation process which becomes disabled, and so the biological mechanism needs to be driven harder, i.e., higher stimulus levels, to evoke a baseline shift. Implicit in the model is the suggestion that outer hair cell shape changes are fundamental to inner hair cell transduction at high frequencies. This is why hearing at high frequencies is so criti-eally dependent on the normal function of the outer hair cells.
