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Abstract 
Heart disease is any disease that affects the normal condition and functionality of heart. 
Coronary Artery Disease (CAD) is the most common. It is caused by the accumulation of 
plaques within the walls of the coronary arteries that supply blood to the heart muscles. It 
may lead to continued temporary oxygen deprivation that will result in the damage of 
heart muscles. CAD caused more than 7,000,000 deaths every year in the worldwide. It is 
the second cause of death in Malaysia and the major cause of death in the world. To 
diagnose CAD, cardiologists usually perform many diagnostic steps. Unfortunately, the 
results of the diagnostic tests are difficult to interpret which do not always provide 
defmite answer, but may lead to different opinion. To help cardiologists providing correct 
diagnosis of CAD in less expensive and non- invasive manner, many researchers had 
developed decision support system to diagnose CAD. 
A fuzzy decision support system for the diagnosis of coronary artery disease based on 
rough set theory is proposed in this thesis. The objective is to develop an evidence based 
fuzzy decision support system for the diagnosis of coronary artery disease. This proposed 
system is based on evidences or raw medical data sets, which are taken from University 
California Irvine (UCI) database. The proposed system is designed to be able to handle 
the uncertainty, incompleteness and heterogeneity of data sets. Artificial Neural Network 
with Rough Set Theory attribute reduction (ANNRST) is proposed is the imputation 
method to solve the incompleteness of data sets. Evaluations of ANNRST based on 
classifiers performance and rule filtering are proposed by comparing ANNRST and other 
' methods using classifiers and during rule filtering process. RST rule inquction is applied 
to ANNRST imputed data sets. Numerical values are discretized using Boolean reasoning 
method. Rule selection based on quality and importance is proposed. RST rule 
importance measure is used to select the most important high quality rules. The selected 
rules are used to build fuzzy decision support systems. Fuzzification based on 
discretization cuts and fuzzy rule weighing based on rule quality are proposed. Mamdani 
inference method is used to provide the decision with centroid defuziification to give 
numerical results, which represent the possibility of blocking in coronary, arteries. 
The results show that proposed ANNRST has similar performance to ANN and 
outperforms k-Nearest Neighbour (k-NN) and Concept Most Common attribute value 
vi 
Filling (CMCF). ANNRST is simpler than ANN because it has fewer input attributes and 
more suitable to be applied for missing data imputation problem. ANNRST also provides 
strong relationship between original and imputed data sets. It is shown that ANNRST 
provide better RST rule based classifier than CMCF and k-NN during rule filtering 
process. Proposed RST based rule selection also performs better than other filtering 
methods. Developed Fuzzy Decision Support System (FOSS) provides better 
performance compared to multi layer perceptron ANN, k-NN, rule induction method 
called C4.5 and Repeated Incremental Pruning to Produce Error Reduction (RIPPER) 
applied on UCI CAD data sets and Ipoh Specialist Hospital's patients. FOSS has 
transparent knowledge representation, heterogeneous and incomplete input data handling 
capability. FOSS is able to give the approximate percentage of blocking of coronary 
artery based on 13 standard attributes based on historical, simple blood test and ECG 
data, etc, where coronary angiography or cardiologist can not give the percentage. The 




Penyakit Jantung ialah mana-mana jenis penyakit yang mengganggu kelancaran fungsi 
jantung dan menyebabkan jantung berada pada keadaan tidak normal. Coronary Artery 
Disease (CAD) adalah contoh penyakit yang paling banyak dihidapi oleh orang ramai. 
Penyakit tersebut adalah disebabkan oleh terkumpulnya plak pada dinding arteri koronari 
yang berfungsi menyalurkan darah ke otot jantung. Hal ini bo leh membawa kepada 
kekurangan oksigen untuk sementara waktu tetapi boleh menyebabkan kerosakan otot 
jantung. CAD telah menyebabkan kematian sebanyak 7,000,000 orang setiap tahun di 
seluruh dunia. Ia merupakan punca kematian kedua terbesar di Malaysia dan punca 
kematian terbesar di seluruh dunia. Untuk mengkaji tentang CAD, ahli kardiologi 
kebiasaannya menjalankan beberapa langkah ujian. Walau bagaimanapun, keputusan 
ujian diagnosis yang diperoleh adalah sukar untuk difahami dan tidak dapat memberikan 
keputusan ujian yang tepat yang boleh menyebabkan kepada tersalah tafsir. Oleh yang 
demikian, untuk membantu ahli kardiologi mendapatkan keputusan kajian CAD yang 
tepat tetapi dalam masa yang sama menggunakan kos yang rendah dan non-invasive, 
banyak ahli kaji telah menghasilkan system bantuan untuk membuat keputusan bertujuan 
untuk mendiagnosis CAD. 
Thesis ini mengusulkanfuzzy decision support system (FOSS) untuk mendiagnosis CAD 
berdasarkan rough set theory. Objektifuya adalah untuk membangunkan FOSS berdasar 
fakta bagi mendiagnosis CAD. Sistem ini adalah diusulkan berdasarkan bukti-bukti atau 
data perubatan yang diambil daripada Universiti Calfornia Irvine (UCI). Ia diciptakan 
agar mampu mengatasi mana-mana keadaan yang tidak menentu, ketidaksempurnaan, dan 
ketidakseragaman daripada data. Artificial Neural Network (ANN) dengan Rough Set 
Theory (RST) attribute reduction (ANNRST) yang diusulkan adalah kaedah imputasi bagi 
menyelesaikan data yang tidak lengkap. Evaluasi untuk ANNRST berdasarkan prestasi 
pengelas dan juga penyaringan peraturan diusulkan. Iaitu membandingkan ANNRST dan 
kaedah lain dengan menggunakan pengelas dan juga pada saat proses penyaringan 
peraturan. Induksi peraturan RST diaplikasikan kepada data yang telah dilengkapi dengan 
ANNRST. Nilai selanjar adalah didiskritkan dengan kaedah Boolean reasoning. 
Pemilihan peraturan berdasarkan kepada kualiti dan kepentingan diusulkan. Pengukuran 
kepentingan peraturan berdasarkan RST digunakan untuk memilih peraturan yang paling 
penting dan berkualiti. Peraturan yang terpilih digunakan bagi membina FOSS. 
viii 
Fuzz!fication berdasarkan titik potong pendiskritan dan pemberat peraturan berdasar 
kualiti diusulkan. Kaedah inferens Mamdani digunakan untuk menyediakan keputusan 
dengan centroid fuzz!fication untuk memberi keputusan selanjar yang mewakili 
kebarangkalian penyekatan dalam arteri koronari. 
Hasil-hasil penyelidikan menunjukkan ANNRST serupa kepada ANN dan mengatasi k-
Nearest Neighbour (k-NN) dan Concept Most Common nilai Filling (CMCF). ANNRST 
adalah lebih mudah daripada ANN kerana ia mempunyai input lebih sedikit dan lebih 
sesuai diaplikasikan untuk masalah data hilang. ANNRST juga menunjukkan hubungan 
erat antara data asal dan data terlengkapi. ANNRST menyediakan pengelas RST lebih 
baik daripada CMCF dan k-NN semasa proses penapisan peraturan. Pemilihan peraturan 
berdasarkan RST juga lebih baik daripada kaedah pemilihan yang lain. FDSS mempunyai 
prestasi lebih baik berbanding MLP-ANN, k-NN, C4.5 dan Repeated Incremental 
Pruning kepada Produce Error Reduction (RIPPER) yang digunakan di atas Data CAD 
UCI dan Ipoh Specialist Hospital. FDSS mempunyai pengetahuan boleh difahami, 
pengendalian data input heterogen dan imputasi data tidak lengkap. FDSS boleh 
memberikan peratusan penyekatan arteri koronari berdasarkan 13 keadaan standard 
berdasarkan data-data perubatan, di mana angiografi jantung atau pakar kardiologi tak 
boleh beri peratusan. FDSS dinilai oleh tiga orang pakar kardiologi tempatan dan 
dianggap menjadi cekap dan berguna. 
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