AbstractWe show that starting with relations between Fourier coefficients of generalized modular forms of negative weight that we can construct automorphic integrals related to generalized modular forms. We finally prove Eichler isomorphism theorem for parabolic generalized modular forms using the classical approach as in [4] .
Introduction
By a generalized modular form F (τ ) of weight k belonging to a subgroup Γ of a finite index in the full modular group we mean that F (τ ) is analytic in the upper half plane H and that F (τ ) satisfies a transformation law
where | | is not necessarily 1 that depends only of the transformation, and
Note that the multiplier system satisfies the consistency condition
where
and V 3 = V 1 V 2 . In this paper, we shall assume that our generalized modular forms are parabolic generalized modular forms which means that the (P ) = 1 for all parabolic matrices P . We also assume that k > 0 and that F (τ ) has negative weight −k. If c = 0 we take c > 0, assign
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The Construction of Automorphic Integrals Related to Generalized Modular Forms
In this section, we derive the transformation properties of automorphic forms directly from their Fourier series expansion. We will adopt the notation of Lehner in [14] and work the details for H groups in which the subgroups of the full modular groups are special cases. In [16] , we showed that if we consider a parabolic generalized modular form of negative weight −k , then its Fourier coefficients are related. But in this section we show that if we define F (τ ) by means of the Fourier series, F (τ ) may or may not be a generalized modular form but we obtain a weak converse. For the sake of simplicity of calculation, we will assume that our function that is defined with the Fourier series has a pole at the cusp equivalent to i∞ and that it is holomorphic at all other cusps but this restriction can be removed. We introduce some of the notation from
We also define the set
we also put
Note that D c is empty if c ≤ 0. Also e(x) = e 2πix . Let V c,d ∈ Γ be given by
Assume also that ν is a positive integer. Now with m a nonnegative integer put
and
for m + κ > 0 where κ is related to . Note that in the definition of A c,ν (m, ), | | is not necessarily 1. For
Assuming k to be a positive integer, we can define the Bessel function by a power series as
Theorem 1. The Fourier coefficients of an automorphic form of negative weight −k < −2α on Γ satisfy the inequality
as m → ∞
Proof. If in [ [3] ,ch. II, Lemma 2], we assume that the representation is a one by one representation then we get our theorem as a special case of his.
We have seen in [16] that if F (τ ) is a parabolic generalized modular form of negative weight k > 2α
where α is a constant depending on the multiplier system, then the Fourier coefficients in the expansion at the cusp P j which is equivalent to i∞
Theorem 2. Let F (τ ) be defined by means of (11) with k > 2α and µ positive integers then, in the upper half plane, F (τ ) is regular and satisfies
for all
where p V (τ ) is a polynomial in τ in k of degree at most k and is given by
is the trapezoid in the cd plane bounded by the lines c = 0, αc + γd = tK and δd + βc = ±K.
Proof. In proving the above theorem, Knopp in [9] defined F ν (τ ) by
With F (τ ) defined, we see that
and then we prove the theorem for F ν (τ ) instead. The proof of the above theorem goes exactly in the same way as in [9] . We use instead the inequality in (10) for the estimation of the coefficients.
The Supplementary Series
Let κ and ν be defined by
Furthermore, if we define by
then since k is an integer and is a multiplier system of Γ corresponding to k, it follows that is a multiplier system on Γ corresponding to k. We now define a m (ν , k, ) by (6), (7) and (8) but ν, and κ replaced by ν , and κ . We defineF ν (τ ), the series supplementary to F ν (τ ) bŷ
After careful checking of the calculation done in [9] , it turned out that the same theorems can be obtained for generalized modular forms.
We denote by {Γ, −k, } the space of generalized modular forms of weight −k and multiplier system . 
Then in the upper half plane,F (τ ) is regular and satisfieŝ
is obtained by replacing ν, κ and in p K V (τ, ν) in Theorem 3 by ν , κ and respectively.
Simple calculation involving the right hand side of p K V (ν, τ ) shows that
if κ > 0, andp
if κ = 0. We now derive the same relations as in [9] . If we examine equations (6) − (8), we see that when κ > 0,
When κ = 0, we find in the same way that 
Cocycles, Coboundaries and Eichler Cohomology Group
We now state what is known by Bol's identity. With M ∈ Γ,
From (23), we can see that if F ∈ {Γ, −k, ν} then F (k+1) ∈ {Γ, k + 2, ν}. The converse leads to what is called Eichler integrals (i.e. the polynomial periods). To see this, suppose f ∈ {Γ, k + 2, ν} and consider F the (k + 1)-fold integral of f . Put
As a result,
where p M (z) is a polynomial of degree less than or equal to k. Indeed,
The expression for p M (z) in (26) can be obtained from (25) by changing variables.
Definition 1. F(z) satisfying (25) is called an Eichler integral. Besides {p M } is called the system of period polynomials of f (or F ).
Note that {p M | M ∈ Γ} occurring in (25) satisfy the following consistency condition
for all M 1 and M 2 in Γ.
is any collection of polynomials of degree less than or equal to k such that (27) is satisfied, call {p M | M ∈ Γ} a cocylce.
Γ} is a set of polynomials of degree less than or equal to k such that there exists a polynomial p with
Observe that the coboundary satisfies (27).
Definition 4. Let P k denote the complex vector space of polynomials of degree less than k. Then H k,ν (Γ, P k )
is defined by C 1 /C 2 .
Eichler determined the structure of this space in terms of the space of classical automorphic forms. The result of Eichler for classsical modular forms is stated in the following theorem Theorem 5. For k ∈ Z and k ≥ 0,
For Generalized modular forms, we state the following theorem Theorem 6. For k ∈ Z and k ≥ 2α,
Before we start the proof of theorem 6, we determine the supplementary function associated to generalized cusp forms. Suppose g ∈ C 0 (Γ, k + 2, ν). Using the same method that we introduced in the previous section about supplementary series, we can determine the supplementary series associated to g since g can be represented as a sum of the Poincare series defined in [11] . In [11] , the Poincare series was defined for the case of vector valued modular forms with non unitary representations. Thus callĝ the supplementary function to g and letĜ be the k + 1 fold integral ofĝ. Also, let G be the
andq V (z) be the periodic polynomials of degree less than or equal to k associated to G andĜ respectively.
The fact upon which the whole proof is based on (17) . Thus
for all V ∈ Γ.
We can now state a theorem which appears in [4] .
Theorem 7. Let k be a positive integer, g ∈ C 0 (Γ, k + 2, ν) andĜ the function supplementary to g. Then g ≡ 0 if and only ifĜ ∈ {Γ, −k, ν}.
We now start the proof of Theorem 6.
Proof. Suppose that f ∈ C + (Γ, k+2, ν). We define F as in (24). As a result, F satisfies (25), where
is given by (26). Now, with g ∈ C 0 (Γ, k + 2,ν), we considerĜ the (k+1)fold integral of the supplementary functionĝ to g . We construct the linear maps
We then define
Notice that α is a map that takes f to the cohomology class of
given by (26), also β is a map that takes g to the cohomology class of {q M | M ∈ Γ} of period polynomials of the supplementary functionsĜ to g in H k,ν (Γ, P k ). The first step is to show that µ is one to one map.
It will be sufficient to prove that the kernel of µ is 0. Suppose then that µ(f, g) = 0, then there exists a polynomial p(z) of degree less than or equal to k such that F +Ĝ + p ∈ {Γ, k, ν}. Now F +Ĝ + p is regular in the upper half plane and at all cusps except possibly at i∞. The principal part at i∞ agrees with the principal part ofĜ and thus by the main result from [16] , it follows that F +Ĝ + p =Ĝ. Hence, F = −p. As a result, we get that f = F (k+1) = 0. AlsoĜ = F +Ĝ + p ∈ {Γ, k, ν} so by theorem 7 we get that g = 0. We have proved that the kernel is 0.
Now we move to the question of onto. Once we prove that the dimensions of H k,ν (Γ, P k ) and C + (Γ, k+ 2, ν) ⊕ C 0 (Γ, k + 2,ν) are equal, we will be done. In [4] , Husseini and Knopp proved that the dimensions are equal using Petersson generalized Riemann-Roch Theorem. We adopt their calculations for the dimensions of the spaces of entire PGMFs and cusp PGMFs. Let D 1 and D 2 denote the dimensions of C 0 (Γ, k + 2,ν) and C + (Γ, k + 2, ν) respectively. Also, the generators of Γ are the hyperbolic elements
.., A p , B p , the elliptic elements E 1 , ..., E s and the parabolic elements Q 0 , ..., Q t , where
i . Since we are considering parabolic generalized modular forms then ν(Q h ) = e 2πix h = 1 for 1 ≤ h ≤ t as well asν(Q h ) = e 2πix h = 1. As a result, x h = x h = 0 for all 1 ≤ h ≤ t. Letν (E j ) = e πi(k+2+2a j )/l j (31) for 1 ≤ j ≤ s where a j ∈ Z such that 0 ≤ a j ≤ l j − 1. Also ν(E j ) = e πi(k+2+2a j )/l j (32) for 1 ≤ j ≤ s where a j ∈ Z such that 0 ≤ a j ≤ l j − 1. Put
As a result, θ h = 1 for all h. Now let 
Petersson tells us that
Simplifying (36), we get
Also,
Thus using (34), (37) and (38), we get (a j + a j )/l j .
Thus
