Brown and black carbon emitted by a marine engine operated on heavy fuel oil and distillate fuels: optical properties, size distributions, emission factors
S1 Emission factors S1.1 Calculation
The power-normalized emission factor of a measured quantity x, in mg x (kWh) −1 is [Mueller et al., 2015] :
where P output is the engine power output, Q exhaust is the volume flow rate of the exhaust, and C x is the mass concentration of analyte x.
Corresponding to the maximum power output of 80 kW, the following (P output , Q exhaust ) pairs were used in applying Eq. S1: (11%, 52. The CO 2 -normalized emission factor of a measured quantity x, in mg x (kg CO 2 )
where C CO2 is the mass concentration of CO 2 in units of kg m −3 .
S1.1.1 Discussion
Emission factors (EFs) for OM, sulfates, rBC, and nitrates are shown in Fig. S6 .
The EFs are presented relative to the engine power, in units of mg / kWh. The lower limit of the log-scaled ordinate axis corresponds to the EF at which the AMS measured at its detection limit of ∼ 0.3 µg m −3 .
The total PM emission factors in Fig. S6 are similar to those reported by Mueller et al. [2015] . Those authors measured the emissions of the same research engine as discussed herein, but under the substantially different operating conditions described in Section S5.2. Mueller et al. [2015] reported an average PM 2.5 EF of 521 mg / kWh for HFO, whereas we observed 10 − −260 mg / kWh, with higher values corresponding to lower engine loads. For OM, Mueller et al. [2015] report 328 mg / kWh compared with 6-220 mg / kWh in our study. Overall, our HFO EFs are comparable to Mueller et al. [2015] , who concluded that their OM EFs for HFO were comparable to those of larger, slower engines. Our DF EFs are also comparable to those reported by Mueller et al. [2015] , and therefore stand similarly in relation to the literature. For a detailed comparison with literature, we therefore refer the reader to that publication.
We have reported our EFs in units of mg / kWh for consistency with previous reports [Mueller et al., 2015, and references therein] . However, we also calculated EFs relative to CO 2 emissions (Fig. S7) , i.e. in units of mg / (kg CO 2 ) −1 . The corresponding conversion factors and tabulated results are given in the supplement. It is worth noting that the spread of reported EFs for rBC decreases when using CO 2 -normalized rather than power-normalized EFs: the error bars are smaller than the data points in Fig. S7 .
The rBC EFs were derived from the SP2 whereas all other measurements were derived from the AMS. Emissions of metals and trace elements were much lower, and are presented elsewhere [Corbin et al., 2017] .
For all three fuels, OM EFs dominated the PM 2.5 mass. OM contributed 90%
of the mass for DF and MGO. Fig. S8 shows these trends in terms of the percentage EFs at each engine load. For HFO, OM contributed 58 % of the PM 2.5 mass at 50 % load (because sulfate contributed 25 %) and > 82 % of the PM 2.5 mass at < 50 % load. Engine load had little effect on the EFs. The second most abundant species was generally rBC, except for HFO where sulfate contributed substantially. This sulfate was very likely in the form of sulfuric acid; ammonium concentrations were negligible.
Nevertheless, we refer to "sulfate" below because that is the measured chemical species.
S1.2 Data Set S1
The reported emission factor data are available in CSV format in the online supplement. In these files, the column name format is CCC FFF LLL, where 
S2 Absorption by filter-based measurements
In this section, three sets of absorption measurements (AE33, MWAA, CAPS) are discussed. The discussion focusses on the choice of reference absorption instrument.
Figs. S1 and S2 show scatterplots of the CAPS-calculated absorption plotted against the rBC concentration measured by SP2. For DF and MGO, where our confidence in the SP2 data are high since most rBC particles fell within the SP2-measured size range (Fig. 3) , the CAPS and SP2 data correlate well. This gives us confidence in the CAPS-measured absorption. We have not performed a truncation-error correction for the CAPS measurements due to limited data. Truncation errors describe the portion of scattered light which is not collected by the integrating nephelometer of the CAPS PMssa, that light is therefore measured as absorption and truncation errors result in an underestimation of absorption. Within uncertainty, the DF and MGO data are well correlated with the HFO data in Fig. S1 , although some HFO outliers exist. Since the DF and HFO rBC size distributions were significantly different ( Fig. 3 ), this suggests that truncation errors were not significantly larger than the reported uncertainties. Fig. S11 shows the same data, but as ratios as a function of engine load. In these two figures, the AE33 and MWAA data were respectively converted from λ =880 and 850 nm to λ = 780 nm, assuming an AAE of 1. As the goal here is to compare these instruments, the AE33 data discussed in this section have been analyzed with the factory-default C-value. (In the main manuscript, all AE33 data were reanalyzed with the C-value obtained by calibration with the CAPS-PMssa.) We have used an AAE of 1 rather than the measured value of 1.7 (Fig. 6 ) for simplicity. Using an AAE of 1.7 (Fig. 6 ) would change the reported ratios by a factor of only 1.06 (MWAA) and 1.09 (AE33).
Fig. S10 shows that both AE33 and MWAA measured higher b abn than the CAPS PMssa by a factor of 2-3, for all fuels. However, this factor 2-3 does not mean that the AE33 and MWAA data were consistent, as shown by Fig. S11 . Fig. S11 shows that the ratio MWAA / CAPS was between 2.2 -4 (black squares). The MWAA / AE33 ratio (black triangles), was close to unity at 25 % load but close to 3 at 50 % load. The variable MWAA / CAPS ratio may be related to the fact that the MWAA-analyzed filters were loaded much more heavily than normal. The AE33 and CAPS did not measure at such high concentrations; they were installed downstream of a further 100-fold dilution. It should be noted that some larger particles may have been lost during dilution or transport to the AE33 and CAPs, relative to the MWAA. We note that the MWAA measures light transmission and scattering (at multiple angles) in order to derive the absorption coefficient of particles deposited on a filter via radiative-transfer calculations, similarly to the technique reported by Petzold and Schönlinner [2004] , so the MWAA should not be sensitive to changes in the aerosol SSA. Considering the heavily-loaded MWAA filters and the limited number of MWAA data points, the MWAA data set was not considered as appropriate for calibrating the AE33.
Fig. S11 also shows the AE33 / CAPS ratio, which varied widely, from 1.4 to 9. This is much more than the corresponding MWAA / CAPS ratios (corresponding points are highlighted by vertical black lines). The variability in AE33 / CAPS was observed for all three fuels, and is therefore not related to the anomalous rBC size distribution for HFO (discussed in Section 3.1.1).
The ratio of AE33-measured b ATN to CAPS-measured b abn was correlated with the aerosol SSA (Fig. S12) , providing direct support for this conclusion. In Fig. S12 , this ratio is labelled with its common name, "C value", because the C value has been extensively studied and has been shown to have a relationship with the SSA [Col- 
S3 AE33 "C value"
In this section, we describe the calibration of the "C value" of the AE33, which we performed in order to expand the set of data for which MAC and k OM could be calculated. The "C value" is the ratio of the AE33-measured wavelength-dependent light attenuation coefficient of a PM deposit on a filter, b ATN,λ with b abn ,
In Eq. S3 and in this supplement, we write "C value" rather than simply "C"
to avoid confusion of the C-value with the concentrations (C X ) discussed in the main manuscript.
The C value is intended to account for the multiple scattering of light within the filter. In practice, the determination of the C value is not specific to that effect, but rather the C value is used as a general calibration factor to adjust the b abn values measured by the AE33 to those of a reference instrument (here, the CAPS PMssa).
Since the CAPS PMssa measurements in this study were performed at 780 nm, we first calculated C values at 780 nm. The potential wavelength dependence of these C values is discussed afterwards. Note that because we have not independently corrected for particle losses in our sampling lines, our calculated C values may reflect line losses between AE33 and CAPS PMssa to some degree (we estimate that this error is less than the uncertainties listed in the main manuscript). The CAPS PMssa, SP2, and AMS were adjacent to one another, so the line losses for these three instruments are considered to be identical and therefore implicitly corrected for in our analyses.
S3.1 C-value at 780 nm
Before discussing the results of our C value calculations, we note a difference between the values used in our calculations as compared to those used by Drinovec et al. [2015] . Drinovec et al. [2015] recommend an AE33 In applying Eq. S3, we have used the CAPS-PMssa-measured b abn and the AE33-measured b ATN . For this calculation, it is necessary to convert the CAPS b abn measurements at 780 nm to a wavelength used by the AE33, such as 880 nm using Equation 1.
We used an AAE of 1 for this conversion, so that the analysis was consistent for all fuels. median calculated C value is a factor 2.6 (median) higher than the reference value of 2.56, which corresponds to a factor 2.6 median reduction in b abn . As noted above, a part of this reduction may be related to line losses. As this factor is greater than one, a significantly smaller absorption coefficient b abn is obtained from a given value of attenuation coefficient b atn . Our recalibration of the C value therefore results in conservative estimates of k OM and brC MAC.
Since the SSA is not measured as commonly as chemical composition, we also note that the C value was correlated with the ratio C BC : (C OM + C SO4 ) (Fig. S13 ).
This correlation, however, was much poorer than the correlation with SSA for the same reasons (discussed in the main manuscript) that no simple predictor could be found for the SSA.
S3.2 C-value wavelength dependence
A wavelength dependence in the C-value may arise due to the wavelengthdependent scattering of light by the AE33 filter fibers or due to the cross-sensitivity of the AE33 to light scattering by the sampled particles in the filter matrix. By comparison of our MWAA data (measured at five wavelengths, Fig. 6 ) with corresponding AE33 data (recall that the MWAA directly measures and corrects for scattering from the filter sample), we can directly conclude that the C-value wavelength dependence was negligible for HFO PM samples. MWAA data were not available for diesel or MGO samples. However, the AAE calculated from the AE33 data for these samples was close to 1.0, in agreement with extensive literature evidence for BC-dominated samples [Bond et al., 2013] . Considering 1.0 as the true AAE of diesel and MGO PM, our measured AAE was accurate to 0.1, implying 10 % accuracy in the wavelengthdependence of our C-value.
Our conclusion that the AE33 C-value was negligibly dependent on wavelength is consistent with the conclusions of Drinovec et al. [2015] . Because one recent publication [Segura et al., 2014] concluded otherwise for a different aethalometer model (the AE31), we provide further details on this topic here. The potential wavelength dependence of the C-value can be expressed in terms of two properties, namely a filterproperty-dependent parameter C * value and a fractional cross-sensitivity of the AE33 to aerosol scattering m s (λ). Although these two effects might not be completely independent, they have been treated as such in the literature [Collaud Coen et al., 2010, and references therein]. These two terms are represented in the equation [Segura et al., 2014] :
Regarding the second term in this equation, Drinovec et al. Regarding the first term in this equation, the influence of the filter property term C * value can be tested by changing the filter material. Using two different filter materials with different scattering properties (as shown by differences in the C * value ), Drinovec et al. [2015] in their Table 2b obtained consistent AAEs. We note that the C * value (and therefore C-value, since m s (λ) is small) of the filter material which is used in the AE33 is the smaller of the two, indicating the smaller impact of the filter material on the results. While this is not a direct demonstration of the wavelength independence of C * value , it shows a minor dependence of such wavelength dependence on filter properties. In summary, the wavelength dependence of the C-value can be predicted to be minor, and this prediction is demonstrated by our MWAA measurements.
S4 Particle density
Particle densities were obtained both directly and indirectly. Direct measurements consisted of DMA-APM measurements as detailed in a previous publication [Gysel et al., 2012] . The mobility size selected by the DMA is equivalent to the particle size for spherical particles. The mass-to-charge ratio selected by the APM is equivalent to the particle mass for singly-charged particles. Consequently, the particle density ρ p can be estimated directly as ρ p,direct ,
We emphasize that ρ p,direct was only measured for the smaller particles in the size distribution (Fig. 3) due to statistical (too few particles at larger sizes) and experimental limitations (limited time was available for the measurements). Thus ρ p,direct does not reflect the larger rBC particles.
Density was also estimated indirectly by comparing the mass fractions and literaturebased densities of OM and sulfate, the dominant particulate constituents. The density of the sulfate component of the PM was taken as 1800 kg m −3 , which is representative for both sulfuric acid (ρ = 1840 kg m −3 ) and ammonium sulfate (ρ = 1780 kg m −3 ).
The density of the organic component of the PM was estimated from the elemental ratios obtained from the AMS mass spectrum using the parameterization proposed by Kuwata et al. [2012] , the Kuwata density, ρ p,K . The volume-weighted average of these densities provides the particle density,
Comparing ρ p,K with ρ p,direct allowed the following observations. We emphasize here that ρ p,direct was measured for the smallest of the size modes only (Fig. 3) , so that we interpret it as representing rBC-free particles:
• For MGO and DF, ρ p,K showed a low bias of just 5 % and a standard deviation of 2 %. The low bias indicates that ρ p,K was a reliable estimator of ρ p for these two fuels. The low standard deviation indicates a consistent OM composition for these two fuels. This consistent composition is consistent with the conclusion of Eichler et al. [2017] , that lubrication oil was the major source of OM in these cases. We note that the data used by Kuwata et al. [2012] to obtain the ρ p,K parameterization used here included light hydrocarbons (as found in lubrication oil) and that the expected accuracy in this parameterization, given by those authors, is 12 %. We note also that Corbin et al. [2015] found good agreement between ρ p,K and ρ p,measured for wood-burning OM.
• For HFO, ρ p,K was biased 50 % lower than ρ p,direct , and showed a weak dependence on engine load. We omitted OC4 (carbon evolved at 480-580 • C) from the numerator of OC3 / OC to avoid a sensitivity of the results to our choice of the so-called "split point" between OC and EC. The results were not sensitive to this omission. Our intention here is for OC3 to represent the large aromatic molecules which have been measured to volatilize from HFO PM at this stage [Streibel et al., 2017] and have been shown to be the major chromophores in wood smoke [Lorenzo et al., 2017] . Although "loss" of OC to pyrolysis is very significant in OC3 and OC4 for HFO, we did not find an improvement in the reported relationship when including pyrolyzed carbon on the abscissa.
In Fig. S5 We note that the two outliers at high OC3 fractions, which were measured at very-low engine loads and charge-air pressures, are not explained by our hypothesis. In general, this analysis shows that describing HFO OM in terms of lubrication oil provides an insufficient picture of brC absorption in HFO PM. Rather, an additional description of large, relatively-low-volatility compounds is necessary to address the substantial brC absorption in HFO PM.
S5.2 AAEs: comparison with previous measurements
In Fig. S9 , we compare PM absorption results from the present study (measurements performed in 2014) to a previous study (Mueller et al. 2015 (Mueller et al. , measurements performed in 2012 . Both studies used HFO in a marine diesel engine. Two-wavelength AAEs, AAE λ1,λ2 (Eq. 1), are used for the comparison: since the AAE is based on a ratio of measurements at two wavelengths, it is less likely to be biased by instrumental inaccuracies. The AAE probability density functions were obtained by a standard Gaussian-kernel method, which allows an estimated uncertainty in the AAE measurements of ∆ kernel = 0.2 to be incorporated in the plot via the kernel width. All curves represent at least 30 minutes of one-minute averages.
In general, differences between the AAEs in Fig When interpreting Fig. S9 , it is essential to recognize that the engine used to combust HFO was very different between the two campaigns. Although both measurements were performed on the same HFO-ready diesel engine, the hardware of the engine was changed between 2012 and 2014. The engine operation was performanceoptimized for HFO in both cases, which however means differences in fuel-injection speed and timing, charge air pressure, exhaust-gas back pressure, and compression ratio. Also, the HFO samples were also different between the campaigns and the engine load was allowed more time to equilibrate during the 2014 measurements. Therefore, while the two campaigns are best considered as representing two unrelated examples of the composition of HFO marine-diesel-engine emissions, they agree qualitatively.
S6 Aerosol Direct Radiative Forcing (DRF) estimation
Our simplified estimation of the impact of brC on DRF was based on the λ-resolved "simple forcing efficiency" defined by Chen and Bond [2010] :
where SFE is the simple forcing efficiency (W/g), S the solar irradiance, τ atm the atmospheric transmission (0.79), F c the mean cloud fraction, and β the backscatter fraction. The MSC PM and MAC PM are the mass scattering and absorption cross sections of the PM (not only of the BC or brC component).
We used an MSC of 2.3 m 2 / g, calculated from our CAPS, SP2 and AMS measurements (mean b sca divided by the mean total PM mass at 50 % load shown in Fig. S7 ). The SAE (scatteringÅngström exponent, defined similarly to Eq. 1 but for b scattering ) was assumed as 4 (the Rayleigh limit; Moosmller et al. 2009 ). Changing this value to 2 had a negligible effect on the results of the calculation.
We used the MAC BC and MAC OM measured at 50 % load and discussed in the main manuscript. In particular, we used the mean (fitted) MAC BC of 7.9 m 2 / g at λ = 780 nm and an AAE BC of one to estimate MAC BC . We used the λ-dependent MAC OM measured at 50 % load to estimate MAC OM . We combined these MACs in a weighted average as
The fractions f BC and f OM are the measured mean mass fractions of BC and OM at 50 % engine load, which do not add up to zero for HFO (because 25 % of PM mass was sulfate; Fig. S8 ).
The surface albedo a was a free parameter and used to specify over-snow (a = 0.7)
or over-ocean (a = 0.06) conditions [Brandt et al., 2005] . Due to the simplicity of this model we did treated a as λ-independent.
To minimize the uncertainties associated with using a simple equation such as Eq. S7 to represent a system as complex as the earth, we reported relative DRFs only:
Where SFE(BC+brC) is the output of Eq. S8 with the inputs described above (representing the measurements) and SFE(BC-only) is the output of Eq. S8 with MAC OM set to zero (representing the null hypothesis that brown-carbon absorption in HFO PM is negligible). Figure S1 . In-situ Mass Absorption Cross-section (MAC) of rBC at 780 nm for the three fuels, obtained from the SP2 and CAPS PMssa data. The MAC is given in units of µg m −3 . Data were fitted by weighted orthogonal distance minimization. Please note that these data represent a limited subset of engine loads (shown explicitly in Fig. 5 ) due to the limited availability of SP2 data. The two low-MAC outliers do not correspond to anomalous SP2 size distributions. Figure S2 . In-situ Mass Absorption Cross-section (MAC) of BC for the three fuels at Figure S3 .
Comparison of measured AAE(880, 950) with that predicted by Mie theory for two models of char particles: solid spheres and hollow cenospheres (Huang et al. [2012] showed that core-shell Mie theory provides an accurate model for cenospheres). Supermicron char particles have been observed by electron microscopy [Bacci et al., 1983; Chen et al., 2005] .
These measurements show that the contribution of supermicron char particles to (AE33) absorption in our study was minor. Whereas the AAE of a supermicron char particle is roughly zero, the measured AAEs (from . Emission factors for the three fuels and five engine loads. OM emissions dominated the total, contributing 90% of the mass for DF and MGO and 80% (< 50 % load) or 58 % (50% load) for HFO. HFO data for rBC at 75 % load, as well as MGO and DF data at 91 % load,
were not available (n.a.). Note that the ordinate is on a log scale with minimum of 0.2 mg kWh −1 corresponding to the AMS detection limit at 91 % load (the detection limit is higher at lower loads). Figure S10 . AE33 absorption and MWAA absorption plotted against absorption measured in situ by extinction minus scattering. In this plot, the AE33 absorption data have been analyzed using the factory-default C value (Section S3). It is important to realize that the MWAA and AE33 data are for different experiments. When plotted as a function of engine load, an inconsistency between the AE33 and MWAA results becomes apparent at higher loads (see Fig. S11 and its caption). Figure S11 . Figure S13 . AE33 C value vs. the ratio of rBC to total PM (represented by the sum of OM and sulfate mass). The negative trend (slope −17 ± 8) suggests that higher C values were necessary to correct for increasingly important scattering artifacts at low rBC fractions, similar to Fig. S12 . This plot (and fit) was not used in the present analysis due to a limited availability of
CrBC data and because of less scatter in Fig. S12 .
