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Abstract
In this paper, we give some sufficient conditions for the zero solution of an n-dimensional delay
differential equation of the form
x˙(t) = A(t)x(t − τ(t, xt )), t  0,
to be uniformly stable and asymptotically stable. These conditions extend and improve the existing
relative results in literature.
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1. Introduction
Let g : [0,∞) → R be a nondecreasing continuous function such that g(t)  t for all
t  0 and g(t) → ∞ as t → ∞. Let BCn be the Banach space consisting of bounded right-
hand continuous functions φ : (−∞,0] → Rn with the sup norm ‖φ‖ = sups∈(−∞,0] |φ(s)|.
If a > 0, ψ ∈ C([g(0), a],Rn) and 0  t  a, then ψt ∈ BCn is defined by ψt (s) =
ψ(t + s), g(t) − t  s  0 and ψt (s) = 0, −∞ < s < g(t) − t . In this paper we consider
the n-dimensional delay differential equation
x˙(t) = A(t)x(t − τ (t, xt )), t  0, (1)
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[0,∞) and for any ψ ∈ C([g(0),∞),Rn) with ψt ∈ BCn the function t → τ (t,ψt )
is continuous on [0,∞) and τ (t,ψt )  t − g(t) for t ∈ [0,∞). For given t0  0,
φ ∈ BCn(t0) := {ψ ∈ BCn: ψ(s) = 0, s < g(t0) − t0}, the function x(t) = x(t; t0, φ) ∈
C([g(t0), t0 + α),Rn) is a solution of Eq. (1) through (t0, φ) on [t0, t0 + α), α > 0, if
xt0 = φ and (1) holds on [t0, t0 + α). We assume that additional conditions are satisfied
for τ such that x(t; t0, φ) uniquely exists on [t0,∞) for all t0  0 and φ ∈ BCn(t0) (see
[6,10]).
Definition. The zero solution of Eq. (1) is said to be uniformly stable if for any ε > 0 there
exists δ(ε) > 0 so that
t  t0  0, φ ∈ BCn(t0), ‖φ‖ < δ imply
∣∣x(t; t0, φ)∣∣< ε.
In the one-dimensional case of Eq. (1), the stability of the zero solution of Eq. (1)
has been much studied [1,3–5,9–16,18], and some “sharp” conditions were also obtained
in [12–14]. In the n-dimensional case of Eq. (1), if A(t) ≡ A and τ (t, φ) ≡ q are both
constants, the usually method to investigate the behavior of solutions of Eq. (1) is the
theory of characteristic equation (see [2,9]), but it is also difficult in higher dimensions. For
the case that τ (t, φ) q , Grossman [8] studied the uniform stability and the exponential
stability of the zero of Eq. (1) by a “geometric method” and Yoneyama [17] investigated
the uniform stability and uniform asymptotic stability of the zero of Eq. (1) by the standard
Lyapunov’s method and by the ordinary variation-of-constants formula.
However, in [8], the matrix function A(t) was assumed to be bounded, and in [17], it is
necessary to determine the constants λ > 0 and K > 0 such that∣∣X(s)X−1(t)∣∣Ke−λ(t−s) for t  s  0,
where X(t) is the fundamental matrix of the ordinary differential equation
x˙(t) = A(t)x(t), t  0.
Usually, it is difficult to determine the above constants λ and K even if n = 2. In this
paper, along the direction of [8], we extend and improve the results in [7,8] by using some
different techniques. And we illustrate the obtained results are better than that in [17] by
example.
For x, y ∈ Rn, |x| is the Euclidean norm, and x · y is the inner product of x and y . For
A ∈ Rn×n, |A| denotes the matrix norm induced by the above vector norm. Throughout of
this paper, we define
g−1(t) = sup{s  0: g(s) = t} and g−2(t) = g−1(g−1(t)), t  0.
2. Main results
First, we state a lemma which is slightly different from Lemma 1.5 in [8].
Lemma 1. Let a, b and c be points in Rn with |a| = |b| = |c| = 1. Then
2(a · b)(a · c)(b · c) (a · b)2 + (a · c)2 − 1.
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0
∣∣(a · b)b + (a · c)c − a∣∣2 = 2(a · b)(a · c)(b · c) − (a · b)2 − (a · c)2 + 1.
The proof is complete. 
Theorem 1. Assume that there exists K ∈ (0,1] such that
− A(t)x|A(t)x| ·
x
|x| K (2)
for all (t, x) ∈ [0,∞)× Rn with A(t)x = 0, and that
t∫
g(t)
∣∣A(s)∣∣ds  1
2
(1 − α)2 + α −
√
1 − K2
1 − α , t  0, (3)
where α ∈ (0,1) satisfy that
1 − α = α −
√
1 − K2√
1 + α2 − 2α√1 − K2
. (4)
Then the zero solution of Eq. (1) is uniformly stable.
Proof. Set y(t) = sups∈[g(t),t ] |x(s)| and
M = 1
2
(1 − α)2 + α −
√
1 − K2
1 − α .
Then from (1), we have
∣∣x(t)∣∣ ∣∣x(t0)∣∣+
t∫
t0
∣∣A(s)∣∣∣∣x(s − τ (s, xs))∣∣ds  ∣∣x(t0)∣∣+
t∫
t0
∣∣A(s)∣∣y(s) ds,
which implies
y(t) y(t0) +
t∫
t0
∣∣A(s)∣∣y(s) ds, t  t0.
By Gronwall’s inequality, we have
∣∣x(t)∣∣ y(t) y(t0) exp
( t∫
t0
∣∣A(s)∣∣ds
)
= ‖φ‖ exp
( t∫
t0
∣∣A(s)∣∣ds
)
, t  t0.
It follows that∣∣x(t)∣∣ ‖φ‖e2M, t0  t  g−2(t0). (5)
Let
ρ = max{∣∣x(s)∣∣: s ∈ [g(t0), g−2(t0)]}.
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we assume that ρ > 0 and show that∣∣x(t)∣∣ ρ for t  g−2(t0). (6)
To this end, suppose (6) is false. Let T = inf{t : |x(t)| > ρ}. Then |x(T )| = ρ, T  g−2(t0),
and |x(t)| ρ for t0  t  T . By the definition of T , there exists T1 ∈ (T , g−1(T )) such
that (d/dt)|x(T1)| > 0 and |x(t)| < |x(T1)| for t ∈ [g(t0), T1). Hence, from (1), we have∣∣x˙(t)∣∣ ∣∣A(t)∣∣∣∣x(t − τ (t, xt))∣∣ ∣∣A(t)∣∣∣∣x(T1)∣∣, t0  t  T1. (7)
Let T2 = T1 − τ (T1, xT1). Then g(T2) t0 and for T2  t  T1,
∣∣x(t − τ (t, xt ))∣∣ ∣∣x(t − τ (t, xt))− x(T2)∣∣+ ∣∣x(T2)∣∣=
∣∣∣∣∣
T2∫
t−τ (t,xt )
x˙(s) ds
∣∣∣∣∣+
∣∣x(T2)∣∣

∣∣x(T1)∣∣
T2∫
g(t)
∣∣A(s)∣∣ds + ∣∣x(T2)∣∣.
Substituting this into the first inequality in (7), we have
∣∣x˙(t)∣∣ ∣∣A(t)∣∣
[∣∣x(T1)∣∣
T2∫
g(t)
∣∣A(s)∣∣ds + ∣∣x(T2)∣∣
]
, T2  t  T1.
On combining this and (7), we obtain
∣∣x˙(t)∣∣ ∣∣A(t)∣∣min
{∣∣x(T1)∣∣, ∣∣x(T1)∣∣
T2∫
g(t)
∣∣A(s)∣∣ds + ∣∣x(T2)∣∣
}
, T2  t  T1. (8)
Note that
∣∣x(T1)∣∣− ∣∣x(T2)∣∣ ∣∣x(T1) − x(T2)∣∣
T1∫
T2
∣∣x˙(t)∣∣dt  ∣∣x(T1)∣∣
T1∫
T2
∣∣A(s)∣∣ds
M
∣∣x(T1)∣∣.
It follows that 1 − |x(T2)|/|x(T1)|M . Then there are two possible cases to consider.
Case 1:
∫ T1
T2
|A(s)|ds > 1 − |x(T2)|/|x(T1)|. Then there exists ξ ∈ (T2, T1) such that
T1∫
ξ
∣∣A(s)∣∣ds = 1 − |x(T2)||x(T1)| .
Hence, from (8), we have
X.H. Tang / J. Math. Anal. Appl. 295 (2004) 485–501 489∣∣x(T1) − x(T2)∣∣
ξ∫
T2
∣∣x˙(t)∣∣dt +
T1∫
ξ
∣∣x˙(t)∣∣dt

∣∣x(T1)∣∣
ξ∫
T2
∣∣A(s)∣∣ds + ∣∣x(T2)∣∣
T1∫
ξ
∣∣A(s)∣∣ds + ∣∣x(T1)∣∣
T1∫
ξ
∣∣A(t)∣∣
T2∫
g(t)
∣∣A(s)∣∣ds dt
= ∣∣x(T1)∣∣
ξ∫
T2
∣∣A(s)∣∣ds
( T1∫
ξ
∣∣A(s)∣∣ds + |x(T2)||x(T1)|
)
+ ∣∣x(T2)∣∣
T1∫
ξ
∣∣A(s)∣∣ds
+ ∣∣x(T1)∣∣
T1∫
ξ
∣∣A(t)∣∣
T2∫
g(t)
∣∣A(s)∣∣ds dt
= ∣∣x(T2)∣∣
T1∫
T2
∣∣A(s)∣∣ds + ∣∣x(T1)∣∣
T1∫
ξ
∣∣A(t)∣∣
ξ∫
g(t)
∣∣A(s)∣∣ds dt
= ∣∣x(T2)∣∣
T1∫
T2
∣∣A(s)∣∣ds + ∣∣x(T1)∣∣
T1∫
ξ
∣∣A(t)∣∣
( t∫
g(t)
∣∣A(s)∣∣ds −
t∫
ξ
∣∣A(s)∣∣ds
)
dt

∣∣x(T2)∣∣M + ∣∣x(T1)∣∣
[
M
T1∫
ξ
∣∣A(s)∣∣ds − 1
2
( T1∫
ξ
∣∣A(s)∣∣ds
)2 ]
= ∣∣x(T2)∣∣M + ∣∣x(T1)∣∣
[
M
(
1 − |x(T2)||x(T1)|
)
− 1
2
(
1 − |x(T2)||x(T1)|
)2 ]
= ∣∣x(T1)∣∣
[
M − 1
2
(
1 − |x(T2)||x(T1)|
)2 ]
.
Case 2:
∫ T1
T2
|A(s)|ds  1 − |x(T2)|/|x(T1)|M . Then from (8), we have
∣∣x(T1) − x(T2)∣∣
T1∫
T2
∣∣x˙(t)∣∣dt

∣∣x(T2)∣∣
T1∫
T2
∣∣A(s)∣∣ds + ∣∣x(T1)∣∣
T1∫
T2
∣∣A(t)∣∣
T2∫
g(t)
∣∣A(s)∣∣ds dt
= ∣∣x(T2)∣∣
T1∫ ∣∣A(s)∣∣ds + ∣∣x(T1)∣∣
T1∫ ∣∣A(t)∣∣
( t∫ ∣∣A(s)∣∣ds −
t∫ ∣∣A(s)∣∣ds
)
dtT2 T2 g(t) T2
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∣∣x(T2)∣∣
T1∫
T2
∣∣A(s)∣∣ds + ∣∣x(T1)∣∣
[
M
T1∫
T2
∣∣A(s)∣∣ds − 1
2
( T1∫
T2
∣∣A(s)∣∣ds
)2 ]

∣∣x(T2)∣∣M + ∣∣x(T1)∣∣
[
M
(
1 − |x(T2)||x(T1)|
)
− 1
2
(
1 − |x(T2)||x(T1)|
)2 ]

∣∣x(T1)∣∣
[
M − 1
2
(
1 − |x(T2)||x(T1)|
)2 ]
.
Combining Cases 1 and 2, we have
∣∣x(T1) − x(T2)∣∣ ∣∣x(T1)∣∣
[
M − 1
2
(
1 − |x(T2)||x(T1)|
)2 ]
. (9)
From (1) and the fact that (d/dt)|x(T1)| > 0, we have
d
dt
∣∣x(T1)∣∣= A(T1)x(T2) · x(T1)|x(T1)| > 0,
and so
A(T1)x(T2)
|A(T1)x(T2)| ·
x(T1)
|x(T1)| > 0. (10)
From (2) we get
− A(T1)x(T2)|A(T1)x(T2)| ·
x(T2)
|x(T2)| K. (11)
Hence, by Lemma 1 and using (10) and (11), we have
x(T1)
|x(T1)| ·
x(T2)
|x(T2)| <
√
1 − K2. (12)
Set θ = |x(T2)|/|x(T1)| and by using the fact that
2x(T1) · x(T2) =
∣∣x(T1)∣∣2 + ∣∣x(T2)∣∣2 − ∣∣x(T1) − x(T2)∣∣2.
It follows from (9) that
x(T1)
|x(T1)| ·
x(T2)
|x(T2)| 
1
2θ
{
1 + θ2 −
[
M − 1
2
(1 − θ)2
]2}
. (13)
Combining (12) and (13), we have
2θ
√
1 − K2 > 1 + θ2 −
[
M − 1
2
(1 − θ)2
]2
.
It follows that
M >
1
2
(1 − θ)2 +
√
1 + θ2 − 2θ
√
1 −K2
 min
0θ1
{
1
2
(1 − θ)2 +
√
1 + θ2 − 2θ
√
1 − K2
}
= 1 (1 − α)2 + α −
√
1 − K2 = M.
2 1 − α
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Let ε > 0 be any given and choose δ = (1/2)εe−2M . Then φ ∈ Cn(t0) and ‖φ‖ < δ implies
|x(t)| = |x(t; t0, φ)| < ε. The proof is complete. 
Theorem 2. Assume that there exists K ∈ (0,1], T > 0 and a continuous function m(t) 0
with
∫∞
m(s) ds = ∞ such that (2) holds for all (t, x) ∈ [T ,∞)× Rn with A(t)x = 0 and∣∣A(t)x∣∣m(t)|x| (14)
for all (t, x) ∈ [T ,∞)× Rn, and that
lim sup
t→∞
t∫
g(t)
∣∣A(s)∣∣ds < 1
2
(1 − α)2 + α −
√
1 − K2
1 − α , (15)
where α ∈ [0,1), satisfies (4). Then every solution of Eq. (1) tends zero as t → ∞.
Proof. Set M = (1 −α)2/2 + (α −√1 − K2)/(1 − α) and tˆ = t − τ (t, xt ). By (15), there
exist M1 < M and T1 > T such that
t∫
g(t)
∣∣A(s)∣∣ds M1, t  T1. (16)
From (1), we have
d
dt
∣∣x(t)∣∣= A(t)x(t − τ (t, xt)) · x(t)|x(t)| = A(t)x(tˆ ) · x(t)|x(t)| . (17)
In view of Theorem 1, |x(t)| is bounded. In what follows, we will show
lim
t→∞
∣∣x(t)∣∣= 0 (18)
in two possible cases.
Case 1: (d/dt)|x(t)| is eventually nonnegative or eventually nonpositive. Hence, |x(t)|
is eventually monotone and the limit limt→∞ |x(t)| = c exists. If c > 0, then
lim
t→∞
|x(tˆ )|
|x(t)| = limt→∞
|x(g(tˆ ))|
|x(t)| = 1. (19)
From (1) and (16), there exists T2 > T1 such that
∣∣x(t) − x(tˆ )∣∣
t∫
tˆ
∣∣A(s)∣∣∣∣x(sˆ)∣∣ds M1 max{∣∣x(t)∣∣, ∣∣x(g(tˆ ))∣∣}, t  T2,
which, together with (19), implies that there exists T3 > T2 such that
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|x(t)| ·
x(tˆ )
|x(tˆ )| 
|x(t)|2 + |x(tˆ )|2 − M21 max{|x(t)|2, |x(g(tˆ ))|2}
2|x(t)||x(tˆ )|
 1 − 1
2
M2, n T3.
On the other hand, by (2), we have
− A(t)x(tˆ )|A(t)x(tˆ )| ·
x(tˆ )
|x(tˆ )| K, A(t)x(tˆ ) = 0.
Hence, in view of Lemma 1, we have
A(t)x(tˆ )
|A(t)x(tˆ )| ·
x(t)
|x(t)| 
(
A(t)x(tˆ )
|A(t)x(tˆ )| · x(tˆ )|x(tˆ )|
)2 + ( x(t)|x(t)| · x(tˆ )|x(tˆ )|)2 − 1
2
(
A(t)x(tˆ )
|A(t)x(tˆ )| · x(tˆ )|x(tˆ )|
)(
x(t)
|x(t)| · x(tˆ )|x(tˆ )|
)
 1 − (1 − M
2/2)2 − K2
−2( A(t)x(tˆ )|A(t)x(tˆ )| · x(tˆ )|x(tˆ )|)( x(t)|x(t)| · x(tˆ )|x(tˆ )|) , A(t)x(tˆ ) = 0, t  T3.
Let
β =
(
1 − 1
2
M2
)2
+K2 − 1.
Note that
M = 1
2
(1 − α)2 + α −
√
1 − K2
1 − α = min0θ1
{
1
2
(1 − θ)2 +
√
1 + θ2 − 2θ
√
1 − K2
}
<
√
2 − 2
√
1 − K2.
It follows that
1
4
M4 − M2 + K2 > 0,
and so β > 0. Hence for t  T3 and A(t)x(tˆ ) = 0,
A(t)x(tˆ )
|A(t)x(tˆ )| ·
x(t)
|x(t)| −
β
−2( A(t)x(tˆ )|A(t)x(tˆ )| · x(tˆ )|x(tˆ )|)( x(t)|x(t)| · x(tˆ )|x(tˆ )|) −
β
2
. (20)
Combining (14), (17) and (20), we obtain
d
dt
∣∣x(t)∣∣= A(t)x(tˆ ) · x(t)|x(t)| −β2 m(t)
∣∣x(tˆ )∣∣, t  T3.
The above shows |x(t)| nonincreasing on [T3,∞). Integrating the above from T3 to ∞, we
get
c − ∣∣x(T3)∣∣−cβ2
∞∫
T3
m(s) ds = −∞.
This is a contradiction. Hence, c = 0, and so (18) holds.
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lim supt→∞ |x(t)|. It suffices to show v = 0. Note that M1 < M . If v > 0, then we can
choose ε > 0 is sufficient small so that
M1 + 2ε
v + ε = M2 < M −
2ε
v + ε . (21)
Choose a sequence {tn} with t1 > g−2(T ) such that
d
dt
∣∣x(tn)∣∣> 0, ∣∣x(tn)∣∣> v − ε, lim
n→∞
∣∣x(tn)∣∣= v,∣∣x(t)∣∣< v + ε, t  g−1(t1). (22)
From (1) and (22), we have∣∣x˙(t)∣∣ ∣∣A(t)∣∣∣∣x(tˆ )∣∣ ∣∣A(t)∣∣(v + ε), t  t1. (23)
Hence, for large n,
∣∣x(tˆ )∣∣ ∣∣x(tˆ ) − x(tˆn)∣∣+ ∣∣x(tˆn)∣∣
tˆn∫
tˆ
∣∣x˙(s)∣∣ds + ∣∣x(tˆn)∣∣
 (v + ε)
tˆn∫
g(t)
∣∣A(s)∣∣ds + ∣∣x(tˆn)∣∣, tˆn  t  tn.
Substituting this into the first inequality in (23), we have
∣∣x˙(t)∣∣ ∣∣A(t)∣∣
[
(v + ε)
tˆn∫
g(t)
∣∣A(s)∣∣ds + ∣∣x(tˆn)∣∣
]
, tˆn  t  tn.
On combining this and (23), we obtain
∣∣x˙(t)∣∣ ∣∣A(t)∣∣min
{
(v + ε), (v + ε)
tˆn∫
g(t)
∣∣A(s)∣∣ds + ∣∣x(tˆn)∣∣
}
, tˆn  t  tn. (24)
Note that
∣∣x(tn)∣∣− ∣∣x(tˆn)∣∣ ∣∣x(tn) − x(tˆn)∣∣
tn∫
tˆn
∣∣x˙(t)∣∣dt  (v + ε)
tn∫
tˆn
∣∣A(s)∣∣ds
M1(v + ε).
It follows that 1 − |x(tˆn)|/(v + ε)M2. There are two possible subcases to consider.
Case 2.1: M 
∫ tn
tˆn
|A(s)|ds > 1 − |x(tˆn)|/(v + ε). Then there exists ξn ∈ (tˆn, tn) such
that
tn∫ ∣∣A(s)∣∣ds = 1 − |x(tˆn)|
v + ε .ξn
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∣∣x(tn) − x(tˆn)∣∣
ξn∫
tˆn
∣∣x˙(t)∣∣dt +
tn∫
ξn
∣∣x˙(t)∣∣dt
 (v + ε)
ξn∫
tˆn
∣∣A(s)∣∣ds + ∣∣x(tˆn)∣∣
tn∫
ξn
∣∣A(s)∣∣ds + (v + ε)
tn∫
ξn
∣∣A(t)∣∣
tˆn∫
g(t)
∣∣A(s)∣∣ds dt
= (v + ε)
ξn∫
tˆn
∣∣A(s)∣∣ds
( tn∫
ξn
∣∣A(s)∣∣ds + |x(tˆn)|
v + ε
)
+ ∣∣x(tˆn)∣∣
tn∫
ξn
∣∣A(s)∣∣ds
+ (v + ε)
tn∫
ξn
∣∣A(t)∣∣
tˆn∫
g(t)
∣∣A(s)∣∣ds dt
= ∣∣x(tˆn)∣∣
tn∫
tˆn
∣∣A(s)∣∣ds + (v + ε)
tn∫
ξn
∣∣A(t)∣∣
ξn∫
g(t)
∣∣A(s)∣∣ds dt
= ∣∣x(tˆn)∣∣
tn∫
tˆn
∣∣A(s)∣∣ds + (v + ε)
tn∫
ξn
∣∣A(t)∣∣
( t∫
g(t)
∣∣A(s)∣∣ds −
t∫
ξn
∣∣A(s)∣∣ds
)
dt

∣∣x(tˆn)∣∣M2 + (v + ε)
[
M2
tn∫
ξn
∣∣A(s)∣∣ds − 1
2
( tn∫
ξn
∣∣A(s)∣∣ds
)2]
= ∣∣x(tˆn)∣∣M2 + (v + ε)
[
M2
(
1 − |x(tˆn)|
v + ε
)
− 1
2
(
1 − |x(tˆn)|
v + ε
)2 ]
= (v + ε)
[
M2 − 12
(
1 − |x(tˆn)|
v + ε
)2 ]
.
Case 2.2:
∫ tn
tˆn
|A(s)|ds  1 − |x(tˆn)|/(v + ε)M2. Then from (24), we have
∣∣x(tn) − x(tˆn)∣∣ ∣∣x(tˆn)∣∣
tn∫
tˆn
∣∣A(s)∣∣ds + (v + ε)
tn∫
tˆn
∣∣A(t)∣∣
tˆn∫
g(t)
∣∣A(s)∣∣ds dt
= ∣∣x(tˆn)∣∣
tn∫ ∣∣A(s)∣∣ds + (v + ε)
tn∫ ∣∣A(t)∣∣
( t∫
g(t)
∣∣A(s)∣∣ds −
t∫ ∣∣A(s)∣∣ds
)
dttˆn tˆn tˆn
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∣∣x(tˆn)∣∣
tn∫
tˆn
∣∣A(s)∣∣ds + (v + ε)
[
M2
tn∫
tˆn
∣∣A(s)∣∣ds − 1
2
( tn∫
tˆn
∣∣A(s)∣∣ds
)2]

∣∣x(tˆn)∣∣M2 + (v + ε)
[
M2
(
1 − |x(tˆn)|
(v + ε)
)
− 1
2
(
1 − |x(tˆn)|
v + ε
)2 ]
 (v + ε)
[
M2 − 12
(
1 − |x(tˆn)|
v + ε
)2 ]
.
Combining Cases 2.1 and 2.2, we have
∣∣x(tn) − x(tˆn)∣∣ (v + ε)
[
M2 − 12
(
1 − |x(tˆn)|
v + ε
)2 ]
. (25)
From (1) and the fact that (d/dt)|x(tn)| > 0, we have
d
dt
∣∣x(tn)∣∣= A(tn)x(tˆn) · x(tn)|x(tn)| > 0,
and so
A(tn)x(tˆn)
|A(tn)x(tˆn)| ·
x(tn)
|x(tn)| > 0. (26)
Similar to the proof of Theorem 1, from (2), (26) and Lemma 1, we have
x(tn)
|x(tn)| ·
x(tˆn)
|x(tˆn)| <
√
1 − K2. (27)
Set θ = |x(tˆn)|/(v + ε). Then from (25),
x(tn)
|x(tn)| ·
x(tˆn)
|x(tˆn)| =
|x(tn)|2 + |x(tˆn)|2 − |x(tn) − x(tˆn)|2
2|x(tn)||x(tˆn)|
 |x(tn)|
2 + |x(tˆn)|2 − (v + ε)2[M2 − (1/2)(1 − θ)2]2
2|x(tn)||x(tˆn)|
= v + ε
2θ |x(tn)|
{( |x(tn)|
v + ε
)2
+ θ2 −
[
M2 − 12 (1 − θ)
2
]2}
 v + ε
2θ(v − ε)
{(
v − ε
v + ε
)2
+ θ2 −
[
M2 − 12 (1 − θ)
2
]2}
= 1
2aθ
{
a2 + θ2 −
[
M2 − 12 (1 − θ)
2
]2}
,
where a = (v − ε)/(v + ε). Combining this and (27), we have
2aθ
√
1 − K2 > a2 + θ2 −
[
M2 − 12 (1 − θ)
2
]2
.
It follows that
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1
2
(1 − θ)2 +
√
a2 + θ2 − 2aθ
√
1 − K2
 min
0θ1
{
1
2
(1 − θ)2 +
√
a2 + θ2 − 2aθ
√
1 − K2
}
= 1
2
(
1 − α(a))2 + α(a) −
√
1 − K2
1 − α(a) ,
where α(a) ∈ (0,1) satisfy that
1 − α(a) = α(a) −
√
1 − K2√
a2 + [α(a)]2 − 2aα(a)√1 − K2
. (28)
Let ε → 0+ in (28), then lima→1 α(a) = α and so
M2 
1
2
(1 − α)2 + α −
√
1 − K2
1 − α = M.
This is a contradiction, hence, v = 0 and so (18) holds. The proof is complete. 
3. Examples and remarks
In fact, Grossman [8] established the following theorem.
Theorem 3 [8]. Assume that τ (t, φ) q for some q > 0, and that there exists K ∈ (0,1]
such that (2) holds and∣∣A(t)x∣∣ K
q
|x| (29)
for all (t, x) ∈ [0,∞) × Rn with A(t)x = 0. Then the zero solution of (1) is uniformly
stable.
Set
M = 1
2
(1 − α)2 + α −
√
1 − K2
1 − α ,
where α ∈ (0,1) satisfies (4). Note that
M = 1
2
(1 − α)2 + α −
√
1 − K2
1 − α = min0θ1
{
1
2
(1 − θ)2 +
√
1 + θ2 − 2θ
√
1 − K2
}
> min
0θ1
√
1 + θ2 − 2θ
√
1 − K2 = K
and
M = 1
2
(1 − α)2 + α −
√
1 − K2
1 − α = min0θ1
{
1
2
(1 − θ)2 +
√
1 + θ2 − 2θ
√
1 − K2
}
<
√
2 − 2
√
1 − K2.
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K < M <
√
2 − 2
√
1 − K2, 0 < K  1.
If τ (t, φ) q , then g(t) = t − q , and so from (29) we have
t∫
g(t)
∣∣A(s)∣∣ds =
t∫
t−q
∣∣A(s)∣∣ds K < M, t  0. (30)
This shows that condition (3) extends and improves (29), and this improvement is clear as
0 < K  1. For illustrative purposes, we give some values of K and M as follows:
K M
0.1 0.100011411
0.2 0.200170085
0.3 0.300815941
0.4 0.402488555
0.5 0.505979081
0.6 0.612481653
0.7 0.723963497
0.8 0.844280566
0.9 0.982866389
1 1.242217666
On the other hand, when K = 1, we have M = 1.242217666. This implies that
the biggest admitted value of
∫ t
g(t) |A(s)|ds is M = 1.242217666 in (3), but that of∫ t
g(t) |A(s)|ds is only 1 in (30).
Example 1. Consider the 2-dimensional delay differential equation
x˙(t) =
(−a(t) b(t)
−b(t) −a(t)
)
x(t − q), (31)
where a(t), b(t) are continuous functions from [0,∞) → R and a(t) > 0. Let
A(t) =
(−a(t) b(t)
−b(t) −a(t)
)
.
Then for any x ∈ R2,∣∣A(t)x∣∣=√a2(t) + b2(t) |x|,
and for x = 0,
− A(t)x|A(t)x| ·
x
|x| =
a(t)√
a2(t) + b2(t) .
Let
N = sup
t0
t∫ √
a2(s) + b2(s) ds, K = inf
t0
a(t)√
a2(t) + b2(t)
t−q
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M = 1
2
(1 − α)2 + α −
√
1 − K2
1 − α .
By Theorem 1, if N M , then the zero solution of (31) is uniformly stable. Furthermore,
if
lim sup
t→∞
t∫
t−q
√
a2(s) + b2(s) ds < M and
∞∫
0
√
a2(s) + b2(s) ds = ∞.
Then by Theorem 2, every solution of (31) tends zero as t → ∞.
In particular, let a(t) = ρ(t) cosθ and b(t) = ρ(t) sin θ , where |θ | < π/2 and ρ :
[0,∞) → [0,∞) is a continuous function. Then if
lim sup
t→∞
t∫
t−q
ρ(s) ds < f (θ) and
∞∫
0
ρ(s) ds = ∞, (32)
then every solution of the equation
x˙(t) = ρ(t)
(− cosθ sin θ
− sin θ − cosθ
)
x(t − q) (33)
tends to zero as t → ∞, where
f (θ) = 1
2
(1 − α)2 +
√
1 + α2 − 2α| sin θ |,
and α ∈ [0,1) satisfies the equation
1 − α = α − | sin θ |√
1 + α2 − 2α| sin θ | . (34)
Note that f (θ) > cosθ . Hence, (32) improves conditions (i) and (ii) in [7, Theorem D].
In addition, we let a(t) = a + c(t) and b(t) = b, where a > 0 and c : [0,∞) → [0,∞)
is a continuous unbounded function such that
t∫
t−q
c(s) ds → 0 as t → ∞.
Then
lim sup
t→∞
t∫
t−q
√
a2(s) + b2(s) ds = q
√
a2 + b2
and
K = inf
t0
a(t)√
2 2
= inf
t0
a + c(t)√
2 2
= a√
2 2
.
a (t) + b (t) (a + c(t)) + b a + b
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1 − α = α − |b|/
√
a2 + b2√
1 + α2 − 2α|b|/√a2 + b2
.
Then by Theorem 2, if
q
√
a2 + b2 < M = 1
2
(1 − α)2 + α − |b|/
√
a2 + b2
1 − α , (35)
then every solution of (31) tends to zero as t → ∞. Note that M > K = a/√a2 + b2.
Hence, condition (35) is better than q(a2 + b2) < a in Example 3.1 of [17].
Example 2. Consider the 2-dimensional delay differential equation
x˙(t) =
(−a(t) −b(t)
−c(t) −d(t)
)
x(t − q), (36)
where a(t), b(t), c(t) and d(t) are continuous functions from [0,∞) → R and a(t),
d(t) > 0. Let
A(t) =
(−a(t) −b(t)
−c(t) −d(t)
)
.
Then
∣∣A(t)∣∣=
√
2
2
{
a2(t) + b2(t) + c2(t) + d2(t)
+
√[
a2(t) + b2(t) + c2(t) + d2(t)]2 − 4[a(t)d(t) − b(t)c(t)]2 }1/2,
and for any x ∈ R2,
−A(t)x · x = a(t)x21 + d(t)x22 +
[
b(t) + c(t)]x1x2
 1
2
{
a(t) + d(t) −
√[
a(t) − d(t)]2 + [b(t) + c(t)]2 }|x|2
and ∣∣A(t)x∣∣2 = [a2(t) + c2(t)]x21 + [b2(t) + d2(t)]x22 + 2[a(t)b(t)+ c(t)d(t)]x1x2
 1
2
{
a2(t) + b2(t) + c2(t) + d2(t)
−
√[
a2(t) + b2(t) + c2(t) + d2(t)]2 − 4[a(t)d(t) − b(t)c(t)]2 }|x|2
≡ m2(t)|x|2.
It follows that for x = 0,
− A(t)x|A(t)x| ·
x
|x| 
−A(t)x · x
|A(t)||x|2
 1
{
a(t) + d(t) −
√[
a(t) − d(t)]2 + [b(t) + c(t)]2 }.2|A(t)|
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K = inf
t0
{
1
2|A(t)|
[
a(t) + d(t) −
√[
a(t) − d(t)]2 + [b(t) + c(t)]2 ]}.
Then by Theorem 2, if
2
√
a(t)d(t) b(t)+ c(t),
lim sup
t→∞
t∫
t−q
∣∣A(s)∣∣ds < 1
2
(1 − α)2 + α −
√
1 − K2
1 − α and
∞∫
0
m(s) ds = ∞,
then every solution of (36) tends to zero as t → ∞, where α ∈ (0,1) satisfies (4) and
m(t) =
√
2
2
{
a2(t) + b2(t) + c2(t) + d2(t)
−
√[
a2(t) + b2(t) + c2(t) + d2(t)]2 − 4[a(t)d(t) − b(t)c(t)]2 }1/2.
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