The purpose of this paper is to describe an application of the results contained in 5] to certain invariants of bred knots. In that paper, the results are proved for moduli spaces of parabolic bundles. Here the Mehta-Seshadri theorem is used to interpret them as statements about representation varieties, and moduli theory is avoided as much as possible, with only a reference or two to some well-known facts, along with the theorems in 5].
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The knot invariants, denoted (K) or simply when the knot is understood, are de ned for bred knots K in a rational homology sphere M and for 2 SU n a regular value of the map e described in De nition 1. They are a generalization of Frohman's invariants, ! ;
which are invariants of bred knots de ned for ! a regular value of e in the center of SU n 6]. These have already been extended to arbitrary knots in rational homology spheres in the cases (1) where ! is a regular value of e in the center of SU n in 7], and (2) where ! is any element in the center of SU n in 8].
The invariants presented in this paper form a continuous family of invariants parameterized by conjugacy classes of regular values of e :
The most interesting aspect of this approach is the behavior of t for a path t of conjugacy classes containing a critical value of e ; which leads to new information relating the general rank n invariants to lower rank invariants.
Observing that the critical values of form a union of hyperplanes in the quotient W def = SU n =Ad;
we give a formula (Corollary 5) identifying the di erence of and with lower order invariants when and are separated by a single good hyperplane. The fact that this formula continues to hold when This work was partially supported by a Rackham Grant from the University of Michigan. 259 and are separated by a bad hyperplane is true, but a rigorous proof requires some general results about parabolic sheaves 11] applied to this particular situation.
Also, for generic and close to a central matrix !; we compare with ! in Corollary 7 (see also Lemma 1.3 of 7]). It is obvious from the de nitions that if 6 = 0; then there exists an irreducible U n representation of the fundamental group of the knot complement sending the longitude to .
To start, we x some notation. Given an arbitrary group and a compact Lie group G, let e R( ; G) = Hom( ; G) denote the space of homomorphisms of into G. The group G acts on e R( ; G) by conjugation (denoted by Ad) and we get the quotient R( ; G) = e R( ; G)=Ad which is called the space of representations of in G.
To simplify notation, set = 1 F; the fundamental group of a closed Riemann surface F of genus g and = 1 F ; the fundamental group of F = F n D 2 (p); where D 2 (p) is a small disk centered at p 2 F: Then admits the presentation
and is simply the free group on the 2g generators a 1 ; b 1 ; : : : ; a g ; b g : This last fact gives an identi cation e R( ; G) = 2g z }| { G G; 7 ! (A 1 ; B 1 ; : : : ; A g ; B g ) where A i = (a i ) and B i = (b i ): Setting @ = Q g i=1 a i ; b i ] 2 we de ne maps e and on e R and R by evaluation on @: De nition 1. Let e : e R( ; G) ?! G be de ned using the above identi cation and setting e (A 1 ; B 1 ; : : : ; A g ; B g ) = Q g i=1 A i ; B i ]: Since e (g ) = g e ( )g ?1 ; we can de ne : R( ; G) ?! G=Ad and the following square commutes: It is immediate from the de nition that im( e ) G; G]; the commutator subgroup of G. Clearly the surjection ! induces an inclusion R( ; G) , ! R( ; G) and it is equally clear from equation (1) that 2 R( ; G) is in the image of this inclusion if and only if ( ) = I: Henceforth we assume that G is the unitary group U n and denote by Z n the center of U n and by PU n the quotient U n =Z n :
Suppose that K is a bred knot in a homology sphere M with spanning surface F . Let ' : F ? ! F be the monodromy of the bration, so the knot complement is given by
where (x; 0) ('(x); 1):
In 6], Frohman de nes invariants of bred knots by considering the Lefschetz number of the monodromy action on certain smooth submanifolds of R( ; U n ); namely R ! (de ned below), where ! 2 Z n is a regular value of : This is the case if and only if ! = e 2 ik=n I; where k and n are relatively prime.
We now describe an extension of these invariants. For any 2 SU n ; denote by C( ) the orbit Ad of under conjugation and set e R = e ?1 (C( )): A standard result shows that the critical points of e are precisely the reducible representations (see 1] or 7]). In particular, if is a regular value of e ; then e ?1 (C( )) is smooth and consists entirely of irreducible representations. Usually it is enough to assume that e is transverse to C( ); but here a simple calculation shows that if e is transverse to C( ); then is indeed a regular value. De ne R to be e R modulo conjugation, i.e., R = ?1 (C( )): Since the adjoint action is a free PU n action on the irreducible representations, it follows that for a regular value, R is a compact oriented manifold of dimension dim R = (2g ? 2)n 2 + 2 + dim C( ): We shall see later that the Mehta-Seshadri theorem shows that R admits the structure of a normal, projective variety 9].
For such , we can de ne invariants of the knot K by taking the Lefschetz number of the monodromy ' on R : De nition 2. (1) If P is a compact oriented manifold and f : P ! P; then the Lefschetz number of f, denoted (f; P); is the algebraic intersection number of the graph of f with the diagonal 4(P) in P P: Further, the Lefschetz polynomial is de ned to be L(f; P)(t) = X 0 n (?1) n Tr(f : H n (P; Q ) ! H n (P; Q ))t n :
(2) Let (K) denote the Lefschetz xed point number of the map on the representation variety induced by the monodromy of the knot, i.e., then it follows that the cobordism constructed is a product. At rst glance, one might think that a path can always be chosen to miss these critical values, i.e., that the critical values have codimension > 1. This however is not the case, for we can completely identify the critical values and they turn out to be real hyperplanes in W: (Note that W is just an (n ? 1)-simplex, which can be seen by choosing a positive Weyl chamber in su n .) This is the idea of our approach, but we never actually invoke Morse theory, instead we appeal to the results in 5], which provide the necessary \surgery formula" from the perspective of algebraic geometry.
We begin by giving coordinates on W; which unfortunately are not continuous, but are, nonetheless, the most natural from the point of view of parabolic bundles. Since any 2 SU n is conjugate to a matrix of the form exp(diag( 1 ; : : : ; n )) = 0 B @ e 2 i 1 0 . . . 0 e 2 i n 1 C A where 0 1 n < 1 and P n i=1 i is an integer, it follows that we can use ( 1 ; : : : ; n ) to give Ad-invariant coordinates to SU n ; i.e., coordinates which descend to W: However, these coordinates fail to be continuous at 1 = 0; which is easily seen by considering the di erent coordinates assigned to the path t = exp(diag(t; 2 ? t n?1 ; : : : ; n ? t n?1 )) for positive and negative t in a suitably small interval about 0:
To deal with this phenomenon, decompose W = S n?1 k=0 W k ; where W k = f( 1 ; : : : n ) 2 W j n X i=1 i = kg;
and notice that the coordinates are continuous along each W k : The discontinuities are the hyperplanes 1 = 0 in @W k which are called bad. Of course, W can be reassembled by identifying these bad hyperplanes to the hyperplanes n = 1; which lie in @W k+1 ; in the more or less obvious manner.
Suppose now that : 1 (F ) ! U n is a reducible representation. Then up to conjugacy, we have im( ) U n 1 U n 2 : Because = e ( ) is contained in the commutator subgroup of im( ); which is just SU n 1 SU n 2 ; is conjugate to a matrix in block form which proves the claim. This shows that along ?1 ( ) and ?1 ( ); the monodromy ' acts as a ber map, and so its action on cohomology splits according to Corollary 4. But the bers over are complex projective spaces, and since the cohomology ring of C P a is generated by a single element, the Lefschetz polynomial of any homeomorphism of C P a is just the Poincar e polynomial P t (C P a ): This proves the corollary. Remark 1. For any singular representation space R , one can use intersection homology to de ne invariants M (t) and : If is assumed to be a generic point on a single hyperplane, then one of the maps ; is a small resolution (cf. Proposition 4. 9 5] ). Suppose that is the small resolution, then the intersection homology of R is just the homology of R (using rational coe cients), and so M (t) = M (t) and = :
However, the existence of small resolutions for arbitrary singular representations spaces is still open (cf. Conjecture 4.10 of 5]) and a positive answer would provide an alternative method for the computation of the intersection homology invariants of 8]. Now we would like to compare with ! ; where ! is assumed to be a regular value of in the center of SU n : Using Corollary 5, we can assume that is in the same chamber as !: Then Proposition 3.4 of 5]
shows the following proposition. Proposition 4. There is a natural projection : R ?! R ! which is a ber bundle with ber F; the variety of full ags in C n : Thus, we have the following corollary. Corollary 5. With and ! as above, M (t) = P t (F)M ! (t); = (F) ! : Proof. Recall that W is an (n?1) simplex and that lies in the interior of W while ! is a vertex. We want to choose a chain of elements = a 1 > a 2 > > a n = !: The ordering comes from the face relations of the simplex so that a j lies on an n?j dimensional face. To be speci c, write = exp(diag( 1 ; : : : ; n )); where 0 1 < < n < 1; and let x j be the average of the rst j terms, i.e., x j = ( 1 + + j )=j: Now de ne a j 2 W by a j = exp(diag(x j ; : : : ; x j ; j+1 ; : : : n )): Observe that a n = !: Proposition 3.4 of 5] applies to this situation and it follows that = n?1 1 where i : R a i ?! R a i+1 is a ber bundle with ber C P n?i : Again, we have commutative diagrams: ???! R a i+1 :
Thus ' is a bundle map and since the ber is a projective space, we see that M a i (t) = P t (C P n?i )M a i+1 (t): Repeated application of this shows that M (t) = P t (F)M ! (t); proving the corollary.
For example, in low rank, by identifying these ags and using the fact that F is a cohomologically trivial product of projective spaces, we get the formulas M (t) = (1 + t 2 )M ! (t) and = 2 ! in rank 2; and M (t) = (1 + t 2 )(1 + t 2 + t 4 )M ! (t) and = 6 ! in rank 3:
(Incidentally, taking the duals of stable bundles shows that the moduli space of semistable bundles of rank 3 and degree 1 is isomorphic to the moduli space of semistable bundles of rank 3 and degree 2, i.e., M ! (t)
is independent of which central element ! 6 = I is chosen.) For rank 4; similar considerations apply. Thus, ! determines for low rank, and the question is simply how to compute ! :
An inductive method to compute P t (R ! ) for ! 2 Z n was given by ). The derivation of this formula involves equivariant Morse theory applied to in nite dimensional spaces, but the details shall not concern us here.
To compute ! ; in 6], Frohman uses this strategy to express the Lefschetz polynomial M ! (t) as a di erence of two Lefschetz traces (which are formal power series in t), the rst of which is, as before, determined by the group and the second of which admits an expression as a power series in t with coe cients being polynomial functions in c(t) = L(F ; ' ); the Lefschetz polynomial of the monodromy acting on the Jacobian. Of course, c(t) is just the Alexander polynomial and evaluating M ! (t) at t = 1 gives a formula for the Lefschetz number ! in terms of the derivatives of the Alexander polynomial of the knot evaluated at t = 1 (see Theorems 1.6 and 3.14 of 6]).
The Atiyah-Bott procedure was extended to the representation spaces R (in the guise of parabolic bundles) in 10] and this can also be used to give explicit computations of P t (R ) ?, ?]. Again, the procedure expresses the Poincar e polynomial of R as the di erence of two in nite series, the rst being determined by the group and the conjugacy class of (cf. formulas (13-15) of 4]), and the second being expressed as a power series whose coe cients are polynomial functions in (1 + t) 2g :
One can use this to compute, just as in 6], the Lefschetz polynomials M (t); and to deduce that a formula for in terms of the derivatives of the Alexander polynomial. However, for rank 4; as explained above, the are determined by the ! ; and for rank > 4 the inductive procedure of 2] becomes quite di cult to perform explicitly. The results of this paper give information about the higher rank invariants without explicitly computing them. It seems altogether likely that one can now de ne invariants for arbitrary knots (as in 7]), or even for not a regular value (as in 8]). Another question, which was a conjecture in an earlier version of this paper, is what e ect does crossing a bad hyperplane have on the invariants? In the language of parabolic bundles, this would require the comparison of moduli spaces of parabolic bundles of di erent degree, a problem not treated directly in 5]. But Theorem 3 does in fact continue to hold, which can be proved by using the methods of 11] to translate the above problem into that of comparing moduli spaces of parabolic bundles of the same degree on a slightly larger weight space, where Theorem 3.2 of 5] holds, as explained in x5 of that paper. Notes covering the relevant aspect of 11] are available from the author by request.
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