In this paper we performed analysis of speech communications in order to determine if we can differentiate between expert and novice teams based on communication patterns. Two pairs of experts and novices performed numerous test sessions on the E-2 Enhanced Deployable Readiness Trainer (EDRT) which is a medium-fidelity simulator of the Naval Flight Officer (NFO) stations positioned at bank end of the E-2 Hawkeye. Results indicate that experts and novices can be differentiated based on communication patterns. First, experts and novices differ significantly with regard to the frequency of utterances, with both expert teams making many fewer radio calls than both novice teams. Next, the semantic content of utterances was considered. Using both manual and automated speech-to-text conversion, the resulting text documents were compared. For 7 of 8 subjects, the two most similar subjects (using cosine-similarity of term vectors) were in the same category of expertise (novice/expert). This means that the semantic content of utterances by experts was more similar to other experts, than novices, and vice versa. Finally, using machine learning techniques we constructed a classifier that, given as input the text of the speech of a subject, could identify whether the individual was an expert or novice with a very low error rate. By looking at the parameters of the machine learning algorithm we were also able to identify terms that are strongly associated with novices and experts.
Introduction
Situation awareness is a key factor in determining the effectiveness of team performance. This paper describes work undertaken to develop automated measures of team performance. There is particular interest in automated performance assessment in complex domains that involve a large and heterogeneous set of entities. The task of the E-2 Hawkeye, a U.S. Airborne Early Warning (AEW) aircraft, is a prime example in that three Naval Flight Officers (NFOs) must co-ordinate their activities to classify air and sea entities, communicate with air and sea commanders, and give direction to a variety of friendly assets. It is essential that E-2 NFOs sustain situation awareness with respect to overall battlespace management and communicate among themselves with respect to ongoing status, developing situations and handling of specific entities. This communication occurs through a variety of mechanisms including voice communications, hand gestures and written notes. Within military and other training domains, the need exists for technologies to assist instructors, enabling them to accomplish more with available resources. Automated performance assessment represents one technique proposed to accomplish this objective by allowing computers to focus on assessing mundane facets of performance, while instructors focus their attention on higher-level cognitive processes. Previously reported research has provided experimental evidence for the training efficacy of automated performance assessment [4, 5] . The current paper discusses the extension of these capabilities to team communications, which represents a vital component in establishing and sustaining team situation awareness.
Simulation Training
A significant cost in simulation-based training is the workload on human instructors to monitor student actions and provide corrective feedback. For example, the U.S. Navy trains Naval Flight Officers for the E-2-Hawkeye aircraft using a high-fidelity Weapons Systems Trainer (E-2 WST). Currently this requires a separate instructor to observe each student within the context of team performance and provide instruction based on observed misunderstandings, inefficient task execution, ineffective or inappropriate actions, etc. Individualized instruction contributes to high training costs. Intelligent tutoring systems target this need, but they are often associated with high costs for knowledge engineering and implementation. New technologies are required that assist instructors in providing individually-relevant instruction. AEMASE, a tool developed at Sandia National Laboratories, is one such technology.
AEMASE
Sandia National Laboratories has shown the feasibility of automated performance assessment tools such as the Sandia-developed Automated Expert Modeling and Student Evaluation (AEMASE) software. One technique employed by AEMASE is the grading of student performance by comparing their actions to a model of expert behavior. Models of expert behavior are derived by collecting sample data from simulator exercises or other means and then employing machine learning techniques to capture patterns of expert performance. During training, the student behavior is compared to the expert model to identify and target training to individual deficiencies. Another technique utilized by AE-MASE is the grading of student performance by comparing their actions to models of good and/or poor student performance. Students with good and bad performance are identified and machine learning techniques are employed to construct models of these two types of performance in the same manner as expert performance. Student performance from other training sessions is then compared to these models to identify and target training to individual deficiencies. Both techniques avoid the costly and time-intensive process of manual knowledge elicitation and expert system implementation [1] .
In a pilot study, AEMASE achieved a high degree of agreement with a human grader (89%) in assessing tactical air engagement scenarios [1] . However, the 68 trials assessed utilized only four subjects under three different initial training scenarios and the range of correct behaviors was quite limited. The current study provides a more rigorous empirical evaluation of the accuracy of these assessments. User modeling, based on behavioral and/or physiological measures, will be a key component of technologies implementing augmented cognition tools for training.
Purpose of Study
In our study, two-person teams of novices and experts engaged in a simulationbased scenario numerous times. We were particularly interested in differences between the expert and novice teams on facets of verbal communications. We expected that the expert teams would be more similar to each other than to the novice teams in terms of communication and that the novice teams to be more similar to each other than to the expert teams.
Methods

Participants
Eight participants took part in the experiment. Four participants were expert E-2 NFOs who had extensive in-flight experience and served as our Subject Matter Experts (SMEs). These four experts comprised two, two-person expert teams. The other four participants were novices and employees of Sandia National Laboratories. These novices met the demographics of an entry-level E-2 NFO and had undergone prior E-2 training, which enabled them to successfully complete the current mission on the EDRT. The four novices comprised two, two-person novice teams.
Materials
Materials included an E-2 Deployment Readiness Trainer (EDRT) simulator that was obtained from the Naval Air Systems Commands Manned Flight Simulator organization. The Joint Semi-Automated Forces (JSAF) simulation software was used to create and drive the scenario. The scenario was written by an expert E-2 NFO and consisted of a complex mission involving hostilities and an all-out air and sea engagement. In addition, the Sandia-developed Automated Expert Modeling and Student Evaluation (AEMASE) software was used in the analyses of the data.
Procedure
Participants were recruited via email or phone. Each two-person team was run separately over the course of one week. Both participants in the team were asked to sign an informed consent at the beginning of their first session. They were then introduced to the scenario and were informed of their roles for performing the scenario. There were two roles, the Air Control Officer (ACO) who only communicates only with the friendly forces and the Combat Information Center Officers (CICO) who only communicate with the warfare commanders ( Figure 1 ). Each team performed the scenario 14 times (over the course of a week) and each person played the same role for all iterations of the scenario. The scenario required the team to keep in constant communication with each other in order to successfully complete the mission. The scenario was written such that one team member could only communicate with the warfare commanders and the other team member could only communicate with the friendly forces. Thus, the team members had to communicate in order to keep each other up-to-date on the happenings and orders given in the scenario. The participants behavioral responses, voice communications and biometric (i.e., EEG) data were collected for all iterations of the scenario. At the end of the last iteration of the scenario, the participants were debriefed and thanked for their participation.
Available Data
We use the following shorthand for the 8 subjects. 
Metrics
Initial analysis identified metrics that differentiated expert from novice teams with respect to voice communications, yet may be reliably measured using current voice recognition technology (i.e. assumes a literal transcription may not be reliably achieved). Based on interaction with subject matter experts, reservist E-2 NFOs, three aspects of team communication were identified: (1) when a team communicates, (2) what they communicate, and (3) how they communicate. By studying when NFOs communicate, the responsiveness of the team to external events and information flow within the team may be assessed. However, what NFOs communicate is just as important each utterance should transmit important information communicated in a clear and understandable manner. Finally, the phonetic characteristics of the communication (e.g., tone and rhythm) play an important role in conveying cues such as urgency or importance. We focus on the first two aspects in this paper.
Pedal Presses
In order to operate the radio, subjects had to press and hold a pedal that would open a communication channel. Releasing the pedal closed the radio channel. The pedal presses provide information about when and how long subjects communicated.
Communications
Each subject performed 14 scenarios. Scenario 3 was manually transcribed and included filler words (um, ah, er, m, etc). The text of each subject was contained in a text file. Several of the other scenarios were automatically transcribed using the Sphinx speech-to-text engine. For each subject, per scenario, a document was created that contained all of their speech. The Text package of the Cognitive Foundry [2] was used to calculate term based representations of the speech of each of the subjects. The basic idea is to transform each document into a vector that indicates the terms in a document and then calculate the similarity by comparing the vectors. Weighting factors are applied to terms in order to emphasize rare terms. Figure 2 describes the process. We used the tfidf weighting factor which is described below. There are numerous ways of comparing two vectors. One common measure is the Euclidean distance. However, following work in this area, we use cosine similarity -which calculates the cosine of the angle between the two vectors. This quantity ranges from 0 to 1. Frequency (TFIDF) is a commonly used term weighting system that assigns a weight to each term in a document that is a function of its frequency (how often it occurs within the document, abbreviated tf) and its document frequency (in how many of the other documents the term appears as well, abbreviated df). The exact function is:
Term Frequency Inverse Document
where n is the total number of documents. Note that if a term appears in all documents the tfidf weight will be 0 (log(1)=0). Thus, a zero-document is often used that contains no terms so that the df will always range from 1 to n-1. In this work we always used a zero-document.
The intuition behind tfidf is to heavily weight terms that are high frequency and occur in only a few documents. Those terms should help to differentiate between the documents.
When Individuals Communicate
We first looked at whether there are differences in the frequency of communications between the novice and expert teams. The pedal presses of the subjects provides information on when a verbal communication occured and its length. Figure 4 shows the number of communication events per team over all scenarios. We see some very interesting differences between experts and novices. During the early scenarios expert and novice communication occurred at roughly the same rate. However by scenario 6 both expert teams have a significantly lower number of communication events. Figure 3 shows the duration of communication -the length of time the pedal was depressed. Novices had significantly longer communications, which corresponds to the higher number of communication events.
What Teams Communicate
We also looked at the language of the NFOs in the experiments. We will describe two analyses, one based on comparing the similarity of term vectors, and the other based on using machine learning techniques to learn a classifier of expert and novice language. Figure 5 shows the similarity between each NFO and all the other experts and novices on the manually transcribed scenario (self similarity was not counted). We can see that for 7 of 8 subjects, the two most similar subjects (using cosinesimilarity of term vectors) were in the same category of expertise (novice vs expert). This indicates that all the experts were using similar terms to each other, but not with novices.
Results for the Sphinx transcribed data showed similar patterns. Figure 6 shows the similarity for one of the automatically transcribed scenarios. In this scenario, the same pattern as before holds, experts are more similar to other experts than themselves, whereas novices are more similar to each other than to other experts. Only one novice NFO (N1ACO) was actually more similar to the experts than novices.
Fig. 5. Similarity between experts and novices on manual transcription
Fig. 6. Similarity between experts and novices on an automatically transcribed scenario
Our next question was to understand if particular terms of the subjects could indicate their expertise. To explore this, we utilized the perceptron learning algorithm to classify utterances of the subjects. This experiment uses the learning package of the Cognitive Foundry [3] .The idea is to use the perceptron learning algorithm to train a classifier that can distinguish between expert and novice team members.
The input to the perceptron algorithm is the term frequency vector -a vector where each element represents a term and the value of the element is the frequency of the term (this is exactly the tf value mentioned before).
The classifier learned to distinguish between the experts and novices with an error rate of .05 (5% of the utterances of a subject were misclassified). Through studying the weights of the classifier, we are able to determine terms that differentiate novices from experts. Table 1 shows some of the top terms. Interesting differences can be seen; for instance novices use the word "feet" to indicate altitude of entities, whereas experts did not use that word at all. 
Discussion and Future Work
The results above, while preliminary, indicate that language based metrics can help in differentiating between expert and novices. In addition, we have shown that we find the same patterns when using automated speech-to-text technology. This opens the door for large scale automated assessment. We found that experts communicate with lower frequency than novices, and that the overall time for communication is less with experts than novices. We also find that experts and novices differ in their terms, with experts being more similar to other experts and novices to other novices. Finally, through using the perceptron algorithm to classify the text of experts and novices, we have identified some of the words that differ between novices and experts.
There are many avenues for future work. Given the small number of participants, we did not perform any statistical analyses on our results. We would like to see if we can find the same differences among a larger set of experts and novices.
Preliminary analysis of phonetic patterns did not distinguish between experts and novices. However, our subject matter expert did indicate that phonetic differences were present in the data. Investigation into this aspect is one of the future goals for this project.
