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Minimax Optimal Additive Functional Estimation
with Discrete Distribution
Kazuto Fukuchi and Jun Sakuma
Abstract—This paper addresses a problem of estimating an
additive functional given n i.i.d. samples drawn from a discrete
distribution P = (p1, ..., pk) with alphabet size k. The additive
functional is defined as θ(P ;φ) =
∑k
i=1 φ(pi) for a function φ,
which covers the most of the entropy-like criteria. The minimax
optimal risk of this problem has been already known for some
specific φ, such as φ(p) = pα and φ(p) = −p ln p. However, there
is no generic methodology to derive the minimax optimal risk
for the additive function estimation problem. In this paper, we
reveal the property of φ that characterizes the minimax optimal
risk of the additive functional estimation problem; this analysis
is applicable to general φ. More precisely, we reveal that the
minimax optimal risk of this problem is characterized by the
divergence speed of the function φ.
Index Terms—Estimation, Statistical analysis, Entropy, Func-
tion approximation
I. INTRODUCTION
Let P be a probability measure with alphabet size k, where
we use a vector representation of P ; i.e., P = (p1, ..., pk) and
pi = P{i}. Let φ be a mapping from [0, 1] to R. Given a set
of i.i.d. samples Sn = {X1, ..., Xn} ∼ Pn, we deal with a
problem of estimating an additive functional of φ. The additive
functional θ of φ is defined as
θ(P ;φ) =
k∑
i=1
φ(pi).
We simplify this notation to θ(P ;φ) = θ(P ). Most entropy-
like criteria can be formed in terms of θ. For instance, when
φ(p) = −p ln p, θ is Shannon entropy. For a positive real α,
letting φ(p) = pα, ln(θ(P ))/(1− α) becomes Re´nyi entropy.
More generally, letting φ = f where f is a concave function,
θ becomes f -entropies [3]. The estimation problem of such
entropy-like criteria is a basic but important component for
various research areas, such as physics [4], neuroscience [5],
security [6], and machine learning [7], [8].
The goal of this study is to construct the minimax op-
timal estimator of θ given a function φ. To precisely de-
fine the minimax optimality, we introduce the (quadratic)
minimax risk. A sufficient statistic of P is a histogram
N = (N1, ..., Nk), where letting 1{·} be the indicator function,
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Nj =
∑n
i=1 1{Xi=j} and N ∼ Multinomial(n, P ). The
estimator of θ can thus be defined as a function θˆ : [n]k → R,
where [m] = {1, ...,m} for an integer m. The quadratic
minimax risk is defined as
R∗(n, k;φ) = inf
θˆ
sup
P∈Mk
E
[(
θˆ(N)− θ(P )
)2]
,
where Mk is the set of all probability measures on [k], and
the infimum is taken over all estimators θˆ. With this definition,
an estimator θˆ is minimax (rate-)optimal if there is a constant
C > 0 such that
sup
P∈Mk
E
[(
θˆ(N)− θ(P )
)2]
≤ CR∗(n, k;φ).
Since no estimator achieves smaller worst case risk than the
minimax risk, we can say that the minimax optimal estimator
is the best regarding the worst case risk.
Notations. We now introduce some additional notations. For
any positive real sequences {an} and {bn}, an & bn denotes
that there exists a positive constant c such that an ≥ cbn.
Similarly, an . bn denotes that there exists a positive constant
c such that an ≤ cbn. Furthermore, an ≍ bn implies an & bn
and an . bn. For an event E , we denote its complement as
Ec. For two real numbers a and b, a ∨ b = max{a, b} and
a ∧ b = min{a, b}.
A. Related Work
Many researchers have been dealing with the estimation
problem of the additive functional and provides many esti-
mators and analyses in decades past. The plugin estimator or
the maximum likelihood estimator (MLE) is the simplest way
to estimate the additive functional θ, in which the empiri-
cal probabilities P˜ = (pˆ1, ..., pˆk) are substituted into θ as
θ(P˜ ). The plugin estimator is asymptotically consistent [9],
asymptotically efficient and minimax optimal [10] under weak
assumptions for fixed k. However, this is not true for the large-
k regime. Indeed, Jiao et al. [11] and Wu et al. [12] derived
a lower bound for the quadratic risk for the plugin estimator
of φ(p) = −p ln(p) and φ(p) = pα. In the case of Shannon
entropy, the lower bound is given by Jiao et al. [11] as
sup
P∈Mk
E
[(
θˆplugin(N)− θ(P )
)2]
&
k2
n2
+
ln2 k
n
. (1)
The first term k2/n2 comes from the bias and indicates that
if k grows linearly with respect to n, the plugin estimator
becomes inconsistent. Bias-correction methods, such as [13]–
[15], can be applied to the plugin estimator of φ(p) = −p ln p
to reduce the bias whereas these bias-corrected estimators are
2TABLE I
SUMMARY OF EXISTING RESULTS.
φ α minimax risk condition
pα (0, 1/2] k
2
(n lnn)2α
ln k & lnn [11]
pα (1/2, 1) k
2
(n lnn)2α
+ k
2−2α
n
- [11]
−p ln p - k
2
(n lnn)2α
+ ln
2 k
n
- [11], [12]
pα (1, 3/2) 1
(n lnn)2α−2 k ≍ n lnn [11]
pα ≥ 3/2 1
n
- [25]
1p>0 - k2e
−(
√
n ln k
k
∨
n
k
∨1) - [24]
still inconsistent if k is larger than n. The estimators based
on Bayesian approaches in [16]–[18] are also inconsistent for
k & n [19].
Paninski [20] firstly revealed existence of a consistent
estimator even if the alphabet size k is larger than linear
order of the sample size n. However, they did not provide
a concrete form of the consistent estimator. The first estimator
that achieves consistency in the large-k regime is proposed by
Valiant et al. [21]. However, the estimator of [21] has not been
shown to achieve the minimax rate even in a more detailed
analysis in [22].
Recently, many researchers investigated the minimax opti-
mal risk for the additive functionals in the large-k regime for
some specific φ. Acharya et al. [23] showed that the bias-
corrected estimator of Re´nyi entropy achieves the minimax
optimal risk in regard to the sample complexity if α > 1
and α ∈ N, but they did not show the minimax optimality
for other α. Jiao et al. [11] introduced a minimax optimal
estimator for φ(p) = pα for any α ∈ (0, 3/2) in the large-k
regime. Wu et al. [24] derived a minimax optimal estimator
for φ(p) = 1p>0. For φ(p) = −p ln p, Jiao et al. [11]
and Wu et al. [12] independently introduced the minimax
optimal estimator in the large-k regime. Table I shows the
summary of the existing minimax optimal risks for the additive
functional estimation with some specific φ. The first column
shows the target function φ, and the second column denotes the
parameter appeared in φ. The third column shows the minimax
optimal risk corresponding to φ, where these rates only proved
when the condition shown in the fourth column is satisfied.
In the case of Shannon entropy, the optimal risk was obtained
as
R∗(n, k;φ) ≍ k
2
(n lnn)2
+
ln2 k
n
.
The first term is improved from Eq. (1). It indicates that
the introduced estimator can consistently estimate Shannon
entropy even when k & n, as long as n & k/ lnk.
While the recent efforts revealed the minimax optimal
estimators for the additive functionals with some specific
φ, there is no unified methodology to derive the minimax
optimal estimator for the additive functional with general φ.
Jiao et al. [11] suggested that their proposed estimator can
be extended for general additive functional θ. However, the
minimax optimality of the estimator was only proved for
specific cases of φ, including φ(p) = −p ln p and φ(p) = pα.
To prove the minimax optimality for other φ, we need to
individually analyze the minimax optimality for specific φ.
The aim of the present paper is to clarify which property
of φ substantially influences the minimax optimal risk when
estimating the additive functional.
The optimal estimators for divergences with large alphabet
size have been investigated in [26]–[29]. The estimation prob-
lems of divergences are much complicated than the additive
function, while the similar techniques were applied to derive
the minimax optimality.
B. Contributions
In this paper, we investigate the minimax optimal risk of
the additive functional estimation and reveal a substantial
property of φ that characterizes the minimax optimal risk.
More precisely, we show that the divergence speed of φ, which
is defined as below, characterizes the minimax optimal risk of
the additive functional estimation.
Definition 1 (Divergence speed). For a positive integer ℓ and
α ∈ R, the ℓth divergence speed of φ ∈ Cℓ[0, 1] is pα if there
exist constants Wℓ > 0, cℓ ≥ 0 and c′ℓ ≥ 0 such that for all
p ∈ (0, 1),
Wℓp
−ℓ+α − c′ℓ ≤
∣∣∣φ(ℓ)(p)∣∣∣ ≤Wℓp−ℓ+α + cℓ.
The divergence speed is faster if α is larger. Informally,
the meaning of “the ℓth divergence speed of a function f(p)
is pα” is that
∣∣f (ℓ)(p)∣∣ goes to infinity at the same speed of
the ℓth derivative of pα when p approaches 0. In Table I, the
divergence speed of φ(p) = pα for non-integer α is pα for
any ℓ > α. Also, the divergence speed of φ(p) = −p ln p is
p1 for any ℓ > 1.
The results are summarized in Table II. This table shows the
minimax optimal risk (third column), the condition to prove
the minimax optimal risk (fourth column), and the estimator
that achieves the optimal risk (fifth column) for each range of
α. The column ℓ (second column) means that the presented
minimax optimality is valid if the ℓth divergence speed of φ is
pα. As we can see from Table II, the minimax risk are affected
only by α. Thus, we success to characterize the minimax
optimal risk only by the property of φ, i.e., α in the divergence
speed, without specifying φ. In general, the convergence speed
of the minimax optimal risk becomes faster as α increases but
is saturated for α ≥ 3/2.
As shown in Table II, the behaviour of the minimax optimal
risk is changed by the ranges of α. If α ≤ 0, φ is an unbounded
function. Thus, we trivially show that there is no consistent
estimator of θ. In other words, the minimax optimal rate is
larger than constant order if α ≤ 0. This means that there is
no reasonable estimator if α ≤ 0, and thus there is no need to
derive the minimax optimal estimator for this case.
For α ∈ (1/2, 1) and α ∈ [3/2, 2], Jiao et al. [11] showed
the same minimax optimal risk for φ(p) = pα. Besides, Jiao et
al. [11] and Wu et al. [12] proved the same minimax optimal
risk for φ(p) = −p ln p. Our result is a generalized version of
their results such that it is applicable to the general φ including
φ(p) = pα and φ(p) = −p ln p.
3TABLE II
SUMMARY OF RESULTS.
α ℓ minimax risk condition estimator
≤ 0 1 no consistent estimator -
(0, 1/2] 4 k
2
(n lnn)2α
k & ln4 n best poly. & 2nd-order bias-correction
(1/2, 1) 4 k
2
(n lnn)2α
+ k
2−2α
n
- best poly. & 2nd-order bias-correction
1 4 k
2
(n lnn)2
+ ln
2 k
n
- best poly. & 2nd-order bias-correction
(1, 3/2) 6 k
2
(n lnn)2α
+ 1
n
- best poly. & 4th-order bias-correction
[3/2, 2] 2 1
n
- plugin
For α ∈ (0, 1/2], we show that the minimax optimal risk
is
k2
(n lnn)2α
,
where we assume k & ln4 n to prove the above rate. As
an existing result, Jiao et al. [11] proved the same minimax
optimal risk for φ(p) = pα, where their proof requires an
assumption ln k & lnn (first row in Table I). Their assumption
is stronger than the assumption we assumed, i.e., k & ln4 n.
In this sense, we provide clearer understanding of the additive
functional estimation problem for this case.
For α ∈ (1, 3/2), we prove the following minimax optimal
risk
k2
(n lnn)2α
+
1
n
. (2)
As an existing result for this range, Jiao et al. [11] investigated
the minimax optimal risk for φ(p) = pα. As shown in
Table I (fourth row), they showed that the minimax optimal
rate for φ(p) = pα is 1/(n lnn)2α−2. However, their anal-
ysis requires the strong condition k ≍ n lnn, and minimax
optimality for α ∈ (1, 3/2) is, therefore, far from clear
understanding. In contrast, we success to prove Eq. (2) without
any condition on the relationship between k and n. As a result,
we clarify the number of samples that is necessary to estimate
θ consistently.
II. PRELIMINARIES
A. Poisson Sampling
We employ the Poisson sampling technique to derive upper
and lower bounds for the minimax risk. The Poisson sampling
technique models the samples as independent Poisson distribu-
tions, while the original samples follow a multinomial distri-
bution. Specifically, the sufficient statistic for P in the Poisson
sampling is a histogram N˜ = (N˜i, ..., N˜k), where N˜1, ..., N˜k
are independent random variables such that N˜i ∼ Poi(npi).
The minimax risk for Poisson sampling is defined as follows:
R˜∗(n, k;φ) = inf
{θˆ}
sup
P∈Mk
E
[(
θˆ(N˜)− θ(P )
)2]
.
The minimax risk of the Poisson sampling well approximates
that of the multinomial distribution. Indeed, Jiao et al. [11]
presented the following lemma.
Lemma 1 (Jiao et al. [11]). The minimax risk under the
Poisson model and the multinomial model are related via the
following inequalities:
R˜∗(2n, k;φ)− sup
P∈Mk
|θ(P )|e−n/4
≤ R∗(n, k;φ) ≤ 2R˜∗(n/2, k;φ).
Lemma 1 states R∗(n, k;φ) ≍ R˜∗(n, k;φ), and thus we can
derive the minimax rate of the multinomial distribution from
that of the Poisson sampling.
B. Polynomial Approximation
Cai et al. [30] presented a technique of the best polynomial
approximation for deriving the minimax optimal estimators
and their lower bounds for the risk. Besides, Jiao et al. [25]
used the Bernstein polynomial approximation to derive the
upper bound on the estimation error of the plugin estimator.
We use such polynomial approximation techniques to derive
the upper and the lower bound on the minimax optimal risk
for the additive functional estimation.
The key to characterize these approximations is the
(weighted) modulus of smoothness. For an interval I ⊆ R,
let us define the Lth finite difference of a real-valued scalar
function φ at point x ∈ I as
(∆Lhφ)(x) =
L∑
m=0
(−1)L−m
(
L
m
)
φ(x + (L/2−m)h),
if x−hL/2 ∈ I and x+hL/2 ∈ I , and otherwise (∆Lhφ)(x) =
0. The modulus of smoothness of φ on an interval I is defined
as
ωL(φ, t; I) = sup
h∈(0,t]
sup
x∈I
∣∣(∆Lhφ)(x)∣∣.
More generally, we can define the weighted modulus of
smoothness by introducing a weight function ϕ. The weighted
modulus of smoothness of φ on an interval I is defined as
ωLϕ(φ, t; I) = sup
h∈(0,t]
sup
x∈I
∣∣(∆Lhϕφ)(x)∣∣.
Note that ωLϕ(φ, t; I) = ω
L(φ, t; I) for ϕ(x) = 1. ω1 is also
known as the modulus of continuity.
We introduce a useful property of the modulus of smooth-
ness, which will be used in later analyses:
Lemma 2 (DeVore et al. [31]). For a positive integer r and
any k times continuously differentiable function f : [−1, 1]→
4R where k < r, there exists a constant C > 0 only depending
on r such that
ωr(f, t; [−1, 1]) ≤ Ctkωr−k(f (k), t; (−1, 1)).
For later analyses, we use two kinds of polynomial ap-
proximations; Bernstein polynomial approximation and best
polynomial approximation.
Bernstein Polynomial Approximation A Bernstein poly-
nomial is a linear combination of Bernstein basis polynomials,
which is defined as
bν,L(x) =
(
L
ν
)
xν(1− x)L−ν for ν = 0, ..., L.
Given a function φ : [0, 1] → R, the polynomial obtained
by the Bernstein polynomial approximation with degree-L is
defined as
BL[φ] =
L∑
ν=0
φ
( ν
L
)
bν,L.
If φ is continuous on [0, 1], the Bernstein polynomial con-
verges to φ as L tends to ∞.
Ditzian [32] provided an upper bound of the pointwise
error on the Bernstein polynomial approximation by using the
second-order modulus of smoothness:
Theorem 1 (A special case of Ditzian [32]). Given a function
φ : [0, 1]→ R, for an arbitrary x ∈ [0, 1], we have
|BL[φ](x) − φ(x)| . ω2
(
φ,
√
x(1 − x)
L
)
.
Best Polynomial Approximation Let PL be the set of
polynomials of which degree is up to L. Given a polynomial
g and a function φ defined on an interval I ⊆ [0, 1], the L∞
error between φ and g is defined as
sup
x∈I
|φ(x) − p(x)|.
The best polynomial of φ with a degree-L polynomial is a
polynomial g ∈ PL that minimizes the L∞ error. Such a
polynomial uniquely exists if φ is continuous and can be
obtained, for instance, by the Remez algorithm [33] if I is
bounded.
The error of the best polynomial approximation is defined
as
EL(φ, I) = inf
g∈PL
sup
x∈I
|φ(x) − g(x)|.
This error is non-increasing as L increases because PL covers
all the smaller degree polynomials, i.e., P0 ⊂ P1 ⊂ P2 ⊂
... ⊂ PL. Decreasing rate of this error with respect to the
degree L has been studied well since the 1960s [34]–[37].
Ditzian et al. [36] revealed that if I = [−1, 1], the weighted
modulus of smoothness with ϕ(x) =
√
1− x2 characterizes
the best polynomial approximation error regarding L. They
showed that the following direct and converse inequalities:
Lemma 3 (direct result [36]). For a continuous function φ
defined on [−1, 1], we have for L ≥ r,
EL(φ, [−1, 1]) . ωrϕ(φ, L−1).
Lemma 4 (converse result [36]). For a continuous function φ
defined on [−1, 1], we have
ωrϕ(φ, L
−1; [−1, 1]) . L−r
L∑
m=0
(m+ 1)r−1Em(φ, [−1, 1]).
As a consequence of these lemmas, the best polynomial
approximation error is characterized by the weighted modulus
of smoothness as follows:
Theorem 2 (Ditzian et al. [36]). Let φ be a continuous real-
valued function on [−1, 1]. Then, for β ∈ (0, L),
EL(φ, [−1, 1]) ≍ L−β and ωLϕ(φ, t; [−1, 1]) ≍ t−β
are equivalent, where ϕ(x) =
√
1− x2.
From Theorem 2, we can obtain the best polynomial ap-
proximation error rate regarding L by analyzing the weighted
modulus of smoothness.
III. MAIN RESULTS
Our main results reveal the minimax optimal risk of the
additive functional estimation in characterizing with the di-
vergence speed defined in Definition 1. The behaviour of the
minimax optimal risk varies depending on the range of α as
α < 0, α ∈ (0, 1/2], α ∈ (1/2, 1), α = 1, α ∈ (1, 3/2),
α ≥ 3/2. We will show the minimax optimal risk for each
range of α one by one.
First, we demonstrate that we cannot construct a consistent
estimator for α < 0.
Proposition 1. Suppose φ : [0, 1] → R is a function whose
first divergence speed is pα for α < 0. Then, there is no
consistent estimator, i.e., R∗(n, k;φ) & 1.
The proof of Proposition 1 is given in Section A. The
consistency is a necessary property for a reasonable estimator,
and thus this proposition show that there is no reasonable
estimator if α > 0. For this reason, there is no need to derive
the minimax optimal estimator in this case.
For α ∈ (0, 1/2], the minimax optimal risk is obtained as
follows.
Theorem 3. Suppose φ : [0, 1]→ R is a function whose fourth
divergence speed is pα for α ∈ (0, 1/2]. If n & k1/α/ lnk and
k & ln4 n, the minimax optimal risk is obtained as
R∗(n, k;φ) ≍ k
2
(n lnn)2α
.
If n . k1/α/ ln k, there is no consistent estimator.
For this range, Jiao et al. [11] showed the same minimax
optimal risk for the specific function φ(p) = pα. However,
their analysis needs stronger condition, ln k & lnn, to prove
k2
(n lnn)2α rate. We success to prove this rate with weaker
condition k & ln4 n. However, for k . ln4 n, the optimal
risk is not obtained in the current analysis and remains as an
open problem.
We follow the similar manner of [11] to derive the estimator
that achieves Theorem 3. In [11], the optimal estimator is
5constructed from two estimators; best polynomial estimator
and bias-corrected plugin estimator. The best polynomial
estimator is an unbiased estimator of the polynomial that
best approximates φ. The bias-corrected plugin estimator is
an estimator obtained by applying two techniques to the
plugin estimator of φ. The first technique is Miller’s bias-
correction [13], which offsets the second-order approximation
of the bias. The second technique deals with the requirement
from the plugin estimator; that is, the plugging function should
be smooth. Jiao et al. utilized some interpolation technique
to fulfill the smoothness requirement. However, the second
technique is not applicable to general φ directly. We therefore
introduce truncation operator as a surrogate of the interpo-
lation technique. We will describe the optimal estimator for
general φ using the truncation operator in Section IV.
Next, the following theorem gives the optimal risk of the
additive functional estimation for α ∈ (1/2, 1).
Theorem 4. Suppose φ : [0, 1]→ R is a function whose fourth
divergence speed is pα for α ∈ (1/2, 1). If n & k1/α/ ln k,
the minimax optimal risk is obtained as
R∗(n, k;φ) ≍ k
2
(n lnn)2α
+
k2−2α
n
,
otherwise there is no consistent estimator.
Jiao et al. [11] also showed the same minimax optimal
risk for φ(p) = pα with this range of α. Theorem 4 gen-
eralizes their result to general φ. The optimal estimator for
α ∈ (1/2, 1) is equivalent to the estimator for α ∈ (0, 1/2].
If α = 1, the optimal minimax risk is obtained as the
following theorem.
Theorem 5. Suppose φ : [0, 1] → R is a function whose
fourth divergence speed is pα for α = 1. If n & k1/α/ ln k,
the minimax optimal risk is obtained as
R∗(n, k;φ) ≍ k
2
(n lnn)2
+
ln2 k
n
,
otherwise there is no consistent estimator.
One of the functions that satisfies the divergence speed
assumption with α = 1 is φ(p) = −p ln p, and the optimal risk
of this function was revealed by Jiao et al. [11] and Wu et al.
[12]. They showed the same optimal risk for φ(p) = −p ln p,
and thus Theorem 5 is a generalized version of their result.
The optimal estimator is also equivalent to the estimator for
α ∈ (0, 1/2].
If α ∈ (1, 3/2), the optimal minimax risk is obtained as the
following theorem.
Theorem 6. Suppose φ : [0, 1]→ R is a function whose sixth
divergence speed is pα for α ∈ (1, 3/2). If n & k1/α/ ln k,
the minimax optimal risk is obtained as
R∗(n, k;φ) ≍ k
2
(n lnn)2α
+
1
n
,
otherwise there is no consistent estimator.
For this range, Jiao et al. [11] showed the minimax optimal
risk for φ(p) = pα as 1(n lnn)2α−2 under the condition that
k ≍ n lnn. In contrast, we success to prove the minimax
optimal risk for this range without the condition k ≍ n lnn.
The first term corresponds to their result because it is same
as their result under the condition they assume. The optimal
estimator is similar to the estimator for α ∈ (0, 1/2] except
that we apply a slightly different bias-correction technique to
the bias-corrected plugin estimator. In the estimator for α ∈
(0, 1/2], we use the bias-correction technique of Miller [13],
which offsets the second order Taylor approximation of bias.
Instead of the Miller’s technique, we introduce a technique
that offsets the fourth order Taylor approximation of the bias.
This technique will be explained in detail in Section IV.
A lower bound for the second term in Theorems 4 to 6 is
easily obtained by applying Le Cam’s two point method [38].
For proving the lower bound of the first term in Theorems 3
to 6, we follow the same manner of the analysis given by Wu
et al. [24], in which the minimax lower bound is connected to
the lower bound on the best polynomial approximation. Our
careful analysis of the best polynomial approximation yields
the lower bound.
The optimal minimax risk for α ∈ [3/2, 2] is obtained as
follows.
Theorem 7. Suppose φ : [0, 1] → R is a function whose
second divergence speed is pα for α ∈ [3/2, 2]. Then, the
minimax optimal risk is obtained as
R∗(n, k;φ) ≍ 1
n
.
Remark 1. The second divergence speed of φ is p2 as long
as the second derivative of φ is bounded. Since a function
whose ℓth divergence speed is pα for any α ≥ 2 and ℓ ≥ α
has bounded second derivative, this result covers all cases for
α ≥ 3/2.
The upper bound is obtained by employing the plugin
estimator; its analysis is easy if α = 2 because the second
derivative of φ is bounded. For α ∈ [3/2, 2), we extend the
analysis of φ(p) = pα given by Jiao et al. [25] to be applicable
to general φ. The lower bound can be obtained easily by
application of Le Cam’s two point method [38].
IV. ESTIMATOR FOR α ∈ (0, 3/2)
In this section, we describe our estimator for θ in the case
α ∈ (0, 3/2). The optimal estimator for α ∈ (0, 3/2) is
composed of the bias-corrected plugin estimator and the best
polynomial estimator. We first describe the overall estimation
procedure on the supposition that the bias-corrected plugin
estimator and the best polynomial estimator are black boxes.
Then, we describe the bias-corrected plugin estimator and the
best polynomial estimator in detail.
For simplicity, we assume the samples are drawn from the
Poisson sampling model, where we first draw n′ ∼ Poi(2n),
and then draw n′ i.i.d. samples Sn′ = {X1, ..., Xn′}. Given
the samples Sn′ , we first partition the samples into two sets.
We use one set of the samples to determine whether the bias-
corrected plugin estimator or the best polynomial estimator
should be employed, and the other set is used to estimate
θ. Let {Bi}n
′
i=1 be i.i.d. random variables drawn from the
6Bernoulli distribution with parameter 1/2, i.e., P{Bi = 0} =
P{Bi = 1} = 1/2 for i = 1, ..., n′. We partition (X1, ..., Xn′)
according to (B1, ..., Bn′), and construct the histograms N˜
and N˜ ′, which are defined as
N˜i =
n′∑
j=1
1Xj=i1Bj=0, N˜
′
i =
n′∑
j=1
1Xj=i1Bj=1,
for i ∈ [n]. Then, N˜ and N˜ ′ are independent histograms, and
N˜i, N˜
′
i ∼ Poi(npi).
Given N˜ ′, we determine whether the bias-corrected plugin
estimator or the best polynomial estimator should be employed
for each alphabet. Let ∆n,k be a threshold depending on n
and k to determine which estimator is employed, which will
be specified as in Theorem 8 on page 7. We apply the best
polynomial estimator if N˜ ′i < 2∆n,k, and otherwise, i.e.,
N˜ ′i ≥ 2∆n,k, we apply the bias-corrected plugin estimator.
Let φpoly and φplugin be the best polynomial estimator and
the bias-corrected plugin estimator for φ, respectively. Then,
the estimator of θ is written as
θˆ(N˜)=
k∑
i=1
(
1N˜ ′
i≥2∆n,kφplugin(N˜i)+1N˜ ′i<2∆n,kφpoly(N˜i)
)
.
Next, we describe the details of the best polynomial estimator
φpoly and the bias-corrected plugin estimator φplugin.
A. Best Polynomial Estimator
The best polynomial estimator is an unbiased estimator of
the polynomial that provides the best approximation of φ. Let
{am}Lm=0 be coefficients of the polynomial that achieves the
best approximation of φ by a degree-L polynomial with range
I = [0,
4∆n,k
n ∧ 1], where L will be specified in Theorem 8
on page 7. Then, the approximation of φ by the polynomial
at point pi is written as
φL(pi) =
L∑
m=0
amp
m
i . (3)
From Eq. (3), an unbiased estimator of φL can be derived
from an unbiased estimator of pmi . For the random variable N˜i
drawn from the Poisson distribution with mean parameter npi,
the expectation of themth factorial moment (N˜i)m =
N˜i!
(N˜i−m)!
becomes (npi)
m. Thus,
(N˜i)m
nm is an unbiased estimator of p
m
i .
Substituting this into Eq. (3) gives the unbiased estimator of
φL(pi) as
φ¯poly(N˜i) =
L∑
m=0
am
nj
(N˜i)m.
Next, we truncate φ¯poly so that it is not outside of the
domain of φ(p). Let φ
inf,
4∆n,k
n
= inf
p∈[0, 4∆n,k
n
∧1] φ(p) and
φ
sup,
4∆n,k
n
= sup
p∈[0, 4∆n,k
n
∧1] φ(p). Then, the best polyno-
mial estimator is defined as
φpoly(N˜i) = (φ¯poly(N˜i) ∧ φsup, 4∆n,k
n
) ∨ φ
inf,
4∆n,k
n
.
B. Bias-corrected Plugin Estimator
The problem of the plugin estimator is that it causes a large
bias when the occurrence probability pi of an alphabet is small.
This large bias comes from a large derivative around p = 0. To
avoid this large bias, we truncate the function φ as follows:
T∆[φ](p) =


φ(∆) if p < ∆,
φ(p) if ∆ ≤ p ≤ 1,
φ(1) if p > 1.
Besides, we define the derivative of the truncated function as
T
(ℓ)
∆ [φ](p) =


0 if p < ∆,
φ(ℓ)(p) if ∆ ≤ p ≤ 1,
0 if p > 1,
where φ(ℓ)(1) = limp↑1 φ(ℓ)(p). Then, we construct bias-
corrected plugin estimators for this truncated function. Note
that this derivative is not the same as the standard derivative of
T∆[φ](p) because T∆[φ](p) is not differentiable at p = ∆ and
p = 1. Even when differentiability is lost by this truncation, a
technique using the generalized Hermite interpolation shown
in Section VI enables us to obtain the bounds on the bias
and variance of the bias-corrected plugin estimator for this
truncated function.
We use a slightly different bias correction methods for
α ∈ (0, 1] and α ∈ (1, 3/2). We use second-order bias
correction for α ∈ (0, 1] and fourth-order bias correction for
α ∈ (1, 3/2). We describe the second-order bias correction
first and then move onto description of the fourth-order bias
correction.
Second-order bias correction. For α ∈ (0, 1], we employ
the plugin estimator with the Miller’s bias correction [13]. The
bias correction offsets the second-order Taylor approximation
of the bias, which is obtained as follows.
E
[
φ
(
N˜
n
)
− φ(p)
]
≈E

φ(2)(p)
2
(
N˜
n
− p
)2 = pφ(2)(p)
2n
,
where N˜ ∼ Poi(np) for p ∈ (0, 1). The bias corrected function
is hence obtained as φ2(p) = φ(p)− pφ
(2)(p)
2n .
Using the truncation operator, the truncated second-order
bias corrected function is defined as
φ¯2,∆(p) = T∆[φ](p)− p
2n
T
(2)
∆ [φ](p).
Then, φplugin is the plugin estimator of φ¯2; that is
φplugin(N˜) = φ¯2,∆
(
N˜
n
)
.
Forth-order bias correction. For α ∈ (1, 3/2), we employ
the fourth order bias correction. In analogy with the second-
order bias correction, the fourth order bias correction offsets
the fourth order approximation of bias. By the Taylor approx-
imation, the bias of the plugin estimator for φ2 is obtained
as
E
[
φ2
(
N˜
n
)
− φ(p)
]
≈− pφ
(3)
3n2
− 5pφ
(4)
24n3
− p
2φ(4)
8n2
.
7Thus, the fourth-order bias corrected function is obtained as
φ4(p) = φ2(p) +
pφ(3)
3n2 +
5pφ(4)
24n3 +
p2φ(4)
8n2 .
As well as the second order bias correction, we define the
truncated fourth-order bias corrected function as
φ¯4,∆(p) = T∆[φ](p) − p
2n
T
(2)
∆ [φ](p)
+
p
3n2
T
(3)
∆ [φ](p) +
5p
24n3
T
(4)
∆ [φ](p) +
p2
8n2
T
(4)
∆ [φ](p).
Then, φplugin is the plugin estimator of φ¯4; that is,
φplugin(N˜) = φ¯4,∆
(
N˜
n
)
.
V. CONSEQUENTIAL PROPERTIES OF DIVERGENCE SPEED
ASSUMPTION
In this section, we present some properties that come from
the divergence speed assumption; these properties are useful
for the later analyses.
A. Lower Order Divergence Speed
If the ℓth divergence speed of a function φ is pα for some
ℓ and α, the same divergence speed is satisfied for the lower
order, such as ℓ − 1, ℓ − 2,..., under a certain condition. The
precise claim is shown in the following lemma.
Lemma 5. For a real α, let φ : [0, 1] → R be an ℓ-
times continuously differentiable function on (0, 1) whose ℓth
divergence speed is pα. If ℓ > 1+α, the (ℓ− 1)th divergence
speed of φ is also pα.
The proof of this lemma can be found in Section A. We
immediately obtain a consequence lemma of Lemma 5:
Lemma 6. For a real α, let φ : [0, 1] → R be an ℓ-
times continuously differentiable function on (0, 1) whose ℓth
divergence speed is pα. Then, for any positive integer m such
that m < α and m ≤ ℓ, the mth divergence speed of φ is also
pα.
Proof. Applying Lemma 5 (ℓ−m) times yields the claim.
When α is an integer, αth derivative of φ(p) diverges as
p approaches to zero with logarithmic divergence speed as
shown in the following lemma:
Lemma 7. For a positive integer α, let φ : [0, 1]→ R be an
ℓ-times continuously differentiable function on (0, 1) whose
ℓth divergence speed is pα, where α < ℓ. Then, there exists
constants Wα > 0, cα ≥ 0 and c′α ≥ 0 such that for all
p ∈ (0, 1),
Wα ln(1/p)− c′α ≤
∣∣∣φ(α)(p)∣∣∣ ≤Wα ln(1/p) + cα.
The proof of Lemma 7 is also shown in Section A. The
bounds on |φ(α)(p)| in Lemma 7 is similar to the divergence
speed in Definition 1 except p−ℓ+α is replaced by ln(1/p).
The function ln(1/p) diverges to infinity as p approaches to
zero where its speed is slower than p−ℓ+α for any real α and
any integer ℓ such that α < ℓ.
B. Ho¨lder Continuity
The divergence speed assumption induces Ho¨lder continuity
to φ. For a real β ∈ (0, 1], a function φ : I → R is β-Ho¨lder
continuous on I if
‖φ‖CH,β = sup
x 6=y∈I
|φ(x) − φ(y)|
|x− y|β
<∞.
In particular, 1-Ho¨lder continuity is known as Lipschitz con-
tinuity.
We reveal Ho¨lder continuity in φ and its derivative under
the assumption that the ℓth divergence speed of φ is pα. We
derive the Ho¨lder continuity by dividing α into three cases;
α ∈ (0, 1), α = 1, and α ∈ (1, 2).
Lemma 8. Suppose φ : [0, 1] → R is a function whose ℓth
divergence speed is pα for α ∈ (0, 1) and α ≤ ℓ. Then, φ is
α-Ho¨lder continuous.
Lemma 9. Suppose φ : [0, 1] → R is a function whose ℓth
divergence speed is pα for α = 1 and α ≤ ℓ. Then, φ is
β-Ho¨lder continuous for any β ∈ (0, 1).
Lemma 10. Suppose φ : [0, 1] → R is a function whose ℓth
divergence speed is pα for α ∈ (1, 2) and α ≤ ℓ such that
φ(1)(0) = 0. If α ∈ (1, 2), φ is Lipschitz continuous, and φ(1)
is (α− 1)-Ho¨lder continuous.
Note that we can assume φ(1)(0) = 0 without loss of
generality because, for any c ∈ R, θ(P ;φ) = θ(P ;φc) where
φc(p) = φ(p) + c(p− 1/k).
VI. UPPER BOUND ANALYSIS
In this section, we analyze the worst-case quadratic errors
of the plugin estimator and the proposed estimator described
in Section IV. We will prove the following theorems:
Theorem 8. Suppose φ : [0, 1] → R is a function such that
one of the following condition holds:
1) the fourth divergence speed of φ is pα for α ∈ (0, 1],
2) the sixth divergence speed of φ is pα for α ∈ (1, 3/2).
Let L = ⌊C1 lnn⌋ and ∆n,k = C2 lnn where C1 and C2
are universal constants such that C2 > 8α, C
3
2C1 ≤ 1/2,
and 2 − 3C1 ln 2− 2
√
C1C2 ln(2e) > α. If α ∈ (0, 1/2), the
worst-case risk of θˆ is bounded above as
sup
P∈Mk
E
[(
θˆ(N˜)− θ(P )
)2]
.
k2
(n lnn)2α
,
where we need k & ln4α−1 n if α ∈ (1/4, 1/2). If α ∈
[1/2, 1), the worst-case risk of θˆ is bounded above as
sup
P∈Mk
E
[(
θˆ(N˜)− θ(P )
)2]
.
k2
(n lnn)2α
+
k2−2α
n
,
If α = 1, the worst-case risk of θˆ is bounded above as
sup
P∈Mk
E
[(
θˆ(N˜)− θ(P )
)2]
.
k2
(n lnn)2
+
ln2 k
n
.
If α ∈ (1, 3/2), the worst-case risk of θˆ is bounded above as
sup
P∈Mk
E
[(
θˆ(N˜)− θ(P )
)2]
.
k2
(n lnn)2α
+
1
n
.
8Theorem 9. Suppose φ : [0, 1] → R is a function whose
second divergence speed is pα for α ∈ [3/2, 2]. Then, the
worst-case risk of the plugin estimator is bounded above as
sup
P∈Mk
E
[(
θˆplugin(N)− θ(P )
)2]
.
1
n
.
We firstly give the proof of Theorem 8 in Section VI-A.
Then, we move to the proof of Theorem 9 in Section VI-B.
For convenience, we use Bias and Var to denote bias and
variance, which are formally defined as
Bias[X ] = |E[X ]|, Var[X ] = E
[
(X −E[X ])2
]
,
for a random variable X .
A. Analyses for α ∈ (0, 3/2)
The first step to prove Theorem 8 is the bias-variance
decomposition, which gives for any P ∈ Mk,
E
[(
θˆ(N˜)−θ(P )
)2]
=Bias
[
θˆ(N˜ )−θ(P )
]2
+Var
[
θˆ(N˜)
]
.
We therefore will derive bounds on the bias and the variance
of θˆ.
Let the bias and variance of φˆpoly and φˆplugin for each
alphabet i ∈ [k] be
bplugin,i =Bias
[
φplugin(N˜i)− φ(pi)
]
,
bpoly,i =Bias
[
φpoly(N˜i)− φ(pi)
]
,
vplugin,i =Var
[
φplugin(N˜i)
]
,
vpoly,i =Var
[
φpoly(N˜i)
]
.
By the following lemmas, we can obtain upper bounds on the
bias and variance of θˆ by using bplugin,i, bpoly,i, vplugin,i, and
vpoly,i.
Lemma 11. Given P ∈ Mk, the bias of θˆ is bounded above
as
Bias
[
θ˜(N˜)− θ(P )
]
≤
k∑
i=1
((
(e/4)∆n,k1npi≤∆n,k + 1npi>∆n,k
)
bplugin,i
+
(
1npi≤4∆n,k + e
−∆n,k/8
1npi>4∆n,k
)
bpoly,i
)
.
Lemma 12. Given P ∈ Mk, the variance of θˆ is bounded
above as
Var
[
θ˜(N˜)− θ(P )
]
≤
k∑
i=1
((
(e/4)∆n,k1npi≤∆n,k + 1npi>∆n,k
)
vplugin,i
+
(
1npi≤4∆n,k + e
−∆n,k/8
1npi>4∆n,k
)
vpoly,i
+ 2
(
(e/4)∆n,k1npi≤∆n,k + 1npi>∆n,k
)
b2plugin,i
+ 2
(
1npi≤4∆n,k + e
−∆n,k/8
1npi>4∆n,k
)
b2poly,i
)
.
As proved in Lemmas 11 and 12, bounds on the bias
and variance of the bias-corrected plugin estimator and best
polynomial estimator for each individual alphabet give the
bounds on the bias and variance of our estimator. Hence,
we next analyze the bias and variance of the bias-corrected
plugin estimator and best polynomial estimator for a certain
alphabet. In the next two sub-subsections, we use p to denote
the occurrence probability of the certain alphabet, and let
N˜ ∼ Poi(np).
1) Bias and Variance of Best Polynomial Estimator:
Given a positive integer L and a positive real ∆, let
φL(p) =
∑L
m=0 amp
m be the optimal uniform approximation
of φ by degree-L polynomials on [0,∆], and let gL(N˜) =∑L
m=0 am(N˜)m/n
m be an unbiased estimator of φL(p). The
best polynomial estimator with ∆ = 4∆n,k/n is written as
φplugin(N˜) = (gL(N˜) ∧ φsup,∆) ∨ φinf,∆,
where φsup,∆ = supp∈[0,∆] φ(p) and φinf,∆ = infp∈[0,∆] φ(p).
To take advantage of Lemmas 11 and 12, we derive upper
bounds on the bias and variance of this estimator in two cases;
p > ∆ and p ≤ ∆.
For p > ∆, it suffices to prove the bias and variance do not
increase as n and k increase because in this range of p, the
best polynomial estimator is not used with high probability.
This fact is proven by the following lemma:
Lemma 13. If there is a finite universal constant C > 0 such
that supp∈[0,1] φ(p) ≤ C, then
Bias
[
(gL(N˜) ∧ φsup,∆) ∨ φinf,∆ − φ(p)
]
. 1,
and
Var
[
(gL(N˜) ∧ φsup,∆) ∨ φinf,∆
]
. 1,
We next analyze the bias and variance for p ≤ ∆:
Lemma 14. If p ≤ ∆, we have
Bias
[
(gL(N˜) ∧ φsup,∆) ∨ φinf,∆ − φ(p)
]
.
√
Var
[
gL(N˜)
]
+ EL(φ, [0,∆]).
Lemma 15. If p ≤ ∆, 2∆3L ≤ n, and there is an universal
constant C > 0 such that supp∈[0,1]|φ(p)| ≤ C, we have
Var
[
gL(N˜)
]
.
∆3L64L(2e)2
√
∆nL
n
.
It is obviously that truncation does not increase the variance,
i.e.,
Var
[
(gL(N˜) ∧ φsup,∆) ∨ φinf,∆
]
≤ Var
[
gL(N˜)
]
.
Thus, the result in Lemma 15 is the variance upper bound on
the best polynomial estimator.
As shown in Lemma 14, the best polynomial approximation
error EL(φ, [0,∆]) gives the bound on the bias of the best
polynomial estimator. The best polynomial approximation
error under the divergence speed assumption can be found in
Section VIII. By substituting the result shown in Section VIII
into the result in Lemma 14, we obtain the bias upper bound
on the best polynomial estimator.
92) Bias and Variance of Bias-corrected Plugin Estimator:
Given a positive real ∆ = ∆n,k/n, the bias-corrected plugin
estimator is
φplugin(N˜) =


φ¯2,∆
(
N˜
n
)
if α ∈ (0, 1],
φ¯4,∆
(
N˜
n
)
if α ∈ (1, 3/2).
As well as the analysis of the best polynomial estimator, we
derive bounds on the bias and variance of this estimator in
two cases; p ≤ ∆ and p > ∆.
Bias and variance analysis for p ≤ ∆. In this case, it
suffices to prove the bias and variance are bounded as . 1
with the same reason of the analysis of the best polynomial
estimator for p ≥ ∆.
Lemma 16. Suppose φ : [0, 1] → R be a function whose
second divergence speed is pα for α ∈ (0, 2). If ∆ ∈ (0, 1)
and ∆ & n−1,
Bias
[
φ¯2,∆
(
N˜
n
)
− φ(p)
]
. 1 and Var
[
φ¯2,∆
(
N˜
n
)]
. 1.
Lemma 17. Suppose φ : [0, 1] → R be a function whose
second divergence speed is pα for α ∈ (0, 2). If ∆ ∈ (0, 1)
and ∆ & n−1,
Bias
[
φ¯4,∆
(
N˜
n
)
− φ(p)
]
. 1 and Var
[
φ¯4,∆
(
N˜
n
)]
. 1.
Bias and variance analysis for p > ∆. In this case, we
will prove the following lemmas:
Lemma 18. Suppose φ : [0, 1]→ R is a function whose fourth
divergence speed is pα for α ∈ (0, 1]. Suppose 1n . ∆ < p ≤
1. Then, we have
Bias
[
φ¯2,∆
(
N˜
n
)
− φ(p)
]
.
1
n2∆2−α
.
Lemma 19. Suppose φ : [0, 1]→ R is a function whose fourth
divergence speed is pα for α ∈ (0, 1]. Suppose 1n . ∆ < p ≤
1. For α ∈ (0, 1), we have
Var
[
φ¯2,∆
(
N˜
n
)]
.
p2α−1
n
+
1
n2∆4−2α
+
p
n
.
For α = 1, we have
Var
[
φ¯2,∆
(
N˜
n
)]
.
p ln2 p
n
+
1
n2∆4−2α
+
p
n
.
Lemma 20. Suppose φ : [0, 1]→ R is a function whose sixth
divergence speed is pα for α ∈ (1, 3/2). Suppose 1n . ∆ <
p ≤ 1. Then, we have
Bias
[
φ¯4,∆
(
N˜
n
)
− φ(p)
]
.
1
n3∆3−α
.
Lemma 21. Suppose φ : [0, 1]→ R is a function whose fifth
divergence speed is pα for α ∈ (1, 3/2). Suppose 1n . ∆ <
p ≤ 1. Then, we have
Var
[
φ¯4,∆
(
N˜
n
)]
.
1
n2α
+
p
n
.
To prove these lemmas, we introduce two techniques; Her-
mite interpolation and bounds on the Taylor’s reminder term.
Hermite interpolation technique. An important tool for
analyzing the bias-corrected plugin estimator for p > ∆ is
the generalized Hermite interpolation [39]. The generalized
Hermite interpolation between φ(a) and φ(b) is obtained as
HL(p;φ, a, b) = φ(a)+
L∑
m=1
φ(m)(a)
m!
(p− a)m
L−m∑
ℓ=0
L+ 1
L+ ℓ+ 1
B
ℓ,L+ℓ+1
(
p− a
b− a
)
,
where Bν,n(x) =
(
n
ν
)
xν(1−x)n−ν denotes the Bernstein basis
polynomial. Then, H
(i)
L (a;φ, a, b) = φ
(i)(a) for i = 0, ..., L
and H
(i)
L (b;φ, a, b) = 0 for i = 1, ..., L. Given an integer
L > 0, positive reals ∆, δ > 0, and a function φ, define a
functional:
HL,∆,δ[φ](p) =

φ(∆) if p ≤ ∆(1 − δ),
HL(p;φ,∆,∆(1− δ)) if ∆(1− δ) < p ≤ ∆,
φ(p) if ∆ < p < 1,
HL(p;φ, 1, 1 + δ) if 1 ≤ p < 1 + δ,
φ(1) if p ≥ 1 + δ.
Note that φ(L)(1) = limp↑1 φ(L)(p). If φ is an L times
continuously differentiable function, HL,∆,δ[φ] is L times
continuously differentiable everywhere on p > 0. Moreover,
as δ tends to zero, the converted function HL,∆,δ[φ] converges
in pointwise to the truncated function T∆[φ]:
Lemma 22. Suppose ∆ ∈ (0, 1) and φ is an L times contin-
uously differentiable function. For any positive real p > 0,
lim
δ↓0
HL,∆,δ[φ](p) = T∆[φ](p).
Moreover, under the same condition, for any ℓ ≤ L and any
positive real p > 0,
lim
δ↓0
H
(ℓ)
L,∆,δ[φ](p) = T
(ℓ)
∆ [φ](p).
Let φ¯2,L,∆,δ and φ¯4,L,∆,δ be functions in which the trun-
cated function T∆ and T
(ℓ)
∆ are replaced by HL,∆,δ and
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H
(ℓ)
L,∆,δ, respectively. Then, by Lemma 22 and Fatou–Lebesgue
theorem, we have
Bias
[
φ¯2,∆
(
N˜
n
)
− φ(p)
]
=Bias
[
lim
δ↓0
φ¯2,L,∆,δ
(
N˜
n
)
− φ(p)
]
= lim
δ↓0
Bias
[
φ¯2,L,∆,δ
(
N˜
n
)
− φ(p)
]
.
Similarly, we have
Bias
[
φ¯4,∆
(
N˜
n
)
− φ(p)
]
= lim
δ↓0
Bias
[
φ¯4,L,∆,δ
(
N˜
n
)
− φ(p)
]
,
Var
[
φ¯2,∆
(
N˜
n
)]
= lim
δ↓0
Var
[
φ¯2,L,∆,δ
(
N˜
n
)]
, and
Var
[
φ¯4,∆
(
N˜
n
)]
= lim
δ↓0
Var
[
φ¯4,L,∆,δ
(
N˜
n
)]
,
Thus, by deriving bounds on the bias and variance of the
plugin estimator for φ¯2,L,∆,δ and φ¯4,L,∆,δ, we obtain bounds
on the bias and variance of the plugin estimator for φ¯2,∆ and
φ¯4,∆.
A benefit of using the truncation is that it prevents a large
derivative around p = 0. The functional HL,∆,δ inherits this
property, as shown in the following lemma.
Lemma 23. Let φ : [0, 1] → R be a function of which Lthe
divergence speed is pα, where L > α is an universal constant.
If ℓ ≤ L and β > 0 such that ℓ > α + β, for any δ ∈ (0, 1),
and a decreasing sequence of ∆ ∈ (0, 1), we have
sup
p>0
pβ
∣∣∣H(ℓ)L,∆,δ[φ](p)∣∣∣ . ∆α+β−ℓ.
Moreover, if ℓ ≤ L and β such that 1 ≤ ℓ ≤ α + β, for any
δ > 0, and a decreasing sequence of ∆, we have
sup
p>0
pβ
∣∣∣H(ℓ)L,∆,δ[φ](p)∣∣∣ . 1.
Bounds on the Taylor’s reminder term. We analyze the
bias and variance of the plugin estimator for φ¯2,L,∆,δ and
φ¯4,L,∆,δ by using the Taylor theorem. For example, the bias
of the plugin estimator of φ¯2,L,∆,δ is obtained as
Bias
[
φ¯2,4,∆,δ
(
N˜
n
)
− φ(p)
]
=
∣∣∣∣∣ p6n2φ(3)(p) +E
[
R3
(
N˜
n
;H4,∆,δ[φ], p
)]
− 1
2n
E
[
R1
(
N˜
n
;x→ xH(2)4,∆,δ[φ](x), p
)]∣∣∣∣∣, (4)
where Rℓ(x; f, a) denotes the ℓth-order reminder term of a
function f at the point a. The precise derivation of this
equation can be found in the proof of Lemma 18 shown in
below. Here, we introduce a technique to derive bounds on the
second and third terms in Eq. (4).
There are some explicit formulas of the Taylor’s reminder
term, such as he Lagrange form and the Cauchy form. How-
ever, the direct application of these form cannot yield the
desired bound. We therefore derive the following lemma that
provides a bound on the Taylor’s reminder term by using the
mean value theorem.
Lemma 24. Let N˜ ∼ Poi(np) for p ∈ (0, 1) such that p &
n−1. For an integer ℓ ≥ 1, suppose g is a 2ℓ times continuously
differentiable function on (0,∞). For an integer r such that
1 ≤ r < 2ℓ,∣∣∣∣∣E
[
R2ℓ−1
(
N˜
n
; g, p
)]∣∣∣∣∣ . supξ>0
∣∣∣ξrg(2ℓ)(ξ)∣∣∣pℓ−r
nℓ
.
Lemma 24 will be used for deriving the bounds on the
bias. The next lemma gives a useful bound for analyzing the
variance.
Lemma 25. Let N˜ ∼ Poi(np) for p ∈ (0, 1) such that p &
n−1. For an integer ℓ ≥ 1, suppose g is a ℓ times continuously
differentiable function on (0,∞). For an integer r such that
1 ≤ r < 2ℓ,
E


(
Rℓ−1
(
N˜
n
; g, p
))2 . sup
ξ>0
∣∣∣∣ξr(g(ℓ)(ξ))2
∣∣∣∣pℓ−rnℓ .
Proofs of Lemmas 18 to 21. By taking advantage of these
techniques, we prove Lemmas 18 to 21.
Proof of Lemma 18. Application of the Taylor theorem yields
H4,∆,δ[φ]
(
N˜
n
)
− φ(p)
=φ(1)(p)
(
N˜
n
− p
)
+
φ(2)(p)
2
(
N˜
n
− p
)2
+
φ(3)(p)
6
(
N˜
n
− p
)3
+R3
(
N˜
n
;H4,∆,δ[φ], p
)
.
For X ∼ Poi(λ), E[(X − λ)] = 0, E[(X − λ)2] = λ, and
E[(X − λ)3] = λ. Thus, we have
E
[
H4,∆,δ[φ]
(
N˜
n
)
− φ(p)
]
=
pφ(2)(p)
2n
+
pφ(3)(p)
6n2
+E
[
R3
(
N˜
n
;H4,∆,δ[φ], p
)]
.
Again, using the Taylor theorem, we have
pφ(2)(p)
2n
− N˜
2n2
H
(2)
4,∆,δ[φ]
(
N˜
n
)
=
φ(2)(p) + pφ(3)(p)
2n
(
p− N˜
n
)
− 1
2n
R1
(
N˜
n
;x→ xH(2)4,∆,δ[φ](x), p
)
.
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Hence,
E
[
pφ(2)(p)
2n
− N˜
2n2
H
(2)
4,∆,δ[φ]
(
N˜
n
)]
=− 1
2n
E
[
R1
(
N˜
n
;x→ xH(2)4,∆,δ[φ](x), p
)]
.
Consequentially, we have
Bias
[
φ¯2,4,∆,δ
(
N˜
n
)
− φ(p)
]
=
∣∣∣∣∣pφ
(3)(p)
6n2
+E
[
R3
(
N˜
n
;H4,∆,δ[φ], p
)]
− 1
2n
E
[
R1
(
N˜
n
;x→ xH(2)4,∆,δ[φ](x), p
)]∣∣∣∣∣
≤ p
∣∣φ(3)(p)∣∣
6n2
∣∣∣∣∣E
[
R3
(
N˜
n
;H4,∆,δ[φ], p
)]∣∣∣∣∣
+
1
2n
∣∣∣∣∣E
[
R1
(
N˜
n
;x→ xH(2)4,∆,δ[φ](x), p
)]∣∣∣∣∣.
From Lemma 5, we have
p
∣∣φ(3)(p)∣∣
6n2
≤ W3p
α−2 + c3p
6n2
.
∆α−2
n2
.
Noting that the second derivative of the function x →
xH
(2)
4,∆,δ[φ](x) is 2H
(3)
4,∆,δ[φ](x) + xH
(4)
4,∆,δ[φ](x), by Lem-
mas 23 and 24, we have
∣∣∣∣∣E
[
R3
(
N˜
n
;H4,∆,δ[φ], p
)]∣∣∣∣∣ .∆
α−2
n2
,
1
2n
∣∣∣∣∣E
[
R1
(
N˜
n
;x→ xH(2)4,∆,δ[φ](x), p
)]∣∣∣∣∣ .∆
α−2
n2
.
The arbitrariness of δ > 0 gives the desired claim.
Proof of Lemma 19. Since
Var
[
φ¯2,4,∆,δ
(
N˜
n
)]
≤ E


(
φ¯2,4,∆,δ
(
N˜
n
)
− φ2(p)
)2,
application of the Taylor theorem and triangle inequality gives
1
6
Var
[
φ¯2,4,∆,δ
(
N˜
n
)]
≤
(
φ(1)(p)
)2
E

(N˜
n
− p
)2+
(
φ(2)(p)
)2
4
E

( N˜
n
− p
)4
+
(
φ(3)(p)
)2
36
E

( N˜
n
− p
)6
+E


(
R3
(
N˜
n
;H4,∆,δ[φ], p
))2
+
(
φ(2)(p) + pφ(3)(p)
)2
4n2
E


(
N˜
n
− p
)2
+
1
4n2
E

(R1
(
N˜
n
;x→ xH(2)4,∆,δ[φ](x), p
))2.
Hence,
1
6
Var
[
φ¯2,4,∆,δ
(
N˜
n
)]
≤
p
(
φ(1)(p)
)2
n
+
(3np+ 1)p
(
φ(2)(p)
)2
4n3
+
(15n2p2 + 25np+ 1)p
(
φ(3)(p)
)2
36n5
+E


(
R3
(
N˜
n
;H4,∆,δ[φ], p
))2
+
p
(
φ(2)(p) + pφ(3)(p)
)2
4n3
+
1
4n2
E

(R1
(
N˜
n
;x→ xH(2)4,∆,δ[φ](x), p
))2,
where we use E[(X−λ)6] = 15λ3+25λ2+λ forX ∼ Poi(λ).
From Lemma 5, we have
(3np+ 1)p
(
φ(2)(p)
)2
4n3
≤(3np+ 1)p
(
W2p
α−2 + c2
)2
4n3
.
p2α−2
n2
+
p
n2
,
(15n2p2 + 25np+ 1)p
(
φ(3)(p)
)2
36n5
≤(15n
2p2 + 25np+ 1)p
(
W3p
α−3 + c3
)2
36n5
.
p2α−3
n3
+
p
n3
,
p
(
φ(2)(p) + pφ(3)(p)
)2
4n3
≤p
(
(W2 +W3)p
α−2 + c2 + pc3
)2
4n3
.
p2α−3
n3
+
p
n3
.
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By Lemmas 23 and 25, we have
E

(R3
(
N˜
n
;H4,∆,δ[φ], p
))2 .∆2α−4
n4
,
1
4n2
E

(R1
(
N˜
n
;x→ xH(2)4,∆,δ[φ](x), p
))2 .∆2α−4
n4
.
If α ∈ (0, 1), from Lemma 5, we have
p
(
φ(1)(p)
)2
n
≤p
(
W1p
α−1 + c1
)2
n
.
p2α−1
n
+
p
n
.
If α = 1, from Lemma 10, we have
p
(
φ(1)(p)
)2
n
≤ p(W1 ln(1/p) + c1)
2
n
.
p ln2 p
n
+
1
n
The arbitrariness of δ > 0 gives the desired claim.
Proof of Lemma 20. In the same manner of the proof of
Lemma 18, we have
E
[
H6,∆,δ[φ]
(
N˜
n
)
− φ(p)
]
=
pφ(2)(p)
2n
+
pφ(3)(p)
6n2
+
(3np+ 1)pφ(4)(p)
24n3
+
(10np+ 1)pφ(5)(p)
120n4
+E
[
R5
(
N˜
n
;H6,∆,δ[φ], p
)]
,
where we use E[(X − λ)4] = 3λ2 + λ and E[(X − λ)5] =
10λ2 + λ for X ∼ Poi(λ). Besides, we have
E
[
pφ(2)(p)
2n
− N˜
2n2
H
(2)
6,∆,δ[φ]
(
N˜
n
)]
=
− 2pφ
(3)(p) + p2φ(4)(p)
4n2
− 3pφ
(4)(p) + p2φ(5)(p)
12n3
− 1
2n
E
[
R3
(
N˜
n
;x→ xH(2)6,∆,δ[φ](x), p
)]
,
E
[
pφ(3)(p)
3n2
− N˜
3n3
H
(3)
6,∆,δ[φ]
(
N˜
n
)]
=
− 1
3n2
E
[
R1
(
N˜
n
;x→ xH(3)6,∆,δ[φ](x), p
)]
,
E
[
5pφ(4)(p)
24n3
− 5N˜
24n4
H
(4)
6,∆,δ[φ]
(
N˜
n
)]
=
− 5
24n3
E
[
R1
(
N˜
n
;x→ xH(4)6,∆,δ[φ](x), p
)]
,
and
E
[
p2φ(4)(p)
8n2
− N˜
2
8n4
H
(4)
6,∆,δ[φ]
(
N˜
n
)]
=
− 1
8n2
E
[
R1
(
N˜
n
;x→ x2H(4)6,∆,δ[φ](x), p
)]
.
Hence,
Bias
[
φ¯4,6,∆,δ
(
N˜
n
)
− φ(p)
]
≤
p
∣∣φ(5)(p)∣∣
120n4
+
∣∣∣∣∣E
[
R5
(
N˜
n
;H6,∆,δ[φ], p
)]∣∣∣∣∣
+
1
2n
∣∣∣∣∣E
[
R3
(
N˜
n
;x→ xH(2)6,∆,δ[φ](x), p
)]∣∣∣∣∣
+
1
3n2
∣∣∣∣∣E
[
R1
(
N˜
n
;x→ xH(3)6,∆,δ[φ](x), p
)]∣∣∣∣∣
+
5
24n3
∣∣∣∣∣E
[
R1
(
N˜
n
;x→ xH(4)6,∆,δ[φ](x), p
)]∣∣∣∣∣
+
1
8n2
∣∣∣∣∣E
[
R1
(
N˜
n
;x→ x2H(4)6,∆,δ[φ](x), p
)]∣∣∣∣∣.
From Lemma 5, we have
p
∣∣φ(5)(p)∣∣
120n4
≤ W5p
α−4 + c5p
120n4
.
∆α−4
n4
.
∆α−3
n3
.
The fourth derivative of the function x → xH(2)6,∆,δ[φ](x) is
4H
(5)
6,∆,δ[φ](x) + xH
(6)
6,∆,δ[φ](x). The second derivatives of
the functions x → xH(3)6,∆,δ[φ](x), x → xH(4)6,∆,δ[φ](x), and
x → x2H(4)6,∆,δ[φ](x) are 2H(4)6,∆,δ[φ](x) + xH(5)6,∆,δ[φ](x),
2H
(5)
6,∆,δ[φ](x) + xH
(6)
6,∆,δ[φ](x), and 2H
(4)
6,∆,δ[φ](x) +
4xH
(5)
6,∆,δ[φ](x) + x
2H
(6)
6,∆,δ[φ](x), respectively. Thus,
application of Lemmas 23 and 24 yields
∣∣∣∣∣E
[
R5
(
N˜
n
;H6,∆,δ[φ], p
)]∣∣∣∣∣ .∆
α−3
n3
,
1
2n
∣∣∣∣∣E
[
R3
(
N˜
n
;x→ xH(2)6,∆,δ[φ](x), p
)]∣∣∣∣∣ .∆
α−3
n3
,
1
3n2
∣∣∣∣∣E
[
R1
(
N˜
n
;x→ xH(3)6,∆,δ[φ](x), p
)]∣∣∣∣∣ .∆
α−3
n3
,
5
24n3
∣∣∣∣∣E
[
R1
(
N˜
n
;x→ xH(4)6,∆,δ[φ](x), p
)]∣∣∣∣∣ .∆
α−4
n4
,
1
8n2
∣∣∣∣∣E
[
R1
(
N˜
n
;x→ x2H(4)6,∆,δ[φ](x), p
)]∣∣∣∣∣ .∆
α−3
n3
.
The arbitrariness of δ > 0 gives the desired claim.
Proof of Lemma 21. In the same manner of the proof of
Lemma 19, application of the Taylor theorem and triangle
13
inequality yields
1
5
Var
[
φ¯4,6,∆,δ
(
N˜
n
)]
≤
E

(H6,∆,δ[φ]
(
N˜
n
)
− φ(p)
)2
+
1
4n2
E

(R0
(
N˜
n
;x→ xH(2)6,∆,δ[φ](x), p
))2
+
1
9n4
E


(
R0
(
N˜
n
;x→ xH(3)6,∆,δ[φ](x), p
))2
+
25
576n6
E


(
R0
(
N˜
n
;x→ xH(4)6,∆,δ[φ](x), p
))2
+
1
64n4
E


(
R0
(
N˜
n
;x→ x2H(4)6,∆,δ[φ](x), p
))2.
From Lemma 23, we have H6,∆,δ[φ](x) . 1 for any x > 0.
By the Taylor theorem, we have
E

(H6,∆,δ[φ]
(
N˜
n
)
− φ(p)
)2
≤E

( N˜
n
− p
)2 sup
x>0
(H6,∆,δ[φ](x))
2
.
p
n
.
By Lemmas 23 and 25, we have
1
4n2
E

(R0
(
N˜
n
;x→ xH(2)6,∆,δ[φ](x), p
))2 .∆2α−3
n3
,
1
9n4
E


(
R0
(
N˜
n
;x→ xH(3)6,∆,δ[φ](x), p
))2 .∆2α−5
n5
,
25
576n6
E


(
R0
(
N˜
n
;x→ xH(4)6,∆,δ[φ](x), p
))2 .∆2α−7
n7
,
1
64n4
E


(
R0
(
N˜
n
;x→ x2H(4)6,∆,δ[φ](x), p
))2 .∆2α−5
n5
.
Noting that ∆
2α−7
n7 .
∆2α−5
n5 .
∆2α−3
n3 .
1
n2α , the arbitrariness
of δ > 0 gives the desired claim.
3) Overall Bias and Variance: Combining the analyses
above, we prove Theorem 8.
Proof of Theorem 8. Set L = ⌊C1 lnn⌋ and ∆n,k = C2 lnn
where C1 and C2 are positive universal constants. We derive
bounds on the terms in Lemmas 11 and 12.
From Lemmas 16 and 17, we have(
k∑
i=1
(e/4)∆n,k1npi≤∆n,kBias
[
φplugin(N˜i)− φ(pi)
])2
. k2n−2C2 ln(4/e),
and
k∑
i=1
(e/4)∆n,k1npi≤∆n,k
(
Var
[
φplugin(N˜i)
]
+ 2Bias
[
φplugin(N˜i)− φ(pi)
]2)
. kn−C2 ln(4/e).
From Lemma 13, we have(
k∑
i=1
e−∆n,k/81npi>4∆n,kBias
[
φplugin(N˜i)− φ(pi)
])2
. k2n−C2/4,
and
k∑
i=1
e−∆n,k/81npi>4∆n,k
(
Var
[
φplugin(N˜i)
]
+ 2Bias
[
φplugin(N˜i)− φ(pi)
]2)
. kn−C2/8.
Since ln(4/e) ≥ 1/8, as long as C2 > 8α, we have
k2n−2C2 ln(4/e) . kn−C2 ln(4/e) .
k2
(n lnn)2α
,
and
k2n−C2/4 . kn−C2/8 .
k2
(n lnn)2α
.
If C32C1 ≤ 1/2, by Lemmas 14 and 15, we have(
k∑
i=1
1npi≤4∆n,kBias
[
φpoly(N˜i)− φ(pi)
])2
.
k2
(
E⌊C1 lnn⌋(φ, [0, 4C2 lnn/n])
)2
+
k2C1C
3
2 ln
4 n
n4−6C1 ln 2+4
√
C1C2 ln(2e)
,
and
k∑
i=1
1npi≤4∆n,k
(
Var
[
φpoly(N˜i)
]
+Bias
[
φpoly(N˜i)− φ(pi)
]2)
.
k
(
E⌊C1 lnn⌋(φ, [0, 4C2 lnn/n])
)2
+
kC1C
3
2 ln
4 n
n4−6C1 ln 2+4
√
C1C2 ln(2e)
,
From Theorem 20, we have
k
(
E⌊C1 lnn⌋(φ, [0, 4C2 lnn/n])
)2
.k2
(
E⌊C1 lnn⌋(φ, [0, 4C2 lnn/n])
)2
.
k2
(n lnn)2α
.
As long as 2− 3C1 ln 2− 2
√
C1C2 ln(2e) > α, we have
k2C1C
3
2 ln
4 n
n4−6C1 ln 2+4
√
C1C2 ln(2e)
.
k2
(n lnn)2α
.
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If α ∈ (0, 1], by Lemma 18, we have(
k∑
i=1
1npi>∆n,kBias
[
φplugin(N˜i)− φ(pi)
])2
.
k2
n2α ln4−2α n
.
Besides, by Lemma 19, we have
k∑
i=1
1npi>∆n,k
(
Var
[
φplugin(N˜i)
]
+Bias
[
φplugin(N˜i)− φ(pi)
]2)
.
∑k
i=1 1npi>∆n,kp
2α−1
i
n
+
k
n2α ln4−2α n
+
1
n
,
Since 4− 2α ≥ 2α for α ∈ (0, 1], we have
k
n2α ln4−2α n
.
k2
n2α ln4−2α n
.
k2
(n lnn)2α
.
If α ∈ [1/2, 1), by Lemma 34, we have∑k
i=1 1npi>∆n,kp
2α−1
i
n
.
k2−2α
n
.
If α = 1, by Lemma 35, we have∑k
i=1 1npi>∆n,kpi ln
2 pi
n
.
ln2 k
n
.
If α ∈ (0, 1/2) and k & ln4α−1 n, we have∑k
i=1 1npi>∆n,kp
2α−1
i
n
.
k
n2α ln1−2α n
.
k2
(n lnn)2α
.
If α ∈ (1, 3/2), by Lemma 20, we have(
k∑
i=1
1npi>∆n,kBias
[
φplugin(N˜i)− φ(pi)
])2
.
k2
n2α ln6−3α n
.
Besides, by Lemma 19, we have
k∑
i=1
1npi>∆n,k
(
Var
[
φplugin(N˜i)
]
+Bias
[
φplugin(N˜i)− φ(pi)
]2)
.
k
n2α
+
1
n
,
Since 6− 3α ≥ 2α for α ∈ (1, 3/2), we have
k2
n2α ln6−3α n
.
k2
(n lnn)2α
.
Under the condition k . (n lnn)α, we have
k
n2α
.
lnα n
nα
.
1
n
.
In summary, we proved the desired bounds under the
conditions C2 > 8α, C
3
2C1 ≤ 1/2, and 2 − 3C1 ln 2 −
2
√
C1C2 ln(2e) > α. Note that these conditions hold if we
take sufficiently large C2 and sufficiently small C1.
B. Analyses for α ∈ [3/2, 2]
To prove Theorem 9, we use the bias-variance decomposi-
tion as well as the case α ∈ (0, 3/2), which gives
E
[(
θˆplugin(N)− θ(P )
)2]
=Bias
[
θˆplugin(N)− θ(P )
]2
+Var
[
θˆplugin(N)
]
, (5)
where N ∼ Multinomial(n, P ). Hence, we obtain the esti-
mation error of the plugin estimator by deriving the bias and
variance.
For any α ∈ [3/2, 2], the variance term is easily proved by
using the fact that φ is Lipschitz continuous:
Theorem 10. If φ is Lipschitz continuous, then
Var
[
n∑
i=1
φ
(
Ni
n
)]
.
1
n
.
The proof of Theorem 10 is accomplished by applying the
concentration result of the bounded difference:
Theorem 11 (see e.g., [40]). Suppose that X1, ..., Xn are
independent random variables on X . For a function f : Xn →
R, suppose there exist universal constants c1, ..., cn such that
for any i ∈ [n],
sup
x1,...,xn,x′i
|f(x1, ..., xi, ..., xn)− f(x1, ..., x′i, ..., xn)| ≤ ci.
Then,
Var[f(X1, ..., Xn)] ≤ 1
4
n∑
i=1
c2i .
Proof of Theorem 10. Suppose a sample Xj is changed from
Xj = i to Xj = i
′. Then, the change of the histogram is
Ni → Ni − 1 and Ni′ → Ni′ + 1. Hence, for f(Sn) =∑k
i=1 φ(Ni/n), we have
sup
N
∣∣∣∣φ
(
Ni
n
)
+ φ
(
Ni′
n
)
− φ
(
Ni − 1
n
)
− φ
(
Ni′ + 1
n
)∣∣∣∣
≤ ‖φ‖CH,1
2
n
,
where we use the Lipschitz continuity of φ. Hence,
Var
[
k∑
i=1
(
Ni
n
)]
≤ n
4
(
‖φ‖CH,1
2
n
)2
=
‖φ‖2CH,1
n
.
If α = 2, the bias is proved immediately from the Lipschitz
continuity of φ(1);
Theorem 12. If φ(1) is Lipschitz continuous, then
Bias
[
n∑
i=1
φ
(
Ni
n
)
− θ(P )
]
.
1
n
.
The proof of this theorem is obtained by simply applying
the Taylor theorem.
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Proof of Theorem 12. Application of the Taylor theorem
yields there exists ξ1, ..., ξk such that
Bias
[
k∑
i=1
(
Ni
n
)
− θ(P )
]
=
∣∣∣∣∣E
[
k∑
i=1
(
φ(1)(pi)
(
Ni
n
− pi
)
+
φ(2)(ξi)
2
(
Ni
n
− pi
)2)]∣∣∣∣∣
≤E
[
k∑
i=1
∣∣φ(2)(ξi)∣∣
2
(
Ni
n
− pi
)2]
.
From the Lipschitz continuity, we have supp∈(0,1)
∣∣φ(2)(p)∣∣ ≤
‖φ(1)‖C0,1. Hence,
Bias
[
k∑
i=1
(
Ni
n
)
− θ(P )
]
≤‖φ
(1)‖C0,1
2
E
[
k∑
i=1
(
Ni
n
− pi
)2]
=
‖φ(1)‖C0,1
2
k∑
i=1
pi(1− pi)
n
≤‖φ
(1)‖C0,1
2n
.
In contrast, derivation of a bias bound for α ∈ (3/2, 2) is
not trivial. Jiao et al. [25] analyzed the plugin estimator for
φ(p) = pα and showed that the bias of the plugin estimator
is the same as the Bernstein polynomial approximation error.
That is, for N ∼ Multinomial(n, P ), we have
Bias
[
θˆplugin(N)− θ(P )
]
=
∣∣∣∣∣
k∑
i=1
Bn[φ](pi)− φ(pi)
∣∣∣∣∣. (6)
Consequently, by taking advantage of the results on the
Bernstein polynomial approximation, such as Theorem 1, the
bias is bounded above by the modulus of smoothness.
To obtain an upper bound on the bias of the plugin estimator
for α ∈ (3/2, 2), we derive the bound on the second order
modulus of smoothness:
Lemma 26. Suppose φ : [0, 1] → R is a function whose
second divergence speed is pα for α ∈ [3/2, 2), where
φ(1)(0) = 0. Then, we have
ω2(φ, t) . tα.
Proof. From Lemma 2, ω2(φ, t) . tω1(φ(1), t). By definition,
ω1(φ(1), t) . tα−1 because of the Ho¨lder continuity of φ(1)
from Lemma 10.
By utilizing Lemma 26, we prove the bias.
Theorem 13. Suppose φ : [0, 1] → R is a function whose
second divergence speed is pα for α ∈ [3/2, 2) such that
φ(0) = 0. Then, we have
Bias
[∑
i
φ
(
Ni
n
)
− θ(P )
]
.
1
nα−1
.
Proof of Theorem 13. We divide the alphabets into two cases;
pi ≤ 1/n and pi > 1/n.
Case pi ≤ 1/n. Since φ(0) = 0, we have from the Taylor
theorem that there exists ξi between
Ni
n and pi such that∣∣∣∣∣∣E

 ∑
i:pi≤1/n
(
φ
(
Ni
n
)
− φ(pi)
)
∣∣∣∣∣∣
≤
∑
i:pi≤1/n
P{Ni = 0}|φ(pi)|
+
∣∣∣∣∣∣E

 ∑
i:pi≤1/n
φ(2)(ξi)
2
(
Ni
n
− pi
)2∣∣∣∣∣∣Ni > 0


∣∣∣∣∣∣
≤
∑
i:pi≤1/n
P{Ni = 0}|φ(pi)|
+E

 ∑
i:pi≤1/n
∣∣∣∣φ(2)(ξi)2
∣∣∣∣
(
Ni
n
− pi
)2∣∣∣∣∣∣Ni > 0


≤
∑
i:pi≤1/n
P{Ni = 0}|φ(pi)|
+E

 ∑
i:pi≤1/n
W2ξ
α−2
i + c2
2
(
Ni
n
− pi
)2∣∣∣∣∣∣Ni > 0


≤
∑
i:pi≤1/n
P{Ni = 0}|φ(pi)|
+E

 ∑
i:pi≤1/n
W2p
α−2
i + c2
2
(
Ni
n
− pi
)2∣∣∣∣∣∣Ni > 0


.
∑
i:pi≤1/n
(
pα−2i + 1
)
E
[(
Ni
n
− pi
)2]
.
∑
i:pi≤1/n
(
pα−2i + 1
)pi
n
.
1
nα−1
. (7)
where we use |φ(pi)| . pαi ≤ p2i and Nin ≥ 1n if Ni > 0.
Case pi > 1/n. Combining Theorem 1, Eq. (6),
and Lemma 26, we have∣∣∣∣∣∣E

 ∑
i:pi>1/n
(
φ
(
Ni
n
)
− φ(pi)
)
∣∣∣∣∣∣
≤
∑
i:pi>1/n
Bias
[
φ
(
Ni
n
)
− φ(pi)
]
.
∑
i:pi>1/n
p
α/2
i
nα/2
.
Since supP∈Mk
∑
i:pi>1/n
p
α/2
i . n
1−α/2, we have
∣∣∣∣∣∣E

 ∑
i:pi>1/n
(
φ
(
Ni
n
)
− φ(pi)
)
∣∣∣∣∣∣
.
n1−α/2
nα/2
=
1
nα−1
. (8)
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Combining Eqs. (7) and (8), we have
Bias
[∑
i
(
φ
(
Ni
n
)
− φ(pi)
)]
≤
∣∣∣∣∣∣E

 ∑
i:pi≤1/n
(
φ
(
Ni
n
)
− φ(pi)
)
∣∣∣∣∣∣
+
∣∣∣∣∣∣E

 ∑
i:pi>1/n
(
φ
(
Ni
n
)
− φ(pi)
)
∣∣∣∣∣∣
.
1
nα−1
.
By combining Eq. (5) and Theorems 10, 12 and 13, we
obtain the desired claim shown in Theorem 9:
Proof of Theorem 9. For α ≥ 3/2, by Theorems 12 and 13,
Bias
[∑
i
φ
(
Ni
n
)
− θ(P )
]
. n−(α−1) ∨ n−1 . n−1/2.
Substituting the bias and variance shown in Theorems 10, 12
and 13 into Eq. (5) yields
sup
P∈Mk
E
[(
θˆplugin(N)− θ(P )
)2]
.
(
1√
n
)2
+
1
n
.
1
n
.
VII. LOWER BOUND ANALYSIS
In this section, we provide analyses of the lower bound
on the minimax risk. Formally, we prove the following three
theorems:
Theorem 14. Suppose φ : [0, 1] → R is a function whose
second divergence speed is pα for α ∈ (0, 2]. If α ∈ (0, 1], for
any n ≥ 1 and k ≥ 3,
R∗(n, k;φ) &


ln2 k
n
if α = 1,
k2−2α
n
otherwise .
Moreover, if α ∈ (1, 2], there exists K > 0 such that for any
n ≥ 1 and any k ≥ K ,
R∗(n, k;φ) &
1
n
.
Theorem 15. Suppose φ : [0, 1]→ R is a function whose sec-
ond divergence speed is pα for α ∈ (0, 1/2]. If n & k1/α/ lnk
and k & ln4 n,
R∗(n, k;φ) &
k2
(n lnn)2α
.
Theorem 16. Suppose φ : [0, 1]→ R is a function whose sec-
ond divergence speed is pα for α ∈ (1/2, 2]. If n & k1/α/ ln k,
and k2/(n lnn)2α dominates the lower bound in Theorem 14,
R∗(n, k;φ) &
k2
(n lnn)2α
.
The lower bound shown in Theorems 3 to 7 can be obtained
by simply combining Theorems 14 to 16.
A. Lower Bound Analysis for Theorem 14
We use the Le Cam’s two point method (see, e.g., [38]) to
prove Theorem 14. Let P and Q be two probability vectors
in Mk. Then, the lower bound is given by
Lemma 27 ([38]). The minimax lower bound is given as
R∗(n, k;φ) ≥ 1
4
(θ(P )− θ(Q))2e−nDKL(P,Q),
where DKL denotes the KL divergence.
From Lemma 27, we want to appropriately choose P and Q
that maximizes difference between θ(P ) and θ(Q) with small
KL divergence between P and Q. Given p and q, we define
P and Q as
P =
(
1− p, p
k − 1 , ...,
p
k − 1
)
,
Q =
(
1− q, q
k − 1 , ...,
q
k − 1
)
.
With this definition, we derive the upper bound on DKL(P,Q)
and the lower bound on (θ(P )− θ(Q))2. Then, we choose p
and q appropriately to obtain the minimax lower bound in
Theorem 14.
Proof of Theorem 14. We first upper bound the KL diver-
gence between P and Q. Letting Dχ2 be the χ
2 diver-
gence, there is a well-known bound as DKL(P,Q) ≤
Dχ2(P,Q)/2 (see, e.g., [38]). Hence,
DKL(P,Q) ≤1
2
Dχ2(P,Q)
=
(p− q)2
2(1− p) + (k − 1)
(
p
k−1 − qk−1
)2
2 pk−1
=
(p− q)2
2(1− p) +
(p− q)2
2p
=
(p− q)2
2p(1− p) .
From Lemma 27, we choose p and q that maximizes |θ(P )−
θ(Q)| under constraint (p−q)2/2p(1−p) . 1/n. Application
of the Taylor theorem yields that there exist ξ1 between 1− p
and 1− q and ξ2 between p and q such that
|θ(P )− θ(Q)|
=
∣∣∣∣∣φ(1− p)− φ(1 − q)
+ (k − 1)
(
φ
(
p
k − 1
)
− φ
(
q
k − 1
))∣∣∣∣∣
=
∣∣∣∣φ(1)(ξ1)(q − p) + φ(1)
(
ξ2
k − 1
)
(p− q)
∣∣∣∣
=
∣∣∣∣φ(1)(ξ1)− φ(1)
(
ξ2
k − 1
)∣∣∣∣|p− q|. (9)
We derive a lower bound on Eq. (9) by dividing α into three
cases; α ∈ (0, 1), α = 1, and α ∈ (1, 2]. For the following
analysis, it is worthy to note that we have
∣∣φ(2)(p)∣∣ > 0 for
p ∈ (0, p0) where p0 = 1 ∧ (c′2/W2)1/(α−2) because of the
divergence speed assumption. Thus, φ(2) has the same sign in
p ∈ (0, p0).
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Case α ∈ (0, 1). Suppose p, q ≤ p0. From the absolutely
continuity of φ(1) and Lemma 7, we have∣∣∣∣φ(1)
(
ξ2
k − 1
)
− φ(1)(0)
∣∣∣∣
=
∣∣∣∣∣
∫ ξ2/(k−1)
0
φ(2)(x)dx
∣∣∣∣∣
≥
∣∣∣∣∣
∫ ξ2/(k−1)
0
W2x
α−2 − c′2dx
∣∣∣∣∣
=
W2
1− α
(
k − 1
ξ2
)1−α
− c′2
ξ2
k − 1 & k
1−α.
Also, we have
∣∣∣φ(1)(ξ1)− φ(1)(0)∣∣∣ =
∣∣∣∣∣
∫ ξ1
0
φ(2)(x)dx
∣∣∣∣∣
≤
∣∣∣∣∣
∫ ξ1
0
W2x
α−2 + c2dx
∣∣∣∣∣
≤ W2
1− αξ
−(1−α)
1 + c2ξ1.
Since ξ2 ≤ p ∨ q and ξ1 ≥ (1 − p) ∧ (1 − q), we have
|φ(1)( ξ2k−1 ) − φ(1)(0)| ≥
∣∣φ(1)(ξ1)− φ(1)(0)∣∣ for sufficiently
small p and q. Suppose p is a sufficiently small universal
constant such that p ≤ p0, and q = p − c√n for an
universal constant c > 0 such that c < p0. Then, we have
DKL(P,Q) . 1/n and
|θ(P ) − θ(Q)| & k
1−α
√
n
.
Case α = 1. Suppose p, q ≤ p0. From the absolutely
continuity of φ(1) and Lemma 7, we have∣∣∣∣φ(1)
(
ξ2
k − 1
)
− φ(1)(p0)
∣∣∣∣
=
∣∣∣∣∣
∫ p0
ξ2/(k−1)
φ(2)(x)dx
∣∣∣∣∣
≥
∣∣∣∣∣
∫ p0
ξ2/(k−1)
W2x
−1 − c′2dx
∣∣∣∣∣
=
∣∣∣∣W2 ln(p0(k − 1)/ξ2)− c′2
(
p0 − ξ2
k − 1
)∣∣∣∣ & ln k.
Also, we have
∣∣∣φ(1)(ξ1)− φ(1)(p0)∣∣∣ =
∣∣∣∣∣
∫ ξ1
p0
φ(2)(x)dx
∣∣∣∣∣
≤
∣∣∣∣∣
∫ ξ1
p0
W2x
−1 + c2dx
∣∣∣∣∣
≤|W2 ln(p0/ξ1)− c2(ξ1 − p0)|.
As well as the case α ∈ (0, 1), we have |φ(1)( ξ2k−1 ) −
φ(1)(p0)| ≥
∣∣φ(1)(ξ1)− φ(1)(p0)∣∣ for sufficiently small p and
q. Again, suppose p is a sufficiently small universal constant
such that p ≤ p0, and q = p − c√n for an universal constant
c > 0 such that c < p0. Then, we have DKL(P,Q) . 1/n
and
|θ(P )− θ(Q)| & ln k√
n
.
Case α ∈ (1, 2]. We can assume φ(1)(0) = 0 without loss
of generality because for any c ∈ R, θ(P ;φ) = θ(P ;φc) for
φc(p) = φ(p)+c(p−1/k). For some universal constant c > 0,
we set p and q such that c ≤ 1 − p, 1 − q < p0. Then, we
have ∣∣∣φ(1)(ξ1)∣∣∣ =
∣∣∣∣∣
∫ ξ1
0
φ(2)(x)dx
∣∣∣∣∣
≥
∫ ξ1
0
(
W2x
α−2 − c′2
)
dx
≥ W2
α− 1c
α−1 − c′2c > 0.
Also, we have∣∣∣∣φ(1)
(
ξ2
k − 1
)∣∣∣∣
≤
∫ ξ2
k−1
0
∣∣∣φ(2)(x)∣∣∣dx
≤
∫ ξ2
k−1
0
(
W2x
α−2 + c2
)
dx
≤ W2
(α− 1)(k − 1)α−1 ξ
α−1
2 +
c2
k − 1ξ2
≤ W2
(α− 1)(k − 1)α−1 (p ∨ q)
α−1 +
c2
k − 1(p ∨ q).
Thus, for sufficiently large k such that
∣∣φ(1)(ξ1)∣∣ ≥∣∣∣φ(1)( ξ2k−1)∣∣∣, we have
|θ(P ) − θ(Q)| & |p− q|.
Let p be an sufficiently large universal constant such that 1−
p < p0, and let q = p+
c√
n
for sufficiently small c > 0. Then,
1 − q < p0 and (p − q)2/2p(1 − p) . 1/n. Hence, we have
DKL(P,Q) . 1/n and
|θ(P )− θ(Q)| & 1
n
.
Combining all the cases and applying Lemma 27 yields the
claim.
B. Lower Bound Analysis for Theorems 15 and 16
The proofs of Theorems 15 and 16 basically follow the
same manner of Wu et al. [12] in which they characterized
the lower bound on the minimax risk for Shannon entropy by
the best polynomial approximation error. We generalize their
result to be applicable for the general additive functional.
1) Lower Bound using Best Polynomial Approximation:
The first step to prove Theorems 15 and 16 is to connect
the minimax risk to the best polynomial approximation error.
More precisely, we prove the following claim:
Theorem 17. Let φ : [0, 1]→ R be a function whose second
divergence speed is pα for α > 0. Given positive integers L,
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let d > 0 and λ > 0 be positive reals such that either of the
following conditions holds:
1) λ ≤ 1/12 and 2kEL(φ, [0, λ/k]) ≥ d,
2) λ ≤
√
k/12 and ∃γ ∈ (0, 1), 2γEL(φ⋆, [γ, γ2λ/k]) ≥ d
and γ2λ ≤ k,
where φ⋆(x) = φ(x)/x. Then, if α ∈ (0, 1), there exists a
finite constant W,W ′ > 0 depending only on φ such that
R˜∗(n/2, k, ;φ) ≥ d
2
32
(
7
8
− k
(
2enλ
Lk
)L)
−Wk1−2αλ2α−W ′k2−2αe−n/32− 42αW ′k2−2αk−αλ2α.
If α = 1, there exists a finite constant W,W ′ > 0 depending
only on φ such that
R˜∗(n/2, k;φ) ≥ d
2
32
(
7
8
− k
(
2enλ
Lk
)L)
−Wλ
2 ln2(λ/ek)
k
−W ′ ln2(ek)e−n/32 − 16W ′λ
2
k
ln2(ek)
−W ′
(
1 +
(
4λ√
k
))2
ln2
(
1 +
(
4λ√
k
))
.
If α ∈ (1, 2), there exists a finite constant W,W ′ > 0
depending only on φ such that
R˜∗(n/2, k, ;φ) ≥ d
2
32
(
7
8
− k
(
2enλ
Lk
)L)
−Wk1−2αλ2α −W ′e−n/32 − 16W ′k−2λ2.
Lower bound by the approximated minimax risk. To
prove Theorem 17, we first derive the association between
the minimax risk and the approximated minimax risk defined
below. For ǫ ∈ (0, 1), define the approximated probabilities
as
Mk(ǫ) =
{
(p1, ..., pk) ∈ Rk+ :
∣∣∣∣∣
k∑
i=1
pi − 1
∣∣∣∣∣ ≤ ǫ
}
.
With this definition, we define the approximated minimax risk
as
R˜∗(n, k, ǫ;φ) = inf
θˆ
sup
P∈Mk(ǫ)
E
[(
θ(P )− θˆ(N˜)
)2]
.
Then, we obtain the following connection from the approxi-
mated minimax risk to the non-approximated minimax risk:
Theorem 18. Suppose φ : [0, 1] → R is a function whose
second divergence speed is pα for α ∈ (0, 2). If α ∈ (0, 1),
for any k, n ∈ N and any ǫ < 1/3,
R˜∗(n/2, k;φ) ≥ 1
2
R˜∗(n, k, ǫ;φ)
−Wk2−2αe−n/32 −Wk2−2αǫ2α,
where W = 2‖φ‖2CH,α . If α = 1, for any k, n ∈ N and any
ǫ < 1/3,
R˜∗(n/2, k;φ) ≥ 1
2
R˜∗(n, k, ǫ;φ)−W ln2(ek)e−n/32
−Wǫ2 ln2(ek)−W (1 + ǫ)2 ln2(1 + ǫ),
where W = 2(W1 + c1)
2 in which W1 and c1 are constants
from Lemma 7. If α ∈ (1, 2), for any k, n ∈ N and any
ǫ < 1/3,
R˜∗(n/2, k;φ) ≥ 1
2
R˜∗(n, k, ǫ;φ)−We−n/32 −Wǫ2,
where W = 2‖φ‖2CH,1 .
Lower bound by the fuzzy hypotheses method. Next, we
derive a lower bound on the approximated minimax risk by
taking advantage of the two fuzzy hypotheses method [38].
This method constructs two prior distributions π and π′ on
the parameter space instead of choosing two parameters as
in Lemma 27. In particular, we construct two stochastic
probability vectors from random variables U and U ′ defined
on [0, λ] for some λ > 0 such that E[U ] = E[U ′] = β ≤ 1.
Let
P =
(
U1
k
, ...,
Uk
k
, 1− β
)
, and P ′ =
(
U ′1
k
, ...,
U ′k
k
, 1− β
)
,
where P and P ′ are k+1-dimensional vectors, and U1, ..., Uk
and U ′1, ..., U
′
k are i.i.d. copies of U and U
′, respectively.
Define two events on P and P ′, respectively, as
E ={P ∈Mk+1(ǫ), |E[θ(P )]− θ(P )| ≤ d/4},
E ′ ={P ′ ∈ Mk+1(ǫ), |E[θ(P ′)]− θ(P ′)| ≤ d/4}.
Then, the prior distributions π and π′ are defined as the
distributions of P and P ′ conditioned on these events, i.e.,
for any A ⊆Mk(ǫ),
πA = P{P ∈ A|E} and π′A = P{P ′ ∈ A|E ′}.
With this setup of the prior distributions, we obtain the
following lower bound:
Theorem 19. Let φ : [0, 1]→ R be a function whose second
divergence speed is pα for α > 0. Let U and U ′ be random
variables such that U,U ′ ∈ [0, λ], E[U ] = E[U ′] ≤ 1, and
k|E[φ(U/k)− φ(U ′/k)]| ≥ d. If α ∈ (0, 2) and λ ≤ k expect
α 6= 1, there exists a finite constant W > 0 depending only
on φ such that
R˜∗(n, k + 1, 4λ/
√
k;φ) ≥ d
2
16
(
7
8
−
kTV(E[Poi(nU/k)],E[Poi(nU ′/k)])− Wλ
2α
k2α−1d2
)
.
Moreover, if α = 1 and λ < ek, there exists a finite constant
W > 0 depending only on φ such that
R˜∗(n, k + 1, 4λ/
√
k;φ) ≥ d
2
16
(
7
8
−
kTV(E[Poi(nU/k)],E[Poi(nU ′/k)])−Wλ
2 ln2(λ/ek)
kd2
)
.
Lower bound by the best polynomial approximation.We
can prove Theorem 17 by using Theorem 19 with appropriate
choices of U and U ′. We choose U and U ′ so that their
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moments are agreed with. Formally, we choose U and U ′ such
that for some positive integer L,
E[Um] = E[U
′m] for m = 1, ..., L. (10)
Under Eq. (10), we can use the following lemma given by
Wu et al. [12] to upper bound the total variation term in
Theorem 19:
Lemma 28 (Wu et al. [12, Lemma 3]). Let V and V ′ be
random variables on [0,M ]. If E[V j ] = E[V ′j ], j = 1, ..., L
and L > 2eM , then
TV(E[Poi(V )],E[Poi(V ′)]) ≤
(
2eM
L
)L
.
Besides, we can connect d in Theorem 19 to the best poly-
nomial approximation error by using either of the following
lemmas:
Lemma 29. For any given integer L > 0 and an interval
I ⊆ [0, 1], there exists two probability measures ν0 and ν1 on
I such that
EX∼ν0 [X
m] = EX∼ν1 [X
m], for m = 0, ..., L,
EX∼ν0 [φ(X)]−EX∼ν1 [φ(X)] = 2EL(φ, I).
Lemma 30. Suppose φ : [0, 1] → R be a function such that
φ(0) = 0. Define φ⋆(p) = φ(x)/x. For any given integer
L > 0, η ∈ (0, 1), and γ ∈ (0, 1) such that γ ≤ η, there exists
two probability measures ν0 and ν1 on [0, 1/ηγ] such that
EX∼ν0 [X ] = EX∼ν1 [X ] = γ,
EX∼ν0 [X
m] = EX∼ν1 [X
m], for m = 2, ..., L+ 1,
EX∼ν0 [φ(X)]−EX∼ν1 [φ(X)] = 2γEL(φ⋆, [γη, γ]).
Proof of Lemma 29. The proof is almost the same as the proof
of Jiao et al. [11, Lemma 10]. It follows directly from a
standard functional analysis argument proposed by Lepski et
al. [41]. It suffices to replace xα with φ(x) and [0, 1] with I
in the proof of [30, Lemma 1].
Proof of Lemma 30. From Lemma 29, there exists a pair of
probability measures ρ0 and ρ1 on [γ, γ/η] such that
EX∼ρ0 [X
m] = EX∼ρ1 [X
m], for m = 0, ..., L,
EX∼ρ0 [φ(X)]−EX∼ρ1 [φ(X)] = 2EL(φ, [γ, γη]).
Define ν0 and ν1 such that
dνi
dρi
(u) =
γ
u
and νi({0}) = 1− νi([η, 1]).
By construction, νi are defined on [0, 1/ηγ]. Besides, we get
EX∼νi [X ] =γEX∼ρi [1] = γ,
EX∼ν0 [X
m] =γEX∼ρ0
[
Xm−1
]
=γEX∼ρ1
[
Xm−1
]
=EX∼ν1 [X
m] for m = 2, ..., L+ 1.
From the assumption φ(0) = 0, we have
EX∼ν0 [φ(X)]−EX∼ν1 [φ(X)]
=γ
(
EX∼ρ0
[
φ(X)
X
]
−EX∼ρ1
[
φ(X)
X
])
=2γEL(φ
⋆, [γ, γ/η]).
Combining Theorems 18 and 19 and Lemmas 28 to 30, we
obtain Theorem 17.
Proof of Theorem 17. We use Theorems 18 and 19 to prove
the claim. Given an positive integer L, assume Eq. (10). We
need to check all the conditions in Theorems 18 and 19 are
satisfied.
First condition in the claim. We firstly confirm that all
the conditions in Theorems 18 and 19 are satisfied if the first
condition in the claim, i.e., λ ≤ 1/12 and 2kEL(φ, [0, λ/k]) ≥
d, holds. If λ ≤ 1/12, the conditions E[U ] = E[U ′] ≤ 1,
λ ≤ k in Theorem 19, and ǫ ≤ 1/3 in Theorem 18 with ǫ =
4λ/
√
k are satisfied obviously. By Lemma 29, E[φ(U/k) −
φ(U ′/k)] = 2EL(φ, [0, λ/k]).
Second condition in the claim. Next, we confirm that
all the conditions in Theorems 18 and 19 are satisfied if
the second condition in the claim, i.e., λ ≤
√
k/12 and
∃γ ∈ (0, 1), 2kγEL(φ⋆, [γ, γ2λ/k]) ≥ d and γ2λ ≤ k, holds.
By Lemma 30 with 1/ηγ = λ/k, E[φ(U/k) − φ(U ′/k)] =
2γEL(φ
⋆, [γ, γ2λ/k]), where we need γ2λ ≤ k to satisfy
γ ≤ η. From the conditions ǫ ≤ 1/3 in Theorem 18 and
ǫ = 4λ/
√
k in Theorem 19, we need λ ≤
√
k/12.
Noting that U,U ′ ∈ [0, λ] almost surely, we have from
Lemma 28 that
TV(E[Poi(nU/k)],E[Poi(nU ′/k)]) ≤
(
2enλ
Lk
)L
.
Combining this, Theorem 18, and Theorem 19 yields the
desired results.
2) Proof of Theorems 15 and 16: Here, we prove The-
orems 15 and 16 by combining Theorem 17 and the lower
bound results on the best polynomial approximation errors,
which can be found in Section VIII.
Proof of Theorem 15. We apply Theorem 17 with the first
condition. Set λ = C1k lnn/n and L = ⌈C2 lnn⌉ where C1
and C2 are universal constants. Let c = C1/C2. Under the
condition k . (n lnn)α, λ < 1/12 with sufficiently small c
and C2.
From Theorem 21, 2kEL(φ, [0, λ/k]) ≥ d for d =
2Ccαk
Cα2 (n lnn)
α with some universal constant C > 0.
If c < 1/2e, we have
k
(
2enλ
Lk
)L
≤ kn−C2 ln 12ec .
Under the condition k . (n lnn)α, kn−C2 ln
1
2ec = o(1) if
C2 ln
1
2ec > α. The condition C2 ln
1
2ec > α holds if c is
sufficiently small with fixed C2.
Under the condition k & ln4 n, there exists an universal
constant C > 0 such that
Wk1−2αλ2α ≤ W (cC2)
2αk ln2α n
n2α
≤ W (cC2)
2αCk2
(n lnn)2α
.
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Also, under the condition k & ln4 n, there exists an universal
constant C > 0 such that
42αW ′k2−3αλ2α ≤4
2αW ′(cC2)2αk2−α ln2α n
n2α
≤4
2αW ′C(cC2)2αk2
(n lnn)2α
.
These terms are smaller than d2/32 for sufficiently small
C2. Consequentlly, the minimax risk is larger than d
2 up to
constant.
Proof of Theorem 16. If α ∈ (1/2, 1), from the assumption of
domination, we have n1−1/2α lnn . k. Hence, with the same
proof of the Theorem 15, we obtain the claim.
For α ∈ [1, 3/2), we apply Theorem 17 with the second
condition. Set λ = C1k lnn/n and L = ⌈C2 lnn⌉ where C1
and C2 are universal constants. Let c = C1/C2. Under the
condition k . (n lnn)α, λ <
√
k/12 with sufficiently small c
and C2.
Since the setting of λ and L is equivalent to that in the proof
of Theorem 15, we obtain the same bounds on k(2enλLk )
L
. From
the assumption of domination, we have n1/2 lnn . k/ lnk .
k for α = 1 and nα−1/2 lnα n . k for α ∈ (1, 3/2). Thus,
k(2enλLk )
L
= o(1) if C2 ln
1
2ec > α.
If α = 1, we need to check λ2 ln2(λ/k)/k =
o(k2/(n lnn)2), ǫ2 ln2(ek) = o(k2/(n lnn)2), and (1 +
ǫ)2 ln2(1 + ǫ) = o(k2/(n lnn)2). For the first condition, we
have λ2 ln2(λ/k)/k . k ln4 n/n2. To apply Theorem 19,
we need to set ǫ = 4λ/
√
k and obtain ǫ2 ln2(ek) .
k ln2 n ln2 k/n2 and (1 + ǫ)2 ln2(1 + ǫ) . k ln2 n/n2 be-
cause (1 + x) ln(1 + x) ≤ 2 ln 2x for x ∈ (0, 1). Under
the domination assumption, we have k/ lnk & n1/2 lnn.
Combining this fact and the assumption n & k1/α/ ln k,
we have k ln4 n/n2 . k2 ln4 n/n1+3/2 = o(k2/(n lnn)2)
and k ln2 n/n2 . k ln2 n ln2 k/n2 . k2 ln4 n/nα+3/2 =
o(k2/(n lnn)2).
If α ∈ (1, 3/2), we need to check λ2α/k2α−1 =
o(k2/(n lnn)2α) and ǫ2 = o(k2/(n lnn)2α). As well as
the case α = 1, we have λ2α/k2α−1 . k ln2α n/n2α and
ǫ2 . k ln2 n/n2. Under the domination assumption, we have
k & nα−1/2 lnα n. Thus, k ln2α n/n2α . k2 lnα n/n3α−1/2 =
o(k2/(n lnn)2α) and k ln2 n/n2 . k2 ln2−α n/nα+3/2 =
o(k2/(n lnn)2α) if α < 3/2.
In the rest of the proof, it suffices to show that there is
γ ∈ (0, 1) such that 2kγEL(φ⋆, [γ, λ/k]) & k/(n lnn)α and
γ2λ/k ≤ 1. Let γ = λ/2L2k. Then, since λ ≤ k, we have
γ2λ ≤ k. From Theorem 22, we have 2kγEL(φ⋆, [γ, λ/k]) &
kγα & k/(n lnn)α.
VIII. ANALYSES ON BEST POLYNOMIAL APPROXIMATION
ERROR
In the upper and lower bounds analyses in Sections VI
and VII, we connect the risks to the best polynomial ap-
proximation error of φ(p) or φ⋆(p) = φ(p)/p on the specific
intervals. In this section, we derive upper and lower bounds
on these errors. More precisely, we analyze EL(φ, [0, λ]) for
λ ∈ (0, 1) and EL(φ⋆, [γ, γ/η]) for η > 0 and γ ∈ (0, 1)
such that γ ≤ η. We can use Theorem 2 to obtain the
best polynomial approximation error regarding the degree L,
however, we cannot obtain the dependency on λ, γ, and η from
this theorem. We therefore carry out more precise analyses by
using the direct and converse results in Lemmas 3 and 4.
We firstly derive an upper bound on EL(φ, [0, λ]) regarding
L and λ under the divergence speed assumption with α ∈
(0, 3/2).
Theorem 20. Suppose φ : [0, 1]→ R be a function such that
one of the following condition is satisfied:
1) the first divergence speed of φ is pα for α ∈ (0, 1/2],
2) the second divergence speed of φ is pα for α ∈ (1/2, 1],
3) the third divergence speed of φ is pα for α ∈ (1, 3/2).
With a increasing sequence of L and a decreasing sequence
of λ ∈ (0, 1), we have
EL(φ, [0, λ]) .
(
λ
L2
)α
.
Next, we derive a matching lower bound on EL(φ, [0, λ])
under the divergence speed assumption with α ∈ (0, 1).
Theorem 21. Suppose φ : [0, 1] → R be a function whose
second divergence speed is pα for α ∈ (0, 1). Then, we have
lim inf
L→∞,λ→0
(
L2
λ
)α
EL(φ, [0, λ]) > 0.
Combining Theorems 20 and 21, we see that the best
polynomial approximation error EL(φ, [0, λ]) for α ∈ (0, 1)
is
(
λ
L2
)α
up to constant.
Next, we derive a lower bound on EL(φ
⋆, [γ, γ/η]) under
the divergence speed assumption with α ∈ [1, 3/2).
Theorem 22. Let {φγ} be a family of functions over γ ∈ (0, 1)
such that φγ(γ) = 0 and the second order divergence speed of
all elements is pα for α ∈ [1, 3/2). Denote φ⋆γ(x) = φγ(x)/x.
Then, if α = 1 and φ
(1)
γ (γ) = 0 for any γ ∈ (0, 1),
lim inf
L→∞,γ→0:γ≤1/2L2
EL
(
φ⋆γ , [γ, 2L
2γ]
)
> 0.
If α ∈ (1, 3/2) and φ(1)γ (0) = 0 for any γ ∈ (0, 1),
lim inf
L→∞,γ→0:γ≤1/2L2
γ1−αEL
(
φ⋆γ , [γ, 2L
2γ]
)
> 0.
Remark 2. We can choose such family {φγ} because the min-
imax risk is invariant among φc,c′(x) = φ(x)+c+c
′(x−1/k)
for any constants c, c′ ∈ R. Note that φ(ℓ)c,c′(x) = φ(ℓ)(x) for
any ℓ ≥ 2.
IX. CONCLUSION
In this paper, we investigate the minimax optimal risk of the
additive functional estimation problem in large-k regime, and
we reveal that the divergence speed characterizes the minimax
optimal risk. Our result gives comprehensive understanding
of the additive functional estimation problem through the
divergence speed. However, our analysis does not cover all
the function φ; for example, non-differentiable function. The
ambitious goal of this study is to find out a characterization of
the minimax optimal risk which is valid for arbitrary function
φ.
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APPENDIX
We use the Hellinger distance version of the Le Cam’s two
point method to prove Proposition 1:
Lemma 31 ([38]). The minimax lower bound is given as
R∗(n, k;φ) ≥ 1
2
(θ(P )− θ(Q))2
×

1−
√
1−
(
1− DH(P,Q)
2
4
)2n,
where DH denotes the Hellinger distance.
Proof of Proposition 1. For β ∈ (0, 1] and δ > 0, define
P =
(
β
k − 1 , ...,
β
k − 1 , 1− β
)
,
Q =
(
β + δ
k − 1 , ...,
β + δ
k − 1 , 1− β − δ
)
.
Then, the total variation distance between P and Q is obtained
as TV(P,Q) = δ. From the Le Cam’s inequality, we have
DH(P,Q)
2 ≤ 2TV(P,Q).
Thus, we have √
1−
(
1− DH(P,Q)
2
4
)2n
≤
√
1−
(
1− δ
2
)2n
.
If δ ≤ 2− 2(3/4)1/2n, we have√
1−
(
1− DH(P,Q)
2
4
)2n
≤ 1
2
.
Note that this argument is true for any β ∈ (0, 1].
By the inverse triangle inequality, we have
|θ(P ) − θ(Q)|
=
∣∣∣∣∣(k − 1)
∫ β
k−1
β+δ
k−1
φ(1)(s)ds+
∫ 1−β
1−β−δ
φ(1)(s)ds
∣∣∣∣∣
≥(k − 1)
∣∣∣∣∣
∫ β
k−1
β+δ
k−1
φ(1)(s)ds
∣∣∣∣∣ −
∣∣∣∣∣
∫ 1−β
1−β−δ
φ(1)(s)ds
∣∣∣∣∣.
Let p1 =
(
W1
W1∨c′1
)1/(1−α)
, we have
∣∣φ(1)(p)∣∣ > 0 for p ∈
(0, p1). From continuity of φ
(1), φ(1)(p) has the same sign in
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p ∈ (0, p1]. Thus, if β + δ is small enough so that β + δ <
p1 ∧ 12 , we have
|θ(P )− θ(Q)|
≥ (k − 1)
∣∣∣∣∣
∫ β
k−1
β+δ
k−1
(
W1s
α−1 − c′1
)
ds
∣∣∣∣∣
−
∣∣∣∣∣
∫ 1−β
1−β−δ
(
W1s
1−α + c1
)
ds
∣∣∣∣∣
≥(k − 1)
∣∣∣∣∣
∫ β
k−1
β+δ
k−1
W1s
α−1ds
∣∣∣∣∣− c′1δ − (W121−α + c1)δ
≥(k − 1)
∣∣∣∣∣
∫ β
k−1
β+δ
k−1
W1s
−1ds
∣∣∣∣∣− c′1δ − (W121−α + c1)δ
≥W1(k − 1) ln
(
1 +
δ
β
)
− c′1δ −
(
W12
1−α + c1
)
δ
By Lemma 31 and letting β = δ, for sufficiently small δ, we
have
R∗(n, k;φ) ≥ 1
4
(
W1(k − 1) ln 2− (c′1 +W121−α + c1)δ
)2
.
From arbitrariness of δ > 0, we have
R∗(n, k;φ) ≥ 1
4
(W1(k − 1) ln 2)2.
Proof of Lemma 5. Letting pℓ =
(
Wℓ
Wℓ∨c′ℓ
)1/(ℓ−α)
, we have∣∣φ(ℓ)(p)∣∣ > 0 for p ∈ (0, pℓ). From continuity of φ(ℓ), φ(ℓ)(p)
has the same sign in p ∈ (0, pℓ], and thus we have either
φ(ℓ)(p) ≥ Wℓpα−ℓ − c′ℓ or φ(ℓ)(p) ≤ −(Wpα−ℓ − c′m) in
p ∈ (0, pℓ]. From absolutely continuity of φ(m−1), we have
for any p ∈ (0, 1),
φ(ℓ−1)(p) = φ(ℓ−1)(pℓ) +
∫ p
pℓ
φ(ℓ)(x)dx. (11)
The absolute value of the second term in Eq. (11) has an upper
bound as
∣∣∣∣
∫ p
pℓ
φ(ℓ)(x)dx
∣∣∣∣
≤
∣∣∣∣
∫ p
pℓ
Wℓx
α−ℓ + cℓdx
∣∣∣∣
≤
∣∣(α − ℓ+ 1)Wℓ(pα−ℓ+1ℓ − pα−ℓ+1)+ cℓ(p− pℓ)∣∣
≤ (α− ℓ+ 1)Wℓpα−(ℓ−1)
+
∣∣(α− ℓ+ 1)Wℓpα−ℓ+1ℓ + cℓ(pℓ − p)∣∣
≤(α− ℓ+ 1)Wℓpα−m+1 + (α − ℓ+ 1)Wℓpα−ℓ+1ℓ + cℓ.
Also, we have a lower bound of the second term in Eq. (11)
as ∣∣∣∣
∫ p
pℓ
φ(ℓ)(x)dx
∣∣∣∣
=
∣∣∣∣
∫ p∧pℓ
pℓ
φ(ℓ)(x)dx +
∫ p
p∧pℓ
φ(ℓ)(x)dx
∣∣∣∣
≥
∣∣∣∣
∫ p∧pℓ
pℓ
Wℓx
α−ℓ − c′ℓdx
∣∣∣∣ −
∣∣∣∣
∫ p
p∧pℓ
Wℓx
α−ℓ + cℓdx
∣∣∣∣
≥
∣∣∣∣∣(α− ℓ+ 1)Wℓ
(
pα−ℓ+1ℓ − (p ∧ pℓ)α−ℓ+1
)
− c′ℓ((p ∧ pℓ)− pℓ)
∣∣∣∣∣− ∣∣(Wℓpα−ℓℓ + cℓ)(p− (p ∧ pℓ))∣∣
∵ xα−ℓ ≤ pα−ℓℓ for x ∈ [pℓ, 1) if α ≤ ℓ
≥ (α− ℓ+ 1)Wℓ(p ∧ pℓ)α−ℓ+1 − (α− ℓ + 1)Wℓpα−ℓ+1ℓ
− |c′ℓ(pℓ − (p ∧ pℓ))| −
(
Wℓp
α−ℓ
ℓ + cℓ
)
(p− (p ∧ pℓ))
≥ (α− ℓ+ 1)Wℓpα−ℓ+1 − (α− ℓ+ 1)Wℓpα−ℓ+1ℓ − c′ℓpℓ
− (Wℓpα−ℓℓ + cℓ)(1− pℓ),
where we use the reverse triangle inequality to obtain the third
and fifth lines. Applying the triangle inequality and the reverse
triangle inequality gives
∣∣∣∣
∫ p
pℓ
φ(ℓ)(x)dx
∣∣∣∣ −
∣∣∣φ(ℓ−1)(pℓ)∣∣∣ ≤∣∣∣φ(ℓ−1)(p)∣∣∣
≤
∣∣∣∣
∫ p
pℓ
φ(ℓ)(x)dx
∣∣∣∣ + ∣∣∣φ(ℓ−1)(pℓ)∣∣∣.
Thus, settingWℓ−1 = (α−ℓ+1)Wℓ, cℓ = Wℓ−1pα−ℓ+1+cℓ+
|φ(ℓ−1)(pℓ)|, and c′ℓ−1 = Wℓ−1pα−ℓ+1ℓ + c′ℓpℓ − (Wℓpα−ℓℓ +
cℓ)(1− pℓ)−
∣∣φ(ℓ−1)(pℓ)∣∣, we have for all p ∈ (0, 1),
Wℓ−1pα−(ℓ−1) − c′ℓ−1 ≤∣∣∣φ(ℓ−1)(p)∣∣∣
≤Wℓ−1pα−(ℓ−1) + cℓ−1.
Thus, (ℓ− 1)th divergence speed of φ is pα.
Proof of Lemma 7. By Lemma 6, (α+1)th divergence speed
is pα. Then, we prove the claim in the same manner of the
proof of Lemma 5. Letting pα+1 =
(
Wα+1
Wα+1∨c′α+1
)
, φ(α+1)(p)
has the same sign in p ∈ (0, pα+1]. For any p ∈ (0, 1), we
have ∣∣∣∣∣
∫ p
pα+1
φ(α+1)(x)dx
∣∣∣∣∣
≤
∣∣∣∣∣
∫ p
pα+1
Wα+1x
−1 + cα+1dx
∣∣∣∣∣
=|Wα+1(ln(p)− ln(pα+1)) + cα+1(p− pα+1)|
≤Wα+1 ln(1/p) +Wα+1 ln(1/pα+1) + cα+1.
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Also, we have∣∣∣∣∣
∫ p
pα+1
φ(α+1)(x)dx
∣∣∣∣∣
=
∣∣∣∣∣
∫ p∧pα+1
pα+1
φ(α+1)(x)dx +
∫ p
p∧pα+1
φ(α+1)(x)dx
∣∣∣∣∣
≥
∣∣∣∣∣
∫ p∧pα+1
pα+1
Wα+1x
−1 − c′α+1dx
∣∣∣∣∣
−
∣∣∣∣∣
∫ p
p∧pα+1
Wα+1x
−1 + cα+1dx
∣∣∣∣∣
≥
∣∣∣∣Wα+1 ln
(
p ∧ pα+1
pα+1
)
− c′α+1(p ∧ pα+1 − pα+1)
∣∣∣∣
−
∣∣Wα+1p−1α+1 + cα+1∣∣|p− p ∧ pα+1|
≥Wα+1 ln(1/p)−Wα+1 ln(1/pα+1)
− c′α+1pα+1 −
(
Wα+1p
−1
α+1 + cα+1
)
(1 − pα+1).
From the absolutely continuity and the triangle and inverse
triangle inequalities, we have∣∣∣∣∣
∫ p
pα+1
φ(α+1)(x)dx
∣∣∣∣∣ −
∣∣∣φ(α)(pα+1)∣∣∣ ≤∣∣∣φ(α)(p)∣∣∣
≤
∣∣∣∣∣
∫ p
pα+1
φ(α+1)(x)dx
∣∣∣∣∣ +
∣∣∣φ(α)(pα+1)∣∣∣.
Hence, we get the claim by setting Wα = Wα+1,
cα = Wα+1 ln(1/pα+1) + cα+1 + |φ(α)(pα+1)|, and c′α =
Wα+1 ln(1/pα+1) + c
′
α+1pα+1 + (Wα+1p
−1
α+1 + cα+1)(1 −
pα+1) +
∣∣φ(α)(pα+1)∣∣.
Proof of Lemma 8. The Ho¨lder continuity is proved by show-
ing there exists an universal constant C > 0 such that for any
x, y ∈ (0, 1),
|φ(x) − φ(y)| ≤ C|x− y|α.
The absolutely continuity of φ yields that for any x, y ∈ (0, 1)
|φ(x) − φ(y)| =
∣∣∣∣
∫ y
x
φ(1)(s)ds
∣∣∣∣
≤
∣∣∣∣
∫ y
x
∣∣∣φ(1)(s)∣∣∣ds
∣∣∣∣
≤
∣∣∣∣
∫ y
x
(
W1s
α−1 + c1
)
ds
∣∣∣∣
≤W1
α
|xα − yα|+ c1|x− y|.
Since a function x→ xβ for β ∈ (0, 1) is β-Ho¨lder continuous
and |x − y| ≤ 1 for all x, y ∈ (0, 1), we have for any x, y ∈
(0, 1)
|φ(x) − φ(y)| ≤
(
W1
α
+ c1
)
|x− y|α.
Proof of Lemma 9. The combination of Lemma 7 and abso-
lutely continuity of φ yields that for any x, y ∈ (0, 1)
|φ(x) − φ(y)| =
∣∣∣∣
∫ y
x
φ(1)(s)ds
∣∣∣∣
≤
∣∣∣∣
∫ y
x
∣∣∣φ(1)(s)∣∣∣ds
∣∣∣∣
≤
∣∣∣∣
∫ y
x
(W1 ln(1/s) + c1)ds
∣∣∣∣
≤W1
∣∣∣∣
∫ y
x
ln(1/s)ds
∣∣∣∣+ c1|x− y|.
Application of the Ho¨lder inequality yields
∣∣∣∣
∫ y
x
ln(1/s)ds
∣∣∣∣
≤
∣∣∣∣∣
∣∣∣∣
∫ y
x
ln
1
1−α (1/s)ds
∣∣∣∣
1−α∣∣∣∣
∫ y
x
1ds
∣∣∣∣
α
∣∣∣∣∣
=
∣∣∣∣∣
∣∣∣∣
∫ y
x
ln
1
1−α (1/s)ds
∣∣∣∣
1−α∣∣∣∣∣|x− y|α
=
∣∣∣∣∣γ
(
1 +
1
1− α, ln(1/x)
)
− γ
(
1 +
1
1− α, ln(1/y)
)∣∣∣∣∣
1−α
|x− y|α,
where γ(s, x) =
∫ x
0 t
s−1e−tdt which is known as the lower in-
complete gamma function. Since the lower incomplete gamma
function is non-decreasing for x > 0, and limx→∞ γ(s, x) =
Γ(s), where Γ(s) is the gamma function, we have
|φ(x) − φ(y)| ≤
W1
(
Γ
(
1 +
1
1− α
))1−α
|x− y|α + c1|x− y|.
The gamma function Γ(s) is finite if s <∞. Thus,
sup
x,y∈(0,1)
|φ(x) − φ(y)|
|x− y|α
≤W1
(
Γ
(
1 +
1
1− α
))1−α
+ c1 sup
x,y∈(0,1)
|x− y|1−α
=W1
(
Γ
(
1 +
1
1− α
))1−α
+ c1 <∞,
for α ∈ (0, 1).
Proof of Lemma 10. The Lipschitz continuity is proved by
showing there exists an universal constant C > 0 such that
sup
p∈(0,1)
∣∣∣φ(1)(p)∣∣∣ ≤ C.
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For any p ∈ (0, 1), the absolutely continuity of φ(1) gives∣∣∣φ(1)(p)∣∣∣ =∣∣∣∣
∫ p
0
φ(2)(s)ds
∣∣∣∣
≤
∫ p
0
∣∣∣φ(2)(s)∣∣∣ds
≤
∫ p
0
(
W2s
α−2 + c2
)
ds
=
W2
α− 1p
α−1 + c2p ≤ W2
α− 1 + c2.
Next, we prove the Ho¨lder continuity of φ(1). The absolutely
continuity of φ(1) yields for any x, y ∈ (0, 1),∣∣∣φ(1)(x)− φ(1)(y)∣∣∣ ≤∣∣∣∣
∫ y
x
φ(2)(s)ds
∣∣∣∣
≤
∣∣∣∣
∫ y
x
∣∣∣φ(2)(s)∣∣∣ds∣∣∣∣
≤
∣∣∣∣
∫ y
x
(
W2s
α−2 + c2
)
ds
∣∣∣∣
=
W2
α− 1
∣∣xα−1 − yα−1∣∣+ c2|x− y|.
Since a function x→ xβ for β ∈ (0, 1) is β-Ho¨lder continuous
and |x− y| ≤ 1 for any x, y ∈ (0, 1), we have∣∣∣φ(1)(x) − φ(1)(y)∣∣∣ ≤ W2
α− 1 |x− y|
α−1 + c1|x− y|α−1.
We use the following helper lemma for proving Lemma 12.
Lemma 32 (Cai et al. [30], Lemma 4). Suppose 1E is an
indicator random variable independent of X and Y , then
Var[X1E + Y 1Ec ] =
Var[X ]PE +Var[Y ]PEc + (E[X ]−E[Y ])2PEPEc.
Proof of Lemma 11. From the property of the absolute value,
the bias is bounded above as
Bias
[
θˆ(N˜)− θ(P )
]
≤
k∑
i=1
(
Bias
[
1N˜ ′i≥2∆n,k
(
φplugin(N˜i)− φ(pi)
)]
+Bias
[
1N˜ ′i<2∆n,k
(
φpoly(N˜i)− φ(pi)
)])
.
Because of the independence between N˜ and N˜ ′, we have
Bias
[
1N˜ ′i≥2∆n,k
(
φplugin(N˜i)− φ(pi)
)]
=Bias
[
φplugin(N˜i)− φ(pi)
]
P
{
N˜ ′i ≥ 2∆n,k
}
,
Bias
[
1N˜ ′i<2∆n,k
(
φpoly(N˜i)− φ(pi)
)]
=Bias
[
φpoly(N˜i)− φ(pi)
]
P
{
N˜ ′i < 2∆n,k
}
. (12)
For the bias of the bias-corrected plugin estimator, we have
Bias
[
φplugin(N˜i)− φ(pi)
]
P
{
N˜ ′i ≥ 2∆n,k
}
=Bias
[
φplugin(N˜i)− φ(pi)
]
P
{
N˜ ′i ≥ 2∆n,k
}
× (1npi≤∆n,k + 1npi>∆n,k).
The Chernoff bound for the Poisson distribution gives
P
{
N˜ ′i ≥ 2∆n,k
}
1npi≤∆n,k ≤ (e/4)∆n,k1npi≤∆n,k . Thus, we
have
Bias
[
φplugin(N˜i)− φ(pi)
]
P
{
N˜ ′i ≥ 2∆n,k
}
≤ ((e/4)∆n,k1npi≤∆n,k + 1npi>∆n,k)
×Bias
[
φplugin(N˜i)− φ(pi)
]
.
(13)
Since the Chernoff bound yields P
{
N˜ ′i < 2∆n,k
}
≤
e−∆n,k/8 for pi > 4∆n,k, as well as the Eq. (13), we have
Bias
[
φpoly(N˜i)− φ(pi)
]
P
{
N˜ ′i < 2∆n,k
}
≤Bias
[
φpoly(N˜i)− φ(pi)
]
P
{
N˜ ′i < 2∆n,k
}
1npi≤4∆n,k+
Bias
[
φpoly(N˜i)− φ(pi)
]
P
{
N˜ ′i < 2∆n,k
}
1npi>4∆n,k
≤
(
1npi≤4∆n,k + e
−∆n,k/8
1npi<4∆n,k
)
×Bias
[
φpoly(N˜i)− φ(pi)
]
.
(14)
Combining Eqs. (12) to (14) gives the desired result.
Proof of Lemma 12. Because of the independence of
N˜1, .., N˜k, N˜
′
1, ..., N˜
′
k, applying Lemma 32 gives
Var
[
θˆ(N˜)
]
=Var
[
k∑
i=1
1N˜ ′i≥2∆n,kφplugin(N˜i) + 1N˜ ′i<2∆n,kφpoly(N˜i)
]
=
k∑
i=1
Var
[
1N˜ ′i≥2∆n,kφplugin(N˜i) + 1N˜ ′i<2∆n,kφpoly(N˜i)
]
≤
k∑
i=1
(
Var
[
φplugin(N˜i)
]
P
{
N˜ ′i ≥ 2∆n,k
}
+Var
[
φpoly(N˜i)
]
P
{
N˜ ′i < 2∆n,k
}
+
(
E
[
φplugin(N˜i)
]
−E
[
φpoly(N˜i)
])2
× P
{
N˜ ′i ≥ 2∆n,k
}
P
{
N˜ ′i < 2∆n,k
})
.
(15)
We can derive upper bounds on the first two terms of
Eq. (15) in the same manner of Eqs. (13) and (14) as
Var
[
φplugin(N˜i)
]
P
{
N˜ ′i ≥ 2∆n,k
}
≤(
(e/4)∆n,k1npi≤∆n,k + 1npi>∆n,k
)
Var
[
φplugin(N˜i)
]
,
and
Var
[
φpoly(N˜i)
]
P
{
N˜ ′i < 2∆n,k
}
≤(
1npi≤4∆n,k + e
−∆n,k/8
1npi>4∆n,k
)
Var
[
φpoly(N˜i)
]
.
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For the third term of Eq. (15), application of the triangle
inequality yields
(
E
[
φplugin(N˜i)
]
−E
[
φpoly(N˜i)
])2
× P
{
N˜ ′i ≥ 2∆n,k
}
P
{
N˜ ′i < 2∆n,k
}
=
(
E
[
φplugin(N˜i)− φ(pi)
]
−E
[
φpoly(N˜i)− φ(pi)
])2
× P
{
N˜ ′i ≥ 2∆n,k
}
P
{
N˜ ′i < 2∆n,k
}
≤ 2
(
Bias
[
φplugin(N˜i)− φ(pi)
]2
+Bias
[
φpoly(N˜i)− φ(pi)
]2)
× P
{
N˜ ′i ≥ 2∆n,k
}
P
{
N˜ ′i < 2∆n,k
}
.
As well as Eqs. (13) and (14), we have
P
{
N˜ ′i ≥ 2∆n,k
}
P
{
N˜ ′i < 2∆n,k
}
≤(e/4)∆n,k1npi≤∆n,k + 1npi>∆n,k ,
or
P
{
N˜ ′i ≥ 2∆n,k
}
P
{
N˜ ′i < 2∆n,k
}
≤1npi≤4∆n,k + e−∆n,k/81npi>4∆n,k .
Assigning these bounds into Eq. (15), we get the desired result.
Proof of Lemma 13. From the triangle inequality, we have
Bias
[
(gL(N˜) ∧ φsup,∆) ∨ φinf,∆ − φ(p)
]
≤|φsup,∆| ∨ |φinf,∆|+ sup
p∈[0,1]
|φ(p)|.
By the assumption, there exists a finite universal constant C >
0 such that |φsup,∆| ∨ φinf,∆ ≤ C and supp∈[0,1]|φ(p)| ≤ C.
By the last truncation, we have
Var
[
(gL(N˜) ∧ φsup,∆) ∨ φinf,∆
]
≤ |φsup,∆| ∨ |φinf,∆|.
With the same reason of the bias, we obtain the desired claim.
To prove the variance upper bound in Lemma 15, we use
the following lemma:
Lemma 33 (Wu et al. [12]). Let X ∼ Poi(λ). For any positive
integer m, Var[(X)m] is increasing in λ and
Var[(X)m] ≤ (λm)m
(
(2e)2
√
λm
π
√
λm
∨ 1
)
.
Proof of Lemma 14. Let φ′sup,∆ = φsup,∆ ∨ supp∈[0,∆] φL(p)
and φ′inf,∆ = φinf,∆ ∧ infp∈[0,∆] φL(p). By the triangle
inequality and the fact that gL is an unbiased estimator of
φL, we have
Bias
[
(gL(N˜) ∧ φsup,∆) ∨ φinf,∆ − φ(p)
]
≤ Bias
[
(gL(N˜) ∧ φsup,∆) ∨ φinf,∆
− (gL(N˜) ∧ φ′sup,∆) ∨ φ′inf,∆
]
+Bias
[
(gL(N˜) ∧ φ′sup,∆) ∨ φ′inf,∆ − φL(p)
]
+Bias
[
gL(N˜)− φ(p)
]
.
The first term is bounded above as
Bias
[
(gL(N˜) ∧ φsup,∆) ∨ φinf,∆
− (gL(N˜) ∧ φ′sup,∆) ∨ φ′inf,∆
]
≤(φ′sup,∆ − φsup,∆) ∨ (φinf,∆ − φ′inf,∆)
≤ sup
p∈[0,1]
|φL(p)− φ(p)| = EL(φ, [0,∆]).
Also, the third term is bounded above as
Bias
[
gL(N˜)− φ(p)
]
=|φL(p)− φ(p)| ≤ EL(φ, [0,∆]).
The second term has upper bound as
Bias
[
(gL(N˜) ∧ φ′sup,∆) ∨ φ′inf,∆ − φL(p)
]
=
√(
E
[
(gL(N˜) ∧ φ′sup,∆) ∨ φ′inf,∆ − φL(p)
])2
≤
√
E
[(
(gL(N˜) ∧ φ′sup,∆) ∨ φ′inf,∆ − φL(p)
)2]
.
Since φL(p) ∈ [φ′inf,∆, φ′sup,∆] for p ∈ [0,∆],
we have
(
(gL(N˜) ∧ φ′sup,∆) ∨ φ′inf,∆ − φL(p)
)2
≤(
gL(N˜)− φL(p)
)2
. Thus, we have
Bias
[
(gL(N˜) ∧ φ′sup,∆) ∨ φ′inf,∆ − φL(p)
]
≤
√
Var
[
gL(N˜)
]
.
Proof of Lemma 15. Letting φ∆(p) = φ(∆x) and a0, ..., aL
be coefficients of the optimal uniform approximation
of φ∆ by degree-L polynomials on [0, 1], we have∑L
m=0
∆mam
nm (N˜)m = gL(N˜). Then, since the standard de-
viation of sum of random variables is at most the sum of
individual standard deviation, we have
Var
[
gL(N˜)− φ(p)
]
≤
(
L∑
m=1
∆m|am|
nm
√
Var(N˜)m
)2
.
From [35] and the assumption that φ is bounded, there is a
positive constant C such that |am| ≤ C23L. From Lemma 33
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and the assumption p ≤ ∆, Var(N˜)m ≤ Var(X)m where
X ∼ Poi(∆n). Thus, we have
Var
[
gL(N˜)
]
.
(
L∑
m=1
∆m23L
nm
√
(∆nL)m(2e)2
√
∆nL
)2
≤
(
L∑
m=1
√
∆3mLm
nm
23L(2e)
√
∆nL
)2
.
From the assumption ∆
3L
n ≤ 12 , we have(
L∑
m=1
cm
√
∆3mLm
nm
23L(2e)
√
∆nL
)2
≤
(
23L(2e)
√
∆nL
L∑
m=1
(√
∆3L
n
)m)2
≤
(
23L(2e)
√
∆nL
(√
∆3L
n
+
∫ L
1
(√
∆3L
n
)x
dx
))2
≤
(
23L(2e)
√
∆nL
(√
∆3L
n
+
2
ln
(
∆3L
n
)


(√
∆3L
n
)L
−
√
∆3L
n


))2
≤
(√
∆3L
n
23L(2e)
√
∆nL
(
1+
2
ln 2

1−
(√
∆3L
n
)L−1
))2
≤16∆
3L64L(2e)2
√
∆nL
n
.
Proof of Lemma 16. We have
Bias
[
φ¯2,∆
(
N˜
n
)
− φ(p)
]
≤
sup
p>0
|T∆[φ](p)| + sup
p>0
p
2n
∣∣∣T (2)∆ [φ](p)∣∣∣+ sup
p∈[0,1]
|φ(p)|,
and
Var
[
φ¯2,∆
(
N˜
n
)]
≤
sup
p>0
(T∆[φ](p))
2
+ sup
p>0
( p
2n
T
(2)
∆ [φ](p)
)2
.
From Lemmas 8 to 10, since φ is β-Ho¨lder continuous for
some β ∈ (0, 1], φ is a continuous and bounded function.
Hence, for any p ∈ (0, 1],
|φ(p)| . 1.
Moreover, for any p > 0,
|T∆[φ](p)| . 1.
From the divergence speed assumption, we have
sup
p>0
∣∣∣pT (2)∆ [φ](p)∣∣∣ . ∆α−1 ∨ 1.
Under the assumptions ∆ ∈ (0, 1) and ∆ & n−1, we have
∆α−1 . n1−α ∨ 1 for α ∈ (0, 2). Hence,
sup
p>0
∣∣∣ p
2n
T
(2)
∆ [φ](p)
∣∣∣ . n−α ∨ 1 . 1.
Proof of Lemma 17. In the same manner of the proof of
Lemma 16, it suffices to prove the claim by showing
supp>0| 2p3n2 T
(3)
∆ [φ](p)| . 1, supp>0| 7p24n3T
(4)
∆ [φ](p)| . 1,
and supp>0| 3p
2
8n2T
(4)
∆ [φ](p)| . 1. By the divergence speed
assumption and Lemma 5, we have
sup
p>0
∣∣∣pT (3)∆ [φ](p)∣∣∣ .∆α−2 ∨ 1,
sup
p>0
∣∣∣pT (4)∆ [φ](p)∣∣∣ .∆α−3 ∨ 1,
sup
p>0
∣∣∣p2T (4)∆ [φ](p)∣∣∣ .∆α−2 ∨ 1.
Under the assumptions ∆ ∈ (0, 1) and ∆ & n−1, we have
sup
p>0
∣∣∣pT (3)∆ [φ](p)∣∣∣ .n2−α ∨ 1,
sup
p>0
∣∣∣pT (4)∆ [φ](p)∣∣∣ .n3−α ∨ 1,
sup
p>0
∣∣∣p2T (4)∆ [φ](p)∣∣∣ .n2−α ∨ 1.
Hence,
sup
p>0
∣∣∣∣ 2p3n2T (3)∆ [φ](p)
∣∣∣∣ .n−α ∨ 1 . 1,
sup
p>0
∣∣∣∣ 7p24n3T (4)∆ [φ](p)
∣∣∣∣ .n−α ∨ 1 . 1,
sup
p>0
∣∣∣∣ 3p28n2T (4)∆ [φ](p)
∣∣∣∣ .n−α ∨ 1 . 1.
Proof of Lemma 22. Assume ∆ < p < 1. It is obvious that
for any ∆ < p < 1, H
(ℓ)
L,∆,δ[φ](p) = φ
(ℓ)(p) = T∆[φ](p) for
any ℓ = 0, ..., L and any δ > 0.
By a property of the generalized Hermite interpolation,
H
(ℓ)
L (a;φ, a, b) = φ
(ℓ)(a) for any δ > 0 and any ℓ = 0, ..., L.
Hence, if p = ∆ or p = 1, H
(ℓ)
L,∆,δ[φ](p) = φ
(ℓ)(p) =
T∆[φ](p) for any δ > 0 and any ℓ = 0, ..., L.
Assume p < ∆. For any δ < 1−∆−1p,
HL,∆,δ[φ](p) = φ(∆) = T∆[φ](p).
Besides, for any δ < 1−∆−1p and any ℓ ≤ L,
H
(ℓ)
L,∆,δ[φ](p) = 0 = T∆[φ](p).
In the same manner, we can prove the claim for p > 1.
Proof of Lemma 23. By the divergence speed assumption and
the fact that pα−ℓ ≥ 1 for any p ∈ (0, 1), we have |φ(ℓ)(p)| ≤
28
(Wℓ + cℓ)p
α−ℓ. Thus, it is clear that pβ
∣∣∣H(ℓ)L,∆,δ[φ](p)∣∣∣ ≤
(Wℓ + cℓ)p
α+β−ℓ for p ∈ [∆, 1].
Fix δ > 0. For p ≤ ∆(1−δ) and p ≥ 1+δ,
∣∣∣H(ℓ)L,∆[φ](p)∣∣∣ =
0 by definition. For p ∈ (1, 1 + δ), we have
pβ
∣∣∣H(ℓ)L (p;φ, 1, 1 + δ)∣∣∣
= pβ
∣∣∣∣∣
ℓ∑
u=0
(
ℓ
u
) L∑
m=1∨u
φ(m)(1)
m!
(p− 1)m−u
L−m∑
s=0
L+ 1
L+ s+ 1
×
(
ℓ−u−1∏
w=0
(L+ s+ 1− w)
)
ℓ−u∑
w=ℓ−u−s
(−1)w
×
(
ℓ− u
w
)
B
s−ℓ+u+w,L+s+1−ℓ+u
(
p− 1
δ
)∣∣∣∣∣
≤ (L+ 1)pβ
ℓ∑
u=0
(
ℓ
u
) L∑
m=1∨u
∣∣φ(m)(1)∣∣
m!
δm−u
×
L−m∑
s=0
(
ℓ−u−1∏
w=1
(L + s+ 1− w)
)
×
ℓ−u∑
w=ℓ−u−s
(
ℓ− u
w
)∣∣∣∣ Bs−ℓ+u+w,L+s+1−ℓ+u
(
p− 1
δ
)∣∣∣∣
≤ (L+ 1)pβ
ℓ∑
u=0
(
ℓ
u
) L∑
m=1∨u
Wm + cm
m!
δm−u
×
L−m∑
s=0
(
ℓ−u−1∏
w=1
(L+ s+ 1− w)
)
×
ℓ−u∑
w=ℓ−u−s
(
ℓ− u
w
)(
L+ s+ 1− ℓ+ u
s− ℓ+ u+ w
)
×
(
s− ℓ+ u+ w
L+ s+ 1− ℓ+ u
)s−ℓ+u+w
×
(
L+ 1− w
L+ s+ 1− ℓ+ u
)L+1−w
,
where we use the fact that supx|Bν,n(x)| = ννn−n(n −
ν)n−ν
(
n
ν
)
to obtain the last line. Letting
CL,m,u =
L−m∑
s=0
(
ℓ−u−1∏
w=1
(L + s+ 1− w)
)
×
ℓ−u∑
w=ℓ−u−s
(
ℓ− u
w
)(
L+ s+ 1− ℓ+ u
s− ℓ+ u+ w
)
×
(
s− ℓ+ u+ w
L+ s+ 1− ℓ+ u
)s−ℓ+u+w
×
(
L+ 1− w
L+ s+ 1− ℓ+ u
)L+1−w
,
we have
pβ
∣∣∣H(ℓ)L (p;φ, 1, 1 + δ)∣∣∣
≤(L+ 1)(1 + δ)β
ℓ∑
u=0
(
ℓ
u
) L∑
m=1∨u
CL,m,u
Wm + cm
m!
δm−u
≤(L+ 1)2β
ℓ∑
u=0
(
ℓ
u
) L∑
m=1∨u
CL,m,u
Wm + cm
m!
≤(L+ 1)2ℓ+βe max
u=0,...,ℓ,m=1∨m,...,L
CL,m,u(Wm + cm).
Noting thatmaxu=0,...,ℓ,m=1∨m,...,LCL,m,u(Wm+cm) is only
depending on the universal constant L and the function φ, we
have pβ
∣∣∣H(ℓ)L (p;φ, 1, 1 + δ)∣∣∣ . 1.
Similarly, for p ∈ (∆(1 − δ),∆),
pβ
∣∣∣H(ℓ)L (p;φ,∆,∆(1 − δ))∣∣∣
≤(L+ 1)pβ
ℓ∑
u=0
(
ℓ
u
) L∑
m=1∨u
CL,m,u
∣∣φ(m)(∆)∣∣
m!
(∆− p)m−u,
where CL,m,u are the same constants introduced in the case
p ∈ (1, 1 + δ). From the bound coming from the divergence
speed assumption, we have
pβ
∣∣∣H(ℓ)L (p;φ,∆,∆(1− δ))∣∣∣
≤ (L+ 1)∆β
ℓ∑
u=0
(
ℓ
u
)
×
L∑
m=1∨u
CL,m,u
(Wm + cm)∆
α−m
m!
∆m−uδm−u
=(L+ 1)∆α+β−ℓ
ℓ∑
u=0
(
ℓ
u
)
×
L∑
m=1∨u
CL,m,u
Wm + cm
m!
∆ℓ−uδm−u
≤(L+ 1)2ℓe∆α+β−ℓ max
u=0,...,ℓ,m=1∨m,...,L
CL,m,u(Wm + cm)
.∆α+β−ℓ.
Hence, we have pβ
∣∣∣H(ℓ)L,∆[φ](p)∣∣∣ . 1 ∨∆α+β−ℓ.
Proof of Lemma 24. By the mean value theorem, for any con-
tinuously differentiable function G(x) such that |G(x)| > 0
on the open interval between z and a, there exists ξ between
z and a such that
R2ℓ−1(z; g, a) =
g(2ℓ)(ξ)
(2ℓ− 1)! (z − ξ)
2ℓ−1G(z)−G(a)
G(1)(ξ)
Let pˆ = N˜/n and G(x) = x−r(pˆ− x)2ℓ. Then, we have
G(1)(x) = −((2ℓ− r)x + rpˆ) (pˆ− x)
2ℓ−1
xr+1
.
Hence, there exists ξ between p and pˆ such that
R2ℓ−1(pˆ; g, p) =
ξr+1g(2ℓ)(ξ)
(2ℓ− 1)!
(pˆ− p)2ℓ
pr((2ℓ− r)ξ + rpˆ) .
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Noting that p, pˆ, ξ ≥ 0, we have
|E[R2ℓ−1(pˆ; g, p)]|
≤ p
−r
(2ℓ− r)(2ℓ − 1)!
∣∣∣E[ξrg(2ℓ)(ξ)(pˆ− p)2ℓ]∣∣∣
≤ p
−r
(2ℓ− r)(2ℓ − 1)!E
[
(pˆ− p)2ℓ] sup
ξ>0
∣∣∣ξrg(2ℓ)(ξ)∣∣∣. (16)
The central moments of the Poisson distribution has the
recursive formula. Let X ∼ Poi(λ) and µm = E[(X − λ)m].
Then, we have
µm+1 = λ
(
dµm
dλ
+mµm−1
)
,
where µ1 = 0 and µ2 = λ. From this formula, the central
moments of the Poisson distribution forms as a polynomial in
λ. Thus, there are an integer ℓm and a sequenceam,1, ..., am,ℓm
such that
µm =
ℓm∑
i=1
am,iλ
i.
From the recursive formula, we have for any λ,
ℓm+1∑
i=1
am+1,iλ
i =
ℓm∑
i=1
mam,iλ
i +
λk−1+1∑
i=2
mam−1,i−1λi.
The degree of polynomials in the left-hand and right-hand
sides should be matched. Thus, we have ℓm+1 = ℓm∨(ℓm−1+
1). Noting that ℓ1 = 0 and ℓ2 = 1, we have ℓm = ⌊m/2⌋.
Consequently, we have p−rE
[
(pˆ− p)2ℓ] .∑ℓ−1m=0 pℓ−m−rnℓ+m .
pℓ−r
nℓ
because of the assumption p & n−1. We obtain the claim
by substituting this bound into Eq. (16).
Proof of Lemma 25. Let pˆ = N˜/n and G(x) = x−
r
2 (pˆ−x)ℓ.
Then, we have
G(1)(x) = −
((
ℓ− r
2
)
x+
r
2
pˆ
)
x−(1+
r
2 )(pˆ− x)ℓ−1
By the mean value theorem, there exists ξ between p and pˆ
such that
(Rℓ−1(pˆ; g, p))
2
=
ξ2+r
(
g(ℓ)(ξ)
)2
(ℓ − 1)!
4(pˆ− p)2ℓ
pr((2ℓ− r)ξ + rpˆ)2 .
Noting that p, pˆ, ξ ≥ 0, we have
E
[
(Rℓ−1(pˆ; g, p))
2
]
≤ 4p
−r
(2ℓ− r)(ℓ − 1)!E
[
ξr
(
g(ℓ)(ξ)
)2
(pˆ− p)2ℓ
]
≤ 4p
−r
(2ℓ− r)(ℓ − 1)!E
[
(pˆ− p)2ℓ] sup
ξ>0
∣∣∣∣ξr(g(ℓ)(ξ))2
∣∣∣∣.
We obtain the claim by substituting the bound on the central
moment of the Poisson distribution p−rE
[
(pˆ− p)2ℓ] . pℓ−rnℓ .
Proof of Theorem 18. This proof is following the same man-
ner of the proof of [12, Lemma 1]. Fix δ > 0. Let θˆ(·, n) be a
near-minimax optimal estimator for fixed sample size n, i.e.,
sup
P∈Mk
E
[(
θˆ(N,n)− θ(P )
)]
≤ δ +R∗(k, n;φ).
For an arbitrary approximate distribution P ∈ Mk, we
construct an estimator
θ˜(N˜) = θˆ(N˜ , n′),
where N˜i ∼ Poi(npi) and n′ =
∑
i N˜i.
If α ∈ (0, 2) except α = 1, from Lemmas 8 and 10, φ is
β-Ho¨lder continuous for some β ∈ (0, 1]. From the triangle
inequality, β-Ho¨lder continuity of φ, and Lemma 34, we have
1
2
(
θ˜(N˜)− θ(P )
)2
≤1
2
(∣∣∣∣θ˜(N˜)− θ
(
P∑
i pi
)∣∣∣∣+
∣∣∣∣θ
(
P∑
i pi
)
− θ(P )
∣∣∣∣
)2
≤1
2
(∣∣∣∣θ˜(N˜)− θ
(
P∑
i pi
)∣∣∣∣ +
∣∣∣∣∣‖φ‖CH,β
∑
i
∣∣∣∣ pi∑
i pi
− pi
∣∣∣∣
β
∣∣∣∣∣
)2
≤1
2
(∣∣∣∣θ˜(N˜)− θ
(
P∑
i pi
)∣∣∣∣ + ‖φ‖CH,β ǫβ∑
i
∣∣∣∣ pi∑
i pi
∣∣∣∣
β
)2
≤1
2
(∣∣∣∣θ˜(N˜)− θ
(
P∑
i pi
)∣∣∣∣+ ‖φ‖CH,βk1−βǫβ
)2
≤
(
θ˜(N˜)− θ
(
P∑
i pi
))2
+ ‖φ‖2CH,βk2−2βǫ2β . (17)
If α = 1, we have from Lemma 7 that for any x, y ∈ (0, 1),
|φ(x) − φ(y)|
≤
∣∣∣∣
∫ y
x
∣∣∣φ(1)(s)∣∣∣ds
∣∣∣∣
≤
∣∣∣∣
∫ y
x
(W1 ln(1/s) + c1)ds
∣∣∣∣
=|W1(x lnx− y ln y) + (W1 + c1)(y − x)|
≤W1|x ln x− y ln y|+ (W1 + c1)|x− y|.
As well as the case α 6= 1, we have
1
2
(
θ˜(N˜)− θ(P )
)2
≤1
2
(∣∣∣∣θ˜(N˜)− θ
(
P∑
i pi
)∣∣∣∣+
∣∣∣∣θ
(
P∑
i pi
)
− θ(P )
∣∣∣∣
)2
≤
(∣∣∣∣θ˜(N˜)− θ
(
P∑
i pi
)∣∣∣∣
)2
+
(
k∑
i=1
∣∣∣∣φ
(
pi∑
i pi
)
− φ(pi)
∣∣∣∣
)2
.
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For the second term, we have(
k∑
i=1
∣∣∣∣φ
(
pi∑
i pi
)
− φ(pi)
∣∣∣∣
)2
≤
(
k∑
i=1
(
W1
∣∣∣∣ pi∑
i pi
ln
(
pi∑
i pi
)
− pi ln pi
∣∣∣∣
+ (W1 + c1)
∣∣∣∣ pi∑
i pi
− pi
∣∣∣∣
))2
≤
(
k∑
i=1
(
W1
∣∣∣∣∣(1−
∑
i
pi)
pi∑
i pi
ln
(
pi∑
i pi
)
+
pi∑
i pi
(∑
i
pi
)
ln
(
1∑
i pi
)∣∣∣∣∣
+ (W1 + c1)
pi∑
i pi
∣∣∣∣∣1−
∑
i
pi
∣∣∣∣∣
))2
≤
(
W1
∣∣∣∣∣1−
∑
i
pi
∣∣∣∣∣
∣∣∣∣∣
k∑
i=1
pi∑
i pi
ln
(
pi∑
i pi
)∣∣∣∣∣
+W1
(∑
i
pi
)
ln
(
1∑
i pi
)
+ (W1 + c1)
∣∣∣∣∣1−
∑
i
pi
∣∣∣∣∣
)2
≤
(
W1
∣∣∣∣∣1−
∑
i
pi
∣∣∣∣∣
∣∣∣∣∣
k∑
i=1
pi∑
i pi
ln
(
pi∑
i pi
)∣∣∣∣∣
+W1
(∑
i
pi
)
ln
(
1∑
i pi
)
+ (W1 + c1)
∣∣∣∣∣1−
∑
i
pi
∣∣∣∣∣
)2
≤(W1ǫ ln k +W1(1 + ǫ) ln(1 + ǫ) + (W1 + c1)ǫ)2
≤2(W1 + c1)2ǫ2 ln2(ek) + 2W 21 (1 + ǫ)2 ln2(1 + ǫ).
Hence,
1
2
(
θ˜(N˜)− θ(P )
)2
≤
(∣∣∣∣θ˜(N˜)− θ
(
P∑
i pi
)∣∣∣∣
)2
+ 2(W1 + c1)
2ǫ2 ln2(ek) + 2W 21 (1 + ǫ)
2 ln2(1 + ǫ).
(18)
For the first term in Eqs. (17) and (18), we observe that N˜ ∼
Multinomial(m, P∑ pi ) conditioned on n
′ = m. Therefore, we
have
E
(
θ˜(N˜)− θ
(
P∑k
i=1 pi
))2
=
∞∑
m=0
E

(θ˜(N˜ ,m)−θ
(
P∑k
i=1 pi
))2∣∣∣∣∣∣n′=m

P{n′=m}
≤
∞∑
m=0
R˜∗(m, k;φ)P{n′ = m}+ δ.
Note that R˜∗(m, k;φ) is a non-increasing function with re-
spect to m. Since n′ ∼ Poi(n∑i pi) and |∑i pi − 1| ≤ ǫ ≤
1/3, applying Chernoff bound yields P{n′ ≤ n/2} ≤ e−n/32.
Thus, we have
E
(
θ˜(N˜)− θ
(
P∑k
i=1 pi
))2
≤
∑
m≥n/2
R˜∗(m, k;φ)P{n′ = m}
+ P{n′ ≤ n/2} max
m=0,...,⌊n/2⌋
R˜∗(m, k;φ) + δ
≤R˜∗(n/2, k;φ) + e−n/32R˜∗(0, k;φ) + δ.
If α ∈ (0, 2) except α = 1, from β-Ho¨lder continuity of φ
and Lemma 34, we have
R˜∗(0, k;φ)
≤ sup
P,P ′∈Mk
(θ(P )− θ(P ′))2
≤‖φ‖2CH,β sup
P,P ′∈Mk
(∑
i
|pi − p′i|β
)2
≤2‖φ‖2CH,β sup
P∈Mk
(∑
i
pβi
)2
≤2‖φ‖2CH,βk2−2β .
If α = 1, we have
R˜∗(0, k;φ)
≤ sup
P,P ′∈Mk
(θ(P ) − θ(P ′))2
≤ sup
P,P ′∈Mk
(
W1
∑
i
|pi ln pi − p′i ln p′i|
+ (W1 + c1)
∑
i
|pi − p′i|
)2
≤2 sup
P∈Mk
∣∣∣∣∣W1
∑
i
|pi ln pi|+ (W1 + c1)
∣∣∣∣∣
2
≤2(W1 + c1)2 ln2(ek).
The arbitrariness of δ gives the desired result.
Proof of Theorem 19. Put ǫ = 4λ/
√
k. By the assumption,
we have
|E[θ(P )]−E[θ(P ′)]| =
∣∣∣∣∣
k∑
i=1
E[φ(Ui/k)]−
k∑
i=1
E[φ(U ′i/k)]
∣∣∣∣∣
=k|E[φ(U/k)]−E[φ(U ′/k)]| ≥ d.
Hence, under E and E ′, the triangle inequality gives
|θ(P ) − θ(P ′)| ≥ d
2
.
Let PN˜ and P
′
N˜
be the marginal distributions of the his-
togram N˜ with priors P and P ′, respectively, e.g., N˜i ∼
Poi(npi), kpi ∼ Ui for i ∈ [k], and pk+1 = 1 − β. Let PN˜ |π
and P ′
N˜ |π′ be the marginal distributions of the histogram with
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priors π and π′, respectively. Then, we have from the triangle
inequality that
TV
(
PN˜ |π, P
′
N˜ |π′
)
≤TV
(
PN˜ |π, P
′
N˜
)
+TV
(
PN˜ , P
′
N˜
)
+TV
(
P ′
N˜
, P ′
N˜ |π′
)
=TV
(
PN˜ , P
′
N˜
)
+ PE + PE ′.
Since the total variation of product distribution can be upper
bounded by the summation of individual ones, the total vari-
ation between PN˜ and P
′
N˜
is bounded above as
TV(PN˜ , P
′
N˜
)
≤
k∑
i=1
TV(PN˜i , P
′
N˜i
) + TV(n(1− β), n(1 − β))
=kTV(E[Poi(nU/k)],E[Poi(nU ′/k)]).
From the Le Cam’s lemma [42], we have
R˜∗(n, k + 1, ǫ) ≥ d
2
16
(
1−
kTV(E[Poi(nU/k)],E[Poi(nU ′/k)])− PE − PE ′
)
. (19)
Next, we derive upper bounds on PE and PE ′. Applying
Chebyshev’s inequality and the union bound gives
PEc ≤P
{∣∣∣∣∣
∑
i
Ui
k
− β
∣∣∣∣∣ > ǫ
}
+ P{|θ(P )−E[θ(P )]| > d/4}
≤Var[U ]
kǫ2
+
16
∑
iVar[φ(Ui/k)]
d2
≤ 1
16
+
16E
[
(φ(Ui/k)− φ(0))2
]
d2
. (20)
We derive upper bounds on Eq. (20) by dividing into three
cases; α ∈ (0, 1), α = 1, and α ∈ (1, 2).
Case α ∈ (0, 1). From Lemma 8, we have
16
∑
iE
[
(φ(Ui/k)− φ(0))2
]
d2
≤16‖φ‖
2
CH,α
∑
iE
[
U2αi
]
k2αd2
≤16‖φ‖
2
CH,αλ
2α
k2α−1d2
. (21)
Case α = 1. From the absolutely continuity, we have
16
∑
iE
[
(φ(Ui/k)− φ(0))2
]
d2
=
16
∑
iE
[(∫ 1
0
Uiφ
(1)(xUi/k)dx
)2]
k2d2
≤
16
∑
iE
[(∫ 1
0
Ui
∣∣φ(1)(xUi/k)∣∣dx)2
]
k2d2
.
From Lemma 7 and the fact that ln(1/p) > 0 for p ∈ (0, 1),
there exists W > 0 such that
∣∣φ(1)(p)∣∣ ≤ W ln(1/p) for p ∈
(0, 1). Hence,
16
∑
iE
[
(φ(Ui/k)− φ(0))2
]
d2
≤
16W 2
∑
iE
[(∫ 1
0 Ui ln(xUi/k)dx
)2]
k2d2
=
16W 2
∑
iE
[
(Ui ln(Ui/ek))
2
]
k2d2
≤16W
2λ2 ln2(λ/ek)
kd2
, (22)
where we use the fact that maxx∈[0,λ] x2 ln
2(x/ek) =
λ2 ln2(λ/ek) if λ < ek to obtain the last line.
Case α ∈ (1, 2). Without loss of generality, we can assume
φ(1)(0) = 0 because θ(P ;φ) = θ(P ;φc) for any c ∈ R where
φc(p) = φ(p) + c(p− 1/k) and φ is Lipschitz continuous as
shown in Lemma 8. Hence, the Taylor theorem indicates that
there exist ξi between 0 and Ui/k such that
PEc ≤ 1
16
+
16
∑
iE
[(
Ui
(
φ(1)(ξi)− φ(1)(0)
)
/k
)2]
d2
.
From Lemma 10, we obtain
PEc ≤ 1
16
+
16
∑
iE
[‖φ(1)‖CH,α−1Uiξα−1/k]2
d2
≤ 1
16
+
16‖φ(1)‖2CH,α−1λ2α
k2α−1d2
. (23)
Note that in all the cases, PE ′c has the same upper bound as
in Eqs. (21) to (23) by the same manner. Substituting Eqs. (21)
to (23) into Eq. (19) yields the desired result.
Proof of Theorem 20. First, we prove the claim for α 6= 1.
Let Peven,L be the set of all polynomials up to degree L that
only consist of even degree monomials. Then, we have
EL(φ, [0, λ]) ≤ inf
g∈Peven,L
sup
x∈[0,λ]
|φ(x) − g(x)|
=E⌊L/2⌋(φλ, [0, 1]) ≤ E⌊L/2⌋(φλ, [−1, 1]),
where φλ(x) = φ(λx
2). Since ϕ(x) ≤ 1, we have
ωrϕ(f, t; [−1, 1]) ≤ ωr(f, t; [−1, 1]). Thus, from the di-
rect result in Lemma 3, we can obtain the upper bound
on EL(φ, [0, λ]) by analyzing the modulus of smoothness
ωr(φλ, t; [−1, 1]) for some positive integer r. We divide into
three cases; α ∈ (0, 1/2], α ∈ (1/2, 1), and α ∈ (1, 3/2).
Case α ∈ (0, 1/2]. In this case, we analyze the first order
modulus of smoothness, which is rewritten as
ω1(f, t; [−1, 1]) = sup
x,y∈[−1,1]
{|f(x) − f(y)| : |x− y| ≤ t}.
Note that φλ is continuously differentiable, and its derivative
is obtained as φ
(1)
λ (x) = 2λxφ
(1)(λx2). From the divergence
speed assumption and the fact that pα−1 ≥ 1 for any p ∈
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(0, 1), we have
∣∣φ(1)(p)∣∣ ≤ (W1 + c1)pα−1. Thus, we have
for any x, y ∈ [−1, 1],
|φλ(x) − φλ(y)| =
∣∣∣∣
∫ y
x
φ
(1)
λ (s)ds
∣∣∣∣
≤2(W1 + c1)λα
∣∣∣∣
∫ y
x
|s|2α−1ds
∣∣∣∣.
Assume xy ≥ 0. Then, we have
|φλ(x)− φλ(y)| ≤2(W1 + c1)
2α
λα
∣∣x2α − y2α∣∣
≤2(W1 + c1)
2α
λα|x− y|2α,
where we use x → xβ is β-Ho¨lder continuous for β ∈ (0, 1]
to obtain the last inequality. Under the condition |x− y| ≤ t,
we have
|φλ(x)− φλ(y)| ≤2(W1 + c1)
2α
λαt2α.
Next, assume xy < 0. Then, we have
|φλ(x) − φλ(y)|
≤2(W1 + c1)λα
∣∣∣∣∣
∫ |x|
0
s2α−1ds+
∫ |y|
0
s2α−1ds
∣∣∣∣∣
=
2(W1 + c1)
2α
λα
(
|x|2α + |y|2α
)
.
Since |x− y| = |x|+ |y|, under the condition |x− y| ≤ t, we
have
|φλ(x) − φλ(y)| ≤ 4(W1 + c1)
2α
λαt2α.
From the direct result in Lemma 3, we have
EL(φ, [0, λ]) .ω
1
ϕ(φλ, L
−1; [−1, 1])
≤ω1(φλ, L−1; [−1, 1]) .
(
λ
L2
)α
.
Case α ∈ (1/2, 1]. From Lemma 2, it is sufficient to
derive an upper bound on the first order modulus of smooth-
ness of the first derivative ω1(φ
(1)
λ , t; (−1, 1)). Noting that
φ
(2)
λ (x) = 2λφ
(1)(λx2) + 4λ2x2φ(2)(λx2), we have for any
x, y ∈ (−1, 1),∣∣∣φ(1)λ (x) − φ(1)λ (y)∣∣∣ ≤
2λ
∣∣∣∣
∫ y
x
φ(1)(λs2)ds
∣∣∣∣+ 4λ2
∣∣∣∣
∫ y
x
s2φ(2)(λs2)ds
∣∣∣∣.
From the divergence speed assumption and Lemma 5, we have
|φ(1)(p)| ≤ (W1 + c1)pα−1 and |φ(2)(p)| ≤ (W2 + c2)pα−2.
Hence,∣∣∣φ(1)λ (x) − φ(1)λ (y)∣∣∣ ≤ 2(W1 + c1)λα
∣∣∣∣
∫ y
x
|s|2α−2ds
∣∣∣∣
+ 4(W2 + c2)λ
α
∣∣∣∣
∫ y
x
|s|2α−2ds
∣∣∣∣.
By following the same manner in the case α ∈ (0, 1/2], under
the condition |x− y| ≤ t, we have∣∣∣φ(1)λ (x) − φ(1)λ (y)∣∣∣ ≤4(W1 + c1) + 8(W2 + c2)2α− 1 λαt2α−1.
From the direct result in Lemma 3 and Lemma 2, we have
EL(φ, [0, λ]) .ω
2
ϕ
(
φλ, L
−1; (−1, 1))
.L−1ω1
(
φ
(1)
λ , L
−1; [−1, 1]
)
.
(
λ
L2
)α
.
Case α ∈ (1, 3/2). From Lemma 2, it is sufficient to derive
an upper bound on the first order modulus of smoothness of the
second derivative ω1(φ
(2)
λ , t; (−1, 1)). Noting that φ(3)λ (x) =
12λ2xφ(2)(λx2) + 8λ3x3φ(3)(λx2), we have for any x, y ∈
(−1, 1),∣∣∣φ(2)λ (x) − φ(2)λ (y)∣∣∣ ≤
12λ2
∣∣∣∣
∫ y
x
sφ(2)(λs2)ds
∣∣∣∣ + 8λ3
∣∣∣∣
∫ y
x
s3φ(3)(λs2)ds
∣∣∣∣.
From the divergence speed assumption and Lemma 5, we have
|φ(2)(p)| ≤ (W2 + c2)pα−2 and |φ(3)(p)| ≤ (W3 + c3)pα−3.
Hence,∣∣∣φ(2)λ (x) − φ(2)λ (y)∣∣∣ ≤ 12(W2 + c2)λα
∣∣∣∣
∫ y
x
|s|2α−3ds
∣∣∣∣
+ 8(W3 + c3)λ
α
∣∣∣∣
∫ y
x
|s|2α−3ds
∣∣∣∣.
By following the same manner in the case α ∈ (0, 1/2], under
the condition |x− y| ≤ t, we have∣∣∣φ(2)λ (x) − φ(2)λ (y)∣∣∣ ≤12(W2 + c2) + 8(W3 + c3)2α− 2 λαt2α−2.
From the direct result in Lemma 3 and Lemma 2, we have
EL(φ, [0, λ]) .ω
3
ϕ
(
φλ, L
−1; (−1, 1))
.L−2ω1
(
φ
(2)
λ , L
−1; [−1, 1]
)
.
(
λ
L2
)α
.
Next, we prove the claim for α = 1. Letting φ′λ(x) =
φ(∆(1 + x)/2), we have EL(φ, [0,∆]) = EL(φ
′
λ, [−1, 1]).
From the direct result in Lemma 3, we have EL(φ, [0,∆]) .
ω2ϕ(φ
′
λ, L
−1; [−1, 1]) where the second-order weighted mod-
ulus of smoothness can be rewritten as
ω2ϕ(f, t; [−1, 1]) =
sup
x,y∈[−1,1]
{∣∣∣∣f(x) + f(y)− 2f
(
x+ y
2
)∣∣∣∣ :
|x− y| ≤ tϕ
(
x+ y
2
)}
.
Letting z = (x+ y)/2 and h = (x− y)/2, we have x = z+h
and y = z − h. Hence,
ω2ϕ(f, t; [−1, 1]) =
sup
z+h,z−h∈(−1,1)
{
|f(z + h) + f(z − h)− 2f(z)| :
h2
1− z2 ≤ 4t
2
}
.
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By the Taylor theorem, we have
|φ′λ(z + h) + φ′λ(z − h)− 2φ′λ(z)|
=
∣∣∣∣∣
∫ h
0
φ
′(2)
λ (z + s)(h− s)ds
+
∫ −h
0
φ
′(2)
λ (z + s)(−h− s)ds
∣∣∣∣∣
=
∣∣∣∣∣
∫ h
−h
φ
′(2)
λ (z + s)|h− s| ∧ |h+ s|ds
∣∣∣∣∣
≤
∣∣∣∣∣
∫ h
−h
∣∣∣φ′(2)λ (z + s)∣∣∣|h− s| ∧ |h+ s|ds
∣∣∣∣∣.
From the divergence speed assumption and the fact p−1 ≥ 1
for p ∈ (0, 1), we have ∣∣φ(2)(p)∣∣ ≤ (W2 + c2)p−1 for any
p ∈ (0, 1). Noting that φ′(2)λ (x) = λ
2
4 φ
(2)(λ(1 + x)/2), we
have
|φ′λ(z + h) + φ′λ(z − h)− 2φ′λ(z)|
≤ (W2 + c2)λ
2
∣∣∣∣∣
∫ h
−h
1
1 + z + s
|h− s| ∧ |h+ s|ds
∣∣∣∣∣
=
(W2 + c2)λ
2
∣∣∣∣∣
∫ h
0
h− s
1 + z + s
ds+
∫ −h
0
−h− s
1 + x+ s
ds
∣∣∣∣∣.
For the integral term, we have∫ h
0
h− s
1 + z + s
ds
= − h ln(1 + z) + (1 + z + h) ln(1 + z + h)
− (1 + z + h)− (1 + z) ln(1 + z) + (1 + z)
=(1 + z)
((
1 +
h
1 + z
)
ln
(
1 +
h
1 + z
)
− h
1 + z
)
.
Similarly, we have
∫ −h
0
−h− s
1 + z + s
ds =
(1 + z)
((
1 +
−h
1 + z
)
ln
(
1 +
−h
1 + z
)
− −h
1 + z
)
.
Hence,
|φ′λ(z + h) + φ′λ(z − h)− 2φ′λ(z)|
=
(W2 + c2)λ
2
(1 + z)
∣∣∣∣∣
(
1 +
h
1 + z
)
ln
(
1 +
h
1 + z
)
+
(
1− h
1 + z
)
ln
(
1− h
1 + z
)∣∣∣∣∣.
For x ∈ (−1, 1), since the Taylor expansion of f(z) = ln(1−
z) at z = 0 yields ln(1− x) = −∑∞m=1 xm/m, we have
(1− x) ln(1− x) =
∞∑
m=2
xm
m− 1 −
∞∑
m=1
xm
m
=− x+
∞∑
m=2
(
1
m− 1 −
1
m
)
xm.
Hence,
(1 + x) ln(1 + x) + (1− x) ln(1− x)
=2
∞∑
m=1
(
1
2m− 1 −
1
2m
)
x2m
=
∞∑
m=1
2
2m(2m− 1)x
2m.
For x ∈ (−1, 1), we have
(1 + x) ln(1 + x) + (1 − x) ln(1 − x) ≤
x2
∞∑
m=1
2
2m(2m− 1) = (2 ln 2)x
2.
Since z + h, z − h ∈ (−1, 1), we have z ∈ (−1, 1) and
1 + z + h > 0 ⇐⇒ h
1 + z
> −1,
1 + z + h < 2 ⇐⇒ h
1 + z
< 1.
Hence, under h2/(1− z2) ≤ 4t2,
|φ′λ(z + h) + φ′λ(z − h)− 2φ′λ(z)|
= ln 2(W2 + c2)λ
h2
1 + z
= ln 2(W2 + c2)λ(1 − z) h
2
1− z2
≤8 ln 2(W2 + c2)λt2.
Application of the direct result in Lemma 3 yields the desired
claim.
Proof of Theorem 21. Letting φλ(x) = φ(λ(x + 1)/2), we
have EL(φ, [0, λ]) = EL(φλ, [−1, 1]). We use the second
order weighted modulus of smoothness, which can be rewritten
as
ω2ϕ(f, t; [−1, 1]) = sup
x,y∈[−1,1]
{
∣∣∣∣f(x) + f(y)− 2f
(
x+ y
2
)∣∣∣∣ : |x− y| ≤ 2tϕ
(
x+ y
2
)}
.
Fix y = −1. For t > 0, we have
|x− y| ≤ 2tϕ
(
x+ y
2
)
⇐⇒ −1 ≤ x ≤ −1 + 4
t−2 + 1
.
Since 2/(t−2 + 1) ≥ t2 for t ∈ (0, 1), we have
ω12ϕ(φλ, t; [−1, 1])
≥ sup
x∈[−1,1]
{∣∣∣∣φλ(x) + φλ(−1)− 2φλ
(
x− 1
2
)∣∣∣∣
: 0 ≤ 1 + x ≤ 4/(t−2 + 1)
}
≥ sup
x∈[0,1]
{|φ(λx) + φ(0)− 2φ(λx/2)| : 0 ≤ x ≤ t2}.
Letting p0 = 1 ∧ (c′2/W2)1/(α−2), we have
∣∣φ(2)(p)∣∣ ≥ 0 for
p ∈ (0, p0] because of the divergence speed assumption. Since
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φ(2) is continuous, φ(2)(p) has the same sign in p ∈ (0, p0].
By the Taylor theorem, for any x ∈ (0, p0],
|φ(x) + φ(0)− 2φ(x/2)|
=
1
2
∣∣∣∣∣
∫ x
x/2
(x− s)φ(2)(s)ds+
∫ x/2
0
sφ(2)(s)ds
∣∣∣∣∣
≥ 1
2
∣∣∣∣∣
∫ x
x/2
(x− s)(W2sα−2 − c′2)ds
+
∫ x/2
0
s
(
W2s
α−2 − c′2
)
ds
∣∣∣∣∣
=
1
2
(
W2
2αα(1 − α) (2− 2
α)xα − c
′
2
4
x2
)
Thus, for sufficiently small λ, we have
ω2ϕ(φλ, t; [−1, 1]) ≥(
λt2
)α( W2
α(1− α)
(
21−α − 1)− c′2
4
(
λt2
)2−α)
> 0. (24)
Let L′ be an integer such that L′ = c′L where c′ > 1. Then,
we have
EL(φ, [0, λ])
≥ 1
L′ − L
L′∑
m=L+1
Em(φλ, [−1, 1])
≥ 1
2L′2
L′∑
m=L+1
(m+ 1)Em(φλ, [−1, 1])
≥ 1
2L′2
L′∑
m=0
(m+ 1)Em(φλ, [−1, 1])
− 1
2L′2
2∑
m=0
Em(φλ, [−1, 1])
− 1
2L′2
L∑
m=2
(m+ 1)Em(φλ, [−1, 1]).
(25)
From Ho¨lder continuity shown in Lemma 8, we have
E1(φλ, [−1, 1]) ≤ E0(φλ, [−1, 1])
= inf
g∈R
sup
x∈[−1,1]
|φλ(x)− g|
≤ sup
x∈[−1,1]
∣∣∣∣φ
(
λ(x + 1)
2
)
− φ(0)
∣∣∣∣
≤‖φ‖CH,αλα sup
x∈[−1,1]
(
x+ 1
2
)α
= ‖φ‖CH,αλα. (26)
Combining Eqs. (24) to (26), Lemma 4, and Theorem 20
yields that there exist universal constants C1, C2, C3 > 0 only
depending on φ such that
EL(φ, [0, λ]) ≥
(
λ
(c′L)2
)α(
C1−
C2
(c′L)2−2α
− C3
(c′L)2−2α
L∑
m=2
m1−2α
)
.
For the third term, we have
L∑
m=2
m1−2α ≤
∫ L
0
s1−2αds
=
1
2− 2αL
2−2α.
Hence, there exists an universal constant C′3 > 0 only
depending on φ such that
EL(φ, [0, λ]) ≥
(
λ
(c′L)2
)α(
C1 − C2
(c′L)2−2α
− C
′
3
(c′)2−2α
)
.
For sufficiently large c′, the right-hand side is larger than zero.
Thus, we get the claim.
Proof of Theorem 22. Let L′ be an integer such that L′ = cℓL
where cℓ > 1. Then, we have
EL(φ
⋆, [γ, 2L2γ])
≥ 1
L′ − L
L′∑
m=L+1
Em(φ
⋆, [γ, 2m2γ])
≥ 1
L′
L′∑
m=L+1
Em(φ
⋆, [γ, 2m2γ])
≥ 1
L′
L′∑
m=1
Em(φ
⋆, [γ, 2m2γ])− 1
L′
L∑
m=1
Em(φ
⋆, [γ, 2m2γ]).
(27)
From Eq. (27), we can obtain the desired lower bound by
deriving a lower bound on the first term and an upper bound
on the second term.
Letting φ⋆η,γ(x) = φ
⋆
γ(γ
1+η+(1−η)x
2η ), we have
EL(φ
⋆
γ , [γ, γ/η]) = EL(φ
⋆
η,γ , [−1, 1]). From the converse
result in Lemma 4 and the fact Em(φ
⋆, [γ, 2m2γ]) = 0 for
m = 0, the first term in Eq. (27) is bounded below by the first
order weighted modulus of smoothness ω1ϕ(φ
⋆
1/2L2,γ , L
−1).
The first order weighted modulus of smoothness can be
rewritten as
ω1ϕ(f, t) =
sup
x,y∈[−1,1]
{
|f(x) − f(y)| : |x− y| ≤ 2tϕ
(
x+ y
2
)}
.
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In the same manner of the proof of Theorem 21, we have
ω1ϕ(φ
⋆
η,γ , t)
≥ sup
x∈[−1,1]
{∣∣φ⋆η,γ(x)− φ⋆η,γ(−1)∣∣ : 0 ≤ 1 + x ≤ 4t−2 + 1
}
≥ sup
x∈[0,1]
{∣∣∣∣φ⋆γ
(
γ
(
1 +
(1 − η)x
η
))
− φ⋆γ(γ)
∣∣∣∣ : 0 ≤ x ≤ t2
}
=
1
γ
sup
x∈[0,1]
{
1
1 + (1−η)xη
∣∣∣∣φ
(
γ
(
1 +
(1− η)x
η
))
− φ(γ)
(
1 +
(1− η)x
η
)∣∣∣∣ : 0 ≤ x ≤ t2
}
=
1
γ
sup
x∈[0,(1−η)/η]
{
1
1 + x
|φ(γ(1 + x))− φ(γ)(1 + x)|
: 0 ≤ x ≤ 1− η
η
t2
}
=
1
γ
sup
x∈[0,(1−η)/η]
{
1
1 + x
∣∣∣∣∣
∫ γ(1+x)
γ
φ(1)(s)ds
∣∣∣∣∣
: 0 ≤ x ≤ 1− η
η
t2
}
.
(28)
As well as the proof of Theorem 20, we have
EL(φ
⋆, [γ, 2L2γ]) ≤ EL(φ⋆γ , [−1, 1]) for φ⋆γ(x) = φ⋆(γ(1 +
2L2x2)). From the direct result in Lemma 3 and the fact
ϕ ≤ 1, we have
EL(φ
⋆
γ , [−1, 1]) . ω1(φ⋆γ , L−1)
For any x, y ∈ (−1, 1), we have
∣∣φ⋆γ(x)− φ⋆γ(y)∣∣
=
∣∣∣∣
∫ x
y
φ⋆(1)γ (x)ds
∣∣∣∣
≤
∣∣∣∣
∫ x
y
4L2s
1 + 2L2s2
∣∣∣φ(1)(γ(1 + 2L2s2))∣∣∣ds
∣∣∣∣
+
∣∣∣∣
∫ x
y
4L2s
γ(1 + 2L2s2)2
∣∣φ(γ(1 + 2L2s2))∣∣ds∣∣∣∣.
(29)
To derive bounds on Eqs. (28) and (29), we divide into two
cases; α = 1 and α ∈ (1, 3/2).
Case α = 1. From absolutely continuity of φ(1) and the
assumption that φ(1)(γ) = 0, we have
∣∣∣∣∣
∫ γ(1+x)
γ
φ(1)(s)ds
∣∣∣∣∣ =
∣∣∣∣∣
∫ γ(1+x)
γ
∫ s
γ
φ(2)(s′)ds′ds
∣∣∣∣∣.
Letting p0 = 1 ∧ (c′2/W2)1/(α−2),
∣∣φ(2)(p)∣∣ ≥ W2pα−2 −
c′2 ≥ 0 for (0, p0]. From continuity of φ(2), φ(2)(x) has the
same sign for x ∈ (0, p0]. For sufficiently small γ such that
γ(1 + x) ≤ p0, we have∣∣∣∣∣
∫ γ(1+x)
γ
∫ s
γ
W2(s
′)−1 − c′2ds′ds
∣∣∣∣∣
=
∣∣∣∣∣
∫ γ(1+x)
γ
W2 ln
(
s
γ
)
− c′2sds
∣∣∣∣∣
=
∣∣∣∣W2γ((1 + x) ln(1 + x)− x)− c′2γ22
(
(1 + x)
2 − 1
)∣∣∣∣.
Set η = t2/2. Then, we have x ≤ 1− t2/2 ≤ 1 for t ≤ 1. By
the inverse triangle inequality, we have∣∣∣∣W2γ((1 + x) ln(1 + x) − x)− c′2γ22
(
(1 + x)2 − 1
)∣∣∣∣
≥γ
(
W2((1 + x) ln(1 + x)− x)− c
′
2γ
2
(
(1 + x)
2 − 1
))
≥γ
(
W2((1 + x) ln(1 + x)− x)− 3c
′
2γ
2
)
.
For t ≤ 1, we have x ∈ [0, 1/2]. Thus, we obtain a lower
bound on Eq. (28) as
ω1ϕ(φ
⋆
η,γ , t)
≥ sup
x∈[0,1/2]
{
1
1 + x
(
W2((1 + x) ln(1 + x)− x)− 3c
′
2γ
2
)}
≥ sup
x∈[0,1/2]
{
2
3
(
W2((1 + x) ln(1 + x)− x) − 3c
′
2γ
2
)}
=Ω(1) as γ → 0. (30)
For any x, y ∈ (−1, 1), Eq. (29) is bounded above by∣∣∣∣∣
∫ x
y
4L2s
1 + 2L2s2
∫ γ(1+2L2s2)
γ
∣∣∣φ(2)(s′)∣∣∣ds′ds
∣∣∣∣∣
+
∣∣∣∣∣
∫ x
y
4γL2s
γ2(1 + 2L2s2)2
×
∫ γ(1+2L2s2)
γ
∫ s′
γ
∣∣∣φ(2)(s′′)∣∣∣ds′′ds′ds
∣∣∣∣∣.
For any p ∈ (0, 1),
∣∣φ(2)(p)∣∣ ≤ (W2+ c2)pα−2 because of the
divergence speed assumption and the fact pα−2 ≥ 1. For the
first term, we have∣∣∣∣∣
∫ x
y
4L2s
1 + 2L2s2
∫ γ(1+2L2s2)
γ
∣∣∣φ(2)(s′)∣∣∣ds′ds
∣∣∣∣∣
≤
∣∣∣∣∣
∫ x
y
4L2s
1 + 2L2s2
∫ γ(1+2L2s2)
γ
(W2 + c2)(s
′)−1ds′ds
∣∣∣∣∣
=(W2 + c2)
∣∣∣∣
∫ x
y
4L2s
1 + 2L2s2
ln
(
1 + 2L2s2
)
ds
∣∣∣∣
≤(W2 + c2)
∣∣∣∣
∫ x
y
2s−1 ln
(
1 + 2L2s2
)
ds
∣∣∣∣
≤(W2 + c2)
∣∣∣∣
∫ x
y
2
3
2Lds
∣∣∣∣
=2
3
2 (W2 + c2)L|x− y|,
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where we use the fact ln(1+x) ≤ √x for any x ≥ 0 to obtain
the fifth line. For the second term, we have∣∣∣∣∣
∫ x
y
4L2s
γ(1 + 2L2s2)2
∫ γ(1+2L2s2)
γ
∫ s′
γ
∣∣∣φ(2)(s′′)∣∣∣ds′′ds′ds
∣∣∣∣∣
≤
∣∣∣∣∣
∫ x
y
4L2s
γ(1 + 2L2s2)2
∫ γ(1+2L2s2)
γ
×
∫ s′
γ
(W2 + c2)(s
′′)−1ds′′ds′ds
∣∣∣∣∣
=(W2 + c2)
∣∣∣∣∣
∫ x
y
4L2s
(1 + 2L2s2)2
∫ 1+2L2s2
1
ln(s′)ds′ds
∣∣∣∣∣
≤(W2 + c2)
∣∣∣∣∣
∫ x
y
4L2s
(1 + 2L2s2)2
∫ 1+2L2s2
1
(1 + ln(s′))ds′ds
∣∣∣∣∣
=(W2 + c2)
∣∣∣∣
∫ x
y
4L2s
(1 + 2L2s2)
ln
(
1 + 2L2s2
)
ds
∣∣∣∣
≤2 32 (W2 + c2)L|x− y|.
Consequently, we have
EL(φ
⋆
γ , [−1, 1]) . ω1(φ⋆γ , L−1) . 1. (31)
Case α ∈ (1, 3/2). The proof in this case follows the same
manner in the case α = 1. From absolutely continuity of φ(1)
and the assumption that φ(1)(0) = 0, we have∣∣∣∣∣
∫ γ(1+x)
γ
φ(1)(s)ds
∣∣∣∣∣ =
∣∣∣∣∣
∫ γ(1+x)
γ
∫ s
0
φ(2)(s′)ds′ds
∣∣∣∣∣.
Letting p0 = 1 ∧ (c′2/W2)1/(α−2),
∣∣φ(2)(p)∣∣ ≥ W2pα−2 −
c′2 ≥ 0 for (0, p0]. From continuity of φ(2), φ(2)(x) has the
same sign for x ∈ (0, p0]. For sufficiently small γ such that
γ(1 + x) ≤ p0, we have∣∣∣∣∣
∫ γ(1+x)
γ
∫ s
0
φ(2)(s′)ds′ds
∣∣∣∣∣
≥
∣∣∣∣∣
∫ γ(1+x)
γ
∫ s
0
W2(s
′)α−2 − c′2ds′ds
∣∣∣∣∣
=
∣∣∣∣∣
∫ γ(1+x)
γ
W2
α− 1s
α−1 − c′2sds
∣∣∣∣∣
=
∣∣∣∣ W2α(α − 1)γα((1 + x)α − 1)− c
′
2γ
2
2
(
(1 + x)2 − 1
)∣∣∣∣.
Set η = t2/2. Then, we have x ≤ 1− t2/2 ≤ 1 for t ≤ 1.
By the inverse triangle inequality, we have∣∣∣∣ W2α(α − 1)γα((1 + x)α − 1)− c
′
2γ
2
2
(
(1 + x)
2 − 1
)∣∣∣∣
≥γα
(
W2
α(α − 1)((1 + x)
α − 1)− c
′
2γ
2−α
2
(
(1 + x)2 − 1
))
≥γα
(
W2
α(α − 1)((1 + x)
α − 1)− 3c
′
2γ
2−α
2
)
.
For t ≤ 1, we have x ∈ [0, 1/2]. Thus, we obtain a lower
bound on Eq. (28) as
ω1ϕ(φ
⋆
η,γ , t)
≥ γα−1 sup
x∈[0,1/2]
{
1
1 + x
×
(
W2
α(α − 1)((1 + x)
α − 1)− 3c
′
2γ
2−α
2
)}
≥γα−1 sup
x∈[0,1/2]
{
2
3
(
W2
α(α − 1)((1 + x)
α − 1)− 3c
′
2γ
2−α
2
)}
=Ω(γα−1) as γ → 0. (32)
For any x, y ∈ (−1, 1), Eq. (29) is bounded above by
∣∣∣∣∣
∫ x
y
4L2s
1 + 2L2s2
∫ γ(1+2L2s2)
0
∣∣∣φ(2)(s′)∣∣∣ds′ds
∣∣∣∣∣
+
∣∣∣∣∣
∫ x
y
4γL2s
γ2(1 + 2L2s2)2
×
∫ γ(1+2L2s2)
γ
∫ s′
0
∣∣∣φ(2)(s′′)∣∣∣ds′′ds′ds
∣∣∣∣∣.
For any p ∈ (0, 1),
∣∣φ(2)(p)∣∣ ≤ (W2+ c2)pα−2 because of the
divergence speed assumption and the fact pα−2 ≥ 1. For the
first term, we have
∣∣∣∣∣
∫ x
y
4L2s
1 + 2L2s2
∫ γ(1+2L2s2)
0
∣∣∣φ(2)(s′)∣∣∣ds′ds
∣∣∣∣∣
≤
∣∣∣∣∣
∫ x
y
4L2s
1 + 2L2s2
∫ γ(1+2L2s2)
0
(W2 + c2)(s
′)α−2ds′ds
∣∣∣∣∣
=2(W2 + c2)γ
α−1
∣∣∣∣
∫ x
y
2L2s(1 + 2L2s2)α−2
α− 1 ds
∣∣∣∣
≤2(W2 + c2)γα−1
∣∣∣∣
∫ x
y
2α−1L2α−2s2α−3
α− 1 ds
∣∣∣∣
≤ 2
α(W2 + c2)
(α− 1)(2α− 2)L
2α−2∣∣x2α−2 − y2α−2∣∣
.γα−1L2α−2|x− y|2α−2.
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For the second term, we have∣∣∣∣∣
∫ x
y
4L2s
γ(1 + 2L2s2)2
∫ γ(1+2L2s2)
γ
∫ s′
0
∣∣∣φ(2)(s′′)∣∣∣ds′′ds′ds
∣∣∣∣∣
≤
∣∣∣∣∣
∫ x
y
4L2s
γ(1 + 2L2s2)2
∫ γ(1+2L2s2)
γ
×
∫ s′
0
(W2 + c2)(s
′′)α−2ds′′ds′ds
∣∣∣∣∣
≤ 1
α(α− 1)
∣∣∣∣∣
∫ x
y
4L2s
γ(1 + 2L2s2)2
× (W2 + c2)γα
(
(1 + 2L2s2)α − 1)ds
∣∣∣∣∣
≤2(W2 + c2)γ
α−1
α(α − 1)
∣∣∣∣
∫ x
y
2L2s(1 + 2L2s2)α−2ds
∣∣∣∣
.γα−1L2α−2|x− y|2α−2.
Consequently, we have
EL(φ
⋆
γ , [−1, 1]) . ω1(φ⋆γ , L−1) . γα−1. (33)
From Eqs. (27) and (30) to (33), there are universal con-
stants C > 0 and C′ > 0 such that
EL(φ
⋆, [γ, 2L2γ])
≥Cγα−1 − C
′γα−1
cℓ
≥γα−1
(
C − C
′
cℓ
)
.
For sufficiently large cℓ, there exists an universal constant c >
0 such that C − C′cℓ > c, which gives the desired result.
Lemma 34. Given α ∈ [0, 1], supP∈Mk
∑k
i=1 p
α
i = k
1−α.
Proof of Lemma 34. If α = 1, the claim is obviously true.
Thus, we assume α < 1. We introduce the Lagrange multiplier
λ for a constraint
∑n
i=1 pi = 1, and let the partial derivative
of
∑k
i=1 p
α
i +λ(1−
∑k
i=1 pi) with respect to pi be zero. Then,
we have
αpα−1i − λ = 0. (34)
Since pα−1 is a monotone function, the solution of Eq. (34)
is given as pi = (λ/α)
1/(α−1), i.e., the values of p1, ..., pk
are equivalent. Thus, the function
∑k
i=1 p
α
i is maximized at
pi = 1/k for i = 1, ..., k. Substituting pi = 1/k into
∑k
i=1 p
α
i
gives the claim.
Lemma 35. supP∈Mk
∑k
i=1 pi ln
2 pi = ln
2 k.
Proof of Lemma 35. We introduce the Lagrange multiplier λ
for a constraint
∑n
i=1 pi = 1, and let the partial derivative of∑k
i=1 pi ln
2 pi + λ(1 −
∑k
i=1 pi) with respect to pi be zero.
Then, we have
ln2 pi + 2 ln pi − λ = 0. (35)
From Eq. (35) and the fact that
∑k
i=1 pi = 1, we have pi =
exp(±√λ+ 1)/e and λ = ln2(e/k) − 1. Hence, pi = 1/k.
Substituting this into
∑k
i=1 pi ln
2 pi yields the claim.
