Abstract-This paper analyzes the gains of opportunistic communication in multiuser interference channels. Consider a fully connected -user Gaussian interference channel. At each time instance, only transmitters are allowed to be communicating with their respective receivers and the remaining transmitter-receiver pairs remain inactive. For finite , if the transmitters can acquire the instantaneous channel realizations and if all channel gains are bounded away from zero and infinity, the seminal results on interference alignment establish that for any arbitrary active pairs the total number of spatial degrees of freedom per orthogonal time and frequency domain is . In dense networks ( ), however, as the size of the network increases, it becomes less likely to sustain the bounding conditions on the channel gains. By exploiting this fact, we show that when obeys certain scaling laws, by opportunistically and dynamically selecting the active pairs at each time instance, the number of degrees of freedom can exceed and in fact can be made arbitrarily close to . More specifically, for single-antenna transmitters and receivers, the network size scaling as when power allocation is allowed and scaling as without power allocation are sufficient conditions for achieving degrees of freedom. Moreover, for achieving these degrees of freedom the transmitters do not require the knowledge of the instantaneous channel realizations. Hence, invoking opportunistic communication in the context of interference channels leads to achieving higher degrees of freedom that are not achievable otherwise. 1 We extend the results for multi-antenna Gaussian interference channels.
I. INTRODUCTION
T HE emerging wireless networks are interference-limited due to the increasing demands for multimedia communications and ambitious spectral efficiency targets. The interference channel, a core component of such systems, becomes of paramount importance and has attracted significant recent interest. While the full extent of interference channels is still unknown, there exists a rich literature, spanning from the initial work by Shannon [1] and the best achievable rate region [2] to the most recent developments on the approximate capacity of two-user interference channels [3] and the notion of interference alignment [4] , [5] for the -user interference channel.
Although the recent advances still do not fully characterize the capacity region, they provide very insightful results exposing some fundamental limits of the interference channel. In particular, the results in [4] and [5] indicate that in a fully connected -user interference channel, through interference alignment each user can almost surely achieve as much as half of its interference-free capacity at the asymptote of large . Besides the certain merits of analyzing the interference channel as a stand-alone system, it is also imperative to obtain insight into their performance when they are embedded in a larger network. A good example of such larger networks is multicell downlink systems that can be considered as a generalization of the interference channel where each transmitter serves multiple receivers via spatial multiplexing.
This paper considers an interference channel embedded in a dense wireless network and analyzes the degrees of freedom achievable for the interference channel of interest. In dense wireless networks, the resources might be inadequate for serving all users concurrently. While being an impediment, such a situation nevertheless brings about the opportunity of tracking network state fluctuations and dynamically identifying and allocating the resources (power and bandwidth) to the best links at each time. Such notion of resource allocation, known as opportunistic communication, can effectively combat undesired channel variations as its performance relies on the peak, rather than average, channel conditions. Furthermore, the performance improves as the number of users increases as it becomes more likely to encounter stronger links. Opportunistic communication has been investigated for multiple access channels and broadcast channels [6] , [7] and its gain, often referred to as multiuser diversity gain, is quantified as the double-logarithmic growth of the sum-rate with the size of the network [8] .
In this paper, we aim to investigate the gains of opportunistic communication in interference channels, and specifically its effect on the number of degrees of freedom. The interference alignment results indicate that under certain conditions on channel gains, for a fully connected single-antenna -user interference channel the maximum number of degrees of freedom is [4] , [5] . We show that by leveraging opportunistic communication, under certain conditions on the network size, it is possible to recover the lost half of bandwidth for each user and achieves degrees of freedom. Quantifying the number of degrees freedom in a large network essentially entails assessing the sum-rate of the -user interference channels operating at both asymptotes of large and network size . We obtain some sufficient conditions on how the network size should scale in order to ensure capturing any degrees of freedom of interest . More specifically, when the network size scales as it is sufficient to guarantee achieving degrees of freedom via opportunistically activating the best set of users at-a-time and performing dynamic power optimization. 2 Moreover, when power optimization is not allowed and the selected transmitters operate at prespecified power levels, this sufficient condition becomes more stringent and changes to In Section II after describing the system model we provide some detailed discussions on where the gains offered by opportunistic communication in the interference channels are originated from. We summarize the results for single-antenna and multi-antenna interference channels in Section III. The proofs of the main results are provided in Sections V and VI for the single-antenna and multiple-antenna cases, respectively, and Section VII concludes this paper. We finally remark on a related research [9] that considers interference alignment in cellular networks. It proposes an interference alignment framework that achieves 1 degree of freedom for each cell when the number of users served concurrently in each cell is sufficiently large. Despite all the differences on the network model, objectives, and interference management strategies, our results and those of [9] conform in the fact that in the asymptote of large network sizes, one degree of freedom per some network unit (a single-user link in our model and a multiuser link in the model of [9] ) is achievable.
II. MOTIVATION AND OBJECTIVE

A. Channel Model
For given positive integers , where , we define an -user interference channel as follows. Consider a wireless network consisting of pairs of transmitters and receivers, where each transmitter intends to communicate exclusively with its designated receiver. During each time slot, only transmitter-receiver pairs are allowed to be communicating, constituting a -user Gaussian interference channel, while the remaining pairs remain inactive. We also use the following conventions:
denotes the set of the indices of all transmitter-receiver pairs, and contains the indices of the transmitter-receiver pairs that are active during time slot , where by definition . We denote the elements of the set (the indices of the active users) by . We assume that the transmitters and receivers are equipped with antennas. The wireless channel from transmitter 
B. Motivation
The results on interference alignment [4] establish that in a fully connected single-antenna -user interference channel, the pre-log factor of the sum capacity at the asymptote of large (degrees of freedom) is . This result relies on the assumption that the channel gains are bounded away from zero and infinity. More specifically, if for any arbitrary set of user pairs that constitute a fully connected -user interference channel we have such that (2) then the sum-rate capacity in the high regime has the pre-log factor . In other words, if
where is a function of and , for which we have 3 denotes a circularly symmetric complex Gaussian distribution with mean and variance .
This result essentially implies that although is a function of the channels (Remark 1), as long as condition in (2) is satisfied, the pre-log factor (number of degrees of freedom) is independent of . One immediate conclusion is that under condition (2), for all possible choices for , and irrespective of any strategy for selecting , the degrees of freedom always is . Note that for small or moderate network size , and for any given set of user pairs , by selecting and arbitrarily small and large, respectively, we can ensure that all channel realizations satisfy the bounding conditions in (2) almost surely.
In dense networks, on the other hand, as the network size grows the likelihood that some channel channels violate the bounding constraints in (2) increases. As will be made clear later in this paper, under certain conditions on the size of , there will be instances that the channel realizations for some groups of users violate the bounding constraints (2). As will be shown, in such instances for the sum-rate capacity, as opposed to (3) , depending on the structure of the channels, can lie anywhere within the interval . For instance, degrees of freedom is achievable in the unlikely, but not impossible, extreme situation where all direct channels (connecting each transmitter to its designated receiver) are very strong and the cross (interfering) links are extremely weak. In such an extreme situation, the system is essentially equivalent to (almost) non-interfering parallel channels that give rise to degrees of freedom.
As the network size increases, the network becomes richer in the sense that it offers more diverse channel realizations. Consequently, the likelihood that we encounter a set of users for which the degrees of freedom exceeds , and possibly approaches , increases. Motivated by this premise, we aim to characterize how should scale in order to guarantee attaining any arbitrary degree of freedom in the interval . We offer a few definitions as follows. For any channel realization and for any given set of users , we define the degrees of freedom achievable when is the set of active users as (4) where is the vector of all 1s. By opportunistically opting for the set of users that yield the largest over all possible choices of , for the -user interference channel we also define (5) Note that , and consequently , are functions of , and as a result, are random variables inheriting their randomness from the randomness of the channel coefficients. Therefore, we define the ergodic degrees of freedom for the -user interference channel as the mean of over the ensemble of all possible channel realizations. This ergodic degrees of freedom, denoted by , is given by (6) Characterizing essentially requires tracking channel state fluctuations over time and dynamically activating the best transmitter-receiver pairs that yield the largest number of degrees of freedom at each time instance. Motivated by the premise that increasing the network size in conjunction with opportunistic selection of the active users enables achieving higher degrees of freedom, our objective is to delineate the scaling law for the network size in order to guarantee achieving degrees of freedom for any arbitrary .
C. Objective
We assume that all receivers employ single-user decoders, where each receiver recovers its designated signal via linear filtering and treating the rest of interfering signals as Gaussian noise. Single-user decoders, being suboptimal receivers, provide lower bounds on the optimal degrees of freedom achievable for the -user interference channels. Given that the users employ single-user decoders, we derive the requirements for the network size that suffice to ensure capturing any degrees of freedom of interest. Invoking the suboptimality of single-user decoders, these requirements in turn provide some sufficient condition on the scaling laws of the network size for achieving any arbitrary degrees of freedom in the interval . Let us denote the rates achievable via single-user decoding for the set of active users by . Similar to (4), for any channel realization and for any given set of users , the number of degrees of freedom upon employing single-user decoders is denoted by (7) Also, similar to (5) and (6) we define the instantaneously maximum and the ergodic degrees of freedom for the -user interference channel with single-user decoding as (8) and (9) As we immediately have (10) III. MAIN RESULTS
A. Single-Antenna Users
We provide the main results of this paper in this section and relegate the proofs and the ensuing discussions to Sections V and VI. We start by considering the case where all transmitters and receivers are equipped with one antenna, i.e.,
. By defining the power allocation factors for all as (11) the signal-to-interference-plus-noise ratio at the receivers of the active pairs is given by (12) Since the receivers employ single-user decoders, the rates sustained by the users in are given by
By recalling (7), we have
Note that for any given set of active users , the rates of the active users clearly depend only on the channels between the active users. Consequently, is a random variable inhering its randomness from only the channels of the users that their indices are included in . Therefore, corresponding to the possible choices for , we have a sequence of random variables of length . According to the definition of given in (9), characterizing requires knowing the distribution of the largest order statistic of the sequence , i.e., . Note that due to the statistical independence of the channel coefficients, for any two arbitrary sets and if
then and are statistically independent. Moreover, when and are not disjoint, their common users induce some correlation, i.e., if (15) then and are statistically correlated. Hence, is a sequence of correlated random variables. Moreover, due to the different path-losses that different users experience, the elements of are non-identically distributed. Therefore, characterizing requires obtaining the largest order statistics of a sequence of non-identically distributed and correlated random variables, which seems intractable (especially since there is no specific correlation structure). Nevertheless, we find a lower bound on the distribution of the largest order statistics of , which in turn offers a lower bound on the achievable number of degrees of freedom . In order to proceed, we consider two different settings with dynamic power allocation through designing the power allocation factors and without power allocation.
1) Dynamic Power Allocation: For any given set of users and its corresponding power allocation factors , we define (16) where clearly . Therefore, the maximum over all valid sets can be cast as (17) Next, for any given let us partition the set of transmitter-receiver pairs to disjoint sets each consisting of transmitter-receiver pairs. We clearly for every have
Equations (17) and (18) provide that
Similar to what mentioned earlier in (14), since for each , the sets are disjoint, the random variables become independent. Such independence enables obtaining the distribution of the largest order statistic of the sequence of random variables . The main result for the single-antenna -user interference channel is offered in the following theorem. The aforementioned theorem establishes a lower bound on . By noting that the single-user decoders are suboptimal receivers, we immediately find that the lower bound in (20) is also a lower bound on , i.e., the degrees of freedom of the -user interference channel in the asymptote of large . Hence, by leveraging this lower bound we can obtain a sufficient condition on the scaling law of the network size for achieving any arbitrary degrees of freedom in the interval . Note that achieving the degrees of freedom characterized by the aforementioned theorem does not necessitate the transmitters to acquire the instantaneous channel realizations. Specifically, based on the construction of the proofs for the lower bounds, for each the pairs of transmitters-receivers are partitioned into groups each containing pair. At each time the best set subgroup, out of the possible ones, are selected and activated. The channel realizations are only necessary for calculating the sum-rate achievable for all possible sets of active users . Therefore, based on the constructions of the sets in (63), when receiver belongs to the set it only needs to acquire the realizations of the channels for . Hence, depending on the value of index and subset size , receiver requires the instantaneous realizations of channels for . Given these channels, each of the possible subgroups can compute the sum-rate it can achieve (after power optimization) and reports to a central controller. After collecting all such sum-rate, the central controller identifies the subgroup that yields the highest sum-rate and informs the transmitters to reports it to the transmitters, which requires conveying the value of the power allocation factors to the transmitters. Based on the result of Theorem 1, the following corollary delineates the minimum scaling rate for the network size (through ) that guarantees achieving an arbitrary number of degrees of freedom .
Corollary 1: For the -user interference channel with single-antenna users and single-user decoders at the receivers, a sufficient condition for achieving degrees of freedom is It is noteworthy that for finite network size , without transmit-side CSI the interference channel is interference-limited and the degrees of freedom is 0, whereas for large networks, depending on the network size, it can be up to . On the other hand, when the transmitters can acquire CSI, interference alignment always offers degrees of freedom almost surely. Therefore, with the transmit-side CSI, the region of more significance is that is not achievable without invoking opportunistic selection of the active users.
2) Without Power Allocation: When the network does not afford to perform dynamic power allocation (due to, for instance, the heavy pertinent feedback load to the transmitters), the active transmitters operate at some pre-deermined non-zero power levels. Under this setting for the set of the active users with non-zero powers defined in (16), we have (23) Therefore, since at any given time exactly pairs of transmitters and receivers are active, the maximum over all valid sets can be cast as
Similar to the setting with dynamic power allocation we partition the set of transmitter-receiver pairs to disjoint sets each consisting of transmitter-receiver pairs. Equation (17) The proof follows the same line of arguments as in the proof of Theorem 1 with the adjustments to rule out the possibilities of having . Not performing power allocation reduces the channel state information needed by the transmitters and receivers. Specifically, based on the construction of the proofs for the lower bounds when receiver belongs to the set it only needs to acquire the realizations of the channels for . Hence, depending on the value of index and subset size , receiver requires the instantaneous realizations of only channels. Given these channels, each of the possible subgroups can compute the sum-rate it can achieve and report to a central controller. After collecting all such sum-rate, the central controller identifies the subgroup that yields the highest sum-rate and informs the transmitters whether they should be active or silent, which requires one information bit per transmitter. Based on the result of Theorem 3, the following corollary characterizes the minimum scaling rate for the network size (through ) that guarantees achieving an arbitrary number of degrees of freedom .
Corollary 2:
For the -user interference channel with single-antenna users and single-user decoders at the receivers, without power optimization a sufficient condition for achieving degrees of freedom is It is noteworthy that for finite network size , without transmit-side CSI the interference channel is interference-limited and the degrees of freedom is 0, whereas for large networks, depending on the network size, it can be up to . On the other hand, when the transmitters can acquire CSI, interference alignment always offers degrees of freedom almost surely. Therefore, with the transmit-side CSI, the region of more significance is that is not achievable without invoking opportunistic selection of the active users.
B. Multi-Antenna Users
Next we generalize the results to the case that the transmitters and receivers are equipped with antennas. Each user can achieve a degrees of freedom up to and the degrees of freedom for the -user interference channel can be any point within the interval . Similar to the single-antenna case, the objective is to characterize the scaling laws that warrant capturing any arbitrary degrees of freedom in the interval . Let us define the normalized power allocation matrix for each user as
Also, for any arbitrary set of active users , and for all active users , let us define the matrix by concatenating the channel matrices of all users interfering with user as follows. :
(29) Based on the signal model (1), upon employing single-user decoding, the rate of the active pairs at time instance is given in (30) which is shown at the bottom of the page.
Similar to the single-antenna case the random variables and are independent when the sets and are disjoint, and are correlated otherwise. For the same intractability reasons, we resort to obtaining lower bounds on the degrees of freedom. For this purpose, we derive two different lower bounds on the degrees of freedom and take their union to obtain a unified lower bound. As the first lower bound, we directly apply the result of Theorem 1 by pairing-up transmit and receive antennas of each user and treating each pair as one independent transmitter-receiver pair. More specifically, we consider the antennas of each transmitter as one independent transmitter and pair it with one of the receive antennas of the designated receiver. In this way, we essentially transform the -antenna -user interference channel into a single-antenna -user interference channel. According to Theorem 1, we can find a lower bound on the degrees of freedom.
As the second lower bound, we again consider the same partitioning technique through which we can characterize a sequence of independent random variables with tractable distribution for the largest order statistics. The main result for the multi-antenna -user interference channel is presented in the following theorem. Similar to the single-antenna setup, we can find a sufficient condition on the scaling law of the network size , in order to guarantee achieving any arbitrary degrees of freedom .
Corollary 3:
For the -user interference channel with antenna at each transmitter and receiver, and single-user decoders at the receivers, a sufficient condition for achieving degrees of freedom is Without performing power optimization, i.e, and exactly users are active and operate at prespecified power (30) levels, the results of Theorem 3 can be extended for multi-antenna systems as follows.
Theorem 4:
For the -user interference channel with antenna at each transmitter and receiver, and single-user decoders at the receivers, without power optimization we have (36) where is defined in (21). Also, almost surely we have (37) Similar to the single-antenna setting without power allocation, we can find a sufficient condition on the scaling law of the network size , in order to guarantee achieving any arbitrary degrees of freedom .
Corollary 4:
For the -user interference channel with antennas at each transmitter and receiver, and single-user decoders at the receivers, without power optimization a sufficient condition for achieving degrees of freedom is if if
We provide the proofs when dynamic power optimization is allowed and those of the setting without power optimization follow the same lines of arguments.
IV. PRELIMINARIES
In this section, we briefly provide some definitions and propositions that are instrumental and frequently referred to throughout the rest of this paper. The proof consists of three main steps. In the first step, for each arbitrary set of active users we formulate the achievable degrees of freedom as a function of the exponential orders (Remark 1) of the channel coefficients of the users with their indices included in . In the second step, by using the results of Definitions 2 and 3 we obtain the probability distribution of for each arbitrary . In the third step, finally, by using the distribution of we offer lower and upper bounds on the distributions of the largest order statistics of the sequence , which consequently provide lower and upper bounds on .
A. Characterizing
From (7) and (13) recall that
For the set of users , where is defined in (16) let us define (45) which equivalently provides that Note that due to the statistical independence of , their associated exponential orders also become independent. By recalling , as given in (12), and by invoking the exponential equalities in (45) we obtain the following exponential equality.
:
When for all , we have
and when for we have
It is noteworthy that for any set of active users and any transmitter-receive pair , the random variable is shaped up by the channel coefficients of all channels from transmitters , where , to receiver . Therefore, it can be readily verified that for , the random variables and are statistically independent. Next, (48) and (49) give rise to (51) where we have defined . The definition of the exponential equality (Definition 1) in conjunction with (51) provides that (52) where is a random variable inheriting its randomness from the channel coefficients through their associated exponential orders . Equations (44) and (52) yield that the number of degrees of freedom for the set of active users when they deploy single-user decoding is given by (53)
B. Distribution of
Next we aim to obtain the distribution of , as characterized in (53), through finding the distributions of its summands . We define a new random variable corresponding to each summand of (53) (54) The following lemma provides the exponential order of the pdf of .
Lemma 1:
For the pdf of , denoted by , we have (55)
Proof: See Appendix A.
Note that while for distinct choices of the random variables and are not identically distributed (due to different path losses of the channels), their pdfs exhibit identical exponential orders. For notational convenience, we define (56) where is defined in (54). Next, by using the exponential equality on the pdf of provided in Lemma 1, we proceed to find the distribution of in the next lemma.
Lemma 2:
For the cumulative density function (cdf) of , denoted by , we have (57)
Proof: As mentioned earlier, for distinct choices , the random variables and are statistically independent. By further taking into account the statistical independence among the elements of , it can be readily verified that :
Therefore, the joint pdf of the random variables is simply the products of their marginal pdfs, i.e.,
Consequently (58)
where By invoking Lemma 1 and substituting into (58) as we find that for we have (59) where is defined in (60) which is shown at the bottom of the page. Hence, from (59) and by taking into account Remark 3, for we obtain
where Finally note that as discussed in the proof of Lemma 1, the random variable lies in the interval , and consequently, the range of is . Therefore, from (61) we get which is the desired result.
C. Lower Bound on
To this end, we have obtained the distribution of and by recalling (8)- (9) and (17) we have (62) which requires finding the distribution of the largest order statistics of the sequence which, as discussed in Section III, consists of correlated random variables. We next obtain a tractable bound on the desired distribution, which in turn provides a lower bound on . For obtaining the lower bound on , corresponding to each we partition the set of transmitter-receiver pairs to disjoint sets each consisting of transmitter-receiver pairs as follows.
and define
Therefore, from (25) have (64) Since for any , the sets are disjoint, the random variables and , inheriting their randomness from the channels of the users in and , respectively, are statistically independent for . By enforcing such independence, for the cdf of , denoted by , we have 
By following the same line of arguments, it can be readily verified that for , the pdf of is (70) Finally, from (64) and (69)- (70) we find that
Exchanging the limit and integral in (g) is justified according to Lebesgue's dominated convergence theorem [11] .
D. Proof of (22)
Recall from the definition of given in (63) that 
VI. MULTI-ANTENNA USERS
Similar to the single-antenna case, the proof consists of three main steps. In the first step, we try to characterize the number of degrees of freedom for any arbitrary given set , i.e., and we find a lower bound on it. Next we find the distribution of and finally we find two bounds on the distribution of the largest order statistics of , which collectively constitute a lower bound on .
A. Characterizing
Due to having distinct path-loss terms , the elements of which are statistically independently do not have identical distributions. For tractability purposes, we define another channel matrix, corresponding to which we find a tractable lower bound on . Let us define and
Since the receivers employ single-user decoders, increasing the terms for the interferers is equivalent to imposing more interference power on each active user, which in turn results in a reduction in the rates that the active can sustain reliably. By invoking (30), we obtain that the rate satisfies (78) which is shown at the bottom of the page. Note that the inequality in (77) which is shown at the bottom of the page holds by recalling that for the positive semidefinite matrices and we have , and noting that and are positive semidefinite matrices.
Next, suppose are the ordered non-zero eigenvalues of . Similarly, denote the ordered non-zero eigenvalues of by . Define the exponential orders of these eigenvalues as follows.
and :
Therefore, from (78) we find that :
Therefore, by recalling the definition of the exponential equality (Definition 1) we have :
The aforementioned term is a random variable that depends on the channel coefficients through the negative of their exponential orders. Considering (7) and (81), the number of degrees of freedom for the set of multiple-antenna active users when they deploy single-user decoding is given by In the following lemmas, we find the asymptotic distributions of and , which are instrumental to characterizing the number of degrees of freedom of interest. 
C. Lower Bounds on
We find three different lower bounds on the degrees of freedom, and their union provides the desired lower bound. 3) Time sharing: By activating only users at-a-time, the degrees of freedom is achievable. Therefore, taking the maximum of these two terms provides the desired lower bound.
VII. CONCLUSION
The gains of the opportunistic communication in interference channels have been investigated. In particular, we have considered a dense network consisting of single-antenna transmitterreceiver pairs that affords to activate pairs at-a-time. We have shown that by appropriately allocating the resources to user pairs, when the network size obeys certain scaling laws, it is possible to capture the degrees of freedom within the interval that are not achievable without incorporating opportunistic user activation. We have also generalized the results to the case that the transmitters and receives are equipped with multiple antennas. Note that due to the statistical independence of the channel coefficients , the elements of defined in (45) are also independent. Likewise, the elements of also become independent. Therefore, from Remark 3 we find that the cdf of , denoted by , is given by
By recalling that the cdf of , denoted by , is given in (97) which is shown at the bottom of the page. Therefore, the pdf of , denoted by , is given by (98) which is shown at the bottom of the next page. Equation (a) is obtained by taking the derivative of (97) with respect to and (b) is obtained by some simplifications brought by Dirac's delta function. The exponential equality in Equation (c) holds by recalling Remark 4 and replacing the relevant terms by their exponentially equivalent terms. Equations (d) and (e) hold by finding the dominant integrands that characterize the exponential order of the two integrals. Finally, (f) is obtained by noting that for we have , and thereof the dominant term in (e) is (Remark 2).
APPENDIX B PROOF OF LEMMA 3
We start by providing the following two lemmas. These lemmas are closely related to the results existing in [12] with very slight differences. The proofs, however, are very similar and are omitted for brevity. 
