Knowing when a graphical model is perfect to a distribution is essential in order to relate separation in the graph to conditional independence in the distribution, and this is particularly important when performing inference from data. When the model is perfect, there is a one-to-one correspondence between conditional independence statements in the distribution and separation statements in the graph. Previous work has shown that almost all models based on linear directed acyclic graphs as well as Gaussian chain graphs are perfect, the latter of which subsumes Gaussian graphical models (i.e., the undirected Gaussian models) as a special case. However, the complexity of chain graph models leads to a proof of this result which is indirect and mired by the complications of parameterizing this general class. In this paper, we directly approach the problem of perfectness for the Gaussian graphical models, and provide a new proof, via a more transparent parametrization, that almost all such models are perfect. Our approach is based on, and substantially extends, a construction of Lněnička and Matúš showing the existence of a perfect Gaussian distribution for any graph.
Introduction
Graphical models are among the most common approaches to modeling dependencies in multivariate data [Lau96; KF09] . To be concrete, consider a random vector X = (X 1 , . . . , X d ) ∈ R d . The general idea behind graphical modeling is to represent the conditional independence (CI) statements satisfied by the multivariate distribution P of X by the separating sets in a graph G = (V, E) with nodes V = {X 1 , . . . , X d }. Whenever graph separation in G implies conditional independence in P, the distribution is said to be Markovian with respect to (w.r.t.) G and we have a graphical model for P (see Section 1.2 for details). In this paper, we focus on undirected graphs (UGs), in which case, G is called a conditional independence graph (CIG) for P.
A question that arises is to what extent such correspondence is possible for a given distribution. A particular case of interest is when the correspondence is exact, that is, the set of CI statements entailed by the distribution is the same as the set of separation statements in the graph. If this desirable property holds, the distribution P is said to be perfect with respect to the graph G. In other words, in the perfect case, both the Markov property above and its reverse implication hold (i.e., CI in P implies graph separation in G as well). Thus, we can "read off" the CI relations in P by inspecting the graph G. Moreover, the graph G provides an economical representation of these relations that can be learned from data [KF09; SGS00] .
In previous work [SS93; Mee95; LPM01; Peñ11], it has been shown that almost all linear directed acyclic graph (DAG) and Gaussian chain graph (CG) models are perfect. In this work, we consider the case of undirected Gaussian graphical models (GGMs), i.e. X ∼ N (0, Σ), and show that almost all of them are perfect. In other words, almost all Gaussian distributions are capable of being perfectly represented by an undirected graph G. Technically speaking, the results of [LPM01; Peñ11] already show perfectness for almost all Gaussian distributions that factor according to a UG (i.e. as a special case of a CG), however, the constructions and proofs are obscured by the complexity of the CG case. In particular, although showing essentially the same result, [Peñ11] and [LPM01] use two different indirect parametrizations of the CG-Markovian Gaussian distributions. In this paper, we provide a much simpler and more direct parameterization for the undirected case, which should be of independent interest. Our technique is based on an elegant construction of [LM07] which was used to prove the existence of a perfect Gaussian distribution for any given UG. We extend this construction to a full parametrization of the UG-Markovian Gaussian distributions and prove the so-called strong completeness of this class (i.e. that almost all are perfect).
Our proof contains a simpler constructive description of the set of imperfect covariance matrices, which provides useful intuition for understanding perfectness assumption in modeling and estimation with UGs. As a byproduct of our proof, we construct a probability measure over inverse covariance matrices supported on the edge set of a graph G. This measure may be used as a trial or proposal distribution in Monte Carlo algorithms to simulate from many distributions over positive definite matrices with support restriction.
The paper is organized as follows: Section 1.1 reviews related work and Section 1.2 provides some background on graphical modeling and sets up the notation. Section 2 contains the statement of the main result and some discussion. Section 3 provides the details of our parameterization of Markovian distributions, the construction of the null set of perfect distributions and a more technical version of our main result. The proof of the main result appears in Section 4 with the proof of some of the technical lemmas deferred to Section 5.
Related work
The notion of perfect graphical models has a long history, and we refer the reader to textbooks such as [Pea88; KF09] for details. For example, the problem of testing whether or not a given graph is perfect for a distribution has been studied in recent works [Tat+14; Sad17; ST18] . In this paper, we focus on a related but distinct question: Given a graph G, how likely is it that a random Gaussian distribution is perfect with respect to G? Making this statement precise requires a bit of care; see Section 2. Similar results are already known for other classes of graphical models. For DAGs, Markov perfectness, also known as faithfulness, was shown in [SS93; Mee95] . Using the same techniques, the result was extended to Gaussian distributions that factor according to chain graphs in [LPM01; Peñ11] . Chain graphs allow for both directed and undirected edges and the corresponding graphical models extend both the UG and DAG models. There are two equivalent formulations of the Markov property for chain graphs referred to as the Andersson-Madigan-Perlman (AMP) versus the Lauritzen-Wermuth-Frydenberg (LWF) interpretation [Lau96; AMP01; Stu06]. In [LPM01, Section 6], perfectness of almost all Gaussian distributions that are Markovian w.r.t. to a CG was shown using the AMP interpretation. A similar result was obtained in [Peñ11] using the LWF interpretation.
Gaussian graphical models
Consider an undirected graph G = ([d], E), where [d] = {1, . . . , d}. Two nodes i and j are adjacent, or neighbors, if (i, j) ∈ E, in which case we write i ∼ j, otherwise i j. A path from i to j is a sequence i = k 1 , k 2 , . . . , k n−1 , k n = j ∈ [d] of distinct elements with (k , k +1 ) ∈ E for each = 1, . . . , n − 1. Given two subsets A, B ⊂ [d], a path connecting A to B is any path with k 1 ∈ A and k n ∈ B. A subset C ⊂ [d] separates A from B, denoted by A − C − B, if all paths connecting A to B intersect C (i.e. k ∈ C for some 1 < < n), otherwise we write ¬(A − C − B). Implicit in this definition is that A, B and C are disjoint.
To simplify the notation, we often identify G with its edge set E, i.e., G E. For example, we also write |G| := |E| to denote the number of edges. We also adopt the following shorthands: {i} = i and {i, j} = ij, A ∪ {i} = Ai, A ∪ B = AB and so on, that is, the union of sets is denoted by juxtaposition. In addition, we let 
, we use Σ A,B for the submatrix on rows and columns indexed by A and B, respectively. Single index notation is used for principal submatrices, so that Σ A = Σ A, A . For example, Σ i,j is the (i, j)th element of Σ (using the singleton notation), whereas Σ ij = Σ ij, ij is the 2×2 submatrix on {i, j} and {i, j}. Similarly, Σ Ai,Bj is the submatrix indexed by rows A ∪ {i} and columns B ∪ {j}. Now, consider a random vector X = (X 1 , . . . , X d ) ∈ R d and a graph G on nodes [d] where node i represents random variable X i . A random vector X (or its distribution P) is called Markovian w.r.t. G (and G a CIG for X) if
(1)
That is, the separation of the nodes in A and B by the nodes in C implies that X A is independent of X B given X C . The special case where (1) is assumed to hold only for sets of the form A = {i}, B = {j} and Even if (1) holds, the converse need not necessarily hold. When the reverse implication of (1) is true, we say the distribution of X is perfect with respect to graph G, or simply G is perfect for X:
In the Gaussian case, we have X ∼ N (0, Σ) where Σ = (Σ i,j ) ∈ R d×d is the covariance matrix of X, that is,
for i = j, we have that X (or N (0, Σ) or Σ) satisfies the pairwise Markov property w.r.t. G. Assuming that Σ 0, it follows that X w.r.t. G satisfies the (global) Markov property, hence G is a CIG for X. Throughout, we will make the assumption Σ 0, or equivalently that the Gaussian distribution is regular.
From the above discussion, in the Gaussian case, Markov properties and CIGs can be equivalently characterized by the covariance matrix Σ. Thus, we can equivalently talk about perfectness of a covariance matrix. The corresponding graph is uniquely implied in this case, given by the support of Σ −1 , i.e., supp(Σ −1 ) := {(i, j) : (Σ −1 ) i,j = 0, i < j}. We caution the reader that while the graph G has |G| edges by definition, the support of Σ −1 has |G| + d elements. We will write G • for the graph G with self-loops added, i.e., edges of the form (i, i) 
Main result
In [LM07] , it was shown that for any graph G, there exists a regular Gaussian distribution which is perfect w.r.t. G. As discussed in Section 1.2, given any positive definite matrix Σ, we can ask whether it is perfect or not, with the graph of G being implicit from the support of Σ −1 . This is the language that we will use throughout. The result of [LM07] can be restated as follows: for any potential CIG, there is at least one covariance matrix Σ which is perfect w.r.t. it. Here, we extend the argument in [LM07] to show that almost all covariance matrices are perfect.
, the set of positive definite matrices A ∈ R d×d for which Σ = A −1 is Markovian but not perfect w.r.t. G has Lebesgue measure zero.
In Theorem 1 (and its corollary below), the Lebesgue measure is of dimension
According to the discussion in Section 1.2, Σ is Markovian w.r.t. G if Σ −1 is supported on G • . It follows that the set of matrices A ∈ R d×d for which Σ = A −1 is Markovian w.r.t. G can be identified with a set in R |G • | of positive Lebesgue measure. Theorem 1 then states that those A in this set whose inverse is not perfect occupy a null subset. An equivalent restatement of the the result in terms of probability distributions with Markovian Σ is the following:
, and let A ∈ R d×d be drawn from a continuous distribution (w.r.t. the Lebesgue measure) on positive definite matrices with support G • . Then with probability one, Σ = A −1 is perfect w.r.t to G.
Theorem 1 is a consequence of a more technical result, Theorem 2, which is discussed in Section 3.1 and could be of independent interest. One needs a fair amount of technical work to make the notion of "almost all" precise. This is done in Section 3.1 by constructing appropriate measures on a suitable parametrization of the set of covariance matrices that are Markovian w.r.t. a given graph G. Once done, the same techniques in [LM07] can be extended to show the stronger result as illustrated in the proof of Theorem 2. In addition, Theorem 1 further strengthens this result by showing that the notion of "almost all" is independent of the particular parametrization of Theorem 2.
Construction of null sets
We begin by discussing how to parametrize the space of Markovian covariance matrices. We then characterize the subset of perfect covariance matrices in Theorem 2, a result that is interesting in its own right.
A parametrization of Markovian covariance matrices
We now give a parametrization of the Markovian covariance matrices that provide a simple way of putting distributions on them. It also allows us to explicitly construct the set of imperfect covariance matrices from pieces that are all Lebesgue null sets.
Let
++,1 are often called correlation matrices. Since we use this normalization mainly for precision matrices, to avoid confusion, we call elements of S d ++,1 normPrc matrices. It is not hard to see that for any diagonal matrix D ∈ S d ++ , the two matrices DΣD and Σ have the same Markov properties. Thus, it is enough to focus on the case where
We will make the following shorthand:
++,1 , i.e., its inverse is a normalized precision matrix.
Given any graph G on nodes [d] , our first step is to construct a uniform measure over all normCov matrices that are Markovian w.r.t. G. We then show that with probability one, such normCov matrices are perfect. Later, we will show how the result extends to all covariance matrices Markovian w.r.t. G (see Step 2 in the proof of Theorem 1). The class of normCov matrices that are Markovian w.r.t. G can be written as
Ψ G is just the set of normPrc matrices with support G. The first step in our approach is to put a distribution on Ψ −1 G as the push-forward of a distribution constructed on Ψ G . Although our construction is not uniform w.r.t. the Lebesgue measure, in Corollary 1 we extend the result to any distribution on Ψ G which is absolutely continuous w.r.t. the Lebesgue measure.
Before describing our construction of a random normCov matrix, let us set up some more notation. We let L n and H s (s > 0) denote, respectively, the Lebesgue measure and the s-dimensional Hausdorff measure on R n . The dimension of the ambient space of H s will be clear from the context. For the graph G, let g = |G| be the number of edges. We often identify Ψ G with a subset of R G , and often identify R G with R g , after ordering the edges, the particular order being unimportant. For example, if G is 1 − 2 − 3, with g = |G| = 2, and Γ ∈ Ψ G is
we either view Γ as {δ 12 , δ 23 } = (δ ij , ij ∈ G), as an element of R G , or as the ordered pair (δ 12 , δ 23 ) as an element of
For a fixed δ ∈ R G , let ε G (δ) be the largest ε > 0 such that A G,δ,ε is positive definite, that is,
Then A G,δ,ε is positive definite for all ε ∈ [0, ε G (δ)), due to the convexity of S d ++ . Let [−1, 1] * := [−1, 1] \ {0} and consider
The set {(A G,δ,ε ) −1 : (δ, ε) ∈ M G } is a parametrization of the set of all normCov matrices that are Markovian w.r.t. G. In other words, with the map ζ :
we have ζ(
. We will equip M G with the Lebesgue measure (i.e., L g+1 ).
The map ζ overparametrizes the set Ψ −1
G since ζ(cδ, ε/c) is the same for all c > 0, i.e. it defines the same normCov matrix for all c > 0. To remove this ambiguity (and to avoid unnecessary complications in working with equivalence classes), without loss of generality, we focus on the subset of M G for which δ has unit ∞ norm. Let
The function ε G , restricted to S G ∞, * , is continuous and bounded. In fact, sup
Hence M G ∞ has finite and positive H g -measure (on R g+1 ), where g := |G|.
Definition 4. Equip M G ∞ with the normalized H g -measure, which defines a uniform probability distribution µ G on M G ∞ . It is equivalently described as follows: Pick δ by drawing each entry uniformly from [−1, 1] * , and given δ , set δ = δ / δ ∞ and draw ε uniformly from [0, ε G (δ)]; the vector (δ, ε) has the desired distribution. See Figure 1 .
Restricted to M G ∞ , the map ζ defined earlier is well-behaved: It is one-to-one and onto Ψ
G is a bijection. We can now put a distribution on normCov matrices, Ψ −1 G , as the push-forward of µ G by ζ.
Characterizing imperfect covariance matrices
Let us now consider the subclass of Ψ −1 G which is imperfect. It is enough to work with the corresponding subsets in M G and M G ∞ :
The following result is the key component on which Theorem 1 is based: 
is an H g−1 -null set, and (c) for every δ ∈ D, B δ is finite.
In particular, (d) the set N G is a L g+1 -null set, and
Theorem 2 is proved in Section 4.2. To gain some intuition for this result, consider the example G = 1 − 2 − 3 illustrated in Figure 1 . Theorem 2 says that there is a "good" set D of (δ 12 , δ 23 ) ∈ [−1, 1] 2 * which has full 2-dimensional measure; its boundary (i.e., the intersection with the perimeter of the square [−1, 1] 2 * ) has full 1-dimensional measure. Moreover, for any (δ 12 , δ 23 ) ∈ D, at most finitely many ε are problematic, that is, they lead to a imperfect covariance matrix via (5).
As part of the proof of Theorem 2, we give an explicit construction of the set D c as an algebraic variety in R g . See (11) in Section 4.2. In addition, the measure µ G (cf. Definition 4) is itself interesting. Using µ G as a trial or proposal distribution in rejection sampling or Markov chain Monte Carlo, it gives a device, at least in principle, to generate a random sample from any continuous distribution over (properly normalized) covariance matrices that are Markovian w.r.t. any given graph G. The only computational burden in simulating from µ G is computing ε G (δ), which can be obtained by solving a convex optimization problem.
Proof of main results
In this section, we provide the proofs of the two main theorems. We first show how Theorem 2 implies Theorem 1. The rest of the section is then focused on proving Theorem 2. The main component is Lemma 1 whose proof is deferred to Section 5.1.
Proof of Theorem 1
Recall the identification of Ψ G with a subset of R G R g . The cases g = 0 and g = 1 are trivial, so we will assume g ≥ 2. We proceed in two steps:
Step 1. The first step is to show that almost all normPrc matrices supported on G • lead to perfect covariance matrices after inversion. Consider the following subset of normPrc matrices,
We wish to show that L g (N ) = H g (N ) = 0. Let F : R G × R → R G be the map given by F (δ, ε) = (δ ij ε, ij ∈ G). Since F is a C 1 map, it is locally Lipschitz over R |G|+1 , hence Lipschitz over M G ∞ . It is well-known that a Lipschitz map (between two metric spaces) maps H s -null sets to H s -null sets, for any s > 0; see for example [KP08, Proposition 2.4.7]. Since H g (N G ∞ ) = 0 according to Theorem 2, it follows that H g (F (N G ∞ )) = 0. Recalling the identification of Ψ G with a subset of R G , and that
Step 2. The second step is to extend the previous result for normPrc matrices to general positive definite matrices. Let R ++ be the set of positive reals and let ξ :
This map should be thought of as mapping a general positive definite (PD) matrix, with support G • , to its corresponding normPrc matrix (ignoring the diagonal of all ones). We claim that the push-forward of L g+d by ξ is absolutely continuous w.r.t. to H g = L g on R G R g ; see Lemma 4 in Section 5.2 for a proof. Combined with the result that H g (F (N G ∞ )) = 0 of Step 1, this implies L g+d (ξ −1 (N )) = 0. But ξ −1 (N ) is the set of all PD matrices with support G • that are not perfect. The proof is complete.
Proof of Theorem 2
Let us introduce some notation, most of which is borrowed from [LM07] with minor modifications. Recall also our subsetting and indexing notations from Section 1. We will represent such a cycle as an ordered subset C = {i 0 , i 1 . . . , i t } of [d] . Ultimately, the ij-paths and i 0 -cycles will be used to represent non-intersecting paths and cycles on a graph G on nodes [d] .
From here on, we consider the edges of a graph G to be directed, i.e., ordered pairs of nodes. An undirected edge ij ∈ G is interpreted as bidirected, i.e. {i, j} ∈ G and {j, i} ∈ G. We say that an ij-path Π = {i = i 0 , i 1 . . . , i t+1 = j} belongs to G, denoted as Π ∈ G, if all the edges in the path belong to G, that is, i j i j+1 ∈ G for all j = 0, . . . , t. The set of ij-paths that belong to G is denoted as P ij (G). With some abuse of notation, we let P ij = P ij ([d]) denote the set of all ij-paths on [d] in the complete graph. The set of all ij-paths of G of length t + 1 is denoted as P ij t (G), that is
, the set of all paths of length t + 1 in G. The parallel notations for i-cycles, namely
are defined similarly (by setting i = j in the corresponding definitions for paths). Note that in our notation, an undirected edge ij ∈ G, with i = j, is considered a valid cycle {i, j} of length 2, since both i → j and j → i are in G.
For an ij-path Π = {i 0 = i, i 1 , . . . , i t , j = i t+1 } ∈ P ij and a matrix B = (b i,j ) ∈ R d×d , let
If, instead, b ∈ R G and Π is a path that belongs to G, then b Π as above is still well-defined (i.e., we do not need b to be defined outside G.) A similar notation, namely b C , is well-defined when C is an i 0 -cycle. (In this case, i t+1 = i 0 in (9).)
The proof of Theorem 2 relies on the following key technical lemma, which is as an extension of Lemma 4 in [LM07] and is proven in Section 5.1. Here, we treat node 1 specially, hence the emphasis on the collection of 1-cycles (cycles which begin and end on node 1) of a given length t + 1, namely C 1 t (G). The special role given to 1 becomes clear in the proof of Theorem 3 below, where in dealing with an ij-path of G, we identify the endpoints with node 1 of a new graph H, hence obtaining a 1-cycle of H.
In the sequel, C[x] is the set of polynomials in the indeterminate variable x with complex coefficients. For p ∈ C[x], we say that
, if p is the zero polynomial (i.e., all its coefficients are zero). For a square matrix B, |B| denotes its determinant.
Lemma 1. Consider a (directed) graph H on [r] with no self-loops on any node except possibly node 1. Let δ i,j for i, j ∈ [r] be a collection of nonzero real numbers. Define a matrix B(x) = (b i,j (x)) ∈ R r×r by b i,i = 1, ∀i > 1, and b i,j (x) = δ i,j x 1 {i, j} ∈ H , for i = j and i = j = 1,
The following two statements hold:
(b) Assume further that for any 0 ≤ t < r,
Note that in the case t = 0, C 1 t (H) is nonempty only if H has a self-loop on node 1. Following [LM07] , let N = [d] and R(N ) be the set of all couples (ij|K) such that i and j are distinct singletons of N and K ⊂ N \ ij. Subsets of R(N ) are called relations. To simplify notation, unless otherwise stated, couples of the form (ij|K) are always assumed to belong to R(N ).
Definition 5. The dual couple of (ij|K) is (ij|N \ ijK). For a relation L ⊂ R(N ), the dual relation L is defined as the relation containing all the dual couples of the elements of L.
For any matrix A ∈ R d×d , let
By Lemma 1 in [LM07] , for an invertible matrix A, we have A = A −1 . For a simple undirected graph G with vertex set N , let G := (ij|K) : K separates i and j in G .
Recalling the notation P ij t (G), let us write P ij t (G; K) := {Π ∈ P ij t (G) : Π ⊂ ijK} to denote the set of ij-paths in G of length t + 1 that pass entirely through K. Also recall that for δ ∈ R G and any path Π ∈ P t (G) (of length t + 1) in G, the quantity δ Π is well-defined using (9). We define:
Note that by definition, δ i,j = δ j,i for δ ∈ R G . Theorem 3. Let G be a simple graph with vertex set N . Then, for any δ ∈ D, there are finitely many ε ∈ C for which G = A G,δ,ε fails, where A G,δ,ε is defined in (3).
Proof. Let A G,δ,x be the matrix with elements in C[x] obtained by replacing ε in A G,δ,ε by indeterminate x. Consider
Step
. Consider the matrix A G,δ,x iK,jK , and assume that its first row and column correspond to the ith row and jth column of A G,δ,x , by swapping rows and columns if necessary, noting that such operations do not change the determinant |A G,δ,x iK,jK |. We identify (i, j) with element (1, 1) in Lemma 1. Let H be the subgraph of G induced on nodes ijK, with nodes i and j identified together and renamed node 1. The only edges in H that can be directed are those incident on node 1: {1, k} ∈ H iff {i, k} ∈ G, and {k, 1} ∈ H iff {k, j} ∈ G. All the undirected edges in H KK are considered bidirected. In other words, the support of A iK,jK is the adjacency matrix of H, which can be asymmetric and thus correspond to a directed graph. A path from i to j in G that lies entirely in ijK corresponds to a cycle in H starting at node 1, that is, we can identify P ij t (G; K) with C 1 t (H). A possible edge between i and j in G will be a self-loop on node 1 in H, i.e., δ ij x plays the role of δ 11 x in Lemma 1. Since δ ∈ D, it follows from (11) that assumption (10) holds for H whenever (ij|K) ∈ R(N ). It follows from Lemma 1 that |A Step 2. Fix δ ∈ R G . Then |A
The inclusion is strict if and only if there is (ij|K) such that p ijK (x, δ) := |A G,δ,x iK,jK | is a nonzero polynomial (in C[x]) with root ε. Since any such polynomial has a finite number of roots, we have A G,δ,x C[x] = A G,δ,ε , for all but finitely many ε ∈ C. Combined with Step 1, the assertion follows.
Remark 1. The above proof contains the key intuition for defining D as in (11): For any δ ∈ D G and all but a finite number of ε, G = A G,δ,ε and thus, G = A G,δ,ε = Σ , where Σ = (A G,δ,ε ) −1 is the covariance matrix of X. This implies that i − K − j in G if and only if |Σ iK,jK | = 0, which is equivalent to X i ⊥ ⊥ X j | X K by Lemma 2 below. See the proof of Lemma 3 for a rigorous argument.
The following lemma is straightforward (see for example [AAZ17] ):
Proof. First we note that by Lemma 1 in [LM07] ,
Assume that Σ is not perfect. Then, there exist nonempty disjoint sets A, B ⊂ N and K ⊂ N \ AB such that X A ⊥ ⊥ X B | X K , and K does not separate A and B. Then, ∃i ∈ A, j ∈ B such that ¬(i − K − j) and clearly K ⊂ N \ ij (i.e., (ij|K) ∈ R(N )). We also have X i ⊥ ⊥ X j | X K , hence |Σ Ki,Kj | = 0 by Lemma 2. That is, (ij|K) ∈ Σ , hence we should have (ij|K) ∈ G , contradicting ¬(i − K − j). The proof is complete. 
Recalling the definition of D, (11), we observe, as before, that F + ij ∩ D c as a subset of R g−1 has L g−1 -measure zero as a finite union of the zero sets of nontrivial polynomials in g − 1 variables δ G = (δ rs , rs ∈ G ). Since L g−1 = H g−1 on R g−1 , the assertion follows.
For part (d), both L g+1 (N G ) = 0 and H g (N G ∞ ) = 0 follow from the Fubini theorem for the Lebesgue measure. For example, consider the latter assertion. It is enough to show
as a subset of R g−1 × R, as above, and using the decomposition of the Lebesgue measure
Both integrals are zero, the first since H g−1 (F + ij ∩ D c ) = 0 by part (b), and the second since B δ has finitely many elements hence L 1 (B δ ) = 0, by part (c). The proof is complete.
Proofs of auxiliary results
We recall the following notational conventions: For a matrix Σ ∈ R d×d , and subsets A, B ⊂ [d], we use Σ A,B for the submatrix on rows and columns indexed by A and B, respectively. Single index notation is used for principal submatrices, so that Σ A = Σ A, A . For example, Σ i,j is the (i, j)th element of Σ (using the singleton notation), whereas Σ ij = Σ ij, ij is the 2 × 2 submatrix on {i, j} and {i, j}.
Proof of Lemma 1
Recall the definition of the i 0 -cycle (of [d] or a graph G) from Section 4.2. In proving Lemma 1, we will use the term cycle to also refer to cycles of a permutation. The necessary background on cycle decomposition is briefly reviewed below. The two notions of cycle (graph versus permutation) are related in our arguments, and the distinction in each occurrence should be clear from the context.
Recall that every permutation π on [d] , that is, a bijective map π :
, has a unique cycle decomposition, once we agree on a particular order within cycles and among them [Sta97, Section 1.3]. For example, representing π = (142)(35) means that π has two cycles C 1 = {1, 4, 2} and C 2 = {3, 5}. C 1 being a cycle means that π maps 1 to 4, 4 to 2, and 2 back to 1, and similarly for C 2 . We treat the cycles of π as ordered sets with the smallest element written first, and the rest of the order determined by the action of π. (That is, if C = {i 0 , i 1 , . . . , i t } is a cycle of π, we have i 0 < i j and π(i j−1 ) = i j for j = 1, . . . , t.) Thus, permutation cycles are also graph cycles in the sense of Section 4.2. The (unordered) collection of cycles of π will be denoted as S π . In the example, S π = {C 1 , C 2 }. The ordering among the cycles is unimportant. In forming S π , we disregard trivial cycles, that is, those containing a single element, except for the cycle containing 1. We often talk about "single cycle" permutations: for example, π = (142)(3)(5) has a single cycle C 1 = {1, 4, 2} in our convention, while π = (1)(42)(3)(5) has two cycles C 1 = {1} and C 2 = {42}. Similarly, the identity permutation has a single cycle in our convention.
For matrix B = (b i,j ) ∈ R d×d and permutation π on [d], we write
where b C is as defined 1 in (9). Since b {i} = b ii = 1 for i = 1, dropping single cycles {i}, for i = 1, from S π does not affect (13). For the example above, the two expressions are For any permutation π, let C π be its 1-cycle, i.e., its cycle that contains 1 and let t π = |C π \ {1}| = |C π | − 1. Note that b Cπ = i∈Cπ b i,π(i) is a factor of b π .
Proof of Lemma 1. For simplicity, we will drop the explicit dependence on x and write B = (b i,j ). It is well-known that |B| = π sign(π)b π .
1 The notation bπ is also consistent with the definition of bC in Section 4.2 due to the following connection: Every (graph) cycle C can be viewed as a permutation that leaves elements outside C intact.
This in turn implies that for any permutation π of type (a), we have b Cπ = 0, by (15) and that H cannot contain any cycle of size t + 1. But this proves the induction claim: For any permutation π with t π = t, there is permutation π of type (a) such that C π = C π (i.e. break all the cycles of π , other than C π , into trivial ones).
As a byproduct of establishing the induction claim, we also obtain C 1 t (H) = ∅ for all t ≥ 0 which is the desired result. (In particular, with t = 0, it means that H cannot have a self-loop on node 1 if |B| = 0.) The proof is complete.
Auxiliary lemmas
The following lemma is used in the proof of Theorem 1. The notation ξ * µ denotes the pushforward of measure µ by map ξ.
Lemma 4. With ξ : R d ++ ×R g → R g defined as in (7), we have ξ * L d+g L g , that is, L g (A) = 0 implies L g+d (ξ −1 (A)) = 0.
Proof. Let Ω := R d ++ × R g be a subset of R d+g . Let x = (x k , k ∈ [d]) and y = (y ij , ij ∈ G). Consider the function F 1 : Ω → Ω defined by
F 1 is a C ∞ diffiomorphism of Ω onto itself, that is, F 1 : Ω → Ω is a bijection and both F 1 and its inverse F 2 := F −1 1 belong to class C ∞ . This implies that F 1 and F 2 are locally Lipschitz (i.e., Lipschitz when restricted to any compact subset of Ω), hence they both preserve L g+d -null sets (i.e., map null sets to null sets).
Let π : R d+g → R g be the projection π(x, y) = y. We can write ξ = π • F 1 . We first show that π * L d+g L g . This follows from Fubini theorem: Let A ⊂ R g be such that L g (A) = 0. We have π 
