Lattice orders on the semigroup ring of a positive rooted monoid are constructed, and it is shown how to make the monoid ring into a lattice-ordered ring with squares positive in various ways. It is proved that under certain conditions these are all of the lattice orders that make the monoid ring into a lattice-ordered ring. In particular, all of the partial orders on the polynomial ring A [x] in one positive variable are determined for which the ring is not totally ordered but is a lattice-ordered ring with the property that the square of every element is positive. In the last section some basic properties of d-elements are considered, and they are used to characterize lattice-ordered division rings that are quadratic extensions of totally ordered division rings.
Introduction
One of the chief goals of this paper is to produce examples of lattice-ordered rings in which the square of every element is positive which are not totally ordered, and if possible, to find all such lattice orders for the semigroup rings that are considered. We are most successful in this endeavor for the polynomial ring in one variable. If A is a totally ordered field, then each partial order of the polynomial algebra A [x] in which all squares are positive can, of course, be extended to a total order of A [x] . But which of these partial orders are lattice orders that are not already total orders? In Corollary 3.6 we determine all such lattice orders in which x is comparable to 0 even when A is merely a unital -simple totally ordered domain. The description of these lattice orders, for x > 0, is as follows. Let 0 < α, γ ∈ A, let n be a positive integer and let y = x − γ . Then, as a vector lattice, A [x] is given by where "⊕" denotes the direct sum and "⊕ ← " denotes the lexicographic (or Hahn) sum of vector lattices. This result generalizes and clarifies Theorem 1 of [12] . In that result it is shown that there is a smallest and a largest lattice order for A [x] in which squares are positive and x is disjoint from 1; and, moreover, if R is any commutative domain which is a latticeordered A-algebra with squares positive and a is an element of R that is disjoint from 1, then the partial order that A [a] inherits from R lies between these extreme lattice orders. In Corollary 3.4 of this paper it is shown that if B is the convex subalgebra of R that is generated by A, then, in fact, B[a] is a sublattice of R and its inherited lattice order is one of those described above with γ = 0 and α in the quotient field of B. In particular, the partial order of A[a] can be described explicitly.
Here is an outline of the paper. In Section 2 lattice orders that include those mentioned previously are constructed, more generally, on a monoid ring A [∆] where A is a totally ordered domain and ∆ is a strict partially ordered monoid, neither of which need be commutative. We require ∆ to be rooted (the set of upper bounds of each element is a chain) and positive (n < 2n for each nonzero n in ∆) and to have a nonzero element that is comparable to every other nonzero element (that is, which is in the trunk of the subsemigroup ∆ * of nonzero elements). We first consider these orders for an arbitrary poset Γ . In Proposition 2.7 the conditions for these partial orders to make the direct sum of Γ copies of A into a lattice-ordered group are detailed. Also, the inclusion relation between these partial orders is determined in terms of the parameters that define them. Then, in Proposition 2.9 the additional conditions that make A[∆] into a lattice-ordered ring with squares positive are given. The condition on ∆ for squares to be positive in A [∆] is the same condition that is given in [14, Theorem 2] for the case that A [∆] has the Hahn order. It is also shown that A is the subring of left f -elements in A [∆] , namely those elements in A [∆] left multiplication by which preserves polars, whereas the subring of right f -elements of A[∆] is a subring of A determined by a commutativity condition. In Propositions 2.6, 2.12, and 2.13 it is shown how to modify the partial order of ∆ in such a way that new partially ordered monoids ∆ are produced with the property that the partially ordered rings obtained by supplying A [∆] with the Hahn orders determined by the ∆ are still lattice-ordered rings with squares positive. In particular, ∆ could be a totally ordered positive cancellative monoid whereas ∆ is merely rooted.
In the third section we are chiefly concerned with showing that a given lattice order of A [∆] is one of those that was constructed in Section 2. In Theorem 3.2 necessary and sufficient conditions are given for this to be the case. If A is a division ring these conditions reduce to: A[∆ * ] with the Hahn order is an -subring of A [∆] and x m is in the polar of A for each element m of ∆ * that is not in the trunk of ∆ * . Two important corollaries of this result have already been mentioned. In this section the interaction of elements of the same type is also considered. Specifically, let R be a commutative unital domain that is a lattice-ordered ring with squares positive, and suppose that A is a convex subring of felements. Then each nonzero element a in the polar of A has to declare itself as to which of the previously constructed lattice orders A[|a|] will have. In Proposition 3.5 it is shown that the set of those elements that produce the smallest lattice order, together with 0, is the largest subring of R contained in the polar of A.
In Theorem 4.3 of Section 4 all of the lattice orders of A [x] for which A is a subring of f -elements and x is a d-element (that is, multiplication by x is a lattice homomorphism) are determined. These are either total orders, or coordinatewise orders of the form
, for some k 2 and some total order of A[x k ]. In the process of proving this it is shown, under a torsion-free assumption, that each d-element that is not an f -element in a lattice-ordered ring must lie in the polar of the subring of f -elements. In Corollary 4.6 it is shown that, conversely, if each element of this polar is a d-element in a lattice-ordered field in which 1 is positive, then the field is a quadratic extension of its maximal totally ordered subfield of f -elements.
We will now supply some definitions and pertinent facts, and fix our notation. For general background material on -groups and -rings the reader is referred to [2] [3] [4] . Each group or ring that is used in a construction will always be nonzero. The lattice order constructions will be given in the setting of generalized semigroup rings (see [5, 8] ) even though our main interest will necessarily be confined to monoid rings. The greater generality does not entail any additional complications.
A poset ∆ with a partial binary operation, +, is called a partially ordered partial semigroup, or a pops, if + is associative and translations preserve the strict order. Explicitly, for all m, n, p ∈ ∆:
if m < n and m + p(p + m) exists,
By a po-semigroup we will mean a pops ∆ that is a semigroup; so, in the usual terminology ∆ is a strict po-semigroup. A mopops is a pops with an identity element 0; this means that n + 0 = 0 + n = n for each n ∈ ∆. The element n in a pops ∆ is positive if n < 2n. It is strongly right (left) positive if n < n + k(n < k + n) for each 0 = k ∈ ∆ and it is strongly positive if it is both strongly right and strongly left positive. The pops ∆ is positive if each of its nonzero elements is positive. This positivity condition first appeared for totally ordered semigroups in [10, 2.2] . Throughout this paper ∆ will denote a nontrivial pops; that is ∆ = 0. A subset Γ of ∆ is called a subpops of ∆ if whenever m, n ∈ Γ with m + n ∈ ∆, then m + n ∈ Γ .
The set of strict upper (respectively lower) bounds of the element n in the poset Γ is denoted by U(n) (respectively L(n)) and
To indicate that m and n are not comparable we will write m n. If X is a subset of a pops,
is the positive cone of X and X * = X\{0} is the set of nonzero elements of X. Of course, if the pops is not a mopops, then, for any X, X + is empty and X * = X. The poset Γ is rooted if, for each n ∈ Γ , U(n) is totally ordered. A maximal chain in a rooted poset Γ is a root, and the intersection of the roots is the trunk of Γ . If X is a poset, then max X denotes the set of maximal elements of X.
The group direct sum of a family of po-groups {G n } n∈Γ supplied with the coordinatewise order, (g n ) 0 iff g n 0 for each n ∈ Γ , will be denoted by n∈Γ G n . If Γ is a poset, the po-group obtained by supplying the group direct sum of {G n } n∈Γ with the Hahn order will be denoted by Σ(Γ, G n ). The elements of Σ(Γ, G n ) will be written as polynomials:
The support of g is supp g = {n ∈ Γ : g n = 0}; then g is positive in Σ(Γ, G n ) exactly when 0 < g n for each n ∈ max supp g. If each G n = G the Hahn sum will be denoted by Σ(Γ, G) or just Σ; and if Γ = {1 < 2} we will write
it is an sp-ring if the square of each of its elements is positive. A left po-module ( -module) over the po-ring R is a left R-module M which is also a po-group ( -group) such that
The subring of R generated by f (R) (or f r (R) or f (R)) is the convex -subring of left f -elements (or right f -elements, or f -elements) and will be denoted by F (R) (or F r (R), or F (R)).
We now list various facts, each of which is known or is a slight variant of one that is known or which will be easy to verify. 
As a consequence of (a) through (d) we have: Proof. The first part of (e) is an immediate consequence of (a), the second part is a consequence of (c) and the third follows from (b). Suppose that m ∈ ∆ is comparable to each element of ∆ * , k ∈ ∆ * , and n is a strongly right positive element of ∆. If m = 0, then 0 < k by (b), and hence each element of ∆ is strongly positive. If m = 0, then k + m ∈ ∆ * and m < k + m by the version of (d) with n on the left and m on the right. This completes the proof of (e). For (f), if p, q ∈ ∆ * and p + q = 0, then 0 = p + q < 2p + q = p and, similarly, 0 < q; so 0 < p + q and ∆ * is a subpops of ∆. The argument of the preceding paragraph will complete the proof of (f) if k is used in (d) in place of n, once it is known that k + m and m + k are defined. But m is comparable to k and 2m and 2k ∈ ∆, so k + m and m + k are defined. ✷ where the inner sum is defined to be 0 if γ is not the sum of two elements of ∆. 
Recall that if
∆ r = {n ∈ ∆: if m p and m + n is defined, then m + n p}.
Consider the following conditions on a subset X of ∆. Here, m, n, and p are elements of X.
If 2p = m + n with m = n, then 2p < 2m or 2p < 2n.
If m = n and m + n ∈ ∆, then m + n < 2m or m + n < 2n.
Clearly, (6) is equivalent to (4) and (5).
1.9.
[14, Section 3]. We will give an explanation of the connection between the condition (6) and squares being positive in Σ that is slightly different than that given in [14] . Suppose that ∆ satisfies (6), A is a ring and u = α n x n ∈ A [∆] . Then either supp u + supp u = φ or 2 max supp u = φ. If n ∈ max supp u and 2n ∈ max(2 max supp u), then the coefficient of x 2n in u 2 is u 2 m where this sum is over all m ∈ max supp u with 2m = 2n. In particular, if A is a domain and an sp-ring, then max supp u 2 = max(2 max supp u), and hence Σ is an sp-ring; it is a domain exactly when ∆ is a semigroup. The converse holds (that is, ∆ satisfies (6) when Σ is an sp-ring) if ∆ is a mopops and L(0) is rooted. The proof of this given in [15, Corollary 1] for the case where A is totally ordered is valid when A is a domain which is an sp-ring. Also, (4) is equivalent to u 2 0 for any u of the form u = α n x n + α m x m .
Construction of partial orders for A[∆]
We will first present two methods for modifying the partial order of a mopops in such a way that some of the desirable properties of the mopops are preserved. The first method weakens the partial order of ∆ by just separating 0 from ∆ * . Specifically, if ∆ is a mopops let ∆ 0 be the poset which is the cardinal sum ∆ 0 = ∆ * ∪ {0}: so m 0 n in ∆ 0 iff m n in ∆ * or m = n = 0. The second modification also separates 0 from a part of ∆ * but may not be a weakening of the original partial order of ∆. Suppose that ∆ is rooted and let ∆ * = Γ 1 ∪ Γ 2 with Γ 1 < Γ 2 (that is, m < n if m ∈ Γ 1 and n ∈ Γ 2 ) where Γ 2 is contained in the trunk of ∆ * , and assume that m + n and n + m exist for all (m, n) ∈ ∆ × Γ 2 . Let ∆ Γ 1 ,Γ 2 be the poset which is the ordinal sum of Γ 1∪ {0} and Γ 2 :
Note that all these partial orders agree in ∆ * . Some elementary facts follow.
2.1.
The mopops ∆ satisfies (4) (respectively (6)) iff ∆ * satisfies (4) (respectively (6)) and, for each n ∈ ∆ * , n < 0 or n < 2n. Thus, ∆ is positive provided it satisfies (4) and 0 is minimal.
2.2.
If ∆ * is a subpops of the mopops ∆, then ∆ 0 is a mopops. The converse holds provided ∆ * satisfies: whenever m + n = 0, with m, n ∈ ∆ * , either m is comparable to some element p of ∆ * \{m} for which p + n is defined or n is comparable to some element q of ∆ * \{n} for which m + q is defined.
Conversely, suppose that ∆ 0 is a mopops and m + n = 0 with m, n ∈ ∆ * . If p ∈ ∆ * with p < m then p < 0 m and we have the contradiction that p + n < 0 0. Similarly, m < p implies that 0 < 0 p + n. Thus, ∆ * is a subpops. ✷
The mopops ∆ is positive iff ∆ 0 is a positive mopops.
Proof. If ∆ is positive, then ∆ * is a subpops by 1.5(f), and hence ∆ 0 is a positive mopops by 2.2. The converse is obvious. ✷
If 0 is a minimal element of ∆, then ∆ satisfies (4) (respectively (6)) iff ∆ 0 is a mopops that satisfies (4) (respectively (6)).
Proof. According to 2.1 and 2.3 each of the following statements is equivalent to its successor:
(a) ∆ satisfies (4) (respectively (6)); (b) ∆ * satisfies (4) (respectively (6)) and ∆ is positive; (c) (∆ 0 ) * satisfies (4) (respectively (6)) and ∆ 0 is a positive mopops; (d) ∆ 0 is a mopops that satisfies (4) (respectively (6)). ✷
If ∆ is a rooted mopops that is either positive or has a strongly positive element, then
∆ Γ 1 ,Γ 2
is a rooted mopops that is positive or has a strongly positive element, respectively. Moreover, ∆ satisfies (4) (respectively
Proof. Certainly ∆ Γ 1 ,Γ 2 is a rooted poset and ∆ * is a subpops of ∆ by (e) and (f) of 1.5. Suppose that m < Γ 1 ,Γ 2 n and p ∈ ∆ * with p + m ∈ ∆. If m = 0, then p + m < Γ 1 ,Γ 2 p + n since this inequality is the inequality p + m < p + n. If m = 0, then n ∈ Γ 2 and n is strongly positive in ∆ by (e) and (f) of 1.5. So, again, p < Γ 1 ,Γ 2 p + n. If ∆ is positive, then clearly ∆ Γ 1 ,Γ 2 is positive, and if n ∈ ∆ * is a strongly positive element of ∆, then it is strongly positive in ∆ Γ 1 ,Γ 2 . On the other hand, if 0 is strongly positive in ∆, then 0 < ∆ * and each element of ∆ * is strongly positive in ∆ Γ 1 ,Γ 2 . The last statement is a consequence of 2.1. ✷ Let A be a po-domain and ∆ a mopops. The partial orders of the ring
respectively. These partial orders are also described as follows:
We summarize much of the preceding in the following proposition.
Proposition. Suppose that A is a po-domain and ∆ * is a subpops of the mopops ∆. (a) P 0 is a partial order of the generalized semigroup ring A[∆]. (b) If A is a domain and 0 is a minimal element of ∆, then (A[∆], P 0 ) is an sp-ring iff A is an sp-ring and ∆ satisfies (6). (c) If ∆ is rooted and is either positive or has a strongly positive element, then P Γ 1 ,Γ 2 is a partial order of the ring A[∆]. (d) If A is a totally ordered domain and ∆ is a positive rooted po-monoid, then A is the subring of left (right) f -elements of (A[∆], P ) for
P = P 0 or P = P Γ 1 ,Γ 2 unless Γ 1 = ∅ in which case Σ(∆ Γ 1 ,Γ 2 , A) is totally ordered. Moreover, if ∆ satisfies (6), then A[∆]
is a domain and (A[∆], P ) is an sp--ring.
Proof. The first statement follows from 2.2 and 1.6, the second is a consequence of 2.4 and 1.9, and the third follows from 2.5 and 1.6. The first part of (d) is a consequence of 1.8
, and the second part is a consequence of 1.1, 2.5, and 1.9. ✷
We will now construct other partial orders of A[∆] which make it an sp--ring. The initial construction will only be concerned with the additive structure of A[∆] and can be carried out for any poset. Let Γ be a poset with a distinguished element 0, and let n ∈ Γ * = Γ \{0} and V (n) = Γ * \U [n). For a subset X of Γ we will use the previous notation X * = X\{0} to exclude 0, and U(X) denotes the set of upper bounds of X. Suppose that A is a po-ring with A + = 0 and let A u be a unital po-ring which contains A with 1 ∈ A + u . Suppose that the pair (α, β) ∈ A + × A + u satisfies the following conditions:
Aβ ⊆ A and if γ ∈ A with γβ 0 then γ 0; (9)
One example of a pair that satisfies (10) 
Here, α 0 denotes α 0 x 0 . Let P n,α,β (A[Γ ]) = P n,α,β be defined by
or f 2 = 0, α n > 0, and
We note that, according to (9) and (10), for each 0 < γ ∈ A, γ α > A + β iff α 0 + f 1 + γ x n ∈ P n,α,β for any f 1 ∈ Σ(V (n), A) and any α 0 ∈ A. If β = 1, then we will denote P n,α,β by P n,α . Note that P n,α is the positive cone of the po-group
If γ α > A + β for each 0 < γ ∈ A, then P n,α,β is the positive cone of
Note, also, that P n,α,β = P n,0 for any β, if A + α = 0. If X ⊆ A and ρ ∈ A u , then (ρ : X) = {γ ∈ A: γρ ∈ X} and C(X) denotes the convex subgroup of A generated by X.
These positive cones are related to the previous ones. Suppose that Γ = ∆ is a rooted mopops. If Γ 1 is empty, then ∆ Γ 1 ,Γ 2 = ∆, and if Γ 2 is empty, then
). These are the only possibilities, of course, when ∆ = Z + .
Proposition. (a)
then R is an -group. Moreover, if f ∈ R and f 0, then f = α 0 + f 1 + α n x n , α n α = δβ, and
where f
Conversely, if Γ has at least three elements and R is an -group, then (i)-(iii) hold.
(c) R is totally ordered iff A is totally ordered, Γ * is totally ordered, n is the least element of Γ * , and γ α > Aβ for each 0 < γ ∈ A.
(d) P n,α,β ⊆ P n ,α ,β iff n and n are comparable and one of the following conditions is satisfied.
f) Suppose that the three conditions in (b) hold, and let B be a subgroup of the additive group of
Proof. Let f = α 0 + f 1 + α n x n + f 2 and g = β 0 + g 1 + β n x n + g 2 be two elements of R that are decomposed as in (11) .
(a) Suppose that f, g ∈ P n,α,β . If f 2 = 0 or g 2 = 0, or if f 2 = g 2 = 0 and either α n α > A + β or β n α > A + β, or α n = β n = 0, then f + g ∈ P n,α,β . The remaining case is that f 2 = g 2 = 0, 0 < α n + β n , and α n α, β n α ∈ A + β. Then
(b) Assume these three conditions hold and suppose that f 0 and g 0, f . Then f = α 0 + f 1 + α n x n and α n α = δβ for some δ ∈ A + . Let h be the element defined by (15) . If g 2 > 0, or g 2 = 0 and β n α > A + β, then g > h. Suppose that g 2 = 0 and β n α = ρβ.
If α n > 0, then h = −δ + f 1 + α n x n 0 since −δβ + α n α = 0; and h f since
and if β n = α n , then g 1 f 1 and β 0 + δ = β 0 + ρ 0, and so g h. Thus, h = f + . Assume now that α n < 0. Then
Finally, suppose that f = α 0 + f 1 and h = α
Suppose that R is totally ordered. If 0 < γ ∈ A with γ α = δβ take α 0 ∈ A with α 0 < −δ. Then we have the contradiction that f = α 0 + γ x n ∈ R is not comparable to 0 since γ > 0 and α 0 β + γ α < 0. Thus, by (14) , Γ * = U [n) * is totally ordered and so is A. Conversely, these conditions together with (14) imply that R is totally ordered.
(d) If n n , then n ∈ V (n ) and n ∈ V (n). So if 0 < γ ∈ A, then −γ x n + γ x n ∈ P n,α,β \P n ,α ,β . Assume that n and n are comparable. Suppose that n < n. If P n,α,β ⊆ P n ,α ,β , then each upper bound of n in Γ * is comparable to n. For, if m n and m n, then −γ x m + γ x n ∈ P n,α,β \P n ,α ,β . Conversely, suppose that U(n ) * = (n , n) * ∪ U [n) * , and take f ∈ P n,α,β . Then we can decompose f 1 as f 1 = f 3 + α n x n + f 4 where supp f 3 ⊆ V (n ) and supp f 4 ⊆ (n , n). Now, clearly,
is the decomposition of f that is given in (11) relative to n . Let m ∈ max supp(f 4 + α n x n + f 2 ) with coefficient α m . Then m ∈ max supp f 2 , or f 2 = 0 and m = n, or f 2 = 0, α n = 0, and m ∈ max supp f 4 . In all cases α m > 0 and f ∈ P n ,α ,β . If, however, f 4 + α n x n + f 2 = 0, then f 1 = f 3 + α n x n and α 0 0. So, if α n = 0, then n ∈ max supp f 1 , α n > 0 and f ∈ P n ,α ,β . The last possibility is that f 1 = f 3 , and then f = α 0 + f 1 ∈ P n ,α ,β . Suppose that n < n . Assume first that P n,α,β ⊆ P n ,α ,β . If γ > 0, then γ α > Aβ gives that −γ + γ x n ∈ P n,α,β \P n ,α ,β ; and if γ α = δβ with δ > 0, then −δ + γ x n ∈ P n,α,β \P n ,α ,β . So A + α = 0 and P n,α,β = P n,0 . Suppose, by way of contradiction, that m ∈ Γ * \(L(n] * ∪U [n ) * ). If m n, then −γ x m +γ x n ∈ P n,0 \P n ,α ,β ; so m > n. If m n or m < n , then −γ + γ x m ∈ P n,α,β \P n ,α ,β . So Γ * = L(n] * ∪ U [n ) * , and P n,α,β = P n ,α ,β by (i) since each upper bound of n in Γ * is comparable to n . If γ α = δ β , let α 0 < −δ . Then α 0 + γ x n ∈ P n,α,β \P n ,α ,β since α 0 β + γ α = (α 0 + δ )β < 0. Thus, γ α > A + β . Conversely, if the three conditions hold and f = α 0 + f 1 + α n x n + f 2 ∈ P n,0 , then the analogous decomposition of f relative to n is
It is easy to check that f ∈ P n ,α ,β . For (iii), first assume that
and γ α = δβ and γ α = δ β , then −δ + γ x n ∈ P n,α,β and hence −δ + γ x n ∈ P n,α ,β . Thus, 0 −δβ + γ α = (−δ + δ )β and δ δ . Conversely, assume these two conditions hold, and let f = α 0 + f 1 + γ x n ∈ P n,α,β with γ > 0. If γ ∈ (α : Aβ ), then, using the previous notation, 0 α 0 β + γ α = (α 0 + δ)β gives that α 0 + δ α 0 + δ 0 and hence α 0 β + γ α 0. Thus, f ∈ P n,α ,β .
(e) This follows from the last part of (d). For, P n,α,β = P n,α = P n,α ,1 iff A + α ⊆ Aβ and, for any γ ∈ A + , γ α = δβ = γ α β. Thus, P n,α,β = P n,α iff A + (α − α β) = 0. (a) R = (A[∆], P n,α,β ) is a po-ring (equivalently, a po-domain) iff
In particular, if β centralizes A and A is a domain and R is a po-ring 
Proof. (a) We first note that the condition in (17) is precisely what is needed for R A to be a (strict) po-module. For, suppose that R A is a po-module and γ 0 , γ 1 , γ ∈ A with 0 < γ, γ 1 and If there is an element m ∈ max supp f * g * with m n, then max supp f * g * = {m} since m is comparable to each element of supp f * g * . Now, supp f * ∪ supp g * < m. For if k ∈ supp f * with m k, then k is strongly positive by 1.5(e), and for any ∈ supp g * we have, by 1.6, 1 and g = β 0 + g 1 with α 0 , β 0 0; so, fg > 0. If there is no such m, then max(max supp f * +max supp g * ) = max supp f * g * < n and supp f * ∪ supp g * < n, since n is strongly positive. Then 0 α 0 , β 0 and hence 0 < fg. (c) Assume that R is an -ring that is not totally ordered. We first check that if 0 < f = α 0 + f 1 + α n x n + f 2 and 0 < g = β 0 + g 1 + β n x n + g 2 are the canonical decompositions of f and g, then f ∧ g = 0 if and only if (i) f = α 0 and g = β 0 + g 1 + β n x n with β n > 0 and β n α = −β 0 β or (ii) f = α 0 + f 1 and g = β 0 + g 1 with α 0 ∧ β 0 = f 1 ∧ g 1 = 0. If f and g have the form in (i), then according to (15) , (g − f ) + = β 0 + g 1 + β n x n = g and f ∧ g = 0.
If they have the form of (ii), then f ∧ g = 0 since A ⊕ Σ (V (n), A) is an -subgroup of R by (15) . Conversely, suppose that f ∧ g = 0. If g 2 > 0 and g 2 f 2 , then 2g 2 > f 2 and 2g > f . So g 2 = f 2 = 0. If β n α n > 0, then 2β n > α n and again by (15) ,
which is nonsense. If β n = α n = 0, then f and g have the form of (ii). Finally, if
with β n α = δβ; so f and g have the form of (i). Now, if γ ∈ A + and f ∧ g = 0, then γf ∧ g = f ∧ γ g = 0; and f γ ∧ g = 0 in the second case. In the first case f γ ∧ g = 0, but f ∧ gγ = 0 iff β n γ α = −β 0 γβ. Thus, A ⊆ F (R) and the right side of (18) 
(R) ∪ f (R), and hence F (R) = A and F r (R) is described by (18). ✷

Corollary. If A is a directed po-domain and ∆ and n are as in Proposition 2.9, then R = (A[∆], P n,α ) is a po-ring if and only if A + [γ , α] ⊆ A + for any γ ∈ A + . If A is totally ordered, then (A[∆], P n,α ) is an -ring if and only if D α is isotone. Moreover, if R is an -ring that is not totally ordered, then A = F (R) and F r (R) is the centralizer of α in A.
Proof. 
Suppose that A is a totally ordered domain and R = (A[∆], P n,α,β ) is an -ring. If
A is a division ring, then P n,α,β = P n,αβ −1 by (e) of Proposition 2.7 and αβ −1 is central by the previous corollary since A ⊆ F r (R). Similarly, if β = 1 is a strong order unit of A (that is, A = C(1)), then α is central. Also, for any unital po-ring A, if D α is isotone and γ , γ −1 ∈ A + , then it is easy to see that α commutes with γ ; but α need not be central. For example, let A be Johnson's totally ordered free ring on two generators that is mentioned after (10) and let α be the smaller generator. However, commutativity does arise when A ⊆ F r (R).
Recall that the extended centroid of the domain A is the center C of the maximal right quotient ring of A, and the central closure of A is the ring T = C + AC. Each total order of A can be extended to T (see [17, Lemma 2] , for example). Another weakening of the partial order of ∆ is described in the following result. If 0 is an isolated point of ∆, then conditions (iii) and (iv) in Proposition 2.13 are vacuous. In particular, by first forming ∆ 0 it is apparent that all that is needed to make this construction viable is a strongly irreducible element of ∆. One obvious choice for such an element is a free generator in a free monoid, abelian or not. Other examples of rooted monoids that satisfy (4) or (6) 3. P Γ 1 ,Γ 2 and P n,α,β suffice
Proposition. Let m and k be elements of the mopops ∆ such that:
In this section A is a totally ordered domain and ∆ is a rooted positive po-monoid such that ∆ * has a nonempty trunk. It will be shown that each lattice order of A[∆] of a certain type is one of those that is described in the previous section.
Lemma. Suppose that R = A[∆] is an -ring such that
or ∆ * and R are totally ordered and R = Σ(∆ φ,∆ * , A).
Proof. Assume that γ x n ∈ F (R) with n ∈ ∆ * and γ > 0. If n / ∈ trunk(∆ * ), then γ 2 x n ∧ γ = 0 gives that 0 = γ 2 x n ∧ γ 2 x n . Thus, n is strongly positive by 1.5(f) and n + k and n + are comparable for any two elements k and in ∆ * . So ∆ * is totally ordered by 1.8, and hence R is totally ordered since
So A is convex in R and R has the Hahn order determined by {0} ∪ ← ∆ * . Now, if there exists 0 < f = α 0 + f * ∈ F (R) with 0 = f * ∈ A[∆ * ], then we may assume that α 0 = 0 since Σ(∆ * , A) is an -subring of R. This gives that 0 < γ x n ∈ F (R) for some n ∈ ∆ * . ✷ (
Moreover, if the conditions in (II) are satisfied, then R is an sp--ring if and only if ∆ satisfies (6).
then R is an -ring and the three conditions in (II) hold by (8) and Proposition 2.6. If R + = R ∩ P n,σ , then R is an -subring of the -ring (T [∆], P n,σ ) and (i), (ii), and (iii) hold by Corollary 2.10, Proposition 2.7(f), and (13).
For the converse, suppose that R is not totally ordered, A ⊆ F (R), and both (i) and (iii) hold. Then A = F (R) by Lemma 3.1 and 
, and γ α = α 1 β if we now assume that β ∈ F r (R). So P n,α,β is defined and we will check that R + = P n,α,β . Let f = α 0 + f 1 + α n x n + f 2 with supp f 1 ⊆ L(n) and supp f 2 ⊆ U(n) = N . Clearly, by (i), (iii), and 1.3, if f 2 = 0 or if f 2 = α n = 0, then f > 0 iff f ∈ P n,α,β . Suppose, then, that f 2 = 0 and α n = 0. If f > 0, then f |α n |x n > 0 and hence α n > 0. Now, fβ We will now consider several special cases of the main theorem. When A is -simple we can relax the condition A ⊆ F (R) that is given in (II). Among the possible lattice orders for B[a] the smallest is P 0 (B[a] ) and, as we now show, it behaves well as it moves among the elements of A ⊥ .
Corollary. Suppose that
Corollary. Let R be a commutative sp--ring and suppose that A is a convex subring of F (R) such that A R is torsion-free. Then
is a convex -A-subalgebra of R and it is the largest subring of R contained in
Proof. As a consequence of Corollary 3.4, if a ∈ R, then a ∈ R 0 if and only if {|a| n : n ∈ N} ⊆ A ⊥ . Let a, b ∈ R 0 . Since |a| n |b| m |a| 2n + |b| 2m ∈ A ⊥ we have that R 0 is a subring of R and hence it is the largest convex -subalgebra of R contained in A ⊥ . If a ∈ A ⊥ then a a 2 by 1.4. So, if S is a subring of R contained in A ⊥ , then S is directed and S ⊆ R 0 . ✷
We will now specialize Corollary 3.3 to the case when ∆ = Z + . The dual of Theorem 3.2, which only makes sense if ∆ is totally ordered, is much simpler. In fact there is only one such lattice order. Let ∆ 0 be the totally ordered monoid obtained by replacing the order of ∆ by its dual order.
Corollary. Suppose that A is unital and is either -simple or is a left or right
R + = P 0 L[y] ∩ R or R + = P n,σ L([y] ∩ R.
Proof. Let F = F (R). We will first assume that
. Let E = F (L[x]). Now, either x L x 2 or x = γ + y ∈ E ⊕ E ⊥ . In the first case we have, as above, that L = E and L[x] + = P 0 (L[x]) or L[x] + = P n,σ (L[x]). Also, F ⊆ F (L[x]) since if 0 < τ ∈ F and fρ −1 ∧ gρ −1 = 0 with f, g ∈ A[x] and 0 < ρ ∈ A, then f ∧ g = 0, τf ∧ g = 0 and τfρ −1 gρ −1 = 0. But F (L[x]) = E
Proposition. Let ∆ be totally ordered and suppose that
R = A[∆] is an -ring. Then R = Σ ∆ 0 , A or R = A ⊕ Σ ∆ 0 * , A if and only if A ⊆ F (R) and A[∆ * ] = Σ ∆ 0 * , A .
Proof. Assume that A ⊆ F (R) and A[∆
As in the proof of Lemma 3.1, if there is an element f ∈ F (R) + \A, then we may assume that f = γ x n ; so R ∼ = γ x n R ⊆ Σ((∆ 0 ) * , A) is totally ordered. Now, if 0 < ρ < δx n with n = 0, then ρx n < δx 2n < ρx n .
and γ x n > α is impossible if γ > 0, n ∈ ∆ * and α > 0, we have that
= βγ x n + bγ x n and hence βγ x n γ 2 x 2n < βγ x n . Thus, β = 0 and Ax n ⊆ A ⊥ for each n ∈ ∆ * ; so R = A ⊕ Σ((∆ 0 ) * , A). ✷
d-elements versus f -elements
In this section we will determine the non-total lattice orders of A [x] for which x is a d-element. Also, we will identify those non-totally ordered -fields in which the set of d-elements is maximal as certain quadratic extensions of totally ordered fields.
If R M is an R-module and B ⊆ R, we will call B M torsion-free if x ∈ B, m ∈ M and xm = 0, implies that x = 0 or m = 0. If R M is an -module over the -ring R and B is the positive cone of an f -subring C of R, then C M is torsion-free exactly when B M is torsion-free. In particular this applies to C = F (R) and B = f (R). The left annihilator of m in R will be denoted by R (m), and the right annihilator of x in M will be denoted by r M (x) . Recall that x is a regular element of R if r(x) = (x) = 0. We will first determine the relation between d(R), f (R) and f (R) ⊥ when f (R) consists of regular elements of R.
Lemma.
Let R M be an -module over the -ring R and let B be a convex subset of f (M) which contains 0.
For any x, y ∈ M with x ∧ y = 0, we have 0 ax ∧ cy ax ∧ ay = 0. Hence c(ax ∧ y) = 0 and
The element a in a ring is left (right) algebraic over a subring B if there is an equation α 0 + α 1 a + · · · + α n a n = 0 (α 0 + aα 1 + · · · + a n α n = 0) with α i ∈ B and some α i = 0. An element g > 0 in an -group is basic if the interval [0, g] is a chain [6] . 
