ABSTRACT Computer systems need to have sufficient ability and intelligence to communicate with people. To this end, they have to be able to interpret or to manage certain types of information that people are used to perceiving in human communications, such as speech modulation, facial expression, and so on taking human emotions into account. The ontology-based platform proposed in this paper attempts to support the development of resources that need to take emotion transmission into account, especially in communication between users and interactive systems. To this end, the factors relevant to the transmission of affective states have been studied and included in an ontology. Based on this ontology, a platform was created to guide the development of emotional resources that provide users with more natural interfaces. Finally, an interactive multimodal system was created to validate the proposed ontology-based platform and to apply the study to real-life cases.
I. INTRODUCTION
Multimodal interaction emerges from the need to provide users with the multiple modes of interaction required to cover their personal needs. Unfortunately, communication with many devices that people use nowadays is mainly performed by means of verbal communication (written text) and in a neutral or unemotional way. Moreover, the nonverbal information that is implicitly transmitted is often left out. This information is essential in human communication and is used for expressing our emotions. The inclusion of emotions improves the interaction by increasing people's level of understanding and decreasing the ambiguity of the messages, for example, by including emoticons. According to Mehrabian [1] , about 90% of the information transmitted in human communication is non-verbal, with the verbal information transmitted accounting for only approximately 10% of the volume of information exchanged between people. Moreover, according to Picard [2] , it is appreciated that these characteristics that are associated with interpersonal relationships also appear in communication with computers.
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For that reason, human-computer interaction systems should be able to interpret the information coming from people and to generate a response based on this information. This has led to the emergence of the field of Affective Computing [2] - [4] , which researches into the detection of and response to the user's emotions using computer-based technology. This technology could complete the development of intelligent systems by enabling them to automatically interact with users and to make their own decisions when emitting responses, without any human intervention. Thus, the common goals of users and intelligent systems can be achieved more effectively.
Currently, one of the most widely used mechanisms for modeling the knowledge of a specific domain is the use of ontologies. The main objective of ontologies is to represent real-world concepts and also the relationships between those concepts. For this purpose, it is essential to reach a consensus and to specify a common vocabulary for sharing this information. It is thus possible to share the knowledge between people (e.g. designers or developers) and between software agents (e.g. intelligent agents), and to provide these people or software agents with concepts and terms relevant to a specific domain. Moreover, ontologies have sufficient mechanisms for the reuse of this domain knowledge by developers who need it, without having to create a new domain [5] , and they allow inferences to be made on the model instances, producing assumptions that are not easily obtained by other means. The authors have thus used ontology technology for creating a platform for guiding the development of emotional resources, taking into account the context surrounding the user. In this regard, it is essential to study and analyze the emotional and cognitive models of human beings, in order to understand their behavior and improve the systems by adapting interactions to people's personal needs and characteristics, continuing the works presented in [6] - [8] .
In the following section, some related works and affectrelated models are presented. These models are those that have been used in the ontology-based platform. Next, this platform is described in detail. Afterwards, a multimodal interaction system, the development of which has been based on the proposed platform, is presented and evaluated in order to prove the validity of the platform. Finally, some conclusions are drawn and future works presented.
II. RELATED WORK AND MODELS
Computing that relates to, arises from, or deliberately influences emotion or other affective phenomena is the formal description of Affective Computing, originally defined by Picard [2] . The basic idea is that interactive communication with computer systems can be significantly improved by taking the affective characteristics of human beings into account. According to Picard, the main objective is to endow computers with emotional intelligence; i.e. the ability to recognize, interpret and generate emotions.
But, why do computers need to be able to recognize, interpret and generate emotions? There are several fields that benefit from Affective Computing systems, including: e-learning, telemedicine, robotics and psychotherapy. For instance, in the area of e-learning, the systems can determine the emotional needs of students and can thus motivate users to learn and can keep their attention by using emotions.
Another essential question is how can computers recognize, interpret and generate emotions? Peter Lang proposes a model that includes three systems or communication modalities. According to [9] , these communication modalities are involved in the expression of emotions and could also serve as indicators for detecting a user's emotions:
• Verbal information: contains the explicit message perceived or transmitted by users.
• Behavioral: facial and postural expressions, speech paralinguistic parameters, etc.
• Psychophysiological responses: such as heart rate, galvanic skin response -GSR-, and electroencephalographic response. For instance, with regard to the speech communication modality, appropriate parameters (e.g. volume, pitch, and speed) have to be taken into account to generate or recognize emotions. This is in order to be able to either emulate diverse moods reflecting the user's affective states or, in the case of a recognizer, to create patterns for classifying the emotions transmitted by the user.
It is therefore essential to represent all this knowledge and, especially, model the emotions. The emotion theories proposed by cognitive psychology are a useful starting point for modeling affective states. The most commonly used emotion classification theories in the Human-Computer Interaction (HCI) field are the categorical [10] , dimensional [11] and appraisal [12] theories. For practical reasons, categorical models of emotions have been more frequently used in Affective Computing. For example, Oudeyer [13] developed some algorithms for the production and recognition of five emotions based on speech parameters. A dimensional approach to emotion has been also advocated by a number of theorists, such as Tellegen [14] . Emotion dimensions are a simplified description of the basic characteristics of affective states [15] . The most frequently encountered emotion dimensions are Valence, Arousal and Dominance [16] . The Valence dimension is related to feeling good or bad or even giving positive or negative labels [17] . The Arousal dimension measures how excited or calm a person is. Finally, the Dominance dimension measures whether a user is in control of the situation or whether he/she is being controlled by the situation. The appraisal theoretical model offers a descriptive framework for emotion, based on the way the person experiences events, things or people at the focus of the emotional state [12] .
A tool called SAM (Self-Assessment-Manikin) [16] can be used to represent or indicate an emotion based on the dimensional theory. SAM is a non-verbal pictorial assessment technique that consists of three scales corresponding to three dimensions: Valence, Arousal and Dominance. Each scale is composed of five figures that represent a human being. These scales have a range of 9 values, numbered from 1 to 9. The Valence scale of SAM describes how pleasant or unpleasant the emotion is, from left to right. The Arousal scale ranges from a state of total activity to a state of calm. In the Dominance scale, the figure on the far left represents a person who feels self-conscious, while the figure on the far right is the one that most transmits a sense of control.
Since the cognitive processes have a notable influence on affect, the researchers must also take into account which ones are involved, how they work and how they influence humancomputer interaction. Some authors, including Wickens [18] , consider that a human being has a cognitive system containing several sensory systems. Interaction between a human and the computer happens when there is an exchange of information. The computer presents its information in a physical way and the person must pick this up through his/her sensory systems [19] . These sensory systems are able to extract information from the environment. Perceptual processes analyze the information received through the sensory systems and assign meaning to the physical stimulus picked up by the sensory systems. Next, the information perceived is stored in the memory with the possibility of being retrieved and used later. In this case, the user generates a response using the information retrieved from his/her memory, which is analyzed, compared and interpreted. This response is received by the computer's peripherals through its communication channels.
We also have to mention the efforts of the World Wide Web Consortium (W3C) Multimodal Interaction Working Group made in order to develop open standards for extending the Web to allow multiple modes of interaction, anyone, anywhere, any device, and any time [20] . They gave several W3C recommendations related to Affective Computing and multimodality, such as the Emotion Markup Language (EmotionML) 1.0 [21] and the Extensible MultiModal Annotation (EMMA) markup language 1.0 [22] . Based on those W3C standards, several developments have been made in order to get natural user interfaces [23] .
Apart from the emotional theories, communication modalities and so on, other external factors also have to be considered in order to describe a situation that has given rise to an affective interaction between a person and an interactive system. The stimulus transmitted by a person can be analyzed (e.g. the physiological signals) in order to detect the emotion produced. However, in many cases, other aspects relating to the surrounding context could be of interest in order to provide a better understanding of this same situation.
In this regard, Göker and Myrhaug [24] propose a model where a user context is defined. In this model, apart from the personal aspects related to the user, other types of issues or elements are considered in order to describe the context of the user. This context is composed of five elements:
• Environment context: includes environmental data, such as topics related to the place where the user is (objects, services, temperature, light, noise, weather, etc.).
• Personal context: includes personal, physiological (pulse, blood pressure, weight, etc.) and mental (mood, expertise, stress, etc.) data.
• Task context: describes what the individuals are doing in this User context (explicit goals, actions, activities, etc.).
• Social context: describes the social aspects of the current User context (role with respect to friends, enemies, neighbors, etc.).
• Spatio-temporal context: describes aspects of the User context relating to time and space (time, location, direction, speed, etc.). This model and most of the models explained in this section have been used for the description of the proposed ontology and the platform based on it, which are detailed in next section.
As can be seen, there are several models that represent human emotions taking one or more context elements into account [25] . Moreover, systems that recognize and generate emotions through different modalities can also be found [26] - [30] . Few of them are systems or platforms that gather the knowledge for more than one modality and various elements of the context and that also use this knowledge to provide support to the generation of affective resources, which is the idea of the proposed platform. 
III. THE ONTOLOGY-BASED PLATFORM FOR DEVELOPING AFFECTIVE INTERACTION SYSTEMS
The main goal of the ontology-based platform proposed in this paper is to support the developments of resources that need to take emotion transmission into account in the interactions between users and systems.
Let us introduce a scenario to assist with the description of an affective interaction between a user and a system (see Figure 1) . One of the goals of the proposed work is to be able to represent these types of scenarios and situations with the Affinto ontology. It is thus possible to provide a knowledge base for developing an affective system that is able to adapt itself to the user's situation.
The scenario presented in Figure 1 shows a person during a learning session in an e-learning system. This system has been developed to facilitate personal learning that takes students' emotions into account. The system uses a virtual avatar to enhance students' motivation. In this example, one of the interactions with the e-learning system has caused the student to become sad. The figure also shows the context surrounding this interaction; that is, the factors and properties that may have an influence on student's affective states. There are also other factors that may have no influence on the interaction; for instance, the location and other people in the vicinity.
This section is divided into three parts. First, the Affinto ontology that is used as the knowledge base of the proposed platform is detailed. Then, the way that the ontology can be used for analyzing the data extracted from a similar situation (as seen in Figure 1 ) is described. Finally, the ontology-based platform is described.
A. DESCRIPTION OF THE AFFINTO ONTOLOGY
The Affinto ontology defines the interaction between the user and the system. defined based on these user models, in a very similar way; i.e. both the user and the system are considered as interlocutors in a given interaction.
Furthermore, the context is often considered as external to the user. However, in this study the user is considered as part of the context (including his/her personal characteristics). Thus, the context covers everything surrounding the affective interaction between the person and the system. This ontology can be applied to systems that automatically generate interfaces. Thus, the ontology can provide information about both the user and the device's characteristics in order to choose the most suitable multimedia resources. Moreover, it can be applied to multimodal interaction systems. In this case, it can suggest which modality of communication the system should use to interact with a particular user [7] .
The Affinto ontology also provides knowledge about affective interactions, because it was found essential to include affective interactions for improving naturalness. That is to say, although the system knows the most appropriate mode of interaction for a given user, if it does not interact in a natural and expressive way with the user, the interaction will remain inadequate for that person.
This context model is the basis of the affective interaction definition because it describes the different factors to both generate and recognize the users' affective states. In addition, this model allows the coherent integration of the involved concepts, since when using the subject context it is possible to describe cognitive processes.
According to the model proposed by Göker and Myrhaug [24] , the factors that may have an influence on the interaction are classified into five context elements or properties (see the properties numbered from 1 to 5 in Figure 2 ). However, in this study, the authors use the subject context concept instead of using the personal context concept, in order to also include the system contexts and not just the human contexts (see both personal_property and system_property in box 4 in Figure 2 ). These context elements have been modeled in order to represent the knowledge base related to affective interactions. Despite this, the greatest significance has been given to the subject context model (again, box 4 in Figure 2 ), which includes the subject's physical, cognitive and affective states:
• It is considered that the transmission modes related to human emotions are those proposed by Lang [9] and that they are part of the user's physical state in the personal context (see box (a) in Figure 2 );
• Cognitive states are also included (see box (b) in Figure 2 ), because cognitive processes take part in the understanding and expression of emotions. From the human point of view, auditory, kinesthetic and visual processes, in addition to language and speech perception and oral processes are considered. From the system point of view, audio extraction, keyboardmouse input, speech synthesis, video extraction processes, audio parser, video processing and dialog system are included here. In order to do this, the authors use the general model proposed by Wickens [18] ; • Finally, affective states are also represented (see box (c) in Figure 2 ), as they have a strong connection with the interaction and communication between people and systems, and even with the physical and cognitive states. The way or tendency users have to experience emotions should be registered and classified by using an appropriate vocabulary. Different emotional theories ( [10] - [12] ) can be used to represent the same emotion in a distinct way (see element (d) in Figure 2 ). The OWL language [31] has been used to develop this ontology. This language allows ontologies to be easily shared, reused, modified and even extended by importing other existing ontologies.
Let us describe the design and the structure of the Affinto ontology. The ontology has five main concepts, as shown in Figure 2 : AffInteractionContext, Context_property, Implication mode, Stimulus_type and Theory. These five concepts are defined below.
AffInteractionContext represents the global context that surrounds the affective interaction between the person and the system. It is composed of several elements or properties, each of which belongs to the Context_property class. An object property has been created to define this relationship (see Formula 1).
Formula 1: AffInteractionContext → ∃ hasContextProperty some Context_property
Any property that is within the interaction context is considered as a Context_property; each element or detail involved in an interaction, whether a noise, a gesture, a movement, a memory or any stimulus, could affect the subjects and, therefore, their affective states.
The hasContextProperty relationship is used to define each property found within the context; e.g. Figure 3 shows a Conversation context instance of the AffInteractionContext class, which has as a property the high level of noise instance, and these are associated with each other using the property called the hasContextProperty and its inverse property isContextPropertyOf.
Let us now see how the Context_property is defined. As mentioned above, each stimulus that exists in an interaction is defined as a Context_property and it will belong to at least one context property type: environmental, social, spatio-temporal, task or subject property. One can thus gather information, for instance, about the stimuli that the users have experienced in an interaction or about an environmental factor (such as the environmental temperature) and, also, information about the speech characteristics that a synthesizer should have in a certain situation.
The subject property is in turn also a sub-property of the environmental context, since according to [24] Taking this idea, each subject that is involved in an affective interaction belongs to the environmental context of the other subjects that are also involved in the same interaction.
Based on this classification of the different types of context properties, Affinto also classifies the object properties (see Figure 4) . Thus, instead of the hasContextProperty of the example in Figure 3 , the researchers should use a more specific object, such as hasEnvironmentProperty or hasNoise.
It is also possible to describe the implication of each subject (either a person or a system). There are a lot of interaction possibilities, for instance: several users sharing experiences with a single system; a given user that has within his/her reach more than one intelligent device; or there could be some people that are not directly involved in an interaction context, but the noise that they are making is affecting an affective interaction. To this end, Affinto uses the Implication mode concept (see the (e) square in Figure 2 ), which is composed of external and internal modes of implication. In the case of an internal mode, one can use concepts such as transmitter or receptor to identify which subject is transmitting a stimulus or who is receiving it (or undergoing some changes in his/her/its affective state). In the case of an external mode, the elements that are not directly involved in the affective interaction, but may influence it can be indicted in the ontology. See Figure 5 for identifying the role of each of the implication modes (where there is a transmitter subject, a receptor subject and some external subjects that are affecting the interaction).
The hasTheory object property is used to represent the emotions that compose the affective state; that is, an emotion VOLUME 7, 2019 FIGURE 5. An affective interaction between two internal subjects (the transmitter and the receptor) and the influence of some external subjects.
can be connected with different theories of classifications using this property. So far, three classifications (categorical, dimensional and appraisal) are defined in Affinto. Within each classification, more than one theory can be registered using a datatype property called a Reference. For example, one can register a stimulus with a Happy emotional value and indicate that they have used a categorical theory proposed by Ekman [10] to represent it.
The last main concept of Affinto is Stimulus_Type (see element (f) in Figure 2 ). Emotions are not only influenced by environmental or social factors. Evidently, the stimuli transmitted by his/her interlocutors can also have a great influence on a particular person. Using this concept, one can describe a situation that has occurred and distinguish whether a stimulus emerges as a reaction of another stimulus or not. An interaction is generally a bidirectional process, so it is not enough to analyze the stimuli that a user has transmitted for determining his/her affective state. For instance (returning to the example in Figure 1) , the Other Person, Temperature and Time stimuli can be considered as Action stimuli, whereas the change of facial features or physiological signals (i.e. the sadness resulting in the user) can be considered as a reaction stimulus. It is thus important to analyze various context properties that may have influenced the interaction in order to understand why the user has reacted in a particular way. Therefore, these concepts help the authors to describe the situations that have given rise to certain affective states in the users. Affinto includes the hasStimulusType object property to represent the Stimulus_Type of the properties. 
B. ANALYSIS OF THE FACTORS INVOLVED GATHERED IN AFFINTO
In order to identify the factors or properties that have affected a given affective state, it is possible to carry out a search for all the uses of that emotion (see Figure 6) .
One can also identify the Affective Interaction Context instance corresponding to this emotion (i.e. the context where the emotion has arisen) to analyze all the properties and stimuli involved in the interaction and in which way they are involved. One can use the is_PersonalAffProperty_Of inverse function to identify this instance (see AffInteractionContext_000001, highlighted in Figure 6 ). Figure 7 shows the properties involved in the Affective Interaction Context of the scenario of Figure 1 .
Regarding the environmental context, one can see that certain factors (such as the environmental temperature or another person who was an annoyed friend) have affected the interaction. One can also see that time may have an influence on the person and the noise in the system, both of which are part of the environmental context of this interaction. One can include additional information such as the role (a student) of the person in this interaction or the task (e-learning) that both subjects of the interaction are performing.
C. DESCRIPTION OF THE ONTOLOGY-BASED PLATFORM
As previously mentioned, the use of the ontologies allows the authors to gather information as a knowledge base and to analyze this information in order to recognize, interpret, and generate affective states by means of the use of different resources or computational applications. Therefore, based on the Affinto ontology, a platform has been created for making the development of these kinds of applications easier (see Figure 8) .
The main goal of the ontology-based platform proposed in this paper is to support the development of resources that need to take emotion transmission into account in the interactions between users and systems.
This platform is composed of several modules. Within the environmental context there are two subjects (the person and the system) and the other context types are also included (the sociocultural, task and spatio-temporal contexts).
Depending on the functionality of the interaction system to be developed (i.e. whether an emotional recognition process and/or an emotional synthesis process is needed), the procedure to be performed with these modules will be different (depending on the direction of the communication between the user and the system):
1) PHASE ONE
In the Affective recognition process (when the user transmits information to the system) the procedure with the modules is the following (more details about the procedure are presented in next section):
Step 1.1 (Input/Output Devices Module): Depending on the communication channels that the system uses, the information will be transmitted to the corresponding input devices.
Step 1.2: Then, the Information Extraction and Composition module extracts the necessary data from the message (e.g. facial or voice features).
Step
(Interpretation/Response (I/R) Engine Module): the process corresponding to the communication channel used is performed in order to analyze the extracted data.
For instance, some data mining techniques are applied to the extracted features for estimating the Affective State of the message.
Step 1.4: For analyzing these data and estimating the Affective State, the I/R Engine uses the information gathered in the Repository that is composed mainly of the Affinto ontology.
Step 1.5: In the case that the interaction is bidirectional (i.e. the system has to generate a response to the user), suitable mechanisms (e.g. a dialogue system) have to be used. The I/R Engine also manages this process.
If the system is multimodal more than one communication channel (each with its own percentage) must be taken into account in this recognition process.
2) PHASE TWO
In the affective synthesis process (when the system generates information to be sent to the user):
Step 2.1 (I/R Engine Module): As previously mentioned in step 1.5 of the recognition process, a message has to be generated in order to interact with the user. Therefore, the necessary data have to be collected in order to compose a suitable message. This module can use the Affinto ontology to identify suitable information or features that a synthesizer should use in a particular message.
Step 2.2: Having identified the suitable data, the Information Extraction and Composition module composes the message. That is, the system has to include the previously obtained information as parameters of the synthesizer.
Step 2.3: The message is redirected to the corresponding communication channel and finally is transmitted to the user through the corresponding output device.
These two procedures are explained in greater detail in the next section, as a multimodal interaction system, based on the proposed platform, has been developed. The aim of the creation of this system is to validate the development of emotional resources guided by the proposed platform.
IV. VALIDATION OF THE ONTOLOGY-BASED PLATFORM BY MEANS OF AN EMPIRICAL STUDY
The validation process of the platform was performed in two main steps. In the first step, an interaction system was developed for only one communication modality; specifically the verbal modality (written text). The results of this validation were published in [6] . In the second step, a multimodal interaction system was developed. In this section, it will first be shown how the ontology-based platform guided the development of this multimodal interaction system; specifically it is an affective conversational system called AFFIN. Then, the empirical study with the created conversational system is explained. VOLUME 7, 2019 Bearing in mind that it is a conversational system, it includes recognition, interpretation and synthesis processes. To make all these processes possible, the system uses the ontology, and the information stored in it, by means of software not developed by the authors of the ontology. Using external software reinforces the usefulness of the ontology and the platform for creating affective resources and/or systems.
A. AFFIN: A MULTIMODAL AFFECTIVE CONVERSATIONAL SYSTEM
Conversational systems, also known as dialogue systems, are intelligent interfaces that allow users to interact with them. They generally use one of the most common communication modalities of human beings (speech) and represent a major advance in human-computer interaction technology.
These systems also integrate technologies such as automatic voice recognition, natural language processing, dialogue management, speech synthesis, etc. [32] . In order to validate the platform as a supporting tool for the development of Affective Computing applications and in turn, to validate the Affinto ontology as a knowledge base for these applications, the authors have developed AFFIN: a multimodal conversational system for text and speech that is able to recognize, interpret and generate emotions. This system integrates the technologies mentioned above. Regarding the emotional recognition system of AFFIN, the process performed is a personalized process. That is, in order to identify the emotion transmitted by a given user, the classifier that performs the recognition uses data previously stored by this same user. In this way, if enough information for each user is collected, the results obtained are more accurate than the results that are achieved using a general corpus composed of numerous users' characteristics. Figure 9 shows the architecture created for the development of the AFFIN system. As can be seen, the design of this architecture is based on the proposed ontology-based platform and some of the modules have been developed for achieving the objectives of the conversational system. It can be seen that the channels that the system uses for interacting with the person are verbal (for the transmission of verbal information by means of the written language) and speech (for the transmission of paralinguistic features through speech).
The media resources that the system offers through its interface and its communication channels should not avoid information about emotions. To this end, by using the Affinto ontology, the system can extract information about the required features for emotionally enriching the interface, as well as the stimulus to be emitted to the user. Conversely, the system can also extract information about certain user's communication modality characteristics in order to recognize the user's affective state by using the information previously gathered in the ontology. Let us again divide the interaction between the user and the system into two parts: the affective recognition process and the affective synthesis process.
1) PHASE ONE
Affective recognition process with AFFIN. Two general steps are distinguished, one for each communication channel: (a) text and (b) speech.
(Text-Based Affective Recognizer Process):
Regarding the text-based affective recognizer (see the verbal channel in Figure 9 ), a method based on affective dictionaries has been selected. In this case, the ANEW affective dictionary [33] is used. Each word in ANEW has an emotional value represented by means of three dimensions: valence, arousal and dominance. Each of these words has been registered in the Affinto ontology as an interaction, together with its emotional value [6] . Once the authors have all this information in the ontology, the process performed by the text-based affective recognizer is as follows.
First, the Verbal Channel module receives the text through the input device, the microphone. AFFIN uses a voice recognizer called Sphinx-4 [34] for extracting the words transmitted by the user. The Verbal Channel module then sends the message to the Information Extraction and Composition module. This module performs a syntactic analysis of the message to enable the Verbal I/R module to label nouns, adverbs, adjectives and verbs with emotional values. A parser created by The Stanford Natural Language Processing group [35] is used to do this. The parser also detects the words that are negation dependent in order to invert their emotional values. In the I/R Engine, the emotional values of these words are thus determined by using the Repository (i.e. the Affinto ontology) to obtain the average emotional value of a given text. In this way, the authors obtain the emotional value of the text transmitted by the user.
It is known that the non-verbal information transmitted has more importance than the verbal information in human conversations [1] . For that reason, when interpreting the emotion transmitted by the user, the system (see the Global I/R module in Figure 9 ) will take 10% of the value obtained by the text-based affective recognizer, according to Mehrabian's estimation.
(Speech-Based Affective Recognizer Process):
The remaining 90% is obtained from the speech-based affective recognizer. Regarding this speech recognizer, the process is the following: as in the text recognizer, the speech recognizer also uses the Sphinx-4 tool. In this case, Sphinx-4 makes a recording of the transmitted voice in the Speech Channel. The Information Extraction and composition module (in this process, the module corresponding to speech) then extracts the paralinguistic features of the voice using a tool called Praat [36] . Using this tool, the AFFIN system extracts eleven features from the user's voice. These eleven features are grouped into three categories: (1) The tone of voice or Pitch (also known as Fundamental Frequency) -average value, maximum, minimum and the standard deviation; (2) Voice intensity or volume -average value, maximum, minimum and the standard deviation; (3) Formants (intensity peaks in the spectrum of a sound) -with F1 as the lowest frequency formant, followed by F2 and F3.
Once the system has performed the extraction of these features, the I/R Engine module interprets this information. The information stored in the Affinto ontology is used for this purpose. This information is collected when the users carry out a training process; i.e. the first time they use the conversational system. It is also possible to gather the interactions performed after the training process. Each of these interactions is stored and labeled with the emotional values transmitted by the user. There are several techniques to recognize emotions in speech [37] , [38] . In this study, the K-Nearest Neighbors (K-NN) algorithm [39] has been applied. Therefore, the authors have the recently extracted set of features from a given user's interaction and also the set of features corresponding to several interactions performed by this user, including the emotional values. The Speech I/R module can therefore obtain the affective state of this user in the interaction, based only on the speech features, by applying this algorithm.
2) PHASE TWO (AFFECTIVE SYNTHESIS PROCESS WITH AFFIN)
After recognizing the affective state of the user, the system generates a response. To this end, it has to interpret the user's message together with its affective value. The I/R Engine module uses a dialogue system developed by the ALICE project [40] to do this. This system uses the AIML Markup Language with an interpreter for this language. The interpreter has some AIML categories in the repository for creating the message depending on the text input, but more categories have been created for this validation. The main objective for creating new AIML categories is to include emotions as input information and to select a suitable response based on these emotions. Moreover, emotional information is also included in the responses of the interpreter. Therefore, two communication channels are distinguished again:
Step 2.1 (Text-Based Affective Synthesis Process): The above-mentioned response message is sent to the Verbal Communication Channel.
(Speech-Based Affective Synthesis Process):
A suitable set of features is sent to the speech channel, so that a voice synthesizer (called FreeTTS [41] ) can generate an emotional utterance through the output device; i.e. the speakers. In order to identify the features corresponding to the emotion that the synthesizer has to transmit, AFFIN once again uses the ontology.
Having generated the synthesized voice message, AFFIN is now ready to receive the next message from the user.
B. THE EMPIRICAL STUDY WITH THE AFFIN SYSTEM
In the following sub-sections, the empirical study for validating the AFFIN system (performed with some experimental subjects) is presented. The main objective of this study is to prove that the use of the ontology-based platform facilitates the development of Affective Computing applications, even using externally developed software. The study is also useful for proving that the Affinto ontology serves as a knowledge base for these types of applications.
1) PARTICIPANTS IN THE EXPERIMENT
14 volunteers participated in the experiment: 9 men (average age of 32.22; sd = 9.00; age range = 24-53) and 5 women (average age of 32; sd = 8.07; age range = 26-47). They were asked to indicate their level in English. Five of them responded good and the remaining nine responded acceptable.
Considering that it can be quite difficult to represent the emotions transmitted by participants via the three dimensions, an inter-judge agreement test was performed. Three evaluators had to listen to all the recordings from the training process. In this test, a correlation coefficient called Kendall's Tau-b was measured in order to compare what each participant says that he/she expressed with the evaluators' opinions on the same recordings. The result of the test for the Dominance dimension was that the correlation obtained between four judges (a participant and three evaluators) was not significant for any of the 14 participants. It can be deduced that the expression of the emotions through this dimension is very difficult for both participants and judges. For the other two dimensions, the judges had more agreement in the case of Valence than in the case of Arousal.
Since the Kendall's Tau-b coefficients were quite low, the data with less agreement were discarded and only those that showed high and significant correlation (p < 0.05 level for bilateral prediction) were considered valid. 6 of the 14 participants were therefore discarded and the validation was performed with the results of the remaining 8 participants. In this way, the authors ensured that the participants performed the training exercise correctly.
2) MATERIAL AND TOOLS
The AFFIN system was set up in order to start training and adapt the interaction to each user and his/her characteristics. For the study, the results of the AFFIN recognizer were analyzed.
With relation to external resources, IAPS (International Affective Picture System) images [42] were used to induce emotions in the participants.
Some JSGF [43] grammars for the Sphinx-4 recognizer and some AIML categories for the dialogue system were also created for controlling the experiment.
In addition, the dimensional theory was chosen for representing the emotions of the users. To this end, the SAM measurement tool (see section about Related Work and Models) was used, but applying some modifications to it.
The most relevant is that in the user interface of the system, where the results of the recognizer are shown: instead of using a different image to display emotions for each of the three scales, the values of the three dimensions are shown integrated into a single image, together with the exact values of the system's result. For example, if the system wants to represent an emotion with a '7' in the Valence scale, a '5' in the Arousal scale and a '9' in the Dominance scale, instead of using the three scales and a score for each one of the scales, the system shows the image presented in Figure 10 (a). The objective of this change is to be able to easily and directly see the representation of an emotion in a single image.
3) DESIGN OF THE EXPERIMENT
The experiment was divided into four phases. The first three are for correctly performing the training of AFFIN and the last is for performing the affective recognition in real time.
Since the main objective of the experiment is to check that the system is able to conduct conversations with the participants and is able to interpret the emotions that they transmit, in the training phases the participants have to indicate the emotion that they really wanted to transmit, in order to check the accuracy (although this is not the main objective of the experiment). Thus, the recognizer has a base for recognizing the emotions in interactions and the authors can also ensure FIGURE 10. Examples of two images that integrate the three SAM scales into a single image. The values that they represent are: (a) (7, 5, 9) and (b) (1, 3, 3) respectively.
that the data stored in the ontology for subsequent recognitions are correct.
The design of the experiment is an intra-subject design; i.e. all the subjects or participants have to perform the four phases. The subjects transmitted 38 valid utterances in total. The language used in the experiment was English.
4) PROCEDURE FOR THE EXPERIMENT
The experimenter met each participant individually in one room. First, the participant received general and specific instructions for performing the experiment and he/she had to complete a demographic questionnaire. Afterwards, he/she began the session itself. Each session lasted about an hour.
The process that the participants followed is described below, phase-by-phase:
a: PHASE ONE (BASIC TRAINING)
The participant has to pronounce 18 sentences with the emotions indicated in the interface. The authors thus obtain voice features corresponding to different emotions (using dimensional representation, such as valence = 1; arousal = 1; dominance = 5 ).
b: PHASE TWO (TOUCHDOWN)
The system starts a conversation with a simple question or a greeting and the participant responds. Depending on the response (message and emotion transmitted), AFFIN continues with different questions. In this phase, the subjects can express their own emotions, but if AFFIN does not correctly recognize the emotions they have to correct these values. In this phase, the participant has to pronounce 5 sentences in total.
c: PHASE THREE (RESPONSES EXPRESSED BY DIFFERENT EMOTIONS)
In this phase, the questions have been created for being answered by the participant expressing specific emotions (based on the dimensional values). In this case, the participant has to choose one of the three proposed answers (the one with which he/she most identifies). To help participants to feel and express these emotions two IAPS system images are shown for each sentence, which are intended to induce emotions in the participants. Each participant utters 9 sentences in this third phase.
d: PHASE FOUR (AFFECTIVE RECOGNITION BY MEANS OF REAL TIME CLASSIFICATION)
As in the third phase, the participant has to choose one of the three proposed answers. However, in this case the emotion that he/she has to express is freely chosen (which is more natural). He/she does not have to correct the emotional values recognized by the system, because this is not a training phase. However, he/she has to indicate the real emotion expressed for later comparison with the affective recognizer's result. The participant has to transmit 6 utterances in this fourth phase. With this, the experiment is concluded.
5) RESULTS OF THE EXPERIMENT
In order to carry out the analysis of the results obtained in the experiment, an assessment of inter-judge agreement was performed. Kendall's Tau-b correlation coefficients were also calculated. To this end, the correlation between the results obtained from the recognition system of AFFIN in the fourth phase and the emotional values indicated by the participants was analyzed.
The results prove that for most of the participants the correlation is positive, but not significant. This may be due to the low number of samples (N = 6). To enlarge the sample size, the Kendall's Tau-be coefficient has been calculated over the entire data set for all participants in this fourth phase (although the whole set of data is evaluated at the same time, this method evaluates the agreement of various judges over the same data). Thus, the sample size becomes N = 48 (6 interactions for each of the 8 participants).
The highest coefficient was obtained in the Dominance dimension, Kendall's Tau Table 1 shows the average error for each participant (ranging from 0 to 8, since the SAM scale uses values from 1 to 9) and the percentages of accuracy of the emotion recognition. All these data are based on the emotional dimensions for the third phase of the training and for the real-time classification of the fourth phase.
Some of these percentages of accuracy are not very high, but even in humans it is nearly impossible to reach 100%. One of the reasons could be that the language used in the experiment is not the mother tongue of the participants. Thus, the conversation held with AFFIN was not totally natural and the participants were unable to express the emotions that they wanted to express. In addition, in some cases they probably unwittingly indicated emotions that were not the true emotions, thus incorrectly training the system. Evidence of this is the assessment of inter-judge agreement performed by three evaluators. Analyzing the Kendall's Tau-b correlation coefficients, it is considered that it was difficult for them to express the emotions that they wanted to for the three dimensions.
Another reason could be that the training does not incorporate a large volume of data. Most recognition techniques use large databases to classify the features obtained from the users and thus interpret the emotion expressed by them. In this case, the recognition process performed is a personalized process where the participant trains his/her own behavior and the way of expressing emotion to the system. Thereby, it is possible to adapt the system to the person. However, in a single session the system cannot store a sufficient amount of data to accurately interpret the conversations held with the participant.
6) DISCUSSION ABOUT THE EXPERIMENT
The first assessment of inter-judge agreement was useful for determining which participants had correctly performed the training process and, thus, discarding those who did not present high and significant correlation (by means of the measurement of Kendall's Tau-b coefficients at p < 0.05 level for a bilateral prediction).
A K-NN inductive learning algorithm was used for each participant performing the training process, in order to associate the data with different emotions. As previously presented in Table 1 , there was positive correlation between the values obtained by the recognition system and the values given by participants in the real-time classification of the fourth phase. Moreover, this correlation was significant in the case of Valence and Dominance (at level p < 0.05, bilateral prediction). The correlation for Arousal was not significant, but with a p value that was not very high (p = 0.06).
Regarding the values obtained in the training phase, the results improved in the fourth phase (see Table 1 ). The authors can deduce that the results are improved by adding more information to the recognizer, with the exception of the dimension Dominance. Although the results in this dimension were the most optimal, in the fourth phase they worsened instead of improving. Moreover, the correlation was not significant for the Dominance dimension in the first assessment of inter-judge agreement with the three evaluators. This may be because the users are usually accustomed to using categories such as joy, sadness, fear etc. to represent emotions. Since the theory used in this validation was the dimensional theory, the participants found it more difficult to indicate the emotion that they transmitted in each utterance.
For future tests, authors plan including professional actors as participants in the experiments, thinking that they should be able to simulate desired emotions more accurately.
In spite of all this, and considering that the size of the data set of the training base is not very large, the authors can say that the results were quite good and satisfactory.
V. CONCLUSION
In this paper, the authors have presented an ontology (Affinto) that defines affective states and, also, the interaction between humans and systems. Using this ontology, it is possible to evaluate a situation that has given rise to certain emotions and the stimuli or properties derived from them. In this way, it is possible to create patterns for the automatic recognition of emotions in human beings and to motivate users with appropriate responses.
Furthermore, Affinto's description of affective interactions has made possible the creation of a platform for developing Affective Computing applications for several areas, such as e-education, telemedicine, and so forth [6] and [8] . In turn, the ontology has served as a knowledge base for an affective multimodal conversational system (AFFIN).
Several users participated in the study to validate this system. Its main objective was to analyze the affective reaction caused in participants by the conversation directed by AFFIN and by the images displayed in order to induce emotions. To analyze these reactions the system extracts the paralinguistic parameters from participants' voices and the verbal information from their messages. In this way, the system performs a recognition process and obtains an estimate of the subject's affective state. The experimental results show that there is positive correlation between the values obtained by the recognition system and the values indicated by participants. It must be highlighted that the main goal of this paper is not to present a precise system that recognizes human emotions during a conversation with the users, but rather to present an ontology that serves as knowledge base and, based on this ontology, a platform that serves as guide for developing Affective Computing systems.
Due to the use of an ontology-based approach, other intelligent agents could also access the information stored in the Affinto ontology, by using it as an information repository or retrieving information in a semantic manner. In addition, the platform based on Affinto could also serve as a guide for the development of other affective resources and/or applications.
Moreover, both the ontology and the platform are modular. In this case, the text and speech modalities have been developed, but other modalities can also be included. The authors are currently working on the analysis of physiological signals (such as GSR, ECG or EMG) [44] , in order to detect behavioral patterns and recognize emotions based on these signals. After creating these patterns, the authors will be able to include the features of these physiological signals in Affinto and combine them with the other communication modalities.
