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T. WPROPnC-TION 
A. Uature and Causes of Electrical Resistivity 
Electrical resistivity, although it can usually be readily measured, 
is still not completely understood from a theoretical point of view. 
However, there are some things that can be said in general about the 
theory of electrical resistivity of metals. 
If one considers a perfect metal crystal lattice with no impurities, 
no strains, no dislocations, and no motion of the atoms from their 
equilibrium sites, then the electrons in. such a crystal behave as if 
free, and the electrical resistivity is zero. This has been shown by 
H. Jones (27) and by W. V. Houston (24), among others. We can say, then, 
that the fact that there is a finite resistivity in metals is due to 
deviations from perfect periodicity, and that we must study the effects 
of these deviations on the scattering of electrons to learn about re­
sistivity. It is in this sense that resistivity is thought of as a 
se ond order effect. 
Of particular interest to this investigation are three such devia­
tions frcai periodicity, which can cause scattering of electrons, namely, 
phonons, magnons, and, to a lesser extent, a group of deviations we can 
refer to as impurities. Hionon scattering is the effect of thermal 
vibration of the atoms from their equilibrium positions. These vibra­
tions can be considered as waves which are quantized such that in a 
scattering process an energy hy is either liberated or absorbed by the 
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annihilation or creation of a phcn.cn. (v is, of course, the frequency 
of the wave, and h is Planck's constant.) 
In a material whose atoms have a permanent magnetic moment, there 
can arise scattering due to aperiodicity of the magnetic moments 
associated with each ion. These, too, can be treated in some cases 
(notably at low temperatures) as waves, and are also quantized in a 
similar fashion, the quantum of energy being called a "magnon." A 
very good review of the subject of spin waves has been written by 
J. Van Kranendohk and J. Van Vleck (48). 
All other scattering centers will be classified under the general 
term "impurities." This includes such things as: a) all foreign atoms, 
whether interstitial or substitutional, b) all dislocations, including 
any defects on the surface, c) any vacancies that might exist in the 
crystal lattice, d) grain boundaries, and e) any effects that might 
arise because more than one isotope is present. (See (37)•) 
B. Temperature Dependence of Resistivity 
In most metals, the major portion of the temperature dependence 
comes from the phonon scattering. A great deal of investigation has 
been concerned with this effect. See, for example, (2, 25, 26, 40, 42). 
The most frequently used formula to describe the temperature dependence 
of this effect is attributed to Griîneisen and Borelius Its origin is 
semi-empirical, and it can be expressed as follows: 
^Proposed by Griîneisen in 1930, it was first tabulated by him in 
1933 (22). 
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0 is considered the Debye temperature, although some authors have dis­
puted the use of the specific heat Debye 9 for this purpose. See, 
e.g. (j). p is the electrical resistivity and Pg is independent of 
temperature, and is the resistivity at 1.054 6. The definite integral 
involved in Equation (l) is such that at values of -~~^l, it is 
independent of temperature, and the resistivity goes as the fifth power 
m 
of the temperature. At values of > 1, the integral depends on 
9 
the fourth power of , and so the resistivity is linear with T. 
This expression has been checked experimentally (l8, p. 170), and, al­
though some definite deviations are observed, it does seem to describe 
the phonon temperature dependence for a large number of metals, especial­
ly the group I metals, for which can would expect closest agreement. 
Several important assumptions have been made in using this Gruneisen 
formula, among them being: 
a) The conduction electron system and the phonon system are 
separately in equilibrium. A discussion of this will be found 
in (45). 
b) The influence of the so-called "Umklapp" processes is 
negligible (3). 
c) The Debye theory is an accurate description of atomic thermal 
vibration. That is, there is no dispersion. 
d) The Fermi surface is truly spherical. (See (12).) 
k 
e) toe electron-phonon collisions are always iwo-body collisions. 
That is, only one phonon is annihilated, or created in any 
given collision. 
In considering the resistivity of sane ferromagnetics and antiferro-
magnetics, however, there is an added temperature dependence due to 
magnon, or spin-wave scattering, which is of the same order of magnitude 
as the phonon temperature dependence. The idea that this effect is 
additive to the phonon resistivity has "been proposed by T. Kasuya (28), 
and substantiated by G. Anderson and S. Iegvold (l). It is in direct 
contrast to a remark made by Bozorth (9, p. 762). All of these materials 
can be raised to a temperature above which they are paramagnetic, and in 
this region the temperature dependence is due almost exclusively to the 
phonon term. With the help of the Gruneisen relation, this term can be 
subtracted off, leaving the magnon and impurity resistance. How the im­
purity resistivity is usually considered independent of temperature 
(Matthiessen's rule) ($4). A theoretical substantiation of Matthiessen's 
rule as a first approximation can be found in MacDonald (33 j pp. l4$-l4-7), 
and so it can be subtracted if one assumes the magnon resistivity is zero 
at the absolute zero of temperature. The fact that this is not an exact 
rule has been shown by some very careful measurements by a large number 
of authors, among them (18, 19, 31). However, it is generally agreed 
that if the residual resistivity is small compared to the resistivity 
at temperatures of interest, its change with temperature will be even 
^A recent article (30) by Kondorsky et al. has demonstrated this 
additivity for nickel and iron. 
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more negligible, and one can subtract it away to investigate the rest 
of the scattering mechanisms. 
The result of this treatment of data gives a resistivity which will 
be called p-magnetic. By definition it is zero at T = 0 and approaches 
a constant as T becomes much greater than T , where Tq is the highest 
magnetic ordering temperature. In the rare earth metals, this p-magnetic 
sometimes has anomalous behavior at a Curie point or a Neel point. In 
particular, some of the metals are ferromagnetic at very low temperatures, 
and turn antiferromagnetic when the temperature is increased to T^ (the 
Curie temperature), and finally become paramagnetic when the temperature 
is increased to T^ (the Neel temperature). Near the Curie point, there 
may be a slight shift in the resistivity value without changing the slope 
much. Near the Neel point, there may be a maximum in p-magnetic, and 
sometimes even a maximum, in the total resistivity such that over a 
short temperature interval, the slope of the p vs. T curve is negative. 
More will be said about this later in the .light of the results of the 
current investigation. 
C. Anisotropy Effects 
If the sample under study is a non-cubic single crystal, there can 
be anisotropy of the resistivity. In this case the resistivity is really 
a second rank tensor. Now any such tensor can be diagonalized and so 
it will suffice to determine the three diagonal elements of it. In a 
hexagonal crystal (all samples used in this investigation were hexagonal 
close packed), moreover, the symmetry requires that two of these be 
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equal, and so it is sufficient to determine the resistivity along the 
c-axis and in the basal plane, (cf. E. M. Baroody (4),) The effective 
resistivity when the current makes an angle 9 with the c-axis is given 
by (8). 
peff = pk cos2 9 + Pj^sin^ 9 . (2) 
If the polycrystalline value of resistivity is merely an average of 
over all solid angles, then it can be expressed using Voigt's rule. 
2 p + p 
ppoly = ^3 ^ G) 
(See Appendix C for a derivation of Voigt's rule.) This rule has been 
verified by J. L. Nichols (36) for hexagonal magnesium. This expression 
is subject to the limitation that the resistivity due to what we have 
called "impurities" is really temperature independent as well as iso­
tropic. The residual resistivities must be subtracted before applying 
Voigt's rule. 
D. Magnetic Field Effects 
If a magnetic field is applied to the sample, there my be a change 
in the measured resistivity. Cne reason for this is known as Lorentz 
magnetoresistance. (See MacDonald (33* pp. 178-183).) If all the 
electrons have the same drift velocity, then the Hall voltage will exactly 
cancel the effect of the magnetic field, and all the current lines will 
be parallel. But if there is a statistical deviation about the average 
drift velocity, the effect will be that some electrons will be acceler­
7 
ated by the magnetic field in r. direction perpendicular to the cur­
rent flow. This trill cause extra scattering and hence a higher measured 
resistivity. 
In a ferromagnetic or antiferromagnetic material, however, other 
effects can arise. The magnetoresistance in the case of ferromagnetics 
has been attributed to domain alignment (9) and many aspects of the 
magnetoresistance of iron and nickel can be explained by such a treat­
ment, particularly its relation to magnetostriction. However, there has 
been very little work done on antiferromagnetic magnetoresistance, either 
experimentally or theoretically. There are many aspects of magneto­
resistance that are not even qualitatively understood as yet. (cf. a 
comment by D. MacDonald after Bardeen's paper (3).) 
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A. Crystal Growing 
Four techniques in all were tried for growing the crystals used in 
this investigation, one of which worked for growing yttrium crystals, 
another of which worked for growing a dysprosium crystal, and two of 
which did not work at all. 
The yttrium crystals were grcwn by Edwin Gibson of the Metallurgy 
Division of the Ames laboratory. & used a grain growth technique. The 
method consisted of holding a carefully polished arc melted sample of 
high purity yttrium in a tantalum crucible in such a manner as to 
minimize the area of contact between the yttrium and the tantalum. (See 
Appendix A for a purity analysis. ) The sample was heated at about 100° C 
below the melting point for about one day in a vacuum furnace. It was 
found possible to grow crystals with dimensions as big as three cm in 
this manner. 
An attempt to grow a dysprosium crystal was carried out by a group 
at Bell Telephone laboratories, using a molten zone technique. This 
project has now been abandoned. An unsuccessful attempt was made by 
the author to grow a dysprosium crystal by means of a distillation 
technique. The results of these efforts were always shiny samples with 
well defined planes, but they were full of cracks, and were unusable as 
samples. 
The successful method for growing a dysprosium crystal was a 
slightly modified version of the Bridgman method that was used by Donald 
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Behrendt (6) in growing some crystals for the magnetic measurements on 
dysprosium. A furnace in which to grow the crystals vas "built very much 
like the one described in Behrendt's thesis (5). The crucible used was 
one eighth inch diameter tantalum tubing, crimped off at the "bottom in 
such a manner that a geometrical nucleation point was formed. The 
"bottom of the crucible was then welded shut in a helium atmosphere. 
The dysprosium used for the melt was distilled after having been 
reduced from the fluoride in a manner (44) that is now almost standard. 
An analysis of its purity before the crystal was grown from it appears 
in Appendix A. Very probably, the process of growing the crystal intro­
duced about one per cent of tantalum into the melt. The sample in its 
crucible was melted in the furnace in a vacuum in order to outgas as much 
as possible. Then argon was admitted to the furnace to a pressure a 
little over one atmosphere. The crystal was grown by lowering it very 
steadily at one half inch per hour out of the hot zone of the furnace. 
No attempt was made to circulate the argon other than to provide a small 
leak to the atmosphere so that the overpressure would keep a very small 
amount of argon passing over and beyond the furnace. 
B. Sample Preparation 
The melt thus obtained was investigated for singleness by means 
of a back reflection laue X-ray camera technique. Exposures were made 
on both ends and along the length of the crystal (which was almost one 
inch long) and the patterns obtained were checked for consistency. As 
nearly as could be determined, all of the melt was the same single 
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crystal for the run which was used. „ Some difficulty was experienced in. 
obtaining good X-ray diffraction patterns, probably because of surface 
irregularities, so the samples were polished as carefully as possible 
and etched in a solution of 6o per cent acetic acid with 40 per cent 
nitric acid. A typical optimum etch time would be about two minutes. 
The crystallographic orientation of the sample was redetermined after 
the sample was shaped and ready to be measured. It turned out that the 
c-axis of the crystal was l8.2 degrees away from the axis of the sample. 
The yttrium crystals were cut out from the large single crystal as 
received, with a jeweler's saw and then ground and polished into shape. 
The shape decided on was a bar of rectangular cross section because such 
a shape is easy to grind and polish on all faces and the dimensions can 
be measured and controlled. Atypical yttrium crystal dimensions were. 
1.8 x 2.1 x l6.3 mm, and the potential probes were 6.9 mm apart. The 
dysprosium crystal was about 2.0 x 2.3 x 20.3 mm, and its potential probes 
were 9*9 mm apart. 
C. Resistance Measurement 
The cryostat used in measuring the resistivity was designed and built 
by Richard Colvin. The details of construction and operation are to be 
found in his thesis (13 ). Temperatures were measured by means of a 
cqpper-constantan thermocouple down to 20° K, and below that by means 
of the vapor pressure of the bath. Most of the time the temperature was 
controlled within a few tenths of a degree in the region of the sample. 
The magnet used in this investigation was an Arthur D. little 
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electromagnet, rotating, height -adjustable sscdsl, vhich «as capable of 
producing up to 22.4 kilogauss at the pole gap (7.3 cm) required for the 
measurements above liquid nitrogen temperatures. 
The sample holder used for dysprosium is shown in Figure 1. The 
current contacts (c) were made on the end of the sample by a set of 
sharp phosphor bronze prongs pressing into the sample. The potential 
contacts (P) were brass knife edges held tightly against the sample by 
phosphor bronze bands (B) which circled the holder and could be tightened 
on the back side of the sample holder. The potential leads were wrapped 
around the sample holder, between the brass contacts and the phosphor 
bronze bands. The thermocouple was placed in a hole (T.C.) in the 
back of the sample holder so that its junction was within one mm from 
the center of the sample. It was glued in place. Very little trouble 
was encountered with the potential contacts once the bands were tightened. 
The current contacts were not always trouble-free, and sometimes a con­
tact resistance of about one half ohm was observed. At low temperatures 
this produced an appreciable heating effect which caused a gradient across 
the sample. This would make one of the potential contacts warmer than 
the other and a thermocouple voltage was indeed experienced. However, 
this effect could be cancelled out by reversing the current and averaging 
the values of the potential drop. In any case, it was usually quite 
small compared to the total potential drop. More will be said about this 
in the discussion of accuracies in Appendix A. The sample holder used 
for yttrium was essentially the same except that the two potential con­
tacts were fastened together by means of a plexiglass connecting strip. 
Figure 1. Sample holder for the resistivity measurements. 
F. Red fiber sample holder 
S. Sample 
C. Phosphor bronze current contacts 
P. Brass potential contacts 
B. Phosphor bronze bands 
T.C. Hole for thermocouple 
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The pressure was then applied by means of ?. single "band directly to the 
plexiglass. 
When measuring resistivity as a function of magnetic field at a 
constant temperature, it was found impossible to keep the temperature 
constant long enough to measure the whole range of resistance. Therefore, 
the thermocouple voltage was recorded at each field setting, and a 
correction was applied to the resistivity as follows : 
where ÀT represents the temperature drift, V the thermocouple voltage, 
and AV the drift shown on the thermocouple voltage. In most cases, 
this correction amounted to less than 0.3 microhm-cm, which corresponds 
to a temperature drift of about one half of one degree Kelvin. 
In order to compare the magnetoresistance with the magnetization 
curves, it was necessary to arrive at values for the internal magnetic 
field, The external magnetic field was calibrated with a special 
meter designed by Wilbur Thobura (4-5 ). It was easily accurate to a tenth 
of a kilogauss, which was sufficient for this work. The demagnetization 
factor was somewhat uncertain because it can only be determined exactly 
for an ellipsoid. However, for a long bar of the kind used for dyspro­
sium, an approximation can be made by taking the demagnetization factor 
of an ellipsoid with the same aspect ratio. And since the sample had a 
rectangular cross section, the effective radius was taken to be that 
D. Data Treatment 
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demagnetization factor can be estimated, by a formula (10) 
A - (5) 
m 
where m is the aspect ratio, in our case 8.62. The value for N then 
turns out to be 
For an infinitely long rod, H is exactly 2TT, so it is seen that this 
method of estimation is rather insensitive to the exact value of the 
aspect ratio used. It should be noticed, too, that the important part 
of the specimen (that part between the potential contacts ) has a larger 
internal field than the rest of the sample, being more free of "end 
effects. " This means that the effective demagnetization factor should 
probably be a little smaller than the value we have used. In any case, 
it cannot be off by more than two or three per cent, which means that 
for the largest demagnetizing field which occurred, the discrepancy 
would not be more than a few tenths of a kilogauss. 
Using this demagnetization factor, and the data of D. Behrendt (5), 
the internal field was calculated using the following equation 
whereo" is the magnetic moment per gram and d is the density. Then the 
fractional change in the resistivity was plotted as a function of the 
Hjjfj so derived. Finally, from these curves (isotherms) it was possible 
N = 2 W (0.962) (6) 
HHT ~ ^EXT ™ °™ H d * (7) 
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to derive isofieIds (graphs of the fractional change in resistivity as 
a function of temperature, with as the parameter). These curves 
were drawn at fields for which the discontinuity in the magnetization 
curves came at temperatures at which the resistivity was known. 
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III. BESUI33 
A. dysprosium in Zero Field 
The zero field dysprosium data are shown in Figure 2. The single 
crystal experimental points are shown as circles. The polycrystalline 
values are taken from E. Colvin (ik) and are represented as a continuous 
line. The dashed lines are predictions for resistivity along the c-axis, 
and perpendicular to it. These were determined according to Equations 
2 and 3, Since the residual resistivities were not exactly equal (2.4 
and 3*1 microhm-cm), the polycrystalline curve has been shifted up by 
0.7 microhm-cm to facilitate comparison. It is to be noticed that the 
really significant anisotropy takes place only in the paramagnetic region. 
As the temperature is lowered, the c-axis resistivity actually increases 
by about ten microhm-cm until it crosses the basal plane prediction at 
l6k.2° K. In the antiferromagnetic region the curves are not very 
markedly different, and in the ferromagnetic region, the curves are 
essentially indistinguishable and so only the single crystal data have 
been plotted below 90° K. 
The high temperature parts of the curves are not exactly parallel. 
They are divergent to a small degree. The slope of the basal plane 
prediction is 0.126 microhm-cm per degree, while the slope of the 
c-axis prediction is O.O96 microhm-cm per degree. This difference, 
however, is clearly not enough to make the extrapolations of these curves 
meet at 0° K, as might be expected if the anisotropy were contained in 
the phonon resistivity. 
Figure 2. Resistivity of dysprosium, in zero external magnetic field. 
The points shown are the experimental data, for the single 
crystal. The solid line represents the polycrystalline 
data. The short dashes represent the corrected c-axis 
resistivity, and the long dashes represent the basal 
plane prediction, given by equations 2 and 3. Below 
16k° K, the c-axis resistivity and the polycrystalline 
data have been omitted for purposes of clarity, and below 
90° K, only the single crystal data are shown, for the 
same reason. 
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It will "be noticed that there is a small peak on the curve predicted 
for the "basal plane resistivity. It cannot be said with certainty that 
this peak belongs there. It may very well have arisen because the Neel 
points of the two samples were separated by about three degrees. If 
the inflection points of the polycrystal curve and the single crystal 
curve came at the same temperature, the peak in the predicted basal plane 
curve would disappear. If it is really there in a basal plane cut 
crystal, however, there may be a good reason for it. This will be dis­
cussed more fully in I&rt IV. 
Figure 3 is merely an expanded view of the region near the Curie 
point for the single crystal data. It gives an idea of the sharpness 
of the anomaly at this point as well as an idea of the accuracies in 
measurement. Three different runs are represented in the data shown on 
the zero field curve of Figure 3- Also shown on Figure 3 is the re­
sistivity with an external field of 18.9 kilogauss, showing how the 
anomaly can be completely removed. 
B. lysprosium in a Magnetic Field 
A magnetic field was applied perpendicular to the current flow in 
the sample, and practically perpendicular to the c-axis. The result 
was a decrease in resistivity in the antiferromagnetic region, but above 
or below that, the effect was too small to be measured with the sample 
and equipment used. However, in the region from 90° K to l80° K there 
was a sizable effect, a decrease in resistivity of over 13 per cent 
having been observed. A systematic study of this region was made, and 
Figure 3. Resistivity of the dysprosium, single crystal near the Curie 
point. The higher curve represents the resistivity at zero 
field. The lower curve shows how the resistivity anomaly 
disappears when a constant magnetic field is applied. 
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the results are shown in Figure 4. Here we have plotted the fractional 
change in resistivity as a function of applied magnetic field. The 
resistivity actually decreases with applied field, "but the curves have 
been inverted to show their resemblance to magnetization curves. Also, 
there were a few points which actually went "below the axis. These 
have been emitted for purposes of clarity, but none of them was more 
than 0.0025 below the axis, so the nature of the curves was not affected 
much by this omission. The same is true for all curves in this thesis 
which show the fractional change of resistivity. It is to be noted that 
the higher temperature curves (specifically those at 170° K and 175° K) 
actually cross over the lower temperature curves in the same manner as 
the magnetization curves. The typical curve seems to be almost flat at 
the start and then there appears a portion where the fractional change 
in resistivity is linear in after which the effect saturates, 
again like the magnetization curves. Figure 5 shows the same data 
plotted against E^, where the demagnetizing field has been subtracted. 
These curves are even more like the magnetization curves found on pages 
blAk of Behrendt's thesis (5). The method for obtaining from. 
and these same curves has already been explained in Bart II D. 
From the curves in Figure k-, it is possible to derive enough data 
to draw isofield curves, as explained in Part II D. In Figures 6 and J 
this has been done, with some interesting results. This time the frac­
tional change in resistivity produced by a given field is plotted as a 
function of temperature. Figure 7 is merely an expanded view of the 
region near the Neel point, and shows the sharpness of the transition 
there. 
Figure 4. Fractional change of resistivity of the dysprosium single 
crystal as a function of applied magnetic field for various 
temperatures in the antiferromagnetic region. 
APPLIED MAGNETIC FIELD, HEXT (KILOGAUSS) 
Figure 5• Fractional change of resistivity of the dysprosium single 
crystal as a function of the internal magnetic field., H-QJT 
for various temperatures in the antiferromagnetic region. 
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Figure 6. Fractional change of resistivity as a function of temperature 
for various values of the parameter (See Figure 7 for 
an expanded view of the Neel point region. ) Values for H-^NT 
are expressed in kilogauss. 
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Figure 8. Resistivity of two crystals of yttrium as a function of 
temperature. The lower curve is with the current 
flowing along the c-axis. The other curve is with 
the current flowing perpendicular to it. 
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Figure 9- Resistivity of yttrium. The highest curve shows the basal 
plane resistivity. The lowest curve gives the c-axis 
resistivity. The solid curve is a prediction for poly-
crystalline yttrium according to Voigt's rule. The dashed 
curve is a fit of Griineisen's relation to this prediction. 
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subtracted for this comparison. 
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A. Yttrium 
Yttrium has a remarkably large anisotrqpy for a metal. The re­
sistivity ratio (i.e. the basal plane resistivity divided by the c-axis 
resistivity) at room temperature (after subtracting the residual re­
sistivities) was 2.07. Only one other metal has such a large anisotropy, 
and that is gallium, (l8, 38) which in many ways is not a typical metal 
(as is evidenced by its being a liquid at room temperature, for example). 
No other metal has been measured with a ratio higher than I.50. Because 
of the large anisotropy in yttrium, it should provide a good test of 
Voigt's rule. The results show that within the reproducibility from one 
sample to another, Voigt *s rule is well substantiated. It would be very 
interesting to make the same measurements on higher purity yttrium so 
as to improve this reproducibility. 
The possibility has been considered that the large anisotropy is due 
to anisotropic impurity scattering. To investigate this, three crystals 
were measured which were less pure than those reported, one along the 
a-axis, one along the c-axis, and one along the b-axis. The residual 
resistivities of these crystals were correspondingly higher (9.1, 8.1 
and 4.5 microhm-cm along the a, b and c axes respectively). However, the 
anisotropy, instead of increasing, was found to decrease with decreasing 
purity. The room temperature resistivity ratio for these crystals was 
about 1.7. It is also worthy of note that the b-axis and a-axis re­
sistivities were essentially the same. Over the whole temperature range 
$8 
wiey did not differ by more than two microhm-cm. The possibility of 
anisotropic impurity scattering was considered primarily because these 
three impure crystals had some kind of defect which took the shape of 
thin flat plates, about one mm in diameter, and preferentially oriented 
in the basal plane. It was supposed that these may have been inclusions 
of an oxide or other compound of the yttrium. However, the samples used 
for the final data showed no such inclusions (at least under a forty 
power microscope), had much lower residual resistivities (1.5 and 2.6 
microhm-cm for the c-axis and b-axis respectively) and yet the anisotropy 
was even larger than for the less pure crystals. Thus it is felt that 
this anisotropy is really a property of the pure yttrium crystal. 
One more interesting thing to notice is how well the Griineisen func­
tion fits the curve predicted for polycrystalline yttrium (see Figure 10 ). 
The value for 9 which produced the best fit vas l88° K. The specific 
heat Debye 9 has been measured (35 ) and the resulting value is 213° K. 
The agreement between these numbers is quite representative of typical 
numbers on other metals. They are not supposed to be compared directly, 
except as to order of magnitude. 
B. Dysprosium Anomalies 
From the data presented on dysprosium it would appear that the 
electrical resistivity is a good method of determining the Curie temper­
ature and the Keel temperature. If one plots the slope of the smoothed 
p vs. T curve near the Curie temperature, the peak is seen to be quite 
sharp, being only one degree wide at half the height. The specific heat 
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peak, "by contrast is 3*5 degrees wide at its half height (21). The 
center of the transition as measured by the resistivity of the single 
crystal occurs at 89.0° K - 0.5° K. The polycrystalline sample has its 
transition center at 90*7° K - 0.5° K. These values are to be compared 
with 85° K from the magnetic measurements (5, 6) and 83.5° K from the 
specific heat measurements (21). 
Also, it would seem that the Neel temperature can be accurately de­
termined by magnetoresistance measurements. The temperature for the peak 
in these curves comes at about 175° K. However, there is probably an 
uncertainty of a degree in this value because not enough isotherms were 
taken near the Neel temperature so that one could be sure exactly where 
the peaks were. They have been drawn in such a manner as to minimize 
their "sharpness" and still go through the experimental points. The value 
obtained in this manner (175° K) is to be compared with 17^° K for the 
specific heat peak (21) and 178.5° K for the magnetic susceptibility 
peak (5, 6). It is felt that with a thinner sample and with more iso­
therms taken near the itéel point, this peak would produce a value for 
the Neel point accurate to a few tenths of a degree. 
C. Discussion of Dysprosium 
It is generally believed that the atomic magnetic moments in 
dysprosium align themselves to form two sublattices in the antiferromag­
netic state (5, 23, 4l). If the crystal is divided up into basal plane 
layers, and the layers are numbered consecutively, then one sublattice 
consists of all the even numbered layers, the other sublattice containing 
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all the odd nuj£uicred layers. How dysprosium is hexagonal close packed, 
"but the c:a ratio is smaller than that for an ideal crystal, so each 
atom has all its (six) nearest neighbors on the two planes adjacent to 
its own plane. The six next nearest neighbors are in the plane of the 
atom. Any theory which attempts to describe the magnetization of dys­
prosium using this arrangement must have ferromagnetic (parallel) coupling 
"between next nearest neighbors, and antiferromagnetic (antiparallel) 
coupling between nearest neighbors in the range between the Curie point 
and the Neel point. Below the Curie point, both interactions must be 
ferromagnetic. In the paramagnetic range, since the moments are at 
random, there are no sub lattices, but the total effect of the inter­
actions is such as would indicate ferromagnetism. We can say this be­
cause the Curie temperature as derived from the paramagnetic data (5) 
is greater than zero. That is, in the paramagnetic region, the suscepti­
bility, X, follows the Curie-Weiss law fairly well. 
- t - v (8) 
where 9= for H parallel to the c-axis is 121° K, and for H perpendicular 
to the c-axis, it is 169° K. If 9^ turned out to be negative, we would 
have inferred an antiferromagnetic tendency working in the paramagnetic 
region. 
The exact mechanism of the exchange interactions is not known, but 
some ideas have been presented. Pratt (39) considers three different 
types of exchange in a molecular field theory treatment of this problem. 
According to him, the effective Hamiltonian of the system becomes 
4l 
H  =  A M a  * \ +ÏÇ . - V?(iT +^) • \> (9) 
where M& is the magnetization of one sublattice and the magnetization 
of the other. is the magnetic moment of the conduction electrons. 
The first term is the indirect exchange coupling between nearest 
neighbors. This arises because although the ground state 4f wave func­
tions do not overlap with their neighbors, the excited states may. The 
constant A can have either sign, but in Pratt's theory it is positive 
in order to provide the antiferromagnetic tendency. The second term is 
merely the next nearest neighbor interaction, which is a measure of the 
self energy of each sublattice. The constant P may have either sign, 
because we have already assumed that all the moments in a given sub-
lattice are parallel. The third term is the exchange between the moments 
on the ions and the spins of the conduction electrons. According to 
Pratt, i) is always positive. This term represents a more complicated 
type of exchange between the moments, because Mg is proportional to 
. It can be seen, however, that this term introduces a ferro­
magnetic tendency between the two sublattices. 
With these three terms, it is possible to choose the constants such 
that there will be a region where the ferromagnetic ordering is stable, 
and another region where the antiferrmagnetic ordering is stable, the 
latter region being higher in temperature. Pratt also explores the 
possibility of intermediate states, where the angle between and "îÇ 
is between 0 and TV , and he allows the possibility that this angle will 
change continuously with temperature. 
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the spin-orbit coupling, and, perhaps more important, the effects of 
anisotropy. Very likely, one effect of the anisotropy would be to 
remove the possibility of these intermediate states. And if so, the 
transition would be a first order transition. That is, the magnetic 
entropy would change discontinuously, and there would be a latent heat 
observed. Both Hendricks on (23) and Saart (4l) conclude on theoretical 
grounds that this transition is of first order. 
This is just what is needed to explain our resistivity anomaly. 
When one looks at the specific heat data (21), he finds that the peak 
observed at 83.5° K is not discontinuous, and, in fact, is practically 
symmetrical about the maximum. Thus it does not have the 11 X-character" 
of a second order transition, but instead looks like a first order 
transition, only broadened out to occur over a range of about four 
degrees. At any rate there is a shift in the entropy associated with 
the area under the peak which amounts to about 0.1 cal (g atom)-^ 
(°K)~^, or about 4.6 per cent of the total magnetic entropy at this 
temperature. 
How if there is an increase of 4.6 per cent in the magnetic entropy 
at the Curie point, surely this will be reflected in the electrical re­
sistivity, which must increase abruptly at the same temperature. This 
is exactly what is observed. In the polycrystalline sample, a shift 
of about 8 per cent is observed, while in the single crystal it amounts 
to about 11 per cent. 
Consider a simple molecular field model where H is the effective 
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Smart (4l) has shown that it would be possible to have a transition from 
antiferromagnetic ordering to ferromagnetic ordering only if these 
constants and vary with temperature. However, even with a linear 
temperature dependence, he finds that such a transition is possible. Not 
only that, but he also finds that the sublattice magnetization can change 
discontinuously at the transition because the combined effective Weiss 
molecular field constant can change discontinuously, even assuming the 
same linearity in the individual constants. Thus he concludes that if 
such a transition occurs, it will be first order. 
The picture we get, then, is that when one sublattice flips its spin, 
the sublattice magnetization changes discontinuous ly, because the effec­
tive Weiss field constant changes discontinuous ly, and the Boltzmann 
thermal energy will make tne thermal vibrations of the spins increase. 
But what happens at the Neel point ? We know that above the Neel 
point, approximately the correct amount of magnetic entropy is ob­
served for the paramagnetic state to be randomly oriented (2l). We also 
know that the interactions have regained their ferromagnetic character 
in this region. Now it seems quite possible that the increase in entropy 
could remain with the crystal right up to the Neel point, where it could 
die away, and not be noticed in the large specific beat anomaly which 
occurs there. However, it would show up as a decrease in the resistivity 
as the temperature is raised past the N^el point. This is what we have 
kk 
observed for both the single crystal and the pclycrystalline sssçlc. 
The application of a magnetic field to a dysprosium crystal in the 
antiferromagnetic state results in the return of the sample to a state 
where the sublattices are aligned, as has been shown by Behrendt (6). 
Ihis would remove the effect of the added entropy and bring the re­
sistivity back to its "normal" value. That is, the transition anomaly 
at the Curie point would be removed in the presence of a large magnetic 
field.. This is in fact the case. (See Figure 3») We also observe that 
at sufficiently high fields, this "return to normalcy" persists all the 
/ 
way up to the Neel point, apparently even becoming larger as the temper­
ature is increased. This behavior supports our hypothesis that the added 
entropy stays in until the Neel point is reached. The character of the 
magnetoresistance curves also confirms this. We noticed that little 
change in the resistivity was observed until the spins started flipping. 
Then the change seemed to be linear with E^,, which would also be linear 
with the number of spins that has flipped. Finally, the effect "satu­
rates" as would be expected. It should be remarked here that estimates 
of the sublattice magnetization based on data at fields above the 
critical field would not necessarily show any discontinuous change at 
the Curie point. In fact there would be no reason to suppose that there 
would be any such change there. 
It still remains to account for the anisotropy observed. As we 
remarked earlier, the only region where there is a large anisotropy in 
the resistivity of dysprosium is in the paramagnetic region. Also, we 
noticed that the extrapolated curves for the polycrystalline and single 
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crystal zszplss did net sect at T = 0. Therefore, we e«u uuucluas that 
the anisotropy is not due to phonon anisotropy alone, as in the case of 
yttrium. We must account for the rest of it then, as "being anisotropy 
of the magnetic resistivity. To see if this is feasible, we note two 
formulas for this magnetic resistivity in the paramagnetic region. The 
first is due to Kasuya (28). 
P = ~*f (S -r) (s +<r+ i) . (ll) 
M h e & 
N is the density of magnetic ions, m* is the effective mass of the elec­
tron, S is the spin, o" is the reduced saturation magnetization, is 
an effective exchange integral, is the energy of a conduction electron 
at the Fermi level, e is the electronic charge, and h is Planck's con­
stant. This is only an approximate formula. (For example, it neglects 
spin-orbit coupling.) However, it seems to have some truth in it, since 
(when<r is put equal to zero) it predicts the S(S+l) dependence for the 
magnetic resistivity in the paramagnetic region, The other equation for 
this same quantity was presented by De Gennes and Friedel (l6) and con­
tains the same factor of S(S+l). 
P = 8(8+1) gY? G2) 
he 
where kQ is the wave number of an electron at the Fermi energy, and w 
is the number of nearest neighbors. G is a measure of the interaction 
between conduction electrons and the ionic magnetic moments. The factor 
of S(S+l) has been experimentally verified by Anderson and Iegvold (l). 
The important thing to notice is that both of these equations contain a 
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factor of as affective interaction cuergy squared. 
Going back to the Weiss field theory, the susceptibility in the 
paramagnetic region is given by 
(13) T - 9 * 
c 
•where 9q = ^  ^ ^ "i'he exchange integral. This ccanes from 
using the simplest theory, but 9^ is always proportional to J, the ef­
fective exchange integral, even in the more exact theories. (See, for 
example, (ll).) Looking at Behrendt's paramagnetic data (3), ve find 
that 9c for H parallel to the c-axis is 121° K, and for H perpendicular 
to the c-axis, it is 169° K. Without specifying the exact nature of the 
effective exchange integral, we can at least say that it is effectively 
anisotropic, the ratio being 
®c Jeff 
O.72. (l4) 
As ve have seen, according to De Gennes and Friedel, and Kasuya, we 
might expect the magnetic resistivity to be anisotropic, with a ratio 
equal to (0.72) or 0.52. The observed ratio is about 0.8. Biis is 
not as good agreement as one might -wish, but it certainly is in the 
right direction, which is all one could expect from so naive an approach. 
The question naturally arises as to -why there is so little anisotropy 
below the Neel point. Well, in the antiferromagnetic state, the situa­
tion is altogether different, sio.ce even the sign of the nearest neighbor 
coupling has changed. So it is not surprising to find that the anisotrœy 
is of a different nature, even as to direction. And in the ferromagnetic 
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state, the difference uctweeu Lhe two curves would be of The order of 
three microhm-cm even if the anisotropy ratio stayed constant all the way 
to zero temperature. It is quite possible, then, that the anisotropy 
would be so small at and below 90° K that no definite distinction could 
be made. 
D. Critical Scattering Near the Neel Point 
In the temperature region near a magnetic transition from an ordered 
to a paramagnetic state, there arises the possibility of an effect called 
critical scattering. It is due to the short range order nearly always 
observed there, and has both experimental and theoretical evidence behind 
it (l6, 17, 20, 32, 49). This has been studied by small angle neutron 
diffraction (20, 49) on iron, nickel and magnetite and it is found that 
the cross section has a sharp peak at the Curie temperature. This same 
peak has been predicted by Elliott and Marshall (17) for antiferromagnet­
ic substances as well. 
Since the mechanism for magnetic scattering of neutrons is similar 
to that for electrons (spin-spin scattering), we have good reason to 
suppose that such an effect might also occur in the resistivity of dys­
prosium near the Neel point. However, at the Neel point, as we postu­
lated above, there are other violent changes taking place, and this peak 
might not be observed in the resistivity. But in the magnetoresistance 
curves (Figures 6 and 7) ve see a peak at the Neel point for low fields. 
It seems quite possible that this is due to the removal of this critical 
scattering by lining up the spin clusters, and thus reducing the number 
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of them- IMF 1 m  not- to "be ccnfuseâ vith spin flipping, "because it all 
takes place at fields too low to flip the spins into ferromagnetic align­
ment. A recent theory "by De Gennes and Friedel (l6) has treated this 
possibility for the rare earth metals, and they can predict a peak in 
the resistivity at the Neel point under certain conditions. However, 
they felt this would be too small to notice under the conditions that 
actually might exist in a real metal. In fact the effect was not ob­
served before applying the magnetic field, and even then, the re­
sistivity that could be removed by this effect was only about 2.8 
microhm-cm, or about 3.5 per cent of the resistivity at that temperature. 
Thus it seems quite plausible that this effect is really due to critical 
scattering. 
It is interesting to note that the basal plane prediction (as on 
Figure 2) contains a little bump at the Neel point which is about 2.5 
microhm-cm high. This is the right size for a critical scattering peak, 
considering the magnetoresistance data. However, as was noted earlier, 
it should be viewed with suspicion because such an anomaly could result 
from the mere accident of the two samples having their Neel points 
differing by about three degrees. 
E. Suggested Further Work 
One obvious thing to do to clarify some of the ideas presented here 
would be to grow a single crystal oriented along (or at least ne&r) the 
basal plane. If there is no preferential direction of growth, then the 
chances of growing a crystal within JO degrees from the basal plane are 
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50-50, so this might be done without too much trouble. 
Another thing that could be done is to reduce the cross section of 
the present dysprosium single crystal to increase the voltage drop at 
a given temperature. Then, although the dimensions might not be known 
as well, the temperature dependence could be studied in more detail, and 
one could also determine the magnetoresistance curves more accurately. 
Also, it would be interesting to measure the longitudinal magneto-
resistance . In some cases the magnetoresistance effect is markedly 
different depending on the relative directions of the electric current 
and the magnetic field. The author feels that the effect for dysprosium 
would nob be much different. But at least it would allow one to use a 
much smaller demagnetization factor, and one would be enabled to have a 
larger E^, and also be more sure of its value. 
Another project that could be carried out is the measurement of the 
magnetoresistance of other antiferromagnetics (and single crystals there­
of) in the region of their Heel points. This might lead to a substantia­
tion or a refutation of the suggestion that critical scattering is re­
sponsible for the peak in the magnetoresistance of dysprosium. 
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The resistivity of two single crystals of yttrium has "been measured 
"between 1.3 and 300° K, and a large anisotropy (2:1 at room temperature) 
was observed. A prediction for the polycrystalline resistivity of 
yttrium "based on these measurements agrees with the measured polycrystal­
line results within the reproducibility from one sample to another. 
Also, this prediction agrees quite well with a Grimeisen curve (Equation 
l) using the values 9 = 187.5° K and pQ = 37.4-7 microhm-cm. 
The resistivity of a dysprosium single crystal has been measured 
with the current flowing at an angle of 18.2 degrees from the c-axis. 
These measurements were made over the temperature range from 1.3 to 
400° K, and also in a transverse magnetic field up to 22 A kilogauss. An 
abrupt increase in the resistivity of this crystal occurs at 89° K, which 
is attributed to a first order magnetic transition from ferromagnetic to 
antiferromagnetic alignment with an accompanying decrease in the sub-
lattice magnetization. It is found that as the sample is returned to its 
ferromagnetic state by the application of a field in the antiferromag­
netic region, the resistivity decreases, and the abrupt shift at the 
transition temperature is eliminated. 
It is postulated that the entropy increase associated with this 
transition remains with the crystal until the neighborhood of the We el 
point (175° K) is reached. Then the antiferromagnetic state is no 
longer stable, and the "spurious" entropy is lost, causing a decrease 
in the resistivity. 
Above the Neel point, the linear behavior of the phonon resistivity 
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is observed, the magnetic resistivity "being t-en^sraturs=indcpsndent above 
the Keel point region. However, it is postulated that an effectively 
anisotropic exchange integral causes the magnetic resistivity to be 
anisotropic. This idea is supported by the anisotropic nature of 9q, 
the Curie point as determined by the Curie-Weiss law. The agreement, 
however, is only qualitative in this respect. It is felt that this 
anisotropy could be too small to observe definitely in the ferromagnetic 
region. In the antiferromagnetic region, the whole nature of the ex­
change is so different, there is no reason to suppose the anisotropy to 
be the same as it is in the ferromagnetic or paramagnetic states. 
A possible explanation is proposed for the peak in the magneto­
resistance data near the Heel temperature. It is felt this could be 
due to the removal of critical scattering, which is due to short mage 
"spin clusters." It may also be that the predicted curve for the basal 
plane resistivity has this peak showing up at zero field, in which case, 
it could be attributed to the same effect. 
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At Acmiracy Analysis 
The discussion of the probable errors involved in the measurements 
reported in this work will be considered under the following six topics : 
resistance, geometry, temperature, magnetic field, orientation, and 
purity. 
Die accuracy in measuring the resistance of the sample was a func­
tion of the temperature because the resistivity varied so drastically 
with temperature. The potential drop varied between 15 microvolts and 
over 900 microvolts. The potentiometer used for measuring this voltage 
was readable to one tenth of one microvolt, but was probably no* more 
accurate than 1 microvolt due to internal thermal voltages. The current 
used was about one half of an ampere, and it was measured and monitored 
to better than 0.0001 ampere, which produced an uncertainty negligible 
in comparison to the uncertainty in the voltage. Considering this, it 
is felt that the resistance of the sample was measured to an accuracy 
ranging between 0.1$ and 6.7$. In all cases, the uncertainty in the 
resistivity due to the resistance measurement was about one tenth of 
one microhm-cm. 
The geometrical factor to convert resistance to resistivity pre­
sented some opportunities for errors. The cross-sectional dimen­
sions were measured with a micrometer caliper. A large number of 
measurements was taken along the length of each sample, and the re­
producibility was so good that it was felt that the accuracy was about 
- .0001 in., for each measurement, which produced an uncertainty in the 
cross-sectional area of 0.5%. The distance between the potential probes 
59 
•sas rsacurcd. "by sscaas of a traveling rivroseope, observing the scratches 
made by the knife edges on the sanrple. The amount of probable error in 
doing so was estimated to be the width of the scratch. This amounted 
to a probable error in the resistivity of between 0.5% and 1.4%. It is 
very possible that these estimates are high because the center of the 
scratch was probably the place where the potential was measured. 
The possibility that the side faces were not perpendicular was con­
sidered, and, in.what looked like the worst case, the angle was measured 
to be 1.6 degrees from a right angle. This would produce an error of 
on]y .04% in the cross section, so it was considered negligible. 
Another contributor to uncertainty in the geometrical factor was 
the possibility of "end effects. " These could arise because the current 
contacts were actually prongs and did not cover the entire area of the 
end of the sample. Thus the current lines were not exactly parallel, 
even in the section of the sample between the potential probes. This 
is shown schematically in Figure 10. A correction factor for this effect 
was arrived at in the following manner. 
First we assume two dimensional geometry, so that we can use a 
regular conformai mapping procedure to solve for the current lines. 
We consider one end at a time, and introduce the current at a point r^ 
from the top of the sample (see Figure 10). The sample width is r^ and 
its length is L. The potential probe is y from the end of the sample. 
The correction factor (for one end) with such a geometry comes out to be 
-IT y 
,irr3, 
Sleas " "lœ 'lr2e 2 ^ ^2 . . 
—^ 'nrrwi * ( 5) 
Figure 10. Schematic diagram of the sample showing 
how end effects affect the current lines. 
p o t e n t i a l  
p r o b e  
p o t e n t i a l  
p r o b e  
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where the spprcxlmticn hzc "been sads that this correction, is much 
smaller than one, which indeed turns out to he the case. The correction 
factor was in all cases less than .05%, partly because an attempt was 
made to position the current probes such that — = 0.5, in which case 
r2 
the correction can be made vanishingly small. From all of this, we con­
clude that the only significant source of error in the geometrical factor 
is in measuring the distance between potential contacts, which amounted 
to between 0.5 and 1.4%. 
The temperature was measured with a copper-constantan thermocouple 
from the same spools of wire as those used by W. C. Thoburn (46), M. A. 
Curry (15) and R. V. Colvin (l$). The original calibration was made 
against a platinum resistance thermometer, and the particular thermo­
couples used in this work were calibrated at the boiling points of 
nitrogen and hydrogen. This correction was only 0.3° at 77° K, and 
about 1° at 20° K. Some error was undoubtedly introduced by not having 
the thermocouple in direct contact with the sample. Ho systematic in­
vestigation of this possibility was undertaken. However, it is to be 
noted that the reproducibility of the resistivity curves at a place 
where the slope is high (for example, at the Curie point) indicates that 
the temperature was known to within a few tenths of a degree. Below 
20° K, the temperature was measured by reading the pressure of the 
liquid bath. This determination was easily accurate to one tenth of a 
degree. In summary, then, it is felt that the average temperature of 
the sample was at all times known to within one half of one degree 
Kelvin. 
The magnetic field was calibrated with the meter designed "by ¥. 
Thobura (4$). It is felt that the field was reproducible and measurable 
to within one tenth of a kilogauss. The values used for however, 
contained added uncertainties in N, the demagnetization factor, and } 
the magnetic moment per gram. The uncertainties in cr and N, however, 
were negligible until the sample reached the critical field. While the 
slope was vertical, the internal field was independent of N, and com­
pletely determined from the data of D. Behrendt. During saturation, 
the inaccuracy of N becomes important, especially at the lower temper­
atures where <r is higher. Considering all these things, the probable 
error in can be estimated as 0.1 kilogauss at low fields, up to 0.2 
kilogauss during the vertical rise of <*~, and as much as 0.5 kilogauss 
up near saturation. 
The crystallographic orientation was determined by standard x-ray 
analysis to within 1 degree; one yttrium crystal was cut 4.3 decrees 
from the c-axis, and the other was l.J degrees from a b-axis (i.e. 
<210>). This deviation from perfect alignment was neglected since it 
would only change the prediction for poly crystalline yttrium by 0.1%. 
The orientation of the dysprosium crystal was found to be 18.2 degrees 
from the c-axis. The magnetic field was applied perpendicular to a face, 
and 5'T degrees from the basal plane. It was 15.2 degrees from an a-
axis, and l6.J degrees from a b-axis. Where there was anisotropy in the 
basal plane (below 110° K) the average <r was used for finding ELQ^V The 
actual direction of the field may be off by as much as 5 degrees, al­
though this is not very important to the conclusions reached. 
6k 
The amount of siguifiutmL impurity is indicated, to seme extent by 
the residual resistivity. The three crystals used in this investigation 
had residual resistivities of 1.5, 2.6, and 3.1 microhm-cm. These 
numbers are as low as those of the best of the rare earth samples ever 
measured, so it is felt that seme confidence can be placed in the process 
of subtracting these to find the resistivity for the pure metals. 
Gerritsen and van der Aa (19) have shown that for some dilute alloys, 
the ratio of the temperature-dependent part to the temperature -independ­
ent part of the impurity resistivity is of the order of 0.1 at room 
temperature. If one applies this to these metals, then the impurity con­
tent would introduce an error of about 0.2 or 0.3 microhm-cm at room 
temperature. Of course this procedure is not meant to be taken as 
definitely showing anything, even in order of magnitude, but is merely 
an interesting comparison. 
The dysprosium single crystal and the polycrystaliine sample were 
cast from, the same batch of distilled dysprosium. The analysis on this 
material (before casting) is summarized in Table 1. 
The total estimated purity was 99-7%* However, after growing the 
single crystal, there was probably an additional 1% of tantalum in the 
sample. 
The piece of metal from which the yttrium crystals were grown 
gives the analysis shown in Table 2. 
Besides these impurities there was probably about 0.5% zirconium, 
which would make a final estimate of 99% pure. It should be emphasized 
that the two yttrium crystals were cut from the same crystal, and very 
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close to each ether, ee the impurities were probably very nearly Lue 
same in the two crystals. 
Table 1. Impurities in the dysprosium 
Type of analysis Element Content (%) 
Analytical chemistry C .01 
Analytical chemistry N2 .0015 
Vacuum fusion °2 .013 
Vacuum fusion N2 .00028 
Vacuum fusion % .015 
Spectrographic analysis Ca .05 
Spectrographic analysis Ta .1 
Spectrographic analysis Si .03 
Spectrographic analysis Fe .01 
Spectrographic analysis Er .02 
Spectrographic analysis Ho .02 
Spectrographic analysis Tb .1 
Spectrographic analysis YD .005 
Table 2. Impurities in the yttrium 
Type of analysis Element -, Content (%) 
Analytical chemistry C .0212 
Analytical chemistry N2 .0148 
Analytical chemistry Fe .0148 
Analytical chemistry Ti .0268 
Spectrographic analysis Mg .003 
Spectrographic analysis °2 .323 
Spectrographic analysis Si .0125 
Spectrographic analysis Hi .028 
Spectrographic analysis B .001 
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Table 3• Yttrium resistivity as a function of temperature with the 
current flowing along the c-axis 
Temperature Resistivity Temperature Resistivity 
°K microhm-cm °K microhm-cm 
1.3 1.50 112.2 11.14 
2.0 1.50 119.9 12.04 
3.0 1-51 128.3 13.05 
4.2 1.49 136.2 14.03 
9-5 1.50 143.7 14.94 
13-8 1.52 151.4 15.87 . 
16.0 1.56 159.3 16.87 
18.0 1-59 164.9 17.58 
20.2 I.63 173.2 18.65 
21.9 1.79 181.0 19.65 
32.7 2.33 190.4 20.86 
37-7 2.76 197.9 21.85 
4l.6 3.12 205.O 22.79 
45.3 3.48 213-7 23.92 
49.2 3.86 222.0 25.10 
53.1 4.28 230.2 26.17 
56.8 4.69 236.8 27.12 
61.0 5.15 245.1 28.23 
65.9 5.78 253.9 29.48 
75.5 6.77 261.8 30.54 
76.8 6.98 268.2 31.51 
82.8 7.69 277.0 32.75 
90.5 8.56 284.5 33.83 
98.5 9.50 290.8 34.74 
105.0 10.28 295.8 35.47 
Table 4. Yttrium resistivity as a function of temperature with the 
current flowing along a <C,12(3)» direction 
Temperature Resistivity Temperature Resistivity 
~°K microhm-cm °K microhm-cm 
1.3 2.6l 116.1 27.13 
2.0 2.6l 123.2 29.06 
3.0 2.62 130.6 31.03 
4.2 2.64 138.7 33.13 
9-5 .2.62 146.1 35.15 
13.8 2.68 156.5 37.87 
16.0 2.76 164.8 40.09 
13.0 2.85 168.1 40.98 
19.1 3.03 173.7 42.43 
23.2 3.34 184.3 45.18 
25.4 3.59 188.3 46.21 
32.1 4.58 197.9 48.73 
38.0 5.79 205.9 50.78 
42.6 6.83 2i4.6 52.95 
47.7 8.04 222.6 55.06 
52.7 9.28 232.5 57.55 
59.6 11.25 241.6 59.89 
65.9 13.05 250.8 62.17 
72.5 14.92 258.9 64.19 
78.6 16.70 263.9 65.45 
84.7 18.48 270.6 67.13 
90.4 20.07 278.0 68.91 
96.2 21.68 286.3 70.94 
102.7 23.45 294.5 72.91 
109.1 25.25 301.8 74.65 
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Table p. Predicted resistivity of polycrystalline yttrium (excluding 
the residual resistivity) 
Temperature Resistivity Temperature Resistivity 
~°K microhm-cm ~°K microhm-cm 
15 0.12 140 24.91 
20 0.31 150 27.14 
25 0.71 160 29.33 
30 1.28 170 31.50 
35 2.02 180 33.63 
to 2.89 190 35.80 
50 4.87 200 37.99 
6o 7.03 210 40.15 
TO 9.30 220 42.99 
8o 11.62 230 44.44 
90 13.92 240 46.60 
100 16.17 250 48.71 
110 18.39 260 50.81 
120 20.60 270 52.94 
130 22.71 280 55.06 
290 57.20 
300 59.30 
Table 6. Gruneisen curve for 9 = 187.5 and pQ = 37.47 
Temperature Resistivity Temperature Resistivity 
°K microhm-cm °K microhm-cm 
9.4 0.01 93.8 15.12 
16.9 0.11 104.2 17.48 
20.8 0.28 117.2 20.38 
27.2 0.83 125.0 22.10 
32.3 1-53 133.9 24.05 
37.5 2.41 144.2 26.28 
46.9 4.32 156.2 28.86 
53.9 5.81 170.5 31.87 
64.7 8.38 187.5 35.47 
85.2 13.17 208.3 39.82 
234.4 45.21 
267.9 52.10 
295.0 57.59 
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Table j. Resistivity of a polycrystalline yttrium sample after sub­
tracting the residual resistivity*3-
Temperature 
°K 
Resistivity 
microhm-cm 
Temperature 
K 
Resistivity 
microhm-cm 
10 0.1 l60 27.7 
20 0.3 ]_70 29.8 
30 l.i l80 31.9 
ko 2.8 190 33.9 
50 4.5 200 36.1 
6o 6.6 210 38.2 
70 8.7 220 4o.4 
80 10.8 230 42.4 
90 12.8 240 44.6 
100 14.9 250 46.7 
110 17.1 260 48.8 
120 19.2 27Ô 50.8 
130 21.3 280 52.7 
i4o 23.4 290 54.7 
150 25.6 300 56.8 
aData taken from curves of R. Colvin (l4), The residual re­
sistivity before annealing was 6.5 microhm-cm. After annealing it was 
5.4 microhm-cm. Annealing did not change the temperature dependence, 
however, so only one curve is given here to describe the temperature 
dependence of the resistivity of the sample. 
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vu. V -L VX a, o±u.&±x: urysuai 01 dysprosium, with 
the current f lowing I0.2 degrees from the c-axis 
Temperature Resistivity Temperature Resistivity Temperature Resistivity 
K microhm-cm VK microhm-cm K microhm-cm 
1-3 3.13 88.3 34.13 179.3 76.14 
2.0 3.13 88.6 34.74 l8l.0 75.35 3.0 3.13 88.7 35.75 185.3 74.61 
4.2 3.14 88.8 35.73 186.7 74.42 
13.8 3.37 88.9 36.73 189.2 74.38 
15.0 3.49 89.1 36.66 193.5 74.18 
16.0 3.62 89.1 37.68 203.4 74.39 
17.0 3.74 89.3 38.29 207.5 74.53 
18.0 3.87 . 89.7 38.78 220.6 75.26 
19.0 4.o4 89.9 38,94 232.6 76.14 
20.1 4.28 89.9 39.01 241.5 76.87 
21.4 4.91 90.2 39.28 250.1 77.59 
23.3 5.31 91.0 39.84 260.5 78.54 
29.5 7.21 91.8 40.38 271.3 79.55 
31.3 7.71 92.5 40.85 280.4 80.4o 
33.2 8.40 93.8 41.63 289.9 81.37 
36.5 9.60 95.8 42.76 294.2 81.79 
39.8 11.00 98.0 44.36 300.7 82.44 
45.7 13.40 98.1 44.25 311.9 83.56 
49.9 15.69 103.0 47.20 320.6 84.49 
55.5 17.73 103.0 47.40 329:4 85.35 
60.0 19.85 114.4 54.46 339.2 86.34 
63.6 21.49 125.6 61.90 348.7 87.34 
70.1 24.60 136.7 69A5 359.4 88.42 
74.8 26.91 148.4 76.88 370.4 89.49 
77.3 28.15 153.5 79.41 380.0 90.36 
79.7 29.53 159.4 81.93 389.3 91.20 
83.1 31.09 159.9 82.20 401.3 92.32 
83.5 31.38 162.8 83.02 
84.0 31.58 164.9 83.30 
85.3 32.30 167.3 83.41 
86.8 32.90 170.3 83.09 
87.5 33.55 171.3 82.92 
87.7 33.85 175.4 80.70 
88.2 34.11 176.3 80.21 
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Table 9- Zero field resistivity of polycrystalline dysprosium 
Temperature .Resistivity Temperature Resistivity Temperature Resistivity 
K microhm-cm °K microhm-cm K microhm-cm 
1.3 2.35 
2.0 2.4l 
3.0 2.4l 
4.2 2.4l 
9.5 2.50 
13.8 2.72 
14.9 2.76 
16.0 2.93 
17.0 3.03 
18.0 3.13 
19.0 3.31 
20.2 3.57 
22.5 3.93 
27.0 5.12 
30.9 . 6.37 
34.3 7.63 
36.7 8.57 
38.9 9.48 
41.0 10.40 
43.4 11.40 
45.9 12.50 
48.5 13.60 
33.2 15.70 
57.7 17.80 
62.5 20.83 
64.7 21.54 
66.3 22.08 
68.4 23.41 
71.2 24.47 
74.1 26.19 
76.0 26.83 
79.2 28.71 
80.3 29.33 
82.7 30.53 
84.7 31.57 
85.7 32.17 
86.5 32.70 
88.3 33.70 
89.8 34.91 
90.9 37.01 
92.0 38.76 
93.1 39-51 
94.1 40.03 
95-9 41.06 
98.0 42.25 
100.4 43.64 
104.2 45.83 
108.7 48.32 
113.0 50.82 
117.5 53.60 
121.0 55.69 
128.1 60.27 
135.4 65.04 
l4l.l 68.80 
144.9 71.19 
151.3 75.48 
153.7 76.90 
156.8 78.64 
139.9 80.4l 
161.1 81.02 
162.2 81.59 
170.1 84.45 
172.4 84.85 
174.0 84.91 
174.8 84.90 
176.6 84.68 
178.8 85.88 
180.6 82.56 
183.4 82.37 
187.0 82.39 
198.2 82.96 
208.0 83.80 
224.3 85.18 
235.6 86.35 
248.0 87.70 
256.0 88.54 
264.6 89.59 
273.2 90.54 
279.6 91.26 
282.8 91.62 
290.6 92.45 
295.0 93.01 
306.8 94.38 
318.1 95.63 
529.7 96.99 
339.7 '98.09 
352.2 99.57 
362.4 100.80 
371.5 101.90 
381.9 103.10 
392.9 104.30 
401.1 105.30 
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Sable 10. Resistivity of the âysproaim eiugle crystal in a magnetic 
field 
E^XT "m Resistivity e&Jfo jff>, V 
81° K 
o o 30.05 .0000 
4.0 0.1 29.98 -.0023 
7.9 0.1 29.95 -.0034 
lp.l 0.5 29.80 -.0080 
17.9 2.5 29.76 -.0094 
19.0 3.1 29.72 -.0107 
0 0 29.87 -.0057 
93° K 
0 0 41.19 .0000 
0.4 0.12 41.07 -.0029 
1.5 0.42 41.09 -.0024 
2.3 O.58 40.83 -.0088 
3.1 0.68 40.51 -.0166 
3.9 0.71 40.17 -.0249 
4.7 0.71 39.79 -.0340 
5.5 0.71 39.48 -.04l6 
6.3 0.71 39.12 -.0504 
7.0 0.71 38.74 -.0596 
7.8 0.71 38.42 -.0672 
8.6 0.71 38.09 -.0753 
11.0 0.71 37.19 -.0970 
13.8 0.83 36.27 -.1195 
16.1 1.40 35.99 -.1264 
17.3 2.25 35.91 -.1283 
18.2 3.03 35.87 -.1293 
19.O 3.77 35-84 -.1300 
7.9 O.71 38.31 -.0699 
0 0 41.29 +.0024 
105° K 
0 0 49.05 '• .0000 
3.0 1.87 48.86 -.0037 
6.0 2.31 47.47 -.0322 
7.0 2.31 47.00 -.0417 
8.0 2.31 46.43 -.0534 
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Table 10 (continued) 
HEXT 
105° K 
9.0 2.31 45-93 -.0634 
10.0 2.31 45.27 -.0770 
11.1 2.31 44.76 -.0875 
12.0 2.31 44.31 -.0965 
13.0 2.31 43.89 -.IO5I 
i4.o 2.31 43.43 -.1146 
15.0 2.31 43.13 -.1207 
16.0 2.34 42.96 -.1240 
17.0 2.59 42.86 -.1261 
18.0 3.12 42.71 -.1291 
19.0 4.11 42.70 " -.1293 
20.0 5.06 42.55 -.1324 
21.0 6.00 42.44 -.1347 
21.1 6.09 42.43 -.1349 
22.0 6.94 42.39 -.1357 
22.4 7.34 42.35 -.1365 
120° K 
0 0 58.59 .0000 
4.0 3.13 58.57 -.0003 
7.0 4.25 57.63 -.0163 
8.0 4.25 57.01 -.0270 
9.0 4.25 56.37 -.0380 
10.0 4.25 55.72 -.0490 
11.1 4.25 54.95 -.0622 
12.0 4.25 54.40 -.0715 
13.0 4.25 53.70 -.0835 
14.0 4.25 53.13 -.0931 
15.0 4.25 52.55 -.1031 
16.0 4.25 51.87 -.1148 
17.0 4.25 51.66 -.1181 
18.0 4.48 51.48 -.1213 
19.0 5.12 51.22 -.1258 
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Table 10 (continued) 
•eh hai Resistivity EBt jjfc g|°> T> 
120° K 
20.0 5.98 51.04 -.1289 
21.0 6.93 50.91 -.1311 
22.0 7.90 50.83 -.1325 
22.4 8.28 50.80 _ -.1530 
16.0 4.25 51.99 -.1127 
130° K 
0 0 65.12 .0000 
4.0 3.27 65.18 +.0009 
7.0 5.48 65.15 +.0005 
8.0 5.68 64.75 -.0056 
9.0 5.68 64.26 -.0131 
10.0 5-68 63.64 -.0227 
11.1 5.68 63.01 -.0323 
32.0 5.68 62.45 -.0410 
13.0 5-68 61.80 -.0509 
14.0 5.68 61.02 -.0629 
15.O 5-68 60.18 -.0758 
16.0 5-68 59.47 -.0867 
17.0 5.75 58.76 -.0976 
18.0 5.95 58.13 -.1073 
19.0 6.23 57.62 -.1150 
20.0 6.78 57.18 -.1218 
20.5 7.26 57-04 -.1240 
21.0 7.72 56.90 -.1262 
21.5 8.19 56.72 -.1290 
22.0 8.65 56.66 -.1299 
22.4 9.02 56.60 -.1308 
l40° K 
0 0 72.06 .0000 
4.0 3.39 72.11 +.0007 
8.0 6.58 72.14 +.0011 
10.0 7.47 71.68 -.0053 
11.1 7.47 71.17 -.0124 
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l40° K 
12.0 7.47 70.67 -.0193 
13.0 7.47 70.05 -.0279 
l4.0 7.47 69.59 -.0344 
15.0 7.47 68.87 -.0443 
l6.0 7.47 68.32 -.0520 
17.0 7.49 67.63 -.0615 
18.0 7.63 66.86 -.0722 
19.0 7.98 66.04 -.0836 
20.0 8.52 65.08 -.0970 
20.5 8.82 64.61 -.1034 
21.0 9.19 64.24 -.1086 
21.5 9.54 63.83 -.1143 
22.0 9.94 63.50 -.1189 
22.4 10.23 63.33 -.1211 
148.5° K 
0 0 77.21 .0000 
4.0 3.45 77.23 +.0003 
8.0 6.83 77.38 +.0022 
12.0 8.73 76.45 -.0097 
13.0 8.81 76.03 -.0153 
14.0 8.81 75.24 -.0256 
15.0 8.81 74.65 -.0331 
l6.0 8.81 74.00 -.0416 
17.0 8.81 73.39 -.0494 
18.0 8.92 72.65 -.0591 
19.0 9.23 72.06 -.0666 
20.0 9.76 71.33 -.0762 
21.0 10.49 70.50 -.0869 
21.5 10.85 70.15 -.0914 
22.0 11.22 69.70 -.0973 
22.4 11.47 69.50 -.0999 
10.0 -8.20 77.38 +.0022 
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'Pp'hl b 10 ^rïn+.'înnrsr! ^ 
Hj, Beslstivlty eig^P^ 
l6o° K 
0 o 82.52 .0000 
4.0 5.45 82.51 -.0001 
8.0 6.82 82.62 +.0012 
10.0 8.52 82.63 +.00135 
11.1 9.42 82.66 +.0017 
12.0 9.98 82.63 +.0013 
13.0 10.33 82.30 -.0026 
14.0 IO.52 81.72 -.0096 
15.0 10.60 80.75 -.0214 
l6.0 10.60 79-90 -.0317 
17.0 10.60 79.12 -.o4il 
18.0 10.73 78.26 -.0516 
19.0 11.11 77.54 -.0603 
20.0 11.73 76.96 -.0674 
20.5 12.14 76.66 -.0710 
21.0 12.58 76.40 -.0741 
21.5 12.95 76.21 -.0764 
22.0 13,34 75.91 -.0800 
22.4 13.66 75.70 -.0826 
0 0 82.42 -.0011 
165° K 
0 0 83.46 .0000 
4.0 3.38 83.41 -.0006 
8.0 6.71 83.46 .0000 
10.0 8.31 83.47 +.0001 
12.0 9.78 83.47 +.0001 
14.0 10.35 82.91 -.0066 
14.5 10.47 82.52 -.0113 
15.0 10.62 82.00 -.0175 
15.5 10.77 81.55 -.0229 
16.0 10.94 81.10 -.0284 
16.5 11.10 80.64 -.0338 
17.0 11.29 80.13 -.0399 
17.5 11.48 79.71 -.0450 
17.9 11.65 79.35 -.0492 
18.3 11.84 78.98 -.0537 
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Table 10 (continued > 
%1 Resistivity S& »|„- g|0, V 
165° K 
19.0 12.24 78.54 -.0590 
19.5 12.45 78.32 -.0616 
20.0 22.90 78.08 -.0645 
20.5 13.29 77.87 -.0670 
21.0 13.72 77.67 -.0694 
21.5 14.04 77-46 -.0719 
22.0 14.43 77.24 -.0746 
22.4 14.74 77.07 -.0766 
170° K 
0 0 83.28 ,0000 
4.0 3.29 83.16 -.0015 
7.9 6.56 83.04 -.0029 
10.2 8.30 83.00 -.0034 
12.5 9.80 82.53 -.0091 
13.8 10.11 81.76 -.0183 
15.1 10.69 80.66 -.0314 
16.1 11.33 79-46 -.0458 
16.8 11.82 78.99 -.0515 
17.3 12.16 78.77 -.0542 
17.8 12.53 78.59 -.0563 
18.3 12.87 78.40 -.0586 
18.8 13.23 78.28 -.0601 
19.0 13.37 78.17 -.06l4 
0 0 83.25 -.0004 
175° K 
0 0 80.83 .0000 
4.0 3.29 80.73 -.0012 
6.3 5.16 80.55 -.0035 
7.9 6.4o 80.34 -.0061 
9.4 7.52 80.04 -.0098 
10.9 8.47 79.51 -.0163 
12.5 9.37 78.51 -.0288 
13.2 9.86 77.87 -.0366 
13.8 10.30 77.5k -.0407 
14.4 10.74 77.38 -.0427 
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Tab3e 10 (continued) 
HEXT HHT Resistivity 
P(H, T) - p(0J T) 
- P(0, T) 
- - 175° K 
15.1 11.26 77.31 -.0436 
l6.l 12.02 77.19 -.0451 
17.0 12.67 77.06 -.0467 
17.8 13.28 77.00 -.0475 
18A 13.72 76.91 -.0486 
19.0 14.17 76.81 -,0498 
0 0 80.90 +.0007 
l8l° K 
0 0 75-46 .0000 
7.9 6.35 75-33 -.0013 
11.7 9.40 75-35 -.0015 
15.0 12.07 75.32 -.0019 
17.0 13.66 75.31 -.0020 
19.0 15.27 75-24 -.0028 
0 0 75.30 -.0021 
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C. Derivation or Voigt*s law 
Consider a single crystal rod with long dimension at an angle 9 from 
the z-(hexagonal) axis. let a he the angle "between the x-axis (an a-
axis) and the projection of the rod on the basal plane. The resistivity 
is a tensor, and is diagonal!zed by using the crystallographic axes to 
describe it. The three diagonal elements of it are related to the cur­
rent density and the electric field *2"by the following equations 
Z p x  
0 °\ 
0 py 0 ' 
V 0 ps y 
pxJx 
J 
X 
pyJy J y 
Vz 
j 
z 
% -v-v -v (16) 
sy 
e 
z 
Now the electric field will, in general, be at some angle, 0 to the 
current vector. let V be the potential difference set up across the 
potential probes, which are separated by a distance & . Then V = £E cos 0 
because the equipotentials are perpendicular to E, not necessarily to the 
sample, or to the current. The total current is given by I = aJ where 
a is the cross sectional area, since the current lines are constrained 
to be parallel to the sample. From this we see tbr.t 
V IB cos 0 <E ( E- J* 
"Ï Tj IMjJ (17) 
and putting in the components of E and J, we get 
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p = ~ = p sin1" 9 cosc a + p sin^ 9 sin^ a + p cos^ 9 (l8) 
©xi JL y\ x y z 
Now we know that if we let a go to 60° + a, then should he invariant 
because of the six fold symmetry. Thus, 
p.* - «w -  ^• I05 a - F ^  aT 
+ py sln2 6 pto a t ^ /r cos aj 2  +  ^  c o s 2  e .  ( l 9 )  
Equating this to the previous equation, we can find that 
x _ (sin a -f J~$ cos a) - k sin a _ 1 
py -(cos a - sin a)2 + k cos2 a 
Therefore we can rewrite the equation for pg^  
2 2 
P « = P cos 0 + p sin 9. (2) 
err it i 
To estimate the polycrystalline resistivity we average this over all 
solid angles. """ 
(p sin2 9 + p„ cos2 9)(2*ir sin 9 d 9) 
P„,„ = J TT-* . (21) 
2TTsin 9 d 9 poly 
- (cos 9) [sin2 9+2] p - (cos^ 9I p 
Ppo3y ~ L—i°+ ? L («) 
2 p + p 
pPoly = (3) 
This is the result known as Voigt's law which has "been used in this 
thesis. 
