ABSTRACT. We study the approximation of functions that map a Euclidean domain Ω ⊂ R d into an n-dimensional Riemannian manifold (M,g) minimizing an elliptic, semilinear energy in a function set H ⊂ W 1,2 (Ω,M). The approximation is given by a restriction of the energy minimization problem to a family of conforming finite-dimensional approximations S h ⊂ H. We provide a set of conditions on S h such that we can prove a priori W 1,2 -and L 2 -approximation error estimates comparable to standard Euclidean finite elements. This is done in an intrinsic framework, independently of embeddings of the manifold or the choice of coordinates. A special construction of approximations -geodesic finite elements-is shown to fulfill the conditions, and in the process extended to maps into the tangential bundle. Key words and phrases. Geometric finite elements, L 2 -error bounds, vector field interpolation Energy minimizing maps into and between Riemannian manifolds arise in many contexts, both theoretical and applied. Existence results for harmonic maps have consequences for curvature and topology [23] . Isoperimetric regions (minimizing the area functional), for example, with large volume center in manifolds asymptotic to Schwarzschild have been explored in the context of general relativity and the ADM mass [16] . In general, the influence of an ambient geometry has been of growing interest in the context of geometric flows like mean curvature flow, Ricci flow and Willmore flow. More applied examples are the modelling of oriented materials in Cosserat theory [34] , liquid crystals [1], and micromagnetics [29] . Manifold valued harmonic map heat-flow has also been introduced as a regularization in image processing [47] .
Finite dimensional approximations are a useful tool in the study of continuous problems. In the context of gradient flows a time discretization is often used to prove existence results [2] . Space discretization has classically been employed to show interior regularity for solutions of elliptic partial differential equations [17] . From an applied point of view the usefulness of having numerically implementable discrete schemes is beyond controversy.
Discrete approximations of maps from non-Euclidean domains, e.g., surfaces or more generally Riemannian manifolds, to a linear space, have been studied extensively in [9, 12, 13, 11] . Methods for manifold codomains are often ad hoc constructions specific to a particular energy and manifold [6, 4, 48, 30, 32, 31, 45, 44] . [6, 4] prove weak convergence of an iteration method yielding a nonconforming finite element approximation of a harmonic map into a sphere, where the constraint is only satisfied in the nodal values. In general, however, convergence and approximation error estimates for methods used for manifold codomains are rarely addressed in the literature, even for simple energies. Recently, geodesic finite elements have been developed and experimentally studied, providing a method of arbitrary order [37, 38, 39, 41] . The definition of geodesic finite elements is completely intrinsic and invariant under isometries of the target manifold. In [19] a systematic approach to generalize standard Euclidean techniques led to W 1,2 -error estimates for the minimization of W 1,2 -elliptic energies to functions with Euclidean domain and Riemannian manifold codomain, in particular for the discretization by geodesic finite elements.
We believe that both the actual discretization and its theory should be intrinsic, i.e., independent of coordinates or (Nash-) embeddings into ambient flat spaces. In this paper, we follow the intrinsic approach. This conforms to the general paradigm of discretizations obeying the symmetries of their continuous counterparts (in this case, the diffeomorphism group), and appears to be necessary for future extensions of the theory to nonsmooth metric spaces.
In this work, we move further towards an intrinsic discretization error theory for energy minimization problems of the form
where Ω ⊂ R d , M is a smooth Riemannian manifold, and H ⊂ W 1,2 (Ω, M). We restrict our focus to energy functionals J : H → R that are elliptic and semilinear. Ellipticity is here defined as pathwise convexity and quadratic boundedness with respect to an intrinsic W 1,2 -error measure, that is locally equivalent to the W 1,2 -norm in an embedding. Semilinearity is formulated as a bound on the third variation of J. Both properties are shown for the harmonic energy under suitable curvature restrictions on the manifold M.
We consider a family of conforming finite-dimensional approximations S m h ⊂ H, that fulfill generalizations of the usual approximability conditions and inverse estimates [8] . The parameter h comes from a tesselation of the domain Ω with elements of diameter proportional to h, while m corresponds to an approximation order. By restricting J to S m h , we obtain abstract discrete problems
The main result of this article is an a priori estimate of the form
The constant depends on the smoothness of the manifold M as well as the exact solution u. In particular, our theory is applicable only in the regular case, i.e., if exact solutions are sufficiently smooth. This seriously limits the applicability of the theory, as in higher dimensions even the model problem for harmonic maps may have an everywhere discontiuous solution [36] . Nevertheless, it is a step towards an intrinsic approximation error theory and complements the analogous W 1,2 -estimate from [19] d W 1,2 (u, u h ) ≤ C h m .
The proof follows closely the one for the linear case by generalizing the Aubin-NitscheTrick [8] . In particular, we define a dual problem that lives on the tangent bundle along the solution u. The main ingredients for the estimate are a generalized form of Galerkin orthogonality, H 2 -regularity of the dual problem, and the semilinearity of the energy. The major difference to the linear setting is that all estimates need to be preserved during transport between the different pullbacks of the tangent bundle along u and u h , which is ensured by a generalization of a uniformity estimate in [19] , and appropriate bounds on the continuous and discrete solutions. We will show that geodesic finite elements fulfill the approximation qualities needed to apply the theory. In order to do this, we also extend the method including interpolation error estimates to the approximation of vector fields by choice of a particular (pseudo)-metric on the tangent bundle. Numerical experiments confirming the a priori bounds for geodesic finite elements have been published in [38, 39] . In the context of the approximation of variational problems, the concept of weak solutions and Sobolev spaces arises naturally. In the course of this work we will discuss energy functionals whose arguments are mappings from some open subset Ω ∈ R d with piecewise Lipschitz boundary ∂ Ω into a smooth Riemannian manifold (M, g) without boundary.
Manifold-Valued L p -Maps.
The definition of L p -functions can be generalized in a straightforward fashion to maps taking their values in a complete length space (X, dist) (see, e.g., [24] ). 
Manifold-Valued Sobolev Maps.
In this work we focus on the case where the codomain is a complete Riemannian manifold (M, g). As this is a special case of a complete length space, the definition of L p (Ω, M) is immediate. This is not true for the Sobolev space W k,p (Ω, M). The most common definition (see, e.g., [23, 20, 22, 46] ) for Sobolev spaces with Riemannian manifold codomains uses the Nash embedding theorem [33] . Definition 1.3. Let (M, g) be a n-dimensional Riemannian manifold of class C k . Let ι : M → R N be an isometric embedding into Euclidean space. We then define ι (Ω, M) is independent of ι (see, e.g., [23] ).
An important question is whether Sobolev maps can be approximated by smooth maps. For p > d, the result follows by the Sobolev embedding theorem. For k = 1, p = d the positive answer is due to Schoen and Uhlenbeck [43] . If p < d, the corresponding result is no longer true in general. For a survey of these and other known results see [23] .
For smooth maps u : Ω → M the Euclidean definition of W k,p (Ω, R) directly transfers to sections in u −1 T M, i.e., to vector fields V : Ω → T M such that V (x) ∈ T u(x) M for almost every x ∈ Ω (cf. [24] ).
Let η ∈ C ∞ (Ω, u −1 T M) with compact support. For α = 1, . . . , d, the covariant derivative of η along u is a vector field along u defined by
where e α ∈ R d denotes the α-th Euclidean unit vector, and π
is the parallel transport along the curve defined by t → u(x + te α ). In coordinates we can write
where Greek indices range from 1 to d, Latin indices range from 1 to n, and we sum over repeated indices. We say that V is in Traces of Sobolev Maps. In the following we will mostly restrict the analysis to maps u : Ω → M that are continuous. Thus, we do not really need to concern ourselves with traces of Sobolev maps. An overview on those can be found in [23] .
Given boundary and homotopy data φ :
to be the set of maps v ∈ W k,p (Ω, M) for which tr(v) = tr(φ ) and v and φ are of the same homotopy class, i.e., there exists a continuous homotopy connecting v and φ .
Smoothness Descriptors.
In Euclidean space Sobolev maps are characterized by having a finite norm. We want to obtain a similar intrinsic characterization for maps into Riemannian manifolds. In particular, we want to replace the concept of a Sobolev halfnorm. The new characterization, the so-called smoothness descriptor (cf. [19] ), will be intrinsic as well as equivalent to Sobolev half-norms in embeddings ι : M ֒→ R N under reasonable conditions. Furthermore, it is subhomogeneous with respect to scaling of the domain Ω ∈ R d .
First we note that we can make sense of weak covariant derivatives by using local charts on the target manifold (M, g) if the map we study is continuous.
For covariant differentiation we cannot use the usual multi-index notation as covariant derivatives do not commute. In the following we use for multiple covariant derivatives the multi-index notation
where
, and ∇ du denotes the covariant derivative along u as defined in Definition 1.5.
For a shorter notation we denote the length of β by | β |, and set
This last term is an obvious candidate for a Sobolev half-norm. However, the standard Sobolev half-norm |ι • u| W k,p (Ω,R N ) in an embedding includes lower order terms. Application of the chain rule motivates the following definition, first introduced in [19] , and discussed in depth in [21] .
with the usual modifications for p = ∞. For k = 0, and a fixed reference point Q ∈ M, we setθ
The corresponding inhomogeneous smoothness descriptor is defined by
As the map u in Definition 1.9 is continuous, the condition u ∈ W k,p (Ω, M) can be interpreted in terms of weak derivatives in local charts (cf. [24] ).
Technically, the first order and k-th order terms are enough to characterize the smoothness descriptor. Indeed, these terms bound all other terms of the smoothness descriptor as well as terms that have the same structure but do not directly appear in the smoothness descriptor. 
In particular this implies
The proof follows from the vector-valued Gagliardo-Nirenberg interpolation inequality [42] .
In the Euclidean setting M = R n the smoothness descriptor does not coincide with the Sobolev norm, as already shown in [19] . Instead, the two relate in the following way.
The proof uses Proposition 1.10 and the Sobolev embedding theorem. Note that we do not need continuity of u in the Euclidean setting.
We can also compare the smoothness descriptor of a map u ∈ C(Ω, M) ∩W 
which is independent of ι.
Proof. Estimate (2) follows from the chain rule and Proposition 1.10. Equality (3) additionally uses the compactness of M and Proposition 1.11.
Note that local charts and finiteness of the smoothness descriptor can only be used to characterize W k,p (Ω, M) if kp > d, as these concepts are restricted to continuous functions. This is the reason why Definition 1.3 uses the Nash Embedding Theorem.
1.2.1. Scaling. As already observed in [19] , the homogeneous smoothness descriptor is subhomogeneous with respect to rescaling of the domain Ω ∈ R d with a parameter h.
For l ∈ N 0 we say that F scales with h of order l if we have
for all x ∈ T h (where DF is the Jacobian of F),
Note that as derivatives commute, the multi-indices β defined by (1) can be equivalently replaced by ordinary multi-indices for R d .
Readers familiar with finite element theory will recognize such maps F as transformations of an element of a discretization of Ω to a reference element. The scale parameter h can also be visualized as the ratio of the diameters. The smoothness descriptor scales in the following manner. 
The proof follows from the chain rule and the integral transformation formula.
Remark 1.15. Note that Lemmas 1.14 only states subhomogeneity of the smoothness descriptor, as the homogeneous descriptor is bounded by the inhomogeneous one.
The third assumption of Definition 1.13 is not needed for the proof of Lemmas 1.14. It is needed for the following 'inverse' estimate. 
Generalization to Vector Fields.
We now extend the definition of smoothness descriptors to vector fields. Note that, while vector fields are linear in the sense that u −1 T M is a vector space for each u, the set of all vector fields for all base maps u is not linear. The idea of the definition is to take essentially a full Sobolev norm of the linear vector field part V : Ω → u −1 T M but weighting it with covariant derivatives of u to obtain the correct scaling.
We define the k-th order homogeneous smoothness descriptor for vector fields bẏ
If u maps Ω to a constant point P on M, then the smoothness descriptor of a vector field V : Ω → T P M coincides with the Sobolev half-norm. For a fixed base function u, the smoothness descriptor acts like a half-norm on functions into the linear space u −1 T M.
As the smoothness descriptor for functions, the smoothness descriptor for vector fields is subhomogeneous with respect to scaling of the domain. 
1.3. Distances. Central to this work are errors and thus distances between a minimizer u of J and some finite-dimensional approximation u h . Closely related to the concept of distance is the concept of geodesic. We can compare geodesics on M with geodesics in L p (Ω, M) using the concept of geodesic homotopy.
We call a map Γ : Ω × I → M a geodesic homotopy connecting u to v if for almost every x ∈ Ω the track curve γ x defined by γ x (t) := Γ(x,t) is a constant-speed geodesic connecting u(x) to v(x).
One can easily verify that geodesic homotopies are L p -geodesics. 
For the differential with respect to the base point of exp we write d 2 exp, i.e., for
where π γ W denotes the parallel transport along γ W . For the bivariate logarithm log : (p, q) → log q p we denote the covariant derivative with respect to the first and second components by d and d 2 , respectively. The following estimates of the derivatives of the logarithm can be proved by direct calculation and Jacobi field estimates. Details can be found in [21] . The bound (4) can also be found in [25] . 
where π q →p : T q M → T p M denotes parallel transport along a geodesic. For a third point r ∈ B ρ , we have (6) where the constant depends on Rm and ∇ Rm. 
Geodesics for this distance depend on the embedding. Our goal is to introduce an equivalent concept that is intrinsic. In particular we want to obtain one class of distance-realizing curves for all W k,p -distances, independent of k. (Note that we only consider k = 0, 1 here, but the ideas generalize to arbitrary k.)
The difference of two maps u, v ∈ C(Ω, M) is characterized by the pointwise difference (u(x), log u(x) v(x)) ∈ T M if u and v are close enough to each other. In order to characterize the difference between the differentials of two maps
∈ T M at a point x ∈ Ω, we consider the tangent bundle itself as a manifold.
There are several natural metrics on the tangent bundle. A complete classification has been provided in [26] . There are in particular two classical constructions, namely the Sasaki metric, which is a Riemannian metric on T M, and the horizontal (or complete) lift, which is only pseudo-Riemannian. Geodesics of the Sasaki metric are in general complicated objects, whose projections onto the manifold are in general not geodesics in M. This property of geodesics in the tangent bundle projecting to M-geodesics is desirable for a host of reasons, among them a natural splitting of distances into a part on M and a vector part. In local coordinates the horizontal lift g h is given by
Geodesics of g h correspond to Jacobi fields along geodesics in M [7] . The inverse of the exponential map on T M is defined by
The horizontal lift arises naturally when we consider the change of the distance between two curves γ and µ in M as
As g h is only a pseudo-Riemannian metric, it is not meaningful to consider lengths with respect to g h . We can however consider the Sasaki-length of g h -geodesics and-as an approximation-of the g h -logarithm. The length of g h -geodesics is of particular interest, as the derivatives of geodesic homotopies are g h -geodesic homotopies in the following sense.
, and for any x ∈ Ω and α ∈ {1, . . . , d} the curve
Remark 1.22. For manifolds with bounded curvature, geodesic homotopies also inherit the weak differentiability of their endpoint maps. For first order derivatives this follows by the Rauch comparison principle. Indeed, if exp and log are in C k in their arguments and
. This follows by the chain rule. In particular, we can always estimate the homogeneous smoothness descriptor along geodesic homotopy by the inhomogeneous smoothness descriptors at the endpointṡ
In light of these considerations, we can now define the following first-order Sobolev distance measure.
, and Γ denote the geodesic homotopy connecting u to v. We set
dx, 
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Note that d W 1,p defined by Definition 1.23 is not a distance. Locally, however, we can show equivalence to the Sobolev distance in an embedding. To do so we restrict our considerations to the following ball. Definition 1.24. Let q > max{p, d}, and let K and L be two constants such that L ≤ inj(M) and KL ≤
and denote by H
On the restricted set H 1,p,q K,L one can prove a uniformity lemma for parallel vector fields along geodesic homotopies [19, 21] . By a this we mean a map
K,L as defined in Definition 1.24, and let Γ be the geodesic homotopy connecting u to v. Consider a parallel vector field V
∈ W 1,p ∩ C(Ω × I, Γ −1 T M) along Γ. Then
there exists a constant C 1 depending on the curvature of M, the Sobolev constant, and the dimension d of
holds for all t ∈ I.
The proof of the lemma follows by differentiating V (·,t) W 1,p (Ω,Γ(·,t) −1 T M) with respect to t and using the Hölder and Sobolev inequalities.
The uniformity lemma can be used to show, that
Let S be a set and D : S × S → R a positive definite mapping. We call D a quasi-inframetric if it fulfills a relaxed triangle inequality
and is symmetric up to a constant, i.e.,
In particular, we have the following. 
Scaling and Compatibility with the Smoothness Descriptor.
The Sobolev (half-)metric D 1,p is compatible with the smoothness descriptor in two ways: First, it fulfills locally in H 1,2,q K,L the following triangle inequality.
The proof follows by Lemma 1.25. Secondly, under scaling of the domain the L p -and Sobolev metrics behave as follows.
Lemma 1.29. Let T, T h be two domains in R d , and F : T h → T a map that scales with h of order
DISCRETIZATION ERROR BOUNDS
We consider the minimization of energies
, d} where φ :Ω → M denotes suitable boundary and homotopy data:
To bound the error of discrete approximations to minimizers of J, we need the concept of W 1,2 -ellipticity. Definition 2.1. Let J : H → R be twice continuously differentiable along geodesic homotopies. We say that J is (1) W 1,2 -coercive, if there exists a constant λ > 0 such that for all v ∈ H and V ∈ W 1,2
In order to obtain a finite-dimensional approximation of H, we assume that we have a conforming grid G on Ω, i.e., a partition into polytopes, such that the closures intersect in a common face. 
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Remark 2.3. Note that the assumption that S m h is conforming includes that the boundary data φ | ∂ Ω can be represented exactly in S m h . This part of the assumption may be waived and replaced by a standard approximation argument for boundary data [8, 19] .
Consider the discrete approximation of (13)
Variations of discrete functions provide a notion of discrete test vector fields [21] . For a detailed construction of these in the context of geodesic finite elements see [40] . In order to control the error between u and u h , we need to formulate approximability conditions on the discrete space S m h . This allows us to obtain discretization error estimates for all approximation spaces that fulfill these conditions. We will later in Section 3 introduce a specific example for S m h . We want to provide an intrinsic theory, i.e., all estimates should change equivalently under isometries of the manifold and be independent of embeddings into Euclidean space. The first condition consists of an estimate for the best approximation error in S m h as usually also used in the Euclidean setting [8] .
For small enough h let there exist a map u I ∈ S m h and constants C 2 ,C 3 withθ
Note that the discrete functions in S m h ⊂ H are globally only of W 1,q -smoothness. In accordance with standard theory we define grid dependent smoothness descriptors.
By summation over all elements, estimates like (17) and (18) carry over to the global grid-dependent smoothness descriptors.
As we later need to approximate the generalized test functions as well, we also need a best approximation error estimate between non-discrete vector fields and variations of discrete maps.
Condition 2.2. For any element
and
hold.
Conditions 2.1 and 2.2 are sufficient to prove approximation errors locally close to the exact solution u of (13) . This means that the set of discrete functions S m h in (16) has to be restricted by additional bounds. We still obtain a meaningful local result if we can show that the discrete solution u h stays away from these bounds. In order to do this, we need the following condition generally known as an inverse estimate. 
Once we can show that the discrete solution is indeed close to the continuous one, we can infer even stronger bounds on higher derivatives of it from the exact solution. In order to do so, we need inverse estimates on differences of discrete functions, i.e., vector fields of the form log v h w h with v h , w h ∈ S m h (T h , M). Note that these are not discrete vector fields in the sense of Definition 2.4 themselves. 
exists. Then
holds, where C 1 is the constant appearing in Lemma 1.25.
A combination of this version of Céa's Lemma with Condition 2.1 yields the W 1,2 -error estimate shown in [19] . 
fulfills the a priori error estimate
If the error is measured in an isometric embedding ι : M → R N , we have
Note that Céa's Lemma and Theorem 2.7 do not need a variational formulation of the problem, but instead use minimization. Thus, they do not conflict with the additional Kand L-bounds on the discrete functions. We can show that if Condition 2.3 holds, and if the grid G fulfills indeed the additional assumption that F −1 h : T → T h scales with order 2 for every T h ∈ G, then we can choose q such that the restricted solution u h ∈ V h ∩ H K,L stays away from the K and L bounds and is thus indeed a local solution in V h . This is the content of the following lemma.
Lemma 2.8 ([21]). Assume that Condition 2.3 holds, and that the grid G fulfills the additional assumption that F
Then we can choose q > max{d, 2} such that
holds with some δ > 0 and a constant depending on K and u. Note that this also implies
as well as θ 1,q,Ω (u h ) < K, as long as K > θ 1,q,Ω (u) and h small enough.
with ε > 0 arbitrary, and choose max{2, d} < q < r. We set
Then by choice of q, we have δ > 0 and by L p -interpolation
The Aubin-Nitsche Lemma and Predominantly Quadratic Energies.
Our goal is to show that for W 1,2 -elliptic minimization problems the L 2 -discretization error is in O(h m+1 ), where m is the approximation order. We recall the Aubin-Nitsche lemma for the approximation of a quadratic minimization problem in H = H 1 0 (Ω, R) by standard finite elements. For an elliptic bilinear form a(·, ·) and given f ∈ H −1 consider the energy
and the adjoint problem
where g := u − u h . We assume H 2 -regularity of the adjoint problem, i.e., |w|
Using Galerkin orthogonality and the H 1 -ellipticity of a(·, ·), we can then estimate
We want to generalize the Aubin-Nitsche lemma to the L 2 -error for energies for functions with manifold targets. However, the proof given above only works for quadratic energies with linear target space, i.e., for energies with linear Euler-Lagrange equations. Euclidean techniques to obtain error estimates for nonlinear energies as found in [10] rely on the deformation to a linear problem and weighted norms. A generalization of these is desirable, in particular since they also provide L ∞ -error estimates. We, however, follow the general approach to geometrically generalize the concept of linearity rather than use a linearization. We restrict our analysis to energies that are "predominantly quadratic", by which we mean the following bound on the third variation of the energy.
Definition 2.9. Let q > max{d, 2} and J : H → R be an energy functional. We say that J is predominantly quadratic if J is C 3 along geodesic homotopies, and for any v ∈ H ∩W 1,q K , and vector fields U,V along v
with either (o, r) = (1, 2), or o = 0 and r ≤ d.
Note that this is still a restriction on the energy, not on the manifold M. A combination with a deformation argument in order to obtain error estimates for more general energies is conceivable, but beyond the scope of this work.
Example. In the Euclidean case M = R n , quadratic energies are predominantly quadratic, as the third variation vanishes. As long as the coefficient functions of a semilinear PDE coming from a minimization problem are smooth enough and bounded, the third variation of the energy will have a bound of the form
Such an energy is also predominantly quadratic. The leading term of the third variation of the energy for a typical quasi-linear equation, e.g., the minimal surface energy for graphs J(u) = Ω 1 + |Du| 2 dx, has the form
For d = 1 such an energy is predominantly quadratic, but in general not for higher dimensions.
For a Riemannian manifold M, the harmonic energy is predominantly quadratic (see Section 4).
2.3. Galerkin Orthogonality. We consider the variational formulation of the problems (13) and (16)
In the context of quadratic energies in the Euclidean setting, Galerkin orthogonality states that the error between the continuous and the discrete solution is perpendicular to the discrete space with respect to the quadratic form.
As we are in a nonlinear setting, the natural bilinear form is the second variation of the energy. The discrete test vector fields are a priori only defined at the discrete solution which suggests a orthogonality principle of the form
However, we cannot use (34) to show this kind of orthogonality without transporting the discrete test vector to u. The following proposition shows the impact the choice of transport has on the notion of Galerkin orthogonality one can obtain from (34) and (35).
Proposition 2.10. Let u and u h be solutions to (34) and (35), respectively, and let Γ be the geodesic homotopy joining u and u h . Then, for any transport V h :
Proof. Indeed, as u and u h fulfill (34) and (35), respectively, we have
To obtain (36) from this, one can define a transport with the initial values V h (1) = V h,1 and ∇ t V h (1) = 0 such that the integrand in (37) is constant in t, i,e., V h fulfills the second order equation
However, as this system is rather complicated, we will in the following use (37) with parallel transport as our notion of Galerkin orthogonality instead of (36).
2.4. The Deformation Problem. We now define a nonlinear generalization of the adjoint problem from the Aubin-Nitsche-Trick. For nonlinear energies the adjoint problem is essentially a linearization of problem (34) with a right hand side that is given by the difference of the solutions u and u h to (34) and (35), respectively. In the context of Riemannian manifolds, this linearized problem will not act on functions but on vector fields: (38) holds for all tangent vectors
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Remark 2.11. One can easily check by inserting test vector fields of the form (V 1 , 0) that the solution (w,W ) of (38) projects over the solution u of (13), i.e., w = u. Thus, (38) is equivalent to the system consisting of (34) and finding
As the bilinear form acts on deformations of u, we call (39) the deformation problem.
2.5.
is a discrete vector field not along u h but along u I . Thus, we instead first parallel transport the W to u h along a geodesic homotopy and then approximate along u h .
In order to preserve bounds through this transport, we will need the following technical estimate which generalizes the Uniformity Lemma 1.25. 
Then there exists a constant C 14 depending on K 1 and M, but independent of K 2 such that (40) holds for the parallel transport W (s) of any vector field W (0) ∈ W 2,2 (Ω, Γ(0) −1 T M).
Proof. We write
By Hölder's inequality we have
As 2q q−2 < q and b 1 ≤ q, we can use Lemma 1.25 to estimate
Note that the choice of q and a allows for the following Sobolev-type estimate
Thus, all that is left to estimate are the second order derivatives of W . As in the proof of Lemma 1.25, we differentiate and use Hölder's inequality to obtain d dt
Using Lemma 1.25, we obtain
and thus
which yields the assertion.
L 2 -Error Estimate.
We can now prove the L 2 -error estimate, which is the main result of this chapter. The statement of the theorem contains a discrete H 2 -regularity assumption that will be discussed in Section 2.7. 
Then there exists a constant C 15 , such that
,Ω (u) . Proof. First note that it is indeed possible to choose 4 < q < r with r as in the proof of Lemma 2.8, as either 
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(1) 2m < d < 2(m + 1), m ≥ 2, and r = 2d d−2m > 2m ≥ 4, (2) or m = 1 and d = 3, and r = 6 > 4, (3) or r can be arbitrarily large. We insert V := log u u h into (39) , and obtain
where W ∈ W 2,2 (Ω, u −1 T M) is the solution of (39). Let Γ denote the geodesic homotopy joining u and u h , and W (t) the parallel transport of W along Γ. Let W (1) I be the approximation of W (1) along u h in the sense of Condition 2.2, and let W I (t) denote its parallel transport along Γ.
As Lemma 2.8 ensures that u h is a local minimizer in S m h , generalized Galerkin orthogonality (Proposition 2.10) holds, so that
We can estimate the second integral in (43) using the ellipticity assumption (15)
As the vector fields W I , W , andΓ are parallel along Γ, we can further estimate using the Uniformity Lemma 1.25
Condition 2.2, Proposition 2.12, and Assumption (41) imply that
Combining this with the H 2 -regularity and Theorem 2.7, we obtain
In order to estimate the first integral term in (43) we use that J is predominantly quadratic 
Thus we obtain, using the H 2 -regularity of the deformation problem (39),
If o = 1 and r = 2, then
If instead o = 0 and r ≤ d, then either we are in the same situation as before, or d ≥ 4 and
2d θ m+1,2,Ω (u).
2d ≥ 1. Thus, we obtain also for this case
This yields the assertion. (41) is implied. In contrast to Assumption (41), Conditions 2.3 and 2.4 are general assumptions on inverse estimates on the discrete functions. We will introduce a class of finite elements in Section 3 that fulfill these conditions. 
Suppose that the grid G on Ω is of width h and order m, that F −1 h : T → T h scales with order 2 for all elements T h , and that S m h fulfills Conditions 2.1, 2.3, and 2.4. For v ∈ W m+1,2 (Ω, M), and v h
Then there exists a constant K 2 depending on v and K but independent of h such that
Proof. First note that it is possible to choose q as proposed. Indeed if 2m < d < 2(m + 1), we distinguish three cases. 
We use Proposition 2.12 to estimate
Thus, if ρ is small enough, we havė
Note that for m = 1, we have
and the O(h −2 )-term vanishes, which yields the assertion. Otherwise, m > max{1,
For d ≤ 6, using the Poincaré inequality, the approximate triangle inequality for D 1,2 , and Condition 2.1, we have
For d > 6, we obtain using Condition 2.4 and the Poincaré inequality
This proves the bound on θ 2,b,G (u h ).
GEODESIC FINITE ELEMENTS
We now introduce one specific way to construct discrete approximation spaces S m h . Geodesic finite elements have been introduced as a means to interpolate data in a Riemannian manifold [18] , and to solve partial differential equations from liquid crystal theory and Cosserat mechanics [38, 39] . 
The following generalization of Lagrangian interpolation was given and motivated in [39] .
. . , l be values at the corresponding Lagrange nodes. We call
m-th order geodesic interpolation on M. The set of all such functions will be denoted by
It is easy to verify that this definition reduces to m-th order Lagrangian interpolation if M = R n and if d(·, ·) denotes the Euclidean distance. We have chosen the letter P to denote these functions to point out that they form a generalization of interpolatory polynomials to nonlinear (even metric) codomains.
For manifolds with either negative sectional curvature, or certain restrictions on the curvature and the v i , well-posedness of the definition for m = 1 is a classic result by Karcher [25] . For m ≥ 2, where the λ i can become negative, well-posedness has been proven in [39] . The following slightly weaker well-posedness result has a much simpler proof. Since the values of ϒ are defined as solutions of a minimization problem, we can also characterize them by the corresponding first-order optimality condition (see, for instance, [25] ). 
As in the linear setting, global finite elements are defined as continuous functions that are interpolants on each grid element. Already in [38] it was observed, that geodesic finite elements are H 1 -functions in the sense of Definition 1.3.
Error Estimates for Geodesic Finite Elements.
In [19] a priori W 1,2 -error estimates were shown for geodesic finite elements. An abstract version of this result is Theorem 2.7.
We now show a priori error bounds in the L 2 -sense. For this, we will show that the assumptions of Theorem 2.13 are fulfilled. This leads to the following theorem. (42) .
Then K can be chosen such that the discrete minimizer
is a local minimizer in V h and fulfills the a priori error estimate
(50) Theorem 3.6 follows if we can show that geodesic finite elements fulfill the assumptions of Theorems 2.7 and 2.13. It is enough to show that the four Conditions 2.1, 2.2, 2.3, and 2.4 are fulfilled. In particular, we will show that the required estimates hold for geodesic interpolants.
Condition 2.1: Interpolation Error Bounds for GFEs
where ρ is small enough such that the geodesic interpolant u I ∈ S m h is well-defined. We begin by considering the a priori bound (17) . Note that (m + 1)-th order derivatives of geodesic finite elements do not vanish in general, as it is the case with Euclidean finite elements. 
holds for the interpolation u I ∈ P m (T, M) of u.
The proposition can be shown by contradiction. Details can be found in [21] . A proof that GFE spaces fulfill the interpolation estimate (18) has appeared in [19] . We state a slightly different version from [21] that has better constants, in particular allowing for geometric estimates for first order finite elements.
and the constant C 17 depends on the shape functions λ i , but is independent of u and M.
The proof is based on the first-order optimality condition (47) and uses a Taylor expansion of the vector field log u I (x) u(y). Proposition 3.7 is used to estimate the smoothness descriptor of u I .
L
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Corollary 3.9. Geodesic finite elements fulfill Condition (2.1).
Estimates (17) and (18) follow directly from Proposition 3.7 and Lemma 3.8 using the scaling properties of D 1,2 and the smoothness descriptor (see Section 1).
Condition 2.2: Interpolation
The variation of geodesic interpolants through geodesic interpolants induces a natural definition of the interpolation of vector fields along a geodesic interpolant. 
We denote the space of all interpolating vector fields alongv by IV (T,v −1 T M).
Note that the interpolating vector fields are generalized Jacobi fields in the same sense as geodesic finite elements are generalized geodesics.
Remark 3.11. The interpolation of vector fields along a discrete functionv is well defined as long as geodesic interpolation of the points expv (a i ) (tV i ) is well defined and smooth for small t. Smoothness follows by smoothness of the geodesic finite element interpolation [38] . Indeed, we can differentiate (47) for ϒ(v 1 (t), . . . , v l (t); x) with respect to t and obtain
, this yields in particular
Note further that for a constant functionv, vector field interpolation corresponds to polynomial interpolation in R n .
Remark 3.12. Geodesic vector field interpolation is defined by variation of geodesic interpolants. However, we can also see it as a variational form of geodesic interpolation on T M with respect to the pseudo-Riemannian metric h g defined by the horizonal lift (see 1.3.2) . By this we mean that if (u i ,V i ) denote values in T M, u I the geodesic interpolation of u i in M, and V I the interpolation of the V i in the sense of Definition 3.10, we have
Note that we do not obtain a minimization formulation of geodesic vector field interpolation as h g is only a pseudo-metric.
We begin by considering the a priori bound (21) . (u I ,V I ) denote the m-th order GFE interpolant of (u,V ) for some m ≥ 1. Then there exists a constant C such that
Proof. Assume the converse, i.e., for all K > 0 assume that there exist
As parallel transport preserves the length, we also have
and thus w.l.o.g.
We define (u ⋆ I ,V ⋆ I ) as the first-order interpolation of (u * i ,V i ⋆ ). By smoothness of the interpolation operator, we have
and thus a contradiction for large K.
In [21] a similar proof to that of Lemma 3.8 in [19] leads to the following. As for functions, the estimates on the elements T h are obtained via the scaling properties of the Sobolev norm and the smoothness descriptor (see Lemma 1.18) .
The restriction on the dimension comes from the fact that geodesic interpolation is only defined for continuous vector fields. If we have a function u ∈ C(Ω, M), and a vector field V ∈ W k,p (Ω, u −1 T M) along u that is of a different smoothness than the base function u, we say that
This notation extends to other specifications of smoothness as well.
In order to generalize to vector fields that may have discontinuities, we use the interpolation of mollified vector fields. Mollification, as well as other techniques to deal with discontinuities like, e.g., Clément-interpolation, always introduce a kind of non-locality, i.e., we cannot expect the estimates (21) and (22) to hold locally on each element T h of the grid anymore. Thus, we weaken Condition 2.2 to the following: 
hold for the grid-dependent smoothness descriptor Θ 2,2,ω h .
As the shape regularity of the grid implies bounded overlap of the ω h , we can view Condition 3.1 as tantamount to Condition 2.2.
Note that we are still restricted to continuous functions, as this is not only needed for point values but also for using coordinates, and the logarithm along a function. Even for smoothing a map u, the radius of the image under u needs to be controllable by the radius of the preimage [25] (although u might be undefined on a set of measure 0).
It is well-known how to define the mollification of a function u ∈ C(Ω, M) [25] , namely, for a small smoothing parameter ε > 0 we define the mollification operator R ε :
at every x ∈ Ω ε := {x ∈ Ω : d R d (x, ∂ Ω) > ε}, where φ ε denotes a standard mollification kernel (cf., e.g., [17] ). This minimization is well-posed for continuous functions u and ε small enough depending on the injectivity radius of M at u(x).
Making use of mollification requires the extension of maps to a fixed larger domainΩ, such that the closure of Ω is contained inΩ. We then choose the mollification parameter ε small enough such that Ω ⊂Ω ε .
Thus, given u h
h T M), we first extend u and V toΩ, and then set
where u h;V (t) ∈ L 1 (Ω, M) with u h;V (0) = u h andu h;V (0) = V . We define a discrete family of maps by first smoothing with a mollification parameter proportional to the discretization parameter h, and then interpolating. Note that the operator I εh :
is only well-defined if the mollified function still fulfills the condition that its values at neighboring Lagrangian nodes are contained in a ρ-ball. Thus, ε has to be small enough to ensure this.
The operator I εh defines an interpolation operator on vector fields by
) denotes the variational field of the family. However, V εI is not defined along the original discrete function u h as I εh u h = u h . To overcome this problem, we could introduce a transport of this vector field to u h and interpolate along this discrete function. This leads to the unfavorable property that the obtained interpolation operator for vector fields does not preserve discrete vector fields.
Borrowing ideas from [3] , we instead restrict the operator I εh to the set of discrete maps in K(ρ) ⊂ S h whose neighboring nodal values at the Lagrangian nodes a i are not further thanρ apart, whereρ is smaller than ρ. Note that we can identify this set with a compact setK(ρ) ⊂ M n l , where n l denotes the number of Lagrange nodes on G. With this identification E εh := I εh | K(ρ) corresponds to an operatorẼ εh :K(ρ) → M n l . We further introduce a dependence on ε, i.e.Ẽ h : v) ) is the identity map and thus invertible. Thus, there exists a neighborhood U v ⊂K(ρ) such thatẼ h is invertible on [0, δ ( v)) × U v . AsK(ρ) is compact, we can use a finite covering and choose a minimal δ to obtain invertibility ofẼ h on [0, δ min ) ×K(ρ).
Thus E εh is invertible, and we define a family of discrete maps by
. This is well-defined for u h;V (t) ∈ K(ρ), i.e., for functions u h such that values at neighboring Lagrange nodes are contained in an openρ-ball, and t small enough. Obviously, the property v h (0) = u h is fulfilled. Finally, we define the interpolation of V by
This defines an operator
that leaves discrete vector fields unchanged.
, we now need to show (58) and (59) for V I on each element T h with corresponding macroelement ω h . As we have F εh • H εh = H εh = H εh • F εh , we will first prove the estimates for V εI , and then use these relations to deduce them for V I . As V εI is defined by subsequent mollification and interpolation, we will begin by considering the effect of mollification.
Proposition 3.16 (Boundedness of mollification). Let T h ∈ G with macro-element
if ε is small enough depending on the curvature of M.
Proof. A variational characterization of V ε is given by
As u is continuous, u ε = R ε u converges to u uniformly on compact subsets. Choosing ε small enough such that
for |x − y| ≤ ε, we can use Proposition 1.20 to estimate
Thus, for k = 0 the bound (62) is fulfilled. As the differential and mollification can be interchanged for functions, i.e., (du α ) ε = du α ε , we can write for
Since for vector fields (∇V ) ε = ∇V ε , we differentiate (63) to obtain
Induction over k by further differentiating (63) yields the assertion. Note that we always obtain a description of the highest-order derivatives of V ε in terms of the same derivatives of V , mixed lower-order derivatives of V , V ε , u, and u ε , and up to k-th order derivatives of the logarithm. Proposition 3.17. Let T h ∈ G with macro-element ω h , and let ε be small enough. Let
such that values of u h at neighboring Lagrange nodes are contained in an openρ-ball, whereρ
Proof. First note that as V εI given by (I εh u h ,V εI ) = H εh (u h ,V ) is defined by subsequent mollification and interpolation, Propositions 3.16 and 3.13 imply
We further have V I = dE −1 εh (I εh u h )(V εI ). Thus, we obtain by the chain rule
where the constant depends on the operator norm dE
εh is defined via the inverse function theorem, it is bounded, as E εh itself is bounded.
In order to prove (22) , we define on vector fields that are in C ∩W 2,b 
Note that D T fulfills an approximate triangle inequality of the form
It can be proven by a technical calculation using Proposition 1.20 to estimate derivatives of log.
This triangle inequality again allows us to consider the effect of mollification separately.
Proposition 3.18 (Error estimate for mollification). Let T h ∈ G with macro-element
Proof. The assertion follows from the variational characterization of V ε (63), Proposition 1.20, and Proposition 3.16. 
the approximate triangle inequality, the definition of H εh as subsequent mollification and interpolation, Propositions 3.18, 3.16, and 3.13, and Lemma 3.14 imply
Further, the approximate triangle inequality in conjunction with H εh • F εh = H εh yields (23) . As the homogeneous smoothness descriptorθ k,p,T h consists of mixed-order derivatives, inverse estimates are more complicated than those for standard Sobolev half-norms. An exception are the first-order smoothness descriptors.
Then such thatθ
where Q is the v i such thatθ 0,p,T ;v i (v) is maximal.
After rescaling by a map F :
The proof follows from Lemma 3.2, norm equivalence in R l , where l is the number of degrees of freedom, and the differentiation of (47). For higher-order smoothness descriptors, we obtain the following. 
The proof follows from differentiation of the first-order condition (47) and using the scaling properties of the smoothness descriptor. Details about both propositions can be found in [21] . 
Condition 2.4: Inverse Estimates for Differences of GFEs.
In this section we want to show inverse estimates for differences of geodesic finite elements. Note that this is not the same as inverse estimates for corresponding discrete vector fields, as in general the vector field describing a difference, in our notation log v h w h for v h , w h ∈ S m h , will not be in IV (Ω, v
Inverse estimates for discrete vector fields can be obtained analogously to the ones for discrete functions. Thus, one valid approach to prove Condition 2.4 is to show that for discrete functions v h , w h ∈ S m h a discrete Sobolev distance defined by
is equivalent to the distance d W 1,p that was defined without interpolation of the vector field log v h w h . As this uses almost the same arguments as a direct proof of Condition 2.4, we will do the latter. As Condition 2.4 is about inverse estimates and thus can only be valid for discrete functions, we will in the following drop the lower index h on the discrete functions for brevity of notation as there is no ambiguity. Further we will assume that G is a grid of width h and order m, such that F −1 h : T → T h scales with order 2 for every T h ∈ G.
Proof. We can write for any
Thus,
The class of vector fields of the form
is isomorphic to the finite-dimensional product space Π l i=1 T u i M. Thus, standard arguments for the norm equivalence can be applied on a reference element and scaled to the grid.
Proof. First derivatives of geodesic finite elements fulfill the identity 
Thus, we can estimate
EXAMPLE: THE HARMONIC ENERGY
In Section 2 we have made some fairly strong assumptions on the energy, namely that it is elliptic and predominantly quadratic. In this section we show that these assumptions are satisfied by the harmonic energy J : W 1,2 (Ω, M) → R defined by 
The harmonic energy for functions into R n is the prototypic example of an elliptic quadratic energy. For functions into a Riemannian manifold it has also served as the typical elliptic example in [19] . The theory of stationary points of this energy, so-called harmonic maps, is well-developed (see, e.g., [14, 15, 24] ). We will show that for smooth manifolds with bounds on the sectional curvature, the harmonic energy fulfills the assumptions of Theorem 2.13. In combination with Section 3 this provides a priori L 2 -discretization error estimates for geodesic finite element approximation of harmonic maps. Corresponding numerical studies can be found in [38] and [39] . Other discretization methods have been employed in [6, 5, 1, 28] .
We continue to assume that Ω ⊂ R d is a bounded domain with ∂ Ω be in C 2 . For simplicity we assume that the given boundary and homotopy data φ ∈ C(Ω, M), can be attained on the Dirichlet boundary exactly by m-th order geodesic finite elements on a given grid G of width h and order m. This last restriction can be waived by suitable approximation arguments [19] .
As the assumptions of Theorem 2.7 are included in the assumptions of Theorem 2.13, they will also be discussed there. Proof. The proof is based on direct calculation of the second variation (see, e.g., [14, 24] ). Let u ∈ W Using Hölder's inequality and the Sobolev embedding theorem, we can easily see that J fulfills (15) with Λ = 1 + K 2 Rm g C 22 (q, Ω) 2 . If M has nonpositive sectional curvature, then
so that we obtain (14) with λ = The discretization error bounds presented in Section 2 always assume existence of solutions with a certain regularity. The topic of existence and regularity of harmonic maps is extensively studied in the literature. For an overview see for example [14, 15, 23] . In particular, we have the following. Ellipticity and the existence of smooth solutions is enough to obtain a priori bounds for the H 1 -discretization error (cf. Theorem 2.7 and [19] ). In order to apply Theorem 2.13, i.e., obtain L 2 -error bounds as well, we need to show that J is also predominantly quadratic. Proof. The deformation problem (74) is essentially a linear system of elliptic equations in divergence form. One can use coordinates to write the covariant derivatives in terms of ordinary derivatives and Christoffel symbols to see this. As u ∈ W 1,q K , the coefficients are smooth enough to apply standard theory for linear systems of elliptic equations (see, e.g., [27] ) to obtain an estimate of the form
whereŴ is the coordinate vector for W . As u ∈ W 2,b (Ω, M), we can estimate the covariant norm by the coordinate one and obtain
An alternative proof directly shows H 2 -regularity as the standard theory does, using parallel transport to define difference quotients for vector fields V along u. Details can be found in the appendix of [21] .
Summing up, the harmonic energy fulfills all assumptions of Theorem 2.13, and we obtain the following discretization error bound. 
