Abstract: Some problems in the field of health or industry require to obtain information from the inside of a body without using invasive methods. Some techniques are able to get qualitative images. However, these images are not enough to solve some problems that require an accurate knowledge. Normally, the tomography processes are used to explore inside of a body. In this particular case, we are using the method called Electrical Impedance Tomography (EIT). The basic operation of this method is as follows: (1) The electrical potential difference is measured in the electrodes placed around the body. This part is known as forward model. (2) Get information from the inside of the body using the measured voltages. This problem is known as inverse problem. There are several approximations to solve this inverse problem. However, these solutions are focused on obtaining qualitative images. In this paper, we show the main challenges of how to obtain quantitative knowledge when Machine Learning techniques are used to solve this inverse problem.
Introduction
Certain medical and industrial problems need to get information from the inside of a body without damaging it. There are techniques able to get qualitative images about the distribution of some physical characteristic of a particular body. However, these images are not useful to solve problems that require a quantitative knowledge of a concrete physical feature. One of the ways to get this knowledge is using tomography processes, which explore the inside of a body in a non-invasive way. In this paper, we have focused our efforts on the tomography process called Electrical Impedance Tomography (EIT). We have chosen EIT because it can be useful for both medicine and industry due to the fact it is easy to deploy.
Signals obtained through a tomography process are used to solve an ill-posed [1, 2] nonlinear inverse problem with the purpose of obtaining the distribution of a physical characteristic. To deal with this mathematical problem exist different approaches. On the one hand, some techniques apply iterative algorithms [3, 4] . They are quite accurate but they demand a lot of time and large computing capacity. On the other hand, there are some algorithms that assume some linearity in the response of the body. These algorithms are fast but inaccurate [5, 6] .
In this paper, we show what are the main challenges to solve this inverse problem in an accurate and fast way thanks to Machine Learning (ML) techniques. Some previous work [7] [8] [9] explore the possibility of using ML to solve the inverse problem. However, their focus is on reconstructing the images from a qualitative point of view instead of quantitative.
Challenges
The first problem is to get an appropriate dataset. Because there is not a dataset large enough to train the models, it is necessary to generate it. This new dataset must contain simulations of bodies with distributions and volumes of different physical properties. In addition, it is necessary to take into account the position and dimensions of the electrodes used. Once this set has been generated, it is necessary to simulate the tomographic processes to each body. In the case of EIT, the software EIDORS [10] is appropriate to perform this simulation. After the simulation is done, noise should be added to make the signals more similar to those obtained in a real environment. This implies studying and defining an appropriate function that allows the signals to be distorted in an appropriate way.
The second challenge is to train different algorithms of Machine Learning, with the objective of making a comparison that allows identifying the algorithms that best adapt to this type of highly non-linear problem. It must be taken into account that the final algorithm must be robust to the noise of the sensors, the body shape and the position of the sensors. Furthermore, to be able to train so many different models, it is necessary to have available a large computing capacity and a lot of storage. At the same time, this implies to carry out an efficient management of the computational resources.
The third challenge (very related to the previous one) is to develop adequate metrics for the training of the algorithms. Traditional metrics do not seem appropriate due to the atypical unbalance between inputs and outputs (many more outputs than inputs).
The fourth problem is the validation of the final algorithm. This implies testing the model with a real test set that has been obtained through tomographic tests.
Results
We have done some initial tests using Artificial Neural Networks. To perform these first tests, we have made various simplifications. For example, we have maintained the same body shape and we have not introduced noise in the measurements of the sensors. Having this in mind, the results obtained are very interesting and promising taking into account the complex nature of the problem.
