In the present paper, we build a bridge between Conway-Coxeter friezes and rational tangles through the Kauffman bracket polynomials. One can compute a Kauffman bracket polynomials attached to rational links by using Conway-Coxeter friezes. As an application one can give a complete invariant on Conway-Coxeter friezes of zigzag-type.
Introduction
A Conway-Coxeter frieze (abbreviated by CCF) was introduced in 1973 as some frieze pattern, which is given by arranging positive integers under the "unimodular" rule related to elements of SL(2, Z), and it was classified via triangulated polygons [6, 7] . CCF's are related to cluster algebras, that are introduced by Fomin and Zelevinsky in [12, 13] at the first decades of the 21st century. Cluster algebras are a class of commutative algebras which was shown to be connected to various areas of mathematics, including Lie theory, Poisson geometry, Teichmüller theory, mathematical physics and representation theory of algebras. A cluster algebra is generated by cluster variables, obtained recursively by a combinatorial process known as mutation starting from cluster variables. In order to compute cluster variables, one may use CCF's. Various relationships are known between CCF's and cluster algebras of type A n ( [12, 13] ).
On the other hand, the Kauffman bracket polynomial is very important tool for studying knot theory and mathematical physics. It is a regular isotopy invariant of link diagrams, and the Jones polynomial of links can be recursively computed from it [15] . The Kauffman bracket polynomial is naturally extended to that of tangles, which are 1-dimensional topological objects introduced by Conway [4] to classify knots and links in combinatorial and algebraic. As an important class of tangles there is a set of rational tangles, that are completely classified by rational numbers.
The purpose of the paper is to build a bridge between CCF's and rational tangles through the Kauffman bracket polynomials. To do this we need a formula found by Shuji Yamada in 1995 for computing the Kauffman bracket polynomials of rational tangles by using triangles associated with Farey neighbors of rational numbers [24] . Unfortunately, it seems that a proof of the formula is not elsewhere. In this paper, so after proving of his formula rewritten as our version, we show that the Kauffman bracket polynomial can be defined for CCF's of zigzagtype. Here, "zigzag-type" means that CCF's are generated by words consisting of L and R (see Subsection 3.2 for detail). Various properties of the Kauffman bracket polynomial of CCF's are described and shown. Furthermore, combining the Conway's classification result of rational tangles with our consideration on the Kauffman bracket polynomial of CCF's, a complete invariant of CCF's of zigzag-type is given.
We expect for this method to define and compute Kauffman bracket polynomials for frieze patterns associated to cluster algebras of other type, and also expect that our method would be useful to study analytic number theory.
This paper is organized as follows. In Section 2, after recalling the definition of Kauffman bracket polynomials of tangle diagrams, based on Conway's classification result of rational tangles, we explain the method of construction of the rational tangle diagram T ( p q ) corresponding to an irreducible fraction p q via its continued fraction expression. We also explain the definition of Yamada's ancestor triangles, and give the proof of a reformulated version of Yamada's formula [24] for computing the Kauffman bracket of T ( p q ) by ancestor triangles. In Section 3, Conway-Coxeter friezes of zigzag-type are discussed, and it is shown that for such a Conway-Coxeter frieze Γ the Kauffman bracket polynomial Γ can be defined. We give a recursive formula for computing Γ by LR words, and derive various properties of Γ .
In Section 4, a complete invariant of Conway-Coxeter friezes of zigzag-type is given by using the Kauffman bracket polynomial.
In the final section we explain that the main results in Section 3 can be recognized in the viewpoint of deleting "trigonometric-curves" in a Conway-Coxeter frieze.
Kauffman bracket polynomials corresponding to fractions
There are many known formulae to compute Kauffman bracket polynomials of rational tangles and Jones polynomial of rational links [14, 20, 21, 18, 22] . In 1995 Shuji Yamada also found a unique formula to compute such polynomials by using Farey neighbors up to units [24] . His formula is great useful to examine relationship with Conway-Coxeter friezes and Markov triples [17] . In this section we explain his idea and introduce a modified formula with no ambiguity, which is given in Theorems 2.8 and 2.10. Therefore, one can explicitly compute the value of the Kauffman bracket of a given rational tangle diagram by Yamada's formula.
Kauffman brackets of rational tangles
In this subsection, we review definitions and properties of rational tangles and the Kauffman bracket polynomials for them. For the basic theory of knots and links, we refer the reader to [1, 9] for example.
First let us recall the recursive definition of the Kauffman bracket polynomial for link diagrams. Let Λ be the Laurent polynomial ring Z[A, A −1 ]. For each link diagram D, the Kauffman bracket polynomial D ∈ Λ is computed by applying the following rules repeatedly.
Here, although three illustrations in (KB1) only express insides in a small ball, the equation (KB1) should be viewed as an equation between Kauffman brackets for three link diagrams such that they are different only in the small ball and identical on the exterior. In (KB2), D expresses a link diagram such that D and a simple closed curve are splittable by a planar isotopy.
The Kauffman bracket D is a regular isotopy invariant of D, that is, it is invariant under Reidemeister moves II and III. On the other hand, under Reidemeister move I it behaves as
However, it is well-known by Kauffman [15] that after taking a suitable normalization and changing the parameter we have an ambient isotopy invariant of oriented links, which coincides with Jones polynomial. The notion of a tangle (diagram) was introduced by Conway [4] to make a list of knots and links in the order of fewer crossing numbers. By a tangle we mean a compact 1-dimensional manifold properly embedded in the standard 3-ball B 3 which intersects with the boundary of B 3 only at the specific four points (0, −
). Two tangles are called equivalent if one is deformed other by an isotopy of B 3 fixing the boundary at pointwise. As the same in the case of knots and links, any tangle can be represented by a tangle diagram, which obtained by projecting the tangle to the standard disk D 2 via the map π : R 3 −→ R 2 , π(x, y, z) = (y, z) as depicted in Figure 1 . The Kauffman bracket is also defined for a tangle diagram and can be computed by the same rules (KB1) and (KB2). However, in the tangle case, it takes a value in rank 2 free Λ-module For a tangle diagram T , we denote the Kauffman bracket polynomial by T , and define
which are also regular isotopy invariants.
Let T be a tangle diagram. By closing endpoints of T , two link diagrams N (T ) and D(T ) are obtained as in Figure 3 . N (T ) and D(T ) are called the numerator and the denominator of T , respectively. The Kauffman bracket polynomials of N (T ) and D(T ) can be computed from that of T as follows.
2)
Let us consider the two maps v : Λ 2 −→ Λ and (−) rot :
for a, b ∈ Λ. Then, the equations (2.2) and (2.3) can be rewritten as
There are three operations on tangle diagrams, which are called the mirror image, rotation and inversion denoted by −T, T rot , T in for a tangle diagram T , respectively. −T and T rot are given by −T := (the tangle diagram obtained from T by changing all crossings), and T in is given by the composition (−T ) rot = −(T rot ), that is pictorially represented as
Let (−) be the Z-linear map from Λ to Λ defined by
and define a map (−)
For an integer n, we denote by [n] and The tangle diagrams [n] and
1
[n] are called an integer tangle and a vertical tangle, respectively. It may be regarded as
For tangle diagrams T, U we have tangle diagrams T ⊲⊳ U and T * U defined by
The tangle diagrams T ⊲⊳ U and T * U are called the sum and the product of T, U . By definition the following equations hold.
Lemma 2.2. For a positive integer n,
By (2.9) and Lemma 2.2 we have:
Lemma 2.3. Let T be a tangle diagram, and n be a positive integer. Then
where d(
.
Conway [4] also introduced the notion of a rational tangle, and showed that there is a oneto-one correspondence between the set of rational tangles up to isotopy and Q ∪ {∞}. The correspondence is given through continued fractions as follows. Let p q be an irreducible fraction, and expand it as a continued fraction p q = a 0 + 1
where a 0 ∈ Z, a 1 , a 2 , . . . , a n ∈ N. We denote the right-hand side of (2.10) by [a 0 ; a 1 , a 2 , . . . , a n ]. Note that the expansion (2.10) is unique if the parity of n is specified. We choose n as an even integer, and define a tangle diagram T ( p q ) by [9, Chapter 8] , [5] , [10] and [16] ).
Example 2.4. Let m, n be positive integers.
(1) By Lemma 2.2(1) and (2)
(2) By Lemmas 2.2(3) and 2.3
Farey sums of fractions and the Stern-Brocot tree
From now on, an irreducible fraction For a proof of the above lemma see [2, Theorem 3.9] or [17, Lemma 3.5] . For study on (positive) rational numbers the Stern-Brocot tree [3, 23] is useful. This tree is an infinite binary tree in which the vertices correspond to the positive rational numbers, and The Kauffman bracket polynomial of the rational tangle diagram T (α) corresponding to a rational number α ∈ Q∩(0, 1) can be computed by using the extended graph of the Stern-Brocot tree by adding 0 1 up to powers ±A ±1 as follows. (i) Start from α, and combine by edges upward successively rational numbers, which have relations as parents and mediants (In the Stern-Brocot tree we only have to add edges between disconnected pairs of a parent and its mediant).
(ii) Repeat the above procedure until the path arrives at We see that the obtained Laurent polynomial of t coincides with the Kauffman bracket polynomial T (α) up to powers ±A ±1 , provided that t = A 4 is substituted. This result will be shown in Subsection 3.3.
Yamada's reconstruction of the Kauffman brackets for rational tangles
Yamada [24] introduced the concept of an ancestor triangle of a rational number to compute the Kauffman bracket polynomial for rational knots and links from Farey neighbors. The ancestor triangle naturally appears in steps of the process which is mentioned in the previous subsection. Let us explain Yamada's formulation of the Kauffman bracket polynomial for rational tangles based on ancestor triangles. Let Q + be the set of all positive rational numbers. For each α ∈ Q + − {0}, we denote by r(α) and l(α) the numbers of edges on the right and left oblique sides of the Yamada's ancestor triangle of α, respectively. We also set for * = 0, ∞ P * (α) := {the descending paths from * to α}, and for γ ∈ P ∞ (α) ∪ P 0 (α) denote by w R (γ) and w L (γ) the numbers of fundamental triangles in the right-hand and left-hand sides of γ, respectively. Let us define a map φ :
Thus, the Yamada's ancestor triangle of is given by the left-hand side in Figure 7 . In this case r(α) = 2, l(α) = 4, and for the path γ depicted in the right-hand side in Figure 7 , 14) and the recursive equation
where x, y, z ∈ Q + ∪ {∞}, and (y, z) is the pair of parents of x.
Proof. Write as y = 
and Figure 8 ).
In the case of q − s < 0 we see that (2.15) may also be shown by the same argument above.
Note that by (2.4) and (2.15)
for x, y, z ∈ Q + ∪ {∞} so that (y, z) is the pair of parents of x, and
for α ∈ Q + − {0}. So, it is a Laurent polynomial in variable −A 4 . From the above formulation we have:
Corollary 2.9. Define a functionφ :
where x, y, z ∈ Q + ∪ {∞} and (y, z) is the pair of parents of x, and for a positive integer
where tr is a map from Λ 2 to Λ defined by
Yamada [24, Theorem 1] found that the value v(φ(α)) coincides with the Kauffman bracket of D(T (α)) up to powers of A ±1 (see also Theorem 2.10 below). This means that the computation of Jones polynomial of rational knots and links is essentially reduced to that of the function φ.
The following theorem is an explicit version of [24, Theorem 1].
Theorem 2.10. Let a 1 , . . . , a n be positive integers, and a 0 be a non-negative integer. If n is even, then
. . , a n−1 , a n ]) , and if n is odd, then
Before verifying the above theorem, let us observe its statement is true for the case where n is small. Example 2.11. (1) Let n be a positive integer. Since Thus, r(
. . , n − 1, and γ n :
(2) By a similar argument, it can be shown that T ( , we see that
. By repeating this process and using Example 2.4(2) we have
(2) Let l, m, n be positive integers, n ≥ 2, and α = l + 
Similarly, one can show that
for positive integers l, m, n by using
Proof of Theorem 2.10.
For n = 0, 1, 2 the theorem has already verified in Examples 2.11 and 2.12. Let n ≥ 3, and assume that the statement is true for n − 1.
Let n ≥ 3 be odd. If a n = 1, then
Let k be a positive integer, and assume that the statement is true for the case of a n = k. If a n = k + 1, then [a 0 ; a 1 , . . . , a n−1 ], [a 0 ; a 1 , . . . , a n − 1] are Farey neighbors, and [a 0 ; a 1 , . . . , a n ] = [a 0 ; a 1 , . . . , a n−1 ]♯[a 0 ; a 1 , . . . , a n − 1]. Thus, by Theorem 2.8 we have
By a similar argument we see that the statement is true for the case where n ≥ 4 is even.
By combining Theorems 2.8 and 2.10, we obtain a formula for the Kauffman bracket polynomials of rational tangle diagrams to compute it based on Farey neighbors. In this section first we introduce two operations i(w) and r(w) for LR words w, and examine these properties related to rational numbers. Next, we explain the definition of Conway-Coxeter friezes of zigzag-type, and show that the Kauffman bracket polynomial can be also defined for them by composing the functions v and φ defined in (2.4) and (2.13). In the final subsection we derive various properties of the Kauffman bracket polynomial for Conway-Coxeter friezes.
Irreducible fractions and LR words
Any downward path in the Stern-Brocot tree can be represented by an LR word, which is obtained by recording L or R depending on a leftward or rightward walking. If we fix a starting number, then the above LR word is uniquely determined. In this paper, for a rational number α in the open interval (0, 1) we choose 1 2 as the starting number of downward paths. The reason why we adopt this definition comes from a relationship with Conway-Coxeter friezes. For the same reason we consider the inverse ordering of an LR word, and denote the resulting word by w(α), and call it the LR word associated to α.
LR words of Farey sums can be known by those of Farey neighbors. 
where ℓ(−) denotes the length function on the words. We denote the right-hand side of (3.1) by w ∨ w ′ . For an LR word w we denote by i(w) the word obtained by changing L with R, and by r(w) the word obtained by reversing the order. (2) Let w, w ′ be LR words such that their corresponding irreducible fractions are Farey neighbors. Then
Proof. Parts (1) and (2) are proved by induction on the lengths of LR words at the same time.
First we show that the lemma is true for the LR words with length 0 or 1.
If an LR word has length 0, then it is w 1 := w 1 2 = ∅, and if it has length 1, then it is
we see that Part (1) holds for the LR words with length 0 or 1. 
Thus Part (1) holds for the LR words with length d. By the same argument we see that Part (2) also holds for any LR words w 1 , w 2 with length less than or equal to d such that the corresponding fractions are Farey neighbors. 
Proof. This lemma is proved by induction on the length of LR words as the proof of Lemma 3.5.
The irreducible fractions which correspond to ∅, L, R are
, respectively. It can be easily verified that the formulae in the lemma are satisfied for these LR words.
Assume
Here at ( * 1) we use ℓ w
and Lemma 3.2. We also use at ( * 2) a similar inequality and Lemma 3.2.
Next, we consider the case ℓ(w 1 ) > ℓ(w 2 ). Then,
. By the same argument in the case ℓ(w 2 ) > ℓ(w 1 ), one can show that wL = w
. This shows that the lemma holds for the LR words with length d. For an LR word w we denote by (ir)(w) the LR word obtained by the composition of i and r. Proof. This lemma is shown by induction on the length of LR words. For the LR words ∅, L, R the equations in the lemma are satisfied as follows: • If w = R, then r(w) = R = w 
In the case of ℓ(w 1 ) < ℓ(w 2 ) we see that w = Lw 2 and p ≤ r, q ≤ s, and Figure 12 is an example of a Conway-Coxeter frieze. This CCF is constructed from the initial condition given in Figure 10 , which consists of a 1-zigzag line of type L 2 R 2 L (see Figure 11 ). Figure 12 : 
The Kauffman bracket polynomials of Conway-Coxeter friezes
As viewed in the previous subsection any LR word w determines a Conway-Coxeter frieze, which is denoted by CCF(w) or Γ(w). However, the converse is not true since it can be also represented as CCF(ir(w)). In fact, it is known by Coxeter [8] that a Conway-Coxeter frieze has a symmetry of glide-refection. In other words, it has a fundamental domain under horizontal translations and the reflection with respect to the middle horizontal line (see also [19] for this statement). In this subsection we show that the Kauffman bracket polynomial of Conway-Coxeter friezes can be defined up to replacing A with A −1 , and it has some interesting properties.
Any rational number α in the open interval (0, 1) has a continued fraction expansion such as α = [0; a 1 , a 2 , . . . , a n−1 , a n ] with an even integer n. Then we set ir(α) := [0; a n , a n−1 , . . . , a 1 ].
This operation corresponds just to the operation ir for LR words as shown below. Since ℓ w ([0; a m , . . . , a 2 ] ) < ℓ w ([0; a m , . . . , a 1 ]) by Remark 3.3, it follows from Lemma 3.2 that Lw ([0; a m , . . . , a 2 , a 1 ]) = w([0; a m , . . . , a 1 , 1] ). Thus (ir)(wR) = w ([0; a m , . . . , a 1 , 1]) .
Next, let us consider wL, and write i(w) = w([0; a 1 , . . . , a m ]) for some odd integer m. By Corollary 3.7 we have wL = w ([0; 2, a 1 − 1, a 2 , . . . , a m ] ), and (ir)(wL) = R(ir)(w) = Rw ([0; a m , . . . , a 2 , a 1 − 1, 1] ). Since m is odd, 
Proof. Write in the form α = p q as an irreducible fraction, and expand it as a continued fraction: p q = [0; a 1 , . . . , a n−1 , a n ], where n is even, and a 1 , . . . , a n are positive integers. By Theorem 2.10 and (2.7) then
On the other hand, setting ir(α) = [0; a n , a n−1 , . . . ,
Since n is even and p ′ q ′ = [0; a n , a n−1 , . . . , a 1 ], we have
Here ∼ means what they are regular isotopic. Therefore,
This shows that v φ(ir(α))
Definition 3.13. For a Conway-Coxeter frieze Γ of zigzag-type we write Γ = CCF(w) by using an LR word w. Let α be the corresponding rational number of w, and define
We call it the Kauffman bracket polynomial of the Conway-Coxeter frieze Γ. By Theorem 3.12 it is well-defined up to replacing A with A −1 .
One can inductively compute the Kauffman bracket polynomial Γ(w) of a Conway-Coxeter frieze Γ(w) with a given word w as the following theorem.
Theorem 3.14.
and for LR words w, w ′ such that these corresponding rational numbers are Farey neighbors,
In particular, for a positive integer k and an LR word w 
We note that the Conway-Coxeter frieze ⊥(Γ) coincides with CCF(i(w)) if Γ = CCF(w) for some LR word w. Proof. It is enough to show that for an LR word w v φ i(w) = v(φ(w)) (3.5) under the identification of the set of LR words and Q ∩ (0, 1). We show it by induction on the length of LR words. It can be easily shown that (3.5) holds for any LR word with length less than or equal to 1. Assume that (3.5) holds for all LR words with length less than d. Let w be an LR word with length d. Take LR words w 1 , w 2 such that w = w 1 ∨ w 2 , and write as w 1 = w 
Thus (3.5) holds for w.
Remark 3.16. Let w be an LR word, and α, β be the corresponding rational numbers to w, r(w), respectively. Then by Theorems 3.12 and 3.15 we have v(φ(α)) = v(φ(β)).
Combining (3.5) with Lemma 3.5 (1) we have:
Example 3.18. For w = L 3 R we set Γ := CCF(w). As it has previously observed, then ⊥(Γ) is the Conway-Coxeter frieze associated to i(w) = R 3 L and ⊥(Γ) = Γ by Theorem 3.15. This equation is induced from v φ 4 9 = v φ 5 9 since w and i(w) correspond to the rational numbers (1) the minimum and maximum degrees of Γ(w) are −4(|w| L + 1) and 4(|w| R + 1), respectively,
Proof. In this proof t stands for A 4 , and the minimum and the maximum degrees of Γ(w) are counted as quarters. This theorem can be proved by induction on ℓ(w). As the first step of induction we will check that the statement is true for w = L a , R a , R a L b and L a R b with some positive integers a, b.
It is easily verified for
. Therefore by applying an induction argument, it can be shown that the statement is true for w = L a for all positive integers a.
. By an induction argument again it follows that the statement in the theorem is true for w = R a L b for all positive integers a, b.
Applying the operation i to R a and L a R b and using the equation (3.5) we see that the statement is true for such all words.
Next, let l be a positive integer, and assume that the statement is true for all words w 1 with ℓ(w 1 ) ≤ l. It is sufficient to show that it is also true for Lw 1 and Rw 1 in the situation that w 1 is written in the form w 1 = L a Rw 2 or w 1 = R a Lw 2 for some positive integer a and some LR word w 2 . Let 
Complete invariants on Conway-Coxeter friezes of zigzag-type
Let us recall the computation method of the Kauffman bracket of the rational tangle diagram T (α) associated with a rational number α using the Stern-Brocot tree described in Subsection 2.2. Instead of the step (iv) in that process, we take the product of all −t ±1 on the path from α to 1 2 , and take the sum of them running over such all paths. We denote the resulting Laurent polynomial by Q α (t). Similarly take the product of all −t ±1 on the path from α to 1 1 (or equivalently 0 1 ), and take the sum of them running over such all paths. We denote the resulting Laurent polynomial by R α (t). Then the Kauffman bracket polynomial of the Conway-Coxeter frieze Γ(w(α)) can be computed by the formula:
for substituting t = A 4 . To derive the equation we define
(t) = −t −1 , and if (y, z) is the pair of parents of x ∈ Q ∩ (0, 1), then
Proof. Parts (1) and (2) are direct consequences of the definitions of Q α (t) and R α (t). Let us show Part (3). We set α = p q as an irreducible fraction. If 2p > q, then by Part (2)
It follows that
Similarly the same formula can be obtained in the case of 2p < q.
Proposition 4.2. Let α = p q be an rational number in (0, 1).
Proof. If 
(ii) Suppose that 2p ≥ q, 2r > s, and
Since the pair of parents of 
Part (2) can be shown as the same manner of the proof of Part (1) by using the fact that the pair of parents of From Proposition 4.2 we get immediately the following result, which is announced in [17] . 
Proof. Set α = Figure 14 , the associated Kauffman bracket polynomials D(
are determined by using a "sincurve" and a "cos-curve" in a CCF whose maximum value is M . In order to compute D( s M ) one may take the following steps:
(i) First of all, make such a CCF as follows. Place a natural number in the diamond type surrounding M . Since each small diamond is an element of SL(2, Z) and M is the maximum value, all other natural numbers in the CCF are determined from M . We write this CCF by Γ. (ii) Next, consider a "sine-curve" (magenta line) and a "cosine-curve" (blue line) passing through the maximum value "M " in the CCF Γ. We can solve the equations from the maximality of 19 and have the CCF corresponding to 7 19 as Figure 
D(RL
Consider the yellow sinusoidal curve and the blue cosine-curve passing through the maximum value "19" in the RL 2 RL-type Conway-Coxeter frieze. At the "19" in D(RL 2 RL) 1 then the yellow sine-curve is minus until it passes through it, plus up to the next "19", minus after exceeding it, while the blue cosine-curve is minus up to "19" in D(RL 2 RL) 1 . Before exceeding it, it increases to the next "19", and after exceeding it, it is minus, and so on (see Figure 19 ). (ii) Draw a line so that the number at the vertex of the triangle is the sum of the numbers at the bottom two vertices.
(iii) Add signs so that a line segment with plus and minus appears from the vertex of the triangle. (The signs on the left end of the large triangle are all minus, and the signs on the right end are all plus, so the signs of other line segments are determined naturally.) Next, consider the path going from "19" to the lower left "1"(= 1 ) and the lower right "1" (= 1 ), starting with "19", followed by a path whose numbers decrease, which is shown graphically on the right side of Figure 21 . 
