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Capitolo 1 
Introduzione 
 
 
1.1 Scopo del lavoro 
Lo scopo principale di questa tesi è quello di realizzare un sistema 
per la misurazione dei tempi di esecuzione di software per sistemi 
embedded, per dare uno strumento in più per lo sviluppo e il 
debugging di questi sistemi.  
La spinta ad affrontare queste problematiche è data dalla continua 
diffusione di tali sistemi. 
Il progetto e la realizzazione di un sistema embedded riguardano 
diversi campi dell’ingegneria: a partire dall’elettronica, per quanto 
riguarda la parte hardware, fino  all’ingegneria del software, con 
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puntate, in taluni casi, verso la meccanica, la fisica e le 
telecomunicazioni, a seconda del compito da far svolgere al sistema. 
Questa tesi si occupa di progettare e realizzare la parte di conteggio 
dei tempi di esecuzione dei vari task e porzioni di codice dei task di 
un software, allo scopo permettere al progettista di ottimizzare le 
performance e intervenire in caso di problemi di tempistica. 
Nel corso di questa tesi si presenta in particolare una delle modalità 
di progetto e di sviluppo conosciute dei sistemi embedded. 
Negli ultimi anni si stanno diffondendo tecniche di progetto 
cosiddette Hw/Sw co-design, in cui i vari settori dell’ingegneria 
prima menzionati sono chiamati ad una collaborazione più stretta di 
quanto avveniva in passato. 
 
1.2 Contenuto della relazione 
Ogni capitolo delle presente relazione è articolato come segue: 
• Nel Capitolo 2 viene offerta una visione panoramica e breve 
dei sistemi embedded; 
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• Nel Capitolo 3 viene descritta a grandi linee l’architettura 
Nios; 
• Nel Capitolo 4 viene descritta l’architettura del Tracer 
Hardware; 
• Nel Capitolo 5 viene presentata la realizzazione del progetto 
in Java; 
• Il Capitolo 6 è dedicato alle conclusioni sul lavoro svolto. 
 CAP. 2 – I SISTEMI EMBEDDED 
Capitolo 2 
I sistemi embedded 
Una definizione rigorosa ed riconosciuta universalmente di “sistema 
embedded” non è ancora stata accettata, tuttavia comunemente viene 
inclusa in questa categoria ogni apparecchiatura  elettronica che 
svolge una specifica funzione all’interno (da qui il termine 
embedded, “immerso”) di un sistema più grande che interagisca con 
l’ambiente circostante. 
Nel corso degli  anni questi sistemi si sono diffusi sempre di più in 
molti ambiti applicativi, alcuni dei quali sono: 
•  prodotti di consumo (videocamere, telefoni cellulari, lettori 
CD, lettori mp3); 
•  autoveicoli: sistemi di sicurezza attiva (controllo della 
frenata, della trazione, della tenuta di strada), di sicurezza 
passiva (ABS, airbags), gestione elettronica del motore, 
gestione dell’acceleratore; 
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•   mezzi di trasporto su rotaia (treni, metropolitane), aviazione 
sia militare che civile, navi, ecc... 
• industrie, per quanto riguarda ad esempio il controllo dei 
processi. 
Ai classici ambiti sopradetti in cui trovano applicazione i sistemi 
embedded, se ne aggiungono altri che si stanno diffondendo 
recentemente: 
• nuove applicazioni multimediali :ad esempio server per video 
conferenze, TV on demand, telefonia su Internet (VoIP); 
• prodotti di uso comune: PDA ( Personal Digital Assistants), 
game box interattive 
E’ importante notare  che la diffusione di questi sistemi è in continua 
evoluzione, al punto che il numero di microcontrollori venduti ogni 
anno per la realizzazione di sistemi embedded è attualmente dell’ 
ordine di qualche miliardo di unità, mentre il numero di processori 
venduti per i sistemi general purpose (tra cui i Personal Computer) è 
intorno alle centinaia di milioni di unità. Attualmente, in termini 
monetari, i volumi di affari sono pressochè uguali, infatti i processori 
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utilizzati nei PC sono dispositivi molto sofisticati e dunque costosi, 
quelli utilizzati nei sistemi embedded sono spesso dei semplici 
microcontrollori ad 8, 16 e a volte, a 32 bit. 
2.1 Caratteristiche 
Ogni sistema embedded presenta un set di caratteristiche che 
impongono dei vincoli che devono essere rispettati in fase di 
progettazione del sistema stesso. 
Elenchiamo di seguito queste caratteristiche: 
Applicazione specifica: il sistema è progettato per svolgere una 
precisa funzione nota a priori (a differenza di quanto accade per i 
sistemi general purpose). Questa caratteristica  può consentire di 
adottare delle ottimizzazioni: ad esempio si potrebbe realizzare tutto 
il sistema in hardware per favorire una elevata efficienza, ma questa 
soluzione non viene quasi mai adottata perché, oltre agli elevati 
costi, non permette  di avere la flessibilità che serve per apportare 
aggiornamenti e differenziare il prodotto). 
Reattività e real-time: il sistema compie le proprie elaborazioni in 
seguito a segnali che, attraverso dei sensori,  arrivano dal mondo 
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esterno, operando su di esso mediante degli attuatori. Questo è il 
concetto di reattività che spesso si affianca al fatto che il sistema 
presenta dei requisiti real-time, e cioè che il risultato dipende non 
solo dal valore di ritorno ma anche dal tempo in cui i valori sono 
prodotti. A livello di design questo si traduce in molti casi nella 
presenza di deadline che il sistema deve rispettare nel compiere certe 
operazioni. Uno dei problemi che il progettista si trova ad affrontare 
è di poter determinare il caso peggiore  per poter verificare se i 
vincoli temporali imposti vengono rispettati. 
Sistema distribuito: è molto frequente la situazione in cui sono 
presenti più microcontrollori che comunicano tra loro attraverso 
opportuni collegamenti. Questo avviene essenzialmente per ragioni 
economiche: ad esempio risulta meno dispendioso utilizzare 4 
microcontrollori ad 8 bit interconnessi, piuttosto che un unico 
microcontrollore a 32 bit. Questa soluzione è adottata nel momento 
in cui si devono gestire processi critici su processori distinti o si deve 
far fronte alla situazione in cui il sistema controllato dal sistema 
embedded sia fisicamente distribuito. 
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Architettura eterogenea: molto spesso questi sistemi sono costituiti 
da processori diversi (ad esempio può essere presente un DSP ed un 
microcontrollore) che garantisce una maggiore flessibilità di 
progettazione e la possibilità di rispettare in modo più semplice i 
vincoli che l’applicazione impone. 
Condizioni operative proibitive: può capitare che questi sistemi 
possano trovarsi ad operare in condizioni particolari, ad esempio : 
calore intenso, presenza di radiazioni mortali, liquidi corrosivi, gas 
venefici e ogni situazione in cui ci posa essere pericolo per la vita 
dell’uomo; può anche succedere che si verifichino situazioni in cui il 
sistema deve essere protetto da vibrazioni, luce, acqua, ed altri. Tutto 
ciò introduce dei vincoli che devono essere tenuti in considerazione 
durante il progetto. 
Affidabilità: ci sono applicazioni in cui deve essere garantito il 
corretto funzionamento del sistema anche in seguito al verificarsi di 
guasti: possiamo pensare a tutti quei sistemi di controllo presenti ad 
esempio su un autoveicolo, oppure nei processi industriali. Uno degli 
obiettivi del progettista è quello di costruire un sistema affidabile 
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utilizzando componenti inaffidabili, con una minima ridondanza 
(soprattutto in termini di hardware) ed a basso costo. 
Peso e dimensioni opportune, basso consumo energetico, 
emissioni ridotte: sono vincoli che, in misura diversa e dipendente 
dalla particolare applicazione, caratterizzano la maggior parte dei 
sistemi. 
2.2 Considerazioni e prospettive 
In passato, la produzione di sistemi embedded avveniva in modo 
quasi artigianale, con il progettista che tipicamente aveva a 
disposizione un certo componente hardware sul quale doveva 
implementare un’applicazione, utilizzando a volte un sistema 
operativo appena abbozzato o addirittura in mancanza di questo, e 
scrivere l’applicazione per la quale il sistema era stato progettato. 
Nel caso in cui venisse utilizzata una nuova architettura hardware, il 
progettista provvedeva a riscrivere quelle parti del sistema operativo 
e del codice necessarie per fare il porting dell’applicazione su tale 
architettura. 
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Un altro aspetto importante, riguarda gli strumenti per lo sviluppo ed 
il debugging di cui il progettista embedded poteva usufruire; nella 
maggior parte dei casi la qualità di questi non è neppure 
paragonabile a quella degli equivalenti strumenti destinati alla 
realizzazione di software standard (non embedded). 
Fin quando il numero di sistemi da produrre è molto limitato questo 
modo di progettare ha l’aspetto positivo di sfruttare le capacità del 
progettista, che ottimizza il sistema trovando delle soluzioni ad hoc 
per il caso specifico.  
Tuttavia vi sono diversi aspetti negativi: 
• bug presenti nel software: non vengono di solito effettuati test 
esaustivi a causa della carenza di strumenti e talvolta anche 
dello hardware che molto spesso non fornisce il supporto 
adeguato. Ciò comporta il rischio che il sistema venga 
utilizzato con una certa percentuale di presenza di guasti; 
• non riutilizzabilità del codice: il progettista pensa alla 
specifica funzione che il sistema deve realizzare, senza 
preoccuparsi di astrarre il problema in modo da poter 
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riutilizzare parte del codice per applicazioni della stessa natura 
(memorabile il caso del software progettato per il razzo Ariane 
4 e riutilizzato per l’Ariane 5 con risultati catastrofici); 
• tempi di sviluppo e costi elevati: se in passato erano accettabili 
dei time-to-market di qualche mese, oggi si richiede al 
massimo qualche settimana. 
In un futuro prossimo questi sistemi acquisteranno un ruolo sempre 
più determinante nel volume di affari delle aziende coinvolte in 
questo settore che, come già sta avvenendo, investiranno risorse per 
la ricerca di metodologie di progetto che consentano un drastico 
abbattimento dei costi ed una riduzione dei tempi di immissione dei 
prodotti sul mercato, offrendo una qualità (auspicabilmente) 
superiore. Come abbiamo già accennato, la tendenza è quella di 
andare verso metodologie di progetto basate su modelli formali e 
standardizzati: questa permetterà l’introduzione di nuovi e più 
sofisticati tools che assisteranno il progettista; in particolare si 
tenderà a creare degli strumenti di sintesi automatica in modo tale 
che l’intervento umano sia essenzialmente confinato ad un livello di 
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astrazione superiore rispetto a quanto era chiamato a fare nel passato, 
occupandosi di fornire le specifiche (mediante formalismi 
matematici, ad esempio) ed al più di scegliere l’architettura hardware 
sulla quale realizzare l’applicazione. Da questo punto in poi il codice 
verrà generato automaticamente e sarà tanto più ottimizzato quanto 
più i modelli del sistema saranno in grado di descrivere 
correttamente le caratteristiche del sistema stesso. 
Osserviamo, infine, che proprio l’automatizzazione nella produzione 
di software embedded è un settore ancora poco sviluppato ma che, 
data la sua importanza con molta probabilità, sarà molto 
remunerativo in un futuro prossimo. 
 
2.3 Standard e tecniche di progettazione 
In questo contesto si vuol dare un’idea delle metodologie di progetto 
dei sistemi embedded, tenendo conto che si tratta di un’area di 
ricerca che recentemente è soggetto di interesse da parte delle 
aziende produttrici: ciò è dovuto essenzialmente al fatto che la 
crescente complessità di questi sistemi e la necessità di avere dei 
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time-to-market sempre minori, rendono le attuali tecniche di 
progettazione inadeguate. 
L’aspetto fondamentale nella progettazione di un sistema embedded 
è l’implementazione di uno specifico insieme di funzionalità, con il 
rispetto dei vincoli imposti dalle caratteristiche che il sistema stesso 
deve avere: la scelta di una particolare architettura determina la 
realizzazione di una certa funzione utilizzando componenti hardware 
oppure via software.  
In particolare, negli ultimi anni, le caratteristiche che questi sistemi 
presentano sono diventate tali per cui i progettisti inevitabilmente 
sono dovuti ricorrere a tecniche implementative caratterizzate da una 
flessibilità tale da poter modificare il prodotto in tempi rapidi. 
Se consideriamo che i cicli di produzione dell’ hardware sono più 
costosi e richiedono più tempo per essere portati a termine, si 
comprende l’attuale tendenza a realizzare sistemi mediante 
implementazioni basate sul software piuttosto che sull’ hardware. La 
situazione sopra descritta introduce problemi derivanti dal fatto che 
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il software embedded presenta caratteristiche diverse rispetto al 
software con il quale vengono realizzate applicazioni per PC: 
• la correttezza che nella maggior parte dei casi è un requisito 
fondamentale e critico in termini di sicurezza: ci sono 
applicazioni (ad esempio quelle di controllo) in cui un 
eventuale bug potrebbe portare danni anche catastrofici; 
• l’occupazione di memoria che deve essere ridotta al minimo: 
ricordiamo che tipicamente questi sistemi utilizzano semplici 
microcontrollori con limitate quantità di memoria. Questo 
problema in pratica non c’è nelle applicazioni per PC in cui la 
quantità di memoria presente è così estesa da non costituire 
quasi mai un limite per lo sviluppo dell’applicazione; 
• il rispetto dei vincoli temporali è fondamentale perché il 
sistema svolga correttamente le funzionalità per le quali è 
stato progettato: per ogni processo viene dato dal progettista 
un termine entro il quale deve esserne per forza completata 
l’esecuzione. Il superamento di  limite temporale, detto 
deadline, può avere effetti catastrofici sull’intero sistema. In 
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linea di principio non è detto che un sistema operativo debba 
essere “veloce”, ma la cosa più importante è che risponda in 
un tempo massimo determinato, e che tale tempo sia 
compatibile con l’ambiente in cui si trova ad operare il sistema 
embedded. Inoltre, lo sfondamento della propria deadline da 
parte di un processo può portare allo sfondamento a cascata di 
tutti gli altri processi e perciò il sistema può collassare.  
2.4 Il Testing per sistemi embedded 
Gli strumenti per il debugging non sono sempre di eccelsa qualità: 
per cui, in alcuni casi, si devono fare dei test in modo empirico, non 
potendo utilizzare strumenti che invece sono disponibili quando si 
scrivono applicazioni non embedded. 
Alcuni di questi strumenti sono: visionICE II, visionPROBE II, 
visionCLICK, Compiler Diab C/C++ e RTA Suite™ di Wind River 
[12], VisualRTXC™ Design Tool di QuadrOS Systems inc. [13], i 
sistemi di sviluppo integrato nella distribuzione italiana GNU/Linux 
embedded Klinux [14] 
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Un test esaustivo non sarebbe neppure praticabile, poiché sarebbe 
necessario controllare un numero talmente elevato di variabili, 
ognuna potendo assumere un qualsiasi valore all’interno di un 
insieme talmente grande che un singolo test impiegherebbe, per 
essere completato, più tempo dell’età attuale dell’Universo. 
Il progettista embedded deve tenere in considerazione questi 
problemi che evidenziano uno stato attuale di crisi della 
progettazione del tipo di software qui esposto. 
E’ importante osservare come l’adozione di tecniche di 
implementazione flessibili abbiamo spinto le industrie produttrici di 
circuiti integrati ad introdurre sul mercato dei chip in grado di essere 
utilizzati in varie tipologie di progetti, nell’ottica di ammortizzare i 
costi di sviluppo su un grande quantitativo di unità. Dall’altro lato, 
molte aziende, che producono sistemi embedded, impiegano risorse 
nella ricerca di metodologie di progetto che prendano in 
considerazione tutti questi aspetti. 
Un caso emblematico è quello delle industrie automobilistiche che, 
nel corso degli ultimi anni, si sono trovate di fronte alla necessità di 
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utilizzare questi sistemi non più per i prodotti di nicchia, bensì per i 
veicoli prodotti su larga scala. Infatti oggi, tali sistemi sono presenti 
su tutte le auto: per la gestione elettronica del motore, per l’uso 
dell’ABS, per il controllo della stabilità e il degli airbags e ad altri 
apparati che verranno via via introdotti per aumentare le funzionalità 
delle loro automobili. 
Attualmente questi sistemi incidono per circa il 15-30% sul costo 
totale di un veicolo; motivo per il quale le aziende automobilistiche 
hanno investito nella ricerca di soluzioni implementative in modo 
tale da rispondere alle nuove esigenze di mercato, riducendo quanto 
più possibile i costi. su queste premesse è stato creato lo standard 
OSEK/VDX  [1] (vedi par. 2.2.1).  Questo standard si propone di 
supportare la portabilità e la riusabilità del software, attraverso: 
• la specifica di interfacce software che siano il più possibile 
indipendenti dall’applicazione specifica 
• la specifica di un interfaccia utente indipendente 
dall’hardware e dalla rete sottostante 
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• una progettazione efficiente: le applicazioni devono poter 
essere configurabili e scalabili. 
Sono in corso anche degli studi, sia a livello accademico che 
industriale (molto spesso i due ambiti si trovano a collaborare) che 
hanno l’obiettivo di introdurre delle metodologie di progetto 
innovative che interessano ogni aspetto della progettazione. 
Tra i vari studi, ne citiamo uno effettuato dalla Gigascale Silicon 
Research Center (GSRC) e che viene indicato con Platform-Based 
Design [2] [3] (vedi par. 2.4.2). 
Nel seguito introduciamo brevemente sia lo standard OSEK, sia lo 
studio della GSRC, con l’obiettivo di dare un’ idea, delle tendenze 
attuali e delle direzioni in cui la ricerca si sta muovendo, per trovare 
soluzioni efficienti al problema della progettazione dei sistemi 
embedded. 
2.4.1 OSEK/VDK 
Il termine OSEK è un acronimo tedesco che sta per "Offene Systeme 
und deren Schnittstellen fur die Elektronik im Kraftfahrzeug", 
ovvero in inglese "open systems and the corresponding interfaces for 
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automotive electronics"; VDX sta per "Vehicle Distributed 
eXecutive" [1]. 
Si tratta di un progetto proposto inizialmente dall’industria 
automobilistica tedesca ed al quale hanno successivamente aderito la 
maggior parte delle aziende automobilistiche che si sono trovate di 
fronte due problemi: 
• costi ricorrenti molto elevati nello sviluppo e nella gestione 
di aspetti non legati alla funzionalità delle unità di controllo; 
• incompatibilità tra le varie unità di controllo realizzate da 
produttori diversi, a causa delle differenti interfacce e 
protocolli utilizzati da questi ultimi. 
Lo standard OSEK tenta di far fronte a tali problemi cercando di 
supportare la portabilità e la riusabilità del software relativo ad una 
certa applicazione. Per ottenere questi obiettivi tale standard prevede 
di: 
• specificare le interfacce relative al sistema operativo real-time, 
alla gestione della rete ed alla comunicazione, in modo quanto 
più possibile astratto ed indipendente dall’applicazione; 
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• specificare un’ interfaccia utente che sia indipendente dallo 
hardware e dalla rete; 
• avere un’ architettura progettata in modo efficiente, in modo 
tale da avere una funzionalità configurabile e scalabile, che 
renda possibile un perfetto adattamento dell’architettura stessa 
all’applicazione considerata; 
• verificare la funzionalità e l’implementazione di prototipi. 
Tutto ciò, secondo gli sviluppatori di OSEK, dovrebbe portare ad 
una serie di vantaggi: 
• una riduzione dei costi e del tempo di sviluppo di un sistema; 
• una migliore qualità del software delle unità di controllo 
prodotte dalle varie aziende; 
• unità di controllo che presentano un’interfaccia con 
caratteristiche standard, pur avendo architetture tra loro 
differenti; 
• la possibilità di utilizzare sequenzialmente le varie unità 
distribuite nel veicolo, senza richiedere l’aggiunta di altri 
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componenti hardware, migliorando le prestazioni globali del 
sistema; 
• l’assenza di un vincolo implementativo, dato che nelle 
spefiche dello standard non viene fatto riferimento ad aspetti 
riguardanti l’implementazione. 
Lo standard OSEK definisce i requisiti che riguardano: 
• il sistema operativo; 
• i dati scambiati all’interno di un’ unità di controllo e tra unità 
diverse; 
• la strategia di gestione della rete che interconnette le varie 
unità. 
Poichè le soluzioni allo studio sono molteplici, non c’è uniformità di 
giudizio su di esse. Ad esempio, verso lo stesso OSEK vengono 
sollevate alcune critiche, tra cui: 
• il fatto che le specifiche riguardanti i driver delle periferiche di 
I/O non siano definite, consente un riutilizzo del software solo 
a livello di codice sorgente, mentre se fossero aggiunte allo 
standard la definizione dei sottosistemi di I/O e l’utilizzo di un 
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certo set di istruzioni, sarebbe possibile aumentare la 
percentuale di codice portabile  che viene scritta; 
• il fatto che venga completamente specificato l’algoritmo di 
scheduling sembra un vincolo eccessivo dato che si otterrebbe 
un riutilizzo del software anche con una parziale specifica 
dell’algoritmo stesso . 
2.4.2 Platform-Based design 
Partendo dal presupposto che l’implementazione dei sistemi 
embedded sarà sempre più basata sul software, diventa 
fondamentale, al fine di una riduzione dei costi, il concetto di 
riutilizzo del software stesso. Per ottenere questo è necessario che 
l’architettura hardware, sul quale il sistema viene implementato, sia 
la stessa (almeno entro un certo grado di parametrizzazione) per una 
certa famiglia di applicazioni, in cui si ha la possibilità di sfruttare 
software già scritto [2][3] [4]. 
Una architettura che consente il riutilizzo del software e che 
generalmente per questi sistemi è costituita da un nucleo 
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programmabile, delle periferiche di I/O e dalla memoria, viene detta 
piattaforma hardware. 
Per raggiungere l’obiettivo prefissato, il concetto di piattaforma 
hardware deve essere ampliato mediante uno strato di software 
costituito, essenzialmente, dalle seguenti parti: 
• un nucleo real-time che astrae il nucleo programmabile e la 
memoria; 
• i driver che dunque astraggono le periferiche di I/O. 
D’altra parte la specifica attuale di fatto impone la struttura dati da 
utilizzare. 
Tale strato di software viene detto piattaforma software ed è quello 
che si interfaccia con l’applicazione attraverso la API (Application 
Program Interface) detta anche Programmers Model. 
Osserviamo che con i metodi classici, il progetto può essere portato 
avanti seguendo uno dei seguenti approcci: 
• Top-down: si parte dalle specifiche dell’applicazione e questo 
individua un’ insieme di architetture adatte per implementare 
l’applicazione stessa (e tra queste viene scelta quella che 
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minimizza i costi): a questo punto il progettista deve scegliere 
la piattaforma hardware. Tale scelta si basa su due parametri: 
la frequenza di clock della CPU e la quantità di memoria 
presente; 
• Bottom-up: viene fissata un’architettura in grado di 
implementare un certo insieme di applicazioni, di solito 
definite in modo abbastanza vago; questo approccio è 
utilizzato dalle aziende produttrici di circuiti integrati, con lo 
scopo di aumentare il volume di piattaforme hardware (di uno 
stesso tipo) prodotte. 
Può capitare che la piattaforma scelta sia sovradimensionata rispetto 
alle attuali necessità dell’applicazione e che dunque alcune delle 
potenzialità offerte dalla piattaforma hardware stessa non vengano 
utilizzate. Questo fatto, che apparentemente potrebbe sembrare 
negativo, in realtà fornisce la possibilità di creare applicazioni simili 
riutilizzando lo stesso hardware, oppure di effettuare gli 
aggiornamenti di quelle esistenti. 
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Invece, nel caso della metodologia "platform-based design", viene 
introdotto l’approccio "meet-in-the-middle", che si basa sul concetto 
di piattaforma di sistema: questa può essere pensata come un unico 
strato costituito dalla API e dallo strato sottostante che comprende la 
piattaforma hardware. Questo metodo di progettazione si basa sulla 
ricerca di un punto di compromesso: da un lato vogliamo avere una 
API quanto più possibile astratta, ma questo comporta avere un 
insieme di piattaforme più ampio e dunque aumenta la difficoltà nel 
trovare la soluzione ottima. 
Quindi, utilizzando questa metodologia, il punto di partenza del 
progettista è quello di determinare un insieme di vincoli che 
determinino la piattaforma hardware per quella particolare 
applicazione. 
Non ci addentriamo ulteriormente nell’argomento, ma è importante 
notare che su queste ed altri basi teoriche sono stati realizzati vari 
ambienti di sviluppo per la progettazione e lo sviluppo di sistemi 
embedded, tra i quali abbiamo: POLIS [5] [6],  Ptolemy [7], COSY 
[8], METROPOLIS [9]. 
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2.5 Problema del calcolo del tempo di esecuzione 
Un problema molto sentito nella progettazione di software per 
sistemi embedded è il calcolo del tempo di esecuzione di una certa 
porzione di codice. In particolar modo è molto importante conoscere 
il worst-case, cioè il tempo di esecuzione più lungo, e perciò 
peggiore del codice. Questo perché è necessario stabilire il limite 
massimo al tempo di esecuzione di un processo, affinché si possano 
stabilire adeguate deadline ed evitare che tutti i processi possano 
sforare. Nei sistemi Real-Time questo ha importanza fondamentale, 
poiché il mancato completamento dell’esecuzione di un processo 
può portare ad esempio ad un’errata acquisizione di un segnale 
proveniente per es. da un sensore, o l’aggiornamento di una 
variabile, oppure ancora il pilotaggio errato di un attuatore. 
2.5.1 Obiettivo del progetto 
Questo progetto si pone l’obiettivo di affrontare e cercare di 
risolvere questo problema, fornendo un tool che possa calcolare il 
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tempo di esecuzione delle varie porzioni di codice che compongono 
l’applicazione. In particolar modo il codice C dell’applicazione viene 
scansionato e vene scomposto nei vari blocchi da cui è costituito, e 
per ogni blocco vengono fornite alcune statistiche riguardanti il 
tempo di esecuzione. 
2.5.2 Metodologie e tecniche utilizzate nel progetto 
Si è scelto di utilizzare come piattaforma target il Nios II perché è 
molto semplice e abbastanza diffuso, aumentando così il campo 
d’azione dello strumento di sviluppo.  
ERIKA [10] è un sistema operativo per sistemi embedded molto 
ridotti. 
La versione Basic GPL è disponibile in modo gratuito sotto licenza 
Open Source GPL, e rappresenta un ambiente ideale per 
sperimentare l’utilizzo di sistemi operativi su piccoli 
microcontrollori. Inoltre implementa una interfaccia simile a quella 
proposta dallo standard OSEK/VDX. 
I prodotti Lauterbach [11] sono abbastanza diffusi nell’ambito dello 
sviluppo di sistemi embedded. In particolare il Tracer32 è uno 
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strumento molto potente per l’analisi dei segnali che passano sui pin 
del processore da controllare. 
Si è scelto di utilizzare come ambiente di sviluppo Eclipse, perché è 
uno strumento molto flessibile, potente, e permette di creare dei 
plug-in a partire dallo stesso strumento di sviluppo. 
Il linguaggio utilizzato, Java, è molto flessibile, facile da utilizzare, 
potente, e soprattutto è stato scelto per la sua portabilità. 
Si è utilizzata una metodologia del tipo “bottom-up”, partendo 
dapprima dalle funzionalità di base per la comunicazione con il 
tracer hardware, fornite in parte da Lauterbach, in parte ampliate in 
questo progetto per renderle più potenti. Sulla base di queste 
funzioni di base, si è provveduto a scrivere il codice per leggere le 
informazioni presenti nel buffer del tracer e per poi costruire le classi 
che permettevano di gestirle mi maniera che possano essere 
utilizzate dall’utente. 
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Capitolo 3 
L’architettura Nios 
 
 
3.1 Introduzione al Nios II 
 
Il Nios© [16] è un microprocessore RISC software (soft 
microprocessor), cioè non è realizzato in hardware, con circuiti 
intergrati, come quelli di altre famiglie, per esempio Intel© e 
AMD©, ma è instanziato opportunamente attraverso il design di una 
FPGA. 
Il vantaggio più evidente di una simile implementazione, è che tali 
soft microprocessors possono essere opportunamente specializzati 
per rispondere a determinati requisiti. 
 CAP. 3 – L’ARCHITETTURA NIOS 
 30 
Una FPGA consiste in una matrice di celle logiche programmabili e 
in un insieme di interconnessioni tra di loro programmabili 
anch’esse. E’ possibile, attraverso il design di una FPGA, ottenere 
una qualunque funzionalità. 
Solitamente il core di un processore Nios II viene implementato 
ricorrendo ad una FPGA. 
 
3.2 Caratteristiche principali del processore Nios II 
• Set di istruzioni a 32 bit; 
• Bus dati e indirizzi a 32 bit; 
• Registri general-purpose a 32 bit; 
• Cache separata per istruzioni e dati; 
• Processore configurabile; 
• Singole istruzioni per moltiplicazioni e divisioni a 32 bit con 
risultato a 32 bit; 
• Possono essere definite dall’utente delle istruzioni extra; 
• Istruzioni per operazioni in floating-point in singola precisione 
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• Possibilità di accesso a diverse periferiche on-chip e interfacce 
a memorie e periferiche off-chip; 
• Modulo di debug assistito da hardware che permette di 
fermarsi su ogni singola istruzione e altre funzionalità prevista 
dai comuni debug software; 
 
 
Figura 1 - Esempio di un sistema basato sul processore Nios II 
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In pratica, un sistema basato sul processore Nios II si può pensare 
equivalente a un microcontrollore, che include un processore e un 
insieme di periferiche e memorie tutto in un singolo chip. 
 
3.3 Peculiarità del soft processore Nios II 
La caratteristica più particolare del processore Nios II è quella di 
essere configurabile molto facilmente, a differenza di altri processori 
interamente realizzati in hardware, cosa che lo rende molto flessibile 
e adattabile ad una moltitudine di usi. 
E’ configurabile nel senso che è possibile aggiungere (o togliere) 
funzionalità e periferiche allo scopo di raggiungere le volute 
performance o obiettivi di budget. 
Ad esempio, è possibile progettare il sistema basato sul Nios II 
affinché abbia il numero esatto di periferiche che necessitano per 
svolgere un determinato compito e poi, se se ne presentasse la 
necessità durante le sessioni di test, sarebbe possibile aumentarle. 
Altera fornisce dei costrutti software per accedere a memoria e 
periferiche in modo generico, indipendentemente dall’indirizzo. 
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Esistono due insiemi di periferiche: periferiche standard e periferiche 
personalizzate. 
 
3.3.1 Periferiche standard 
Altera fornisce un insieme di periferiche standard, cioè che vengono 
comunemente usate nei microcontrollori, come interfaccie seriali, 
controllori per memorie, timers, dispositivi di I/O. 
3.3.2 Periferiche personalizzate 
L’utente può creare delle periferiche personalizzate all’interno del 
sistema basato sul Nios II. Ad esempio, in applicazioni critiche, 
invece che assegnare alla CPU il compito di eseguire sempre un 
certo insieme di istruzioni, è possibile creare una periferica 
personalizzata che implementi la stessa funzionalità del blocco di 
codice in hardware. In questo modo, si ottiene un duplice scopo: 
l’implementazione in hardware è più veloce e in più la CPU può 
eseguire in parallelo altre istruzioni. 
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3.3.2 Istruzioni personalizzate 
Similmente alle periferiche personalizzate, anche le istruzioni 
personalizzate hanno lo scopo di aumentare le performance del 
sistema. Infatti è possibile integrare la ALU del Nios II con altra 
logica personalizzata, in modo tale da poter eseguire anche le nuove 
istruzioni definite dall’utente. La realizzazione in hardware di questa 
logica personalizzata aumenterà le performance, rispetto al caso di 
implementazione delle nuove istruzione via software. 
 
3.4 Modulo di Debug JTAG 
L’architettura Nios supporta il modulo di debug JTAG, che provvede 
a funzionalità di emulazione on-chip e che permette il controllo 
remoto del processore da parte di un PC host. 
Degli strumenti di debugging su PC comunicano con il modulo di 
debug JTAG permettendo così di: 
• Caricare programmi in memoria 
• Lanciare, fermare l’esecuzione del programma 
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• Procedere con un’esecuzione passo passo del programma in 
memoria 
• Collocare breakpoints e watchpoints 
• Analizzare il contenuto dei vari registri e di porzioni di 
memoria 
• Realizzare delle tracce di esecuzione in real-time 
 
Anche altri strumenti di debug prodotti da terze parti possono 
accedere al processore attraverso l’interfaccia standard JTAG 
sulla FPGA. 
Il modulo di debug ha un controllo sul processore che non può 
essere by-passato (non-maskable control), e non c’è bisogno di 
linkare porzioni di codice alle applicazioni che sono sottoposte ai 
test. 
Tutte le risorse visibili al processore sono visibili anche al 
modulo di debug. 
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Per quanto riguarda le tracce di esecuzione in real-time, esse 
possono essere memorizzate sia nella memoria presente sul chip 
sia in una memoria presente nella scheda di debug. 
Il modulo di debug può prendere il controllo del processore in 
due modi: il primo modo prevede l’attivazione di un segnale di 
break hardware, il secondo prevede l’inserimento di un’istruzione 
dei break (e quindi software) all’interno del programma che viene 
sottoposto al test. In ambedue i casi, il processore trasferisce il 
controllo ad una routine posta all’indirizzo di break. L’indirizzo 
di break viene specificato a tempo di generazione del sistema. 
 
3.5 Funzionalità del modulo di debug hw JTAG  
In seguito vengono descritte le funzionalità del modulo di debug 
hardware JTAG del Nios II. La possibilità di utilizzate tutte le 
funzionalità dipende dal software residente sul PC host (ad 
esempio, il software Nios II IDE), che gestisce la connessione 
con il processore Nios e provvede al controllo del processo di 
debug. 
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3.5.1 JTAG target connection 
 
JTAG target connection si riferisce alla capacità di connettersi 
alla CPU attraverso la pedinatura standard JTAG sulla FPGA 
Altera. 
Ciò permette le funzionalità di base, come lanciare in esecuzione 
o fermare il programma da testare, visualizzare e modificare i 
registri e la memoria. 
3.5.2 Scaricare ed eseguire software 
Scaricare il software si riferisce alla capacità di trasferire il codice 
del programma da testare e i dati attraverso la connessione JTAG. 
Dopo aver scaricato il programma in memoria, il modulo di 
debug trasferisce l’esecuzione all’inizio del codice del 
programma da testare. 
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3.5.3 Breakpoints software 
E’ prevista la possibilità di inserire un punto di break tra le 
istruzioni del programma. Questo meccanismo scrive una 
istruzione di break software nel codice del programma caricato in 
memoria. Quando il processore raggiunge questa istruzione di 
break, trasferisce il controllo al modulo di debug. 
3.5.4 Breakpoints hardware 
E’ prevista anche la possibilità di inserire breakpoints hardware, 
che vengono  memorizzati su una memoria non volatile, come per 
esempio una memoria flash. Il meccanismo di breakpoint 
hardware monitorizza continuamente l’indirizzo dell’istruzione 
corrente. Se l’indirizzo coincide con un indirizzo memorizzato 
come breakpoint hardware, il modulo di debug prende il controllo 
del processore. I break point hardware vengono implementati 
utilizzanto la funzionalità di dei trigger hardware del modulo di 
debug JTAG. 
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3.5.5 Triggers hardware 
I triggers hardware attivano un’azione di debug basandosi su 
condizioni sulle istruzioni o sullo stato del bus data durante 
l’esecuzione in real-time. E’ una funzionalità molto utile. 
Le condizioni che possono essere utilizzate possono essere varie, 
basandosi sia sull’indirizzo dell’istruzione corrente, sia su 
specifici valori presenti sul bus dei dati, sia sul modo di accesso 
al bus (lettura o scrittura), oppure ancora se l’indirizzo del codice 
o dei dati è all’interno in un dato range di valori. 
Quando si verifica una condizione di un trigger, il modulo di 
debug esegue l’azione specificata dal trigger, come per esempio 
arrestare l’esecuzione o procedere con il trace dell’esecuzione 
stessa, oppure ancora attivare un segnale per un’apparecchiatura 
esterna. 
Esiste anche la possibilità di abilitare un trigger solo in seguito al 
verificarsi di una determinata condizione (armed triggers). 
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3.5.6 Registrazione di tracce 
La registrazione di tracce (Capture Trace) si riferisce alla 
possibilità registrare l’esecuzione di un programma istruzione per 
istruzione come se fosse in esecuzione in real time. Il modulo di 
debug JTAG permette di: 
• Tracciare l’esecuzione del codice 
• Tracciare l’accesso ai dati 
• Per ogni accesso al bus dei dati, catturare l’indirizzo, il 
dato, o entrambi 
• Cominciare e fermare il tracciamento in base a triggers 
• Cominciare e fermare il tracciamento manualmente, sotto il 
controllo del software host 
• Possibilità di fermare il tracciamento quando il beuffer per 
il trace è pieno 
• Memorizzare la traccia su memoria on-chip, cioè 
all’interno del modulo JTAG, o in memorie esterne al 
modulo 
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E’ possibile analizzare sia il bus degli indirizzi che il bus dei dati, 
anche insieme.  
Il tracciamento del codice permette, in base all’indirizzo di memoria, 
di stabilire in quale funzione si trovi il codice in esecuzione.  
Il tracciamento dei dati permette si stabilire il tipo di accesso ad una 
determinata variabile (in lettura o in scrittura). 
Inoltre si possono filtrare le tracce in modo da avere solo 
determinate informazioni, ad esempio solo gli indirizzi in lettura o 
solo in scrittura, ecc ecc. 
 
3.6 Strumenti di sviluppo per Nios II 
 
Un software di primaria importanza per lo sviluppo di applicazioni 
rivolte al Nios II è costituito da ALTERA Nios II IDE [15]. 
Consiste in una piattaforma complessa, basata su Eclipse, che 
permette la gestione di progetti in linguaggio C/C++ e la 
compilazione per processori della famiglia Nios. 
 CAP. 3 – L’ARCHITETTURA NIOS 
 42 
 
Figura 2 - L'ambiente di sviluppo ALTERA NiosII IDE
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Capitolo 4 
Il Tracer Hardware Lauterbach 
 
 
 
4.1 Introduzione 
Molte CPU forniscono degli strumenti di debug implementati 
all’interno di esse (on-chip debug system).  
Alcuni esempi sono dati dall’interfaccia BDM della Freescale 
Semiconductor, oppure dall’interfaccia JTAG per la famiglia dei 
PowerPC. 
Questi strumenti di debug solitamente utilizzano solo pochi pin della 
CPU e vengono utilizzati per la comunicazione tra il sistema di 
debug interno e apparecchiature esterne di sviluppo di terze parti. 
In genere, le funzionalità di base che un sistema di debug on-chip 
fornisce includono: 
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• Lettura e scrittura dei registri 
• Lettura e scrittura in memoria 
• Esecuzione in singolo passo e in real-time 
• Possibilità di stabilire breakpoints hardware e triggers (non in 
tutte le CPU) 
4.1.1 Introduzione al Tracer Lauterbach 
Il Lauterbach [11] [17] [18] [20] In-Circuit Debugger TRACE32-
ICD  è uno strumento hardware che permette di comunicare con il 
sistema di debug della CPU, e tenere traccia dello stato dei suoi bus 
e degli altri piedini, per memorizzarli in un buffer e permettere così 
al progettista un più efficace controllo della CPU target e 
dell’applicazione da testare. 
4.1.2 In-Circuit Debugger TRACE32-ICD 
L’ In-Circuit Debugger TRACE32-ICD utilizza le funzionalità di 
base offerte da molte CPU per fornire tool di sviluppo più potenti: 
• Possibilità di debugging in linguaggi di alto livello (ad 
esempio C/C++) e in assembler 
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• Rappresentazione di periferiche esterne ed interne a livello 
logico 
• Supporto ai breakpoints e triggers hardware 
• Programmazione di chip Flash 
• Linguaggi di scripting 
• Possibilità di debugging multiprocessore 
 
4.2 TRACE32 
Il software di debug TRACE32 gira su un PC host. Il PC host 
comunica con il processore target attraverso il modulo di debug. 
Per una più veloce comunicazione tra il PC host e il modulo di 
debug viene utilizzato un bus speciale: il PODBUS (Processor 
Oriented Device Bus). 
Ulteriori PODBUS possono essere aggiunti al sistema di debug per 
espanderlo. Possono essere aggiunti dispositivi come Simulatori di 
EPROM, Generatori di Stimoli, ICD RISC Trace. 
La connessione tra il processore target e il modulo di debug dipende 
dal particolare processore utilizzato. 
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Figura 3 - Connessione tra Host, Modulo di Debug e Processore Target 
 
 
 
La connessione tra PC Host e il modulo di debug può avvenire 
attraverso: 
• Scheda su bus ISA (PODPC) 
• Interfaccia attraverso la porta stampante (LPT1) (PODPAR) 
• Connessione Ethernet (PODETH) 
• Interfaccia USB 
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Figura 4 - Connessione tra PC Host e Modulo di Debug mediante cavo Ethernet 
 
Recentemente è stata aggiunta la possibilità di un collegamento in 
fibra ottica. 
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4.3 Configurazione del sistema 
In questo paragrafo verrà brevemente descritto la modalità di  
configurazione del sistema affinché sia pronto per l’uso. 
4.3.1 Configurazione della FPGA con core Nios II  
Prima di cominciare il debugging, è necessario che la FPGA sia 
configurata in modo tale da simulare un core Nios II con interfaccia 
per il debugging. In alcuni target questo non è necessario, poiché la 
FPGA si configura automaticamente allo start-up come Nios II.  
Per particolari applicazioni, in cui è necessario prevedere un 
particolare design della FPGA, è possibile caricare la propria 
configurazione personalizzata mediante i comandi 
JTAG.LOADJAM e JTAG.LOADJBC. 
4.3.2 Scelta del clock per l’interfaccia JTAG 
E’ possibile scegliere la frequenza di clock dell’interfaccia che verrà 
utilizzata per comunicare con il processore target. Può essere scelta 
sia attraverso dei menù presenti sul software del PC host, sia 
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attraverso appositi comandi. La massima frequenza di clock dipende 
dalla particolare FPGA utilizzata. Il valore di default è 1 MHz. 
4.3.3 Configurazione del Debugger 
 A seconda delle necessità dell’applicazione e dell’ambiente in cui 
andrà ad operare, è possibile scegliere differenti strategie di gestione 
della memoria cache, quantità di memoria, e altri parametri che 
rappresentino le reali condizioni in cui si verrà a trovare 
l’applicazione. 
4.3.4 Onchip Breakpoints 
Solitamente il Debugger, in caso di breakpoint, modifica il codice 
per realizzare dei breakpoints software. Il codice nella locazione 
desiderata viene sostituito con una istruzione che blocca 
l’esecuzione. Dopo il break il contenuto originale della locazione di 
memoria viene ripristinato.  Questo metodo non può essere 
realizzato però nel caso in cui il programma risieda su ROM o 
memoria FLASH. Può essere specificato, al momento del design del 
core Nios II, che vengano utilizzati dei onchip breakpoints. 
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Mediante opportuni comandi, è possibile segnalare al Debugger il 
range di indirizzi entro cui utilizzare tali onchip breakpoints. In 
questo caso, gli indirizzi su cui vengono settati i breakpoints 
vengono copiati in una tabella e viene continuamente monitorato il 
Program Counter della CPU. Non appena il contenuto del Program 
Counter coincide con quello di un valore nella tabella, l’esecuzione 
viene arrestata. 
4.3.5 Caricamento del programma da testare 
Dopo aver attivato un segnare di reset, il core Nios II entrerà in 
modalità debug. 
A seconda della configurazione della FPGA, il core Nios II può 
avere accesso a diversi tipi di memoria, come per esempio memoria 
esterna SDRAM, memoria Flash, o memoria onchip. 
Mediante un opportuno comando (DATA.LOAD) , il programma da 
testare viene caricato in memoria. 
Il Debugger riconosce diversi formati di file, come ad esempio il 
formato ELF, che viene prodotto dal compilatore GNU C fornito da 
Altera. 
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Nel caso di utilizzo di un file in formato ELF, esso contiene già nel 
suo header l’Instruction Pointer e lo Stack Pointer iniziali, per cui 
non c’è bisogno di altri settaggi. I registri vengono caricati con tali 
valori iniziali ed è possibile cominciare una sessione di debug. 
4.3.6 Scripting 
E’ consigliabile realizzare, mediante un linguaggio di scripting, dei 
file batch che comprendano tutte queste operazioni di routine al 
momento dello start-up. 
4.4 Strumenti di sviluppo 
Uno strumento molto utile è ALTERA Quartus II, che  permette di 
programmare la FPGA e fornisce una serie completa di tool rivolti 
alla programmazione delle varie board. 
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Figura 5 - L'ambiente di sviluppo Quartus II 
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Capitolo 5 
Implementazione dello strumento 
di analisi del tempo di calcolo 
 
5.1 Introduzione 
Il progetto è stato realizzato in Java, utilizzando come strumento di 
sviluppo Eclipse, un framework molto potente e versatile, che può 
essere arricchito con numerosi plug-in che ne potenziano 
ulteriormente l’uso. 
Si è scelto il linguaggio Java anche per poter in seguito sviluppare un 
plug-in per Eclipse stesso bastato su questo progetto e creare così dei 
tools di sviluppo e profiling per software per sistemi embedded. 
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Di seguito viene riportata una panoramica sulle principali classi 
utilizzate per la realizzazione del progetto, assieme ad un commento 
sui principali metodi di ogni classe. 
Il lavoro è stato suddiviso in package, come vuole la 
programmazione Java, allo scopo di razionalizzare il progetto e per 
facilitarne l’espansione. Ad esempio, derivando dalla classe astratta 
CPU una nuova classe e implementando i relativi membri, è 
possibile adattare il progetto anche ad altri processori. Così come è 
possibile sostituire il parser per sorgenti C CParser (al momento 
disponibile solo questo) con altri parser per altri linguaggi di 
programmazione, in modo da ampliare le capacità del tool. 
5.2 package CPU 
Il package CPU contiene il codice per l’astrazione delle CPU target 
che possono essere prese in considerazione. 
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5.2.1 classe CPU 
 
Figura 6 classe CPU 
La classe astratta CPU funge da template per derivare le varie classi 
che rappresentano le varie CPU. 
I metodi principali che devono essere implementati dalle classi 
derivate sono: 
public  static  boolean isJump(int opcode) : controlla che l’opcode 
sia riferibile ad un salto; 
public static boolean isCondJump(long opcode) : controlla che 
l’opcode sia un salto condizionato; 
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public static boolean isRet(int opcode) : controlla che l’opcode sia 
riferibile a una istruzione di ritorno a subroutine; 
public static boolean isCall(long opcode) : controlla che l’opcode sia 
riferibile ad una istruzione di chiamata a subroutine; 
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5.2.2 classe Nios2CPU 
 
Figura 7 classe Nios2CPU 
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La classe Nios2CPU rappresenta una CPU target del tipo Nios II. 
Viene derivata dalla classe astratta CPU. Memorizza alcune costanti 
che rappresentano gli opcode reali della CPU Nios II e altri 
parametri reali di funzionamento come larghezza del bus. 
5.2.3 classe ARecord4NiosII 
 
Figura 8 classe ARecord4NiosII 
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Classe derivata dalla classe astratta ARecord, che è la 
rappresentazione astratta di un record generato dall’Analyzer. 
Questa classe implementa un record relativo alla CPU Nios II. 
5.3 package general 
In questo package trovano posto varie classi che avranno utilità 
generale all’interno del progetto. 
5.3.1 classe Tracer 
 
Figura 9 classe Tracer 
La classe Tracer rappresenta, a livello software, l’ In-Circuit 
Debugger TRACE32 hardware. Poiché occorre provvedere a delle 
inizializzazioni prima di partire con la sessione di debugging, queste 
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operazioni iniziali sono state raggruppate all’interno del costruttore 
della classe. Inoltre vengono azzerati alcuni contatori, come l’indice 
che punta al record corrente e l’ultimo timestamp. La classe è stata 
dichiarata static cosicché non sia necessario istanziare una variabile, 
che poi avrebbe problemi di visibilità all’interno delle varie classi. 
I metodi di questa classe sono: 
public static void init() che serve per resettare il tracer; 
public static void exit() che serve per terminare correttamente una 
sessione di debug. 
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5.3.2 classe Utils 
 
Figura 10 classe Utils 
E’ una classe di utilità generale, contentente alcuni metodi utili alle 
altre classi del progetto. Alcuni metodi degni di nota sono: 
public static String toHex(byte b) che converte un byte in una stringa 
in esadecimale; 
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public static int toIntegerLE(byte[] buf) 
public static int toIntegerLE(byte[] buf, int start) 
public static int toIntegerBE(byte[] buf) 
public static int toIntegerBE(byte[] buf, int start) che convertono un 
vettore di byte in un intero con notazione Little Endian o Big 
Endian; 
public static long getSourceLineAddress(String nomefile, long line) 
che restituisce l’indirizzo di memoria di una data linea di codice in 
un dato file sorgente; 
5.3.3 classe UniqueNumber 
 
Figura 11 classe UniqueNumber 
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Questa classe, ogni volta che viene invocato il suo metodo public int 
number() restituisce un numero univoco, senza possibilità di 
duplicazioni. E’ molto utile quando occorre dare delle etichette a 
delle porzioni di codice e non si vuole correre il rischio di evere dei 
duplicati. 
5.4 package parsers 
Il package parsers rappresenta un oggetto che effettua la scansione 
dei sorgenti in un certo linguaggio di programmazione. E’ stato 
realizzato un semplice parser per sorgenti in linguaggio C, ma è 
possibile realizzarne altri per altri linguaggi e sostituire 
agevolemente le classi. 
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5.4.1 classe ElencaFiles 
 
Figura 12 classe ElencaFiles 
Questa è una classe di utilità che serve per elencare tutti i file aventi 
una determinata estensione all’interno di un certo insieme di 
sottocartelle. Questo è molto utile per trovare tutti i files sorgenti 
all’interno di cartelle e sottocartelle. 
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5.4.2 classe FindTasks 
 
Figura 13 classe FindTasks 
Questa classe scansiona un dato file sorgente per trovare le 
dichiarazioni dei tasks. Si occupa cioè di trovare all’interno di un file 
sorgente la dichiarazione DeclareTask() che annuncia la definizione 
di un task. Quando la trova, stabilisce gli indirizzi di inizio e fine del 
codice, crea un oggetto Task (vedi più avanti) e lo aggiunge 
all’oggetto Application, che rappresenta l’applicazione sotto test nel 
suo complesso. 
5.4.3 classe Parser 
La classe Parser rappresenta un oggetto che scansiona 
sistematicamente tutti i files sorgenti dell’applicazione in esame,  
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all’interno di una cartella,  per trovare tutte le dichiarazioni di 
funzioni, di tasks, di regioni critiche e di variabili che sono presenti 
nei sorgenti. La scansione avviene in più fasi: nella prima fase 
vengono ricercate le dichiarazioni dei tasks, perché dopo il 
preprocessore espande le macro e sostituisce queste dichiarazioni; 
dopo questa prima fase, i sorgenti vengono scansionati alla ricerca 
delle dichiarazioni di fuzioni. Dopo che è entrato in azione il 
preprocessore C, viene effettuata la terza e ultima fase che  prevede 
la scansione di tutto il codice sorgente per trovare blocchi, rami 
condizionali, blocchi while, do, for, ecc ecc e trovarne l’indirizzo in 
memoria di inizio e fine. 
5.5 package CParser 
Il package CParser contiene specificatamente il parser per sorgenti in 
C, assieme ad altre classi ausiliarie che agevolano il compito di 
istanziare i vari blocchi di codice. 
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5.5.1 classe Blocco 
 
La classe Blocco rappresenta un blocco di codice. E’ possibile dare 
un nome univoco al blocco stesso. Tiene traccia della linea di inizio 
e fine all’interno del file sorgente. 
5.5.2 classe CParser 
E’ il vero e proprio parser. Viene generata dal tool software 
JavaCC™ [19] a partire da un insieme di espressioni regolari. Per 
l’utilizzo basta passare il nome del file sorgente da processare al 
costruttore della classe. 
5.5.3 classe CreaFileConfig 
 
Figura 14 classe CreaFileConfig 
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Questa classe crea un file temporaneo che serve per poter 
correttamente istanziare i vari blocchi di codice, siano essi task, 
funzioni, o semplici porzioni di codice. 
Il metodo public void controlla(Blocco b, String nome_file) controlla 
se il blocco è una definizione di funzione e gli assegna, oltre al 
nome, il numero di linea di inizio e fine all’interno del file sorgente. 
Inoltre la inserisce nell’insieme delle funzioni chiamate all’interno 
dell’applicazione. Il corpo del blocco viene eventualmente suddiviso 
in sub-blocchi, come per esempio i cicli o i salti rami dei vari salti 
condizionati. 
5.5.4 classe CriticalSections 
 
Figura 15 classe CriticalSections 
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La classe rappresenta un insieme di sezioni critiche. Mediante il 
metodo public void addCritialSection( Blocco b) è possibile 
aggiungere una sezione critica (vista come blocco) all’insieme. 
L’altro metodo, public void printCriticalSection(), permette di 
stampare l’elenco delle sezioni critiche dell’insieme, fornendo nome 
del blocco, linea di inizio e di fine del codice sorgente. 
5.5.5 classe MappaSezioniCritiche 
 
Figura 16 classe MappaSezioniCritiche 
La classe MappaSezioniCritiche rappresenta una mappa per 
associare ad una risorsa le sue regioni critiche. 
 CAP. 5 – Implementazione dello strumento di analisi del tempo di 
calcolo 
 
 70 
Con il metodo public void addGetResource(int line, String 
resource_name) si può aggiungere il nome della risorsa e la linea di 
codice alla quale tale risorsa viene bloccata. 
Invece il metodo public Blocco addReleaseResource(int line, String 
resource_name) permette di segnalare che una certa risorsa è stata 
rilasciata e viene tenuta traccia della linea del sorgente alla quale 
questo avviene, cosicché si possa restituire un blocco che 
rappresenta la regione critica. 
5.5.6 classe StackOfBlock 
 
Figura 17 classe StackOfBlock 
La classe StackOfBlock rappresenta una pila di blochi di codice. 
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Sono presenti i classici metodi public void push(Blocco b) per 
inserire un blocco in testa alla pila, e il metodo public Blocco pop() 
per togliere un blocco dalla cima della pila e restituirlo come valore 
di ritorno. Infine, il metodo public void popAll() svuota 
completamente la pila. 
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5.7 classe Statistics 
 
Figura 18 classe Statistics 
La classe Statistics rappresenta le statistiche di un blocco di codice, 
cioè dei tempi di esecuzione del blocco: tempo massimo, tempo 
minimo, media, numero di esecuzioni, tempo totale di esecuzione. 
Il metodo compute(), passatogli un vettore contenente i vari tempi di 
esecuzione, ne calcola tutte le statistiche. 
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Il metodo printReport() stampa un piccolo report sulle statistiche del 
blocco, e il metodo xml() genera del codice XML che è utile per 
riprocessare tutte le informazioni. 
 
5.8 package com.lauterbach.trace32.api 
Questo package è stato realizzato dall’azienda produttrice e 
provvede a fornire alcune funzioni di base, delle vere e proprie API 
in Java, le JAPI appunto, per la comunicazione con il Tracer 
hardware. Vengono forniti metodi per inizializzare il tracer, per 
trovare gli indirizzi in memoria dei vari simboli, per leggere il 
contenuto del buffer, per settare e cancellare breakpoints, per inviare 
comandi, per fermare e per far partire il tracer. 
5.9 package Block 
Questo package contiene le definizioni delle classi che rappresentano 
dei blocchi di codice (o di dati). 
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Figura 19 Gerarchia della classe Block 
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5.9.1 classe Block 
La classe astratta Block rappresenta un blocco di codice o di dati del 
programma da esaminare. 
Essendo astratta, la classe richiede di ridefinire i suoi metodi a tutte 
le classi che ereditano da essa. 
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Figura 20 classe Block 
Le informazioni memorizzare all’interno della classe per ogni blocco 
sono il nome (univoco, o il nome delle funzione, o il nome del 
blocco seguito da un numero intero univoco all’interno 
dell’applicazione), un flag per indicare se il sorgente è disponibile, e 
se sì, il nome del file sorgente, il numero della linea di partenza e il 
numero della linea di fine, oltre l’indirizzo di memoria di partenza e 
finale del blocco interessato. 
Oltre che ai vari metodi per leggere e specificare le varie 
informazioni del blocco, è rilevante il metodo public boolean 
isInMyAddressSpace(long addr) che restituisce vero se un dato 
indirizzo ricade all’interno del blocco. 
5.9.2 classe PieceOfCode 
La classe PieceOfCode è una classe figlia di Block, ed ridefinisce i 
metodi che eredita. Contiene un vettore dei vari tempi di esecuzione. 
Ogni volta che si raggiunge la fine del blocco, viene aggiunto un 
elemento al vettore che rappresenta il tempo di esecuzione del 
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blocco stesso. Con il metodo public long getTime_executions(int i) si 
ottiene l’i-esimo tempo di esecuzione del blocco, mentre con il 
metodo public long getTotalExec() si ottiene il tempo di esecuzione 
totale, ottenuto sommando tutti i vari tempi di esecuzione. 
5.9.3 classe BlockCode 
Una ulteriore estensione della classe precedente è la BlockCode, 
anch’essa rappresenta un blocco di codice, ma più specificatamente 
contiene anche un vettore delle funzioni chiamate e dei sub-blocchi 
in cui può essere suddiviso. 
5.9.4 classe CriticalSection 
 
Figura 21 classe CriticalSection 
La classe CriticalSection rappresenta una sezione critica. 
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In quanto derivata direttamente da BlockCode, ne eredita i campi e i 
metodi. E’ una specializzazione di BlockCode, poiché una sezione 
critica è anche un blocco di codice, seppur particolare. 
 5.9.5 classe Task 
 
Figura 22 classe Task 
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La classe Task rappresenta un task del programma che deve essere 
testato. Oltre ai campi presenti nelle classe rappresentanti blocchi di 
codice, è presente un numero intero che contraddistingue il task. 
Inoltre, tiene traccia in un vettore delle strutture dati a cui fa 
riferimento il task stesso. 
5.9.6 classe PieceOfData 
 
Figura 23 classe PieceOfData 
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La classe PieceOfData rappresenta una struttura dati in memoria che 
si vuole monitorare. Essendo una classe astratta, richiede che le 
classi che ereditano da essa ridefiniscano i suoi metodi. 
Nella classe si tiene conto del numero di accessi in lettura, scrittura e 
totali. 
5.9.7 classe BlockData 
 
Figura 24 classe BlockData 
La classe BlockData deriva dalla classa astratta PieceOfData, e 
rappresenta perciò anch’essa una struttura dati da monitorare. 
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5.9.8 classe SetOfPieces 
 
Figura 25 classe SetOfPieces 
La classe astratta SetOfPieces rappresenta un insieme di blocchi. 
Essendo astratta, derivandone altre classi, si dovrà ridefinirne i 
metodi.  
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5.9.9 classe SetOfPieceOfCode 
 
Figura 26 classe SetOfPieceOfCode 
La classe SetOfPieceOfCode è derivata dalla classe SetOfPieces e 
rappresenta un insieme di blocchi di codice. 
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5.9.10 classe CodeBlocks 
 
Figura 27 classe CodeBlocks 
Il metodo public void analizza(long start_addr, long end_addr) 
analizza le informazioni avute dalla scansione per potere allocare i 
vari blocchi di codice. 
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5.9.11 classe SubBlocks 
 
Figura 28 classe SubBlocks 
Questa classe rappresenta un insieme di sub-blocchi in cui viene 
suddiviso un blocco di codice. La particolarità è che i sub-blocchi 
non possono essere innestati uno dentro l’altro, ma sono sequenziali. 
 
5.9.12 classe Tasks 
Questa classe rappresenta l’insieme di tasks che fanno parte 
dell’applicazione da testare. 
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5.9.13 classe SetOfPieceOfData 
 
Figura 29 classe SetOfPieceOfData 
Questa classe rappresenta un insieme di strutture dati da monitorare. 
Essendo una classe astratta, tutte le sue classi derivate devono 
ridefinirne i metodi. 
5.9.14 classe DataBlocks 
 
Figura 30 classe DataBlocks 
La classe DataBlocks viene derivata dalla classe astratta 
SetOfPieceOfData e ne ridefinisce i metodi più importanti. 
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5.9.15 classe Application 
 
Figura 31 classe Application 
La classe Application rappresenta l’applicazione che si sta testando 
nel suo complesso. Contiene un insieme di tasks, un insieme di 
funzioni e un insieme di regioni critiche. 
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Il metodo public void addTask(Task t) serve per aggiungere un task 
all’applicazione, public Task getTask(String name) restituisce un 
task con quel determinato nome, public void 
addFunction(BlockCode b) e public void 
addCriticalRegion(BlockCode cr) aggiungono rispettivamente una 
funzione e una regione critica all’applicazione. Il metodo 
leggiBuffer() prende le informazioni dal buffer del Tracer, 
controllando che non ci siano fuori sequenza, e nel caso, cercando di 
recuperare dall’errore. 
Il metodo privato check_sequence() cerca di stabilire se si sia 
verificato un qualche errore per cui la sequenza di esecuzione risulta 
alterata, e nel caso, solleva un’eccezione OutOfSequenceException e 
cerca di recuperare dall’errore con la recover_sequence(). 
5.10 Modalità di utilizzo 
Lo strumento di sviluppo è molto semplice da utilizzare. Dopo aver 
acceso il tracer hardware e la board contenente la FPGA con il 
design del processore Nios II, si lancia l’applicazione Lauterbach 
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T32. Si provvede a tracciare la parte di esecuzione che interessa e si 
lancia il tool. Subito viene chiesto di selezionare la cartella 
contentente i sorgenti dell’applicazione, e poi il file eseguibile. 
Infine viene richiesto un file XML per poter salvare tutte le 
informazioni ricavate da quella esecuzione dell’applicazione. 
 
Figura 32 - Form di scelta della cartella dei sorgenti 
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Figura 33 - TRACE32 con l'applicazione oggetto di debug 
 
5.10.1 Esempi d’uso 
Utilizzando lo strumento di sviluppo con l’esempio “Crivello di 
Eratostene” vengono forniti questi risultati. 
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Figura 34 -  Esempio d'uso 
 
FUNZIONE T.TOTALE T.MIN T.MAX T.MEDIO 
main 112.9us 112.9us 112.9us 112.9us 
func4 22.1us 22.1us 22.1us 22.1us 
func8 27.1us 27.1us 27.1us 27.1us 
func14 1.6us 1.6us 1.6us 1.6us 
func15 1.6us 1.6us 1.6us 1.6us 
func24 0.9us 0.9us 0.9us 0.9us 
func25 1.0us 1.0us 1.0us 1.0us 
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func26 0.9us 0.9us 0.9us 0.9us 
func28 3.1us 3.1us 3.1us 3.1us 
sieve 0.1us 0.1us 0.1us 0.1us 
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Capitolo 6 
Conclusioni 
 
Il mercato dei sistemi embedded è molto dinamico e si appoggia a 
prodotti hardware in continua e rapida evoluzione. 
Un tool di sviluppo che proceda alla misurazione del tempo di 
esecuzione dei vari task e, in genere, i vari blocchi di codice, 
rappresenta uno strumento molto utile, specialmente nel mondo dei 
sistemi embedded, nel quale il tempo di esecuzione spesso è una 
caratteristica determinante dell’applicazione. 
Inoltre, migliorare il tempo di esecuzione di un’applicazione aiuta a 
ottimizzare al massimo l’hardware esistente, consentendo al software 
di utilizzarlo al meglio. Non sarà così necessario ricorrere ad 
hardware sempre più potenti e costosi per far girare il software, 
contribuendo così al contenimento dei costi di produzione. 
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