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Resumo
Uma superfície de translação no espaço Euclidiano de três dimensões é uma superfície
gerada pela soma de duas curvas, chamadas curvas geradoras. Nesta dissertação, estudamos
superfícies de translação mínimas, baseado nos trabalhos de Rafael López e Óscar Perdomo
e de Thomas Hasanis e Rafael López. Primeiramente, baseado no trabalho de Rafael López
e Oscar Perdomo, apresentamos uma caracterização das superfícies mínimas de translação
no caso em que as curvas geradoras são curvas não planas. Tal caracterização é dada através
de uma relação entre curvatura e a torção de ambas curvas, a saber, o produto do quadrado
da curvatura pela torção é constante. Além disso, a menos de um movimento rígido, uma
dilatação e uma reparametrização das curvas geradoras destas superfícies, todas elas podem ser
descritas por curvas geradoras congruentes e determinadas por dois parâmetros reais a e b. Em
seguida, baseado no artigo de Thomas Hasanis e Rafael López, apresentamos resultados de
classificação para estas superfícies e um método para a construção de exemplos. Além do plano
e das superfícies do tipo Scherk, a classificação é dada em termos de soluções de uma classe de
equações diferenciais ordinárias autônomas, em que tais soluções fornecem as curvaturas das
curvas geradoras das superfícies, enquanto as respectivas torções serão determinadas por uma
equação que depende somente da curvatura e de uma constante. Finalmente, através do método
de construção apresentado, serão exibidos alguns exemplos.
Palavras-chave: superfícies mínimas, superfícies de translação, curvas regulares, espaço
Euclidiano.
Abstract
A translation surface in the three-dimensional Euclidian space is a surface generated by
the sum of two curves, called generating curves. In this dissertation, we studied the minimal
translation surfaces based on the works of Rafael López and Óscar Perdomo, and of Thomas
Hasanis and Rafael López. First, based on the work of Rafael López and Óscar Perdomo, we
show a characterization of minimal translation surfaces and in the case that the generating
curves are non-plane. Such characterization is given through the relation between the curvature
and the torsion of both curves, namely, the product of the square of the curvature by the
torsion is constant. Beyond that, up to a rigid motion, a dilatation, and a reparametrization
of the generating curves of these surfaces, all of them can be by congruent generating curves
and determined by two real parameters a and b. Afterward, based on the article of Thomas
Hasanis and Rafael López, we show classification results for these surfaces and a method for the
construction of examples. Beyond the plane and the surfaces of Scherk kind, the classification
is given in terms of solutions of an autonomous ordinary differential equations class, where
such solutions provide the curvatures of the surface’s generating curves, while the respective
torsions will be determined by an equation that depends only in the curvature and a constant.
Finally, through the method of construction, it will be presented some examples.
Keywords: minimal surfaces, translation surfaces, regular curves, Euclidean space.
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Introdução
Uma superfície de translação no espaço Euclidiano R3 é uma superfície gerada pela soma
de duas curvas regulares α e β . De acordo com Hasanis e López [8], tais superfícies têm
origem nos textos classicos de Darboux [3], onde as então chamadas "surfaces définies pour
des propertiétés cinématiques" são consideradas, e posteriormente conhecidas como superfícies
de Darboux na literatura. Uma superfície de Darboux é definida como o movimento de uma
curva por uma família a 1-parâmetro de movimentos rígidos em R3. Uma parametrização de tal
superfície é dada por Ψ(s, t) = A(t) ·α(s)+β (t), onde α e β são duas curvas espaciais e A(t)
é uma matriz ortogonal. Desta forma, as superfícies de translação são dadas quando A(t) = Id
para todo t, ou seja, dadas pela soma Ψ(s, t) = α(s)+β (t) de duas curvas α : I ⊂ R→ R3 e
β : J ⊂ R→ R3. As curvas α e β são chamadas curvas geradoras de S. No caso particular em
que α e β são curvas planas, a superfície é chamada superfície de translação do tipo planar.
Este nome "translação"se deve ao fato de que S pode ser obtida pela translação de α ao
longo de β (ou vice versa pois os papéis de α e β podem ser trocados). É natural se questionar
sobre a classificação das superfícies de translação sob alguma condição em sua curvatura, seja
curvatura Gaussiana ou média. Nesta dissertação, baseado nos trabalhos de López e Perdomo
[18] e de Hasanis e López [8], a classe de superfícies a ser estudada serão as "as superfícies
mínimas de translação". Cabe ressaltar que, de acordo com Hasanis e López, na literatura,
outros trabalhos foram feitos em relação ao estudo de superfícies de translação com curvatura
média constante, e também em outros espaços: nos referimos a [5, 14–16, 19, 20]. Para o caso
de curvatura Gaussiana constante, a referência apresentada é [9].
Lembramos que uma superfície mínima no espaço Euclidiano R3 é uma superfície com
curvatura média H nula em todos os pontos. É bem sabido que, além do plano, a única
superfície mínima dada pelo gráfico de uma função z(x,y) da forma z(x,y) = f(x)+g(y) para




(log(|cos(ay)|))− (log(|cos(ax)|)), a > 0. (1)
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A solução acima é obtida resolvendo-se a equação H = 0, no caso particular em que
z(x,y) = f (x)+g(y), usando separação de variáveis. Observamos também que uma superfície
parametrizada por Ψ(x,y) = (x,y, f (x)+g(y)) também pode ser expressa como a soma de duas
curvas planas, no caso α = (x,0, f (x)) e β = (0,y,g(y)), isto é, uma superfície de translação.
Assim, a superfície de Scherk é uma superfície mínima de translação. Outra superfície mínima
que pode ser escrita como a soma de duas curvas, que já era conhecida por Lie, é o helicóide.
Tanto o helicóide quanto a superfície de Scherk serão tratado com detalhes no Capítulo 1, sob o
ponto de superfícies mínimas de translação.
De acordo com López e Perdomo [18], as superfícies de translação foram inicialmente
introduzidas por Sophus Lie e atraíram o interesse de geômetras estudando certos tipos
especiais,[4, 7, 21, 24]. De fato, no contexto de curvas complexas, Lie provou que uma
superfície analítica é mínima se, e só se, puder ser representada como a soma de curvas
isotrópicas complexas e sua conjugada complexa [12], ver também [22, §148].
Tem sido um problema aberto durante muito tempo se o plano, o helicoide, e a superfície
de Scherk são as únicas superfícies de translação minímas em R3. Por exemplo, a superfície
descrita em (1) pertence a uma família mais geral de superfícies de translação descoberta por
Scherk de superfícies mínimas onde ambas geradoras são curvas planas mas não necessaria-
mente em planos ortogonais. Um resultado parcial para essa questão foi dado em [5], onde os
autores mostraram que se uma das curvas geradoras está em um plano, então a superfície é
um plano ou uma superfície de Scherk. Além disso e ainda de acordo com [18], seguindo a
mesma ideia de separação de variáveis, é possível estender este tipo de problema para achar
superfícies de translação em outros espaços prescrevendo outras curvaturas: veja por exemplo,
[10, 14, 17, 28, 29]. As demostrações de tais resultados são normalmente longos e tediosos
cálculos envolvendo um numero de sub-casos. Então se mostra necessário utilizar novas
técnicas para o problema, especialmente para se considerar o caso geral onde as geradoras são
curvas espaciais, que nunca foi estudado até hoje.
Helicoide a esquerda e superfície de Scherk a direita.
(fonte: Wikipédia)
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Como dito anteriormente, este texto apresenta um estudo de superfícies minímas de trans-
lação destacando resultados de caracterização e descrição (baseado em [18]), bem como
resultados de classificação e um método de construção (baseado em [8]). A dissertação é
organizada da seguinte forma:
• No Capítulo 1 apresentamos resultados, notações e conceitos básicos necessários para
a compreensão do texto. Além disso, são abordadas como superfícies mínimas de
translação tanto o helicóide (Exemplo 1.2), quanto a superfície de Scherk (Exemplo 1.3).
• No Capítulo 2 apresentamos uma caracterização para as superfícies mínimas de translação
em termos da curvatura k e da torção τ de suas geradoras (Teorema 2.1). Além disso,
uma descrição de tais superfícies é dada através de uma família a dois parâmetros de
superfícies (Teorema 2.2). Através desta descrição são exibidos alguns exemplos.
• No Capítulo 3 apresentamos resultados de classificação e um método de construção para
superfícies mínimas de translação de R3. São abordados dois resultados já conhecidos
com provas alternativas, a saber, uma classificação das superfícies mínimas de translação
quando uma das geratrizes é plana (Teorema 3.1) e quando uma das geratrizes é uma
hélice circular (Teorema 3.2). Em seguida, apresentamos um resultado de classificação
em termos de soluções de uma classe de equações diferenciais ordinárias autônomas
(Teorema 3.3). Finalizamos o capítulo apresentando um algoritmo que permite construir
superfícies mínimas de translação. Tal algoritmo é empregado na apresentação de
exemplos.
Capítulo 1
Conceitos e resultados preliminares
Neste capítulo, apresentaremos alguns conceitos e resultados iniciais que serão importantes
para o entendimento deste texto. O leitor que já estiver familiarizado com tais resultados deve
se atentar apenas a algumas notações que serão introduzidas ao longo do capítulo.
1.1 Resultados gerais
Esta seção será reservada para alguns resultados de geometria diferencial, com foco nas
superfícies mínimas de translação. Introduziremos o conceito de superfície mínima de transla-
ção e veremos como a superfície de Scherk e o helicóide surgem como os primeiros exemplos
desta classe de superfícies. Encerraremos a seção apresentando alguns resultados de álgebra
linear, que serão úteis nos capítulos seguintes.
Inicialmente lembramos da definição de superfície mínima, ou seja, aquela superfície cuja
curvatura média H se anula em todo ponto. Lembremos também que, utilizando os coeficientes
da primeira e segunda formas fundamentais E, G, F e e, g, f respectivamente, a curvatura




(eG−2 f F +Eg)
(EG−F2)
.
Com esta equação em mente, introduziremos o seguinte exemplo, que é motivador para este
trabalho. Como referências em que foram baseadas os cálculos a seguir, citamos [1, 2].
Exemplo 1.1. A Superfície de Scherk é conhecida por ser um exemplo de uma superfície
mínima dada por um gráfico. Utilizando a mesma parametrização local φ para a superfície
de Scherk apresentada na introdução, escreveremos φ(x,y) = (x,y,z(x,y)). Para o cálculo da
curvatura média H deste tipo de superfície, ou seja, superfícies que são gráficos, podemos
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(1+ z2x)zyy −2zxzyzxy +(1+ z2y)zxx










Sendo assim, supondo uma solução do tipo z(x,y) = f (x)+g(y), temos que zx = f ′(x), zy =




(1+ f ′(x)2)g′′(y)−0+(1+g′(y)2) f ′′(x)
(1+ f ′(x)2 +g′(y)2)3/2
.
















em que a∈R é uma constante. Se a= 0, temos que f e g são funções lineares e nossa superfície
















podemos considerar a menos de translações b1 = b2 = c2 = c2 = 0, e portanto




ou seja, a parametrização que apresentamos na introdução.
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Como mencionado na introdução, o objetivo central deste trabalho é estudar uma classe
de superfícies mínimas, conhecidas como superfícies mínimas de translação. Neste sentido,
daremos abaixo a definição formal e as primeiras propriedades deste tipo de superfície, de
acordo com [18] e [8].
Definição 1.1. Uma superfície S ⊂ R3 é chamada superfície de translação se pode ser local-
mente escrita como a soma φ(s, t) = α(s)+β (t) de duas curvas diferenciáveis α : I ⊂R→R3
e β : J ⊂R→R3, onde as curvas α e β são chamadas curvas geradoras de S. No caso particular
em que α e β são curvas planas, a superfície é chamada superfície de translação do tipo planar.
Observe que que uma superfície de translação é uma superfície parametrizada regular, se e
somente se, cada uma das curvas geradoras são regulares e satisfazem α ′(s)×β ′(t) ̸= 0, para
todo ponto (s, t) ∈ I × J.
Uma vez definidas tais superfícies, vamos calcular a expressão da sua curvatura média.
Como as superfícies estudadas serão regulares, podemos assumir, sem perda de generalidade








φs(s, t) = α ′(s0,)φt(s, t) = β ′(t),

φss(s, t) = α ′′(s),
φtt(s, t) = β ′′(t),









E = |α ′(s)|2, G = |β ′(t)|2, F = ⟨α ′(s),β ′(t)⟩,
e =
⟨α ′′(s)×α ′(s),β ′(t)⟩
|α ′(s)×β ′(t)|
, g =
⟨β ′(t)×β ′′(t),α ′(s)⟩
|α ′(s)×β ′(t)|





(|β ′(t)|2⟨α ′′(s)×α ′(s),β ′(t)⟩+ |α ′(s)|2⟨β ′(t)×β ′′(t),α ′(s)⟩)




2|α ′(s)×β ′(t)| 32
[|β ′(t)|2⟨α ′′(s)×α ′(s),β ′(t)⟩+ |α ′(s)|2⟨β ′(t)×β ′′(t),α ′(s)⟩] = 0
como |α ′(s)|= |β ′(t)|= 1, pois são curvas p.c.a, então H = 0 é equivalente a
⟨α ′′(s)×α ′(s),β ′(t)⟩+ ⟨β ′(t)×β ′′(t),α ′(s)⟩= 0 (1.1)
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onde × denota o produto vetorial em R3.
Resumimos então o cálculo acima na seguinte proposição
Proposição 1.1. Uma superfície de translação localmente parametrizada por φ(s, t) = α(s)+
β (t), para curvas regulares α : I ⊂ R→ R3 e β : J ⊂ R→ R3, é uma superfície mínima se e
somente se
|β ′(t)|2⟨α ′′(s)×α ′(s),β ′(t)⟩+ |α ′(s)|2⟨β ′(t)×β ′′(t),α ′(s)⟩= 0.
Em particular se α e β são curvas p.c.a vale a equação (1.1).
Observação 1.1. Considere duas curvas α̃ , β̃ e u(s) =
∫ s
0
|α ′|, v(t) =
∫ t
0
|β ′| seus respectivos
comprimentos de arco. Assim tendo α(s) = α̃(u(s)) e β (t)β̃ (v(t)) como curvas p.c.a. e
omitindo os parâmetros s e t por simplicidade, calculamos
α
′ = α̃ ′
du
ds
= α̃ ′|α ′|,
e também
α





′ = β̃ ′
dv
dt
= β̃ ′|β ′|,
e também
β












× (α̃ ′|α ′|) = |α ′|3(α̃ ′′× α̃ ′),
analogamente β ′′×β ′ = |β ′|3(β̃ ′′× β̃ ′). Sendo assim, temos
|β ′|2⟨α ′′×α ′,β ′⟩+ |α ′|2⟨β ′×β ′′,α ′⟩
= |β ′|2⟨|α ′|3(α̃ ′′× α̃ ′), β̃ ′|β ′|⟩+ |α ′|2⟨|β ′|3(β̃ ′′× β̃ ′), α̃ ′|α ′|⟩
= |β ′|3|α ′|3[⟨α̃ ′′× α̃ ′, β̃ ′⟩+ ⟨β̃ ′′× β̃ ′, α̃ ′⟩].
Concluímos então que uma superfície Φ(s, t) = α(s)+ β (t) é mínima se e só se Φ̃(s, t) =
α̃(s)+ β̃ (t) o é.
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Conforme [18], uma superfície importante introduzida por Sophus Lie como uma superfície
mínima de translação, é um aberto do helicóide que apresentaremos no exemplo a seguir.
Exemplo 1.2. Considere a parametrização do helicóide dada por
φ(u,v) = (cos(v)cos(u),cos(v)sen(u),u).
Mostraremos que essa parametrização é obtida como a soma de duas hélices circulares. De



















Fazendo a mudança de coordenadas u =
1
2
(s+ t), v =
1
2
(s− t) , equivalentemente s = u+ v,
t = u− v, temos




(cos(u+ v)+ cos(u− v)), 1
2




cos(u+ v)+ cos(u− v) = cos(u)cos(v)− sen(u)sen(v)+ cos(u)cos(v)+ sen(u)sen(v).
= 2cos(u)cos(v).
Analogamente, sen(u+ v)+ sen(u− v) = 2cos(v)sen(u). Portanto
α(u+ v)+α(u− v) = φ(u,v).
Voltemos agora para o exemplo da superfície de Scherk, considerando-a desta vez como a
soma de duas curvas, ou seja, uma superfície de translação.
Exemplo 1.3. Seja S uma superfície de Scherk parametrizada localmente como φ(x,y) =
(x,y,z(x,y)), sendo z(x,y) = f (x)+g(y) como em (1), e considere as curvas α(x) = (x,0, f (x))
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e β (y) = (0,y,g(y)), naturalmente vemos que φ(x,y) = α(x)+β (y), então temos
φx = (1,0, f ′) = α ′,φy = (0,1,g′) = β ′,

φxx = (0,0, f ′′) = α ′′,
φyy = (0,0,g′′) = β ′′,
φxy = (0,0,0),
α ′′×α ′ = (0, f ′′,0),β ′×β ′′ = (g′′,0,0).
Agora f ′′(x) = −sec(ax)2, g′′(y) = sec(ay)2, |α ′(x)| =
√
1+ tan(ax)2 = sec(ax), |β ′(y)| =√
1+ tan(ay)2 = sec(ay), então pela Proposição 1.1, podemos calcular
|β ′(y)|2⟨α ′′(s)×α ′(s),β ′(t)⟩+ |α ′(x)|2⟨β ′(t)×β ′′(t),α ′(s)⟩=
sec(ay)2 f ′′(x)+ sec(ax)2g′′(y) =−sec(ay)2 sec(ax)2 + sec(ax)2 sec(ay)2 = 0.
Assim concluímos que que a superfície de Scherk é uma superfície mínima de translação.
Na sequência apresentamos alguns resultados de álgebra linear que serão importantes no
decorrer do trabalho.
Lema 1.1. Seja V um espaço vetorial de dimensão finita e sejam U1 e U2 subespaços de V .
Então a dimensão do sub-espaço U1 +U2 pode ser obtida com a fórmula
dim(U1 +U2) = dim(U1)+dim(U2)−dim(U1 ∩U2).
A demostração deste lema pode ser encontrada com detalhes em [13, §7].
Lembraremos agora da definição do produto misto
Definição 1.2. Sejam X , Y , Z ∈ R3, então o produto misto destes vetores se da por
(X ,Y,Z) = ⟨X ×Y,Z⟩= ⟨X ,Y ×Z⟩.
Considerando agora também α ∈ R, valem as seguinte propriedades
1. (αX ,Y,Z) = (X ,αY,Z) = (X ,Y,αZ) = α(X ,Y,Z)
2. (X ,Y,Z) =−(Y,X ,Z)
Utilizando essa definição podemos demostrar um outro resultado importante que é
Lema 1.2. Seja Q uma matriz 3×3 real invertível e a e b vetores em R3, então
Qa×Qb = det(Q)Q−T (a×b).
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Demonstração. Seja w = a×b, então w é o único vetor que satisfaz






Segue que det(Q)(a×b) = QT (Qa×Qb), e como Q é invertível
det(Q)Q−T (a×b) = Qa×Qb.
Aqui vale observar que no caso em que Q é uma matriz ortogonal então det(Q) = ±1 e
Q−1 = QT , então Q−T = QT
T
= Q, e assim teremos
±Q(a×b) = Qa×Qb.
Utilizando este resultado podemos provar o seguinte lema, introduzido em [18], que será
importante para o Capítulo 2.
Lema 1.3. Seja S uma superfície regular miníma de R3 parametrizada localmente por φ(s, t),
então
1. Se P é uma matriz ortogonal, então a superfície P ◦ φ(s, t) = φ̃(s, t) é também uma
superfície miníma.
2. Dado um número não nulo λ , a superfície λφ(s, t) é também uma superfície miníma.







análogo para Pφt .
Podemos observar que como P é ortogonal, então é um isomorfismo, preservando assim
o produto interno, ou seja ⟨Pφs,Pφt⟩= ⟨φs,φt⟩, onde φs φt são as derivadas parciais de φ em
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relação a s e t respectivamente. Assim teremos: Ẽ = ⟨Pφs,Pφs⟩= ⟨φs,φs⟩= E e analogamente











Agora para aplicação normal de Gauss vamos lembrar do Lema (1.2) o fato de que como P é




















g̃ = ⟨N,Pφtt⟩=±g, f̃ = ⟨N,Pφst⟩=± f .













(eG−2 f F +Eg)
(EG−F2)
=±H = 0,
ou seja, P◦φ(s, t) = φ̃(s, t) é mínima.
Caso (2) - Aqui, a partir dos fatos que ⟨λa,b⟩ = λ ⟨a,b⟩ e λa× b = c(a× b), ∀λ ∈ R e












Ẽ = ⟨λφs,λφs⟩= λ 2⟨φs,φs⟩= λ 2E,
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Ou seja, λφ(s, t) é mínima.
Por fim, o seguinte lema básico de álgebra linear será importante para o Capítulo 3.
Lema 1.4. Seja A uma matriz real n×n. Se A é uma matriz simétrica então é auto adjunta, isto
é
⟨Ax,x⟩= ⟨x,Ax⟩, ∀ x ∈ R.
Demonstração. Considerando uma base ortonormal {e1,e2, ....,en} e uma matriz A=(ai j), i, j =





⟨Aei,e j⟩= ai j.
Como A é simétrica, então ai j = a ji, ∀ i, j, isto é ⟨Aei,e j⟩= ⟨ei,Ae j⟩.







uiv j⟨Aei,e j⟩= ∑
i, j
uiv j⟨ei,Ae j⟩= ⟨u,Av⟩.
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1.2 Resultados auxiliares
Nesta seção apresentaremos alguns resultados auxiliares e relações envolvendo a curvatura
e a torção de uma curva regular, que serão úteis no Capítulo 3. Os resultados desta seção podem
ser encontrados em [8].
Dada uma curva regular parametrizada pelo comprimento de arco s ∈ I ⊂ R, lembremos
do triedro de Frenet {t,n,b}, sendo t, n, b os vetores tangente, normal e binormal a curva em
cada s respectivamente, e das equações de Frenet
t′ = kn.
n′ = −kt+ τb.
b′ = −τn.
Tendo agora em mente as equações de Frenet, tomando as curvas α(s) e β (t) parametrizadas
pelo comprimento de arco e utilizando o subíndice α e β para fazer referência a curva em
questão, segue das equações de Frenet que
⟨α ′′(s)×α ′(s),β ′(t)⟩+ ⟨β ′(t)×β ′′(t),α ′(s)⟩=−kα⟨bα , tβ ⟩+ kβ ⟨bβ , tα⟩.
Sendo φ(s, t) = α(s)+β (t) uma parametrização para uma superfície mínima de translação,
por (1.1) concluímos que −kα⟨bα , tβ ⟩+ kβ ⟨bβ , tα⟩= 0 e portanto
kα⟨bα , tβ ⟩= kβ ⟨bβ , tα⟩. (1.2)
No que segue, deduziremos a partir da equação (1.2), equações que serão importantes no
Capítulo 3. Começamos tomando a derivada com respeito a s de (1.2):
k′α⟨bα , tβ ⟩+ kα⟨b′α , tβ ⟩= kβ ⟨bβ , t′α⟩= kα⟨nα ,kβ bβ ⟩,






= ⟨nα ,kβ bβ ⟩. (1.3)
Derivando novamente com respeito a s obtemos〈










= ⟨−kα tα + ταbα ,kβ bβ ⟩.
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=−kαkβ ⟨tα ,bβ ⟩+ τα⟨bα ,kβ bβ ⟩.


















= τα⟨bα ,kβ bβ ⟩. (1.4)
Da mesma maneira para a curva β temos
〈






















= τβ ⟨bβ ,kαbα⟩. (1.5)
As equações importantes mencionadas, que utilizaremos no Capítulo 3, são as equações (1.2),
(1.3), (1.4) e (1.5).
De agora em diante, vamos assumir que as curvas α e β não são planas. Vamos introduzir
a seguinte notação para uma curva não plana, parametrizada pelo comprimento de arco, com












+ k2 − τ2. (1.6)
Os subíndices α ou β em R ou Σ indicarão que estamos trabalhando com a curva correspon-
dente α ou β .
Mostraremos agora o seguinte resultado chave
Proposição 1.2. Se φ(s, t) = α(s)+β (t) é uma superfície mínima de translação, então
k2ατα = c1 ̸= 0, k2β τβ = c1 ̸= 0,
Σα
τα
− τα = c2,
Σβ
τβ
− τβ = c2, (1.7)
onde c1, c2, c1 e c2 são constantes.
Demonstração. Dividindo (1.4) por τα obtemos〈





= ⟨bα ,kβ bβ ⟩.
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Diferenciando essa equação com respeito a s temos〈
k′α tα + k
2





bα −Σαbα , tβ
〉
=−τα⟨nα ,kβ bβ ⟩.
Reorganizando os termos, conseguimos〈
(k′α +Rαkα)tα +(k
2









= τα⟨nα ,kβ bβ ⟩.

























Definindo a função vetorial u por
u := (k′α +Rαkα)tα +(k
2












⟨u, tβ ⟩= 0. (1.8)
Derivando (1.8) com respeito a t e como kβ > 0, temos kβ ⟨u,nβ ⟩= 0, logo
⟨u,nβ ⟩= 0. (1.9)
Finalmente, derivando (1.9) com respeito a t e, levando em conta (1.8) e τβ ̸= 0, obtemos
−kβ ⟨u, tβ ⟩+ τβ ⟨u,bβ ⟩= 0, ou seja
⟨u,bβ ⟩= 0. (1.10)
Usando as equações (1.8), (1.9) e (1.10), concluímos que u = 0 e assim,
k′α +Rαkα = 0,









1.2 Resultados auxiliares 16





















Segue que existe uma constante c1 ̸= 0 tal que k2ατα = c1.






− k2α + τ2α
)







































− τα = c2,
para alguma constante c2.
De uma maneira similar, podemos deduzir resultados correspondentes para a curva β usando
(1.5).
Observação 1.2. Derivando (1.2) com respeito a s obtemos (1.3), derivando novamente com


















= τα⟨bα ,kβ bβ ⟩.
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Dividindo ambos os lados por τα e utilizando (1.6) obtemos〈





= ⟨bα ,kβ bβ ⟩.

















= ⟨nα ,k′β bβ − kβ τβ nβ ⟩.
Pela equação (1.12) temos k′α =−kαRα e então
kβ ⟨−ταnα −Rαbα ,nβ ⟩= ⟨nα ,−kβ τβ nβ − kβ Rβ bβ ⟩= kβ ⟨nα ,−τβ nβ −Rβ bβ ⟩,
ou seja
⟨−ταnα −Rαbα ,nβ ⟩= ⟨nα ,τβ nβ −Rβ bβ ⟩.
Procedendo de modo análogo com as demais derivações parciais sucessivas de (1.2), são
obtidas relações similares às dadas acima. Resumimos abaixo tais relações, correspondentes às
derivadas com respeito a s, ss, t, tt, ts, sst, tts e ttss, respectivamente
⟨−ταnα −Rαbα , tβ ⟩= ⟨nα ,kβ tβ ⟩,〈





= ⟨bα ,kβ bβ ⟩,
⟨kα tα ,nβ ⟩= ⟨tα ,−τβ nβ −Rβ bβ ⟩,
⟨kβ bα ,bβ ⟩=
〈






⟨−ταnα −Rαbα ,nβ ⟩= ⟨nα ,−τβ nβ −Rβ bβ ⟩,〈





= ⟨bα ,−τβ nβ −Rβ bβ ⟩.
⟨−ταnα −Rαbα ,bβ ⟩=
〈




















Outro resultado útil é o seguinte
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Proposição 1.3. Seja α uma curva em R3 parametrizada pelo comprimento de arco com
curvatura kα > 0 e torção τα ̸= 0. Se σ1 ̸= 0 e σ2 são duas constantes tais que
k2ατα = σ1 ̸= 0 e
Σα
τα
− τα = σ2, (1.14)
então kα é uma solução positiva da EDO autônoma
(y′)2 + y4 +σ3y2 +
σ21
y2
+σ1σ2 = 0, (1.15)
para alguma constante σ3.
Reciprocamente, sejam c1 ̸= 0 e c2 duas contantes. Então para qualquer solução positiva
não constante k(s) de (1.15) e escolhendo τ(s) = σ1/k(s)2, a curva α parametrizada pelo
comprimento de arco s com curvatura kα e torção τα , satisfaz
Σα
τα
− τα = σ2, Σα +R2α + k2α =−σ3, (1.16)
para alguma constante σ3.
Demonstração. A segunda igualdade de (1.14), nos dá





+ k2α −2τ2α .














Fazendo agora w = ln(k), temos k = ew e w′ = k′/k. Reescrevemos a equação acima como
w′′+ e2w −2σ21 e−4w −σ1σ2e−2w = 0.


















+ e2w −2σ21 e−4w −σ1σ2e−2w = 0.
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Alternativamente






[−2e2w +4σ21 e−4w +2σ1σ2e−2w] =−e2w −σ21 e−4w −σ1σ2e−2w −σ3,
ou seja
(w′)2 =−e2w −σ21 e−4w −σ1σ2e−2w −σ3,


















o que prova (1.15).
Para provar a recíproca desta proposição, seja k(s) uma solução positiva e não constante de
(1.15) e escreva τ(s) = σ1/k2(s). Considere α uma curva parametrizada pelo comprimento de










+σ3 = 0. (1.17)









+2kαk′α −4σ21 k−5α k′α −2σ1σ2k−3α k′α = 0.














+ k2α −2τ2α −σ2τα = 0.
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Assim, segue da definição de Σα em (1.6) que
Σα = τ
2




− τα = σ2.
Além disso, segue da equação acima que
Σα = τ
2






























































E então concluímos que
Σα +R2α + k
2
α =−σ3.
Observação 1.3. Com a notação da Proposição 1.2, as curvas geradoras α , β de uma superfície
mínima de translação Ψ(s, t) = α(s)+β (t) satisfazem as condições da Proposição 1.3 com












+ c2τβ + c3 = 0,
para algumas contantes c3 e c3.
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Motivados pelas equação (1.2) e pelo conjunto de equações em (1.13), definimos as funções
Vi =Vi(s), Wi =Wi(t), 1 ≤ i ≤ 3 por
V1 = kαbα
V2 =−ταnα −Rαbα






W1 = kβ bβ
W2 =−τβ nβ −Rβ bβ























V ′2 =−τ ′αnα − ταn′α −R′αbα −Rαb′α

































= ταV3 − kαV1.





−Σ = τ2 e que (Σ/τ + τ)′ = 0, ou seja (Σ/τ)′ = τ ′, teremos
V ′3 = k
′
α tα + kα t
′
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Portanto, podemos ver que, procedendo de maneira análoga para os casos de Wi, as equações
do tipo Frenet a seguir serão satisfeitas
V ′1 = kαV2,
V ′2 =−kαV1 + ταV3,
V ′3 =−ταV2,

W ′1 = kβW2,
W ′2 =−kβW1 + τβW3,
W ′3 =−τβW2.
Além disso, por (1.18). podemos calcular os produtos mistos











(W1,W2,W3) = k2β τβ = c1.
Com a notação acima, a identidade (1.2) e as oito relações de (1.13) podem ser escritas,
respectivamente, como 
⟨V1, tβ ⟩= ⟨tα ,W1⟩,
⟨V2, tβ ⟩= ⟨nα ,W1⟩,
⟨V3, tβ ⟩= ⟨bα ,W1⟩,
⟨V1,nβ ⟩= ⟨tα ,W2⟩,
⟨V1,bβ ⟩= ⟨tα ,W3⟩,
⟨V2,nβ ⟩= ⟨nα ,W2⟩,
⟨V3,nβ ⟩= ⟨bα ,W2⟩,
⟨V2,bβ ⟩= ⟨nα ,W3⟩,
⟨V3,bβ ⟩= ⟨bα ,W3⟩.
(1.19)
Capítulo 2
Superfícies mínimas de translação:
caracterização e descrição
Neste capítulo, iremos apresentar uma caracterização e uma descrição das superfícies
mínimas de translação no espaço Euclidiano, baseado nos resultados obtidos no artigo [18]. No
caso em que α e β são curvas não planas, apresentaremos uma prova de que a curvatura k e a
torção τ de ambas as curvas satisfazem a equação k2τ =C onde C é contante. Mostraremos
também que, a menos de um movimento rígido e uma dilatação no espaço Euclidiano, e a
menos de uma reparametrização das curvas geradoras destas superfícies, as superfícies mínimas
de translação são descritas por dois parâmetros reais a,b ∈R onde a superfície é então da forma
φ(s, t) = βa,b(s)+βa,b(t).
2.1 Uma caracterização em termos da curvatura e torção
Lembremos da equação (1.1) que caracteriza as superfícies mínimas de translação
⟨α ′′(s)×α ′(s),β ′(t)⟩+ ⟨β ′(t)×β ′′(t),α ′(s)⟩= 0.
Munidos deste resultado, e motivados por ele, escrevemos R6 = R3 ×R3 e consideramos os
subespaços vetoriais de R6 definidos por
H1 = span{(α ′(s)×α ′′(s),α ′(s)) : s ∈ I},
H2 = span{(β ′(t),β ′(t)×β ′′(t)) : t ∈ J}.
Através desta definição podemos apresentar o seguinte lema
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Lema 2.1. Os subspaços H1 e H2 são perpendiculares e dim(H1) = dim(H2) = 3.
Demonstração. A ideia da prova para a primeira parte é observar que, se escrevemos v =
(v1, v2), w = (w1, w2) em que vi,w j, 1 ≤ i, j ≤ 2 são vetores de R3, então o produto interno
⟨v, w⟩ de R6 é dado por
⟨v,w⟩= ⟨v1,w1⟩R3 + ⟨v2,w2⟩R3 .
No que segue, para não carregar a notação, usaremos ⟨,⟩ para o produto interno de Rn,
sem indicar o espaço correspondente, sempre que ficar entendido em qual espaço estamos
trabalhando. Desta forma, a propriedade de ortogonalidade pode ser obtida de
⟨(α ′(s)×α ′′(s),α ′(s)),(β ′(t),β ′(t)×β ′′(t))⟩ =
⟨α ′(s)×α ′′(s),β ′(t)⟩+ ⟨β ′(t)×β ′′(t),α ′(s)⟩ = 0.
Para a segunda parte, assuma inicialmente que dim(H1) ≤ 2. Se a dimensão for igual a
2, então existem {(v1,v2),(w1,w2)} ∈ R3 ×R3 dois vetores linearmente independentes em
R6 que geram H1. Então ∀s ∈ I, existem λ (s),µ(s) ∈ R tais que (α ′′(s)×α ′(s),α ′(s)) =
λ (s)(v1,v2)+µ(s)(w1,w2). Em particular α ′(s) = λ (s)v2+µ(s)w2, o que prova que α é uma
curva plana, uma contradição. Podemos fazer algo similar para dim(H1) = 1 e análogo para
H2. Portanto dim(H1),dim(H2)≥ 3. Como H1 ⊥ H2, então H1 ∩H2 = 0, pelo Lema 1.1, isto
implica em H1 e H2 serem espaços de dimensão 3.
Apresentaremos agora o seguinte lema, que é um resultado chave para este trabalho.
Lema 2.2. Seja A uma matriz real 3×3. Se existe uma curva X(t) na esfera unitária S2 tal
que:
1. |AX |> 0 e |X ′(t)| ̸= 0.
2. O conjunto B = {X ,Y,Z} com Z = AX/|AX | e Y = Z ×X é uma base ortonormal.
3. A matriz da transformação W → AW com respeito a base B é a matriz da forma
Ã =
0 0 a0 b c
a d e
 , a > 0.
Então A é uma matriz simétrica.
2.1 Uma caracterização em termos da curvatura e torção 25
Demonstração. Fixe um t0 e seja B0 = {X(t0),Y (t0),Z(t0)}. Pela hipótese 3 sabemos que a
matriz da transformação W → AW com respeito a base B0 é a matriz
Ã0 =
 0 0 a00 b0 c0
a0 d0 e0
 ,
para alguns a0,b0,c0,d0,e0, com a0 > 0. Se Q0 é a matriz a qual a primeira, segunda e terceira
colunas são os vetores X(t0),Y (t0) e Z(t0) respectivamente, temos
A = Q0Ã0Q0T , (2.1)
pois Q0 é uma matriz de mudança de base ortogonal. Analogamente, se denotarmos Q(t) a
matriz a qual a primeira, segunda e terceira colunas são os vetores X(t),Y (t) e Z(t) respectiva-
mente, então A = QÃQT . Além disso, se P = Q0T Q(t) então
PT = (Q0T Q(t))T = Q(t)T Q0,
PQ(t)T = Q0T ,
Q(t)PT = Q0,
logo
Ã0 = QT0 AQ0 = PQ(t)
T AQ(t)PT = PÃPT .
Defina agora X̃ ,Ỹ e Z̃ como a primeira segunda e terceira colunas da matriz P, ou seja
P = (X̃ ,Ỹ , Z̃), então temos
Ã0X̃ = PÃPT X̃ = PÃ(⟨X̃ , X̃⟩,⟨Ỹ , X̃⟩,⟨Z̃, X̃⟩) = PÃ(1,0,0) = P(0,0,a) = aZ̃.
Analogamente,Ã0Ỹ = PÃPT Ỹ = PÃ(0,⟨Ỹ ,Ỹ ⟩,0) = P(0,b,d) = aỸ +dZ̃.Ã0Z̃ = PÃPT Ỹ = PÃ(0,0,⟨Z̃, Z̃⟩) = P(a,c,e) = aX̃ + cỸ + eZ̃.
Como observação, notemos que Q é ortogonal, então Q−1 = QT e portanto
P(t0) = QT0 Q(t0) = Q
T
0 Q0 = Id.
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Por (2.1), mostraremos que a matriz A é simétrica mostrando que a matriz Ã0 o é, e isso é
possível pois, se A = Q0Ã0Q0T , então
AT = (Q0Ã0Q0T )T = QT0
T
ÃT0 Q0
T = Q0ÃT0 Q0
T .
Se Ã0 é simétrica, então Ã0 = ÃT0 e assim teremos
AT = Q0ÃT0 Q0
T = Q0Ã0Q0T = A.
Provaremos então que Ã0 é simétrica, utilizando o teorema da função inversa aplicado a
uma aplicação que descreveremos a seguir. Para todo q = (x,y,z,u,v,w,r,s) próximo a q0 =




 , p3(q) = 1√
⟨Ã0 p1, Ã0 p1⟩
xy
z
 , p2 = p3 × p1
f0(q) = x2 + y2 + z2 −1 = ⟨p1, p1⟩−1,
f1(q) = ⟨Ã0 p1, p1⟩,
( f2, f3, f4)T = Ã0 p2 − vp2 − rp3,
( f5, f6, f7)T = Ã0 p3 − vp1 −wp2 − sp3,
( f8, f9, f10)T = Ã0 p1 −up3.
Note que p1(q0) = e1, Ã0e1 = a0e3 e assim p3(q0) = e3. Portanto p2(q0) = e1×e3 = e2. Segue
das equações acima que
f0(q0) = f1(q0) = 0,
( f2, f3, f4)T = (b0e2 +d0e3)−b0e2 −d0e3 = 0,
( f5, f6, f7)T = (a0e1 + c0e3 + e0e2)−a0e1 − c0e3 − e0e2 = 0,
( f8, f9, f10)T = (a0e3)−a0e3 = 0.
Observe agora que, para pontos da forma q̃=(x̃, ỹ, z̃, ũ, ṽ, w̃, r̃, s̃) com (x̃, ỹ, z̃)T = X̃ e (ũ, ṽ, w̃, r̃, s̃)=
(a,b,c,d,e), temos também fi(q̃) = 0, 0 ≤ i ≤ 10. De fato, para tais pontos, sep1(q̃) = X̃ ,Ã0X̃ = aZ̃,
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então p3(q̃) = Z̃,p2(q̃) = X̃ × Z̃ = Ỹ ,
e assim
f0(q0) = f1(q0) = 0,
( f2, f3, f4)T = Ã0Ỹ −aỸ −dZ̃ = (aỸ +dZ̃)−aỸ −dZ̃ = 0.
Analogamente
( f5, f6, f7)T = Ã0Z̃ −aX̃ − cỸ − eZ̃ = 0,
( f8, f9, f10)T = Ã0X̃ −aZ̃ = 0.
Defina agora F(q) = ( f0, f1, f3, f4, f5, f6, f7, f10). Denote q = (x,y,z,u,v,w,r,s) por






























Analisaremos a matriz Jacobiana de F , aplicada no ponto q0 e mostraremos que det(dF(q0)) =
4a0(d0 − c0). Uma vez que a0 > 0, se c0 ̸= d0, teríamos det(dF(q0)) ̸= 0. Sendo assim, pelo
Teorema da Função Inversa, existiria V vizinhança aberta de q0 e F(V ) vizinhança aberta de
F(q0) = 0 tal que F é um homeomorfismo de V em F(V ), de onde F seria injetiva em V , ou
seja, F(q) ̸= 0 , ∀q ̸= q0, q ∈V .
Por outro lado, sabemos que todo ponto q̃ como definido anteriormente satisfaz F(q̃) =
(0, . . . ,0). Observando que q̃(t) = (X̃(t),a,b,c,d,e), em que X̃(t) é a primeira coluna da matriz
P e que P(t0) = Id, então X̃(t0) = (1,0,0) e portanto q̃(t) é uma curva que passa pelo ponto q0,
e por fim, como uma curva é continua, então para toda vizinhança aberta W ⊂V de q0, ∃ t1 tal
que q̃(t1) ∈W , um absurdo. Logo segue que d0 = c0, e portanto Ã0 é simétrica.
Vamos então mostrar que det(dF(q0)) = 4a0(d0 − c0). Para mostrar isso, consideraremos
cada uma das derivadas parciais:








, p1⟩= 2⟨ei, p1⟩, i = 1,2,3,


































(q0) = 2⟨a0e3,e3⟩= 2a0.
De forma análoga ao caso f0 teremos
∂ f1
∂xi
= 0 para todo i > 3.
Para os próximos casos, calcularemos explicitamente apenas as derivadas parciais em relação a
xi para i > 3. A razão ficará clara ao calcular o determinante.
3. Caso f3
f3 = ⟨( f2, f3, f4)T ,e2⟩ = ⟨Ã0 p2,e2⟩−⟨vp2,e2⟩−⟨rp3,e2⟩





0, i = 4,6,8
−⟨p2(q0),e2⟩=−1, i = 5
−⟨p3(q0),e2⟩= 0. i = 7
.





0, i = 4,6,8
−⟨p2(q0),e3⟩= 0, i = 5
−⟨p3(q0),e3⟩=−1. i = 7
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5. Para os casos de f5, f6, f7, de maneira semelhante, basta observar que:



























Para os casos restantes, segue que
∂ f4+ j
∂xi
(q0) = 0, i ̸= 1,2,3.
6. Caso f10
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Concluímos dos casos acima que:
det(dF(q0)) = det

2 0 0 0 0 0 0 0

















































0 −1 0 0 0
∂ f4
∂x2
0 0 0 −1 0
∂ f5
∂x2
−1 0 0 0 0
∂ f6
∂x2
0 0 −1 0 0
∂ f7
∂x2
0 0 0 0 −1
∂ f10
∂x2
−1 0 0 0 0

=−4a0det(D).
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det(A) = det

0 −1 0 0 0
0 0 0 −1 0
0 0 −1 0 0
0 0 0 0 −1




0 −1 0 0 0
0 0 0 −1 0
−1 0 0 0 0
0 0 −1 0 0











































































































































(q0) =−c0⟨e3 × e2,e1⟩= c0.





















Concluímos então que det(dF(q0)) = 4a0(d0 − c0).
Utilizando os lemas acima poderemos mostrar o seguinte teorema
Teorema 2.1. Seja φ(s, t) = α(s)+ β (t) uma superfície mínima de translação com α e β
curvas não-planas parametrizadas pelo comprimento de arco. Se k e τ denotam a curvatura e a
torção de uma geradora desta superfície, então k2τ =C para alguma constante C. Além disso
existe uma matriz simétrica invertível A tal que β ′(t)×β ′′(t) = Aβ ′(t).
Demonstração. Seja T (t) = β ′(t) o vetor tangente, N(t) o vetor normal unitário, e B(t) =
T (t)×N(t). As equações de Frenet da curva β são dadas por
T ′ = kN,
N′ = −kT + τB,
B′ = −τN,
e seja H2 = span{(β ′(t),β ′(t)×β ′′(t)) : t ∈ J}⊂R6. Pelo Lema 2.1 sabemos que dim(H2)= 3.
Como a curva β não está contida em um plano, seus vetores velocidade β ′(t) não estão contidos
em um plano e isto nos permite tomar uma base para H2 da forma {(v1,w1),(v2,w2),(v3,w3)}
onde os vetores {v1,v2,v3} são uma base para R3. Após uma mudança de bases do espaço
vetorial H2, podemos assumir que {v1,v2,v3} é a base canônica de R3 {e1 = (1,0,0),e2 =
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(0,1,0),e3 = (0,0,1)}. Sejam ξi = ξi(t) as funções suaves tais que














′(t)×β ′′(t) = ξ (t)×ξ ′(t) = Aξ (t), (2.2)
onde A é uma matriz 3×3 cujas colunas não w1, w2 e w3. Como a curva β é não plana, vamos
considerar uma vizinhança aberta onde k(t) ̸= 0. Em termos do triedro de Frenet nos temos
que ξ = T e então (2.2) se reduz a
T ×T ′ = T × kN = kB = AT. (2.3)





Derivando agora a equação (2.4) nós temos








N − τ ′N + τkT − τ2B,
usando a equação (2.3), obtemos










































N + kT. (2.5)
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Por causa das equações (2.3), (2.4), (2.5), nós concluímos que a matriz da transformação linear
W → AW em termos da base T , N e B é dada por
Ã =


























Usando o Lema 2.2 com X(t) = T (t) nos concluímos que a matriz Ã é
Ã =
 0 0 k(t)0 −τ(t) d(t)
k(t) b(t) c(t)
 . (2.6)










ou equivalentemente, 0 = 2τk′+ kτ ′ =
1
k
(k2τ)′. Concluímos então que k2τ =C, onde C é uma
constante. Com a notação usada no Lema 2.2, note que A = QÃQT . Então o determinante de A
é det(A) =−k2τ =−C. Podemos observar que C ̸= 0 porque a curva β é não plana e portanto
A é invertível. Pela simetria dos argumentos o mesmo vale para a curva α .
Observação 2.1. A condição k2τ =C para uma curva espacial aparece como a segunda equação
que satisfaz a elástica, uma curva a qual é um ponto crítico do funcional
∫
k2 ds. Isto pode ser
visto com mais detalhes em [11].
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2.2 Descrição das superfícies mínimas de translação
Nesta seção iremos descrever todas as superfícies mínimas de translação as quais as
geradoras são curvas não planas. Essencialmente, vamos provar que existem tantas superfícies
de translação quanto existem cones quadráticos em R3. Toda forma quadrática x →⟨Ax,x⟩ com
uma matriz simétrica não singular A, define uma superfície de translação φ(s, t) = β (t)+β (s)
tal que β ′(t) está no cone {x ∈R3 : ⟨Ax,x⟩= 0} e tal que a torção vezes a curvatura ao quadrado
de β é igual a menos o determinante de A.
O próximo resultado mostra como a matriz A no Teorema 2.1 muda de acordo com movi-
mentos rígidos e homotetias.
Lema 2.3. Seja φ(s, t) = α(s)+β (t) uma superfície miníma de translação e seja A a matriz
simétrica invertível que satisfaz β ′×β ′′ = Aβ ′.
1. Se P é uma matriz ortogonal, então a superfície P ◦ φ(s, t) = φ̃(s, t) é também uma
superfície miníma de translação, cujas geradoras são α̃(s) = P◦α(s) e β̃ (t) = P◦β (t) e
a matriz Ã do Teorema 2.1 é Ã = PAPT .
2. Dado um número não nulo λ , a superfície λφ(s, t) é uma superfície miníma de translação,
cujas geradoras são α̃(s) = λα(s) e β̃ (t) = λβ (t) e a matriz Ã do Teorema 2.1 é Ã = λA
.
Demonstração. Este resultado segue diretamente do Lema 1.3, restando mostrar:
Caso (1) - Lembramos aqui que como P é linear temos
φ̃(s, t) = P◦φ(s, t) = P◦ (α(s)+β (s)) = P◦α(s)+P◦β (s) = α̃(s)+ β̃ (t),
ou seja, α̃ e β̃ serão as geradoras de φ̃(s, t). Quanto à matriz Ã basta observar que do Lema 1.2
concluímos que
Pβ ′×Pβ ′′ = P(β ′×β ′′) = PAβ ′ = PAPT (Pβ ′),
e então
Ã = PAPT .
Caso(2) - Aqui, lembramos que
λφ(s, t) = λ (α(s)+β (s)) = λα(s)+λβ (s) = α̃(s)+ β̃ (t),
ou seja, α̃ e β̃ serão as geradoras de λφ(s, t). Neste caso, para a matriz Ã teremos
λβ
′×λβ ′′ = λ 2(β ′×β ′′) = λ 2Aβ ′ = λA(λβ ′),
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e então Ã = λA.
Usando o Lema 2.3, sabemos que a menos de um movimento rígido de uma superfície
mínima de translação φ(s, t) = α(s)+ β (t), podemos assumir que a matriz A que satisfaz
β
′×β ′′ = Aβ ′ é diagonal. Isso é possível pois A é simétrica e portanto diagonalizável e além
disso basta considerar a matriz P do lema como sendo a matriz da troca de base para a base
dos autovetores. Denotaremos por λ1, λ2 e λ3 os autovalores de A. Como β ′(t) ∈ S2 e β ′(t)
satisfaz β ′×β ′′ = Aβ ′, logo ⟨Aβ ′,β ′⟩= 0 e portanto β ′ esta em
C = S2 ∩{(x1,x2,x3) ∈ R3 : λ1x21 +λ2x22 +λ3x23 = 0}.
Então concluímos que nem todo λi pode ter o mesmo sinal. Mais do que isso, o Lema 2.3 nos
permite assumir que λ1 e λ2 são números reais positivos e que λ3 =−1 pois como A é uma
matriz invertível temos λ1, λ2, λ3 são diferentes de 0, assim basta considerar o λ do lema como
sendo λ = − 1
λ3










Somando as equações temos
(λ1 +1)x21 +(λ2 +1)x
2
2 = 1,







Sendo assim, para algum 0 < a < 1 e para algum 0 < b < 1 nós temos que x1 = acos(s) e






. A razão pela qual decidimos escrever λ1
e λ2 como (1−a2)/a2 e (1−b2)/b2 é devido ao fato que neste caso, uma das componentes
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Munidos deste resultado podemos provar o seguinte Teorema.
Teorema 2.2. Seja φ(s, t) = α(s)+β (t) uma superfície mínima de translação, com α e β
parametrizadas pelo comprimento de arco e ambas curvas não planas. Então a menos de uma
reparametrização, uma dilatação e um movimento rígido, temos que
β (t) = α(t) =
∫ t
(acos( f (t)),bsen( f (t)),
√
1−a2 cos2 ( f (t))−b2sen2( f (t)))dt, (2.8)
onde a função f satisfaz a equação diferencial
f ′(t) =
√
1−a2 cos2 ( f (t))−b2sen2( f (t))
ab
. (2.9)
Reciprocamente, se f é solução de (2.9), a superfície φ(s, t) = α(s)+β (t) com β definida
como em (2.8) é mínima.
Demonstração. Pelo Lema 2.3 podemos assumir que β ′(t) satisfaz a equação ⟨β ′(t),Aβ ′(t)⟩=




acos( f (t)),bsen( f (t)),
√
1−a2 cos2 ( f (t))−b2sen2( f (t))
)
,
pois β ′(t) pertence ao cone C. Desta forma, podemos então definir β (t) como sendo
β (t) =
∫ t(
acos( f (t)),bsen( f (t)),
√
1−a2 cos2 ( f (t))−b2sen2( f (t))
)
dt.
Da demostração do Teorema 2.1, temos que se k e τ denotam a curvatura e a torção de β ,
respectivamente, então




Agora β é p.c.a., então como no item 3 da demostração da Proposição 3.1 , temos
⟨β ′(t)×β ′′(t),β ′′′(t)⟩= k2τ.
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−a f ′sen( f ),b f ′ cos( f ), f
′ cos( f )sen( f )[a2 −b2]√
1−a2 cos2( f )−b2sen2( f )
)
.
Derivando novamente e utilizando a notação δ = (1−a2 cos2( f )−b2sen2( f )), obtemos
β
′′′(t) = (θ1,θ2,θ3) =
(
−a[( f ′)2 cos( f )+ f ′′sen( f )],b[ f ′′ cos( f )− ( f ′)2sen( f )],





−a[( f ′)2 cos( f )+ f ′′sen( f )]
b[ f ′′ cos( f )− ( f ′)2sen( f )]
(a2 −b2)( f







b f ′ cos( f )(a2 −1)√
δ







Para calcular ⟨β ′(t)×β ′′(t),β ′′′(t)⟩= σ1θ1 +σ2θ2 +σ3θ3, e utilizando a notação
δ = (1−a2 cos2( f )−b2sen2( f )), observemos que
σ1θ1 =−a[( f ′)2 cos( f )+ f ′′sen( f )]
b f ′ cos( f )(a2 −1)δ
δ 3/2
,
σ2θ2 =−b[ f ′′ cos( f )− ( f ′)2sen( f )]




ab f ′(a2 −b2)
δ 3/2
{δ f ′′sen( f )cos( f )+( f ′)2[cos2( f )−a2 cos4 f − sen2( f )+b2sen4 f ]}.

















−δ ( f ′)2 + f ′′ cos( f )sen( f )[(a2 −b2)]
}
,
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e portanto, somando com σ3θ3 o termo que multiplica f ′′ é nulo, de fato
ab f ′δ
δ 3/2
{ f ′′sen( f )cos( f )(a2 −b2)− f ′′ cos( f )sen( f )(a2 −b2)}= 0.
Sendo assim, temos que










2 = 1−2a2 cos2( f )−2b2sen2( f )+2a2b2 cos2( f )sen2( f )+a4 cos4( f )+b4sen4( f ),
e ainda, (a2 −b2)(cos2( f )−a2 cos4( f )− sen2( f )+b2sen4( f )) sendo igual a
a2 cos2( f )−a4 cos4( f )−a2sen2( f )+a2b2sen4( f )−b2 cos2( f )+
+a2b2 cos4( f )+b2sen2( f )−b4sen4( f ),
temos que δ 2 +(a2 −b2)(cos2( f )−a2 cos4 f − sen2( f )+b2sen4 f ) se resume a
1−a2 cos2( f )−b2sen2( f )+2a2b2 cos2( f )sen2( f )
−a2sen2( f )+a2b2sen4( f )−b2 cos2( f )+a2b2 cos4( f ) = 1−a2 −b2+
+a2b2
[
sen2( f )+ cos2( f )
]2
= 1−a2 −b2 +a2b2
= (1−a2)(1−b2).
Concluímos que




De onde enfim escrevemos
k2τ = ⟨β ′(t)×β ′′(t),β ′′′(t)⟩= ab(1−a
2)(1−b2) f ′(t)3
(1−a2 cos2( f (t))−b2sen2( f (t)))3/2
.
E assim, utilizando a equação (2.10) conseguimos
ab(1−a2)(1−b2) f ′(t)3














1−a2 cos2 ( f (t))−b2sen2( f (t))
ab
,
ou seja, deduzimos a equação diferencial ordinária (2.9) a qual f satisfaz.
Para provar que a menos de uma reparametrização podemos tomar α(t) = β (t), vamos
relembrar as definições dos subespaços vetoriais H1 e H2 de R6:
H1 = span{(α ′(s)×α ′′(s),α ′(s)) : s ∈ I},
H2 = span{(β ′(t),β ′(t)×β ′′(t)) : t ∈ J}.
Se lembrarmos a interpretação da matriz A com respeito ao espaço vetorial H2 dada na prova














, w3 = (0,0,−1).






























formam uma base para H1. Por definição de H1 obtemos que





assim, (ξ1(s),ξ2(s),ξ3(s)) = α ′(s) e portanto
α
′(s)×α ′′(s) = Aα ′(s).
Uma observação importante que deduzimos aqui é que a mesma matriz A que funciona para
a curva β funciona para curva α . De fato, isto pode ser observado da maneira como é definida
a base {V1,V2,V3} e da demostração do Teorema 2.1. O mesmo argumento construído acima
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mostra que α ′(s) pode ser escrito como o vetor β ′(t). Assim, α ′(s) também estará contida em
C. Considerando então a curva α̃(s) = α(−s) se necessário, teremos α ′(s) e β ′(t) na mesma
componente conexa de C.
Então sendo a mesma matriz para ambas as curvas, podemos concluir que a função f (s)
que satisfaz a equação (2.9) para o caso da curva α(s) é a mesma que f (t) a menos de condição
inicial. Desta forma, podemos concluir que o intervalo maximal de definição da função f (t) é
o mesmo de f (s) a menos de um deslocamento por m ∈ R, isto é, f (s+m) = f (t). A partir
deste raciocínio, considerando a curva α̃(s) = α(s+m) se necessário, poderemos assumir que
α(s) = β (s).
Reciprocamente, seja φ(s, t) = β (s)+β (t) uma superfície com β como em (2.8) e f ′(t)
como em (2.9). Então, segue de (1.1) que H = 0 é equivalente a
⟨β ′(s)×β ′′(s),β ′(t)⟩+ ⟨β ′(t)×β ′′(t),β ′(s)⟩= 0.
Utilizando desta vez a notação{
δs = (1−a2 cos2 f (s)−b2sen2 f (s)) , f ′(s) =
√
δs/ab,





























δs cos f (s)
a
,








sen2 f (s)cos f (s)[a2 −b2]
a
− δs cos f (s)
a
−sen f (s)cos
2 f (s)[a2 −b2]
b
− δssen f (s)
b√






(sen2 f (s)[a2 −b2]−δs)
sen f (s)
b
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em que os vetores foram escritos na forma de coluna para melhor visualização. Portanto
⟨β ′(s)×β ′′(s),β ′(t)⟩=
(








⟨β ′(t)×β ′′(t),β ′(s)⟩=
(








⟨β ′(s)×β ′′(s),β ′(t)⟩−⟨β ′(t)×β ′′(t),β ′(s)⟩= 0.
Concluímos assim que φ(s, t) é mínima.






1−a2 cos2 ( f )−b2sen2( f ))
ab
.








































dϕ = F( f (t)|K2),






e F( f (t)|m) é a integral elíptica de primeira ordem com parâmetro
m = K2, sendo resolvida em termos da função amplitude de Jacobi de forma







Funções deste tipo são suaves e definidas em toda a reta como pode ser observado com mais
detalhes em [26].
Observação 2.3. Se β (t) é uma curva não plana em R3 parametrizada pelo comprimento
de arco, e existe uma matriz simétrica invertível A tal que β ′(t)× β ′′(t) = Aβ ′(t), então
φ(s, t) = β (s)+β (t) parametriza uma superfície mínima, e podemos ver isso devido ao fato
de que H = 0 é equivalente a
⟨β ′′(s)×β ′(s),β ′(t)⟩+ ⟨β ′(s),β ′(t)×β ′′(t)⟩= 0.
Como β ′(t)×β ′′(t) = Aβ ′(t), então a equação se torna
−⟨Aβ ′(s),β ′(t)⟩+ ⟨β ′(s),Aβ ′(t)⟩= 0,
o que é trivial porque a matriz A é simétrica e portanto auto-adjunta, como visto no Lema 1.4.
O próximo corolário mostra que podemos ver o Teorema 2.2 como a recíproca do Teorema
2.1.
Corolário 2.1. Se β = β (t) é uma curva regular não plana tal que k2τ =C e β ′(t) está contido
em um cone da forma {x ∈R3 : ⟨Ax,x⟩= 0}, então φ(s, t) = β (s)+β (t) define uma superfície
mínima.
Demonstração. seja β̃ uma parametrização de β pelo comprimento de arco. É claro que β̃ ′
também pertence ao cone {x ∈ R3 : ⟨Ax,x⟩= 0}. Agora, observando que A é simétrica e não
singular, teremos que det(A) = σ ̸= 0, considerando λ = 3
√
−C/σ obteremos que




ou seja, trocando A por λA para algum λ diferente de zero se necessário, podemos assumir
que C =−det(A). Como na demostração do Teorema 2.2, a equação k2τ =−det(A) junto com
β̃
′(t) estar em
C = S2 ∩{x ∈ R3 : ⟨Ax,x⟩= 0}
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implica em, a menos de um movimento rígido, uma reparametrização e uma dilatação, β̃ tem a
forma ∫ (
acos( f (t)),bsen( f (t)),
√
1−a2 cos2 ( f (t))−b2sen2( f (t))
)
dt,
onde f (t) satisfaz a equação diferencial
f ′(t) =
√
1−a2 cos2 ( f (t))−b2sen2( f (t))
ab
,
para números reais a e b. Então φ̃(s, t) = β̃ (s)+ β̃ (t) é uma superfície mínima e portanto
φ(s, t) = β (s)+β (t) também o é, uma vez que a curvatura média não é afetada por movimento
rígidos, reparametrizações e/ou homotetias, como foi mostrado na Observação 1.1.
Pelo Teorema 2.2, sabemos que as geradoras de uma superfície mínima de translação
satisfazem k2τ = C para alguma constante C. Primeiros exemplos de tais curvas são as
curvas em que k e τ são constantes, que são chamadas de hélices circulares. Para qualquer
hélice circular β parametrizada pelo comprimento de arco, a menos de um movimento rígido,
podemos parametrizar β da seguinte maneira β (t) = (acos(t),asen(t),bt) e portanto β ′(t) =

















um cone que pode ser descrito como
C̃ = {X ∈ R3 : ⟨AX ,X⟩= 0},






















ou seja, a matriz de (2.7) com a = b. Assim sendo, pelo Corolário 2.1 e pelo Teorema 2.2
obtemos
Corolário 2.2. Seja β = β (s) uma hélice circular. Então a superfície φ(s, t) = β (s)+β (t) é
mínima. Mais ainda, se φ(s, t) = α(s)+β (t) é uma superfície mínima, então a menos de um
movimento rígido, uma dilatação e uma reparametrização, temos que α(s) = β (s). A superfície
neste corolário é um helicóide.
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Demonstração. Com as obervações feitas anteriormente sobre hélices circulares, o primeiro
resultado desse Lema segue direto do Corolário 2.1. O segundo resultado segue direto do
Teorema 2.2. Para o último resultado, procedemos como no Exemplo 1.2. Basta observar que,
fazendo u = b(s+ t), v = b(s− t), teremos





























= (2a(sen(θu)cos(θv)),2a(cos(θu)sen(θv)),u) = φ(u,v),
ou seja, um helicóide com θ = 1/2b.
Vamos agora fazer uma checagem de que a as superfícies do Teorema 2.2 com a = b são
helicóides observando que a equação (2.9) se reduz a f ′(t) = ±
√
1−a2/a2 e sua solução é
f (t) = λ t +µ com λ =±
√
1−a2/a2 e µ ∈ R. Então
β
′(t) = (acos(λ t +µ),asen(λ t +µ),λ ).




(asen(λ t +µ),−acos(λ t +µ),λ 2t).
Esta cuva é uma hélice circular com raio a/(1− a2)1/4 e passo
√
1−a2/a2 e sabemos que
pelo Corolário 2.2 que esta superfície é um helicóide.
Antes de apresentarmos os exemplos vamos fazer uma observação importante.
Observação 2.4. A curvatura e a torção de uma curva que atende aos resultados apresentados
neste capítulo serão calculadas a seguir:




1−a2 cos2( f )−b2sen2( f )
)
= −2 f
′[a2 cos( f )(−sen( f ))+b2sen( f )cos( f )]
2
√
1−a2 cos2( f )−b2sen2( f )
=
sen(2 f )(a2 −b2) f ′
2
√




′′(t) = f ′
(




1−a2 cos2( f )−b2sen2( f )
)
.
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Então usando (2.9) escrevemos
|β ′′(t)|2 = ( f ′)2
(
a2sen2( f )+b2 cos2( f )+
sen2(2 f )(a2 −b2)2





[(a2sen2( f )+b2 cos2( f ))(1−a2 cos2( f )−b2sen2( f ))




[a2sen2( f )+b2 cos2( f )−a4sen2( f )cos2( f )−a2b2sen4( f )








[a2sen2( f )+b2 cos2( f )−a2b2].
Desta forma concluímos que
k(t) = |β ′′(t)|=
√











a2sen2( f (t))+b2 cos2( f (t))−a2b2
.
Vamos agora dar dois exemplos numéricos de superfícies mínimas de translação.








Neste caso k assume o valor
k(t) =
√
16sen2( f (t))+9cos2( f (t))−4
2
.
Observamos dai também que a torção é
τ(t) =
15
16sen2( f (t))+9cos2( f (t))−4
.
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cos2( f (t))− 1
4
sin2( f (t))
f (0) = 0
Como sendo






onde am(x|m) é a função amplitude de Jacobi, e suas propriedades podem ser observadas em
[26].
Na figura abaixo , plotamos a curvatura k e a torção τ de β obtidas em (2.8) mostrando que
nem k nem τ são constantes.
Curvatura a esquerda e torção a direita.
Na figura a seguir, plotamos a curva geradora β com condição inicial β (0) = (2,1,0) e a
superfície de translação φ(s, t) = β (s)+β (t).
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Curva geradora a esquerda e a superfície a direita.
O exemplo a seguir é autoral e foi feito para apresentar um exemplo semelhante, porém
para valores diferentes





Neste caso k assume o valor
k(t) =
√




9sen2( f (t))+16cos2( f (t))−1
.





cos2( f (t))− 1
9
sin2( f (t))
f (0) = 0
Como sendo








Na figura abaixo , plotamos a curvatura k e a torção τ de β obtidas em (2.8) mostrando,
novamente, que nem k nem τ são constantes.
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Curvatura a esquerda e torção a direita.
Na figura a seguir, plotamos a curva geradora β com condição inicial β (0) = (2,1,0) e a
superfície de translação φ(s, t) = β (s)+β (t).
Curva geradora a esquerda e a superfície a direita.
Capítulo 3
Superfícies mínimas de translação:
classificação e construção
Neste capítulo, apresentaremos resultados de classificação e um método de construção
para superfícies mínimas de translação de R3, baseado no artigo [8]. Iniciaremos abordando
dois resultados já conhecidos, que foram apresentados em [8] com provas alternativas, a saber,
uma classificação das superfícies mínimas de translação quando uma das geratrizes é plana
(Teorema 3.1) e quando uma das geratrizes é uma hélice circular (Teorema 3.2). Em seguida,
será provado que, além do plano e das superfícies mínimas do tipo Scherk, e a menos de
reparametrizações das curvas geradoras, qualquer superfície mínima de translação pode ser
descrita como Ψ(s, t) = α(s)+α(t), onde α é uma curva parametrizada pelo comprimento de
arco s, sua curvatura k é uma solução da EDO autônoma (y′)2 + y4 + c3y2 + c21y
−2 + c1c2 = 0
e sua torção é τ(s) = c1/k(s)2. Aqui c1 ̸= 0, c2 e c3 são constantes tais que a equação
cúbica −λ 3 + c2λ 2 − c3λ + c1 = 0 tem três raízes reais λ1, λ2 e λ3. Finalizaremos o capítulo
apresentando um algoritmo que permite construir superfícies mínimas de translação no espaço
Euclidiano.
3.1 Resultados de classificação
O resultado a seguir, segundo Hasanis e López, oferece uma demonstração alternativa ao
resultado provado originalmente em [5], que diz respeito a uma superfície mínima de translação
quando uma das curvas geratriz é uma curva plana.
Teorema 3.1. Seja S uma superfície miníma de translação não plana. Assuma que uma,
digamos α , das curvas geradoras é uma curva plana. Então
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+ y2 = 0. (3.1)
















3. a curva geradora β é também uma curva plana e S é uma superfície do tipo Scherk.
Demonstração. Seja φ(s, t) = α(s)+β (t) parametrização local de S.






⟨bα , tβ ⟩= 0,∀s e t.








−⟨α ′,α ′′,β ′⟩⟨α ′,β ′′,β ′⟩
|α ′×β ′|4
=






|tα × tβ |4
⟨bα , tβ ⟩⟨tα ,bβ ⟩. (3.3)
Se ⟨bα , tβ ⟩= 0 em um conjunto aberto, teremos por (3.3) que K = 0. Agora se K = 0 e




+ k2α = 0.
2. A EDO autônoma (3.1) pode ser reescrita como sendo
y′′− 1
y
(y′)2 + y3 = 0,
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Considere a substituição de variável w(y) = (y′)2, então
dw
dy











+2y3 = 0. (3.4)
Considere portanto para a solução o fator integrante
µ(y) = e
∫













































Multiplicando a equação acima por −
√
C, temos






Aplicando a tangente hiperbólica em ambos os lados concluímos que
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Portanto,
y2 =C(1− tanh2(±(ct + c1)) =C sech2(±(ct + c1)).
Como c =
√










onde c > 0, c1 são constantes. Fazendo s =±(ct + c1), veremos que a curvatura de α é
















quando parametrizada pelo comprimento de arco s. De fato,
γ

























ecs = tan(cu)+ sec(cu).
Podemos determinar a curvatura de uma curva não p.c.a. pela seguinte equação
kγ(u) =
∥ γ ′(u)× γ ′′(u) ∥



























Pelo teorema fundamental das curvas planas, a curva α é igual a γ , a menos de um
movimento rígido.
3. Após um movimento rígido, podemos supor que α é como em (3.5). Seja β (v) =
(β1(v),β2(v),β3(v)) a outra curva geradora de S parametrizada pelo comprimento de
arco v. Usaremos a condição de minimalidade
|β ′(t)|2⟨α ′(s)×α ′′(s),β ′(t)⟩= |α ′(t)|2⟨α ′(t),β ′(s)×β ′′(s)⟩, (3.6)

















2 −β ′2β ′′1





⟨α ′,β ′×β ′′⟩= (β ′2β ′′3 −β ′3β ′′2 )+ tan(cu)(β ′1β ′′2 −β ′2β ′′1 )





























3 −β ′3β ′′2 ]+ sen(cu)[β ′1β ′′2 −β ′2β ′′1 ] = 0.





3 −β ′3β ′′2 = 0, β ′1β ′′2 −β ′2β ′′1 = 0. (3.7)
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Antes de prosseguir, observe que, como β é p.c.a. e considerando o triedro de Frenet,
temos
(β ′(t),β ′′(t),β ′′′(t)) = ⟨β ′(t)×β ′′(t),β ′′′(t)⟩
= ⟨tβ × knβ ,k′nβ + kn′β ⟩
= k⟨bβ ,k′nβ + k(−ktβ + τbβ )⟩

















Se βi é uma função constante, então β é uma curva plana, para ver isso basta observar que




i = 0. Assim, se β1 é constante, β é uma curva plana. Caso contrário,

























1 − cβ ′1 −β ′1β ′′3 ) = 0.
Se β2 é uma função constante, temos novamente que β é uma curva plana. Caso contrário,










































2. Aplicando essa identidade em conjunto com (3.7), temos
(β ′,β ′′,β ′′′) =−cβ ′′′1 β ′2 −β ′′′2 (β ′1β ′′3 −β ′3β ′′1 ) =−β ′′′2 (cβ ′1 +β ′1β ′′3 −β ′3β ′′1 ) = 0.
O que como foi observado anteriormente implica em τβ = 0 e portanto β é uma curva
plana. Agora de acordo com o item 2 desta proposição, β é, a menos de um movimento
rígido, a curva parametrizada em (3.5). Colocando β (v) = Aσ(v), onde A é uma matriz
ortogonal e σ(v) = (v,0,−(1/d) ln(cos(dv))) com d > 0 uma constante. Aplicando a
3.1 Resultados de classificação 56
condição de minimalidade (3.6) novamente e lembrando que A é linear, temos
|Aσ ′(v)|2⟨α ′(u)×α ′′(u),Aσ ′(v)⟩= |α ′(u)|2⟨α ′(u),Aσ ′(v)×Aσ ′′(v)⟩,
como A é ortogonal teremos
|Aσ ′(v)|2 = ⟨Aσ ′(v),Aσ ′(v)⟩= ⟨σ ′(v),σ ′(v)⟩= |σ ′(v)|2,
e também
|σ ′(v)|2 = 1+ tan2(dv) = 1/cos2(dv),
|α ′(u)|2 = 1/cos2(cu),
α
′×α ′′ = (0,−c/cos2(cu),0)
.
Considerando agora A = (ai j), i, j = 1,2,3 obtemos






Aσ ′×Aσ ′′ = d
cos2(dv)
a33(a21 +a23 tan(dv))−a23(a31 +a33 tan(dv))a13(a31 +a33 tan(dv))−a33(a11 +a13 tan(dv))
a23(a11 +a13 tan(dv))−a13(a21 +a23 tan(dv))
 ,
e então



















= d{a33(a21 +a23 tan(du))−a23(a31 +a33 tan(dv))+
+ tan(cu)[a23(a11 +a13 tan(dv))−a13(a21 +a23 tan(dv))]}= d{a33a21 −a23a31+
+ tan(dv)(a33a23 −a23a33)+ tan(cu)[a23a11 −a13a21 + tan(dv)(a23a13 −a13a23)]}=
























em que λ é uma constante. Segue da primeira igualdade que
−c(a21 cos(dv)+a23sen(dv)) = λ cos(dv),
logo
(λ + ca21)cos(dv)+ ca23sen(dv)) = 0.
Como cos(dv) e sen(dv) são funções linearmente independentes e c > 0 devemos ter
a23 = 0 e λ =−ca21. Usando este fato na segunda igualdade, teremos
−ca21 cos(cu) = da33a21 cos(cu)−da13a21sen(cu),
ou seja
(ca21 +da33a21)cos(cu)−da13a21sen(cu) = 0.
Desta vez, da independência linear de cos(cu) e sen(cu) concluímos que
a13a21 = 0, ca21 +da21a33 = 0.
No caso em que a21 = 0, e usando o fato de que A é ortogonal, ou seja AAT = Id, temos
a221 +a
2
22 = 1 e portanto a22 =±1, assim poderemos ver que
A =











ou seja, β está contida no plano xz, que é o mesmo plano de α , ou seja, S é um plano,
uma contradição. Então a21 ̸= 0, a13 = 0, c =−da33. Usando novamente o fato de que
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a31a11 +a32a12 = 0,
a31a21 +a32a22 = 0,
Como det(A) = a33(a22a11 − a21a12) ̸= 0, temos que a22a11 − a21a12 ̸= 0 e as duas
últimas equações do sistema acima implicam que a31 = a32 = 0. Da primeira equação,
temos a33 =±1. Em particular, como c e d são positivos, teremos a33 =−1.
Definitivamente, a matriz A tem a forma
A =

















a22 −a12a21 =±1 e assim
−a12(a222 +a221) =±a21,
portanto a12 =±a21. Assim teremos também a11 =±a22 e então
A =





12 = 1, podemos escrever a11 = cos(θ), a12 = sen(θ) e por fim temos duas
possibilidades para a matriz A
A =
cos(θ) sen(θ) 0sen(θ) −cos(θ) 0
0 0 −1
 e A =
cos(θ) −sen(θ) 0sen(θ) cos(θ) 0
0 0 −1
 .
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Em ambos casos, a parametrização Ψ(u,v) é











e S é a superfície Sθ que pertence a família de superfícies do tipo Scherk.
Vamos provar agora que o helicoide é uma superfície mínima de translação obtida como a
soma de uma hélice circular com ela mesma. Este resultado fornece uma prova alternativa e
independente ao Corolário 2.2.
Teorema 3.2. Seja S uma superfície mínima de translação. Se uma das curvas geradoras é uma
hélice circular, então a outra curva é uma hélice circular congruente a ela e S é o helicoide.
Demonstração. Assuma que a curva geradora α de S é uma hélice circular parametrizada pelo
comprimento de arco s
α(s) = (acos(ϕ(s)),asen(ϕ(s)),b ϕ(s)),
onde ϕ(s) = s/
√
a2 +b2, a > 0, b ̸= 0 são duas constantes. Então
α
′(s) = (−a(ϕ ′)sen(ϕ(s)),aϕ ′ cos(ϕ(s)),b(ϕ ′)),
α
′′(s) = (−a(ϕ ′)2 cos(ϕ(s)),−a(ϕ ′)2sen(ϕ(s)),0),
α
′′′(s) = (a(ϕ ′)3sen(ϕ(s)),−a(ϕ ′)3 cos(ϕ(s)),0),
α
′(s)×α ′(s) = a(ϕ ′)3(bsen(ϕ(s)),−bcos(ϕ(s)),a),
assim
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Se β (t) = (β1(t),β2(t),β3(t)) é a outra curva geradora parametrizada pelo comprimento de




((β ′×β ′′)1,(β ′×β ′′)2,(β ′×β ′′)3).
Concluímos então que
kα⟨bα , tβ ⟩ = a(ϕ ′)3(bβ ′1sen(ϕ(s))−bβ ′2 cos(ϕ(s))+aβ ′3)
kβ ⟨bβ , tα⟩ = ϕ ′(−a(β ′×β ′′)1sen(ϕ(s))+a(β ′×β ′′)2 cos(ϕ(s))+b(β ′×β ′′)3)
Aplicando a condição de minimalidade (1.2) e o fato de que as funções {1,cos(ϕ(s)),sen(ϕ(s))}
são linearmente independentes obtemos
b(ϕ ′)2β ′1 =−(β ′×β ′′)1 =−β ′2β ′′3 +β ′′2 β ′3,
b(ϕ ′)2β ′2 =−(β ′×β ′′)2 =−β ′3β ′′1 +β ′′3 β ′1,
a2(ϕ ′)2β ′3 = b(β
′×β ′′)2 = b(β ′1β ′′2 −β ′′1 β ′2).
(3.8)
Multiplicando a primeira e a segunda equações acima por β ′1 e β
′





















onde na ultima igualde usamos a terceira equação de (3.8). Como β é p.c.a, temos (β ′1)
2 +
(β ′2)










Observando agora que β ′3 =±bϕ ′, vamos assumir que β ′3 = bϕ ′. Então as imagens dos vetores
tangentes de α e β estarão no mesmo hemisfério. Então devemos ter
β
′
1(t) =−aϕ ′(t)sen(ϕ(t)), β ′2(t) = aϕ ′(t)cos(ϕ(t)).
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Assim, a menos de uma translação, β (t) = (acos(ϕ(t)),asen(ϕ(t)),bϕ(t)) coincide com
α . Observe por fim que se β ′3 = −bϕ ′ o resultado é análogo, bastando considerar uma
reparametrização por −t.
Seja S⊂R3 uma superfície mínima de translação com parametrização Ψ(s, t)=α(s)+β (t),
onde supomos que α e β são parametrizadas pelo comprimento de arco. Motivados pelas
relações (1.18), para cada ponto α(s) e β (t), definimos um conjunto de transformações lineares









 , Lβ (t) =

0 0 kβ (t)
0 −τβ (t) −Rβ (t)





com respeito as bases {tα(s),nα(s),bα(s)} e {tβ (t),nβ (t),bβ (t)} respectivamente.
Podemos observar agora que pelo Lema 1.4, como A é simétrica, então vale ⟨Aei,e j⟩= ⟨ei,Ae j⟩,
isto é, A é auto adjunta. Sendo assim, como a matriz Lα(s) é simétrica com respeito a uma
base ortonormal, a transformação linear Lα(s) é auto adjunta para todo s. Seu polinômio
característico é












Agora lembrando de (1.7) e (1.16) podemos rescrever a equação acima como
p(λ ) =−λ 3 + c2λ 2 − c3λ + c1 = 0,
de onde podemos calcular seus autovalores λ1,λ2 e λ3, observando que como Lα(s) é uma matriz
simétrica, e portanto diagonalizável, ou seja, uma matriz simétrica A pode ser decomposta em
um produto A = QÃQT , ou seja, Ã = QT AQ onde Ã é uma matriz diagonal com os autovalores
de A e Q é uma matriz ortogonal. Como Q e A são matrizes reais, seu produto será uma matriz
real e portanto λ1,λ2,λ3 ∈ R. Sabendo então que os autovalores são raízes de p(λ ), podemos
escrever
p(x) = (λ1 − x)(λ2 − x)(λ3 − x)
= (λ1λ2 −λ1x−λ2x+ x2)(λ3 − x)
= λ1λ2λ3 −λ1λ2x−λ1λ3x+λ1x2 −λ2λ3x+λ2x2 +λ3x2 − x3
=−x3 + x2(λ1 +λ3 +λ3)− x(λ1λ2 +λ1λ3 +λ2λ3)+λ1λ2λ3,
3.1 Resultados de classificação 62
e portanto λ1,λ2 e λ3 são constantes que não dependem de s satisfazendo
c2 = λ1 +λ3 +λ3,
c3 = λ1λ2 +λ1λ3 +λ2λ3,
c1 = λ1λ2λ3.
(3.9)
Analogamente os autovalores reais µ1,µ2 e µ3 de Lβ (t) serão também constantes e irão satisfazer
c2 = µ1 +µ3 +µ3,
c3 = µ1µ2 +µ1µ3 +µ2µ3,
c1 = µ1µ2µ3.
(3.10)
Observação 3.1. Quando a equação cúbica
−x3 + c2x2 − c3x+ c1 = 0
tem 3 raízes distintas, seu discriminante satisfaz
∆ = 18c1c2c3 −4c1c32 + c22c33 −4c33 −27c22 > 0.
Para o caso em que ∆ = 0, a equação cúbica tem uma raiz múltipla.
Agora vamos provar a propriedade chave de que todas as transformações Lα(s) e Lβ (t)
coincidem para todo s e t.
Proposição 3.1. Seja Ψ(s, t) = α(s) + β (t) uma superfície mínima de translação. Então
Lα(s) = Lβ (t) para todo s ∈ I, t ∈ J.
Demonstração. Iremos provar que Lβ (t) é a matriz adjunta de Lα(s) para todo s e t e portanto,
como Lα(s) é auto-adjunta, então Lα(s) = Lβ (t), provando o resultado.
Para isso precisamos mostrar que ⟨Lα(s)(v),w⟩= ⟨v,Lβ (t)(w)⟩ para todo v,w ∈ R3.
Sejam
v = a1tα(s)+a2nα(s)+a3bα(s), w = b1tβ (t)+b2nβ (t)+b3bβ (t),
onde ai = ai(s), bi = bi(t) ∈ R. Então
⟨Lα(s)(v),w⟩= ⟨a1Lα(s)(tα)+a2Lα(s)(nα)+a3Lα(s)(bα),b1tβ +b2nβ +b3bβ ⟩,
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onde omitimos por simplicidade a dependência de s e t. Do lado direito dessa identidade
aparecem as seguintes relações, onde usando as equações de (1.19) pra simplificá-las. Teremos
⟨a1Lα(s)(tα),b1tβ ⟩= a1b1⟨kαbα , tβ ⟩= a1b1⟨V1, tβ ⟩
= a1b1⟨tα ,W1⟩= a1b1⟨tα ,kβ bβ ⟩= ⟨a1tα ,b1Lβ (t)(tβ )⟩
Analogamente teremos para as outras
⟨a1Lα(s)(tα),b2nβ ⟩= a1b2⟨V1,nβ ⟩= a1b2⟨tα ,W2⟩= ⟨a1tα ,b2Lβ (t)(nβ )⟩
⟨a1Lα(s)(tα),b3bβ ⟩= a1b3⟨V1,bβ ⟩= a1b3⟨tα ,W3⟩= ⟨a1tα ,b3Lβ (t)(bβ )⟩
⟨a2Lα(s)(nα),b1tβ ⟩= a2b1⟨V2, tβ ⟩= a2b1⟨nα ,W1⟩= ⟨a2nα ,b1Lβ (t)(tβ )⟩
⟨a2Lα(s)(nα),b2nβ ⟩= a2b2⟨V2,nβ ⟩= a2b2⟨nα ,W2⟩= ⟨a2nα ,b2Lβ (t)(nβ )⟩
⟨a2Lα(s)(nα),b3bβ ⟩= a2b3⟨V2,bβ ⟩= a2b3⟨nα ,W3⟩= ⟨a2nα ,b3Lβ (t)(bβ )⟩
⟨a3Lα(s)(bα),b1tβ ⟩= a3b1⟨V3, tβ ⟩= a3b1⟨bα ,W1⟩= ⟨a3bα ,b1Lβ (t)(tβ )⟩
⟨a3Lα(s)(bα),b2nβ ⟩= a3b2⟨V3,nβ ⟩= a3b2⟨bα ,W2⟩= ⟨a3bα ,b2Lβ (t)(nβ )⟩
⟨a3Lα(s)(bα),b3bβ ⟩= a3b3⟨V3,bβ ⟩= a3b3⟨bα ,W3⟩= ⟨a3bα ,b3Lβ (t)(bβ )⟩
Com os resultados acima podemos concluir que
⟨Lα(s)(v),w⟩= ⟨v,b1Lβ (t)(tβ )+b2Lβ (t)(nβ )+b3Lβ (t)(bβ )⟩= ⟨v,Lβ (s)(w)⟩,
como queríamos.
Como temos Lα(s) = Lβ (t) para todo s e t, então podemos concluir que os autovalores de
Lα(s) e Lβ (t) coincidem. Façamos então λ1, λ2 e λ3 denotarem esses autovalores. Segue de
(3.9) e (3.10) que ci = ci, 1 ≤ i ≤ 3. Além disso, Lα(s) e Lβ (t) tem um auto-sistema em comum
independente de s e t, para todo s ∈ I, t ∈ J.
Considere agora o auto-sistema em comum de Lα e Lβ como um sistema ortonormal de
referencia. Com respeito a esse sistema, escrevemos α em coordenadas, digamos, α(s) =
(α1(s),α2(s),α3(s)), sendo s o comprimento de arco. Entãotα(s) = α ′(s) = (α ′1(s),α ′2(s),α ′3(s)),kα(s)bα(s) = Lα(tα(s)) = (λ1α ′1(s),λ2α ′2(s),λ3α ′3(s)) .






2 = 1, (3.11)











2 = 0, (3.12)
respectivamente. Pela terceira equação de (3.9) e (3.12), concluímos que todos λi, 1 ≤ i ≤ 3,
são não nulos e não podem ter o mesmo sinal. No caso em que c1 > 0, e renumerando os
eixos se necessário, podemos escolher λ1 ≤ λ2 < 0 < λ3. Analogamente, se c1 < 0, podemos
escolher λ1 ≥ λ2 > 0 > λ3. Em ambos casos, subtraindo (3.12) de (3.11) multiplicada por λ3,
temos
(λ3 −λ1)α ′1(s)2 +(λ3 −λ2)α ′2(s)2 = λ3,













































Podemos notar que se α ′3(s) = 0, então
1 = A2 cos2(s)+B2sen2(s).
Assim
(λ3 −λ1)(λ3 −λ2) = λ3(λ3 −λ2)cos2(s)+λ3(λ3 −λ1)sen2(s),
logo
−λ1λ3 −λ2λ3 +λ1λ2 =−λ3λ2 cos2(s)−λ3λ1sen2(s),
e portanto
λ1λ2 = λ3λ2(1− cos2(s))+λ3λ1(1− sen2(s)) = λ3λ2(sen2(s))+λ3λ1(cos2(s)).
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A equação acima nos leva a um absurdo, que pode ser observado devido ao fato de que λ1λ3 < 0,
λ2λ3 < 0 e λ1λ2 > 0. Segue que α ′3(s) ̸= 0 para todo s.
No que segue, escreveremos
α
′(s) = (Acos(w(s)),Bsen(w(s)),α ′3(s)).






















(A2 −B2)[(1−A2 cos2(w(s)))cos2(w(s))− (1−B2sen2(w(s)))sen2(w(s))]
(α ′)33
 ,
em que escrevemos os vetores em colunas para melhor visualizá-los. Como
(α ′3)
2 = 1−A2 cos2(w(s))−B2sen2(w(s)),
temos
sen2(w(s))(A2 −B2)−α ′3(s)2 = A2 −1,
−cos2(w(s))(A2 −B2)−α ′3(s)2 = B2 −1.
Assim calculamos
α
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e também o produto misto






































2 = 1−A2 cos2(w(s))−B2sen2(w(s)), obtemos
{cos2(w(s))[1−A2 cos2(w(s))−B2sen2(w(s))+A2B2 −B2]
+ sen2(w(s))[1−A2 cos2(w(s))−B2sen2(w(s))+A2B2 −A2]}
= {1+A2B2 −A2 cos2(w(s))−B2sen2(w(s))− cos2(w(s))B2 − sen2(w(s))A2}
= {1+A2B2 − (A2 +B2)cos2(w(s))− (A2 +B2)sen2(w(s))}
= {1+A2B2 −A2 −B2}.
Concluímos então que




2B2 −A2 −B2}. (3.14)
Sabemos que τα = (α ′(s),α ′′(s),α ′′′(s))/k2α . Assim, utilizando (1.7) e a terceira equação de
(3.9), teremos (α ′(s),α ′′(s),α ′′′(s)) = c1 = λ1λ2λ3.
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(λ3 −λ1)(λ3 −λ2). (3.15)
Lembrando que k2α = |α ′×α ′′|2/|α ′|6 = |α ′×α ′′|2 , pois α é p.c.a e omitindo s por simplici-














































2 +A2 −A2B2 −1]+ (w′)2.
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[A2 +B2 −A2B2 −1].
Utilizando os valores de A e B calculamos
A2 +B2 −A2B2 −1 =











Para o caso da curva β basta fazer um argumento similar para termos um resultado análogo.
Em adição ao que foi feito acima, precisamos calcular então kα(s) que será solução da
EDO (1.15), como foi provado na Proposição 1.3. Vamos nos atentar ao fato de que por (3.9)
podemos escrever a EDO autônoma
(y′)2 + y4 + c3y2 +
c21
y2
+ c1c2 = 0,
como















(y6 + y4(λ1λ2 +λ1λ3 +λ2λ3)+ y2(λ1 +λ2 +λ3)(λ1λ2λ3)) = 0.
Agora observando que
(y2 +λ1λ2)(y2 +λ1λ3) = y4 + y2(λ1λ2 +λ1λ3)+(λ1λ2λ3)λ1,
então
(y2+λ1λ2)(y2+λ1λ3)(y2+λ2λ3) = y6+y4(λ1λ2+λ1λ3+λ2λ3)+y2(λ1λ2λ3)(λ1+λ2+λ3),
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(y2 +λ1λ2)(y2 +λ1λ3)(y2 +λ2λ3) = 0. (3.16)
As curvaturas kα(s), kβ (t) são soluções positivas de (3.16). As soluções de equilíbrio, isto
é, soluções em que y′(s)≡ 0, são y1 =
√
−λ1λ3 e y2 =
√
−λ2λ3, pois λ1 e λ2 tem o mesmo
sinal, e dão soluções estacionárias para (3.16).
No que segue provaremos que soluções não constantes estão contidas entre y1 e y2. Sabendo
que (y′)2 > 0 e y2 +λ1λ2 > 0, pois λ1 e λ2 tem o mesmo sinal, então para que (3.16) tenha
solução precisamos que y2 +λ1λ3 e y2 +λ2λ3 tenham sinais distintos. Suponha então que
y1 > y2 (o caso para y2 > y1 é análgo), se kα(s)> y1 então
(kα(s)2 +λ1λ3)> 0, (kα(s)2 +λ2λ3)> 0,
logo não será solução de (3.16), se 0 < kα(s)< y2 então
(kα(s)2 +λ1λ3)< 0, (kα(s)2 +λ2λ3)< 0,
portanto também não será solução de (3.16), o caso para kβ (t) é análogo. Então as soluções
positivas kα(s) e kβ (t) estão incluídas na faixa limitada por y1 e y2. Usaremos este fato para
mostra que kβ (t) é uma translação horizontal de kα(s). Para simplificar o argumento, usaremos
desta vez que y1 < y2.
De fato, isto pode ser observado a partir do seguinte argumento. Considere uma EDO
x′ = F(x), em que F : U ⊂R→ R é uma função de classe C1. Então, se existem duas soluções
x1 e x2 tais que
x1(0) = x0, x2(t0) = x0.
Definimos x3(t) := x2(t + t0) e teremos
x′3(t) = x
′
2(t + t0) = F(x2(t + t0)) = F(x3(t)),
segue que x3 é solução. Como x3(0) = x2(0+ t0) = x2(t0) = x0, logo, x1(0) = x3(0). Como x1
e x3 são soluções, pelo Teorema de Existência e Unicidade, temos que
x1(t) = x3(t) = x2(t + t0).
Além disso, podemos observar que neste caso x′ ̸= 0, ∀x ∈ (y1,y2) e portanto x é monótona
crescente ou decrescente de acordo com o sinal de x′. Podemos fazer uma observação sobre o
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intervalo maximal destas soluções que será toda a reta real uma vez que são contínuas e são
monótonas decrescentes ou crescentes contidas na faixa y1 e y2, um resultado semelhante pode
ser observado dos gráficos das curvaturas dos exemplos no final do capitulo.
Em seguida, segue do fato provado anteriormente de que soluções não constantes de
(3.16) estão contidas na faixa delimitada por y1 e y2 e da teoria de continuação de equações
diferenciais ordinárias (veja Teorema 10.12 em [6]), que as soluções não constantes kα e kβ
estão definidas em R. Como o sinal de y′ é constante para y1 < y < y2, segue que y é monótona,
com lim
t→−∞
y(t) = y1 e limt→+∞
y(t) = y2, se y é crescente e limt→−∞
y(t) = y2 e limt→+∞
y(t) = y1, se y é
decrescente (este fato pode ser observado dos gráficos das curvaturas dos exemplos no final do
capitulo). Em todo caso, para qualquer valor y0 ∈ (y1,y2), existe t0 tal que y(t0) = t0. Assim,
dado y0 ∈ (y1,y2), existem tα e tβ tais que kα(tα) = kβ (tβ = y0. Segue do argumento acima
que kβ (t) = kα(±t + to), t0 ∈ R, em que o sinal positivo ou negativo depende dos sinais das
derivadas das funções.
Por uma reparametrização de β , concluímos que kβ (t) = kα(t) e que por (1.7) temos
τβ (t) = τα(t). Portanto as curvas α e β são congruentes.
Considerando todos os argumentos acima, provamos o seguinte resultado de classificação
Teorema 3.3. Seja Ψ(s, t) = α(s)+ β (t) uma superfície mínima de translação com α e β
parametrizadas por comprimento de arco. Suponha que kα ,kβ > 0 e τα ̸= 0, τβ ̸= 0 em todo
ponto. Então:










− τβ = c2.
2. A curvatura kα , kβ são soluções positivas da EDO autonoma
(y′)2 + y4 + c3y2 +
c21
y2
+ c1c2 = 0,
para alguma constante c3, e as curvas α e β tem a mesma órbita.


































e λ1 ≤ λ2 < 0 < λ3 ou respectivamente λ1 ≥ λ2 > 0 > λ3 são as raízes da equação cubica




3.2 Construção de superfícies mínimas de translação
Nesta seção, provaremos mais um resultado que é a reciproca do Teorema 3.3. Além disso,
este resultado nos dá uma útil ferramenta para construir superfícies mínimas de translação.
Teorema 3.4. Suponha que c1 ̸= 0, c2, c3 são constantes tais que a equação cúbica
−λ 3 + c2λ 2 − c3λ + c1 = 0 (3.18)
tem 3 raízes reais λ1, λ2, λ3. Considere a EDO autônoma
(y′)2 + y4 + c3y2 +
c21
y2
+ c1c2 = 0, (3.19)
e seja kα(s) = kα(s;c1,c2,c3) uma solução não constante positiva de (3.19). Denote por α(s)
a curva parametrizada pelo comprimento de arco s com curvatura kα(s) e torção τα(s) =
c1/kα(s)2. Então a superfície de translação Ψ(s, t) = α(s)+α(t) é mínima.
Demonstração. Como calculado anteriormente, a EDO (3.19) toma a forma (3.16). Então
teremos λi ̸= 0, não todos com o mesmo sinal. No caso em que c1 > 0, podemos escolher
λ1 ≤ λ2 < 0 < λ3 (analogamente, se c1 < 0, escolhemos λ1 ≥ λ2 > 0 > λ3). Pela recíproca da




− τα = c2, Σα +R2α + k2α =−c3.
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que é claramente simétrica e, como mostrado no inicio desta seção, é auto-adjunta. A equação
característica de Lα(s) é dada pela equação (3.18) para todo s. Mais ainda, derivando (3.20) com




[kα(s)bα(s)]′ = (V1)′ = kα(s)V2 = kα(s)[−τα(s)nα(s)−Rα(s)bα(s)] = kα(s)Lα(s)(nα(s))
e então
Lα(s)(tα(s)′) = kα(s)Lα(s)(nα(s)),
de onde concluímos que
L′
α(s)(tα(s)) = 0.
De maneira inteiramente análoga teremos
L′
α(s)(nα(s)) = 0, L
′
α(s)(bα(s)) = 0.
Portanto, Lα(s) é uma transformação constante e por isso tem um auto-sistema constante
para todo s. Tomando o auto-sistema como o referencial do Teorema 3.3 obtemos α ′(s) =








λ3/(λ3 −λ1) e B =
√





3 (s)) = k
2
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Provaremos agora que a superfícies Ψ(s, t) = α(s)+α(t) é mínima. Lembremos mais uma
vez que, sendo α é p.c.a., H = 0 é equivalente a
⟨α ′(s)×α ′′(s),α ′(t)⟩= ⟨α ′(s),α ′(t)×α ′′(t)⟩.














+(B2 −1)sen(w(s))sen(w(t))+α ′3(s))α ′3(t)].
De maneira análoga




+(B2 −1)sen(w(s))sen(w(t))+α ′3(s))α ′3(t)].
















Observação 3.2. Se a equação característica (3.18) tiver raiz dupla, isto é, λ1 = λ2, então
A = B =
√
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então k2α = A


















Assim τα = c1/k2α = λ1λ2λ3/(−λ3λ1) =−λ1. Como a curvatura e a torção são constantes, a




(y2 +λ 21 )(y
2 +λ1λ3)
2 = 0.
Observando agora que (y′)2 ≥ 0 e também que B = (y2 + λ 21 )(y2 + λ1λ3)2/y2 ≥ 0, então




(y2 +λ 21 )(y
2 +λ1λ3)
2 = 0,




ou seja, não existem soluções não constantes para a EDO (3.19).
Observação 3.3. A equação (3.19) nos dá a curvatura k da curva geradora α da superfície
miníma de translação Ψ(s, t) = α(s)+β (t). Considerando a mudança de variável u =−(k2 +
c3
3























−27(u′)2 +4(3u+ c3)3 −12c3(3u+ c3)2 −108c1 +36(3u+ c3)c1c2
36(3u+ c3)
= 0.
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Reescrevendo de maneira mais simples temos
















































(u′)2 −4u3 +g2u+g3 = 0.
Então, como pode ser observado em [27], u é a forma real da P-função de Weierstrass com
invariantes g2 e g3. Portanto k pode ser explicitamente escrita em termos das formas reais de
equações elípticas.
Finalizamos mostrando exemplos do procedimento de construção de superfícies mínimas
de translação com curvas geradoras não planas de acordo com o Teorema 3.4. Lembrando que
do item 1 do Teorema 3.3, se a curva geradora α tem curvatura constante (respectivamente
torção constante), então sua torção (respectivamente curvatura) é constante também, assim a
curva é uma hélice circular e a superfície resultante é um helicoide como o Teorema 3.2.
Observação 3.4. A família de superfícies mínimas de translação é construída em termos das
raízes do polinômio cúbico −λ 3 + c2λ 2 − c3λ + c1 = 0. Aplicando uma homotetia do espaço
ambiente R3, que preserva a minimalidade da superfície e a propriedade de ser uma superfície
de translação, podemos fixar uma das raízes dessa equação. Como consequência, as superfícies
mínimas de translação podem ser parametrizadas por 2 parâmetros.
Utilizando os Teoremas 3.3 e 3.4, apresentamos aqui um esquema através de passos para
construir exemplos de superfícies mínimas de translação no espaço Euclidiano. Lembramos
aqui que fixar as constantes ci é equivalente a fixar as raízes λi do polinômio cúbico (3.18).
1. Fixe as raízes λi de (3.18). Por símplicidade podemos considerar λ1 ≤ λ2 < 0 < λ3. A
raiz λ3 será fixada pra ser λ3 = 1. Calcule A e B.
2. Calcule ci e o polinômio Eq. (3.18) através das relações (3.9) e (3.10).
3. Calcule os pontos de equilíbrio y1 =
√
−λ2λ3 e y2 =
√
−λ1λ3 de (3.19).
4. Fixe o valor inicial y0 de (3.19), onde y1 < y0 < y2.
5. Resolva numericamente a equação (3.19). Fixe um valor inicial w0 para resolver numeri-
camente a equação (3.17) e a função w.
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6. Calcule a curva α .
A seguir apresentaremos 3 exemplos da aplicação deste método. Os dois primeiros exemplos
estão contidos em [8], enquanto o terceiro é autoral.
Exemplo 3.1. Caso do helicoide. Escolha a raiz dupla λ1 = λ2 =−1. Então (3.18) se torna
−λ 3 −λ 2 +λ + 1 = 0 e A = B = 1/
√
2. Os pontos de equilíbrio serão y1 = y2 = 1. Assim
tome y0 = 1 como a condição inicial em (3.19). Então a solução é k(s) = 1 e portanto τ = 1.
Segue que α é uma hélice e então, concluímos a partir do Teorema 3.2 que a superfície é um
helicoide.
Exemplo 3.2. Tome λ1 =−4 e λ2 =−1. Então (3.18) se torna −λ 3 −4λ 2 +λ +4 = 0, então
A = 0.447 e B = 0.707. Os pontos de equilíbrio serão y1 = 1 e y2 = 2. Escolha y0 = 1.3 como
condição inicial em (3.19). A curvatura k(t)da curva α pode ser observada no gráfico a seguir
com t ∈ [−1,1]⊂ R
A superfície pode ser observada na figura abaixo, onde a imagem da esquerda foi plotada
considerando a variação (t,s) ∈ [0,1]× [0,2] ⊂ R2 enquanto a da direita varia em (t,s) ∈
[0,4]× [0,4]⊂ R2
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Exemplo 3.3. . Tome λ1 =−2 e λ2 =−1. Então (3.18) se torna −λ 3−2λ 2+λ +2 = 0, então
A = 0.577 e B = 0.707. Os pontos de equilíbrio serão y1 = 1.412 e y2 = 1. Escolha y0 = 1.1
como condição inicial em (3.19). A curvatura k(t)da curva α pode ser observada no gráfico a
seguir com t ∈ [−1,1]⊂ R.
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A superfície pode ser observada na figura abaixo, onde a imagem da esquerda foi plotada
considerando a variação (t,s) ∈ [0,1]× [0,2] ⊂ R2 enquanto a da direita varia em (t,s) ∈
[0,4]× [0,4]⊂ R2.
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