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Resumen
Actualmente, las aplicaciones embebidas se con-
sideran de complejidad creciente y, como conse-
cuencia, de mayor dificultad para su desarrollo y
validación. Debido a estas caracteŕısticas, existe
un gran interés en ejecutar múltiples aplicaciones
sobre una única plataforma (mono o multinúcleo).
En los sistemas de tiempo real, cada vez más se
ejecutan aplicaciones con diferentes niveles de cri-
ticidad donde múltiples componentes con diferen-
tes restricciones de tiempo real se integran en una
misma plataforma computacional. Al mismo tiem-
po en el que proliferan los sistemas de criticidad
mixta, la plataforma computacional está migran-
do de mono núcleo a multinúcleo. El presente tra-
bajo describe la planificación de sistemas particio-
nados multinúcleo, desde la asignación de tareas
a núcleos hasta la generación de la planificación
para cada procesador.
1. Introducción
De entre todos los campos de la informática, los
Sistemas de Tiempo Real es donde más beneficios
se esperan obtener de la creciente utilización de la
tecnoloǵıa multinúcleo. Pero aprovechar al máxi-
mo las capacidades de computación de un sistema
multinúcleo en tiempo real es bastante dif́ıcil. Esto
es principalmente debido al hecho de que los algo-
ritmos de planificación para sistemas multinúcleo
son significativamente más complejos que para un
sistema mono-núcleo. La teoŕıa que hay sobre es-
te campo, como Leung and Whitehead (1982) o
Stankovic et al. (1995), demuestra que la planifica-
ción sobre una arquitectura multinúcleo es un pro-
blema tipo NP-Completo, pero aparte de aumen-
tar la complejidad, también plantea nuevas posibi-
lidades para las aplicaciones empotradas. Actual-
mente, las aplicaciones embebidas se consideran
de complejidad creciente y, como consecuencia, de
mayor dificultad para su desarrollo y validación.
Debido a estas caracteŕısticas, existe un gran in-
terés en ejecutar múltiples aplicaciones sobre una
única plataforma (mono o multinúcleo). Para fa-
cilitar este modelo el tiempo de ejecución y el es-
pacio de memoria de cada aplicación deben ser
protegidos de otras aplicaciones en el sistema.
En los sistemas de tiempo real, cada vez más se
ejecutan aplicaciones con diferentes niveles de cri-
ticidad donde múltiples componentes con diferen-
tes restricciones de tiempo real se integran en una
misma plataforma computacional [5]. La motiva-
ción que hay detrás de hacer convivir aplicaciones
de diferente naturaleza son: reducir costes, volu-
men, peso y consumo eléctrico. Los campos donde
se utilizan los sistemas de criticidad mixta son:
aviónica [11], espacio[13], automóvil [8], etc.
Al mismo tiempo en el que proliferan los sistemas
de criticidad mixta, la plataforma computacional
está migrando de mono núcleo a multinúcleo [12],
[9]. Se estima que las arquitecturas multinúcleo
se utilizarán en el 50 % de las aplicaciones indus-
triales en 2017. Las arquitectura multinúcleo ofre-
cen una solución muy competitiva en el desarrollo
de aplicaciones robustas en el campo de los siste-
mas de alta criticidad. Sin embargo, suponen una
desaf́ıo para los desarrolladores de software.
1.1. Sistemas particionados
La industria aeronáutica definió la arquitectura de
sistemas particionados con el fin de incrementar la
seguridad y predicibilidad de los sistemas de con-
trol. Un sistema particionado está configurado por
varias aplicaciones independientes llamadas parti-
ciones ejecutándose sobre una capa de virtualiza-
ción. La Figura 1 muestra la arquitectura de un
sistema particionado. En la arquitectura de la fi-
gura anterior de observa: la capa de virtualización,
formada por el hipervisor cuya función es ofrecer
una máquina virtual sobre la que se ejecuten las
particiones; las particiones que contienen las apli-
caciones que van a ejecutarse sobre la máquina
virtual. En los sistemas de criticidad mixta, ha-
bitualmente las particiones contienen aplicaciones
con el mismo nivel de criticidad, de forma que el
aislamiento espacial y temporal de la arquitectura
particiones hace que si una partición falla, el resto
de particiones no se ven afectadas.
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Figura 1: Sistema particionado mononúcleo
2. Multicore en sistemas
particionados
De la misma manera que en la versión mo-
nonúcleo, un sistema participando multinúcleo
está formado por 3 capas (Figura 2). La pla-
taforma hardware, (que en este caso contiene n
núcleos), la capa de hipervisor y la capa de parti-
ciones.
Figura 2: Sistema particionado multinúcleo
3. Generación de la planificación
en un sistema particionado
multicore
La planificación de sistemas de tiempo real mul-
tinúcleo se encarga de dos problemas: asignación
de tareas a núcleos y planificación de las tareas.
En [1] se lleva a cabo un estudio sobre los algo-
ritmos de asignación de tareas a núcleos más co-
nocidos llegando a la conclusión de que el WFDU
(Worst Fit Decreasing Utilization) consigue un re-
parto de la carga más homogéneo.
El algoritmo multinúcleo utiliza como base el pla-
nificador mononúcleo EEDF ([4]) adaptado para
varios procesadores. El modelo de tareas utiliza-
do está compuesto por: particiones, tareas y flujos
punto a punto (end-to-end flows, ETEFs).
Antes de pasar a explicar cómo funciona este al-
goritmo, es necesario introducir la definición de
un parámetro que se añadirá al modelo de tareas
anterior.
Interferencia de tarea: Es el porcentaje del
WCET de una tarea que supone una interfe-
rencia generada por la propia tarea. La inter-
ferencia supone un retraso en la ejecución del
resto de tareas en otros cores debido al acce-
so concurrente al bus de memoria y otros pe-
riféricos compartidos. Una tarea ejecutándo-
se concurrentemente junto a otras tareas en
otros núcleos puede intentar el acceso al bus
al mismo tiempo que otras tareas. La tarea a
la que se le asigna el bus retrasará la ejecución
del resto de tareas en otros núcleos que tam-
bién quieran acceder al bus en ese momento.
La Figura 3 muestra como se tiene encuentra la in-
terferencia definida en la planificación. En el ejem-
plo hay 3 núcleos. En los núcleos 0 y 1, hay una
tarea que se activa en el instante 0 mientras que
en el núcleo 2 hay una tarea que se activa en el
instante 5. Ci hace referencia el WCET de cada
tarea (coloreado en azul, amarillo o rojo), mien-
tras que Ii es la interferencia de tarea (coloreada
en gris) expresada en unidades de tiempo y no en
porcentaje para facilitar la comprensión en la re-
presentación. Por ejemplo, la tarea en el núcleo 0
sufre 2 unidades de interferencia debido a la eje-
cución de la tarea en el núcleo 1 (I1). Más tarde,
cuando la tarea en el núcleo 2 se activa, sufre una
unidad más de interferencia (I2). Respecto a la ta-
rea en el núcleo 2, cuando se activa en el instante 5
sufre 2 unidades de interferencia del núcleo 1 (I1)
y una unidad del núcleo 0 (I0).
Figura 3: Ejemplo de interferencia entre tareas de
diferentes núcleos
Una vez se ha definido el concepto de interferencia,
el algoritmo de planificación multinúcleo sigue los
siguientes pasos, para cada instante y cada proce-
sador:
1. Seleccionar la siguiente tarea a ejecutar. Para
ello se realiza lo siguiente:
Se selecciona la tarea con más prioridad.
Para ello se siguen las reglas del algorit-
mo EEDF propuesto en [4].
Si la tarea más prioritaria no es la que
se está ejecutando actualmente, se calcu-
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la la interferencia generada en los otros
núcleos debido al cambio de contexto.
Si este cambio genera más interferencia
que mantener la tarea actual ejecutándo-
se, entonces se mantiene la tarea actual
en ejecución. Si no, se selecciona la tarea
de más prioridad.
2. Se calcula la interferencia generada en todos
los núcleos y se añade al tiempo restante de
ejecución de cada tarea.
Este algoritmo tiende a retrasar la ejecución de
tareas más prioritarias en núcleos donde hay po-
ca carga y tiempo suficiente para ejecutar las ta-
reas cuando no hay tareas ejecutándose en otros
núcleos. De esta forma la interferencia es mı́nima.
Esta situación se mostrará en el ejemplo del apar-
tado 4.
4. Ejemplo
Con los requisitos y el diseño especificado en
las secciones anteriores, se adaptó la herramienta
Xoncrete ([3]) para poder configurar un sistema
particionado multinúcleo. Xoncrete es una herra-
mienta que permite especificar completamente la
configuración de un sistema participando, en con-
creto es compatible con el estándar ARINC 653 y
es capaz de generar el fichero de configuración de
diferentes versiones de XtratuM.
En esta sección se va a presentar un ejemplo para
plasmar cómo funciona el algoritmo de planifica-
ción multinúcleo propuesto. El usuario define en
Xoncrete el modelo temporal mediante su interfaz
gráfica. Nos centraremos sólo en el modelo tempo-
ral aunque con Xoncrete podemos definir todo el
sistema, como recursos hardware, memoria, comu-
nicaciones, etc. El modelo temporal usado como
ejemplo consta de 4 particiones y 3 núcleos. Los
detalles de los parámetros de las tareas se mues-
tran en la Figura 4.
Figura 4: Task parameters of partitions
El modelo consta además de 5 ETEFs y 1 plan que
contiene todos los ETEFs definidos. Los paráme-
tros temporales de los ETEFs se muestran en la
Tabla 1. Los steps asociados a cada ETEF junto
con los graphs de dependencia entre ellos se pue-
den ver en la Figura 5.
Cuadro 1: Parámetros temporales de los ETEFs
(en microsegundos)
ETEF Periodo min Periodo max Plazo
ETEF0Act0 4500 5500 3100
ETEF0Act1 25000 25000 7000
ETEF0Act2 10000 10000 7000
ETEF0Act3 20000 35000 10000
ETEF0Act4 12500 12500 5000
Figura 5: Grafos de dependencia entre steps
Una vez que toda la información sobre el modelo
temporal ha sido introducida, se realiza la asir-
nación de recursos temporales mediante la opción
.analysis:Temporal analysis”. En este caso, se rea-
lizarán dos acciones en orden:
1. Calcular el MAF y los periodos efectivos de
los ETEFs. Esto se arealiza en la ventana
”Temporal behaviour” mediante los botones
”Calculate MAF” y ”Calculate periods”. Es-
tos cálculos se realizan siguiendo el trabajo
publicado en [2]. Los resultados se muestran
en la Tabla 2.
2. Generar la planificación: En la ventana ”Sche-
dule Generation”se realizan los siguientes pa-
sos de forma transparente al usuario:
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Asignación de tareas a núcleos. Se si-
gue el algoritmo WFDU. El resultado se
muestra en la Tabla 3.
Cuadro 3: Asignación de tareas a núcleos
Core name Tasks
Core 0 P0T0, P0T1
Core 1 P1T0, P1T1
Core 2 P2T0, P3T0, P3T1
Ejecución de algoritmo de planificación
multinúcleo explicado en secciones ante-
riores.
Finalmente, se muestra el resultado en el
cronograma de ejecución.
Las siguientes figuras (6, 7 y 8) muestran los cro-
nograma de ejecución por núcleo y por ETEF y
un resumen de los resultados de utilización. En
la Figura 6 se puede ver como en aquellos mo-
mentos en los que puede haber una interferencia
significativa, el planificador intenta no ejecutar ta-
reas al mismo tiempo en diferentes núcleos. Por
tanto, siempre que sea possible y haya suficiente
tiempo para ello, los cores no estarán activos al
mismo tiempo para evitar las interferencias. Evi-
dentemente esto no será siempre posible ya que
de lo contrario no haŕıa falta tener varios núcleos
si no van a ejecutarse en paralelo en ningún mo-
mento. Pero, el algoritmo de planificación intenta
minimizar la interferencia producida.
Respecto a los resultados que aparecen en la Fi-
gura 8 el término Useful CPU time se refiere al
tiempo utilizado por las tareas sin contar las inter-
ferencias entre núcleos y las sobrecargas. Mientras
que el término Effective cpu usage se refiere a la
cantidad de tiempo total incluyendo interferencias
y sobrecargas.
5. Trabajo relacionado
Respecto a la asignación de tareas a núcleos, se
puede resolver, entre otras técnicas con el bin-
packing [7]. El problema es NP-hard ya que confor-
me crecen el número de tareas y procesadores, el
coste computacional crece exponencialmente. Por
este motivo no es conveniente utilizar algoritmos
óptimos. En [1] se realiza una comparativa de los
algoritmos de bin-packing aplicados a asignación
multi núcleo.
Una vez se han asignado las tareas, estas deben
planificarse. Para ello pueden utilizarse los algorit-
mo de planificación monoprocesador más habitua-
les. En [6] se realiza un interesante estado del arte
en planificación multiprocesador. Respecto a siste-
mas de criticidad mixta en sistemas multinúcleo,
en [10] se proponen dos aproximaciones para la
planificación: local y global. En nuestro caso, solo
consideramos la local debido al aislamiento que de-
be haber entre particiones, ya que hay aplicaciones
de alta criticidad y el aislamiento es un requisito
indispensable.
6. Conclusiones
En este articulo se ha presentado una politica
de planificación para sistemas particionados mul-
tinúcleo. La metodologia seguida se ha descrito y
puesto en práctica mediante un ejemplo. El algo-
ritmo de planificación tiene en cuenta las inter-
ferencias generadas entre núcleos por la compar-
tición del bus de memoria. Como trabajo futuro
se plantea la consideración de otros recursos com-
partidos, aśı como la evaluación de este algoritmo
junto con otras propuestas existentes para siste-
mas particionados de criticidad mixta.
Agradecimientos
Este articulo ha sido subvencionado por el Minis-
terio de Economı́a y Competitividad bajo los pro-
yectos TIN2014- 56158-C4-1-P y TIN2014- 56158-
C4-4-P.
Referencias
[1] Andrés Mart́ınez, José Enrique Simó, Patri-
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Figura 8: Resultados
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