We consider evaluation of proper posterior distributions obtained from improper prior distributions. Our context is estimating a bounded function φ of a parameter when the loss is quadratic.
Introduction
In many standard parametric settings, the use of improper prior distributions to produce inferential proposals is well established. A variety of formal rules have been proposed to justify the use of particular improper priors. This is especially true in invariant problems. The survey article of Kass and Wasserman (1996) provides an excellent overview of a number of issues that arise in selecting and using improper priors. For example, decision theoretic considerations are discussed by Kass and Wasserman in their Section 3.9 (page 1354), in their Section 4.2.3 (page 1358), and elsewhere in their paper. Indeed decision theory does provide an appealing framework for the evaluation of improper priors via the (proper) posterior distributions they produce. A particular decision theoretic approach was described in Eaton (1982) , but subsequent suggestions have had more appeal. One of these involves a notion of "strong admissibility" and is the basis of the approach below. This notion was introduced in Eaton (1992) and was called P -admissibility in Hobert and Robert (1999) .
The idea behind strong admissibility is the following. Given a sample space (X , B) suppose a random object X ∈ X is to be observed and assume that the distribution of X is an element of the as summarizing knowledge about θ after seeing X = x, the probability measure Q(·|x) on Θ can now be used to solve decision problems. Namely, one integrates a loss function with respect to the formal posterior distribution Q(·|x) and then picks an action (depending on x) to minimize the expected posterior loss. This procedure is ordinarily called the formal Bayes method of solving a decision problem.
As an example of the formal Bayes method, let φ(θ) be a bounded real-valued function on Θ and consider a quadratic loss function, L(a, θ), defined by L(a, θ) = (a − φ(θ)) 2 , a ∈ R 1 .
Then Θ L(a, θ) Q(dθ|x)
is obviously minimized by the posterior mean
andφ is a formal Bayes estimator of φ. The boundedness assumption on φ ensures the existence ofφ. Given any estimator t(x) of φ(θ), the risk function of t is
Of course, admissibility of estimators is assessed in terms of the risk function (given the loss function L).
The formal posterior Q(dθ|x) is strongly admissible if for every bounded measurable function φ, the formal Bayes estimatorφ is admissible (this is defined more carefully in the next section).
Loosely speaking, strong admissibility is regarded as an endorsement of Q(·|x) and hence of the improper prior ν, for use in making inferences about θ after seeing X = x.
A useful sufficient condition for strong admissibility, involving a Markov chain argument, was established in Eaton (1992) . The relevant Markov chain has Θ as its state space. The transition function of the chain, R(B|θ), is specified by
This is just the expectation of the formal posterior when X is sampled from P (·|θ). A main result in Eaton (1992) is the following.
Theorem 1.1. If the Markov chain on Θ with transition function R(dη|θ) is recurrent, then the formal posterior Q(dθ|x) is strongly admissible.
The appropriate definition of recurrent for the context here is given in the next section. Applications of the above theorem to relatively simple examples can be found in Eaton (1992 Eaton ( , 2001 .
Here is a standard example which puts things into perspective.
Example 1.1. Suppose X has a p-dimensional multivariate normal distribution with mean vector θ ∈ R p and covariance matrix the p × p identity, I p . This we write as X ∼ N p (θ, I p ). Consider
Lebesgue measure as the improper prior distribution so ν(dθ) = dθ on Θ = R p . Standard calculations show that the formal posterior Q(dθ|x) is a N p (x, I p ) distribution on R p . Further, the transition function R(·|θ) is a N p (θ, 2I p ) distribution on R p . Therefore, the one step transition of the Markov chain in this example can be described as follows:
probability measure on Ξ for each α and s is a σ-finite measure on A (typically, A can be chosen to be a subset of R). By a disintegration, we mean there is a map t from
for all non-negative functions f . Then, replacing the original model
it often suffices to establish strong admissibility in the new model with the improper prior s. In the case of Example 1.1, Θ = R p . Taking Ξ = θ ∈ R p : θ = 1 and A = [0, ∞) leads to a significant simplification of the "strong admissibility" problem. The validity of this general approach is described in Section 3 while an application to the model of Example 1.1 appears in Section 5.
Our second main result, presented in Section 4, concerns sufficient conditions for the recurrence of a Markov chain with a general state space (a Polish space) Y . The chain is generated by a transition function R(dy|z). The results in Section 4 are an extension and refinement of results in Lai (1996) which are in turn an extension of the early work by Lamperti (1960) . When Y = [0, ∞), sufficient conditions for the recurrence of a set [c, ∞) for c sufficiently large are expressed in terms of the first three moments
of the increments of the chain.
In Section 5, the methods presented in Sections 3 and 4 are applied to the problem of Example 1.1 when the prior has the form
Conditions on the function g 0 (which are necessarily dimension dependent) that imply strong admissibility are discussed in detail. Our treatment of Example 1.1 is a rigorous development of work begun by Lai (1996) .
Background
The purpose of this section is to provide assumptions and rigorous statements that underlie the connection between strong admissibility and recurrence. The discussion here is an abbreviated version of some material in Eaton (2004) , but we have tried to supply enough detail so the reader can see why Theorem 1.1 is valid. This section is divided into subsections to highlight the basic ideas of the arguments. It is useful to keep Example 1.1 in mind.
Model, Prior and Posterior
The sample space (X , B) is assumed to consist of a Polish space X (a complete separable metric space) coupled with the Borel σ-algebra B. The parameter space (Θ, C) is also assumed to be Polish with C the Borel σ-algebra. A statistical model P (· | θ) θ ∈ Θ for an observable quantity X ∈ X specifies the modeling assumption. The probability measures P (·|θ) of the model are assumed to be Markov transition functions -that is, P (·|θ) is a probability measure on B for each θ, and for each B ∈ B, P (B|·) is C-measurable.
Now let ν(dθ) be a σ-finite measure on C, and for each B ∈ B, consider the marginal measure, M , given by
Throughout this paper, the marginal measure M is assumed to be σ-finite. Under this assumption, there is a Markov transition function Q(·|x) that satisfies
This equation means that the two joint measures on X × Θ given by (7) agree. For a discussion of the existence and uniqueness (a.e. M ) of Q(·|x), see Eaton (1982) . Of course, Q(·|x) is called the formal posterior distribution of θ given X = x.
In the case where a density function for the model is assumed, say
where µ is a σ-finite measure on (X , B), consider the function
When m(x) ∈ (0, ∞) for each x, then
serves as a density function with respect to ν for the formal posterior Q(dθ|x). All of the examples considered in this paper will have densities of the form (8).
Strong Admissibility
As in Section 1, let φ be a bounded, measurable, real-valued function defined on Θ and consider the problem of estimating φ(θ) when the loss is (2). Thenφ(x) given in (4) is the formal Bayes estimator obtained from the formal posterior Q(·|x). Using the risk function defined in (5), here is an appropriate admissibility notion, due to C. Stein, for our setting.
Definition 2.2. The improper prior ν, or equivalently, the formal posterior Q(·|x), is strongly admissible if for each bounded measurable φ, the estimatorφ is a-ν-a.
The boundedness assumption on φ greatly simplifies the technical issues surrounding our discussion. For some parallel results regarding the estimation of unbounded functions, see Eaton (2001) .
Establishing strong admissibility for ν requires proving a-ν-a for eachφ. This is typically done via the so-called Blyth-Stein condition for almost admissibility. To describe this condition, consider a non-negative function g on Θ that satisfies 0 < g(θ)ν(dθ) < +∞. Then the measure
is proportional to a probability measure and the marginal measure
is a finite measure. A proper posterior Q g (dθ|x) now exists and satisfies
Thus, given a bounded φ, the Bayes estimator relative to the prior ν g iŝ
The Blyth-Stein condition for a-ν-a ofφ is conveniently expressed in terms of the integrated risk difference
Given such a C, define the set 
Thenφ is a-ν-a. 
The well known proof by contradiction of Theorem 2.1 is only a bit more complicated under assumption (15). However, even in relatively simple situations (such as Example 1.1 with p = 2 and dθ as the improper prior), the verification of (15) is not easy. The Markov chain methods described next are of some help.
The Markov Chain Connection
Given the statistical model P (· | θ) | θ ∈ Θ and the improper prior ν, the formal posterior distribution Q(dθ|x) and the Markov kernel
were introduced above. The kernel R(·|θ) is a transition function on the parameter space Θ and hence induces a Markov chain W = (W 0 , W 1 , ...) with a path space equal to Θ ∞ . In other words,
the probability distribution on the path space Θ ∞ of the chain W is denoted by P w0 .
There are two notions of recurrence that are relevant to our study of strong admissibility. To describe these, let C be a ν-proper set and consider the stopping time τ C defined on Θ ∞ by
has ν-measure zero.
In words, l-ν-r means that, except for a set of ν-measure zero, when the chain W starts in C, it returns to C with probability one.
Of course, ν-recurrence just means that except for a starting set of ν-measure zero (which is allowed to depend on C), the chain will return to C with probability one.
The connection between l-ν-r and strong admissibility is most easily explained in terms of the Dirichlet Form of the chain W . Let L 2 (ν) denote the space of ν-square integrable functions on
In the mathematics/probability literature ∆/2 is called a Dirichlet Form, but the constant factor 1/2 will not be of concern here. Here are two basic results, discussed at length in Eaton (2004) , that relate l-ν-r to strong admissibility.
Theorem 2.2. Fix a ν-proper set C. The following are equivalent:
Theorem 2.3. Fix a bounded measurable function φ defined on Θ. Then there is a constant K φ (depending only on φ) so that for any non-negative g with √ g ∈ L 2 (ν),
Combining these two results yields Theorem 2.4. Fix a ν-proper set C and suppose C is l-ν-r. Then for each bounded measurable
where IRD φ = IRD as defined by (12).
Hence for each fixed φ,
From the above result, we see that if each ν-proper set C is l-ν-r, then (19) holds for each C and each φ. In this case, we have strong admissibility. Of course, the problem is that (19) needs to hold for many [see (15)] C's to get strong admissibility. The next result shows that it is sufficient to exhibit one ν-proper and ν-recurrent set C * in order to conclude that all ν-proper sets are l-ν-r.
Theorem 2.5. Let C * be a ν-proper set and suppose C * is ν-recurrent. Then every ν-proper set C is l-ν-r, and the posterior Q is strongly admissible.
The above result is a consequence of Theorems 3.2 and 3.3 in Eaton (2004) where complete proofs are given.
Remark 2.1. If every ν-proper set is l-ν-r then the Markov chain W is locally-ν-recurrent (l-ν-r).
In summary then, the results discussed so far show that strong admissibility holds if we can exhibit one ν-proper set C * that is ν-recurrent. In other words, Theorem 2.5 is a rigorous statement of the somewhat imprecise Theorem 1.1 stated earlier. The next two sections of this paper deal with some useful techniques for establishing the existence of a ν-recurrent set C * .
A Reduction Argument
Again consider the statistical model of Section 2, but assume the parameter space is given by
On the product space in (20), it is assumed that the improper prior distribution ν(dθ) can be written
where (i) for each α ∈ A, π(·|α) is a probability measure on Ξ.
(ii) s(·) is a σ-finite measure on A.
Note that, for any improper prior ν 1 if the marginal measure on A given bỹ
is σ-finite, then the representation (21) holds for ν 1 -see the discussion in Eaton (1982, pp. 338-339 ).
The assumed model for the data X is P
Remark 3.1. At no time have we assumed that the parameter space Θ provides a one-to-one indexing of the statistical model. In particular, when Θ = R p , Ξ is the surface of the unit ball and A = [0, ∞), then Ξ × A does not provide a one-to-one indexing.
Now, the original model P together with the prior distribution ν on Θ gives rise to the Markov chain W = (W 0 , W 1 , ...) as defined in Section 2. For expositional brevity, we refer to W as the P − ν chain. Similarly, the new model P together with the prior distribution s on A gives rise to the W = ( W 0 , W 1 , ...) chain -referred to as the P − s chain. The purpose of this section is to establish the following rather intuitive result.
A proof of Theorem 3.1 is given below. In applications, one tries to find a representation (20) where the set A is "simple" -typically an interval of R. Establishing (21) is often just a matter of calculus. In some applications, such as Example 1.1, it is necessary to fudge things on a set of ν-measure zero to obtain (20) and (21). This is illustrated at the end of this section.
To proceed with the proof of Theorem 3.1, recall the definition of ∆ in (17) for the P − ν chain and correspondingly ∆ for the P − s chain. The assertion in Theorem 3.1 follows easily from the next result when combined with Theorem 2.2.
Then h ∈ L 2 (ν) and
Proof. The marginal measure M on X obtained from the P − ν model is
From the definition of the P − s model, the marginal measure M is
From the definition of P (·|α), it is clear that (25) and (26) are the same.
Next, the equation that defines the conditional distribution of (ξ, α) given X = x is
Integrating over ξ in (27) gives
since M = M . Now, for the P − s case, the equation
defines Q up to sets of M -measure zero. Comparing (28) and (29) shows that Q(Ξ, dα|x) serves as a version of Q(dα|x) in (29).
which is just ∆(h) by the remarks above. This completes the proof of proposition 3.1. (2004) is needed.
Now, a technical result in Eaton
Proposition 3.2 (Theorem 3.2 in Eaton (2004) ). The following are equivalent:
. This together with (24) and (31) 
Hence C i is l-ν-r. Since this holds for each i, Proposition 3.2 shows W is l-ν-r. This completes the proof.
Example 3.1. Consider a parameter space Θ 0 = R p where p > 1, and suppose the improper prior distribution ν 0 on Θ 0 is given by ν 0 (dθ) = g 0 (||θ|| 2 )dθ with "dθ" denoting Lebesgue measure on R p . Here, g 0 is some non-negative function yielding a σ-finite measure ν 0 . Next, let
is onto. Now, to write ν 0 in the form (21), note that elementary change of variable arguments
show that for all non-negative measurable functions ψ defined on Θ 0 ,
where π is the uniform probability distribution on the unit sphere Ξ. Therefore the measure
corresponds to the improper prior ν 0 (dθ) on R p (at least up to a set of ν-measure zero, in Θ).
Thus, the reduction argument can be used for the improper prior ν 0 where the space A is just [0, ∞). This reduction is used in Section 5.
Recurrence of Markov Chains
The purpose of this section is to discuss the recurrence of a discrete time Markov chain with values in a Polish space X . The σ-algebra generated by the open sets of X is denoted by B. The notation and setting in this section are independent of that in the earlier sections. Indeed, the material here may be of independent interest since some non-trivial generalizations of Lamperti (1960) are given below.
Consider a discrete time Markov chain X = (X 0 , X 1 , · · · ) with state space X so each X i is an element of X , i = 0, 1, . . .. Therefore X takes values in the product space X ∞ which is equipped with the natural product σ-algebra B ∞ . The one-step transition function of the chain, assumed to be a Markov kernel on B × X , is denoted by
Given x 0 ∈ X , let P (·|x 0 ) denote the distribution of X ∈ X ∞ when X 0 = x 0 and the transition function is (32). Thus, P (·|x 0 ) is a probability measure on B ∞ . Now, let C be a Borel subset of X . Define the stopping time
Definition
Remark 4.1. There is an important connection between these notions of recurrence and those defined in Subsection 2.3. Indeed, suppose that C is recurrent and that ν is a measure on (X , B).
Proof. This is a standard Markov chain argument which is included for completeness. First observe that for any x 0 ,
This completes the proof.
A Condition for Recurrence
Let f be a Borel measurable function defined on X with values in [0, ∞). Define a sequence
converges to a finite limit.
Proof. For each w ∈ E C , τ C (w) is some fixed positive integer so for n ≥ τ C (w),
Obviously, we have convergence to a finite limit, namely f (X τC (w) (w)). This completes the proof.
Here is an important structural condition on f and the chain X.
(R.1) Given x 0 ∈ X , P lim sup n→∞ f (X n ) = +∞ | x 0 = 1.
A basic component of Lamperti's original argument is the following.
Theorem 4.1. Let H ⊆ X ∞ be the set of w's such that Y n (w) converges to a finite limit. Assume (R.1) holds and that P (H | x 0 ) = 1. Then the set C is P (· | x 0 )-recurrent.
Proof. Let E C be as defined in (33). Then by Lemma 4.1,
Y n (w) has a finite limit as n → ∞ and f (X n (w)) = Y n (w) for all n and lim sup n→∞ f (X n (w)) = ∞ .
Thus H ∩ E c C ∩ K is empty and P (H ∩ E c C ) = 0.
The above shows that when (R.1) holds, P (·|x 0 )-recurrence of C will hold if we can show that {Y n |n = 1, · · · } converges to a finite limit a.s.-P (·|x 0 ). Of course, if {Y n } is a P (·|x 0 ) supermartingale, then H has P (·|x 0 ) probability one and Theorem 4.1 applies. It is this martingale argument that Lamperti (1960) used.
When is {Y n } a Supermartingale?
Given the Markov chain X = (X 0 , X 1 , · · · ) with state space X and X 0 = x 0 , let F n be the σ-algebra in B ∞ generated by X 0 , . . . , X n . Recall that {Y n , F n : n = 0, 1, 2 · · · } is a P (·|x 0 )
supermartingale if
where the expectation is taken under P (·|x 0 ) on B ∞ .
for all x 0 ∈ C c .
is a supermartingale for each x 0 ∈ C c .
Proof. Recall that Y i = f (X i ) for i = 0, 1 and fix x 0 / ∈ C. That (35) holds for n = 0 is a direct consequence of (36) since x 0 / ∈ C.
For n ≥ 1 let G n ∈ F n be the event
Obviously,
On the set G n , τ C ≥ n + 1 so Y n+1 = f (X n+1 ) and
The last inequality follows from the Markov property and the assumption that f is superharmonic on C c . Thus, on the set G n ,
Combining (37) and (38), we have
This completes the proof. Proof. This is just the Supermartingale Convergence Theorem since 0 ≤ EY n ≤ EY 1 for all n so 0 ≤ sup n EY n ≤ EY 1 . See Billingsley (1995, p. 468 ) for a version of the Supermartingale Convergence Theorem.
Combining what has now been established, we have the following result.
Theorem 4.3. Assume (R.1) holds and assume f is superharmonic on the set C c ⊆ X . Then the set C is recurrent.
Theorem 4.3 parallels some of the results in Chapter 8 of Meyn and Tweedie (1993) in the use of superharmonic functions. An important difference is that we assume (R.1) while Meyn and Tweedie assume the Markov chain is irreducible.
The case when X = [0, ∞)
In this section, it is assumed that the state space X is [0, ∞). A main result here gives sufficient conditions on the chain X = (X 0 , X 1 , ...) so that a particular function f is superharmonic on the set [m, ∞) when m is large enough. In addition, we provide a sufficient condition for (R.1) which may be easier to check in examples. When these two results hold, it will follow from our previous results that the set C = [0, m) is recurrent. An application of this result is provided in Section 5.
We begin with a statement of a main result, although several auxiliary results are needed before the proof can be completed. For k = 1, 2, 3, let
The quantity
is assumed to be finite for all x ∈ [0, ∞) so µ k (x) is well defined for all x ∈ [0, ∞) and k = 1, 2, 3. It is assumed in this section that µ 2 (x) > 0 for all sufficiently large x.
Theorem 4.4. Assume that there is a function ψ 1 such that for all sufficiently large x
and
Also, assume that
Then with e denoting the base of natural log, the function f 0 (x) = log(log(e + x))
for x ≥ 0 is superharmonic on the interval [m, ∞) for m large enough.
What needs to be established to prove Theorem 4.4 is that
is less than or equal to zero for all large x. To this end, note that the first four derivatives of f 0 are Now, expanding f 0 in a Taylor series about x in (44), discarding the negative term f (iv) in this expansion, and doing a bit of algebra results in
For notational convenience, set
Our first intermediate conclusion is (44),
Proof. This is a direct consequence of (45) and assumption (40). This completes the proof of (46). (46) is equal to
Lemma 4.3. The right hand side of the inequality
Proof. First verify by direct calculation that
Multiplying and dividing the bracketed term in (46) by xf ′ 0 (x) and using (48) 
is negative for all large x. But, this is a direct consequence of assumptions (41) and (42). For
which obviously converges to zero as x → ∞ under assumption (41). With a bit more algebra, (42) implies that ψ 2 (x)/xf ′ 0 (x) converges to zero as x → +∞. Therefore the right hand side of (46) is negative for all large x. Thus δ(x) ≤ 0 for all x large enough, say x ≥ x * , and the proof of Theorem 4.4 is complete.
We now turn to a discussion of the structural assumption (R.1) when X = [0, ∞) and the function f is f 0 in (43). Because f 0 is monotone increasing from [0, ∞) onto [0, ∞), it is clear that (R.1) holds for f = f 0 if and only if the following holds:
Here are our results concerning (R.2). 
Then (R.2) holds for all x 0 .
Proof. Fix x 0 and m ∈ N. Note that
Thus, P (A m,k |x 0 ) → 0 as k → ∞ and an application of Proposition 4.2 completes the proof.
In summary, the main conclusion of this section is the following. It is Theorem 4.5 that is used in the application of the next section.
Strongly Admissible Priors for the Multivariate Normal Mean
We now use our results to identify strongly admissible priors for the mean of a multivariate normal distribution. Recall the setting of Example 1.1. Assume that X ∼ N p (θ, I p ) and take the prior to be
where a ≥ 0, b > 0, · denotes Euclidean norm on R p and dθ is Lebesgue measure on R p . A special case of this prior was considered by Berger, Strawderman and Tang (2005) in the context of admissible estimators of the mean under quadratic loss.
The prior ν 0,b is improper for all b > 0, but the marginal is σ-finite only when b < p/2. On the other hand, when a > 0, ν a,b is improper only when b ≤ p/2 and the marginal is σ-finite for all b in this range. We therefore restrict attention to b ∈ (0, p/2) when a = 0 and to b ∈ (0, p/2] when a > 0. When these conditions are satisfied, a proper posterior distribution Q a,b (dθ|x) exists and satisfies the disintegration
Here is the main result of this section. Proof. Throughout the proof, we will refrain from using subscripts on ν, M and Q. The proof is based on an application of the reduction scheme discussed in Example 3.1. There it is shown that the prior ν(dθ) can be expressed as π(dξ) s(dβ), where π is the uniform distribution on Ξ = {θ : θ 2 = 1} and
where c is a positive constant and g 0 (β) = (a + β) −b . The new model, P, has density (with respect to Lebesgue measure on R p ) given bỹ
The formal posterior for β can be written as Q(dβ|x) = q(β|x) dβ where
The P − s chain has Markov transition function given by
According to Theorem 3.1, to prove that ν is strongly admissible, it suffices to show that the P − s chain is l-s-r, since this will imply that the P − ν chain is l-ν-r. The local-s-recurrence of the We now turn our attention to establishing the conditions of Theorem 4.4. Recall that
In Appendix B we prove Proposition B.1 yielding
some ε ∈ (0, 1). Then (41) clearly holds and
Since b ≥ p/2 − 1, it follows that
Let ν(dθ) be an improper prior on Θ = R p and suppose that the P − ν chain is l-ν-r so that ν is strongly admissible. A recent result of Eaton, Hobert and Jones (2006) shows that (under mild regularity conditions) if h : R p → [0, ∞) is a bounded function, then the "perturbed" prior ν * (dθ) = h(θ)ν(dθ) is also strongly admissible. In fact, Corollary 4 in Eaton et al. (2006) in conjunction with the results in the proof of our Theorem 5.1 immediately yields the following: is l-ν 0,b -r. Now fix a > 0, and note that
Since ( θ 2 /(a + θ 2 )) b is a bounded function, the Eaton et al. (2006) result implies that ν a,b is strongly admissible. Unfortunately, this method cannot be used to establish the strong admissibility of ν a,p/2 . This is the main reason that we did not appeal to the Eaton et al. (2006) result in the proof of Theorem 5.1.
Finally, using arguments somewhat similar to those used above, the multivariate Poisson case was discussed by Lai (1996) .
Appendices A Proof of Continuity
Proof. Fix η * ∈ [0, m] and, without loss of generality, let {η k } ∞ k=1 be a sequence in [0, 4m] that converges to η * . We need to show that
i.e.,
We will accomplish this using two applications of the dominated convergence theorem. First, we will use dominated convergence to show that
that is,
Clearly, for fixed ξ ∈ Ξ, we have
Hence, (55) holds by dominated convergence. Now, if there exists a function g such thatf (x|η k ) ≤ g(x) for all x and all k and such that
we could apply a dominated convergence argument again to conclude that (54) is true. We now construct such a g. Fix x ∈ R p with x ≥ 4 √ m and consider the function x − √ η k ξ . As ξ ranges over Ξ, √ η k ξ ranges over the sphere of radius √ η k . The distance between x and √ η k ξ is minimized when ξ takes the value x/ x ; that is, when √ η k ξ is on the line connecting x to the origin. Thus,
for all ξ ∈ Ξ and all k = 1, 2, . . . . Using the fact that x ≥ 4 √ m again, we have
Let S denote the sphere of radius 4
It is clear that R p g(x)dx < ∞.
B Asymptotic Expansion of µ i (η)
Throughout this section, p ∈ {3, 4, . . . }, a ≥ 0 and b > 0 are considered fixed and the assumptions of Theorem 5.1 are in force. We begin by recalling some facts concerning the noncentral χ 2 distribution. Suppose that Z ∼ N p (γ, I p ) and let λ = γ 2 . Then V = Z 2 ∼ χ 2 p (λ) and its density at v > 0 is given by
We will need the first three moments of V , which are as follows
Recall that g 0 (z) = (a + z) −b . Using (56), it is straightforward to show that E[g 0 (V )V k |λ] = 2 k E[w k (N )|λ] where N |λ ∼ Poisson(λ/2) and, for n ∈ N,
When a = 0 we have the following closed form expression
which is well defined even when n = k = 0 because p/2 − b > 0.
Recall that for k ∈ {1, 2, 3} and η ∈ [0, ∞), we have
where R(dβ|η) is defined at (53). Our goal is to prove the the following result.
Proposition B.1. For η > 0, we have
It now follows from the discussion at the beginning of this appendix that m k (y) = 2 k E[w k (N )|y]
where N |y ∼ Poisson(y/2) and
where N |Y = y ∼ Poisson(y/2) and Y ∼ χ 2 p (η).
We now begin working on w k (n). Our first result is as follows.
Proposition B.3. Suppose n ∈ N and k ∈ {1, 2, 3}.
2. If a > 0 then
where φ : N → (0, ∞) is given by
Moreover, φ(n) is bounded and φ(n) = O(n −1 ) as n → ∞.
Proof. The a = 0 result follows directly from (57). Now assume that a > 0 and define κ(z) = ab/(a + z). Note that
where g ′ 0 denotes the derivative of g 0 . Integration by parts yields
An application of (62) yields
Since κ(z) is bounded above by b, it is clear that φ(n) is also bounded above by b. Now define N (n) and D(n) as follows
Using Jensen's inequality we obtain
As long as n > b + 1 − p/2, we have
Putting these two bounds together, we have
Finally, according to Abramowitz and Stegun (1964, p. 257) ,
from which it follows that φ(n) = O(n −1 ).
A simple calculation shows that for n ∈ N and k ∈ {1, 2, 3}, we have w k (n) = n + p 2 w k−1 (n + 1) .
This combined with (61) yields n + p/2 w k−1 (n + 1) = n + p/2
Proposition B.4. Suppose N |y ∼ Poisson(y/2) where y > 0 and let k ∈ {1, 2, 3}.
1. If a = 0 then
Proof. First,
We now prove the result for a > 0 and we note that a proof for the a = 0 case can be constructed simply by replacing φ by 0 in the following argument. Rearranging (61) and taking expectations yields
A rearrangement of (63) yields
Therefore,
Replacing E[N w k−1 (N )|y] in (66) Proof. We first handle the case a = 0. Equation (57) shows that
Since b < p/2, the denominator is always strictly positive. Furthermore, for any k ∈ {1, 2, 3}, this fraction clearly converges to 1 as n → ∞. Thus, the fraction is bounded above by a positive, finite constant.
The a > 0 case is similar, but we do not have the luxury of using the exact expression (57). A rearrangement of (63) yields
.
Since φ(n) is strictly positive, the denominator is always strictly positive. As above, for any k ∈ {1, 2, 3}, the fraction converges to 1 as n → ∞. Thus, the fraction is bounded above by a positive, finite constant.
Note that for all n ∈ N and all k ∈ {1, 2, 3}, we have
If N |y ∼ Poisson(y/2) where y > 0, then there exists 0 < d < ∞ such that for any k ∈ {1, 2, 3}
Proof. We prove the result for l = 2. The proof for the l = 1 case is similar and is left to the reader.
From Proposition B.5, we know there exists a constant c ∈ (0, ∞) such that c 2 w k−1 (n + 2) ≥ w k−1 (n) for all n ∈ N and all k ∈ {1, 2, 3}. The assumptions concerning h imply the existence of an M ∈ (0, ∞) such that |(n + 2)(n + 1)h(n)| < M for all n ∈ N. Thus,
(n + 2)(n + 1) (n + 2)(n + 1) |h(n)|w k−1 (n) e −y/2 (y/2) n n! = 4 y 2 ∞ n=0 (n + 2)(n + 1)|h(n)|w k−1 (n) e −y/2 (y/2) n+2 (n + 2)! ≤ 4c 2 y 2 ∞ n=0 (n + 2)(n + 1)|h(n)|w k−1 (n + 2) e −y/2 (y/2) n+2 (n + 2)! 
and |ψ k (y)| ≤ d k /y for y > 0.
Proof. We prove the result for the case a > 0. The a = 0 case is simpler and is left to the reader. 
(n + 1) (n + 1)
This allows us to rewrite (65) This shows that ψ k1 is bounded for large y. Note that (69) yields
which shows that ψ k1 is bounded for small y as well.
Now consider ψ k2 . Since φ(n + k − 1)/(n + p/2) is O(n −2 ), Proposition (B.6) implies that there exists a d * k2 ∈ (0, ∞) such that, for all y > 0, As above, this shows that ψ k2 is bounded for large y. The fact that ψ k2 is bounded for small y follows from the fact that φ is bounded.
Finally, consider ψ k3 . Since φ(n) = O(n −1 ), Proposition (B.6) implies that there exists a d * k3 ∈ (0, ∞) such that, for all y > 0, |ψ k3 (y)| < d k3 /y. Again, the boundedness of ψ k3 follows from that of φ. Putting all of this together we find that |ψ k (y)| = Moreover, since each |ψ kj (y)| is bounded for y > 0 so is |ψ k (y)|.
We can now assert that Putting the above work together (and using the moments of the noncentral χ 2 given at the beginning of this section) we calculate that
(in all of these equations, it is understood that the limits are taken as η → ∞) and .
We are now in position to calculate µ 1 (η), µ 2 (η) and µ 3 (η) in (60). We begin with µ 1 (η). Finally, consider µ 3 (η).
This completes the proof of Proposition B.1.
