Neurobiological systems rely on hierarchical and modular architectures to carry out intricate computations using minimal resources. A prerequisite for such systems to operate adequately is the capability to reliably and efficiently transfer information across multiple modules. Here, we study the features enabling a robust transfer of stimulus representations in modular networks of spiking neurons, tuned to operate in a balanced regime. To capitalize on the complex, transient dynamics that such networks exhibit during active processing, we apply reservoir computing principles and probe the systems' computational efficacy with specific tasks. Focusing on the comparison of random feed-forward connectivity and biologically inspired topographic maps, we find that, in a sequential set-up, structured projections between the modules are strictly necessary for information to propagate accurately to deeper modules. Such mappings not only improve computational performance and efficiency, they also reduce response variability, increase robustness against interference effects, and boost memory capacity. We further investigate how information from two separate input streams is integrated and demonstrate that it is more advantageous to perform non-linear computations on the input locally, within a given module, and subsequently transfer the result downstream, rather than transferring intermediate information and performing the computation downstream. Depending on how information is integrated early on in the system, the networks achieve similar task-performance using different strategies, indicating that the dimensionality of the neural responses does not necessarily correlate with nonlinear integration, as predicted by previous studies. These findings highlight a key role of topographic maps in supporting fast, robust and accurate neural communication over longer distances. Given the prevalence of such structural feature, particularly in the sensory systems, elucidating their functional purpose remains an important challenge towards which this work provides relevant, new insights. At the same time, these results shed new light on important requirements for designing functional hierarchical spiking networks. Introduction 1 Cortical information processing relies on a distributed functional architecture comprising 2 multiple, specialized modules arranged in complex, but stereotyped networks (see, 3 e.g. [1-3]). Structural organizational principles are noticeable at different scales and 4 impose strong constraints on the systems' functionality [4], while simultaneously suggest 5 a certain degree of uniformity and a close relation between structure and function [5, 6]. 6 On the lower levels of cortical processing, peripheral signals conveying sensory 7 information need to be adequately routed, their content represented and integrated with 8 internal, ongoing processes [7] (based on both local and long-range interactions) as well 9 as non-sensory signals such as attention [8], expectation [9] or reward [10]. A 10
Author summary
To interact with the external environment in real-time, cortical microcircuits must employ efficient and reliable mechanisms for passing information between different modules and for integrating input from multiple sources. In this study we investigate, from a functional perspective, how structural features influence these mechanisms in the context of stimulus representation, integration and transfer in modular spiking networks. We demonstrate that biologically plausible patterned connectivity, inspired by cortical topographic maps, is necessary for information to propagate across multiple modules in a useful manner. Compared to purely random projections, topographic maps improve computational performance and efficiency considerably, leading to more stable responses and increased robustness against interference effects. In addition, architectural specificities also play an important role in how networks combine information from different sources. Our results suggest that early and local integration of input streams enables more accurate non-linear computations in deeper modules than first transferring intermediate representations and only then performing the computations downstream. These findings demonstrate that the wiring architecture can profoundly impact information transmission and integration in neuronal circuits, with structured connectivity in form spatially segregated topographic projections playing a potentially key role in sustaining accurate cortical communication over multiple networks.
Neurons make random recurrent connections within a module with a fixed probability 80 common for all modules, = 0.1, such that on average each neuron in every module 81 receives recurrent input from K E = N E excitatory and K I = N I inhibitory local 82 synapses. 83 For simplicity, all projections between the modules are considered to be purely 84 feed-forward and excitatory. Specifically, population E i in module M i connects, with 85 probability p ff , to both populations E i+1 and I i+1 in subsequent module M i+1 . This 86 way, every neuron in M i+1 receives an additional source of excitatory input, mediated 87 via K Mi+1 = p ff N E synapses (see Fig 1) . 88 To place the system in a responsive regime, all neurons in each module further 89 receive stochastic external input (background noise) from K x = p x N x synapses. We set 90 N x = N E , as it is commonly assumed that the number of background input synapses 91 modeling local and distant cortical input is in the same range as the number of 92 recurrent excitatory connections [15, 31, 32] . 93 In order to preserve the operating point of the different sub-networks, we scale the 94 total input from sources external to each module to ensure that all neurons (regardless 95 of their position in the setup) receive, on average, the same amount of excitatory drive. 96 Whereas p x = holds in the first (input) module, M 0 , the connection densities for 97 deeper modules are chosen such that p ff + p x = , with p ff = 0.75 and p x = 0.25 , 98 yielding a ratio of 3:1 between the number of feed-forward and background synapses. 99 For a complete, tabular description of the models and model parameters used 100 throughout this study, see Supplementary Tables S1 and S2 . 101 Structured feed-forward connectivity 102 We explore the functional role of long-range connectivity profiles by investigating and 103 comparing networks with random ( Fig 1A) and topographically structured feed-forward 104 projections ( Fig 1B) . 105 To build systems with topographic projections in a principled, but simple, manner, a 106 network with random recurrent and feed-forward connectivity (as described in the 107 previous section) is modified by systematically assigning sub-groups of stimulus-specific 108 neurons in each module. Each of these then connects only to the corresponding 109 sub-group across the different modules. More specifically, each stimulus S k projects 110 onto a randomly chosen subset of 800 excitatory and 200 inhibitory neurons in M 0 111 (input module), denoted E k 0 and I k 0 . The connections from E k 0 to module M 1 are then 112 rewired such that neurons in E k 0 project, with probability p ff , exclusively to similarly 113 chosen stimulus-specific neurons E k 1 and I k 1 . These sub-populations in M 1 thus extend 114 the topographic map associated with stimulus S k . By repeating these steps throughout 115 the system, we ensure that each stimulus is propagated through a specific pathway while 116 inter-module projections from neurons not belonging to any topographic map remain 117 unchanged (random). This connectivity scheme is illustrated for stimulus S 1 in Fig 1B. 118 It is worth noting that, as the stimulus-specific sub-populations are randomly chosen, 119 overlaps occur (depending on the total number of stimuli). By allowing multiple 120 feed-forward synaptic connections between neurons that are part of different clusters, 121 the effective connection density along the topographic maps (p ff ) is slightly increased 122 compared with the random case (from 0.075 to 0.081). Any given neuron belongs to at 123 most three different maps, ensuring that information transmission is not heavily biased 124 by only a few strong connections. The average overlap between maps, measured as the 125 mean fraction of neurons shared between any two maps, was 0.61. These values are Schematic overview of the sequential setup and input stimuli. Networks are composed of four modules with identical internal structure, with random (A) or topographically structured (B) feed-forward projections. Structured stimuli drive specific, randomly selected sub-populations in M 0 . For stimulus S 1 , the topographic projections (B, orange arrows) between the modules are represented explicitly in addition to the corresponding stimulus-specific sub-populations (orange ellipses), whereas for S 2 only the sub-populations are depicted (blue ellipses). The black feed-forward arrows depict the remaining sparse random connections from neurons that are not part of any stimulus-specific cluster. C: Illustrative example of the input encoding scheme: a symbolic input sequence of length T (3 in this example), containing |S| different, randomly ordered stimuli (S = {S 1 , S 2 }), is encoded into a binary matrix of dimensions |S| × T . Each stimulus is then converted into a set of 800 Poissonian spike trains of fixed duration (200 ms) and rate ν stim and delivered to a subset of N E excitatory and N I inhibitory neurons.
where the leak-conductance is given by g leak , and I E i and I I i represent the total 132 excitatory and inhibitory synaptic input currents, respectively. We assume the external 133 background input, denoted by I x i , to be excitatory (all parameters equal to recurrent 134 excitatory synapses), unspecific and stochastic, modeled as a homogeneous Poisson 135 process with constant intensity ν x . Spike-triggered synaptic conductances are modeled 136 as exponential functions, with fixed and equal conduction delays for all synapse types. 137 The equations of the model dynamics, along with the numerical values for all 138 parameters are summarized in S1 Table and S2 Table. 139
Following [33] , the peak conductances were chosen such that the populations operate 140 in a balanced, low-rate asynchronous irregular regime when driven solely by background 141 input. For this purpose, we setḡ E = 1 nS andḡ I = 16 nS, giving rise to average firing 142 rates of ∼3 Hz, CV ISI ∈ [1.0, 1.5] and CC ≤ 0.01 in the first two modules of the 143 networks, as described in the previous sections.
144
Stimulus input and computational tasks 145 We evaluate the information processing capabilities of the different networks on simple 146 linear and nonlinear computational tasks. For this purpose, the systems are presented 147 with a sequence of stimuli {S 1 , S 2 , ...} ∈ S, of finite total length T and comprising |S| 148 different stimuli.
149
Each stimulus consists of a set of 800 Poisson processes at a fixed rate ν stim = λ * ν x 150 and fixed duration of 200 ms, mimicking sparse input from an external population of 151 size N E ( Fig 1C) . These input neurons are mapped to randomly chosen, but 152 stimulus-specific sub-populations of N E excitatory and N I inhibitory neurons in the 153 first module M 0 , which we denote the input module. Unless otherwise stated, we set 154 λ = 3, resulting in mean firing rates ranging between 2-8 spikes/s across the modules.
155
To sample the population responses for each stimulus in the sequence, we collect the 156 responses of the excitatory population in each module M i at fixed time points t * , 157 relative to stimulus onset (with t * = 200 ms, unless otherwise stated). These activity 158 vectors are then gathered in a state matrix X Mi ∈ R N E ×T . In some cases, the measured 159 responses are quantified using the low-pass filtered spike trains of the individual 160 neurons, obtained by convolving them with an exponential kernel with τ = 20 ms and 161 temporal resolution equal to the simulation resolution, 0.1 ms. However, for most of the 162 analyses, we consider the membrane potential V m as the primary state variable, as it is 163 parameter-free and constitutes a more natural choice [34, 35] .
164

Classification of stimulus identity 165
In the simplest task, the population responses are used to decode the identity of the 166 input stimuli. The classification accuracy is determined by the capacity to linearly 167 combine the input-driven population responses to approximate a target output [24] : performance is then measured as the fraction of correctly classified patterns.
179
Nonlinear exclusive-or (XOR) 180 We also investigate the more complex XOR task, involving two parallel stimulus sources 181 S and S injected into either the same or two separate input modules. Given stimulus 182 sets S = {S 0 , S 1 } and S = {S 0 , S 1 }, the task is to compute the XOR on the stimulus 183 labels, i.e., the target output is 1 for input combinations {S 0 , S 1 } and {S 1 , S 0 }, and 0 184 otherwise. In this case, computational performance is quantified using the point-biserial 185 correlation coefficient (PBCC), which is suitable for determining the correlation 186 between a binary and a continuous variable [33, 36, 37] . The coefficient is computed All numerical simulations were conducted using the Neural Microcircuit Simulation and 203 Analysis Toolkit (NMSAT) v0.2 [4] , a high-level Python framework for creating, 204 simulating and evaluating complex, spiking neural microcircuits in a modular fashion. It 205 builds on the PyNEST interface for NEST [38] , which provides the core simulation presented in this study, and abide by the recommendations proposed in [39] , we provide 208 a complete code package that implements project-specific functionality within NMSAT 209 (see S1 Appendix) using a modified version of NEST 2.12.0 [40] .
210
Results
211
Distributed information processing across multiple neural circuits requires, in a first 212 instance, an accurate representation of the stimulus identity and a reliable propagation 213 of this information throughout the different modules. In the following section, we assess 214 these capabilities using a linear classification task in a sequential setup (illustrated in 215 Fig 1) , and analyze the characteristics of population responses in the different modules. 216 Subsequently, we look at how different network setups handle information from two In networks with fully random projections ( Fig 1A) , stimulus information can be 221 accurately decoded up to a maximum depth of 3, i.e. the first three modules in the 222 sequential setup contain sufficient information to classify (significantly beyond chance 223 level) which of the ten stimuli had been presented to the input module (see Methods for 224 details of the stimulus generation and classification assessment). Whereas the first two 225 modules, M 0 and M 1 , achieve maximum classification performance with virtually no 226 variance across trials ( 
232
Including structured projections in the system ( Fig 1B) counteracts these effects, 233 allowing stimulus information to be accurately transferred to the deeper modules 234 (Fig 2A, hatched bars ). This indicates that stimulus-specific topographic maps, whereby 235 the neurons receiving direct stimulation at M i connect exclusively to another set of 236 stimulus-specific neurons in the subsequent module (see Methods), play a critical role in 237 the successful propagation of signals across multiple interacting sub-networks. topography leading to significant computational benefits for all modules beyond the 244 input module. In the following two sections, we investigate the factors influencing 245 stimulus propagation and uncover the relationships between the underlying population 246 dynamics and the system's task performance.
247
Modulating stimulus propagation 248 Since random networks provide no clearly structured feed-forward pathways to facilitate 249 signal propagation, it is unclear how stimulus information can be read out as far as M 2 250 (Fig 2A) , considering the nonlinear transformations at each processing stage. However, 251 by construction, some neurons in M 0 that receive input stimulus directly also project 252 (randomly) to M 1 . To assess the importance of these directed projections for 253 information transmission, we gradually remove them and measure the impact on the 254 performance in M 1 (Fig 2C, D) . The system shows substantial robustness with respect 255 to the loss of such direct feed-forward projections, as the onset of the decline in 
265
It is reasonable to assume that the transmission quality in the two networks, as 266 presented above, is susceptible to variations in the input intensity. For random 267 networks, one might expect that increasing the stimulus intensity would enable its 268 decoding in all four modules. Although stronger input does improve the classification 269 performance in M 2 (Fig 2E) , this improvement is not visible in the last module. When 270 varying the input rates between 5 and 25 spk/s, the accuracy increases linearly with the 271 stimulus intensity in M 2 . However, the signal does not propagate to the last module in 272 a decipherable manner (results remain at chance level), regardless of the input rate and, 273 surprisingly, regardless of the representational accuracy in M 2 .
274
Previous studies have shown that, when structured feed-forward connections are 275 introduced, the spiking activity propagation generally depends on both the synaptic 276 strength and connection density along the structures, with higher values increasing the 277 transmission success [16, 21] . To evaluate this in our model without altering the 278 synaptic parameters, we increase the task difficulty and test the ability of the last 279 module, M 3 , to discriminate 50 different stimuli. The results, shown in Fig 2F, exhibit 280 a significantly lower performance for the initial topographic density of (7.5%), from ≈ 1 281 for ten stimuli (Fig 2A) to ≈ 0.3. This drop can be likely attributed to overlapping 282 projections between the modules, since more stimulus-specific pathways naturally lead 283 to more overlap between these regions, causing less discriminable responses. However, 284 this seems to be compensated for by increasing the projection density, with stronger 285 connectivity significantly improving the performance. Thus, our simulations corroborate 286 these previous experiments: increasing the connection density within topographic maps 287 increases the network's computational capacity. network's state-space (separation property, see [23] [41] ); D -mean firing rate across the excitatory populations; and E response variability as measured by the Fano factor (FF) on the population-averaged firing rates (bin width 10 ms). All depicted statistics were averaged over ten simulations, each lasting 10 seconds, with ten input stimuli.
quality of these input-state mappings as the representations are transferred from 293 module to module, and identify population activity features that influence the networks' 294 computational capabilities in various scenarios.
295
When a random network is driven only by background noise, the activity in the first 296 two modules is asynchronous and irregular, but evolves into a more synchronous regime 297 in M 2 (see example activity in Fig 3A left , and noise condition in Fig 3B) . In the last 298 module, the system enters a synchronous regime, which has been previously shown to 299 negatively impact information processing by increasing redundancy in the population 300 activity [33] . This excessive synchronization explains the increased firing rates, reaching 301 ≈ 10 spk/s in M 3 (Fig 3D) . Previous works have shown that even weak correlations 302 within an input population can induce correlations and fast oscillations in the 303 network [31] . This phenomenon arises in networks with sequentially connected 304 populations, and is primarily a consequence of an increase in shared pre-synaptic inputs 305 between successive populations [15, 19, 42] . As the feed-forward projections gradually 306 increase the convergence of the inter-module connections, the corresponding magnitude 307 of post-synaptic responses also increase towards the deeper modules. Effectively Compared to baseline activity, the presence of a patterned stimulus increases the 312 irregularity in all modules except the very first one. This is visualized in the example 313 activity plots in Fig 3A (center and right) . Furthermore, active input substantially 314 reduces the synchrony in the last two modules, allowing the system to globally maintain 315 the asynchronous irregular regime (see random and topographic conditions in Fig 3B, 316 C). Such alterations in the population response statistics during active processing have 317 also been confirmed experimentally: in vivo recordings show that neuronal activity in 318 awake, behaving animals is characterized by weak correlations and low firing rates in 319 the presence of external stimuli [43, 44] . 320 Despite the beneficial influence of targeted stimulation, it appears that random Furthermore, networks with structured connectivity are also more resource-efficient, 332 achieving better performance with lower overall activity ( Fig 3D) . This can be explained 333 by the fact that neurons receiving direct stimulus input in M 0 , firing at higher rates, 334 project only to a restricted sub-population in the subsequent modules, thereby having a 335 smaller impact on the average population activity downstream. indicating more overlapping representations. This demonstrates a reduction in the 341 compactness of stimulus-dependent state vector clusters, which, although not uniformly 342 reflected for all stimuli, is consistent across modules (only M 1 and M 2 shown). However, 343 these coefficients are computed using only the first three principal components (PCs) of 344 the firing rate vectors and are trial-specific. We can obtain a more representative result 345 by repeating the analysis over multiple trials and taking into account the first ten PCs 346 ( Fig 4B) . The silhouette scores computed in this way reveal a clear disparity between 347 random and topographic network for the spatial segregation of the clusters, beginning 348 with M 1 , in accordance with the classification performances (Fig 2A) . 349 We can further assess the effectiveness with which the networks utilize their 350 high-dimensional state-space by evaluating how many PCs are required to capture the 351 majority of the variance in the data (Fig 4C) . In the input module, where the stimulus 352 impact is strongest, the variance captured by each subsequent PC is fairly constant 353 (≈ 10%), reaching around 75% by the ninth PC. This indicates that population activity 354 can represent the input in a very low-dimensional sub-space through narrow, 355 stimulus-specific trajectories. In random networks, however, this trend is not reflected 356 in the subsequent modules, where the first ten PCs account for less than 10% of the 357 total variance.
358
There is thus a significant increase in the effective dimensionality [45] in the deeper 359 modules (Fig 4D) , a pattern which is also exhibited, to a lesser extent, in the 360 topographic case. As the population activity becomes less entrained by the input, the 361 deeper modules explore a larger region of the state-space. Whereas this tendency is 362 consistent and more gradual for topographic networks, it is considerably faster in 363 networks with unstructured projections, suggesting a quicker dispersion of the stimulus 364 representations. Since in these networks the stimulus does not effectively reach the last 365 Distribution of silhouette coefficients for the stimulus-specific clusters in modules M 1 and M 2 , computed in the space spanned by the first three principal components (PCs) of the firing rate vectors, and color-coded for the ten different stimuli used. The coefficients are sorted in descending order for each stimulus. The vertical lines in red represent the mean over all coefficients (silhouette score) in a single trial. B: Trial-averaged silhouette score calculated using the first ten PCs. C: Cumulative variance explained by the first ten PCs for random (top) and topographic (bottom) projections. D: Effective dimensionality of the state matrix computed on the firing rates (bin size 200 ms). All results are averaged over ten trials, each lasting 100 seconds (500 samples). module (Fig 2A) , there is no de-correlation of the responses, and the elevated synchrony 366 (Fig 3B) leads to a reduced effective dimensionality.
367
Overall, these results demonstrate that patterned stimuli push the population 368 activity towards an asynchronous-irregular regime across the network, but purely 369 random systems cannot sustain this state in the deeper modules. Networks with 370 structured connectivity, on the other hand, display a more stable activity profile 371 throughout the system, allowing the stimuli to propagate more efficiently and more 372 accurately to all modules. Accordingly, the state representations are more compact and 373 distinguishable, and these representations decay significantly slower with module depth 374 than in random networks, in line with the observed classification results (Fig 2A) . The stimulus sensitivity (C) is defined as the area below the intersection of corresponding curves from A and B, normalized with respect to maximum performance.
To quantify these properties, we use the classification accuracy to evaluate how, for 384 consecutive stimuli, the first stimulus decays and the second stimulus builds up 385 (Fig 5A,B) . For a given network configuration, the degree of overlap between the two 386 curves indicates how long the system is able to retain useful information about both the 387 previous and the present stimuli ( Fig 5C) . This analysis allows us to measure three 388 important properties of the system: how long stimulus information is retained in each 389 sub-network through reverberations of the current state; how long the network requires 390 to accumulate sufficient evidence to classify the present input; and what are the 391 potential interference effects between multiple stimuli.
392
The decay in performance measured at increasing delays after stimulus offset 393 ( Fig 5A) shows how input representations gradually disappear over time (the fading 394 memory property [14] ). For computational reasons, only the first 100 ms are plotted, 395 but the decreasing trend in the accuracy continues and invariably reaches chance level 396 within the first 150 ms. This demonstrates that the networks have a rather short 397 memory capacity which is unable to span multiple input elements, and that the ability 398 to memorize stimulus information decays with network depth. Adding to the functional 399 benefits of topographic maps, the memory curves reflect the higher overall accuracy 400 achieved by these networks. 401 We further observe that the networks require exposure time to acquire discernible 402 stimulus representations ( Fig 5B) . The time for classification accuracy to reach its 403 maximum increases with depth, resulting in an unsurprising cumulative delay. Notably, 404 topography enables a faster information build-up beginning with M 2 .
405
To determine the stimulus sensitivity of a population, we consider the extent of time 406 where useful non-interfering representations are retained in each sub-network. This can 407 be calculated as the area below the intersection of its memory and build-up curves.
408
Following a similar trend to performance and memory, sensitivity to stimulus decreases 409 with network depth and the existence of structured propagation pathways leads to clear 410 benefits, particularly pronounced in the deeper modules ( Fig 5C) . 411 Overall, modules located deeper in the network forget faster and take longer (than 412 the inter-module delays) to build up stimulus representations. No population is able to 413 July 16, 2019 13/26
represent two sequential stimuli accurately for a significant amount of time (longer than 414 100 ms), although topographic maps improve memory capacity and stimulus sensitivity. 415
Integrating multiple input streams 416 The previous section focuses on a single input stream, injected into a network with 417 sequentially connected modules. Here, we examine the microcircuit's capability to Connection probabilities, weights and other parameters are identical to those in previous scenarios (see Fig 2A, B) , with the exception of downstream integration (B): to keep the overall excitatory input to M 1 consistent with local integration, projection densities to M 1 from the input modules M 0 and M 0 are scaled to p ff /2, while the remaining connections are left unchanged. C: classification accuracy of ten stimuli from one input stream, in modules M 1 − M 3 . D: Relative performance gain in topographic networks, measured as the ratio of accuracy scores in the single and multiple stream (local integration) scenarios. Results are averaged over ten trials, with dark and light colors coding for local and downstream integration, respectively. The red dashed line represents chance level.
In a first step, the set-up from Fig 1A is extended with an additional input stream 421 S , without further alterations at population or connectivity level. The two stimulus 422 sets, S and S , are in principle identical, each containing the same number of unique 423 stimuli and connected to specific sub-populations in the networks. Since the inputs are 424 combined locally in the first module and the mixed information transferred downstream, 425 we refer to this setup, visualized in Fig 6A, as local integration. In a second scenario 426 ( Fig 6B) , each input stream is injected into a separate sub-module (M 0 and M 0 ), jointly 427 forming the input module of the system. Here, computation on the combined input 428 happens downstream from the first module, with the aim of simulating the integration 429 of information that originated from more distant areas and had already been processed 430 by two independent microcircuits.
431
Adding a second input stream significantly affects the network activity and the 432 stimulus representations therein, which now must produce distinguishable responses for 433 two stimuli concurrently. Compared to the same setup with a single input source 434 (Fig 2A) , the performance degrades in both random and topographic networks starting 435 with M 2 (Fig 6C, D) . This suggests that the mixture of two stimuli results in less 436 separable responses as the two representations interfere with each other, with structured 437 connectivity again proving to be markedly beneficial. These benefits become clearer in 438 the deeper modules, as demonstrated in Fig 6D where the effects of topography can 439 lead to an 8-fold gain in task accuracy in M 3 .
440
As the spatio-temporal structure of the stimuli from both sources are essentially 441 identical, it is to be expected that the mixed responses contain the same amount of 442 information about both inputs. This is indeed the case, as reflected by comparable 443 performance results when decoding from the second input stream (S1 Figure) . 444 Interestingly, the location of the integration appears to play no major role for 445 random networks. In networks with topographic maps, however, local integration 446 improves the classification accuracy by around 25% in the last module compared to the 447 downstream case. In the next section we investigate whether this phenomenon is set-up 448 and task specific, or reflects a more generic computational principle. In addition to the linear classification task discussed above, we analyze the ability of 451 the circuit to extract and combine information from the two concurrent streams in a 452 more complex, nonlinear fashion. For this, we trained the readouts on the commonly 453 used non-linear XOR task described in the Methods section. 454 We observe that the networks' computational capacity is considerably reduced 455 compared to the simpler classification task, most noticeably in the deeper modules 456 ( Fig 7A) . Although information about multiple stimuli from two input streams could be 457 reasonably represented and transferred across the network, as shown in Fig 6C, it is 458 substantially more difficult to perform complex transformations on even a small number 459 of stimuli. This is best illustrated in the last module of topographic networks, where the 460 stimulus identity can still be decoded with an accuracy of 70% ( Fig 6C) , but the XOR 461 operation yields performance values close to chance level (PBCC of 0).
449
Local integration improves non-linear computation
462
In contrast to the identity recognition, for XOR it is clearly more advantageous to 463 fuse the two input streams in the first module (locally), rather than integrating only in 464 M 1 (Fig 7A,B) . The differences in performance are statistically significant (two-sided 
468
One can gain a more intuitive understanding of the networks' internal dynamics by 469 looking at the state-space partitioning (Fig 7C-F) , which reveals four discernible 470 clusters corresponding to the four possible label combinations. These low-dimensional 471 projections illustrate two key computational aspects: the narrower spread of the clusters 472 in topographic networks (Fig 7D, F) is an indication of their greater representational 473 precision, while the significance of the integration location is reflected in the collapse 474 along the third PC in the downstream scenario ( Fig 7F) . To a lesser extent, these 475 differences are also visible for random networks (Fig 7C, E) . A more compact 476 representation of the clustering quality using silhouette scores, consistent with these 477 observations, is depicted in S2 Figure. 478 Altogether, these results suggest that it is computationally beneficial to perform 479 non-linear transformations locally, as close to the input source as possible, and then 480 propagate the result of the computation downstream instead of the other way around. 481 The results were qualitatively similar for both the low-pass filtered spike trains and the 482 membrane potential (see S3 Figure) . To rule out any possible bias arising from 483 re-scaling the feed-forward projections to M 1 in the downstream scenario, we also 484 ensured that these results still hold when each of the input sub-modules M 0 and M 0 485 projected to M 1 with the same unscaled probability p ff as in Fig 1B (see S4 Figure) . 486 
Effective dimensionality depends on the architecture of stimulus integration 487
Previous studies have suggested that non-linear integration of multiple input streams is 488 associated with high response dimensionality compared to areas in which little or only 489 linear interactions occur [47, 48] . To assess whether these predictions hold in our model, 490 we consider different stimulus integration schemes and investigate whether the effective 491 response dimensionality correlates with XOR accuracy, which is used to quantify the 492 non-linear transformations performed by the system.
493
For simplicity, we focus only on random networks. To allow a better comparison 494 between the integration schemes introduced in Fig 6, we explore two approaches to 495 gradually interpolate the downstream scenario towards the local one in an attempt to 496 approximate its properties. First, we distribute each input stream across the two 497 segregated input sub-modules M 0 and M 0 , referred to as mixed input (Fig 8A) . Second, 498 we maintain the input stream separation but progressively merge the two sub-modules 499 into a single larger one by redistributing the recurrent connections ( Fig 8B) . We call 500 this scenario mixed connectivity.
501
Relating these two scenarios is the mixing factor (m), which controls the input 502 mapping or the connectivity between the sub-modules, respectively. A factor of 0 503 represents separated input sources and disconnected sub-modules as in Fig 6B; a value 504 of m = 1 indicates that the input modules mix contributions from both sources equally 505 (for mixed input), or that intra and inter-module connectivity for M 0 and M 0 are 506 identical (for mixed connectivity). In both cases, care was taken to keep the overall Combining information from both input streams already in the first sub-modules 510 (m > 0), either via mixed input or mixed connectivity, significantly increases the task 511 performance after convergence in the deeper modules. This is illustrated in Fig 8C, F, 512 with m > 0.5 yielding similar values. Despite comparable gains in the nonlinear 513 computational performance, the underlying mechanisms appear to differ in the two 514 mixing approaches, as detailed in the following.
515
In M 0 and M 0 , the effective dimensionality of the neural responses increases 516 monotonically with the amount of information shared between the two modules ( Fig 8D, 517  G) . This is expected, since the sub-modules are completely independent initially 518 (m = 0) and can therefore use more compact state representations for single stimuli.
519
However, diverging patterns emerge after convergence in M 1 . While the dimensionality 520 does increase with the coefficient m in the mixed connectivity scenario (Fig 8H) , it 521 remains fairly constant in the mixed input case (Fig 8E) , despite comparable task 522 performance. Thus, complex non-linear transformations do not necessarily involve the 523 exploration of larger regions of state-space, but can also be achieved through more 524 efficient representations.
525
These results also demonstrate the difficulty in defining a clear relation between the 526 ability of the system to perform nonlinear transformations on the input and its response 527 dimensionality. Particularly in the case of larger networks involving transmission across 528 multiple modules, the effective dimensionality can depend on the system's architecture, 529 such as the input mapping and connectivity structure in the initial stages.
530
Discussion
531
Real-time interactions between a dynamic environment and a modular, hierarchical 532 system like the mammalian neocortex strictly requires efficient and reliable mechanisms 533 supporting the acquisition and propagation of adequate internal representations. Stable 534 and reliable representations of relevant stimulus features must permeate the system in 535 order to allow it to perform both local and distributed computations online.
536
Throughout this study, we have analysed the characteristics of state representations in 537 modular spiking networks and the architectural and dynamical constraints that 538 influence the system's ability to retain, transfer and integrate stimulus information. 539 We have considered models of local microcircuits as state-dependent processing 540 reservoirs whose computations are performed by the systems' high-dimensional transient 541 dynamics [49, 50] , acting as a temporal expansion operator, and investigated how the 542 features of long-range connectivity in a modular architecture influence the system's 543 overall computational properties. By considering the network as a large modular 544 reservoir, composed of multiple sub-systems, we have explored the role played by 545 biologically-inspired connectivity features (conserved topographic projections) in the 546 reliable information propagation across the modules, as well as the underlying dynamics 547 that support the development and maintenance of such internal representations.
548
In addition to examining the temporal dynamics of the information transferred 549 between sequentially connected modules, we have explored how different network 550 characteristics enable information integration from two independent sources in a 551 computationally useful manner. In these experiments, structural differences in the 552 network were proven to greatly influence the dynamics and the downstream 553 computation when combining inputs from two independent sources. In addition to the 554 inter-module connectivity, the ability of the downstream modules to non-linearly 555 combine the inputs was shown to depend on the location where the input converges, as 556 well as on the extent to which the different input streams are mixed in the initial 557 modules. We therefore anticipate that degree of mixed selectivity in early sensory stages 558 is predictive of the computational outcome in deeper levels, particularly for non-linear 559 processing tasks, as we describe in greater detail below.
Representation transfer in sequential hierarchies
561
The proficiency of randomly coupled spiking networks (see e.g. [23, 33, 50] ) demonstrates 562 that random connectivity can be sufficient for local information processing. Successful 563 signal propagation over multiple modules, however, appears to require some form of 564 structured pathways for accurate and reliable transmission. Our results suggest that 565 these requirements can be achieved by embedding simple topographic projections in the 566 connectivity between the modules. Such mechanisms might be employed across the 567 brain for fast and robust communication, particularly (but not exclusively) in the early 568 sensory systems, where real-time computation is crucial and where the existence of 569 topographic maps is well supported by anatomical studies [26, 51] .
570
Purely random feed-forward connectivity allowed stimulus information to be decoded 571 only up to the third module, whereas incorporating topographic projections ensured 572 almost perfect accuracy in all modules (Fig 2A, B) . These differences could be 573 attributed to a decrease in the specificity of stimulus tuning with network depth, which 574 is much more prominent for random networks (Fig 4) . This result suggests that 575 accurate information transmission over longer distances is not possible without 576 topographic precision, thus uncovering an important functional role of this common 577 anatomical feature.
578
Moreover, topography was shown to counteract the shared-input effect which leads 579 to the development of synchronous regimes in the deeper modules. By doing so, 580 stimulus information is allowed to propagate not only more robustly, but also more 581 efficiently with respect to resources, in that the average spike emission is much lower 582 (Fig 3D, E) . Nevertheless, as the stimulus intensity invariably fades with network depth, 583 the deeper modules capture fewer spatio-temporal features of the input and their 584 response dimensionality increases. This process is clearer in random networks (Fig 4C, 585  D) , a further indication that topography enforces more stereotypical, lower-dimensional 586 and stimulus-specific response trajectories. The input-state mappings are also retained 587 longer and built up more rapidly in topographic networks ( Fig 5) .
588
Network architecture and input integration 589 In biological microcircuits, local connections are complemented by long range 590 projections which either stem from other cortical regions (cortico-cortical), or from 591 different sub-cortical nuclei (e.g., thalamo-cortical). These different projections carry 592 different information content and thus require the processing circuits to integrate 593 multiple input streams during online processing. The ability of local modules to process 594 information from multiple sources simultaneously and effectively is thus a fundamental 595 building block of cortical processing.
596
Including a second input source into our sequential networks leads to less 597 discriminable responses, as reflected in a decreased classification performance ( Fig 6C) . 598 Integrating information from the two sources as early as possible in the system (i.e. in 599 the modules closest to the input) was found to be clearly more advantageous for 600 non-linear computations ( Fig 6C) and, to a lesser extent, also to linear computations.
601
For both tasks, however, topographic networks achieved better overall performance.
602
One of our main results thus suggests that computing locally, within a module, and 603 transmitting the outcome of such computation (local integration scenario) is more 604 effective than transmitting partial information and computing downstream. Accordingly, 605 even a single step of non-linear transformation on individual inputs (downstream 606 integration scenario) hinders the ability of subsequent modules to exploit non-trivial 607 dependencies and features in the data. Therefore, it might be more efficient to integrate 608 information and extract relevant features within local microcircuits that can act as 609 individual computational units (e.g. cortical columns [5] must be present in the early processing stages to enable more accurate computations in 614 the deeper modules. This could, in part, explain the role of feedback connections from 615 higher to lower processing centers.
616
Degree of mixed selectivity predicts computational performance 617
We have further shown that the effective dimensionality of the neural responses does not 618 correlate with the non-linear computational capabilities, except in the very first 619 modules (Fig 8) . These insights are in agreement with previous studies [47, 48] , based 620 on fMRI data that predict a high response dimensionality in areas involved in nonlinear 621 multi-stream integration, and lower in areas where inputs from independent sources do 622 not interact at all or solely overlap linearly. These studies considered single circuits 623 driven by input from two independent sources, focusing on the role of mixed selectivity 624 neurons in the convergent population. Mixed selectivity refers to neurons being tuned 625 to mixtures of multiple task-related aspects [52, 53] , which we approximated as a 626 differential driving of the neurons with a variable degree of input from both sources.
627
Although we did not specifically examine mixed selectivity at a single neuron level, 628 one can consider both the mixed input and mixed connectivity scenarios ( Fig 8A and B , 629 respectively) to approximate this behavior at a population level. This is particularly the 630 case for the input sub-modules M 0 and M 0 , where the network's response 631 dimensionality, as expected, increases with the mixing ratio (Fig 8D, G) . However, the 632 different results we obtained for the deeper modules ( Fig 8E, H) , suggest that the 633 effective dimensionality measured at the neuronal level is not a reliable evidence for 634 non-linear processing in downstream convergence areas (despite similar performance), 635 but instead depends on how information is mixed in the early stages of the system.
636
Further research in this direction, possibly resorting to multimodal imaging data, is 637 needed to determine a clear relation between functional performance, integration 638 schemes and response dimensionality.
639
In our models, the task performance improved (and plateaued) with increased 640 mixing factors, suggesting no obvious computational disadvantages for large factor 641 values. While this holds for the discrimination capability of the networks, we did not 642 address their ability to generalize. Since the sparsity of mixed selectivity neurons has 643 been previously shown to control the discrimination-generalization trade-off, along with 644 the existence of an optimal sparsity for neural representations [48] , it would be 645 interesting to analyze the effect of this parameter more thoroughly in the context of 646 hierarchical processing.
647
Based on the presented findings, we expect that the degree of mixed selectivity in 648 early sensory stages can predict the computational performance in the deeper levels, 649 particularly for non-linear processing tasks. This might be the case for some 650 components in the initial stages of visual processing, for instance when multiple features 651 are combined. Whereas the retinotopic maps are mostly conserved in the primary visual 652 cortex [54, 55] , these gradually overlap (approximated in the mixed input scenario) in 653 the subsequent areas, giving rise to more complex receptive fields and tuning 654 properties [56] . Our results suggest that topographic maps may play a vital role in 655 balancing between accurate transmission of state representations as well as controlling 656 where and how information is integrated.
657
Despite the limitations of our models, we have highlighted the importance of constraints have a considerable impact on the effectiveness with which different inputs 662 are integrated, with early mixing being clearly advantageous and highlighting a possibly 663 relevant feature of hierarchical processing. Taken together, these results provide useful 664 constraints for building modular systems composed of spiking balanced networks that 665 enable accurate information transmission.
666
Limitations and future work 667 Our analysis consisted of a relatively simple implementation both in terms of the 668 microcircuit composition and the characteristics of topographic maps. Even though 669 abstractions are required in any modelling study, it is important to highlight the 670 inherent limitations and drawbacks. 671 We have employed a simple process to embed topographic maps in unstructured 672 networks (see Methods), whereby the map size (i.e. size of a population involved in a 673 specific pathway) was kept constant in all modules. Cortical maps, however, exhibit 674 more structured and complex spatial organization [51] , characterized by a decrease in 675 topographic specificity with hierarchical depth. This, in turn, is likely a consequence of 676 increasingly overlapping projections and increasing map sizes and is considered to have 677 significant functional implications (see e.g. [52] ), which we did not explore in this study. 678 In addition, cortical systems also display an abundance of feedback loops that 679 exhibit, similarly to the feed-forward cortico-cortical connections, a high degree of 680 specificity and spatial segregation [3, 57] . Although their functional role is not entirely 681 unambiguous and depends on specific functional interpretations, a recent study [20] 682 found that these feedback projections have a destabilizing effect on long-range signal 683 propagation. Failure to account for feedback projections will therefore limit the scope Fig 6B) . The denser connectivity (p ff instead of p ff /2 as in Fig 7A) does 720 not significantly alter the relative differences between local and downstream integration. 721 S1 Appendix Reproducibility and replication 722 S1 Files Software package. 
