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De 10 anys enca una do les arees de recerca d'actualitat es lade les anomenades xarxes
neuronals, petits models matematics que s'inspiren o modelen alguns aspectes del
funcionament del cervell. En aquest article fem una brew introduccio al terra des de la
perspective de les ciencies de la informacio.
LA PERSPECI'IVA DEL TECNIC
Si fern un repas dels treballs que s'han escrit sota el denominador comu
de xarxes neuronals, el primer que ens sorprendra es el ventall de punts de vista
amb que es tracta el terra. Biolegs, neurofisiolegs, fisics, psicolegs, filosofs,
informatics i enginyers afirmen que fan recerca en aquesta area. Biolegs i
neurocientifics s'esforcen a comprendre el sistema nervios. La fisica propor-
ciona bona part de les equacions que formen la base matematica dels models
neuronals i els tecnics les utilitzen en aplicacions d'intel•ligencia artificial i
enginyeria. Des de la psicologia cognitiva les xarxes neuronals o sistemes
connexionistesexpliquen alguns aspectes del comportarnent huma i, finalment,
la filosofia treu conclusions metafisiques de tot plegat. El resultat final es que
probablement no tots parlen del mateix.
Per a emmarcar el tema, cal definir la perspectiva des de la qual es fa la
recerca. L'objecte d'estudi de les ciencies de la informacio son els sistemes
automatics per al tractament d`informacio, o computacio, i Ilur aplicacio en
problemes d'enginyeria. Si be els sistemes informatics convencionals extreuen
els sous fonaments de la logica i la teoria d'automates, ja en els origens de la
cibernetica es buscaven altres models de comput amb arquitectures
substancialment diferents de la de Von Neumann. Molts fenomens fisics
naturals es poden interpretar com a sistemes per al tractament d'informacio.
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per exemple , el problema classic de trobar el cami mes curt entre dos punts el
solucionen facilment les formigues quan, basades en el rastre mes recent,
Fornien la processo que va del formiguer a la molla de pa . Si podem construir
un sisterna automatic que es comporti de manera analogy al sistema ffsic
natural tindrem una rruuluina analogica. En aquesta linia trobem les calcula-
(lores analogiques dels anys 40 (just abans del naixement de l'ordinador), els
perceptrons(primers models de xarxa neuronal a I'inici dels anus 50), i sistemes
mes recents basats en l'orientacio dels vidres d'spin i en els fenbmens quimics
de reaccio I difusio , entre d'altres.
Aixf, amb l ' objectiu de fer computacio , qualsevol font d'inspiracio es
valida 1, en resum, des de la perspectiva del tecnic les xarxes neuronals artificials
es poden definir com a models de comput inspiratsen cl sistema nervios, aptes
per a 1'aplicacio practica.
Liss XARXES NEURONALS COM A SISI'EMES PER AI. TRACIAMENT [)'INFORMACIO
El denominador comb dels diferents models de xarxa neuronal es
I'existencia d'un nombre importantd ' unitats senzilles ( les neurones), fortament
interconnectades entre si per mitja de connexions ponderades ( les sinapsis).
Un dels punts forts d'aquests models es que, de manera semblant al
funcionamentdelcervell , espodenentrenarapartird ' exemplesmodificantels
pesos de les connexions , de mancra que podriem dir que aprenen.
Des d ' una perspectiva de sistemes de computacio ( figura 1 ), les xarxes son
sistemes amb paral•lelisme massiu en els quals la neurona es l'elementdeproces,
la connectivitat en defineix l'arquitectura 1 la modificacio dels pesos en
constitueix la pr(Trarnacio.
a) b) c)
Fig. 1. l.es xarxes neuronals com it sistemes de computaci(). a) I clement de proces. h)
l.'arquitectura. c) La programacio.
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Quantal proces (figura la), el tipus d'operacio que realitza cada unitat es
basa en una versio idealitzada del comportament electric de les neurones
biologiques. Tipicament, la resposta o estatd activaciode cada unitat es la suma
ponderada de l'activitat de les unitats amb que esta connectada filtrada per
algun tipus de funcio no lineal, f, segons 1'expressi6:
x=f(Iwr.x). (1)
Les arquitectures que presenten els diferents models de xarxa en la
literatura son molt variades. En alguns casos les unitats s'organitzen per capes
i es connecten d'una capa a la seguent. Les unitats d'una mateixa capa poden
estar desconnectades entre Si o unides per connexions inhibitories. 0 altres
vegades totes les unitats es connecten amb totes, sense distincio de capes. Pot
haver-hi recursio (llacos tancats) o no haver-n'hi, i la xarxa es pot subdividir
en submoduls o no. Si afegim a tot aixo que podem trobar tambe diferents
tipus de connexions (unidireccionals-bidireccionals, excitatories-inhibitories,
etc), la diversitat resultant es molt gran.
L'entrenament de les xarxes es pot veure com un segon nivell de proces-
memoria a mes llarg termini (a un nivell de granularitat temporal mes alt). Per
a mantenir 1'elegancia del model, 1'entrenament s'ha de poder realitzar
loealmentde manera que el pes de cada connexio es pugui modificar en funcio
unicament d'informacio disponible ales unitats que interconnecta (figura 1 c).
Les regles d'entrenament local tambe son forca diverses, i en parlarem mes endavant
pero en termer generals responen a una equacio del tipus
,x,InjfAwij =L(wr,, (2)
on L es una funcio d'entrenament i Infes a] gun tipus d'informacio relacionada
amb el que ha d'aprendre la connexio d'i amb J.
La figura 2 compara simbolicamentles xarxes neuronals amb l'arquitectura
dels computadors convencionals . Malauradament, la tecnologia actual no
permet una realitzacio fisica exacta d' aquests tipus de sistemes , fonamentalment
a causa de I'alt grau de connectivitat i paral•lelisme , i ens hem d ' acontentar
amb la seva simulacio per ordinador, o amb 1'6s de processadors especialitzats.
DEL MODEL. A L.'AEI ICACIO. POTENCIAL DE LES XARXES NEURONALS
Si volguessim dissenyar un model de xarxa neuronal, podriem agafar la
carta i fer la nostra eleccio en cada un dels plats que la componen. D'entrant,
cal decidir l'arquitectura. De primer escollirem una regla d'activacio que
banyarem amb una bona estrategia de relaxacio per a decidir corn i en quin
ordre s'actualitza cada unitat. El segon plat es la regla d'entrenament i el seu
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Cumparacio entre les xarxes neuronals i la maquina de Von Neumann.
vi es novament I'estrategia que la controla. Iles postres, el corrjrtnt d etttrenanrettt
atnb els exemples disponibles perque la xarxa aprengui. En realitat els 6
elements que acabem de mencionar no son Ill de bon tros ortogonals, ill son
els unics que s'han de contemplar, pero us en podeu fer una idea.
Fins ara hem parlat unicanaent dels elements locals que componen una
xarxa, pero no hem parlat del seu comportament global com a sistemna. Un
sistema es defineix per la seva fimcionalitat en termes d'entrades i sortides.
La correspondencia entre els espais d'entrada 1 sortida a vegades no depen
del temps (sistemes combinatoris) i a vegades si que en depen (sistemes
dituttnies amb memnria del passat). En informatica aquesta correspondencia
entrada-sortida s'estableix per mitja d'automates. En intel•ligencia artificial,
per mitja de sistemes basats en regles simboliques i motors d'inferencia. I
la fisica estudia Ies lleis que regulen el comportament entrada-sortida dell
sistemes naturals. El tractament de formes, coon a disciplina, s'especialitza
en sistemes amb moltes entrades i moltes sortides (veu, imatge), mentre que
el tractament del senval tracta soviet anib sistemes d'una entrada i una
sortida. Quan els sistemes son lineals, es a dir, quan es compleix la condicio
f(kla+ k,b) = kfa) + k,f(b), (3)
I'aparell marematic de que disposem es molt anipli, i constitueix la base de les
telecomunicacions actuals.
En el cas de les xarxes neuronals , un subconjunt d'unitats rep la
informacio d ' entrada i un altre subconjunt , no necessariament disjunt,
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comunica el seu estat d ' activacio a ]'exterior. Dins la panoramica anterior, les
xarxes troben hut aplicacio en el camp dels sistemes no lineals, on les tecniques
"convencionals " comencen a flaquejar en recursos matematics , i sovint veiem
xarxes dissenyades per a realitzar la versi1 6 no lineal d ' algorismes prow coneguts.
De fet , ] es xarxes son aproximadors universals de funcions no lineals.
En les aplicacions amb xarxes , el mes habitual es disposar unicament d'un
subconjunt (gran o petit) d'exemples d'entrada- sortida , i esperar que el
sisterna es comporti correctament en els casos que no ha vist mai. Aquesta
capacitat d'interpolacio o extrapolacio se sol anomenargeneralitzacio i es el que
dona robustesa a les xarxes davant entorns sorollosos i en cas de degradacio lieu
(disfuncio d'alguns elements). En el proces de disseny , el pas de I'exemple
particular al cas general es una abstraccio que en informatica convencional ha
de fer el programador i que en les xarxes s'"apren".
Els tipus de tasca que poden realitzar les xarxes neuronals reben noms
diferents segons 1'area d ' aplicacio. En el camp del reconeixement de formes,
la funcib basica es 1'associaci6 de patrons en llurs diferents variants:
correspondencia d'un conjunt de patrons d'entrada sobre un conjunt de
patrons de sortida o heteroassociacio; associacio d'un patro amb ell mateix o
autoassociacio ; i agrupacio de patrons per similitud de caracteristiques o
elassificacio. Si la xarxa es dinamica, hem de parlar de correspondencia entre
segiiencies de patrons.
Des del punt de vista de I'emmagatzematge d'informacio , la tasca
d'autoassociacio es pot veure com un mecanisme de memoria associativa en
que el sistema es capac d ' extreure una informacio completa a partir d'una
informacio parcial o degradada . Des d'aquest punt de vista , la xarxa to una
capacitat limitada , i guarda la informacio de manera distribuida en els pesos
de les connexions.
En el domini del tractament del senyal les xarxes son filtres no lineals de
diferents tipus segons les dimensions i 1'estructura de la xarxa (d'una o varies
variables, estatics o dinamics, transversals o recurrents ), i si no separem mai ]a
fase d'entrenament de la Ease de proces , filtres adaptatius.
L'ultima tasca que mencionarem , i en la qual s'utilitzen models de xarxa
especifics , es I'optimitzacio. Aquesta tasca fa us de la propia estrategia de relaxacio
de la xarxa i no necessita entrenament . Si el proces de relaxacio es iteratiu i
convergent , vol dir que hi ha algun parametre que va " millorant" fins arribar a un
`optim . En aquest cas la questio es calcular els pesos de les connexions de manera
que el parametre de "millora" de la xarxa coi ncideixi amb la funcio de cost del nostre
problema d'optimitzacio . En aquest cas no parlem d'unitats d'entrada o sortida,
sing d ' estat initial (sovint aleatori ) i estat final.
Un cop vist el tipus de tasques que poden realitzar , anem a veure en quines
arees tindran aplicacio les xarxes . En prediccio , analisi i classificacio de dades
(en medicina, astronomia, etc). En reconeixement de la parla. En tractament
del llenguatge . En servosistemes. En robotica. En arquitectura de computadors
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i en definitiva en qualsevol camp on el tractament de formes, l'optimitzacio
o el filtratge adaptatiu puguin esser d'utilitat.
Concretament dins el camp de les telecomunicacions, s'han realitzat
sistemes amb xarxes neuronals per al control de xarxes de comunicacions, per
a l'assignacio de canals en sistemes de radlocomunicac16 en microones, per a
la decodificacio, per a la construccio de codis, per a la quantificacio vectorial,
per a la identificacio i el control de sistemes, per al filtratge adaptatiu, etc.
Vegem a continuacio com s'entrenen les xarxes neuronals.
APRI-:NENI A"I cE EN XARXES NEURONALS. DEI. PARADIGMA GLOBAL A IA RI:GL.A
LOCAL.
Des del punt de vista del comportament global del sistema, els paradigmes
d'entrenament de les xarxes es poden classificar segons el tipus d'1nformaci6
de que disposem. Quan el conjunt d' entrenament conte per a cada exemple
d'entrada el valor desitjat de Les sortides , direm que fern entrenament
supervisat. En altres casos , per cada exemple d'entrada mirem la resposta
espontania del sistema i l'avaluem globalment (informacio del tipus "fred-
calent ") sense precisar el valor de cada sortida. L ' entrenament aleshores busca
la maximitzacio del reforc. Finalment , donat un conjunt d'entrades , si el clue
volem es organitzar - les i classificar - Les segons llur similitud , sense altra
informacio externa, hem d ' utilitzar el paradigma d'entrenament no supervisat,
que a vegades s'anomena descoberta de caracteristiques , autoorganitzacio,
aprenentatge competitiu , o "clustering ' en angles . Feta la particio del conjunt
d"entrada , podem etiquetarcada classe utilitzant tins quants exemples coneguts.
Si la duracio del proces d'entrenament es limitada podem distingir entre
la ftse d ' entrenament i la fase d ' execucio, durant la qual la xarxa s'utilitza en
l'aplicacio per a la qual ha estat entrenada . Si el proces d'entrenament es
continu direm que la xarxa es tin sistema adaptatiu.
Donada una aplicacio , el tipus d'informacio de que disposem per a
construir el conjunt d ' entrenament condiciona el paradigma d'aprenentatge
que haurem d'utilitzar i , per tant , es tin dels factors condicionants mes
important en 1'eleccio del model de xarxa que farem servir.
El punt mes delicat, i en definitiva el responsable que la recerca en xarxes
quedes relegada a segon terme entre els anys 60 i els anys 80, es com transferim
la informacio de comportament global al nivell de sistema als pesos locals de
cada una de Ies connexions que el componen . Es el problema de 1'assignacio de
credit. Si la resposta del sistema es bona , de qui es el merit? I si es dolenta, qui
en to la culpa ? L'algorisme d'entrenament de retropropagacio del gradient es
tin dels primers , historicament , a resoldre aquest problema.
Sense entrar en el detail de Les estrategies d'entrenament, a continuacio
farem una classificacio de Les regles locals que en deriven. La mateixa regla local
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pot apareixer en la realitzacio de diferents paradigmes globals d'aprenentatge,
segons el model de xarxa que fem servir.
Com veiem a la figura lc, la regla local modifica el pes de cada connexio
en funcio de la informacio disponible a les unitats que connecta. Les regles que
s'utilitzen es poden classificar segons el opus d'informacio de que es disposa
(resposta desitjada al nivell local o refor^ global), i en funcio de com s'utilitza
aquesta informacio (regles correlacionals o regles de minimitzacio de l error).
Si disposem de la resposta desitjada a la sortida de la unitat j, z, les regles
correlacionals modifiquen el pes de la connexio d'i a j segons ^'expressio
0 w = a z. xr, (4)
on a es una constant de proporcionalitat, i trobem regles d'aquest opus en models
de memoria associativa i en models d'aprenentatge competitiu. Si amb la mateixa
informacio fem minimitzacio de Terror, la regla d'entrenament respon a I'equacio
^^ , ^ ,
i trobem diferents versions d'aquesta regla en models com el perceptro de
Rosenblatt, la regla de Widrow-Hoff, i Talgorisme de retropropagacio del
gradient mencionat anteriorment . Altres regles mes sofisticades minimitzen
altres mesures d'error , com es el cas de 1'entrenament de la maquina de
Boltzmann amb la mesura de maxima versemblan^a.
Si la informacio es de refor^ (totes les connexions reben la mateixa), les
regles correlacionals son del opus
4w =arxx,
si i
on res el valor del refor^, i les de minimitzacio de Terror son del opus
lI W,,= ArCrx,- EIx,l)x;
(6)
(7)
Ambdos casos s'utililitzen en paradigmes de maximitzacio del refore^.
ALGUNS MODELS RELI.EVANTS DE XARXA NEURONAL
Retropropagacio del gradient
El model de retropropagacio del gradient es probablement el model de
xarxa neuronal mes conegut i que s'ha utilitzat mes sovint. Al nivell de sistema,
la tasca que realitza es basicament 1'associacio de patrons amb un paradigma
d'entrenament supervisat.
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L'arquitectura habitual ( figura 3 ) to 3 o 4 capes sense connexions entre
les unitats d'una mateixa capa. L' activitat es propaga en una soli "onada" des
de la capa d ' entrada fins a la capa de sortida , i la resposta de cada unitat es
calcula segons I'equacio 1 , on les activations solen esser valors reals entre 0 i
1, i fpot esser qualsevol funcio de saturacio estrictament creixent i derivable.
Resposta desitjsda '=;nrtih o
0 0 0 0 0
AL tlb' lInf
Entrada
i^rnIiPnI dv
Prrbr
Fig. 3. Arquitectura tipica d'una xarxa entrenada per retropropagaci6 del gradient.
L'algorisme d'entrenament , que dona nom al model, minimitza I'error
quadratic entre la sortida del sistema en resposta lliure i el valor desitjat,
acumulat respecte a cada una de les parelles entrada-resposta desitjada que
constitueixen el conjunt d ' entrenament . La regla d ' entrenament local rs del
tipus de minimitzacio de l'error i es basa en el calcul del gradient de 1'error a
la sortida respecte a cada un dels pesos. El proces de calcul del gradient es
identic aI proces de propagacio de 1'activitat, pero es fa en sentit contrari ( retro-
propagacio del gradient). Un cop disposem de I'activitat a la unitat ii de 1'error
a la unitat j, el valor d' w_ es calcula segons l'equacio 5.
Aquest algorisme d'entrenament es aplicable tat-66 a arquitectures recurrents
(alguna dc les capes superiors es connecta amb alguna de les anteriors, formant un
llac), d'on obtenirn rota la gamma de sistemes dinamics no lineals.
Els mapes topologies de Kohonen
La tasca basica d'aquest model es la classificacio, i utilitza un paradigma
d'entrenament no supervisat . Les unitats s'organitzen normalment en dues
capes (figura 4), una destinada unicament a retire els exemples d'entrada, i
l'altra formada per un conjunt d'unitats de sortida que son representants de
les classes. Les unitats de la segona capa competeixen per tal que unicament
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Classe i veinatge
Exemple d'entrada
Fig. 4. Arquitectura tipica d'una xarxa per a obtenir mapes topologics.
una d'elles, la mes proxima, respongui a I'exemple d'entrada. La regla
d'activacio es l'habitual i I'estrategia consisteix a presentar un exemple, obtenir
la resposta de cada unitat, i decidir quina es la mes proxima.
L'aportacio principal d'aquest model, que el distingeix d'altres tecniques
convencionals de classificacio no supervisada, es 1'algorisme d'entrenarnent. Les
unitats de sortida estan organitzades en malla segons uns criteris de veinatge i quail
una unitat de sortida respon a un exemple d'entrada, totes les veines dins d'un radi
determinat modifiquen les seves connexions per tal d'acostar-se a l'exemple. El radi
de veinatge es va reduint progressivament fins que al final unicament la unitat
guanyadora respon. El resultat es pot veure a la figura 5. Si sobreposem la resposta
de la xarxa sobre I'espai d'entrades, cada unitat (cercle) se situa dins una
x
Fig. 5. El mapa topologic sobre-imposat a tin espai d'entrades de dos dimensions. Les
agrupacions naturals dell cxemples (creutes) son representades per les unitats de sortida de
la xarxa (cercles), tot manteniment la informacio dc veinatge (Ia malla que uneix els cercles).
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agrupac16 d'exemples d'entrada (creuetes). A mes, pero, les unitats varies (la
malla) responen aagrupacions properes en l'espai d'entrades. Aixo permet una
reduccio de dimensions de I'espai d'entrada al de sortida, mantenint en certa
manera la topologic, i d'aqui Cl nom de mapes topologics. La regla local que
S'utilitza per a actualitzar les connexions es de tipus correlacional.
Optirnitzacio amb la mizquina de Boltzmann
La maquina de Boltzmann es tin model que s'utilitza tant en associaci6
de patrons com en optimitzaci6. Aqui mencionarem tinicament el segos cas.
El model, tin dels mes elegants en xarxes neuronals, aprofita els conneixements
de la fisica sobre fenomens tals com els vidres d'spin per a simular tin "motor
d'inferencia analogic" capa4 de resoldre problemes d'optimitzacid.
En la seva versio mes senzilla (basada en el model de Hopfield), la xarxa
esta formada per un conjunt d'unitats totalment interconnectades per mitja
de connexions simetriques (u, = iv) entre unitats binaries (figura 6). En
aquestes condicions, es pot dehnir una funci6 d'energia que consisteix en la
su ma dell pesos de les connexions actives (aquelles que connecten dues unitats
Fig. 6. Arquitectura tipica de la maquina de Boltzmann. Les unitats es relacionen totes anib
totes per mitja de connexions simcu'i(j Lies.
actives en tin moment donat). Si utilitzem la regla d'activacio de I'equaci6 I
amb f, la funcio gran per saturar, tinicament es modificara 1'estat d'aquelles
unitats que redueixin I'energia global del sistema. Enlloc d'entrenament, el
que fern es calcular els pesos de manera que la funcio de cost del problema a
optimitzar es correspongui :umh I'energia de la xarxa. Quan la xarxa arribi a tin
minim d'encrgia, la configuracio resultant es la soluc16 del problema.
El problema de l'estrategia de relaxacio que acabem de mencionar es que
practicamentsent precauremen min imsIocalsde la funcio de cost. L'aportacio
de la maquina de Boltzmann consisteix a fer us de la tecnica de la recuita
sirnulada'. La dectsio sobre 1'actualitzacio o no d'una determinada unitat es fa
segons una funcio de probabilitat del tipus
' Vegeu ]'article de i'rancesc Comellas en aquesta mateixa publicacio.
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p(xi = 1) = I
1 + ev,il (8)
(figura 7), on A E es ]' increment entre l'energia quan la unitat i esta activa i
quan esta inactiva , i Tes la temperatura computational del sistema , que regula
P(Xi=1)
AEi
Fig. 7. FUIl66 d'activaci6 probabilistica en la maquina de Boltzmann.
el pendent de la corba. Quan T tendeix a zero el sistema esta recuit i
"cristal•litza" en un estat estable. La clau d'aquest regla d'actualitzacio es que
porta el sistema a una distribucio de Boltzmann en la qual, en equilibri termic,
les configurations que tenen la menor relac16 E/Tson les mes probables. Esta
demostrat teoricament que si la disminucio de temperatura es prou gradual el
sistema convergeix cap al minim globald'energia. A la practica, aquest model
s'utilitza per a trobar bonessolucions de problemes en que el calcul de la soluc16
optima necessita un temps exponencial. L'inconvenient d'aquesta tecnica es
el seu cost computational i, per a reduir-lo, s'utilitza la teoria del camp mitja.
Pero aixo ja queda fora de l'abast d'aquest article.
XARXES... NI?URONALS?
Fins aqui hem vist una mica els components que constitueixen una xarxa
neuronal, algun model significatiu de xarxa i les seves aplicacions en problemes
d'enginyeria. La pregunta que queda pendent es la seguent: xarxes si, pero,
neuronals?
La resposta, per a fins tecnics, es que mentre siguin aplicables, Ilur
plausibilitat biologica no ens ha de preocupar gaire, i aixi podern classificar Ics
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xarxes com un cas particular do sistemes de computacitS analogies quo ohtenen
resultats glohals a partir de comportaments locals o individuals. Parlar de
neurones, en aquest cas, is simplement una met/zfora. Altres linies dc trehall,
en canvi, tenon com a ohjectiu explicit estudiar el funcionament del cervell,
i intercanvien models amh els neurofisiolegs per a descriure la neurona natural.
La capacitat computacional quo demostrin aquests models servira aleshores
per a validar-los.
En qualsevol cas, la voluntat de construir cervells automatics, no cs Cl
retorn al mite de Frankenstein? Avui per avui, pero, podeu estar tranquils, que
al nivell dels resultats encara n'estem prow Ilunv.
At; RAIM IN I S
A Carme Torras, de qui he manllevat els criteris de classificacio de les xarxes. A Francesc
Comelles, pel sou encoratjament i comentaris . A en Toni , a en Jordi i a la resta, per I'estada
a Prada.
[Butll. Soc. Cat. Cienc.J, Vol. XIV, Ntim. 2, 1994
l';II /Obill 'So
BIBLIOGRAFIA
Parallel Distributed Processing (processament distribuIt en paral•1 el) es el
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a [Lippmann, 87] es fa una panoramica general d'alguns models de xarxes, 1
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