Abstract. Constrained optimization on non-Archimedean fields is presented. We formalize the notion of a tangent plane to the surface defined by the constraints making use of an implicit function theorem similar to its real counterpart. Then we derive necessary and sufficient conditions of second order for the existence of a local minimizer of a function subject to a set of equality and inequality constraints, based on a concept of continuity and differentiability that is stronger than the conventional one.
Introduction
In this paper, optimization over equalities and inequalities on non-Archimedean fields will be considered. We first review some basic terminology and facts about non-Archimedean fields. So let K be a totally ordered non-Archimedean field extension of R. We introduce the following terminology.
Definition 1.1 (∼, ≈, , H, λ)
. For x, y ∈ K, we say x ∼ y if there exist n, m ∈ N such that n|x| > |y| and m|y| > |x|; for nonnegative x, y ∈ K, we say that x is infinitely smaller than y and write x y if nx < y for all n ∈ N, and we say that x is infinitely small if x 1 and x is finite if x ∼ 1; finally, we say that x is approximately equal to y and write x ≈ y if x ∼ y and |x − y| |x|. We also set λ(x) = [x], the class of x under the equivalence relation ∼.
The set of equivalence classes H (under the relation ∼) is naturally endowed with an addition via [x] + [y] = [x · y] and an order via [x] < [y] if |y|
|x| (or |x| |y|), both of which are readily checked to be well-defined. It follows that (H, +, <) is a totally ordered group, often referred to as the Hahn group or skeleton group, whose neutral element is the class [1] . It follows from the above that the projection λ from K to H is a valuation.
The theorem of Hahn [5] provides a complete classification of non-Archimedean extensions of R in terms of their skeleton groups. In fact, invoking the axiom of choice it is shown that the elements of any such field K can be written as formal power series over its skeleton group H with real coefficients, and the set of appearing "exponents" forms a well-ordered subset of H. The coefficient of the qth power in the Hahn representation of a given x will be denoted by x [q] , and the number d will be defined by d [ From general properties of formal power series fields [10, 12] , it follows that if H is divisible then K is algebraically closed; that is, every polynomial of odd degree over K has at least one root in K. For a general overview of the algebraic properties of formal power series fields, we refer to the comprehensive overview by Ribenboim [13] , and for an overview of the related valuation theory the book by Krull [6] . A thorough and complete treatment of ordered structures can also be found in [11] .
Throughout this paper, N will denote any totally ordered non-Archimedean field extension of R that is complete in the order topology and whose skeleton group H is Archimedean; i.e. a subgroup of R. The smallest such field is the field of the formal Laurent series whose skeleton group is Z; and the smallest such field that is also algebraically closed is the Levi-Civita field R, first introduced in [7, 8] . In this case H = Q, and for any element x ∈ R, the set of exponents in the Hahn representation of x is a left-finite subset of Q, i.e. below any rational bound r there are only finitely many exponents.
The Levi-Civita field R is of particular interest because of its practical usefulness. Since the supports of the elements of R are left-finite, it is possible to represent these numbers on a computer [1] . Having infinitely small numbers, the errors in classical numerical methods can be made infinitely small and hence irrelevant in all practical applications. One such application is the computation of derivatives of real functions representable on a computer [15] , where both the accuracy of formula manipulators and the speed of classical numerical methods are achieved.
In the light of such practical usefulness of infinitely small numbers, it is natural to study optimization questions on non-Archimedean fields with the hope to extend the methods mentioned in the previous paragraph to find local extrema of functions as closely as allowed by machine precision.
The following example shows that continuity or even differentiability of a function on a closed and bounded subset of N or N n do not necessarily entail that the function assumes a maximum or a minimum on the set. 
which shows that f is differentiable at x for all x ∈ (−1, 1) with f (x) = 1. However, f assumes neither a maximum nor a minimum on [−1, 1]. The set f ([−1, 1]) is bounded above by any positive real number and below by any negative real number; but it has neither a least upper bound nor a greatest lower bound. Also, contrary to the real case, the following example shows that a function that is 2k-times differentiable on an open interval (a, b) containing the point x 0 , with f (j) (x 0 ) = 0 for all j ∈ {1, . . . , 2k − 1} and f (2k) (x 0 ) = 0, need not have a local extremum at x 0 .
Then g is infinitely often differentiable on (−1, 1) with g (j) (x) = 0 for all j ∈ N and for all x ∈ (−1, 1) [16] . It follows that f is four times differentiable on (−1, 1) with f (0) = f (0) = f (0) = 0 and f (4) (0) = −24. Now let x ∈ (−1, 1) be such that 0 < |x|
and hence f has no local extremum at 0.
The difficulties presented in Example 1.2 and Example 1.3 are due to the total disconnectedness of the field in the order topology [14] and makes the study of optimization more involved than in the real case. Thus, a stronger smoothness criterion is needed to study optimization on N . In [16] , we considered unconstrained one-dimensional optimization on the field N , using the notion of continuity and differentiability based on the derivate concept [2] . In this paper, we generalize the concepts of derivate continuity and differentiability to higher dimensions. Then we use that to derive necessary and sufficient conditions of second order for the existence of a minimum of an N -valued function on N n subject to constraints. We will consider the problem of minimizing a function f : N n → N , subject to the following set of constraints:
where all the functions in Equation (1.1) are from N n to N . A point x 0 ∈ N n will be said to be a feasible point if it satisfies the constraints in Equation (1.1). Before deriving necessary and sufficient conditions for a feasible point x 0 to be a local minimizer of f , we first review the concept of derivate differentiability [2, 14] and extend the concept to higher dimensions.
Derivate Continuity and Differentiability
In this section, we review the definitions of derivate continuity and differentiability in one dimension, as well as some related results that are useful for our purposes here, and we refer the interested reader to [2, 14] for a more detailed study. Then we generalize these notions of continuity and differentiability to higher dimensions. I D −x to D (see [14] ) will be called the first derivate function (or simply the derivate function) of f at x and will be denoted by F 1,x ; moreover, the function value F 1,x (x) will be called the derivative of f at x and will be denoted by f (x).
It follows immediately from Definition 2.3 that if f : D → N is derivate differentiable then f is differentiable in the conventional sense; moreover, the two derivatives at any given point of D agree. The following result provides a useful tool for checking the derivate differentiability of functions; we refer the interested reader to [14, 16] for its proof. 
Then f is derivate differentiable on D, with derivative f = g. For all x ∈ D, the derivate function F n,x of F n−1,x at x will be called the nth derivate function of f at x, and the number f (n) (x) = n!F n−1,x (x) will be called the nth derivative of f at x and denoted by f (n) (x).
One of the most useful consequences of the derivate differentiability concept is that it gives rise to a Taylor formula with remainder while the conventional (topological) differentiability does not; see [2, 14] . We only state the result here and refer the reader to [2, 14] for its proof. We also note that, as an immediate result of Theorem 2.6, we obtain local expandability in Taylor series around x 0 ∈ D of a given function that is infinitely often derivate differentiable on D [2, 14] . 
Now we generalize the concepts of derivate continuity and derivate differentiability to functions of many variables. In the following, column vectors in N n will be denoted by x, y, . . .; and row vectors by x T , y T , . . ..
Then we say that f is derivate differentiable on D in the direction of u if φ x, u is derivate differentiable on D x, u for all x in D. Moreover, the derivative φ x, u (0) will be called the directional derivative of f at x in the u direction and will be denoted
. . , e n } denote the standard orthonormal basis of N n . Then the partial derivatives of f are defined as the directional derivatives of f in the directions e 1 , . . . , e n , if these exist. If the partial derivative in the direction e k exists, we will denote it by ∂ k f . The gradient of f , denoted by ∇f , is defined to be the row vector whose components are the (first order) partial derivatives of f .
Definition 2.9. Let D ⊂ N
n be open, let f : D → N and let q ∈ N be given. Then we say that f is C q on D if all the partial derivatives of order smaller than or equal to q exist and are continuous on D (in the derivate sense).
Proof. We use induction on the number of variables n. The result is true for n = 1 by definition of derivate differentiability in one dimension. Assume it is true for n = k and we show that it is true for n = k
Then ψ is C 1 on D 1 and the partial derivatives of ψ at z are given by
Thus, by the induction hypothesis, there exist
( ζ); and hence
Thus, the result is true for n = k + 1; and hence it is true for all n.
As an immediate consequence of Theorem 2.10, we obtain the following result.
Thus,
which finishes the proof of the lemma.
By repeated application of Corollary 2.11 and of Lemma 2.12 to the function φ and its derivatives, we obtain a Taylor formula with remainder, similar to the corresponding one in real calculus.
Corollary 2.13 (Taylor Formula for Functions of Several Variables
where
Tangent Plane
We start this section by first stating, without proofs, the inverse function theorem and the implicit function theorem. The proofs are very similar to those of the respective real ones: rather than taking c ∈ R such that 0 < c < 1 as in [4] pp. 140-149, we use c ∈ N such that 0 < c 1 wherever the convergence of the sequence (c n ) is needed in the proofs. Also, we can replace conventional differentiability with derivate differentiability without having to change the essence of the proofs. The details of the last two statements are left as an exercise for the interested reader. 
Moreover, if m = n then the determinant of M f ( x) will be called the Jacobian of f at x and denoted by J f ( x). Definition 3.4. Let S be the surface defined by Equation (3.1) and let x 0 ∈ S be given. Then the tangent plane at x 0 to S, denoted by T ( x 0 ), is the collection of the derivatives x (t 0 ), where
is derivate differentiable on (a, b) and x(t 0 ) = x 0 for some t 0 ∈ (a, b). A simple expression for the tangent plane to S at a regular point x 0 is given by the following theorem.
Theorem 3.7. Let S be the surface defined by Equation (3.1) , and let x 0 be a regular point of S. Then the tangent plane at x 0 to S is given by
Proof. Let y ∈ T ( x 0 ) be given. Then there exists a derivate differentiable curve x(t), a < t < b, in S such that x 0 = x(t 0 ) and y = x (t 0 ) for some t 0 ∈ (a, b). Thus, h j ( x(t)) = 0 for all t ∈ (a, b) and for all j = 1, . . . , m. Since h j is C 1 in the derivate sense, we obtain that h j is C 1 in the conventional sense and the partial derivatives of h j at any given point (in the derivate sense and in the conventional sense) agree; similarly, x is differentiable (in the conventional sense) on (a, b) and the derivatives at any t ∈ (a, b) in the derivate sense and in the conventional sense agree. Hence, applying the chain rule, we obtain that h j ( x(t)) is differentiable (in the conventional sense) at t for all t ∈ (a, b) with h j ( x(t)) = ∇h j ( x (t)) x (t) = 0 for all t ∈ (a, b). In particular, ∇h j ( x (t 0 )) x (t 0 ) = 0; and this is true for all j = 1, . . . , m. Therefore, ∇h j ( x 0 ) y = 0 for all j = 1, . . . , m.
Conversely, let y ∈ N n be such that ∇h j ( x 0 ) y = 0 for all j = 1, . . . , m. Define
and consider now the equation F (t, z) = 0. Then, F (0, 0) = 0 since x 0 is feasible. Also,
T which is a nonsingular m × m matrix. This is so since the row vectors in M h( x 0 ), namely ∇h 1 ( x 0 ), . . . , ∇h m ( x 0 ), are linearly independent. Thus, by the implicit function theorem, there exists a C 1 function z(t) defined on some open interval (−a, a) ⊂ N such that F (t, z(t)) = 0 for all t ∈ (−a, a) and z(0) = 0.
Define the function
h( x(t)) = 0 for all t ∈ (−a, a), we obtain that
T is invertible, we obtain that z (0) = 0. Thus, x (0) = y and hence y ∈ T ( x 0 ).
Necessary and Sufficient Optimality Conditions
In this section, we derive necessary and sufficient, second order, optimality conditions for a local minimum of a function subject to a set of constraints. We start with the following definition. The following theorem provides necessary conditions of second order for a local minimizer x 0 of a function f subject to the constraints in Equation (1.1). The result is a generalization of the corresponding real result [9, 3] and the proof is similar to that of the latter; but one essential difference is the form of the remainder formula as in Equations (4.4), (4.5) and (4.6). In the real case, the remainder term is related to the second derivative at some intermediate point, while here that is not the case. However, the concept of derivate differentiability puts a bound on the remainder term; and this is instrumental to prove the desired result. 
Proof. Since x 0 is a local minimizer for f over the constraints in Equation (1.1) and since, for l ∈ I( x 0 ), g l ( x 0 ) < 0, there exists > 0 in N such that x 0 is a minimum point for f in B ( x 0 ) over the constraints h( x) = 0 and g l ( x) = 0 for l ∈ I( x 0 ). That is, x 0 is a solution for
Since x 0 is regular for the constraints in Equation (1.1), this is equivalent to saying that x 0 is regular for the constraints in Equation (4.1). Thus, by Theorem 3.7, we have that the tangent plane to the constraint set S defined by Equation (4.1) is
Let y ∈ P( x 0 ). Then there exists a derivate differentiable curve x(t), a < t < b, with x(t) ∈ S for all t ∈ (a, b), and x (t 0 ) = y and x(t 0 ) = x 0 for some t 0 ∈ (a, b).
Hence, using a result in [16] about local minima, we have that
It follows that ∇f ( x 0 ) ∈ N ( x 0 ), where
. . , p}. Hence (ii) and (iii) hold.
To prove (i), we need to show that β l ≥ 0 for all l ∈ I( x 0 ). Suppose that β l0 < 0 for some l 0 ∈ I( x 0 ). If P l 0 ( x 0 ) is the tangent plane to
then the regularity of x 0 for the constraints in Equation (1.1) yields the existence of some y ∈ P l0 ( x 0 ) such that ∇g l0 ( x 0 ) y < 0. By Theorem 3.7 applied to S l0 , it follows that there exists a derivate differentiable curve x(t), a < t < b, in S l0 with x (t 0 ) = y and x(t 0 ) = x 0 . Thus,
Since g l 0 is C 1 on D and since x(t) is derivate differentiable on (a, b), we have that
and
where S 2 ( x 0 , x(t)) and s 2 (t 0 , t) are bounded on D and (a, b) , respectively. Substituting for x(t) − x 0 from Equation (4.5) into Equation (4.4), we readily obtain that
where |r 2 (t 0 , t)| is bounded. Since ∇g l 0 ( x 0 ) y < 0, then for t close enough to t 0 and for t − t 0 > 0, we get g l0 ( x(t)) ≤ 0. Thus, x(t) is feasible for the constraints in Equation (1.1) for t near t 0 and t > t 0 . Hence from f ( x(t))| t=t 0 < 0, we obtain a contradiction with the optimality of x 0 for the constraints in Equation (1.1). Therefore, β l ≥ 0 for all l ∈ I( x 0 ); and hence β l ≥ 0 for all l ∈ {1, . . . , p}. Finally, to prove (iv), let y ∈ N n be such that ∇h
Then y is in the tangent plane to the constraint set
Again, by Theorem 3.7 applied to S I 1 , it follows that there exists a derivate differentiable curve x(t), a < t < b, in S I 1 with x (t 0 ) = y and x(t 0 ) = x 0 . Now let l ∈ I( x 0 ) \ I 1 be given. Then for all t ∈ (a, b), we obtain that
and where use has been made of the fact that g l is C 2 at x 0 and x(t) is derivate differentiable at t 0 . Since ∇g l ( x 0 ) y < 0, we obtain that g l ( x(t)) < 0 for all t > t 0 in (a, b) sufficiently close to t 0 . Thus, for all such t, x(t) is a feasible point for the constraints and hence
for some constant M 3,f ≥ 0 in N . Thus, for all t > t 0 in N , sufficiently close to t 0 , we have that
Adding Equation (4.7), Equation (4.8) for j = 1, . . . , m, and Equation (4.9) for l = 1, . . . , p, and using (iii), we obtain that
and hence
would yield a contradiction for 0 < t − t 0 < 1/(2M ). Thus,
In the following theorem, we present second order sufficient conditions for a feasible point x 0 to be a local minimum of a function f subject to the constraints in Equation (1.1). It is a generalization of the real result [3] and reduces to it, when restricted to functions from R n to R. In fact, since in condition (iv) below is allowed to be infinitely small, the condition |∇h j ( x 0 ) y| < would reduce to ∇h j ( x 0 ) y = 0, when restricted to R. Similarly, one can readily see that the other conditions are mere generalizations of the corresponding real ones. However, the proof is different than that of the real result since the supremum principle does not hold in N . 
for all j ∈ {1, . . . , m} and for all l ∈ {1, . . . , p}, where
Adding Equation (4.11), Equation (4.12) multiplied by α j for all j ∈ {1, . . . , m}, and Equation (4.13) multiplied by β l for all l ∈ {1, . . . , p}, we obtain that
where we have made use of (ii) and (iii) and the fact that h j ( x 0 ) = 0 for all j ∈ {1, . . . , m}, and where
Now suppose that x 0 is not a strict local minimum for f under the constraints of Equation (1.1) and let t ∈ N be such that d t < δ 0 , where d is the infinitely small number defined in the introduction. Then for all k ∈ N, there exists
where 
Hence, there exists N 1 ∈ N such that
Also, for all k ∈ N, we have that
Hence, there exists N 2 ∈ N such that
Moreover, for all l ∈ I( x 0 ), we have for all k ∈ N that
Hence, there exists N 3 ∈ N such that, for all k ≥ N 3 ,
where M is as in Equation (4.15). Then
Two cases are to be considered.
Also, from Equation (4.16), we have that
Thus condition (iv) of the theorem entails that
On the other hand, replacing x by y N = x 0 + δ N s N in Equations (4.14) and using the fact that y N is feasible, we obtain that
from which we obtain that
It follows that
which contradicts Equation (4.20). Case 2: Assume that
Then, using Equation (4.17) and condition (iii) of the theorem, we have that
But, using Equation (4.16), we have that
Also, using Equation (4.18), we have that 
where d is the infinitely small number defined in the introduction.
For the function f to have a local minimum at a regular point x 0 = (x 1 , x 2 , x 3 )
T subject to the constraints in Equation 2 + 5d 3 ) T , and using the notations of the proof of Theorem 4.3, we have here I( x 0 ) = {1, 3} and L = {3}. Since ∇h( x 0 ), ∇g 1 ( x 0 ) and ∇g 3 ( x 0 ) are linearly independent, the point x 0 is regular for the constraints.
To show that x 0 is indeed a strict local minimizer of f subject to the constraints in Equation (4.24), it remains to show that condition (iv) of Theorem 4.3 holds at x 0 for the choices of α, β 1 , β 2 , β 3 in Equation (4.26). Let = d and γ = 1/2. Then for all y ∈ N 3 satisfying | y| = 1, |∇h( x 0 ) y| < , |∇g 3 ( x 0 ) y| < and ∇g 1 ( x 0 ) y < , we have that 
Thus the conditions of Theorem 4.3 are satisfied at x 0 , and hence x 0 is a strict local minimizer of f under the constraints in Equation (4.24). 
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