Abstract-This paper proposes a novel approach to the feature fusion in motor fault diagnosis with the main aim of improving the performance and reliability of clustering and identification of the fault patterns. In addition, the significance of individual feature sets in specific fault scenarios, which is normally gained by engineers through experience, is investigated by using flexible Non-Gaussian modeling of the historical data. Furthermore the comparison is made by applying individual and fusion of feature sets to the probabilistic distributions of trained models using a Maximum a Posteriori (MAP) approach. To carry out the task, current waveforms are collected noninvasively from three-phase DC motors. Waveforms are then compressed into time, frequency and wavelet feature sets to form the input to the clustering algorithm. The result demonstrates the suitability of specific feature sets in different motor modes and the efficiency of fusion which is carried out with a Winner Takes All (WTA) approach.
INTRODUCTION
Conditional monitoring, leading to fault diagnosis and improved process control, is of extreme interest as it reduces the down-time of manufacturing processes and production of scrap products and increases efficiency, particularly regarding energy consumption [1] .
A field engineer monitors the machine behavior and efficiency by selecting indicators (features) such as current average and frequency harmonics based on their experience of the current machine modes (faults). From an Artificial Intelligence perspective the importance of these features are traditionally translated into machine intelligence by the use of expert systems [4] . However, the number of experts for specific machinery is decreasing due to the fast growing number of different types of machinery. Therefore it would be of great interest to define a common ground for comparison to investigate the importance of feature sets for machine conditions. This paper examines the effectiveness of different feature extraction methods on fault diagnosis in rotary machinery, with special reference to DC motors. Many diagnosis techniques for DC motors can be easily extended to other types of rotary machinery since electric motors are building blocks of electro-mechanical machines.
An ideal fault diagnosis system should take as few measurements as possible and accurately identify faults with minimum response time. The number of sensors should be limited and non-invasive sensors should be selected to avoid safety issues. For this reason, during this analysis, only current waveform data was captured from the motor. In order to achieve the diagnosis using the smallest number of measurements, it is necessary to firstly identify the measurements that are indicative of a fault. Secondly, the data must be captured and presented to the computer in an efficient manner. The former is carried out in the initial analysis and the later is 'feature extraction' which is investigated in the remaining of the paper.
All the above methods are traditionally used in industry. However their response time and accuracy limitations encourage the investigation of more intelligent methods. Another advantage of using intelligent methods is their adaptability, making them suitable for use in new machinery or when machine parameters are changed. The algorithms in this text are therefore compared from two perspectives; firstly, the accuracy of the resulting classification and secondly, the decrease in confusion of faults, especially with reference to the normal mode of the motor. This enables us to choose the most suitable feature extraction method.
Feature extraction is introduced to sensor signals because the data captured from high-speed sensors is dense, causing processing delays in the classification phase of the algorithm. In addition, clustering algorithms cannot process the raw data. For example, harmonics in the current signal of the motor, which are a good indicator of phase faults, are extracted from frequency characteristics of the signal.
In the following sections, the framework for general fault diagnosis applications is discussed. The initial chart analysis which leads to the definition of feature sets and clustering methods are explained. Finally the clustering results are detailed by closely looking at the suitability of different feature sets in specific fault scenarios.
II. MOTOR FAULT DIAGNOSIS FRAMEWORK
Fault diagnosis of industrial machinery can be envisaged as consisting of three parts: Machine Monitor, Diagnoser/Predictor and Compensator.
A. Machine Monitor
The Machine Monitor consists of an array of sensors mounted on the machine that are used to monitor its performance. Typically these could include current and vibration sensors, strain gauges, thermocouples, encoders, and other industrial sensing devices. In this paper only the current signal is used. This is a common sensor in machinery and therefore has significance in the development of a common platform for motor diagnostics.
B. Diagnoser/Predictor
The Diagnoser/Predictor is an Artificial Intelligence (AI) algorithm which analyses the data collected by the Machine Monitor and employs software technologies to identify patterns and trends in the data. This is the focus of this research.
The basic Predictor/Diagnoser module's functionality can be divided into 3 stages of Feature extraction, Clustering and Compensator.
Supervised clustering is used initially to model the clusters of data in training. This can be achieved by deliberately inducing faults and trends in the machines' performance, or by monitoring and logging naturally occurring trends and events.
This technique of automatically identifying and learning the causes of trends and faults has never been successfully applied before in industry. It provides an extremely powerful tool for improving the performance and reliability of the installed machinery. In real factory scenarios, the dependence between indicators is interpreted by experts. Here, the detection is carried out by understanding the patterns generated from indicators/features using Artificial Intelligence (AI) methods.
Feature Extraction
The data collected from high-speed machine components such as motors is high density. Feature extraction reduces the density to a number of suitable points, called features or indicators. This has two main advantages: firstly, it provides the basis for the real-time, computationally efficient algorithm; secondly, it captures the necessary characteristics of the data and removes redundancy. In addition, a correctly configured feature extraction algorithm results in noise reduction.
The number of features used depends on the number of sensors and the resolution of windows in a specific domain, as well as other parameters such as wavelet depth and frequency response analysis.
Clustering
In order to detect the faults or modes of the machinery, it is necessary to first model the data in each mode. Normally clustering allows the data to be modelled by statistical characteristics. So for training, the data is collected in different modes of machine operation and features are extracted for specific window sizes. Finally, the feature space corresponding to each dataset is calculated.
In testing, the features are extracted from the window frame and probabilities are calculated using the modelled distributions. The probabilities indicate the likelihood of machine performance deviations in different modes using different features/indicators.
Over the course of the data sampling tests, the deviations detected by the clustering algorithms will be analysed by expert users and compared to recorded events on the machines. This will provide a common ground for evaluation of the diagnostic algorithm.
Compensator
The Compensator is not a part of this research and is mentioned merely for completeness. The compensator tunes the operation of the machine's control system to correct the performance deviations identified by the Diagnoser. The Compensator also feeds information into the maintenance system to ensure early-stage machine faults are corrected in time, before impacting on product quality or machine performance. The nature of this module varies and depends on the configuration of the machine installation being analysed. Where appropriate, the Compensator automatically retunes the machine's operation to sustain optimum operating characteristics. In some cases, such as during a night shift for instance, on detecting a fault the Compensator would complete the production cycle / shift by reducing the machine's speed to reduce the risk of complete failure, thereby ensuring production schedules are adhered to.
III. INITIAL CHART ANALYSIS
Artificial Intelligence (AI) methods often aim at understanding the patterns in data by ignoring the underlying system parameters. However in the context of fault diagnosis, it is necessary to understand the charts in order to determine suitable feature extraction and classification methods to more efficiently flag the modes of the motor to the operators.
Machine Monitor
Diagnoser/ Predictor
Compensator
In the experiments carried out in this paper four types of faults are considered: Overload (OF), Disconnection of Phase 1 (DPH1), Disconnection of Phase 2 (DPH2) and Disconnection of Phase 3 (DPH3) faults. These four faults and the normal (NF) working mode of the motor are the five modes considered as the objective for the pattern recognition methods described here.
The analysis of the current signal shows that the change in shape and characteristics are unique to fault signals. For example, the frequency of peaks in data, and the minimum and maximum values in the current signal, change and these novel features are useful for identifying fault patterns. In AI, the process of extracting these novelties is called feature extraction. In industry, these features are more often known as indicators. An engineer/expert knows the importance of different sets of features in each scenario based on experience. The expert can identify the faults by looking at only a specific set of features/indicators which are significant to the specific mode of the motor. It is the aim of this paper to identify three main sets of features from two perspectives: 
IV. EXPERIMENTS

A. Data Collection
The data used for experiments in this paper is captured from a 3-phase brushless motor installed in the IIR 1 lab facilities. In order to be able to examine the 1 Institute of Industrial Research, University of Portsmouth efficiency of feature extraction methods in motor fault scenarios, four faults are induced and simulated, for example overload and disconnection of each of the phases (three phases in total). Initially any divergence from the normal mode of the motor is detected using clustering algorithms. The results following this section demonstrate the accuracy of detecting each fault as well as the misclassification rate.
B. Data Preparation
The data collected from the motor is raw. In order to extract the fault patterns in the wave forms which are suitable for identification task, and to also reduce the noise, data is compressed into three feature sets; time, frequency and wavelet.
Time domain is used in the majority of research papers [4] due to its availability and simplicity. For example, the easiest form of fault diagnosis is based on thresholding the time domain values using fuses.
Frequency [5] and wavelet analysis are mostly favoured because of their filtering abilities. One of the common problems in motor drive application is the presence of noise which corrupts the sensor reading. One solution would be to use low-pass filters. But lowpass frequency filters are inefficient in scenarios where information contains high frequency characteristics. That is where wavelet transform is most effective [3] .
However the initial chart analysis shows that in different fault scenarios and datasets, the transformations behave differently and this provides novel representation useful for the task of identification.
Figure 1: The histogram distributions generated from historical training data, are the basis of distributions used for fault identification and clustering. C. Feature Extraction
The features are compared in three domains; time domain, wavelet domain and frequency domain. In order to do this, the statistical parameters of each domain are injected into the expert clustering method. The expert system learns the patterns by looking at the shape of histograms in historical information and records the states for each mode of the system. Training is carried out on 66,900 data points and the histogram results are shown in The FS for the whole dataset is then calculated by going through the list of features relating to each mode and assigning them to the nearest slice number (S). This provides the basic model for the clustering experiment detailed in the next section.
Histogram distributions of data have been used in fault diagnosis literature such as [7] . As can be seen in Figure  1 , the distribution of data in different modes of the motor cannot be compared until normalised, due to the datasets having different sizes. Since the distribution is a representative of the probability of occurrence at each FS point, the normalisation is carried out as below:
is the histogram distribution of a specific mode/fault of the motor where range scaling is applied and is the symbolic form of normalised histograms.
D. Distribution Models
The training, as mentioned in previous sections, is carried out by firstly extracting the features and generating relevant histograms for specific mode of the motor. The final output provides the probabilistic distributions for evaluation of the confidence in the mode of the motor as can be seen in Figure  2 .The smoothing technique used in this paper is taken from [6] .
E. Probabilistic Non-Gaussian Clustering
As can be seen in Figure 3 , the distributions calculated from the previous steps are non-Gaussian and therefore cannot be represented using standard distribution models. To perform the clustering on the test data, two steps are necessary. First, the features from the current window frame of data must be calculated. The features are then used as input to distributions, where the probabilities for each mode are calculated using each feature space modelled distribution. Finally a Winner Takes All (WTA) competitive approach is used as a base for clustering. The fault that is most frequently diagnosed by distribution models is selected as the strongest representative of the mode of the motor. The results from the clustering and feature extraction algorithms are divided into two main streams: Firstly, accuracy which is a trade-off between false negatives, false positives, true negatives and true positives. The accuracy of the system is judged by comparing this system data with data generated by simulation of faults in a brushless three-phase DC motor. Secondly, confusion matrix which demonstrates, in graphical format, those faults which could be mistaken for operating modes of the motor and specifies the probability of confusion in each case. The confusion matrix is based upon the differences between the reference model and the diagnoses, which can be seen from the further testing on the newly collected data.
V. RESULTS
A. Accuracy Results
The following results show the suitability of feature sets for different fault scenarios of DC motors. The results are generated using Matlab on a dataset of current signal which was collected from a three-phase brushless DC motor. Accuracy is calculated by normalising the true positive detection of faults against the total number of dataset points. This percentage shows average number of correct detections. Since the main objective of this paper is comparison of feature extraction methods, accuracy of the diagnosis using time, wavelet and frequency domain is calculated.
Current wave form of a stator is of a non-stationary nature. Therefore time feature sets are rarely used in diagnostics literature. However it is evident in results, for example in the normal mode (NF) of the motor that the time feature set provides improved results. The reason is that a motor working in steady state and an approximately constant load consumes a current of in a range which can be modelled by Gaussian distribution.
Often wavelet and frequency features are used to diagnose transient data where motor is not in a stable mode. Another example of transient signals are increase in noise e.g. due to vibrations and heat which can be addressed using a combination of wavelets. For example frequency and wavelet perform better in phase disconnection scenarios where motor signals become transient as a result of the lost phase. This is because the motor feedback system cannot compensate the non-linear effect of disconnection. Table 4 .
VI. CONCLUSION
The paper has detailed a novel look at feature selection and fusion methods in fault diagnosis. While the idea of feature extraction is traditionally discussed in literature, the importance of one over another is rarely discussed. Having investigated and understood the suitability of different feature sets in different modes of a DC motor the significance of feature sets for a brushless DC motor as well as improvement achieved as results of fusion of these sets is presented. For the experiments a classification method based on histogram model fitting and Maximum a Posteriori (MAP) is presented. This is used as the common classification method of the current wave form. Current signal is non-invasively collected from sensors that are installed on the 3-phase brushless DC motor interface board. Then feature extraction methods are used to compress the wave form into time, frequency and wavelet feature sets. The results are collected by running the algorithm on 18000 data points of the 3 phase of the motor. The diagnosis results are compared based on accuracy of detection. The approach is similar to an engineer looking at different indicators while diagnosing the machines. The results show that a mixture of feature sets improves the efficiency of the fault diagnosis. Therefore a WTA approach is used to compare the mixture of feature sets to the individual sets and provide the results. The result of the fusion shows an improvement to the individual use of feature sets.
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