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This paper considers the problem of estimating a power-law degree distribution of an undirected
network. Although power-law degree distributions are ubiquitous in nature, the widely used para-
metric methods for estimating them (e.g. linear regression on double-logarithmic axes, maximum
likelihood estimation with uniformly sampled nodes) suffer from the large variance introduced by
the lack of data-points from the tail portion of the power-law degree distribution. As a solution,
we present a novel maximum likelihood estimation approach that exploits the friendship paradox
to sample more efficiently from the tail of the degree distribution. We analytically show that the
proposed method results in a smaller bias, variance and a Crame`r-Rao lower bound compared to
the maximum-likelihood estimate obtained with uniformly sampled nodes (which is the commonly
used method in literature). Detailed simulation results are presented to illustrate the performance
of the proposed method under different conditions and how it compares with alternative methods.
I. INTRODUCTION
Many real-world networks such as social networks [1,
2], internet [3], world-wide web [4] power-grids [5], and
biological networks [6, 7] have power-law degree distri-
butions i.e. probability p(k) that a uniformly sampled
node has k neighbors is proportional to k−α for a fixed
value of the power-law exponent α > 0. A key reason for
this ubiquity is that power-law distributions arise natu-
rally from simple and intuitive generative processes such
as preferential attachment [8–11]. Hence, estimating the
power-law exponent α is a key step in the study of net-
works and related topics such as epidemic spreading on
networks [12, 13] and network stability [14]. This prob-
lem is defined formally as follows:
Problem Definition (Estimating the exponent of a
power-law degree distribution). Consider an undirected
network G = (V,E) with a power-law degree distribution
p(k) ∝ k−α, k ≥ kmin (1)
where the power-law exponent α > 0 is unknown. As-
sume kmin > 0 is the known minimum degree. Estimate
the power-law exponent α using the degrees of n nodes
independently sampled from the network G.
The most widely used solutions for the above prob-
lem (detailed in Sec. I B) are based on uniform sam-
pling of nodes from the network G and, tend to produce
inaccurate (compared to the method we propose) results
as a consequence of the large variance introduced by the
heavy tail of the power-law degree distribution. As a bet-
ter alternative, we propose an estimator which is based
on a non-uniform sampling method motivated by the con-
cept of the friendship paradox. This friendship paradox
∗ dwn26@cornell.edu
† vikramk@cornell.edu
based sampling method can be thought of as a more ac-
curate measurement sensor (compared to the vanilla uni-
form sampling) that reduces the effect of measurement
noise introduced by the heavy tail of the power-law de-
gree distribution. More specifically, this paper presents:
1. A maximum likelihood estimation method that ex-
ploits the concept of the friendship paradox for
sampling nodes according to a non-uniform distri-
bution.
2. Expressions for bias, variance and Crame`r-Rao
lower bound of the proposed estimation method
and their comparison with the alternative methods
that proves how the proposed method outperforms
the alternative methods.
3. Numerical results that illustrate the better perfor-
mance (in terms of the mean-squared error) of the
proposed method compared to alternative methods
under different conditions.
Organization: Sec. I A reviews the friendship paradox
and Sec. I B discusses related literature. Sec. II presents
our main idea of maximum likelihood estimation method
that exploits friendship paradox based sampling. Sec. III
presents the statistical analysis of the proposed estimate
and compares it with widely used alternative methods.
Lastly, Sec. IV presents detailed numerical results that
support and complement the statistical analysis. Fur-
ther, how the main results apply to other types of degree
distributions is discussed in the appendix.
A. Friendship Paradox
The “Friendship paradox” is a form of network obser-
vation bias first presented in [15] by Scott L. Feld in 1991.
The friendship paradox states, “on average, the number
of friends of a random friend is always greater than the
number of friends of a random individual”. Formally:
Theorem 1. (Friendship Paradox [15]) Consider an
undirected graph G = (V,E). Let X be a node sampled
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2uniformly from V and, Y be a uniformly sampled end-
node from a uniformly sampled edge e ∈ E. Then,
E{d(Y )} ≥ E{d(X)}, (2)
where, d(X) and d(Y ) denote the degrees of X and Y ,
respectively.
In Theorem 1, the random variable Y depicts a ran-
dom friend (or a random neighbor) since it is obtained by
sampling a pair of friends (i.e. an edge from the graph)
uniformly and then choosing one of them via an unbiased
coin flip. Equivalently, a random friend Y is a node sam-
pled from V with a probability proportional to its degree.
Further, the degree distribution q of a random friend Y
is given by
q(k) ∝ kp(k), (3)
where, p is the degree distribution defined in Eq. (1).
Eq. (3) follows from the fact that each degree k node ap-
pears as a friend of k other individuals. Note from Eq. (3)
that degree distribution q of random friend Y is a right-
skewed version of the degree distribution p and thus re-
sulting in the friendship paradox in Theorem 1.
The intuition behind Theorem 1 is as follows. Individ-
uals with large numbers of friends (high degree) appear
as the friends of a large number of individuals. Hence,
such popular individuals can contribute to an increase in
the average number of friends of friends. On the other
hand, individuals with smaller numbers of friends appear
as friends of a smaller number of individuals. Hence, they
cannot cause a significant change in the average number
of friends of friends. This asymmetric contribution of
high and low degree individuals to the average number
of friends of friends causes the friendship paradox. Fur-
ther, [16] shows that the original version of the friendship
paradox (Theorem 1) is a consequence of the monotone
likelihood ratio stochastic ordering between random vari-
ables d(Y ) and d(X).
B. Motivation and Related Work
a. Alternative methods: Widely used methods for
estimating the power-law exponent α include:
1. Linear regression: Using the empirical degree dis-
tribution pˆ on double-logarithmic axes (i.e. ln pˆ(k)
against ln k), fit a straight line (using linear least
squares) whose slope is the estimate of α. This
method is based on the fact that ln p(k) varies lin-
early with ln(k) with a slope of −α according to
Eq. (1).
2. Maximum likelihood estimation with uni-
formly sampled nodes: Sample a set of
nodes X1, X2, . . . Xn independently and uni-
formly and, compute αˆvanilla which maxi-
mizes the likelihood of observing the degree
sequence d(X1), d(X2), . . . , d(Xn).
Previous works [17, 18] show that linear regression (as
well as its variants) for estimating the power-law expo-
nent α yields inaccurate results (compared to maximum
likelihood estimation method) due to two main reasons.
First, the lack of data points from the tail of the power-
law degree distribution p (to construct the empirical de-
gree distribution pˆ) systematically underestimates the
power-law exponent α. Second, the log-log transforma-
tion of the empirical degree distribution violates several
assumptions (such as constant variance across all data
points and zero-mean Gaussian noise) that are required
to make the least squares estimate unbiased and statisti-
cally efficient (see [19] for a detailed survey of these sys-
tematic inaccuracies in using linear regression method to
estimate α). Therefore, the linear regression method for
estimating power-laws is not well-justified from a statis-
tical point of view. Maximum likelihood estimation with
uniformly sampled nodes is a more principled approach
which has been shown to achieve a better accuracy com-
pared to the linear regression method in estimating the
power-law exponent α [19]. Maximum likelihood esti-
mates also possess several appealing statistical proper-
ties including consistency, asymptotic unbiasedness and
asymptotic efficiency. Hence, maximum likelihood es-
timation with uniformly sampled nodes is currently re-
garded as the state of the art method for estimating the
power-law degree distributions.
b. Use of friendship paradox in estimation problems:
The friendship paradox has been used in several appli-
cations related to networks under the broad theme “how
network biases can be exploited effectively in estimation
problems?”. For example, [20, 21] show how the friend-
ship paradox can be used for quickly detecting a disease
outbreak, [22] proposes polling algorithms that exploit
the friendship paradox for efficiently estimating the frac-
tion of individuals with a certain attribute (e.g. intend-
ing to vote for a certain political party) on an undirected
social network. Apart from these, [23–35] also explore
further effects and generalizations of friendship paradox.
More closely related to our work, [36] presents a
method named tail-scope which utilizes the friendship
paradox for non-parametric estimation of heavy-tailed
degree distributions. Tail-scope first obtains an empir-
ical estimate qˆ of the neighbor degree distribution q (de-
fined in Eq. (3)) by sampling random neighbors (denoted
by random variable Y in Theorem 1). Then, follow-
ing Eq. (3), empirical neighbor degree distribution qˆ(k)
scaled by k is used as the estimate of the degree distri-
bution p(k) i.e.
pˆtail-scope(k) ∝ qˆ(k)
k
. (4)
The rationale behind tail-scope is that the empirical
neighbor degree distribution qˆ will include more high de-
gree nodes (due to the friendship paradox) and hence, the
scaled estimate pˆtail-scope will capture the tail of the de-
gree distribution better compared to the empirical degree
distribution pˆ (which is obtained with uniformly sampled
3nodes). While the method we propose is motivated by
tail-scope, there are several key differences between tail-
scope method and our method. Firstly, the proposed
method is a parametric method that makes use of the
specific power-law form in Eq. (1) whereas tail-scope is
a non-parametric method for general heavy-tailed degree
distributions. Secondly, the method we propose possesses
desirable statistical properties including strong consis-
tency, asymptotic unbiasedness and asymptotic statisti-
cal efficiency whereas such analytical guarantees are not
available for tail-scope method.
Remark 1. The problem of constructing a statistical
decision test as to whether the underlying network has
a power-law degree distribution is not considered in this
paper. Instead, assuming that the true degree distribu-
tion is a power-law, this paper proposes a statistically
efficient method to estimate the power-law exponent.
Summary of motivation and related work: It has
been shown in the literature that maximum likelihood
methods are more suitable for estimating power-law de-
gree distributions of the form in Eq. (1) compared to al-
ternative methods [17–19]. Further, exploiting the friend-
ship paradox (Theorem 1) has shown to be effective in
empirical estimation of heavy-tailed degree distributions
by including more high degree nodes into the sample [36].
Motivated by these findings, this paper combines maxi-
mum likelihood estimation with friendship paradox based
sampling in a principled manner to obtain an asymptot-
ically unbiased, strongly consistent and statistically effi-
cient estimate that outperforms the state of the art.
II. MAXIMUM LIKELIHOOD ESTIMATION OF
POWER-LAW EXPONENT
This section introduces two different network sam-
pling methods (uniform sampling and friendship paradox
based sampling); we then compare the maximum likeli-
hood estimates of the power-law exponent α for these two
sampling methods. The statistical analysis of the maxi-
mum likelihood estimates (MLEs) for the two sampling
methods illustrates how the MLE obtained with friend-
ship paradox based sampling (proposed method - hence-
forth referred to as friendship paradox based MLE ) out-
performs the MLE obtained with uniform sampling (clas-
sically used method - henceforth referred to as vanilla
MLE ).
We first state the key assumptions used in deriving and
analyzing the MLEs.
Assumption 1. Power law distribution p is continuous
in k and is of the form,
p(k) =
α− 1
kmin
(
k
kmin
)−α
, k ≥ kmin (5)
where, kmin is the minimum degree.
Assumption 2. The power-law exponent α is greater
than 2 i.e. α > 2.
Assumption 1 allows us to derive closed-form expres-
sions for MLEs for the power-law exponent α. A similar
assumption has been used in [36] that deals with esti-
mating heavy-tailed degree distributions. Further, As-
sumption 1 is naturally applicable for weighted networks
where the weighted degree (also called node strength)
follows a continuous power-law distribution [37, 38]. For
discrete power-law distributions, MLEs are not available
in closed-form [19].
All moments m ≥ α − 1 diverge for the power-law
distribution given in Eq. (5). Hence, both mean and
variance diverge when α ≤ 2 and variance diverge (and
mean is finite) when 2 < α ≤ 3. Therefore, Assumption 2
ensures that the degree distribution p in Eq. (5) has a
finite mean which is necessary for the derivation of the
proposed friendship paradox based MLE in Sec. II B.
A. Vanilla MLE with uniform sampling
In the classical maximum likelihood estimation
method [17], n number nodes X1, X2, . . . , Xn are in-
dependently and uniformly sampled from the network.
Then, the likelihood of observing the degree sequence
d(X1), d(X2), . . . , d(Xn) is,
P{d(X1), . . . , d(Xn)|α} =
n∏
i=1
α− 1
kmin
(
d(Xi)
kmin
)−α
following Eq. (5). Therefore, the log-likelihood for the
vanilla method is,
Lvanilla(α) = lnP{d(X1), d(X2), . . . , d(Xn)|α}
= n ln(α− 1)− n ln(kmin)− α
n∑
i=1
ln
(
d(Xi)
kmin
)
.
(6)
Then, by solving ∂Lvanilla∂α = 0, we get the vanilla MLE of
the power-law exponent α as,
αˆvanilla =
n∑n
i=1 ln
(
d(Xi)
kmin
) + 1. (7)
Next, we present a maximum likelihood estimator that
exploits the friendship paradox.
B. MLE with friendship paradox based sampling
a. Neighbor Degree Distribution: Recall from
Sec. I A that Y denotes a random neighbor i.e. uniformly
sampled end-node of a uniformly sampled edge. The
neighbor degree distribution q(k) is proportional to kp(k)
as stated in Eq. (3). Hence, the normalizing constant Cq
4of the neighbor degree distribution q can be derived as,
Cq =
∫ ∞
kmin
kp(k)dk
=
∫ ∞
kmin
k
α− 1
kmin
(
k
kmin
)−α
dk
=
α− 1
α− 2kmin (8)
where p(k) is the power-law degree distribution defined
in Eq. (5). Note that the normalizing constant of the
distribution q is equal to the first moment (i.e. mean) of
the power-law degree distribution p (defined in Eq. (5))
and, is guaranteed to exist by Assumption 2. Then, it
follows that,
q(k) =
1
Cq
kp(k)
=
α− 2
kmin
(
k
kmin
)−(α−1)
, k ≥ kmin. (9)
b. Friendship Paradox based MLE: The friend-
ship paradox based maximum likelihood estimator be-
gins with sampling n number of random neighbors
Y1, Y2, . . . , Yn from the network independently. Then,
the likelihood of observing the neighbor degree sequence
d(Y1), d(Y2), . . . , d(Yn) can be written using the neighbor
degree distribution in Eq. (9) as,
P{d(Y1), . . . , d(Yn)|α} =
n∏
i=1
α− 2
kmin
(
d(Yi)
kmin
)−(α−1)
.
Therefore, the log-likelihood for the friendship paradox
based sampling method is,
LFP(α) = lnP{d(Y1), d(Y2), . . . , d(Yn)|α}
= n ln(α− 2)− n ln(kmin)− (α− 1)
n∑
i=1
ln
(
d(Yi)
kmin
)
.
(10)
Then, by solving ∂LFP∂α = 0, we get the friendship paradox
based MLE of the power-law exponent α as,
αˆFP =
n∑n
i=1 ln
(
d(Yi)
kmin
) + 2. (11)
Remark 2. Recall (from Sec. I A) that a random neigh-
bor Y is a uniformly sampled end node of a uniformly
sampled edge e ∈ E. In applications such as online so-
cial networks, uniform link sampling (and therefore, sam-
pling random neighbors) is possible since each edge has a
unique integer ID assigned from a specific range of inte-
gers [39]. In applications where sampling uniform edges
is not possible (e.g. unknown network, lack of edge IDs),
one possible method to sample random neighbors (to im-
plement the friendship paradox based MLE in Eq. (11))
is by using random walks. Assuming the underlying net-
work G = (V,E) is a connected, non-bipartite graph, the
stationary distribution of a random walk on G samples
each node v ∈ V with a probability proportional to the
degree d(v) of node v (page 298, [40]). In other words,
the stationary distribution of a random walk on a con-
nected, non-bipartite graph samples random neighbors.
Hence, a node sampled from a sufficiently long random
walk has approximately the same distribution as a ran-
dom neighbor Y . Another possibility is to use a second
version of the friendship paradox which states “uniformly
sampled friend of a uniformly sampled node has more
friends than a uniformly sampled node, on average” (see
[16, 26] for more details on this version of the friendship
paradox). This second version does not require sampling
links and is equivalent to a one step random walk. Fur-
ther, [22] empirically illustrates that the two versions of
the friendship paradox coincides (i.e. the sampling dis-
tributions are equal) when the network has no neighbor
degree correlation i.e. assortativity coefficient is zero.
III. STATISTICAL ANALYSIS OF THE
ESTIMATES
This section presents the statistical analysis of the two
estimates: vanilla MLE αˆvanilla in Eq. (7) (which uses
uniform sampling of nodes) and the friendship paradox
based MLE αˆFP in Eq. (11) (which samples nodes non-
uniformly according to the friendship paradox). The sta-
tistical analysis below shows that the proposed friend-
ship paradox based MLE αˆFP outperforms the widely
used vanilla MLE αˆvanilla in terms of bias, variance and
Crame`r-Rao Lower Bound.
a. Comparison of bias and variance of MLEs for fi-
nite sample size: The following result from [41] (also
discussed in [19] in a broader context) characterizes the
bias and variance of the vanilla MLE αˆvanilla under finite
sample sizes n <∞.
Theorem 2 (Bias and variance of the vanilla MLE [19,
41]). The bias and variance of the vanilla MLE αˆvanilla
in Eq. (7) for sample size n are given by,
Bias{αˆvanilla} = α− 1
n− 1 , for n > 1
Var{αˆvanilla} = n
2(α− 1)2
(n− 1)2(n− 2) , for n > 2.
(12)
The bias and variance of the proposed friendship para-
dox based MLE αˆFP under a finite sample size n < ∞
are characterized in the following result allowing it to be
compared with the vanilla MLE αˆvanilla.
Theorem 3 (Bias and variance of the friendship para-
dox based MLE). The bias and variance of the friendship
paradox based MLE αˆFP in Eq. (11) for sample size n are
5given by,
Bias{αˆFP} = α− 2
n− 1 , for n > 1
Var{αˆFP} = n
2(α− 2)2
(n− 1)2(n− 2) , for n > 2.
(13)
Proof. See Appendix A.
The following immediate consequence of Theorem 2
and Theorem 3 shows that the proposed friendship para-
dox based MLE αˆFP outperforms vanilla MLE αˆvanilla for
any finite sample size n.
Corollary 4. The bias and variance of the vanilla
MLE αˆvanilla defined in Eq. (7) and the friendship para-
dox based MLE αˆFP defined in Eq. (11) satisfy,
Bias{αˆFP} < Bias{αˆvanilla}, for n > 1
Var{αˆFP} < Var{αˆvanilla}, for n > 2. (14)
Having established that the proposed friendship para-
dox based MLE αˆFP outperforms the vanilla MLE αˆvanilla
for all sample sizes n <∞, we now turn to the case where
the sample size n tends to infinity.
b. Comparison of the asymptotic properties of the
MLEs: Based on Eq. (12), Eq. (13) and the strong
law of large numbers, we have the following result:
Theorem 5 (Asymptotic unbiasedness and strong con-
sistency of MLEs). The vanilla MLE αˆvanilla (defined in
Eq. (7)) and friendship paradox based MLE αˆFP (defined
in Eq. (11)) are asymptotically unbiased and strongly con-
sistent i.e. converges to the true power-law exponent α
with probability 1 as the sample size n tends to infinity.
Proof. The asymptotic unbiasedness and strong con-
sistency of the vanilla MLE αˆvanilla have been estab-
lished in [41]. See Appendix B for the proof of strong
consistency of the proposed friendship paradox based
MLE αˆFP.
Hence, in order to analytically compare the two MLEs
in the asymptotic regime, we use the Crame`r-Rao Lower
Bound (CRLB). For a scalar random variable (which
is the case we deal with), CRLB simplifies to the re-
ciprocal of the Fisher Information [42]. For the reader
unfamiliar with statistical estimation theory, we stress
that the CRLB is important because the variance of
any unbiased estimate (or asymptotically unbiased es-
timate) is bounded below by the CRLB i.e. CRLB is the
smallest variance achievable by any unbiased estimate.
The following result characterizes the two Crame`r-Rao
Lower Bounds, CRLBvanilla and CRLBFP, of the two es-
timates αˆvanilla and αˆFP.
Theorem 6. The Crame`r-Rao Lower Bounds of the
vanilla MLE αˆvanilla in Eq. (7) and the friendship para-
dox based MLE αˆFP in Eq. (11) are given by,
CRLBvanilla(α) =
(α− 1)2
n
CRLBFP(α) =
(α− 2)2
n
.
(15)
Proof. See Appendix C.
Since maximum likelihood estimates are asymptoti-
cally normal and efficient (achieves the CRLB), it follows
that,
√
n(αˆvanilla − α) d−→ N (0, (α− 1)2)
√
n(αˆFP − α) d−→ N (0, (α− 2)2).
(16)
Hence, it can be seen that the asymptotic variance
of
√
n(αˆFP − α) is smaller than that of
√
n(αˆvanilla − α)
implying that the proposed friendship paradox based
MLE αˆFP outperforms the vanilla MLE αˆvanilla for large
samples sizes.
Remark 3 (Exponential degree distributions). Apart
from the power-law degree distribution, several real
world networks (e.g. Worldwide Marine Transporta-
tion Network [43]) have exponential degree distribu-
tions i.e. probability pexp(k) that a uniformly sampled
node has k neighbors is proportional to e−λk where λ is
the fixed rate parameter [44]. The results in Sec. II and
Sec. III also apply to the case where the underlying net-
work has an exponential degree distribution as shown in
Appendix D.
Summary of Statistical Analysis: The statistical
analysis motivates the use of the proposed friendship
paradox based MLE αˆFP (defined in Eq. (11)) in place of
the widely used vanilla MLE αˆvanilla (defined in Eq. (7))
for estimating power-law degree distributions. Theo-
rems 2, 3 characterizes the bias and variance of the
αˆvanilla, αˆFP and, Corollary 4 concludes that the proposed
method has a smaller bias and a smaller variance under
finite sample size n < ∞. Then, Theorem 6 gives the
Crame`r-Rao bounds for the two estimates αˆvanilla, αˆFP
to show that the proposed MLE αˆFP outperforms the
vanilla MLE αˆvanilla in the asymptotic regime and, pos-
sesses properties such as asymptotic unbiasedness, con-
sistency and asymptotic normality. Thus, the statisti-
cal analysis concludes that the proposed friendship para-
dox based MLE αˆFP outperforms the widely used vanilla
MLE αˆvanilla in both finite and asymptotic regimes.
IV. NUMERICAL RESULTS
This section presents numerical examples that comple-
ment the statistical analysis in Sec. III. We:
i. compare the friendship paradox based MLE with the
vanilla MLE in terms of empirical mean-squared er-
ror
ii. numerically evaluate the effect of the sample size n
on the performance of the proposed estimate
iii. assess the reasonability of Assumption 1 made in de-
riving the proposed friendship paradox based MLE.
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FIG. 1. Empirical variance, empirical mean-squared er-
ror (MSE) and Crame`r-Rao lower bound (CRLB) of the
vanilla maximum likelihood estimate (MLE) αˆvanilla and the
friendship paradox based MLE αˆFP with the true power-law
exponent α for sample size n = 100. The synthetic data was
generated using the configuration model (see text). The plot
shows that the proposed friendship paradox based MLE αˆFP
outperforms the vanilla MLE αˆvanilla in terms of bias (devi-
ation of MSE from variance), variance, MSE and statistical
efficiency.
Simulation Setup: The configuration model [45] was
used to generate networks with power-law degree distri-
butions with a specified power-law exponent α. The con-
figuration model generates k half-edges for each of the
nodes where k is obtained by rounding the realizations
sampled from power-law distribution p defined in Eq. (5)
to the nearest integer. Then, each half-edge is connected
to another randomly selected half-edge yielding a power-
law degree distribution. Further, we assume that the
minimum degree kmin is 1 as is common in the models of
real-world networks. The bias, variance and MSE of the
estimates are empirically estimated using Monte-Carlo
simulation over 5000 independent iterations.
a. Comparison of mean-squared error: Fig. 1
shows the empirical variance, MSE and the CRLBs of
the two estimates αˆvanilla, αˆFP for a sample size n = 100.
Several important observations that complement the sta-
tistical analysis can be drawn from Fig. 1.
Firstly, the MSE of the proposed estimate αˆFP is at
least an order of magnitude smaller than that of the
widely used vanilla MLE αˆvanilla suggesting the overall
better performance of the proposed method compared to
the vanilla method. This performance gap increases to
several orders of magnitude for smaller power-law expo-
nent values i.e. α ≈ 2.
Secondly, note that both empirical variance and em-
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FIG. 2. Empirical mean squared error (MSE) of the vanilla
maximum likelihood estimate (MLE) αˆvanilla and the friend-
ship paradox based MLE αˆFP for different values of the sam-
ples size n. The figure shows that the reduced MSE of the
proposed friendship paradox based MLE αˆFP compared to
the vanilla MLE αˆvanilla holds for several sample sizes n (re-
call Fig. 1 was for n = 100).
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FIG. 3. Mean-squared error (MSE) of the proposed friendship
paradox based maximum likelihood estimate (MLE) αˆFP and
the heuristic estimate αˆvanilla discrete in Eq. (17). This plot in-
dicates that the proposed friendship paradox based MLE αˆFP
is more accurate compared to estimation methods that take
discrete nature of the degree distribution into account but do
not exploit friendship paradox.
pirical bias (deviation of the empirical MSE from the
empirical variance) is smaller for the proposed estimate
αˆFP compared to the vanilla estimate αˆvanilla. This re-
sult is consistent with Corollary 4 and verifies the better
performance of the proposed friendship paradox based
MLE αˆFP compared to the vanilla MLE αˆvanilla under a
7finite sample setting.
Thirdly, it can be observed that the deviation of the
MSE of the proposed estimate αˆFP from its CRLB is
smaller compared to that of the vanilla MLE αˆvanilla.
This indicates that the statistical efficiency of the es-
timate αˆFP is better compared to that of the estimate
αˆvanilla i.e. MSE of αˆFP is more closer to the best achiev-
able MSE compared to αˆvanilla.
b. Effect of the sample size n: Fig. 2 illustrates the
MSE of the two estimates αˆFP, αˆvanilla under different
values of the sample sizes n to empirically understand ef-
fect of sample size n on the accuracy. Note that the pro-
posed friendship paradox based MLE αˆFP has a smaller
MSE compared to the vanilla MLE αˆvanilla for all con-
sidered sample sizes n. Thus, Fig. 2 indicates that the
conclusions drawn from Fig. 1 regarding the better per-
formance of αˆFP (compared to αˆvanilla) for n = 100 hold
for other sample sizes as well.
c. Assessing the effect of Assumption 1 on accuracy:
Recall that the derivation and analysis of the friendship
paradox based MLE αˆFP assumed (Assumption 1) conti-
nuity of the power-law distribution (with respect to the
degree k) in Eq. (5) in order to obtain closed form expres-
sions amenable to statistical analysis. We now compare
the proposed estimate αˆFP with the heuristic estimate
below (where Xi, i = 1, . . . , n are independently and
uniformly sampled nodes),
αˆvanilla discrete =
n∑n
i=1 ln
(
d(Xi)
kmin− 12
) + 1 (17)
presented in [19] that takes the discrete nature of the
degree distribution into account but, does not exploit
friendship paradox. In other words, αˆvanilla discrete in
Eq. (17) is an adaptation of the vanilla MLE αˆvanilla to
a discrete setting.
Fig. 3 shows the MSE of the proposed friendship para-
dox based MLE αˆvanilla and the estimate αˆvanilla discrete
defined in Eq. (17). It can be observed that the pro-
posed friendship paradox based MLE αˆFP outperforms
the estimate αˆvanilla discrete which is specific to discrete
degree distributions but does not exploit friendship para-
dox based sampling. Thus, Fig. 3 suggests that Assump-
tion 1 does not invalidate the claim that the proposed
friendship paradox based MLE αˆFP is more accurate
compared to the widely used alternative methods that
does not exploit friendship paradox.
Summary of Numerical Results: This section pre-
sented numerical results that complement and support
the statistical analysis (Sec. III) of the estimates. Specif-
ically, it was shown that the empirical MSE of the pro-
posed MLE αˆFP is at least an order of magnitude smaller
compared to the vanilla MLE αˆvanilla for finite sample
sizes n < ∞. Further, it was illustrated that the accu-
racy of the friendship paradox based MLE αˆFP is more
statistically efficient compared to the vanilla MLE αˆvanilla
by comparing the MSE with CRLB. Lastly, the MSE of
the estimate αˆFP was compared with a heuristic esti-
mate αˆvanilla discrete that takes the discrete nature of the
degree distribution into account but does not exploit the
friendship paradox. This comparison indicates that As-
sumption 1 used in the derivation and analysis of the
proposed MLE αˆFP does not affect the argument that
friendship paradox based MLE outperforms alternative
methods (that do not exploit friendship paradox) for es-
timating power-law degree distributions.
V. CONCLUSION AND FUTURE WORK
Conclusion: This paper proposed a maximum likeli-
hood estimation method that exploits friendship para-
dox based sampling of nodes to estimate a power-law
degree distribution of a network. Currently used meth-
ods (e.g. linear regression, vanilla maximum likelihood
estimation with uniformly sampled nodes) can produce
unreliable results due to the lack of samples from the
tail of the degree distribution. By exploiting the friend-
ship paradox based sampling, the proposed method yields
more samples from the tail of the degree distribution and
thus results in improved accuracy. The analytical results
show that the proposed method is strongly consistent and
has smaller bias, variance and a Crame`r-Rao lower bound
compared to the widely used vanilla maximum likelihood
estimation method (with uniform samples). Numerical
results illustrate the validity of the assumptions and the
better accuracy of the proposed method (compared to
alternative methods) under different settings. Both ana-
lytical and numerical results lead to the conclusion that
the proposed friendship paradox based maximum like-
lihood estimation method achieves an improved accu-
racy compared to the vanilla maximum likelihood esti-
mation method in both finite and asymptotic sample size
regimes.
Extensions and Future Work: The conclusion that
friendship paradox based maximum likelihood estimation
is more accurate in estimating power-law degree distri-
butions compared to alternative methods opens several
further research avenues. Firstly, extending the proposed
framework to directed networks by exploiting the ver-
sions of friendship paradox for directed graphs [23, 29]
is of importance due to the power-law behavior of the
in- and out- degree distributions of real world net-
works [46, 47]. Such extensions to directed networks
might also be able to exploit the correlations [48] between
in- and out- degrees as well as other correlation structures
of node degrees in order to make the estimation more ef-
ficient. Secondly, extending the proposed framework to a
setting where the aim is to track a time-evolving power-
law degree distribution (i.e. the power-law exponent α of
the degree distribution evolves over time) is also an inter-
esting future research direction. Bayesian and stochas-
tic approximation methods (such as [49–51]) based on
friendship paradox based sampling might be suitable for
such contexts. Thirdly, the method we proposed in this
8paper is based on the original version of the friendship
paradox (Theorem 1) for undirected networks. Exploring
how recent extensions of the original version (for exam-
ple, see [29]) can be used in estimating network degree
distributions (or other related network parameters) re-
mains an interesting future direction.
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Appendix A: Proof of Theorem 3
Proof of Theorem 3 is inspired by the ideas used in the
proof of Theorem 2. Note from the expression for αˆFP in
Eq. (11) that,
Bias{αˆFP} = E{αˆFP} − α
= nE
{
1∑n
i=1 ln
(
d(Yi)
kmin
)}+ 2− α and,
Var{αˆFP} = n2 Var
{
1∑n
i=1 ln
(
d(Yi)
kmin
)}. (A1)
It can easily be shown that
P
{
ln
(d(Yi)
kmin
)
≤ c
}
= 1− e−c(α−2) i = 1, . . . , n,
and therefore, ln
(
d(Yi)
kmin
)
i = 1, . . . , n are independent
and identically distributed (iid) exponential random vari-
ables with parameter α − 2. Since the sum of iid expo-
nential random variables is a Gamma random variable,
it follows that
1∑n
i=1 ln
(
d(Yi)
kmin
) ∼ Inv-Gamma(n, α− 2) (A2)
where, Inv-Gamma(n, α− 2) denotes Inverse-Gamma
distribution (distribution of the reciprocal of a Gamma
distributed random variable) with parameters n and
α− 2. Eq. (A2) then implies that [52],
E
{
1∑n
i=1 ln
(
d(Yi)
kmin
)} = α− 2
n− 1 , for n > 1
Var
{
1∑n
i=1 ln
(
d(Yi)
kmin
)} = (α− 2)2
(n− 1)2(n− 2) , for n > 2.
(A3)
The result follows by substituting Eq. (A3) in the expres-
sions for bias and variance in Eq. (A1).
Appendix B: Proof of Theorem 5
Note from Eq. (12) and Eq. (13) that bias of both
vanilla MLE αˆvanilla and friendship paradox based
MLE αˆFP goes to zero as the sample size n tends to
infinity. Hence, both estimates are asymptotically unbi-
ased.
Next, note from Eq. (11) and Eq. (A2) that,
αˆFP =
1
G¯n
+ 2 (B1)
where, G¯n is the empirical mean of n iid exponential ran-
dom variables with parameter α−2. Hence, by strong law
of large numbers, G¯n converges almost surely to 1/(α−2).
Since the friendship paradox based MLE αˆFP is a contin-
uous function of G¯n, αˆFP converges almost surely to α.
Appendix C: Proof of Theorem 6
By definition [42]
CRLBFP(α) = −
[
E
{
∂2LFP
∂2α
}]−1
(C1)
where, LFP is the log-likelihood function for the friend-
ship paradox based sampling defined in Eq. (10). By
evaluating Eq. (C1), we get,
CRLBFP(α) = −
[
E
{
− n
(α− 2)2
}]−1
=
(α− 2)2
n
.
Following similar steps, we also get,
CRLBvanilla(α) = −
[
E
{
∂2Lvanilla
∂2α
}]−1
=
(α− 1)2
n
.
Appendix D: Extension of results to exponential
degree distributions
In this section, we briefly explain how the main results
of this paper related to power-law degree distributions
extend to exponential degree distributions.
Analogous to the power-law case, following assumption
is made for the derivation and analysis of the MLEs for
exponential degree distributions.
Assumption 3. The exponential distribution is contin-
uous in k and is of the form,
pexp(k) = λe
−λk, k ≥ 0. (D1)
91. Maximum Likelihood Estimation of the
Exponential Distribution
Vanilla MLE for exponential degree distribu-
tion: The vanilla maximum likelihood estima-
tion of the rate parameter λ of the degree distribu-
tion (defined in Eq. (D1)) begins by sampling n nodes
X1, X2, . . . , Xn independently and uniformly from the
network. Then, the likelihood of observing the degree
sequence d(X1), d(X2), . . . , d(Xn) is,
P{d(X1), . . . , d(Xn)|λ} =
n∏
i=1
λe−λd(Xi)
following Eq. (D1). Therefore, the log-likelihood for
vanilla MLE of the rate parameter λ is,
Lvanilla(λ) = lnP{d(X1), d(X2), . . . , d(Xn)|λ}
= n ln(λ)− λ
n∑
i=1
d(Xi).
(D2)
Then, by solving ∂Lvanilla∂λ = 0, we get the vanilla MLE of
the rate parameter λ as,
λˆvanilla =
n∑n
i=1 d(Xi)
. (D3)
Next, we present a maximum likelihood estimator for
the exponential distribution that exploits the friendship
paradox.
MLE for exponential degree distribution with
friendship paradox based sampling: Recall (from
Eq. (3)) that the neighbor degree distribution is defined
by qexp(k) ∝ kpexp(k) and its normalizing constant is
given by the mean λ−1 of the degree distribution pexp.
Therefore, the neighbor degree distribution for a network
with an exponential distribution (of the form Eq. (D1))
is given by,
qexp(k) =
kpexp(k)
λ−1
= λ2ke−λk
= Gamma(2, λ).
(D4)
The friendship paradox based maximum likelihood es-
timator for the rate parameter λ begins with sampling
n number of random neighbors Y1, Y2, . . . , Yn from the
network independently. Then, the likelihood of observ-
ing the neighbor degree sequence d(Y1), d(Y2), . . . , d(Yn)
can be written using the neighbor degree distribution in
Eq. (D4) as,
P{d(Y1), . . . , d(Yn)|α} =
n∏
i=1
λ2d(Yi)e
−λd(Yi).
Therefore, the log-likelihood for the rate parameter λ is,
LFP(λ) = lnP{d(Y1), d(Y2), . . . , d(Yn)|λ}
= 2n ln(λ) +
n∑
i=1
ln(d(Yi))− λ
n∑
i=1
d(Yi)
(D5)
Then, by solving ∂LFP∂α = 0, we get the FP based MLE of
the rate parameter λ as,
λˆFP =
2n∑n
i=1 d(Yi)
. (D6)
2. Statistical Analysis of MLEs for Exponential
Degree Distribution
This section presents the statistical analysis (analo-
gous to the results in Sec. III) of the two MLEs for
the exponential degree distribution: vanilla MLE λˆvanilla
in Eq. (D3) and friendship paradox based MLE αˆFP in
Eq. (D6).
a. Comparison of bias and variance for finite sample
size: The following two results characterizes the bias
and variance of the vanilla MLE λˆvanilla and the proposed
friendship paradox based MLE λˆFP under a finite samples
size n <∞.
Theorem 7 (Bias and variance of the vanilla MLE of
exponential degree distribution). The bias and variance
of the vanilla MLE λˆvanilla in Eq. (D3) for sample size n
are given by,
Bias{λˆvanilla} = λ
n− 1 , for n > 1
Var{λˆvanilla} = n
2λ2
(n− 1)2(n− 2) , for n > 2.
(D7)
Proof. Note that
∑n
i=1 d(Xi) (in Eq. (D3)) is a sum of iid
random variables sampled from the exponential distribu-
tion specified in Eq. (D1). Since sum of iid exponential
random variables is a Gamma random variable, it follows
that,
1∑n
i=1 d(Xi)
∼ Inv-Gamma(n, λ) (D8)
and hence,
E
{
1∑n
i=1 d(Xi)
}
=
λ
n− 1 , for n > 1
Var
{
1∑n
i=1 d(Xi)
}
=
λ2
(n− 1)2(n− 2) , n > 2.
(D9)
Then, the result follows from Eq. (D3) and Eq. (D9).
Theorem 8 (Bias and variance of the friendship para-
dox based MLE of exponential degree distribution). The
bias and variance of the friendship paradox based MLE
MLE λˆFP in Eq. (D6) for sample size n are given by,
Bias{λˆFP} = λ
2n− 1 , for n > 1
Var{λˆFP} = 2n
2λ2
(2n− 1)2(n− 1) , for n > 2.
(D10)
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Proof. Note that
∑n
i=1 d(Yi) (in Eq. (D6)) is sum of iid
random variables sampled from the Gamma distribution
in Eq. (D4). Since sum of iid Gamma random variables
is a Gamma random variable, it follows that,
1∑n
i=1 d(Yi)
∼ Inv-Gamma(2n, λ). (D11)
and hence,
E
{
1∑n
i=1 d(Yi)
}
=
λ
2n− 1 , for n > 1
Var
{
1∑n
i=1 d(Yi)
}
=
λ2
(2n− 1)2(2n− 2) , for n > 2.
(D12)
Then, the result follows from Eq. (D6) and Eq. (D12).
The following consequence of Theorem 7 and Theo-
rem 8 shows that the proposed friendship paradox based
MLE λˆFP outperforms vanilla MLE λˆvanilla for any finite
sample size n for exponential degree distributions.
Corollary 9. The bias and variance of the vanilla
MLE λˆvanilla defined in Eq. (D3) and the friendship para-
dox based MLE λˆFP defined in Eq. (D6) satisfy,
Bias{λˆFP} < Bias{λˆvanilla}, for n > 1
Var{λˆFP} < Var{λˆvanilla}, for n > 2.
(D13)
We now turn to the case where the sample size n tends
to infinity.
b. Comparison of the asymptotic properties of the
MLEs: We have the following result (which is analo-
gous to Theorem 5 for the power-law degree distribution)
for the MLEs of rate parameter λ of the exponential de-
gree distribution:
Theorem 10 (Asymptotic unbiasedness and strong con-
sistency of MLEs for exponential degree distribution).
The vanilla MLE λˆvanilla (defined in Eq. (D3) and friend-
ship paradox based MLE λˆFP (defined in Eq. (D6)) are
asymptotically unbiased and strongly consistent i.e. con-
verges to the true rate parameter λ with probability 1 as
the sample size n tends to infinity.
Proof. The proof follows from arguments similar to The-
orem 5.
The following result (analogous to Theorem 6 for the
power-law degree distributions) characterizes the two
Crame`r-Rao Lower Bounds, CRLBvanilla and CRLBFP,
of the two estimates, λˆvanilla and λˆFP.
Theorem 11. The Crame`r-Rao Lower Bounds of the
vanilla MLE λˆvanilla in Eq. (D3) and the friendship para-
dox based MLE λˆFP in Eq. (D6) are given by,
CRLBvanilla(λ) =
λ2
n
CRLBFP(λ) =
λ2
2n
. (D14)
Proof. The proof follows from arguments similar to The-
orem 6.
Summary of results for exponential degree distri-
butions: The analytical results presented in the paper
for power-law degree distributions (in Sec. II and Sec. III)
can be extended to exponential degree distributions as
well. More specifically, the proposed friendship paradox
based MLE λˆFP (defined in Eq. (D6)) outperforms the
vanilla MLE λˆvanilla (defined in Eq. (D3)) in the finite
sample regime (in terms of bias and variance) as well as
the asymptotic regime (in terms of CRLB).
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