Abstract-The 2013 Data Fusion Contest organized by the Data Fusion Technical Committee (DFTC) of the IEEE Geoscience and Remote Sensing Society aimed at investigating the synergistic use of hyperspectral and Light Detection And Ranging (LiDAR) data. The data sets distributed to the participants during the Contest, a hyperspectral imagery and the corresponding LiDAR-derived digital surface model (DSM), were acquired by the NSF-funded Center for Airborne Laser Mapping over the University of Houston campus and its neighboring area in the summer of 2012. This paper highlights the two awarded research contributions, which investigated different approaches for the fusion of hyperspectral and LiDAR data, including a combined unsupervised and supervised classification scheme, and a graph-based method for the fusion of spectral, spatial, and elevation information.
I. INTRODUCTION
N OWADAYS, diverse sensor technologies allow to measure different aspects of objects on the Earth, from spectral characteristics in multispectral and hyperspectral images (HSIs), to height information in Light Detection And Ranging (LiDAR) data, to amplitude and phase in synthetic aperture radar (SAR) systems. Despite the richness of information available, automatic interpretation of remote sensed data is still very difficult.
Individually, the use of hyperspectral imagery and LiDAR data has been an active research focus in the community. The passive sensing of hyperspectral systems can be effective in describing the phenomenology of the observed scene over a continuum of spectral channels, whereas the active sensing of LiDAR systems can be exploited for characterizing topographical information of the scene. Unlike hyperspectral sensing, LiDAR data can be acquired at any time of the day and under different weather conditions. In recent years, various techniques have been developed for effective feature extraction (FE), feature selection, semi-supervised, active learning, and ensemble classification of hyperspectral imagery [1] - [11] . Likewise, the LiDAR community has been very active in developing techniques for extracting features from the raw data for various applications [12] - [15] .
However, it is obvious that no single technology can be always sufficient for reliable image interpretation [16] . For example, hyperspectral imagery should not be used to differentiate objects composed of the same material, such as roofs and roads both made of concrete. On the other hand, LiDAR data alone cannot be used to separate objects with the same elevation, such as roads with the same height but made of asphalt or concrete. The data fusion problem has been addressed in the literature, recommending best-practices about using data from different sources. However, combining too many features may lead to the problem of the curse of dimensionality and excessive computation time [17] . Feature reduction techniques are often used to mitigate such a problem [2] , [16, 18, 19] . In addition, decision fusion, as one type of data fusion, may present difficulties with modeling correlations between the different data sources [20] .
The Data Fusion Technical Committee (DFTC) of the IEEE GeoscienceandRemoteSensingSociety(GRSS)servesasaglobal, multi-disciplinary, network for geospatial data fusion, with the objective of connecting people and resources, educating students and professionals, and promoting the best-practices in data fusion applications. The committee organizes an annual Data Fusion Contest open to the broader community with the goal of encouraging new techniques (and evaluating existing ones) for remote sensing problems using data from different sources [21] - [25] .
The 2013 Data Fusion Contest was designed to investigate the synergistic use of hyperspectral and LiDAR data. More than 900 researchers from universities, national labs, space agencies, and corporations across the globe registered to the Contest, with the data sets being downloaded from a total of 69 different countries (with a large number of registrations from underdeveloped areas), demonstrating the great interest of the community in the DFTC activities. The 2013 Data Fusion Contest consisted of two parallel competitions 1) Best Classification Challenge: to promote innovation in classification algorithms, and to provide objective and fair performance comparisons among state-of-the-art algorithms. For this task, users were asked to submit a classification map of the data using the training samples generated by the DFTC via photo-interpretation. The validation set was kept unknown to the participants. 2) Best Paper Challenge: with the objective of promoting novel synergistic use of hyperspectral and LiDAR data. The deliverable was a 4-page manuscript that addressed the problem, methodology, and results. Participants were encouraged to consider various open problems on multi-sensor data fusion, and to use the provided data set to demonstrate novel and effective approaches to solve these problems. After rigorous review by the Data Fusion Award Committee, two winning submissions were selected (one per challenge), and their authors were awarded IEEE GRSS Certificates of Appreciation during the 2013 IEEE International Geoscience and Remote Sensing Symposium (IGARSS) held in Melbourne, Australia.
This paper highlights the two awarded research contributions. It is organized as follows: Section II addresses a brief literature review on the fusion of hyperspectral and LiDAR data, whereas the data sets are introduced in Section III. The contributions by the two winning teams are then described in detail. Specifically, Section IV describes a two-stream classification framework proposed by Debes, Merentitis, Heremans, Hahn, Frangiadakis, and van Kasteren, in which the hyperspectral and LiDAR data are combined by a parallel process that involves both unsupervised and supervised classification. Section V presents a methodology for the fusion of spectral, spatial, and elevation information by a graph-based approach proposed by Liao, Bellens, Pižurica, Gautama, and Philips. Finally, conclusions and perspectives drawn from this Contest are discussed in Section VI.
II. LITERATURE REVIEW
Due to the increased availability of hyperspectral and LiDAR data taken from the same area, the fusion of these remote sensing data has been of great interest for many practical applications. Elakshe [26] fused hyperspectral and LiDAR data for coastal mapping by using hyperspectral imagery to discriminate road and water pixels, and LiDAR data to detect and create a vector layer of building polygons. In [27] , Swatantrana et al. explored fusion of structural metrics from the LiDAR data and spectral characteristics from the hyperspectral imagery for biomass estimation in the Sierra Nevada. Shimoni et al. [28] used a scorelevel fusion approach for detecting stationary vehicles under shadows, where detection scores from both hyperspectral and LiDAR data are derived separately and combined with a simple sum rule. By fusing LiDAR and hyperspectral data through a physical model, Zhang et al. [29] developed a simple but efficient illumination correction method to remove the direct illumination component of the observed hyperspectral radiance data, and detected objects under shadows.
For mapping-related applications, the approach in [30] explored the joint use of hyperspectral and LiDAR data for the separation of vegetation classes, underlining that LiDAR can be very useful in the separation of shrubs from trees. Lemp and Weidner [31] exploited hyperspectral and LiDAR data for the classification of urban areas, using LiDAR for the segmentation of the scene, and then hyperspectral information for the classification of the resulting regions. In [32] , Mundt et al. fused coregistered LiDAR and hyperspectral data to map sagebrush communities and suggested further use of classified vegetation maps in biomass calculations. Sugumaran and Voss addressed the joint use of hyperspectral and LiDAR data for the identification of tree species in an urban environment [33] , showing the effectiveness of LiDAR in the classification phase. Koetz et al. classified fuel composition from fused LiDAR and hyperspectral bands using Support Vector Machines (SVM) [34] , demonstrating that the classification accuracies from fusion were higher than from either sensor alone. The joint use of hyperspectral and LiDAR remote sensing data for the classification of forests was investigated in [35] , where a novel classification system was proposed to properly integrate multi-sensor information. The approach in [36] merged point cloud LiDAR data and hyperspectral imagery into a single sparse modeling pipeline for subpixel mapping and classification. Naidooa et al. [37] classified eight common savanna tree species in the Greater Kruger National Park region, South Africa, by fusing hyperspectral and LiDAR data in an automated Random Forest modeling approach. The recent work in [38] applied extended morphological attribute profiles (EAPs) [39] to both hyperspectral and LiDAR data for classification tasks, where the EAP features were extracted from both hyperspectral and LiDAR data, and used together with spectral, spatial, and elevation information in a stacked structure. Some limitations in stacking different morphological attributes were discussed by Dalla Mura et al. in [40] .
III. DATA SET
The data sets distributed for the Contest included an HSI, a LiDAR-derived digital surface model (DSM), both at the same spatial resolution (2.5 m), as well as the LiDAR point cloud. The HSI had 144 bands in the 380-1050 nm spectral region. The corresponding co-registered DSM represented the elevation in meters above sea level (per the Geoid 2012 A model). The "las" file of the LiDAR point cloud was also provided. The data sets were acquired by the NSF-funded Center for Airborne Laser Mapping (NCALM) over the University of Houston campus and its neighboring area. The LiDAR data was acquired on June 22, Table I with the corresponding number of samples for both the training and the validation sets. As shown, both land cover and land use classes were considered, including natural objects (e.g., grass, tree, soil, and water), and man-made objects (e.g., road, highway, and railway). Note that the "Parking Lot 1" class included parking garages at ground level and in elevated areas, and "Parking Lot 2" corresponded to parked vehicles. For each class, the size of training and validation sets was made constant (when possible) to include about 200 and 1000 samples, respectively. Fig. 1 shows the HSI, the LiDAR-derived DSM, and the locations of the training and validation samples. It is noteworthy that a large cloud shadow was present during the acquisition of the HSI; as a result, no training samples were selected in this region. However, a significant number of validation samples was collected to test the efficacy of various algorithms in dealing with cloud shadow. As mentioned earlier, the validation set was not distributed to the participants.
IV. TWO-STREAM FUSION FRAMEWORK FOR HYPERSPECTRAL AND LIDAR IMAGERY
This section describes a classification framework for the fusion of hyperspectral and LiDAR data. As shown in Fig. 2 , the unsupervised and supervised classification approaches are run in parallel. The aim of the "Unsupervised Object Detection" module is to extract candidate objects (such as buildings or streets) in an unsupervised fashion. These objects support the "Supervised Classification" module, which consists of two components: "FE" and "classification based on ensemble learning". Successively, the results of the two branches are fused in the "Object-based classification and correction" module to produce the final classification map.
A. Proposed Method 1) Unsupervised Object Detection: Given the registered HSI and the LiDAR-derived elevation map, the first step in the "Unsupervised Object Detection" module is to extract features representing the spatial distribution that is of relevance for object extraction. In the following examples, the vegetation index and elevation were selected as features. For example, pixels that Table I. represent a commercial building would necessarily have low vegetation index values and high elevation.
Each of these features . is segmented to obtain a binary map , with and being the number of features, where a binary "1" denotes the presence of the feature (e.g., "vegetation") and a binary "0" denotes its absence (e.g., "no vegetation"). Neighborhood relations are taken into account by using a Markov Random Field (MRF)-based approach, namely the ICM algorithm [41] , [42] , that iteratively maximizes the posterior as and it has been successfully applied in many applications of remote sensing [43] , [44] .
Successively, the segmented binary maps are merged by multiplying all combinations of the binary maps for their respective counterparts . This yields a total of binary maps containing all the possible combinations. Table II illustrates the case of two features ( ), i.e., a vegetation index derived from the HSI and the elevation information derived from LiDAR data. in this case, the respective segmentation maps and can be fused in four different ways. The obtained binary maps contain contiguous pixels sets that have similar characteristics. These sets are considered as candidate objects in the "Object extraction and selection" module. This step is performed to remove outliers. Three cluster types are discussed in the following as example: 1) Commercial buildings: the combination of "low vegetation" and "high elevation" is considered for this cluster. The selection is based on the object area and solidity (the ratio of the pixel area and the convex hull around the object), as commercial buildings typically have large area occupancy and high solidity. Fig. 3 (a) and (b) illustrates an example of selecting objects according to this rule, where all objects with area smaller than (approximately 480 pixels) and solidity less than 0.75 are removed.
2) Parking lots: the combination of "low vegetation" and "low elevation" is considered for this cluster. In order to remove street pixels, the width of each object is estimated using morphological operations, where all objects with a width smaller than 10 m are discarded. Region growing is applied to the remaining objects to estimate the occupied area . The differences of the farthest and closest positions covered by the object are considered as the length and width of each object, similarly to an axis-aligned bounding box. Based on and , two features are derived, the side aspect ratio and the coverage ratio
The coverage ratio measures the similarity of the size of the bounding box and the area of the object. Since the bounding box can be considered as a completely dense object (i.e., without any gaps), this feature provides information about object density. Finally, the parking lots are filtered by thresholding. In the example, in Fig. 3 (c) and (d), was set to 0.4 to make sure that the object is dense. Further, it was assumed that a parking lot covers an area of at least > (approximately 8 pixels), with the side aspect ratio between 1/3 and 3 to remove long and relatively thin objects such as highway or railway. 3) Streets: the combination of "low vegetation" and "low elevation" is considered for this cluster. From a large number of candidates, a subset of objects is selected by removing the previously found parking lots. This segmentation map is referred to as street segmentation map. The remaining candidate street objects are consequently skeletonized as shown in Fig. 3 (e). Using the Hough transform on the binary skeleton [45] , a selection of Hough lines is retrieved based on the highest Hough peaks. The high Hough peaks corresponding to short line segments are discarded and only the longest line segments are retained.
In the next step, the line segments are grown laterally until the width for which up to 80% of additional pixels in the rectangle are classified as low vegetation and low elevation pixels in the street segmentation map. The result of this operation is shown in Fig. 3 (f). 2) Supervised Classification: The output of the "Unsupervised Object Detection" module is not the final classification map, but rather an initial clustering of candidate objects. The "Supervised classification" represents the right branch of the framework Fig. 2 , and it is composed by the "FE" and "classification based on ensemble learning" steps. The "FE" module applies blind unmixing using Automatic Target Generation Procedure [46] to extract endmembers. In total, 50 basic endmembers are automatically extracted and their abundance maps are used as features for the pixel-based classification.
Since the list of materials identified by the extraction of abundance maps might not be exhaustive (especially in the more challenging shadow-covered part of the image), Minimum Noise Fraction (MNF) transform [47] is also applied on the original spectral bands to preserve the information that might not get extracted from the abundance maps. Moreover, composite features of the hyperspectral data, such as vegetation index and water vapor absorption, are considered, because they are particularly helpful in discriminating vegetation and water bodies, respectively. Finally, the raw LiDAR-derived elevation map and composite topology features (such as gradients) are used to further increase the classification accuracy. It is worth mentioning that the abundance features, when combined with the LiDAR information, are very effective as shown in Fig. 4 , which illustrates the impact of adding LiDAR information to the extracted 50 abundance maps, compared to the case of adding it to the same number of principal components from principal component analysis (PCA). It can be observed that more fine-grained structures and more classes are detectable with the abundance feature-based approach. This may be due to the fact that the abundance features are already noise-segregated. Thus, adding LiDAR data to them provides the type of topologyrelated information required to discriminate corner-cases (e.g., different types of buildings or vegetation). This means abundance features can be used not only for dimensionality reduction [48] , [49] , but also for classification improvement [50] .
When multiple models for classification are available, crossvalidation is often applied. The rationale is that it is possible to assess the predictive power of different models by simply comparing them on data that was not used during the training phase. Instead of trying to find the best model, ensemble methods combine them to achieve better predictive performance than that of any model alone. As a supervised learning technique, an ensemble represents a single hypothesis, but one that is not necessarily contained within the space of the models used in the ensemble. One of the ensemble methods that have gained significant attention in recent years is the Random Forest algorithm, which is based on multiple classification tree instances [51] .
The Random Forest algorithm utilizes both bagging and random attribute subset selection for achieving diversity between weak learners. As indicated by various studies (e.g., [51] - [56] ), Random Forests have emerged as a powerful approach with performance similar to boosting [57] , [58] , SVMs [16] , [59] , [60] , and Neural Networks [61] - [63] . Some of their advantages include low computational cost, inherent support of parallelism, accurate predictions, and the ability to handle a large number of input variables without over-fitting. In the proposed framework, the presence of shadow is detected in a pre-processing step. This information is then used to create two separate Random Forest models, one for the shadow-covered area and the other for the shadow-free area. In addition to the attractive theoretical properties [51] , Random Forest offers the advantage of feature selection capability. This is particularly useful when the training set is very small as in the Contest (approximately, only 0.4% of the total number of pixels were used for training). The reason is that as the volume of the feature space increases, the data becomes increasingly sparse in the space it occupies and this makes it difficult to achieve statistical significance for many learning methods, an aspect of the curse of dimensionality. The random forest "Out of Bag" error was used to automatically evaluate features according to their impact, resulting in 45 features selected for the shadow-free and 55 for the shadow-covered areas. The outcome of the two ensembles and their uncertainties are then synthesized based on the binary shadow index for classification.
3) Object-Based Classification and Correction: The unsupervised branch provides information on the object level, whereas the supervised one provides the required class label. These two streams are combined to achieve object-based classification, allowing to take the spatial context into account. This is achieved by conducting the two steps consecutively: the "object correction", which implements a voting scheme for every object based on class uncertainties, and the "post-classification segmentation", which performs a label reassignment on the pixel level by modeling the classification outcome as an MRF.
Let denote the th pixel of the observed scene with label which can take values C, where C is the set of labels. The outcome of the pixel-based classification is a soft decision, meaning that the class probability distribution is obtained for all . Let O denote the set of pixels in the th object extracted in the unsupervised step. The reassignment of class labels for all objects can be expressed as O O meaning that the average class certainty needs to be maximized for every object. To prevent single-labeling of objects consisting of more than one class, (4) can be conditioned to O > where is the number of pixels in the th object, and is the average acceptable error (set to 10%, in these experiments). In particular, (5) allows objects belonging to more than one class to remain unaltered. This object correction step combined with the Hough transform is referred to as man-made structure (MMS) correction in the remaining of this section.
The object correction step previously described is applied to objects that have significant spatial extent, characteristics similar to streets or buildings, or high confidence [e.g., considering (5)] only. This conservative approach is necessary to ensure that the strict treatment of an object belonging to a single class as executed by (4) should take place only in the case of strong confidence.
Most of the pixels in the image will not be affected by the object correction methodology. For the remaining pixels, the label field resulting from the considered classifier is modeled as an MRF. With and ' denoting the vectorized version of the label field (as outcome of the classifier) and the true (unknown) underlying label field, a MAP approach is considered:
The conditional probability ' can be approximated by the class probability distribution . Equation (6) can be maximized iteratively by the ICM algorithm using a standard Ising model as prior ' . Solving the optimization problem in (6) can effectively manage the tradeoff between the following requirements:
1) A pixel always has to be seen in the context of its neighborhood. Neighboring pixels tend to belong to the same class, which means ' should be maximized. 2) Assume that an appropriate classifier has been trained properly with a discriminative set of features, the classconditional probabilities provide the best indication of the true underlying class, which means ' should be maximized.
B. Results and Discussion
Table III illustrates the classification accuracy per class, the overall accuracy (OA), class average accuracy (AA), and the kappa coefficient ( ) for each of the following cases: 1) pixel-based SVM classification; 2) pixel-based classification using two Random Forests (one for the shadow-covered and one for the shadow-free area); 3) MMS correction, e.g., highway or large buildings; 4) post-classification segmentation. All cases, apart from the pixel-based SVM classification, are applied consecutively on top of the previous step. It is clear that the use of two Random Forests offers a significant boost over the single SVM, since it allows for different tradeoffs of bias-variance decomposition for the shadow-covered and shadow-free areas of the image. More specifically, the Random Forest algorithm can achieve several tradeoffs through the selection of the number of features evaluated in a node split. Therefore, this flexibility allows for a more fine grained decision when the model parameters can be appropriately estimated (e.g., those in the shadow-free parts of the image) and a more coarse decision, but still correct in the important parts, when parameters are more difficult to estimate (e.g., those in the shadow-covered parts of the image). The correction of MMSs offers a dramatic increase in the case of the highway, but the enforced symmetry can also decrease slightly the accuracy of classes such as small residential buildings and parking lots. Finally, post-classification segmentation reduces the presence of outlier pixels in an otherwise homogeneous neighborhood and this improves most of the classes. It is worth mentioning that while none of the classes had 100% accuracy before the final optimization, three classes (soil, tennis court, and running track) achieved the absolute score in the last correction round.
The improvement of using object-based classification (represented in the last two columns of Table III) is depicted in Fig. 5 . The improvement is evident in the areas of highway and railway (since they do not show missing parts), and large buildings (as they are classified with the right label, and not as residential pixels). Finally, Fig. 6 shows the final classification map using two random forests (one for the shadowed area and the other for the remaining image), MMS correction for highways, commercial buildings, and railways, as well as the post-classification segmentation.
V. GRAPH-BASED FEATURE FUSION OF HYPERSPECTRAL AND LIDAR DATA USING MORPHOLOGICAL FEATURES
In this section, a graph-based fusion method is proposed to couple dimensionality reduction and data fusion of spectral information (of the original HSI) and features extracted from morphological operations computed from both hyperspectral and LiDAR data together. First, morphological features are extracted from the first several principal components of the original HSI and LiDAR data. Then, a fusion graph is built where only the dimensional normalized feature points with similar spectral, spatial, and elevation characteristics are connected. Finally, the problem of multi-sensor data fusion is solved by projecting all the features into a low-dimensional subspace, on which neighborhood relationships among data points (i.e., with similar spectral, spatial, and elevation characteristics) in the original space are maintained.
A. Proposed Method 1) Morphological Features: Morphological features are generated using either morphological openings or closings by reconstruction on the image, with a structural element (SE) of predefined size and shape. The morphological profile (MP) with disk SE carries information about the minimum size of objects, whereas directional MP indicates the maximum size of objects [64] - [66] . Opening operations act on bright objects (for LiDAR data, the bright regions are areas with the high elevation, such as the top of a roof) compared with their surroundings, wheras closing operations act on dark (low height in the LiDAR data) objects. Moreover, an opening operation deletes (meaning that the pixels in the object take on the value of their surrounding) bright objects that are smaller than the SE. By increasing the size of the SE and repeating the previous operation, a complete MP is built, carrying information about the size and shape of objects in the image.
The high dimensionality of hyperspectral data, in addition to redundancy within the bands, make the analysis of MPs, if extracted from each band, very challenging. To overcome this problem, FE is first used to reduce the dimensionality of these hyperspectral data, and then morphological processing is applied on each extracted feature band independently. The effect of different FE methods on extracting features from the hyperspectral data to build MPs has been discussed in several studies [38] , [66] . In this paper, PCA was used to reduce the dimensionality of original hyperspectral data, and then the first few extracted PCs were used to generate the MPs, similarly as done in [38] . More specifically, in this section morphological features are generated by applying morphological openings and closings with partial reconstruction [64] - [66] on both LiDAR data and the first two PCs (representing more than 99% of the cumulative variance) of original HSI. The effect of using morphological features with partial reconstruction for classification of remote sensing data has been discussed in [64] - [66] . For disk-shaped SE, MPs with 15 openings and closings (ranging from 1 to 15 with step size increment of 1) are computed for both LiDAR data and the first two PCs of HSI. For linear structuring elements, MPs with 20 openings and closings (ranging from 5 to 100 with step size increment of 5) are constructed for both LiDAR data and the first two PCs of HSI. Figs. 7 and 8 shows the results of MP with partial reconstruction for both LiDAR data and the first PC of HSI in different scales. As the size of the SE increases in openings, it is possible for more bright objects (i.e., objects with high elevation) to disappear in the dark background of LiDAR data. On the other hand, more dark objects disappear in the closings of the first PC of HSI.
2) Feature Dimension Normalization: Different features may have different dimensionalities and characteristics. For example, the original HSI with 144 bands contains the spectral information of the various ground covers, the morphological features of LiDAR data with 70 bands (with 30 bands for disk-based MP and 40 bands for directional MP) carry the elevation information of the same surveyed area, and the morphological features of HSI with 140 bands present the spatial information. Before fusing these features, the input dimension needs to be normalized to reduce the computational cost and the noise throughout the given feature space. An effective way is to use Kernel PCA [67] for dimensionality reduction on each type of features separately, as it is suitable to describe higher-order complex and nonlinear distributions. The normalized dimension of each feature space can be chosen as the smallest dimension of all these features. In this research, it is assumed that the dimension of each feature is already normalized to . 3) Graph-Based Feature Fusion Method: Let , and , where R , R , and R denote the spectral, spatial, and elevation features, respectively, after normalization to the same dimension, respectively. Let and R denote the vector stacked by the spectral, spatial, and altitude features. Finally, let and R denote the fusion features in a low-dimensional feature space with . The goal is to find a transformation matrix R , which can couple dimensionality reduction and feature fusion in a way of ( is a variable, which can set to be , , etc.). The transformation matrix should not only fuse different features in a low-dimensional feature space, but also preserve local neighborhood information and detect the manifold embedded in the original high-dimensional feature space. As discussed in [68] , a reasonable way to find the transformation matrix can be defined as follows:
R where the matrix is the edge of the graph . It can be assumed that the edge (between data point and ) ; if and are "close" and if and are "far apart". The "close" here is defined by finding the nearest neighbors ( NN) of the data point . The NN is determined first by calculating the distance (such as the Euclidean distance) between data point and all the data points, then sorting the distance and determining nearest neighbors based on the th minimum distance.
When the graph is constructed from spectral features [i.e. ], the nearest neighbors (i.e., , ) of the data point indicate the spectral signatures of these NN data points , which are more similar in terms of Euclidean distance. The fusion graph is defined as follows:
where the operator " " denotes element-wise multiplication, i.e., . Note that only if , , and . This means that the stacked data point is "close" to only if all individual feature points ( ) are "close" to . The connected data points and have similar spectral, spatial, and altitude characteristics. If any individual feature point is "far apart" from , then . For example, data points from football fields can belong to the real grass class ( ) or to the synthetic grass class ( ), resulting in similar spatial and altitude information ( , ), but different spectral characteristics ( ). In this sense, the data points are not "close" (i.e., ). When using the constraint in [69] for avoiding degeneracy:
where is a diagonal matrix with and is the identity matrix, it is possible to derive the the constrained solution of (7) which is made of eigenvectors associated with the least eigenvalues of the following generalized eigenvalue problem:
where is the fusion Laplacian matrix.
B. Results and Discussion
The SVM classifier with radial basis function (RBF) [70] kernels was used in the experiments, which is known to overcome the Huges phenomenon and perform well even with a limited number of training samples. SVM with RBF kernels has two parameters: the penalty factor and the RBF kernel width . A grid-search was used on and using fivefold cross-validation to find the best within the given set and the best within the given set . The proposed method was compared to eight alternative techniques: 1) using only the original HSI; 2) using the MPs computed on the first two PCs of original hyperspectral ( ); 3) using the MPs computed on the LiDAR data ( ); 4) stacking morphological features computed from both LiDAR data and the first two PCs of original HSI ( ), similarly as [71] ; 5) stacking all dimensional normalized features (STA); 6) stacking all the features extracted by PCA from each individual features which represents more than 99% of the cumulative variance (PCA); 7) stacking all the features extracted by NWFE [72] from each individual feature, as [16] fused the spectral and spatial information (NWFE); 8) features fused by using the graph constructed by stacked features (LPP) [69] . The number of nearest neighbors is set to 20 for both LPP and the proposed method. The classification results are quantitatively evaluated by measuring the OA, the AA, and the Kappa coefficient on the test samples. Table IV shows the accuracies obtained from the experiments, whereas the classification maps are illustrated in Fig. 9 . It is shown that the objects in the shadow regions are not well classified when using hyperspectral data only or the MPs of hyperspectral data only. Higher accuracies can be achieved in these regions using MPs derived from LiDAR data, as shown for the classes "Commercial" and "Highway" in Table IV (in fact, most test samples of these two classes are in the cloud-covered regions). The elevation features alone do not contain enough information to differentiate objects with the same elevation (e.g., grassy areas and roads on the same flat surface), as shown for the classes "Healthy Grass", "Road", and "Running Track" in Table IV . The overall accuracies are improved once stacking morphological features computed from both LiDAR and hyperspectral data. The proposed feature fusion method performed the best, yielding more than 10%-20% improvement compared to the base results of only using single features, and 3%-5% improvement with respect to the other fusion approaches. The techniques of (6) and (7) are similar to (5) in terms of a stacked architecture. The differences are that each individual feature is represented by different aspects, e.g., the features extracted by PCA represent most of the cumulative variance in the data, while the features extracted by NWFE represent the class discriminant. The cloud-covered regions in the original HSI are not classified well by fusing features in a stacked architecture, and the approaches (5)- (7) produced lower accuracies of "Commercial" than using the MPs of LiDAR only.
The spectral and spatial information of the cloud-covered regions are not related to actual land cover classes. The LiDAR data and its morphological features contain the elevation information of land cover regardless of the illumination condition. When stacking all features together, the element values of different features can be significantly unbalanced, and the information contained by different features may not be equally represented. The same problems occur when using the stacked features to build a graph in the LPP method. As shown, better accuracies can be obtained by considering the proposed method of fusion, and the cloud-covered regions of HSI are better classified.
VI. CONCLUSIONS
This paper summarized the outcome of the 2013 IEEE GRSS Data Fusion Contest, including the contributions of the two winning teams. Section IV describes a two-stream classification framework in which the hyperspectral and LiDAR data are TABLE IV  PERFORMANCE COMPARISON OF THE EIGHT APPROACHES AND THE PROPOSED METHOD combined by a parallel process that involves both unsupervised and supervised classification approaches, and includes a spectral unmixing step. For the Contest data set, the proposed framework produced the highest classification accuracies with a kappa coefficient of 0.940. Section V presented a methodology to fuse spectral, spatial and elevation information in the classification process by a graph-based feature fusion approach. The morphological features with partial reconstruction, which carry the spatial and elevation information, are first generated on both the first PCs of HSI and LiDAR data. Then, a fusion graph was built where only the dimensional normalized feature points with similar spectral, spatial, and elevation characteristics are connected. Finally, all the features are projected into a lowdimensional space where neighborhood relationships among data points (i.e., with similar spectral, spatial, and elevation characteristics) in the high-dimensional feature space are maintained. For the Contest data set, the proposed graph-based framework yielded a classification accuracy of 0.895 in terms of Kappa coefficient. Fig. 10 illustrates the statistics of classification accuracy provided by the various Contest submissions. As shown, about half of the classification results were between 0.700 and 0.800, and very few provided an accuracy greater than 0.900. This may be due to the presence of the large shadowed area and specific land use classes, such as "Parking Lot 1" (that included both ground level and parking garages) and "Parking Lot 2" (that actually corresponded to parked vehicles). Submissions that provided high classification performance often utilized LiDAR data in conjunction with the HSI, particularly to alleviate confusions in areas where the spectral information was not well-posed to provide a good solution (e.g., classes that had similar material compositions but different elevation profiles), and vice-versa.
In future Contests, the number of processing steps, the number of manually tuned parameters, and computational cost may be taken into consideration when evaluating the performance of algorithms. He is an Assistant Professor in the Electrical and Computer Engineering Department, the University of Houston (UH), Houston, TX, USA, and leads the Hyperspectral Image Analysis Group at UH. His group is also affiliated with the Geosensing Systems Engineering Research Center and the National Science Foundation-funded National Center for Airborne Laser Mapping. His research interests include statistical pattern recognition, adaptive signal processing, and kernel methods for medical imaging, optical, and synthetic aperture radar remote sensing. In particular, his current research work involves the use of information fusion techniques for designing robust statistical pattern classification algorithms for hyperspectral remote sensing systems operating under low-signal-to-noise-ratio, mixed pixel, and small-training-samplesize conditions. Dr. His research activities include processing of remote sensing images, data fusion, feature extraction, pattern recognition, and analysis of multi-angular and multitemporal data. His interests include classification and change detection techniques for urban remote sensing applications using very high-spatial resolution optical and/or synthetic aperture radar imagery, with special emphasis on machine learning. He has authored (or co-authored) more than 70 scientific publications including journal papers, book chapters, and peer-reviewed conference proceedings.
Dr. Pacifici is the current Editor of the IEEE GEOSCIENCE AND REMOTE SENSING ENEWSLETTER and serves as Associate Editor for the IEEE JOURNAL OF SELECTED TOPICS IN 
