Abstract Recently, linear codes with few weights have been widely studied, since they have applications in data storage systems, communication systems and consumer electronics. In this paper, we present a class of three-weight and five-weight linear codes over F p , where p is an odd prime and F p denotes a finite field with p elements. The weight distributions of the linear codes constructed in this paper are also settled. Moreover, the linear codes illustrated in the paper may have applications in secret sharing schemes.
Introduction and main results
Let q = p m for an odd prime p and a positive integer m > 2. Denote F q = F p m the finite field with p m elements and F * q = F q \{0} the multiplicative group of F q .
An (n, M ) code C over F p is a subset of F n p of size M . Among all kinds of codes, linear codes are studied the most, since they are easier to describe, encode and decode than nonlinear codes.
A [n, k, d] code C is called linear code over F p if it is a k-dimensional subspace of F n p with minimum (Hamming) distance d. Usually, the vectors in C are called codewords. The (Hamming) weight wt(c) of a codeword c ∈ C is the number of nonzero coordinates in c. The weight enumerator of C is a polynomial defined by
where A i denotes the number of codewords of weight i in C. The weight distribution (A 0 , A 1 , . . . , A n ) of C is of interest in coding theory and a lot of researchers are devoted to determining the weight distribution of specific codes. A code C is called a t-weight code if |{i : A i = 0, 1 ≤ i ≤ n}| = t. For the past decade years, a lot of codes with few weights are constructed [3, 7, 9, 10] . Furthermore, there is much literature on the weight distribution of some special linear codes [1, 3, 5, 7, 13, 14, 21, 22] . Let D = {d 1 , d 2 , . . . , d n } ⊆ F q . A linear code C D of length n over F p is defined by C D = {(Tr(xd 1 ), Tr(xd 2 ), . . . , Tr(xd n )) : x ∈ F q }, where Tr denotes the absolute trace function over F q . The set D is called the defining set of this code C D . This construction was proposed by Ding et al. (see [4, 9] ) and is used to obtain linear codes with few weights [10, 16, 17, 20] .
In this paper, we set D = {x ∈ F * q : Tr(x 2 + x) = 0} = {d 1 , d 2 , . . . , d n }, C D = {c x = (Tr(xd 1 ), Tr(xd 2 ), . . . , Tr(xd n )) : x ∈ F q } (1.1) and determine the weight distribution of the proposed linear codes C D of (1.1). The parameters of the introduced linear codes C D of (1.1) are described in the following theorems. The proofs of the parameters will be presented later. 
linear code with weight distribution in Table 1 ,
Example 2 Let (p, m) = (3, 6) . Table 2 , where 
If m is odd and p | m, then the linear code C D of (1.1) has parameters [p m−1 − 1, m] and weight distribution in Table 3 .
Example 6 Let (p, m) = (3, 3) . Then the corresponding code C D has parameters [8, 3, 4] and weight enumerator 1+6x 4 +6x 5 +8x 6 +6x 7 . This code is almost optimal, since the optimal linear code has parameters [8, 3, 5] . By Table 3 19 . This code is optimal according to the datatables in [11] . Table 5 : The weight distribution of C D , when m = 3 and p ≡ 2 (mod 3).
Preliminaries
In this section, we review some basic notations and results of group characters and present some lemma which are needed for the proof of the main results. An additive character χ of F q is a mapping from F q into the multiplicative group of complex numbers of absolute value 1 with χ(
defines an additive character of F q , and all additive characters can be obtained in this way. Among the additive characters, we have the trivial character χ 0 defined by χ 0 (x) = 1 for all x ∈ F q ; all other characters are called nontrivial.
The character χ 1 in (2.1) will be called the canonical additive character of F q [15] . The orthogonal property of additive characters can be found in [15] and is given as below
Characters of the multiplicative group F * q of F q are called multiplicative character of F q . By Theorem 5.8 in [15] , for each j = 0, 1, . . . , q − 2, the function ψ j with
defines a multiplicative character of F q , where g is a generator of F * q . For j = (q − 1)/2, we have the quadratic character η = ψ (q−1)/2 defined by
In the sequel, we assume that η(0) = 0. We define the quadratic Gauss sum
and the quadratic Gauss sum G = G(η, χ 1 ) over F p by
where η and χ 1 denote the quadratic and canonical character of F p , respectively.
The explicit values of quadratic Gauss sums are given as follows.
Lemma 11 ([15] , Theorem 5.15) Let the symbols be the same as before. Then
Lemma 12 ([9] , Lemma 7) Let the symbols be the same as before. Then
Lemma 13 ([15] , Theorem 5.33) Let χ be a nontrivial additive character of F q , and let
Lemma 14 Let the symbols be the same as before. For y ∈ F * p , we have
Proof It follows from Lemma 13 that
It is obviously that
Consequently,
Using Lemma 12, we get this lemma.
Lemma 15 Let the symbols be the same as before. For b ∈ F * q , let
2. if Tr(b 2 ) = 0 and Tr(b) = 0, we have
3. if Tr(b 2 ) = 0 and Tr(b) = 0, we have
if Tr(b
2 ) = 0 and Tr(b) = 0, we have
Proof We only give the proof of the first part since the remaining parts are similar.
By Lemma 13, we have
Note that in the first part, Tr(b 2 ) = 0 and Tr(b) = 0. Therefore, 
2. if a = 0, we have
Proof We only prove the first statement of this lemma, since the other statements can be similarly proved.
For a ∈ F * p , we have
By Lemma 13, we obtain Then we get 1.
2.
3.
Proof By the definitions, we have
Then the desired results follow from Lemma 16.
Lemma 18 Suppose p ∤ m and let
Proof For c ∈ F * p , set S c = {x ∈ F p : Tr(x) = c and Tr(x 2 ) = c 2 /m}.
By definition, we have
It is straightforward to have that
By Lemma 13, we obtain
Meanwhile,
Hence,
We get
By (2.2) and (2.3), we get this lemma.
Proof of main results
In this section, we will present a class of linear codes with three weights and five weights over F p .
Recall that the defining set considered in this paper is defined by
Let n 0 = |D| + 1. Then For b ∈ F * q , we have
Our task in this section is to calculate n 0 , |N b | and give the proof of the main results.
The first case of three-weight linear codes
In this subsection, suppose 2 | m and p | m. To determine the weight distribution of C D of (1.1), the following lemma is needed. Proof The desired result follows directly from (3.2), Lemmas 11, 14 and 15.
We omit the details.
After the preparations above, we proceed to prove Theorem 1. By Lemma 14, if 2 | m and p | m, we have
Combining (3.1), (3.2) and Lemma 19, we get
By Lemma 19 , we obtain
Then the results in Theorem 1 follow from Lemmas 11 and 17.
The second case of three-weight linear codes
In this subsection, assume 2 | m and p ∤ m. By (3.2), Lemmas 14 and 15, it is easy to get the following lemma.
Lemma 20 Let b ∈ F * q and the symbols be the same as before. Then we have
We are now turning to the proof of Theorem 3. If 2 | m and p ∤ m, by Lemma 14, we have
It follows from (3.1) and Lemma 20 that
By Lemmas 17, 18 and 20, we have
It is easy to check that the minimum distance of the dual code C ⊥ D of C D is equal to 2. By the first two Pless Power Moments( [12] , p. 260) the frequency A wi of w i satisfies the following equations:
where n = p m−1 − p −1 G − 1. A simple calculation leads to the weight distribution of Table 2 . The proof of Theorem 3 is completed.
The first case of 5-weight linear codes
In this subsection, set 2 ∤ m and p | m. By (3.2), Lemmas 14 and 15, we get the following lemma. Solving the system of equations of (3.4) proves the weight distribution of Table 3 .
The second case of five-weight linear codes
In this subsection, put 2 ∤ m and p ∤ m. The last auxiliary result we need is the following.
Lemma 24 Let b ∈ F * q and the symbols be the same as before. Then where A wi denotes the frequency of w i . It can be easily checked that the minimum distance of the dual code C
