We present ellipsoid algorithms for convexly constrained estimation and design problems. The proposed polynomial time algorithms yield both an estimate of the complete set of feasible solutions and a point estimate in the interior. Optimal cutting hyperplanes are derived, and a computationally e cient sequential cut algorithm is proven to provide estimation performance achieving the best existing polynomial time performance bound.
I. Introduction
In this correspondence, we present polynomial time algorithms for computing an approximation of the intersection of arbitrary closed convex sets. Exact estimation of the intersection is an NPhard problem 1]. Therefore, for set estimation we adopt ellipsoids, which are easily computed and can provide inner and outer bounds on the intersection. Further, the center of the approximating ellipse provides, as a byproduct, an estimate of a center for the intersection, in the spirit of Bayesian or minimax estimation. We propose two variants of existing ellipsoid algorithms 2]. First, we de ne the concept of optimal cut provided by a closed and convex set, and provide results to compute the optimal cut. Second, a computationally e cient suboptimal cut algorithm is shown to provide estimation performance achieving the best existing polynomial time performance bound. The proposed algorithms are compared with the method of analytic centers 3, 4] .
Most estimation and design algorithms used in signal processing can be classi ed as point estimation schemes. Typically, these algorithms optimize a performance criterion subject to constraints. An optimality criterion, such as entropy or energy, is often chosen for tractability of the resulting optimization problem. In contrast, the set theoretic approach 5, 6] expresses each desired property of the signal as a convex set constraint and produce a solution in the intersection of these sets, the feasibility set. For example, a constraint set may represent consistency with measured data or prior information. The notion of a unique optimal solution is discarded. The convex set formulation has been fruitfully applied to numerous problems in signal design and restoration 5, 6, 7, 8 , and references therein]. We extend the set theoretic approach to provide not only a feasible solution, but a simple, parametric approximation of the entire set of feasible solutions, and hence a characterization of the tightness of multiple constraints.
II. Polynomial-Time Approximation
Let K 1 ; : : : ; K M represent closed convex subsets of IR n with intersection F referred to as the feasibility set. We assume that at least one set, K 1 , is bounded. Our objective is an algorithm to compute the feasibility set for any nite intersection of arbitrary closed convex sets. Exact representation of an arbitrary convex set is not possible in nite time and memory 17]. Further, the volume of the feasibility set is likewise elusive: in 9] it is shown that there exists no polynomial time algorithm which would compute a number (F) for each convex set F IR n such that (F) vol(F) 1:999 n (F).
Therefore we choose to adopt a parametric approximation of F. Since F is bounded, there exists a unique ellipsoid, E out , of minimal volume which contains F 1]. Further, for every convex set F IR n with nonempty interior, an ellipsoid E in contained in F can be obtained by shrinking E out by 1=n. Moreover, 1=n is the largest factor which provides an inner approximation for all bounded, closed and convex sets. This pair of ellipsoids (E in ; E out ) is called the L owner-John pair for F 10] . Hence the best ellipsoidal estimate of volume that holds for an arbitrary closed convex set is (F) vol(F) n n (F) where (F) = vol(E in ). A pair of ellipsoids, (E w in ; E w out ), is called a weak L owner-John pair for F if E w in F E w out and E w in is obtained from E w out by shrinking by a factor 1= p n(n + 1). In 1], it was shown that a weak L owner-John pair can be computed in polynomial time.
We seek to compute a weak L owner-John pair for F using an implementable polynomial time algorithm. To the best of our knowledge, no polynomial time algorithm computes a pair of ellipsoids which provide a better volume bound than a weak L owner-John pair for every convex set.
III. Two Ellipsoid Algorithms
Ellipsoid algorithms, in general, initialize with an ellipsoid that is guaranteed to contain the bounded feasibility set. Using properties of the convex sets K i , a cut of the approximating ellipsoid is identi ed to obtain a tighter approximation to the feasibility set. The above procedure is continued until the ellipsoid cannot further be reduced in size. Here, we consider arbitrary closed convex sets K i and use supporting halfspaces as cuts. The rst of two proposed algorithms is called the optimal cut algorithm (OCA) and proceeds by computing cuts which maximally reduce the volume at every step. But in many applications, OCA may be too computationally intensive. Consequently, we introduce a second algorithm called the suboptimal cut algorithm (SCA), which uses a suboptimal scheme to select a cut at every step. We compare the algorithms based on the volumes of the resulting ellipsoidal approximations and prove that the SCA performs as well as the OCA.
A. Optimal cuts Figure 1 illustrates the concept of an optimal cut. Let Consider the a ne transformation b x = J ?1 (x ? c) (1) where P = J J T , b x is in the transformed coordinate system, and x is in the original coordinate system. Eqn. 1 maps the ellipsoid E to a unit ball centered at the origin. The quantity in 
The computation of an optimal cut is divided into two cases. In the rst case, the center of the ellipsoid E does not belong to the set K. We prove the existence and the uniqueness of the optimal cut for this case in Proposition 3.2. In the second case, the center of the ellipsoid lies in the set K, and Proposition 3.3 proves existence of the optimal cut. But in this case the optimal cut may not be unique. For proofs of the results, we refer the reader to the appendix.
For the case when the the center of the ellipsoid lies in the convex set K, we de ne q(K) as the minimum norm element in the boundary of the set K q(K) = arg inf x2@K kxk (3) Here, Domain(q) = fK IR n : 0 2 K; K is closed and convexg and Range(q) = IR n . Note that the in mum in Eqn. 3 may be achieved by more than one element in the boundary. In case of multiple solutions, we pick any element from the set of the in mizers and denote it by q(K). Proposition 3.3 Let E be an ellipsoid with center c and de ned by the matrix P > 0. Also The optimal cut algorithm is summarized in Table 1 . However, calculation of the optimal cut at each step may be unacceptably computationally intensive in many applications. On the one hand, use of Proposition 3.2 requires the computation of the projection F 0(0), where F 0 = J k (F ? c k ) and J k J T k = P k is the de ning matrix of the ellipsoid E k with center c k . On the other hand, use of Proposition 3.3 requires the knowledge of @F 0 . For even simple cases, such as the intersection of two non-concentric ellipsoids, @F 0 can be intractable. Lack of closed form expressions for F 0 and @F 0 typically arises for multiple constraint sets of dissimilar form and hence absence of a simple geometric description for the intersection.
To avoid the potential computational bottleneck, we propose a modi ed algorithm using a suboptimal method to select a cut. In most practical cases, the constituent sets K 1 ; K 2 ; : : : ; K M are physically motivated and usually give rise to readily implementable projection operators. Similarly, x 2 @K i is typically easy to verify. The only modi cation is made in step 2 of the OCA. Optimal cuts for each of the individual constraint sets are computed, and the cut which results in maximum volume reduction from the computed cuts is used to obtain an updated ellipsoidal approximation. Note that the alternate method to choose a cut can do no better than the optimal cut for the feasibility set. Thus, the sequential search method is a suboptimal scheme of selecting a cut. The complete suboptimal cut algorithm is shown in Table 2 .
The termination condition at step 3' (or step 3) is evaluated as follows. Let the halfspace chosen at step 2' (or step 2) be given by fx : a T x g. The termination condition is met if a T c k ? p a T P k a < ? 1 n + where 0 < < 1=n is a constant. Figure 2 shows typical steps in the suboptimal cut ellipsoid algorithm (SCA) for M = 2 constraint sets. The gure shows only the optimal cut calculation for set K 1 The gure shows the minimal volume ellipsoid E k+1 which bounds the intersection E k \ b H sub .
C. Analysis of the ellipsoid algorithms
We prove the convergence of the ellipsoid algorithms and provide results pertaining to the volumes of the ellipsoidal approximations obtained. First, we demonstrate that the ellipsoid algorithms converge in a nite number of steps, where the number of steps is bounded by a polynomial in input dimension n. Since the basic structure is the same for the two ellipsoid algorithms, similar convergence analysis holds for each. Additionally, the algorithms are shown to identify empty feasibility sets. Second, we determine the volume bounds provided by the two algorithms and show that an inner approximation to F can be obtained by scaling the outer approximation. Finally, we compare the two variants of the ellipsoid algorithm, OCA and SCA, based on their volume bounds. Lemma 3.4 For the proposed ellipsoid algorithms of Section B.
where F is the bounded feasibility set. Theorem 3.5 Let K 1 ; : : : ; K M be closed and convex subsets of IR n . Also assume that the set K 1 is bounded. Let F = \ M i=1 K i denote the feasibility set. Then the sequence of the ellipsoids fE k g k 0 , generated by the ellipsoid algorithms, terminates in a nite number of steps to an ellipsoid E such that F E. The maximum number of steps, k max , satis es k max 2 n 2 log(2R) ? n log V ; where R is the radius of E 0 and V represents the volume of the feasibility set F. Additionally, the center of E lies in the interior of the set F.
Note that the polynomial bound in Theorem 3.5 depends both on the volume of the initial ellipsoid and the size of the feasibility set. In practice, it is not possible to represent sets with dimensions less than the machine precision. Hence, if a set has a dimension less than the machine precision, it can either be considered empty or a point set.
Corollary 3.6 If F = ;, then the ellipsoid algorithms provide a certi cate of infeasibility (up to the machine precision) in polynomial time.
For the case when the feasibility set is empty, the number of steps to unambiguously decide an empty feasibility set reduces as the distance between two disjoint sets (if any) increases. Essentially, whenever E k \ K i = ;, the updated ellipsoid E k+1 = ; and the SCA terminates.
Next we obtain the inner approximating ellipsoid from E.
Theorem 3.7 Given 0 < < 1=n, let ?1=n + = ?1=n . Also, let E be the limit ellipsoid obtained from the suboptimal cut or optimal cut ellipsoid algorithms. Then the following holds E in = 1 p n(n + 1) E F E where F IR n is the feasibility set.
We call the pair of ellipsoids (E in ; E) a -approximate weak L owner{John pair.
Theorem 3.7 provides a criterion to evaluate the performance of proposed ellipsoid algorithms.
Let X and Y be two algorithms which provide a two-sided approximation of the form (rE; E) for any bounded and closed convex set. For each algorithm, ratio r is xed. We say algorithm X performs better than algorithm Y if r x < r y . In other words, algorithm X provides provably tighter approximations than Y for all bounded, closed and convex sets. With the above criterion for comparing two algorithms, Theorem 3.7 gives the following result as a direct consequence.
Corollary 3.8 The optimal cut algorithm performs no better than the suboptimal cut algorithm in the sense de ned above.
IV. Example
As a benchmark feasibility problem, we consider constrained Laplace inversion with discrete data. We compare the volumes of the ellipsoidal approximations obtained from the ellipsoid algorithm and the method of analytic centers (MAC) 4 . Finally, we choose = 0:0005 for the suboptimal cut algorithm. Table 3 demonstrates the e ect of changing the amplitude constraint, A, and the noise energy constraint, 2 . In the table, we report the outer and inner approximation by listing the radius of a hypersphere which has the same volume as the computed ellipsoidal approximation. For the examples, the SCA provides a better inner approximation than the MAC. Moreover, the scale factor, r, relating inner to outer ellipsoidal approximation is only 94.8 for the SCA, versus 380 for the MAC. On the other hand, the MAC provides a tighter outer approximation than the ellipsoid algorithm in four of ve cases.
The ellipsoidal approximation to the feasibility set can be used as an indicator of tightness of the constraints along speci c dimensions. Let c be the center of the inner ellipse, E in , and c x i (i = 1; : : : ; 20) be the the endpoints of the axes of E in . By projection onto the coordinate basis, these endpoints are used to determine the width of the approximation, E in , along each coordinate dimension. The discretized Laplace operator is ill-conditioned with a numerical rank of 11, which implies that a nine dimensional subspace in the original data space cannot be estimated accurately. As seen in the gure, uncertainity in some dimensions is greater than the others. Note that since E in is an inner approximation, the actual uncertainity is greater than that depicted in 
V. Comparison with Analytic Centers
Although both the ellipsoid methods and the method of analytic centers provide interior points and approximating ellipsoids for the feasibility set, they di er in basic philosophy. The ellipsoid algorithm directly constructs an outer ellipsoidal approximation to a feasibility set. In contrast, the MAC computes the analytic center of the feasibility set and then ts a bounding ellipsoid centered at the analytic center. Thus, the ellipsoid methods start with the objective of estimating a set and also nd a point in the set, whereas the MAC computes a point estimate and then estimates the bounds. This is evident in Table 3 , where r SCA = 94:8 < r MAC = 380. Theorem 3.5 demonstrates that the ellipsoid algorithm is polynomial in the dimension, n, of the input. Likewise, the MAC is polynomial time in n, when required to compute only an -optimal solution 4], i.e., when the analytic center is computed to an accuracy of its true value.
A key obstacle in using interior point algorithms, such as MAC, for general convex sets is the requirement of a feasible initial point, or certi cation of an empty feasibility set. This is an active area of research 13]. In contrast, the proposed ellipsoid algorithm assumes neither availability of an initial feasible solution nor non nullity of the feasibility set. Thus, the ellipsoid algorithm can be used to both detect null feasibility sets and compute a quadratic estimate for the feasibility set. This aspect is important in design applications, where identi cation of inconsistent constraints is crucial.
Both algorithms are computationally intensive. The ellipsoid method su ers from slow convergence, if the size of the feasibility set is small and the dimension n is large. Also, computation of the projection operator and the minimum-norm boundary function is expensive for quadratic convex sets. On the other hand, the MAC requires computation of the Hessian, gradient and the inverse of the Hessian. Additionally, if the number of constraints increases, the sizes of the matrices used in MAC grow linearly with the number of constraints, resulting in a high computational cost.
VI. Conclusion
In this correspondence, we considered convexly constrained estimation and design problems in a set theoretic framework. We presented an ellipsoid algorithm yielding both an estimate of the complete set of feasible solutions and a point estimate in the interior of the feasibility set. Polynomial time convergence and tightness of the ellipsoid approximation were proven. Further, the computationally e cient sequential cut algorithm was shown to provide estimation performance equivalent to the best known polynomial time performance bound. Table 3 : Volume of the feasibility set expressed as the radius of the hypersphere with same volume; ratio of outer radius to inner radius, r SCA = 94:8183 and r MAC = 380.
