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5 The associated family of an elliptic surface and
an application to minimal submanifolds
Marcos Dajczer and Theodoros Vlachos
Abstract
It is well-known that in any codimension a simply connected Euclidean minimal
surface has an associated one-parameter family of minimal isometric deformations.
In this paper, we show that this is just a special case of the associated family to any
simply connected elliptic surface for which all curvature ellipses of a certain order
are circles. We also provide the conditions under which this associated family is
trivial, extending the known result for minimal surfaces. As an application, we
show how the associated family of a minimal Euclidean submanifold of rank two is
determined by the associated family of an elliptic surface clarifying the geometry
around the associated family of these higher dimensional submanifolds.
1 Introduction
It is a well-known fact that a simply connected minimal surface in a space form of any
dimension allows a one-parameter family of isometric minimal deformations, called the
associated family, and that in Euclidean space this family can be parametrically given
by means of the generalized Weierstrass representation; see [16]. In this paper, we show
that this associated family is just a special case of the associated family to an elliptic
surface for which all ellipses of curvature of a certain order are circles. Minimal surfaces
can be seen as those elliptic surfaces for which the ellipse of curvature of order zero is a
circle. Several basic properties of the new associated family are also given, in particular,
we state when the family is trivial. Our second main result is an application of the result
on surfaces to minimal submanifolds, which was our initial motivation and is explained
in the sequel.
Euclidean submanifolds of rank two have been studied in different contexts; see [1],
[7], [8], [11] and [12]. A submanifold having rank two means that the image of the Gauss
map is a surface in the corresponding Grassmannian or, equivalently, that the kernel
of the second fundamental form (relative nullity subspace) has constant codimension
two. The study of the minimal ones is particularly interesting since they belong to the
important class of austere submanifolds introduced in [13]. As a special case, one has the
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ones that carry a Kaehler structure described in [8] by a Weierstrass type representation
in terms of m-isotropic surfaces. A minimal surface is called m-isotropic if all ellipses of
curvature up to order m are circles. In turn, the m-isotropic surfaces can be constructed
by the use of a Weierstrass type representation given in [10] based on results in [6].
It turns that the normal bundle of an elliptic surface splits as the orthogonal sum of a
sequence of plane bundles (except the last one in odd codimension) such that each fiber
contains an ellipse of curvature that is then ordered accordingly; see next section for
details. Euclidean minimal submanifolds of rank two have been parametrically described
in [8] by means of the class of elliptic surfaces for which the curvature ellipses of a certain
order are circles.
To some surprise, it was observed in [9] that any simply connected Euclidean minimal
submanifold of rank two allows an associated family of submanifolds of the same class.
As in the surface case, this family is obtained by rotating the second fundamental form
while keeping fixed the normal bundle and the induced normal connection. This fact,
together with the representation in [8] discussed above, suggests that an elliptic surface
in a space form for which the ellipses of curvature of a certain order are circles should
have some kind of associate family preserving that property, and that was the starting
point of this paper.
There is an abundance of examples of surfaces with circular ellipses of curvature,
specially minimal ones. In particular, there are the surfaces for which all but the last
one ellipse of curvature is a circle. These have been studied in the round sphere [3] and
in hyperbolic space [17] under the name of superconformal. Other interesting examples
are holomorphic curves in the nearly Kaehler sphere S6. The theory of these surfaces
started in [5] and was developed in [2], [14] and [15]. The first ellipse of curvature is
always a circle but there is a class for which second curvature ellipse is not a circle; see
Case 3 of Theorem 6.5 in [14].
For the purpose of this paper, the most important known examples are Lawson’s
surfaces. These are minimal surfaces in spheres that decompose as a direct sum of
elements in the associated family hθ, θ ∈ [0, π), of a minimal surface h in S
3. More
precisely, we consider surfaces in S4n−1 ⊂ R4n given as
f = a1hθ1 ⊕ . . .⊕ anhθn
where 0 ≤ θ1 < · · · < θn < π, the real numbers a1, . . . , an satisfy
∑n
j=1 a
2
j = 1 and ⊕
denotes the orthogonal sum with respect to an orthogonal decomposition of R4n. It has
been checked in [22] that all ellipses of curvature of even order are circles while that the
ones of odd order generically are not. These surfaces are part of Lawson’s conjecture
[19] which asserts that the only non-flat minimal surfaces in spheres that are locally
isometric to minimal surfaces in S3 are Lawson’s surfaces.
Most of what is done in this paper for surfaces can be extended to elliptic submani-
folds of rank two. But in the final section of the paper, we limit ourselves to show how
the associated family of a minimal Euclidean submanifold of rank two is determined
2
by the associated family to an elliptic surface with a circular ellipse of curvature. This
result completely clarifies the geometry around the associated family of these higher
dimensional submanifolds.
Finally, we observe that a key ingredient of our proofs is the classical Burstin-Mayer-
Allendoerfer theory as discussed in Vol. IV of Spivak [20]. Similar to the case of curves,
this theory shows that certain tensors associated to a set of Frenet type equations are a
complete set of invariants for a submanifold of a space form. Among these tensors, one
has the higher order fundamental forms some of which are preserved by our associated
family. We should point out that isometric deformations of submanifolds that also
preserve higher fundamental forms, starting with the second fundamental form, up to a
stated order was somehow considered in [4].
2 Preliminaries
In this section we recall from [20] some basic definitions for submanifolds in space forms,
and from [8] the notions of elliptic surface, ellipse of curvature and polar surface to an
elliptic surface and some of their basic properties, which will be used in the sequel
without further reference.
Let f : Mn → QNc be a substantial isometric immersion of a connected n-dimensional
Riemannian manifold into either the Euclidean space RN (c = 0), the round sphere SN
(c > 0) or the hyperbolic space HN (c < 0) with vector valued second fundamental
form αf and induced Riemannian connection∇
⊥ in the normal bundle NfM . That f is
substantial (called full in [20]) means that the codimension cannot be reduced.
The kth-normal space Nfk (x) of f at x ∈M
n for k ≥ 1 is defined as
N
f
k (x) = span{α
k+1
f (X1, . . . , Xk+1) : X1, . . . , Xk+1 ∈ TxM}.
Thus α2f = αf and for s ≥ 3 the symmetric tensor α
s
f : TM × · · · × TM → NfM , called
the sth-fundamental form, is defined inductively by
αsf (X1, . . . , Xs) =
(
∇⊥Xs . . .∇
⊥
X3
αf(X2, X1)
)⊥
where ( )⊥ denotes taking the projection onto the normal subspace (Nf1 ⊕ . . .⊕N
f
s−2)
⊥.
We always admit that f is regular (called nicely curved in [20]) which means that all
the Nfk ’s have constant dimension for each k and thus form normal subbundles. This
means “geometrically” that at each point the submanifold bends in the same number of
directions. For any submanifold this condition is verified along connected components
of an open dense subset of Mn.
A surface g : L2 → QNc is called elliptic in [8] if there exists a (unique up to a sign)
almost complex structure J : TL→ TL such that the second fundamental form satisfies
αg(X,X) + αg(JX, JX) = 0 for all X ∈ TL.
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Then all the Ngk ’s have dimension two except the last one that is one-dimensional if the
codimension is odd. Therefore, the normal bundle NgL splits as
NgL = N
g
1 ⊕ · · · ⊕N
g
τ ,
where τ is the index of the last subbundle. Thus, the induced bundle g∗TQNc splits as
g∗TQNc = N
g
0 ⊕N
g
1 ⊕ · · · ⊕N
g
τ
where Ng0 = g∗TL. Setting
τ o =
{
τ if N is even
τ − 1 if N is odd,
it turns out that the almost complex structure J on TL induces an almost complex
structure Js on each N
g
s , 1 ≤ s ≤ τ
o, defined by
Jsα
s+1
g (X1, . . . , Xs+1) = α
s+1
g (JX1, . . . , Xs+1).
In the sequel, we denote by πs : g
∗TQNc → N
g
s , 0 ≤ s ≤ τ , the orthogonal projection.
Then, we have for 2 ≤ s ≤ τ o that
Jsπs(∇
⊥
Xξ) = πs(∇
⊥
XJs−1ξ) = πs(∇
⊥
JXξ) if ξ ∈ N
g
s−1 (1)
and
J ts−1πs−1(∇
⊥
Xξ) = πs−1(∇
⊥
XJ
t
sξ) = πs−1(∇
⊥
JXξ) if ξ ∈ N
g
s . (2)
For any ϕ ∈ S1 = [0, π) let Rsϕ : N
g
s → N
g
s , 0 ≤ s ≤ τ
o, denote the map given by
Rsϕ = cosϕI + sinϕJs. (3)
It follows from (1) and (2) that
Rs+1ϕ πs+1(∇
⊥
Xξ) = πs+1(∇
⊥
XR
s
ϕξ) if ξ ∈ N
g
s (4)
and
(Rsϕ)
tπs(∇
⊥
Xξ) = πs(∇
⊥
X(R
s+1
ϕ )
tξ) if ξ ∈ Ngs+1 (5)
for any 1 ≤ s ≤ τ o − 1.
The sth-order curvature ellipse Egs (x) ⊂ N
g
s (x) of g at x ∈ L
2 for 0 ≤ s ≤ τ o is
Egs (x) = {α
s+1
g (Zψ, . . . , Zψ) : Zψ = cosψZ + sinψJZ and ψ ∈ [0, π)},
where we understand that α1 = g∗ and assume that Z ∈ TxL has unit length and satisfies
〈Z, JZ〉 = 0. It follows from the ellipticity condition that such a Z always exists and
that Egs (x) is indeed an ellipse.
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We point out that Eg1 given by the above definition coincides with the standard
definition only if the mean curvature vanishes, in which case the higher order ellipses
also coincide.
By Egℓ being a circle we mean that the curvature ellipse E
g
ℓ (x) is a circle for any
x ∈ L2. A fundamental fact in this paper is that Egs (x) is a circle if and only if Js(x) is
orthogonal. Notice that Eg0 is a circle if and only if g is a minimal surface.
A polar surface to an elliptic surface g : L2 → QN−cc ⊂ R
N (c = 0, 1) is an immersion
defined as follows:
(i) If N − c is odd, then the polar surface h : L2 → SN−11 is the spherical image of a
unit normal field spanning the last one-dimensional normal bundle.
(ii) If N − c is even, then the polar surface h : L2 → RN is any surface such that
Th(x)L = N
g
τ (x) up to parallel identification in R
N .
It is known that in case (ii) any elliptic surface admits locally many polar surfaces.
It turns out that a polar surface to an elliptic surface is necessarily elliptic. Moreover, if
the elliptic surface has a circular ellipse of curvature then its polar surface has the same
property at the “corresponding” normal bundle. In particular, for the polar surface to
an m-isotropic surface the last m+1 ellipses of curvature are circles. Notice that in this
case the polar surface is not necessarily minimal.
3 The results for surfaces
In this section, we state our results on the associated family to an elliptic surface with
circular ellipses of curvature. We assert the existence of the associated family and discuss
when the family is trivial. Then, we state a general result that shows that the families
associated to two consecutive circular ellipses coincide.
Theorem 1. Let g : L2 → QNc , N ≥ 6, be a simply connected substantial elliptic surface
with Egℓ a circle for some 1 ≤ ℓ ≤ τ
o−1. Then there exists an associated one-parameter
family of elliptic surfaces with respect to the same almost complex structure
Gℓ = {gθ : L
2 → QNc : θ ∈ S
1 = [0, π)}
with Egθℓ a circle and such that for each θ ∈ S
1 there exists a vector bundle isometry
φθ : NgL → NgθL that preserves the fundamental forms α
k
gθ
= φθ α
k
g for 2 ≤ k ≤ ℓ + 1
as well as the normal curvature tensor. Moreover, any pair of elements in Gℓ are non-
congruent unless the family is trivial.
By the associate family Gℓ being trivial we mean that it only contains one element,
that is, any gθ is congruent to g in the ambient space. The precise conditions for the
family to be trivial are given by the following result. Notice that for ℓ = 0 the above
associated family corresponds to the standard associated family to a minimal surface.
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Theorem 2. Let g : L2 → QNc , N ≥ 6, be a simply connected substantial elliptic surface
such that Egℓ is a circle for some 0 ≤ ℓ ≤ τ
o − 1. If a pair of surfaces gθ, gθ˜ ∈ Gℓ for
θ 6= θ˜ are congruent, then N is even and the Egs ’s are circles for ℓ ≤ s ≤ τ . Conversely,
if N be even and the Egs ’s are circles for ℓ ≤ s ≤ τ , then the associated family Gℓ is
trivial.
In odd codimension the one-parameter associated family is never trivial. For minimal
surfaces in a special case this was already observed in [18] and [21].
The following is a consequence of the above result and basic properties of polar
surfaces of elliptic surfaces.
Corollary 3. Let g : L2 → QNc , c = 0, 1, be a simply connected substantial elliptic
surface where N is even and Egℓ is a circle for some 0 ≤ ℓ ≤ τ − 1. Then, the associated
family Gℓ is trivial if and only if N is even and g is (locally) a polar surface to an
m-isotropic surface for m = τ − ℓ.
Finally, we prove the following result which shows that if two ellipses of consecutive
order are circles then the associated families coincide.
Theorem 4. Let : L2 → QNc be a simply connected elliptic surface such that the ellipses
Egℓ , E
g
ℓ+r are circles for some 0 ≤ ℓ < ℓ+ r. Then, the following facts are equivalent:
(i) Gℓ ∩Gℓ+r 6= {g}.
(ii) The ellipses Egj are circles for ℓ ≤ j ≤ ℓ+ r.
(iii) Gℓ = Gℓ+r.
For the case of minimal surfaces we thus have the following.
Corollary 5. Let g : L2 → QNc , N ≥ 6, be a simply connected substantial minimal
surface with Egℓ a circle for some 1 ≤ ℓ ≤ τ
o − 1. Then Gℓ = G0 if and only if g is
ℓ-isotropic.
3.1 The compatibility equations
A key ingredient in the proofs are the basic equations from the classical Burstin-Mayer-
Allendoerfer theory discussed in Vol. IV of [20]. They naturally extend the situation
for curves under similar regularity conditions. The main result is that for a regular
submanifold of a space form the tensors determined by the Frenet equations are a
complete set of invariants.
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The Frenet equations for a regular isometric immersion f : Mn → QNc are given by
∇˜Xξ = −A
s
ξX +D
s
Xξ + S
s
Xξ if ξ ∈ N
f
s and X ∈ TxM, s ≥ 1,
in term of the linear maps
As : TM ×Nfs → N
f
s−1 defined by A
s
ξX = −πs−1(∇˜Xξ),
Ds : TM ×Nfs → N
f
s defined by D
s
Xξ = πs(∇
⊥
Xξ),
S
s : TM ×Nfs → N
f
s+1 defined by S
s
Xξ = πs+1(∇
⊥
Xξ),
where ∇˜ is the connection in the induced bundle f ∗(TQNc ) = N
f
0 ⊕NfM and π0 is the
projection onto Nf0 = f∗(TM). Notice that A
1
ξ is the standard Weingarten operator and
that Ds is a connection in Nfs compatible with the metric. An important fact is that
the tensors As and Ss are completely determined by the higher fundamental forms since
S
s
X(α
s+1
f (X1, . . . , Xs+1)) = α
s+2
f (X,X1, . . . , Xs+1)
and
〈AsξX, η〉 = 〈ξ, S
s−1
X η〉 for ξ ∈ N
f
s and η ∈ N
f
s−1. (6)
We briefly summarize the basic results of the theory: Let f, f˜ : Mn → QNc be two
regular isometric immersions. If there are vector bundle isometries φk : N
f
k → N
f˜
k for all
k ≥ 1, which preserve the fundamental forms αk+1 and the induced normal connections
Dk, then there is an isometry τ of QNc such that f˜ = τ ◦ f and φk = τ∗|Nf
k
. Moreover,
there is a set of equations given below, namely, the Generalized Gauss and Codazzi
equations, that relate the higher fundamental forms and the induced connections. It
turns our that the set of connections Dk in Nfk is the unique set for which the higher
order fundamental forms satisfy the Codazzi equations. Furthermore, the Generalized
Gauss and Codazzi equations are the integrability conditions that assure the existence
of an isometric immersion provided all data involved has been provided.
The Generalized Gauss equation.
As+1
Ss
Y
ξX − A
s+1
Ss
X
ξY = D
s
XD
s
Y ξ −D
s
YD
s
Xξ − S
s−1
X A
s
ξY + S
s−1
Y A
s
ξX −D
s
[X,Y ]ξ (7)
for all X, Y ∈ TM and ξ ∈ Nfs .
The Generalized Codazzi equation.
Ds+1X (S
s
Y ξ)−D
s+1
Y (S
s
Xξ) + S
s
XD
s
Y ξ − S
s
YD
s
Xξ − S
s
[X,Y ]ξ = 0 (8)
for all X, Y ∈ TM and ξ ∈ Nfs .
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Using (6) we have that (8) has the equivalent form
DsXA
s+1
ξ Y −D
s
YA
s+1
ξ X + A
s+1
Ds+1
Y
ξ
X − As+1
Ds+1
X
ξ
Y − As+1ξ [X, Y ] = 0 (9)
for all X, Y ∈ TM and ξ ∈ Nfs+1.
We conclude with some useful symmetric equations.
Proposition 6. It holds that
S
s+1
Y S
s
Xξ = S
s+1
X S
s
Y ξ or, equivalently, that A
s−1
As
ξ
XY = A
s−1
As
ξ
YX (10)
for any ξ ∈ Nfs and X, Y ∈ TM .
Proof: To prove the first equation take ξ = αs+1f (X1, . . . , Xs+1) and use the symmetry
of the higher fundamental forms. For the proof of the equivalent second equation take
ξ ∈ Nfs , η ∈ N
f
s−2 and use (6) twice to obtain
〈As−1As
ξ
XY −A
s−1
As
ξ
YX, η〉 = 〈ξ, S
s−1
X S
s−2
Y η − S
s−1
Y S
s−2
X η〉 = 0,
and this concludes the proof.
3.2 The proofs
For a substantial elliptic surface g : L2 → QNc with a circular ellipse of curvature in a
space form we first define a one-parameter family of compatible connections. Hereafter,
we assume that Egℓ is a circle for given 0 ≤ ℓ ≤ τ
o − 1, that is, the almost complex
structure Jℓ (J0 = J) is a vector bundle isometry. Notice that Jℓ is parallel with respect
to the induced connection on Ngℓ by dimension reasons. Thus, for any ϕ ∈ S
1 = [0, π)
the map Rℓϕ : N
g
ℓ → N
g
ℓ defined by (3) is also a parallel isometry, i.e.,
πℓ(∇
⊥
XR
ℓ
ϕξ) = R
ℓ
ϕπℓ(∇
⊥
Xξ). (11)
Let ∇˜θ : TL × g∗TQNc → g
∗TQNc for each θ ∈ S
1 be the map defined by modifying
the induced connection ∇˜ of g∗TQNc as follows:{
πℓ+1(∇˜
θ
Xξ) = πℓ+1(∇˜XR
ℓ
θξ) if ξ ∈ N
g
ℓ
πℓ(∇˜
θ
Xη) = R
ℓ
−θπℓ(∇˜Xη) if η ∈ N
g
ℓ+1,
and ∇˜θ = ∇˜ in all other cases. We also define the map ∇θ : TL×NgL→ NgL by
∇θXξ = ∇˜
θ
Xξ − π0(∇˜
θ
Xξ).
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For ℓ = 0, we have the map αθ : TL× TL→ NgL given by
aθ(X, Y ) = π1(∇˜
θ
Xg∗Y ).
Thus aθ(X, Y ) = αg(JθX, Y ) where Jθ = cos θI + sin θJ . Also ∇
θ = ∇⊥. Then, the
triple (αθ, 〈 , 〉,∇
⊥) satisfies the Gauss, Codazzi and Ricci equations. Therefore, if L is
simply connected if follows from the Fundamental theorem of submanifolds that there
exists an isometric minimal surface gθ : L→ Q
N
c and a parallel vector bundle isometry
φθ : (NgL,∇
θ)→ (NgθL,∇
⊥(gθ))
such that αgθ = φθ αθ. Of course, the family gθ with θ ∈ S
1 is just the standard
associated family of the minimal surface g.
For ℓ ≥ 1, the map ∇θ is obtained modifying the normal connection of g as follows:{
πℓ+1(∇
θ
Xξ) = πℓ+1(∇
⊥
XR
ℓ
θξ) if ξ ∈ N
g
ℓ
πℓ(∇
θ
Xη) = R
ℓ
−θπℓ(∇
⊥
Xη) if η ∈ N
g
ℓ+1,
(12)
and ∇θ = ∇⊥ in all other cases.
Lemma 7. For ℓ ≥ 1 the map ∇θ is a Riemannian connection whose curvature tensor
satisfies Rθ = R⊥.
Proof: Take ξ ∈ Ngℓ and η ∈ N
g
ℓ+1. Then,
∇θXfξ = (πℓ−1 + πℓ)(∇
⊥
Xfξ) + πℓ+1(∇
⊥
XfR
ℓ
θξ) = X(f)ξ + f∇
θ
Xξ (13)
and
∇θXfη = (πℓ+1 + πℓ+2)(∇
⊥
Xfη) +R
ℓ
−θπℓ(∇
⊥
Xfη) = X(f)η + f∇
θ
Xη. (14)
Moreover, we obtain using (11) that
〈∇θXξ, η〉+〈ξ,∇
θ
Xη〉=〈∇
⊥
XR
ℓ
θξ, η〉+〈ξ, R
ℓ
−θ∇
⊥
Xη〉=〈R
ℓ
θ∇
⊥
Xξ, η〉+〈ξ, R
ℓ
−θ∇
⊥
Xη〉 = 0, (15)
and that the connection is Riemannian follows easily from (13), (14) and (15).
The second claim amounts to show that the tensor defined by
R(X, Y )ξ = Rθ(X, Y )ξ − R⊥(X, Y )ξ
vanishes. In the sequel, some of the arguments will just be sketched to avoid writing
rather long but straightforward computations.
We divide the proof in several cases:
Case 1. The case ξ ∈ Ng1 ⊕ · · · ⊕N
g
ℓ−2 ⊕N
g
ℓ+3 ⊕ · · · ⊕N
g
τ is trivial.
9
Case 2. Take ξ ∈ Ngℓ+2. Then,
R(X, Y )ξ = (Rℓ
−θ − I)
(
Aℓ+1
Aℓ+2
ξ
Y
X − Aℓ+1
Aℓ+2
ξ
X
Y
)
,
and the claim follows from (10).
Case 3. Take ξ ∈ Ngℓ+1. Then,
R(X, Y )ξ = Bθ(X, Y )− Bθ(Y,X)−B0(X, Y ) +B0(Y,X) + (I − R
ℓ
−θ)πℓ(∇
⊥
[X,Y ]ξ)
where
Bθ(X, Y ) = R
ℓ
−θπℓ(∇
⊥
Xπℓ+1(∇
⊥
Y ξ)) + πℓ(∇
⊥
XR
ℓ
−θπℓ(∇
⊥
Y ξ)) + πℓ−1(∇
⊥
XR
ℓ
−θπℓ(∇
⊥
Y ξ)).
Observe that (11) can be written as
DℓXR
ℓ
ϕξ = R
ℓ
ϕD
ℓ
Xξ. (16)
We obtain using (10) and (16) that
R(X, Y )ξ = (I − Rℓ
−θ)
(
DℓXA
ℓ+1
ξ Y −D
ℓ
YA
ℓ+1
ξ X + A
ℓ+1
Dℓ+1
Y
ξ
X − Aℓ+1
Dℓ+1
X
ξ
Y − Aℓ+1ξ [X, Y ]
)
+Aℓ
Rℓ
−θ
Aℓ+1
ξ
Y
X −Aℓ
Rℓ
−θ
Aℓ+1
ξ
X
Y.
For η ∈ Ngℓ−1, we have using (6) that
〈Aℓ
Rℓ
−θ
Aℓ+1
ξ
Y
X, η〉 = 〈Aℓ+1ξ Y,R
ℓ
θS
ℓ−1
X η〉 = 〈ξ,S
ℓ
YR
ℓ
θS
ℓ−1
X η〉. (17)
Since RℓθS
ℓ−1
X ξ = S
ℓ−1
X R
ℓ−1
θ ξ from (4), we obtain from (10) that
S
ℓ
YR
ℓ
θS
ℓ−1
X ξ = S
ℓ
XR
ℓ
θS
ℓ−1
Y ξ. (18)
Now the claim follows from (9), (17) and (18).
Case 4. Take ξ ∈ Ngℓ . First assume ℓ ≥ 2. Using (7), (8), (10) and (16) we obtain
Rθ(X, Y )ξ = Sℓ−1Y A
ℓ
ξX − S
ℓ−1
X A
ℓ
ξY − R
ℓ
−θ(S
ℓ−1
Y A
ℓ
Rℓ
θ
ξ
X − Sℓ−1X A
ℓ
Rℓ
θ
ξ
Y ). (19)
On the other hand, it holds that
Rℓϕ(S
ℓ−1
Y A
ℓ
ξX − S
ℓ−1
X A
ℓ
ξY ) = S
ℓ−1
Y A
ℓ
Rℓϕξ
X − Sℓ−1X A
ℓ
Rℓϕξ
Y. (20)
In fact, it follows using (6) that
〈Rℓϕ(S
ℓ−1
Y A
ℓ
ξX − S
ℓ−1
X A
ℓ
ξY ), R
ℓ
ϕδ〉 = 〈A
ℓ
δY,A
ℓ
ξX〉 − 〈A
ℓ
δX,A
ℓ
ξY 〉
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and
〈Sℓ−1Y A
ℓ
Rℓϕξ
X − Sℓ−1X A
ℓ
Rℓϕξ
Y,Rℓϕδ〉 = 〈A
ℓ
Rℓϕδ
Y,AℓRℓϕξX〉 − 〈A
ℓ
Rℓϕδ
X,AℓRℓϕξY 〉.
Since Ngℓ = span{ξ, Jℓξ}, to obtain (20) is suffices to compute the right hand side of
both equations for δ = Jℓξ and observe that they coincide.
We now have from (19) and (20) that Rθ(X, Y )ξ = 0, and this proves the claim since
also R⊥(X, Y )ξ = 0 from the Ricci equation.
For ℓ = 1, we have that
Rθ(X, Y )ξ = Rℓ
−θ
(
αg(X,ARℓ
θ
ξY )− αg(Y,ARℓ
θ
ξX)
)
.
Since ARℓ
θ
ξ = RθAξ, we obtain from the Ricci equation that R
θ(X, Y )ξ = R⊥(X, Y )ξ
and the claim also follows in this case.
Case 5. Take ξ ∈ Ngℓ−1. Then,
R(X, Y )ξ = Bθ(X, Y )− Bθ(Y,X)−B0(X, Y ) +B0(Y,X)
where
Bθ(X, Y ) = πℓ(∇
⊥
Xπℓ−1(∇
⊥
Y ξ)) + πℓ(∇
⊥
Xπℓ(∇
⊥
Y ξ)) + πℓ+1(∇
⊥
XR
ℓ
θπℓ(∇
⊥
Y ξ)).
It follows that
R(X, Y )ξ = (Rℓ
−θ − I)
(
DℓX(S
ℓ−1
Y ξ)−D
ℓ
Y (S
ℓ−1
X ξ) + S
ℓ−1
X D
ℓ−1
Y ξ − S
ℓ−1
Y D
ℓ−1
X ξ − S
ℓ−1
[X,Y ]ξ
)
+SℓXR
ℓ
θS
ℓ−1
Y ξ − S
ℓ
YR
ℓ
θS
ℓ−1
X ξ,
and the claim follows from (8) and (18).
To conclude the proof, we observe that the case τ o = τ − 1 and ξ ∈ Ngτ is included
in the above cases.
Proof of Theorem 1. We argue that the triple (αg, 〈 , 〉,∇
θ) satisfies the Gauss, Codazzi
and Ricci equations. Then, according to the Fundamental theorem of submanifolds
there exists an isometric immersion gθ : L
2 → QNc and a parallel vector bundle isometry
φθ : (NgL,∇
θ)→ (NgθL,∇
⊥(gθ)) (21)
such that αgθ = φθ αg.
The Gauss equation holds since the second fundamental form remains the same. The
Codazzi equation
(∇θXαg)(Y, Z) = (∇
θ
Y αg)(X,Z)
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is trivially satisfied for ℓ ≥ 3 since ∇θαg = ∇
⊥αg. For ℓ = 1, we obtain
(∇θXαg)(Y, Z) = π1((∇
⊥
Xαg)(Y, Z)) + π2((∇
⊥
Xαg)(Y,RθZ))
while for ℓ = 2, we have
(∇θXαg)(Y, Z) = (π1 + π2)((∇
⊥
Xαg)(Y, Z)),
and again the Codazzi equation follows.
The proof that the curvature tensor Rθ of ∇θ satisfies the Ricci equation
Rθ(X, Y )ξ = αg(X,AξY )− αg(Y,AξX)
is a consequence of Lemma 7 above. Finally, the statements on the fundamental forms
is part of Proposition 8 given next.
The following result provides the expressions for the higher fundamental forms of
the associated family gθ in terms of the ones corresponding to g. We observe that this
can be used to give an alternative (but more complicate) definition for the associated
family by means of the version in [20] of the Fundamental theorem of submanifolds as
part of the Burstin-Mayer-Allendoerfer theory.
Proposition 8. Let g : L2 → QNc be a simply connected elliptic surface with E
g
ℓ a circle
for some 1 ≤ ℓ ≤ τ o− 1. Then, up to identification, the higher fundamental forms of gθ
are given by
αsgθ(X1, . . . , Xs)=
{
αsg(X1, . . . , Xs) if 2 ≤ s ≤ ℓ+ 1,
Rs−1θ α
s
g(X1, . . . , Xs) = α
s
g(RθX1, . . . , Xs) if ℓ+ 2 ≤ s ≤ τ
o + 1.
Moreover, if N is odd, then
ατ+1gθ (X1, . . . , Xτ+1) = α
τ+1
g (RθX1, . . . , Xτ+1).
Proof: Since α2gθ = αg, the case 2 ≤ s ≤ ℓ follows easily from the definitions. For the
other cases, we have
αℓ+1gθ (X1, . . . , Xℓ+1) = πℓ(∇
θ
Xℓ+1
αℓgθ(X1, . . . , Xℓ)) = πℓ(∇
θ
Xℓ+1
αℓg(X1, . . . , Xℓ))
= πℓ(∇
⊥
Xℓ+1
αℓg(X1, . . . , Xℓ)) = α
ℓ+1
g (X1, . . . , Xℓ+1)
and
αℓ+2gθ (X1, . . . , Xℓ+2) = πℓ+1(∇
θ
Xℓ+2
αℓ+1gθ (X1, . . . , Xℓ+1))
= πℓ+1(∇
θ
Xℓ+2
αℓ+1g (X1, . . . , Xℓ+1))
= πℓ+1(∇
⊥
Xℓ+2
Rℓθα
ℓ+1
g (X1, . . . , Xℓ+1))
= πℓ+1(∇
⊥
Xℓ+2
αℓ+1g (RθX1, . . . , Xℓ+1))
= αℓ+2g (RθX1, . . . , Xℓ+2)
= Rℓ+1θ α
ℓ+2
g (X1, . . . , Xℓ+2),
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and the remaining of the proof is immediate.
Proof of Theorem 2. Since the case of ℓ = 0 is well-known we argue for ℓ ≥ 1. Suppose
first that the surfaces gθ and gθ˜ in Gℓ are congruent. Without loss of generality, we may
assume that θ˜ = 0. Then, there exists a parallel vector bundle isometry ψ : NgL→ NgθL
such that ψ(Ngs ) = N
gθ
s and α
s
gθ
= ψ αsg for any 2 ≤ s ≤ τ
o. Proposition 8 yields
ψ αsg =
{
αsg if 2 ≤ s ≤ ℓ+ 1,
Rs−1θ α
s
g if ℓ+ 2 ≤ s ≤ τ
o + 1,
and if N is odd then
ψατ+1g (X1, . . . , Xτ+1) = α
τ+1
g (RθX1, . . . , Xτ+1).
Therefore, we have that N is even and
ψ = I on Ng1 ⊕ · · · ⊕N
g
ℓ and ψ = R
s
θ on N
g
s if s ≥ ℓ+ 1. (22)
We conclude that Rsθ is an isometry for s ≥ ℓ+1 and hence Js is an isometry for s ≥ ℓ.
Conversely, suppose that N is even and any Es(g) is a circle for all s ≥ ℓ, or equiva-
lently, that Rsθ is an isometry for s ≥ ℓ. Then ψ : NgL→ NgθL given by (22) is a vector
bundle isometry that preserves the second fundamental form. To conclude the proof it
remains to show that ψ is parallel, i.e., ψ∇⊥Xξ = ∇
θ
Xψξ. For that we distinguish several
cases:
Case 1. The case ξ ∈ Ng1 ⊕ . . .⊕N
g
ℓ−1 is trivial.
Case 2. Assume that ξ ∈ Ngℓ . We have using (4) that
∇θXψξ = ∇
θ
Xξ = (πℓ−1 + πℓ)(∇
⊥
Xξ) + πℓ+1(∇
⊥
XR
ℓ
θξ)
= (πℓ−1 + πℓ)(∇
⊥
Xξ) +R
ℓ+1
θ πℓ+1(∇
⊥
Xξ) = ψ∇
⊥
Xξ.
Case 3. Assume that ξ ∈ Ngℓ+1. We have,
∇θXψξ = ∇
θ
XR
ℓ+1
θ ξ = R
ℓ
−θπℓ(∇
⊥
XR
ℓ+1
θ ξ) + (πℓ+1 + πℓ+2)(∇
⊥
XR
ℓ+1
θ ξ)
and
ψ∇⊥Xξ = πℓ(∇
⊥
Xξ) +R
ℓ+1
θ πℓ+1(∇
⊥
Xξ) +R
ℓ+2
θ πℓ+2(∇
⊥
Xξ).
To obtain equality we observe that (5) yields
Rℓ
−θπℓ(∇
⊥
XR
ℓ+1
θ ξ) = πℓ(∇
⊥
Xξ)
and that the Ngℓ+1 and N
g
ℓ+2 components are equal due to (11) and (4), respectively.
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Case 4. Assume that ξ ∈ Ngs for s ≥ ℓ+ 2. We have,
∇θXψξ = ∇
⊥
XR
s
θξ = (πs−1 + πs + πs+1)(∇
⊥
XR
s
θξ),
ψ∇⊥Xξ = R
s−1
θ πs−1(∇
⊥
Xξ) +R
s
θπs(∇
⊥
Xξ) +R
s+1
θ πs+1(∇
⊥
Xξ),
and equality follows from (4), (5) and (11).
Proof of Corollary 3. The proof follows from Theorem 2 and the fact proved in [8] that
an elliptic surface has circular curvature ellipses from some order on if and only if any
polar surface has circular curvature ellipses up to that order.
Proof of Theorem 4. To see that (i)⇒ (ii) suppose that a surface gθ in Gℓ is congruent
to g˜ω in Gℓ+r. First assume that ℓ ≥ 1, and let
φθ : (NgL,∇
θ,ℓ → (NgθL,∇
⊥(gθ)), σω : (NgL,∇
ω,ℓ+r)→ (Ng˜ωL,∇
⊥(g˜ω))
be the parallel vector bundle isometries given by (21). By assumption, there exists a
parallel bundle isometry
ψ : (NgθL,∇
⊥(gθ))→ (Ng˜ωL,∇
⊥(g˜ω)),
such that αs+1g˜ω = ψ α
s+1
gθ
for any 1 ≤ s ≤ τ − 1. Proposition 8 yields
αs+1g˜ω = σω α
s+1
g
for any 1 ≤ s ≤ ℓ+ r and
αs+1gθ = φθR
s
θ α
s+1
g
for any ℓ+ 1 ≤ s ≤ ℓ+ r. We obtain that σω α
s+1
g = ψ ◦ φθ ◦R
s
θ α
s+1
g , that is,
Rsθ = (ψ ◦ φθ)
−1 ◦ σω
on N sg for ℓ+ 1 ≤ s ≤ ℓ+ r. Since R
s
θ is an isometry for any ℓ+ 1 ≤ s ≤ ℓ+ r, then all
the Egj , ℓ ≤ j ≤ ℓ + r, are circles.
Now assume ℓ = 0 and let φθ : (NgL,∇
⊥) → (NgθL,∇
⊥(gθ)) be the parallel bundle
isometry such that
αs+1gθ = φθ ◦R
s
θ α
s+1
g
for any 1 ≤ s ≤ τ o. Proposition 8 yields αs+1g˜ω = σω α
s+1
g for 1 ≤ s ≤ ℓ+ r. Then,
αs+1g˜ω = σω ◦ (φθ ◦R
s
θ)
−1αs+1gθ .
Since αs+1g˜ω = ψ α
s+1
gθ
we find that Rsθ = (ψ ◦ φθ)
−1 ◦ σω on N
s
g for any 1 ≤ s ≤ ℓ + r.
Hence, all the Egj , 0 ≤ j ≤ ℓ+ r, are circles.
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We show that (ii)⇒ (iii). At first, we assume ℓ = 0 and prove that G0 = Gr. According
to Theorem 1, the second fundamental form of gθ ∈ Gr is given by αgθ = ψθαg. The
second fundamental form of hθ ∈ G0 is given by
αhθ = φθ ◦R
1
θ αg,
where φθ : (NgL,∇
⊥) → (NhθL,∇
⊥(hθ)) is a parallel vector bundle isometry. Hence
αhθ = Tθ αgθ where Tθ : NgθL→ NhθL is the bundle isometry given by
Tθ = φθ ◦R
s
θ ◦ ψ
−1
θ on N
gθ
s if 1 ≤ s ≤ r and Tθ = φθ ◦ ψ
−1
θ on N
gθ
r+1 ⊕ · · · ⊕N
gθ
τ .
We show next that Tθ is parallel, i.e.,
∇⊥XTθξθ = Tθ(∇
⊥
Xξθ) (23)
where ξθ = ψθ ξ and ξ ∈ N
g
s , 1 ≤ s ≤ τ . We need to distinguish several cases:
Case 1. Assume that 1 ≤ s ≤ r − 1. We have that
∇⊥XTθξθ = ∇
⊥
XφθR
s
θξ = φθ(∇
⊥
XR
s
θξ).
Using (4), (5), (11) and (12) we obtain
Tθ(∇
⊥
Xξθ) = Tθ ◦ ψθ(∇
θ,r
X ξ) = Tθ ◦ ψθ(πs−1(∇
θ,r
X ξ) + πs(∇
θ,r
X ξ) + πs+1(∇
θ,r
X ξ))
= Tθ ◦ ψθ(πs−1(∇
⊥
Xξ) + πs(∇
⊥
Xξ) + πs+1(∇
⊥
Xξ))
= φθ ◦R
s−1
θ (πs−1(∇
⊥
Xξ)) + φθ ◦R
s
θ(πs(∇
⊥
Xξ)) + φθ ◦R
s+1
θ (πs+1(∇
⊥
Xξ))
= φθ((R
s−1
−θ )
tπs−1(∇
⊥
Xξ) + πs(∇
⊥
XR
s
θξ) + πs+1(∇
⊥
XR
s
θξ))
= φθ(πs−1(∇
⊥
XR
s
θξ) + πs(∇
⊥
XR
s
θξ) + πs+1(∇
⊥
XR
s
θξ)),
and this proves (23).
Case 2. Assume that s = r. As before, we have
∇⊥XTθξθ = φθ(∇
⊥
XR
r
θξ).
Using (4), (5), (11) and (12) it follows that
Tθ(∇
⊥
Xξθ) = Tθ ◦ ψθ(∇
θ,r
X ξ) = Tθ ◦ ψθ(πr−1(∇
θ,r
X ξ) + πr(∇
θ,r
X ξ) + πr+1(∇
θ,r
X ξ))
= Tθ ◦ ψθ(πr−1(∇
⊥
Xξ) + πr(∇
⊥
Xξ) + πr+1(∇
⊥
XR
r
θξ))
= φθ ◦R
r−1
θ (πr−1(∇
⊥
Xξ)) + φθ ◦R
r
θ(πr(∇
⊥
Xξ)) + φθ(πr+1(∇
⊥
XR
r
θξ))
= φθ((R
r−1
−θ )
tπr−1(∇
⊥
Xξ) + πr(∇
⊥
XR
r
θξ) + πr+1(∇
⊥
XR
r
θξ))
= φθ(πr−1(∇
⊥
XR
r
θξ) + πr(∇
⊥
XR
r
θξ) + πr+1(∇
⊥
XR
r
θξ)),
and this proves (23).
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Case 3. Assume that s = r + 1. We have that
∇⊥XTθξθ = φθ(∇
⊥
Xξ).
On the other hand,
Tθ(∇
⊥
Xξθ) = Tθ ◦ ψθ(∇
θ,r
X ξ) = Tθ ◦ ψθ(πr(∇
θ,r
X ξ) + πr+1(∇
θ,r
X ξ) + πr+2(∇
θ,r
X ξ))
= Tθ ◦ ψθ(R
r
−θπr(∇
⊥
Xξ) + πr+1(∇
⊥
Xξ) + πr+2(∇
⊥
Xξ))
= φθ ◦R
r
θ ◦R
r
−θ(πr(∇
⊥
Xξ)) + φθ(πr+1(∇
⊥
Xξ)) + φθ(πr+2(∇
⊥
Xξ))
= φθ(πr(∇
⊥
Xξ) + πr+1(∇
⊥
Xξ) + πr+2(∇
⊥
Xξ)),
and (23) holds true.
Case 4. Assume that s ≥ r + 2. Then, we have
∇⊥XTθξθ = φθ(∇
⊥
Xξ)
and
Tθ(∇
⊥
Xξθ) = Tθ ◦ ψθ(∇
θ,r
X ξ) = Tθ ◦ ψθ(πs(∇
θ,r
X ξ) + πs+1(∇
θ,r
X ξ) + πs+2(∇
θ,r
X ξ))
= Tθ ◦ ψθ(πs(∇
⊥
Xξ) + πs+1(∇
⊥
Xξ) + πs+2(∇
⊥
Xξ))
= φθ(πs(∇
⊥
Xξ) + πs+1(∇
⊥
Xξ) + πs+2(∇
⊥
Xξ)).
Thus Tθ is parallel and gθ ∈ G0. Hence Gr = G0.
Now assume ℓ ≥ 1. Take gθ ∈ Gℓ, hθ ∈ Gℓ+r and let
φθ : (NgL,∇
θ,ℓ)→ (Ngθ ,∇
⊥(gθ)), ψθ : (NgL,∇
θ,ℓ+r)→ (Nhθ ,∇
⊥(hθ))
be the corresponding parallel isometries given by (21). Then, we have αhθ = S αgθ where
S : (Ngθ ,∇
⊥(gθ))→ (Nhθ ,∇
⊥(hθ)) is the bundle isometry given by
S = ψθ ◦ φ
−1
θ on N
gθ
s if 1 ≤ s ≤ ℓ or s ≥ ℓ+ r + 1
and
S = ψθ ◦R
s
−θ ◦ φ
−1
θ on N
gθ
s if ℓ+ 1 ≤ s ≤ ℓ+ r.
We show next that S is parallel, i.e.,
∇⊥XSξθ = S(∇
⊥
Xξθ) (24)
where ξθ = φθ ξ and ξ ∈ N
g
s , 1 ≤ s ≤ τ . We need to distinguish several cases:
Case 1. Assume that 1 ≤ s ≤ ℓ− 1. Then, we have
∇⊥XSξθ = ∇
⊥
Xψθξ = ψθ(∇
θ,ℓ+r
X ξ) = ψθ(∇
⊥
Xξ). (25)
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We obtain
S(∇⊥Xξθ) = S ◦ φθ(∇
θ,ℓ
X ξ) = S ◦ φθ(πs−1(∇
θ,ℓ
X ξ) + πs(∇
θ,ℓ
X ξ) + πs+1(∇
θ,ℓ
X ξ))
= S ◦ φθ(πs−1(∇
⊥
Xξ) + πs(∇
⊥
Xξ) + πs+1(∇
⊥
Xξ))
= φθ(πs−1(∇
⊥
Xξ) + πs(∇
⊥
Xξ)) + S ◦ φθ ◦ πs+1(∇
θ,ℓ
X ξ)
= ψθ(∇
⊥
Xξ),
and this proves (24).
Case 2. For s = ℓ we see that (25) still holds. Using (4), (5), (11) and (12) we have
S(∇⊥Xξθ) = S ◦ φθ(∇
θ,ℓ
X ξ) = S ◦ φθ(πℓ−1(∇
θ,ℓ
X ξ) + πℓ(∇
θ,ℓ
X ξ) + πℓ+1(∇
θ,ℓ
X ξ))
= ψθ(πℓ−1(∇
⊥
Xξ) + πℓ(∇
⊥
Xξ) +R
ℓ+1
−θ πℓ+1(∇
⊥
XR
ℓ
θξ))
= ψθ(∇
⊥
Xξ),
and this proves (24).
Case 3. Assume that s = ℓ+ 1. Then, we have
∇⊥XSξθ = ∇
⊥
X(ψθR
ℓ+1
−θ ξ) = ψθ(∇
θ,ℓ+r
X R
ℓ+1
−θ ξ)
= ψθ(πℓ(∇
⊥
XR
ℓ+1
−θ ξ) + πℓ+1(∇
⊥
XR
ℓ+1
−θ ξ) + πℓ+2(∇
⊥
XR
ℓ+1
−θ ξ)).
Using (4), (5), (11) and (12) we obtain
S(∇⊥Xξθ) = S ◦ φθ(∇
θ,ℓ
X ξ) = S ◦ φθ(πℓ(∇
θ,ℓ
X ξ) + πℓ+1(∇
θ,ℓ
X ξ) + πℓ+2(∇
θ,ℓ
X ξ))
= ψθ(R
ℓ
−θπℓ(∇
⊥
Xξ) +R
ℓ+1
−θ πℓ+1(∇
⊥
Xξ) +R
ℓ+2
−θ πℓ+2(∇
⊥
Xξ))
= ψθ(πℓ(∇
⊥
XR
ℓ+1
−θ ξ) + πℓ+1(∇
⊥
XR
ℓ+1
−θ ξ) + πℓ+2(∇
⊥
XR
ℓ+2
−θ ξ)),
and this proves (24).
Case 4. Assume that ℓ+ 2 ≤ s ≤ ℓ+ r + 1. Then, we have
∇⊥XSξθ = ∇
⊥
X(ψθR
s
−θξ) = ψθ(∇
θ,ℓ+r
X R
s
−θξ)
= ψθ(πs−1(∇
⊥
XR
s
−θξ) + πs(∇
⊥
XR
s
−θξ) + πs+1(∇
⊥
XR
s
−θξ)).
Using (4), (5), (11) and (12) we deduce that
S(∇⊥Xξθ) = S ◦ φθ(∇
θ,ℓ
X ξ) = S ◦ φθ(πs−1(∇
θ,ℓ
X ξ) + πs(∇
θ,ℓ
X ξ) + πs+1(∇
θ,ℓ
X ξ))
= ψθ(R
s−1
−θ πs−1(∇
⊥
Xξ) +R
s
−θπs(∇
⊥
Xξ) +R
s+1
−θ πs+1(∇
⊥
Xξ))
= ψθ(πs−1(∇
⊥
XR
s
−θξ) + πs(∇
⊥
XR
s
−θξ) + πs+1(∇
⊥
XR
s
−θξ)),
and this proves (24).
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Case 5. Assume that s = ℓ+ r. Then, we have
∇⊥XSξθ = ∇
⊥
X(ψθR
ℓ+r
−θ ξ) = ψθ(∇
θ,ℓ+r
X R
ℓ+r
−θ ξ)
= ψθ(R
ℓ+r−1
−θ πℓ+r−1(∇
⊥
Xξ) + πℓ+r(∇
⊥
XR
ℓ+r
−θ ξ) + πℓ+r+1(∇
⊥
XR
ℓ+r
θ R
ℓ+r
−θ ξ)).
Using (4), (5), (11) and (12) we obtain
S(∇⊥Xξθ) = S ◦ φθ(∇
θ,ℓ
X ξ) = S ◦ φθ(πℓ+r−1(∇
θ,ℓ
X ξ) + πℓ+r(∇
θ,ℓ
X ξ) + πℓ+r+1(∇
θ,ℓ
X ξ))
= ψθ(R
ℓ+r−1
−θ πℓ+r−1(∇
⊥
Xξ) +R
ℓ+r
−θ πℓ+r(∇
⊥
Xξ) + πℓ+r+1(∇
⊥
Xξ)),
and this proves (24).
Case 6. Assume that s = ℓ+ r + 1. Then, we have
∇⊥XSξθ = ∇
⊥
Xψθξ = ψθ(∇
θ,ℓ+r
X ξ)
= ψθ(R
ℓ+r
−θ πℓ+r(∇
⊥
Xξ) + πℓ+r+1(∇
⊥
Xξ) + πℓ+r+2(∇
⊥
Xξ)).
Using (4), (5), (11) and (12) we obtain
S(∇⊥Xξθ) = S ◦ φθ(∇
θ,ℓ
X ξ) = S ◦ φθ(πℓ+r(∇
θ,ℓ
X ξ) + πℓ+r+1(∇
θ,ℓ
X ξ) + πℓ+r+2(∇
θ,ℓ
X ξ))
= ψθ(R
ℓ+r
−θ πℓ+r(∇
⊥
Xξ) + πℓ+r+1(∇
⊥
Xξ) + πℓ+r+2(∇
⊥
Xξ)),
and this proves (24).
Case 7. Assume that s ≥ ℓ+ r + 2. Then, we have
∇⊥XSξθ = ∇
⊥
Xψθξ = ψθ(∇
θ,ℓ+r
X ξ)
= ψθ(πs−1(∇
⊥
Xξ) + πs(∇
⊥
Xξ) + πs+1(∇
⊥
Xξ)).
Using (4), (5), (11) and (12) we obtain
S(∇⊥Xξθ) = S ◦ φθ(∇
θ,ℓ
X ξ) = S ◦ φθ(πs−1(∇
θ,ℓ
X ξ) + πs(∇
θ,ℓ
X ξ) + πs+1(∇
θ,ℓ
X ξ))
= ψθ(πs−1(∇
⊥
Xξ) + πs(∇
⊥
Xξ) + πs+1(∇
⊥
Xξ)),
and this proves (24). Thus S is parallel, and the result follows.
4 Minimal submanifolds of rank 2
Let f : Mn → RN , n ≥ 3, be a submanifold of rank two. This means that the relative
nullity subspaces ∆(x) ⊂ TxM defined by
∆(x) = {X ∈ TxM : αf (X, Y ) = 0 for all Y ∈ TxM}
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form a codimension two subbundle of the tangent bundle. The submanifold is called
elliptic if there exists an almost complex structure J : ∆⊥ → ∆⊥ such that
αf(X,X) + αf(JX, JX) = 0 for all X ∈ ∆
⊥.
Hence f is minimal if and only if J is orthogonal. As in the case of elliptic surfaces, the
normal bundle splits as
NfM = N
f
1 ⊕ · · · ⊕N
f
τ .
It was shown in [8] that everything explained in this paper about polar surfaces to
elliptic surfaces extends to this case. In particular, any elliptic submanifold in case (ii)
admits locally many polar surfaces which turn out to be elliptic surfaces.
Hereafter, we assume that f : Mn → RN is minimal and simply connected of rank
two. For any ϕ ∈ S1 consider the tensor field Rϕ that is the identity on ∆ and the
rotation through ϕ in ∆⊥. It was observed in [9] that the normal valued tensor field
given by
αϕ(X, Y ) = αf (RϕX, Y ),
satisfies the Gauss, Codazzi and Ricci equations with respect to the normal connection
of f . Hence, for each ϕ ∈ S1 there exists a minimal submanifold fϕ : M
n → RN of rank
two that forms the associated family of f .
According to the polar parametrization given in [8, Thm. 10], minimal submanifolds
of rank two can be described parametrically along a subbundle of the normal bundle of
an elliptic surface whose curvature ellipse of a specific order is circular. More precisely,
given an elliptic surface g : L2 → QN−cc , c = 0, 1, with E
g
ℓ for some 1 ≤ ℓ ≤ τ
o − 1 a
circle, consider the map f : Λℓ → R
N defined by
f(δ) = h(x) + δ, δ ∈ Λℓ(x),
where Λℓ = N
g
ℓ+1⊕· · ·⊕N
g
τ and h is any ℓ-cross section to g, is at regular points a minimal
submanifold of rank two with polar surface g. Conversely, any minimal submanifold of
rank two admits locally such a parametrization with g a polar map.
The recursive procedure for the construction of the cross sections [8, Prop. 6] yields
h = cωg + gradω + γ0 + γ1 + · · ·+ γℓ,
where ω is a solution of the linear elliptic differential equation
∆u+ 〈X, gradu〉+ cλu = 0
for suitable X ∈ TL and λ ∈ C∞(L), γ0 is any section in Λℓ, γ1 ∈ N
g
1 is the unique
solution of Aγ1 = Hessω + cωI and γj ∈ N
g
j , 2 ≤ j ≤ ℓ, where L
2 is endowed with the
metric which makes J orthogonal.
Take gθ ∈ Gℓ and the corresponding vector bundle isometry φθ : NgL→ NgθL. Then,
hθ = cωgθ + gradω + φθγ0 + φθγ1 + · · ·+ φθγℓ
is an ℓ-cross section to gθ. With these elements we have the following result.
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Theorem 9. A submanifold in the associated family of a minimal submanifold of rank
two f : Mn → RN can be locally parametrized as
fθ(δ) = hθ(x) + φθδ, δ ∈ Λℓ(x).
Proof: It is easy to check that fθ is isometric to f , has the same normal connection and
its second fundamental form is given by
αfθ(X, Y ) = αf(R−θX, Y ).
In particular, fθ is minimal and thus belongs to the associated family of f .
The above discussion allows us to give an answer to the question of which minimal
submanifolds of rank two have trivial associated family. In fact, this is the case if and
only if the associated family of its polar surfaces is trivial, which is equivalent to the
fact that a (local) bipolar surface to f , i.e., any polar surface to its polar surface, is
m-isotropic.
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