Geometry-of-numbers methods over global fields I: Prehomogeneous vector
  spaces by Bhargava, Manjul et al.
ar
X
iv
:1
51
2.
03
03
5v
1 
 [m
ath
.N
T]
  9
 D
ec
 20
15
Geometry-of-numbers methods over global fields I:
Prehomogeneous vector spaces
Manjul Bhargava, Arul Shankar, and Xiaoheng Wang
December 10, 2015
Abstract
We develop geometry-of-numbers methods to count orbits in prehomogeneous vector spaces
having bounded invariants over any global field. As our primary example, we apply these techniques
to determine, for any base global field F of characteristic not 2, the density of discriminants of
field extensions of degree at most 5 over F .
1 Introduction
In recent years, there have been a number of problems in arithmetic statistics that have been solved
by developing suitable geometry-of-numbers techniques to count integral orbits of a representation
of an algebraic group on a vector space defined over Z. These methods have been applied, e.g., to
determine the densities of discriminants of number field extensions of Q of small degree, to establish
new cases of the Cohen–Lenstra–Martinet heuristics for class groups, to bound the average rank of
elliptic curves over Q, and to show that most hyperelliptic curves over Q have few rational points (see,
e.g., [6, 7], [9]–[23], [35], [38], [40] for these and further examples). The representations that have so far
been the most useful for the purpose fall into two categories, namely, prehomogeneous representations
having one relative invariant, and coregular representations having at least two relative invariants, with
the former parametrizing primarily field extensions and related objects, and the latter parametrizing
primarily algebraic curves together with additional data.
In this series of two articles, our purpose is to to generalize the aforementioned counting
methods from the geometry of numbers so that they may be applied over an arbitrary global number
or function field. In this first article, we concentrate on the case of counting integral orbits in a
prehomogeneous vector space. Our primary application is the determination, when the characteristic
is not 2, of the density of discriminants of field extensions of degree less than or equal to 5 of any given
global field.
Let F denote a global number or function field. A fundamental problem in arithmetic statistics
is to determine the densities of discriminants of field extensions of F having a fixed degree n over F .
The case of n = 2 when F = Q (and the case of n = 1 for all F !) are trivial. When n = 3, even the
case F = Q is highly nontrivial and is a celebrated result of Davenport–Heilbronn [29]. Surprisingly,
even the case n = 2 is nontrivial for more general F and is a result of Datskovsky–Wright [27], who
also settle the case of n = 3 for general global fields F having characteristic not 2 or 3. The cases n = 4
and 5 for F = Q were carried out in [6, 7].
Let L be any field extension of F of finite degree. The norm of the relative discriminant of L
over F is given by the local product
N(Disc(L/F )) :=
∏
p/∈M∞
∏
w|p
|Disc(Lw/Fp)|−1p , (1)
whereM∞ denotes the set of archimedean places of F , | · |p denotes the normalized absolute value at p,
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and Fp and Lw respectively denote the completion of F at p and the completion of L at w. When F
is a function field, M∞ is empty.
Our main theorem determines the number of isomorphism classes of field extensions L of F of
degree at most 5 having bounded relative discriminant:
Theorem 1. For any n = 2, 3, 4 or 5, we let Nn(F,X) denote the number of isomorphism classes
of degree n field extensions L of F weighted by (#Aut(L/F ))−1, whose normal closure over F has full
Galois group Sn, such that the norm of the relative discriminant of L over F is at most X if F is a
number field, and is equal to X if F is a function field. Let q(n, k) denote the number of partitions
of n into at most k parts.
(a) If F is a number field with r1 real embeddings and r2 complex embeddings, then
lim
X→∞
Nn(F,X)
X
=
1
2
Res
s=1
ζF (s)
(
#Sn[2]
n!
)r1( 1
n!
)r2 ∏
p/∈M∞
(
n∑
k=0
q(k, n− k)− q(k − 1, n− k + 1)
N pk
)
.
(2)
(b) If F is a function field with field of constants Fq of characteristic not 2, then
lim
n→∞
Nn(F, q
2n)
q2n
= (log q)Res
s=1
ζF (s)
∏
p
(
n∑
k=0
q(k, n− k)− q(k − 1, n− k + 1)
N pk
)
. (3)
Here Sn[2] denotes the number of elements of order dividing 2 in the symmetric group on n letters.
We remark that the weight (#Aut(L/F ))−1 is equal to 1 for n ≥ 3 and is 1/2 for n = 2. The inclusion
of these weights yields a statement of Theorem 1 that is uniform in n. We note that Theorem 1(a)
proves [5, Conjecture A] for n ≤ 5. We conjecture that both parts of Theorem 1 hold for all n.
For any global field K, one may define its absolute discriminant DK as follows. If K is a
number field, then DK is the absolute value of the discriminant of K viewed as an extension of Q.
If K is the function field of a smooth projective and geometrically connected curve C over Fq, then
DK = q
2g−2 where g is the genus of C. The norm of the relative discriminant of L over F is related to
the absolute discriminants of L and F by the following formula ([31]):
DL/D
[L:F ]
F = N(Disc(L/F )).
Therefore, the version of Theorem 1 where we instead order degree n extensions of F by absolute
discriminant is a trivial consequence of Theorem 1.
We will actually prove much more general versions of Theorem 1. First, we count field exten-
sions of F of degree n satisfying any collection of local conditions at finitely many primes. In fact, we
will even allow for certain collections of local conditions at infinitely many primes. For each prime p
of F , let Σp be a set of isomorphism classes of e´tale algebras of degree n over Fp. We say that the
collection (Σp) is acceptable if, for all but finitely many p, the set Σp contains all e´tale algebras of
degree n over Fp that have squarefree (relative) discriminant over Fp. Then we may asymptotically
count the total number of isomorphism classes of extensions L over F of degree n of bounded relative
discriminant whose local specification lies in (Σp), i.e., L⊗ Fp ∈ Σp for all p.
Theorem 2. Let n = 2, 3, 4, or 5. Let Σ = (Σp) be an acceptable collection of local specifications for
degree n extensions of F . Let Nn,Σ(F,X) denote the number of degree n field extensions L with local
specification in Σ, weighted by (#Aut(L/F ))−1, whose normal closure over F has full Galois group
Sn, such that the norm of the relative S-discriminant of L over F is at most X if F is a number field,
and is equal to X if F is a function field. Suppose the characteristic of F is not 2. Then
lim
X→∞
Nn,Σ(F,X)
X
= cRes
s=1
ζF (s)
∏
p
mp(Σp), (4)
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where the constant c is 12 if F is a number field and log q if F is a function field, and where
mp(Σp) =

Np− 1
Np
∑
K∈Σp
|Disc(K/Fp)|p
#Aut(K/Fp)
if p /∈M∞,
∑
K∈Σp
1
#Aut(K/Fp)
if p ∈M∞.
When F is a function field, X only runs through the possible norms of relative discriminants in the
above limit.
If, for every p, the set Σp consists of all e´tale extensions of degree n of Fp, then the local masses
mp = mp(Σp) have been computed in [5], and Theorem 2 reduces to Theorem 1. Thus Theorem 2
gives an interpretation of the constants appearing in the asymptotics in Theorem 1 in terms of local
masses. Theorem 2 also yields the density of discriminants of degree n extensions having squarefree
discriminant.
We prove a further generalization of Theorem 2. Let Σ denote again any acceptable collection
of local specifications of degree n extensions of F , and let S be any nonempty finite set of places of F
containing M∞. Define the relative S-discriminant DiscS(L/F ) of an extension L of F in the usual
way. Then the norm of DiscS(L/F ) is given by
N(DiscS(L/F )) :=
∏
p/∈S
∏
w|p
|Disc(Lw/Fp)|−1p . (5)
We prove:
Theorem 3. Let n = 2, 3, 4, or 5. Let Σ = (Σp) be an acceptable collection of local specifications
for degree n extensions of F . Let S be a nonempty finite set of places of F containing M∞. Let
Nn,Σ,S(F,X) denote the number of degree n field extensions L with local specifications in Σ, weighted
by (#Aut(L/F ))−1, whose normal closure over F has full Galois group Sn, such that the norm of the
relative S-discriminant of L over F is at most X if F is a number field, and is equal to X if F is a
function field. Suppose the characteristic of F is not 2. Then
lim
X→∞
Nn,Σ,S(F,X)
X
= cRes
s=1
ζF,S(s)
∏
p
mp,S(Σp), (6)
where ζF,S(s) =
∏
p/∈S(1 − (Np)−s)−1 is the partial zeta function and the constant c is 12 if F is a
number field and log q if F is a function field, and where
mp,S(Σp) =

Np− 1
Np
∑
K∈Σp
|Disc(K/Fp)|p
#Aut(K/Fp)
if p /∈ S,
∑
K∈Σp
1
#Aut(K/Fp)
if p ∈ S.
When F is a function field, X only runs through the possible norms of relative S-discriminants in the
above limit.
We will use Theorem 3 to prove Theorem 2 (and hence Theorem 1). When F is a number field
and S = M∞, Theorem 3 reduces to Theorem 2. When F is the function field of a smooth projective
and geometrically connected curve C over Fq, we set S to be any nonempty finite set of closed points
and use Theorem 3 to count the number of degree n extensions L, or equivalently, degree n covers
C′ of C, having a fixed genus and prescribed splitting/ramification behavior at the chosen points; we
then sum over all the possible splitting/ramification behaviors at these points to obtain Theorem 2.
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Theorem 3, with S = {2} ∪M∞, also allows a new, clean proof of Theorems 1 and 2 via geometry of
numbers when F is a number field and n = 2.
Let OS denote the ring of S-integers in F . In the case of function fields, OS is the ring of
regular functions on the affine curve obtained by removing the closed points in S. For any degree
n extension L of F , the integral closure OL,S of OS in L is a projective module over OS of rank
n. The structure theory of projective modules over a Dedekind domain [33, Theorem 1.6] says that
OL,S ≃ On−1S × I as OS-modules for some fractional ideal I of OS . The ideal class of I is called the
S-Steinitz class of L. As a byproduct of the proofs of Theorems 1 and 3, we obtain the following
equidistribution result.
Theorem 4. Let F be a global field of characteristic not 2. Let S be a nonempty finite set places of
F containing M∞. For any n = 2, 3, 4 or 5, the S-Steinitz classes of degree n field extensions of F ,
whose normal closure has full Galois group Sn, are equidistributed in the class group of OS.
The result above was proven in the cases n = 2 or 3 and S =M∞ by Kable and Wright [32].
Our proofs of these results extend the geometry-of-numbers techniques developed in [29, 6, 7]
so that they may be applied over arbitrary global fields. More precisely, we consider prehomogeneous
representations Vn of split (over Z) reductive groups Gn for 2 ≤ n ≤ 5 such that the Gn(F )-orbits of
Vn(F ) of nonzero discriminant parametrize degree n e´tale extensions of F . These representations first
arose in a unified context in the work of Sato–Kimura [36], and the connection with field extensions
was first studied systematically in the work of Wright–Yukie [43]. The integral orbits of these represen-
tations were classified in [30, 2, 3], and the rational orbits were then counted using this classification
of integral orbits via suitable geometry-of-numbers arguments, in [29, 6, 7]. In this paper, it is these
latter parametrization and counting methods that we aim to extend to general base fields.
One key difference in working over an arbitarary global field F rather than Q is that it is
no longer sufficient to consider just the S-integral orbits Gn(OS)\Vn(OS). Instead, we must consider
for each ideal class β of OS , orbits Γβ\Lmaxβ where Γβ is a subgroup of Gn(F ) commensurable with
Gn(OS) and Lmaxβ is a Γβ-invariant subset of an additive subgroup Lβ of Vn(F ) commensurable with
Vn(OS). The subset Lmaxβ of Lβ is defined by congruence conditions at every prime p of OS . These
Γβ-orbits in Lmaxβ are then shown to correspond to Sn-extensions whose S-Steinitz class is β.
To count the number of Γβ-orbits in Lβ , we view Lβ as a lattice in Vn(FS) where FS =
∏
p∈S Fp.
We construct a fundamental domain R for the action of Γβ on Vn(FS), so that the set of Lβ-points
in this fundamental domain will be in bijection with the set of Γβ-orbits in Lβ . We then wish to
obtain asymptotics for the number of these orbits of bounded size by computing the volume of the
subset of the fundamental domain of bounded size. This is much easier when the relevant subset of
the fundamental domain is bounded, which is true only in the case n = 2. When n = 3, 4, 5, the
fundamental domains contain cusps that go off to infinity and we show that the number of points in
these cusps corresponding to Sn-extensions of F is negligible. When n = 3, it turns out no points in
the cusp region correspond to Sn-extensions. When n = 4, there are two cuspidal regions that contain
points corresponding to Sn-extensions, and when n = 5, there are hundreds of such cusps! We will
reduce this cusp analysis to the verification of certain combinatorial conditions on the characters of the
maximal torus of the derived subgroup of Gn that we prove hold over a general global field if and only
if they hold over Q (using the fact that Gn is split over Q). Since these conditions have been checked
over Q in [29, 6, 7], it follows that these conditions hold over arbitrary global fields.
To obtain the number of Γβ-orbits in Lmaxβ from the number of Γβ-orbits in Lβ , we impose
congruence conditions at every prime ideal p of OS by multiplying together density functions at each p.
Since an infinite number of conditions are imposed, a uniformity estimate on the error term is required.
For n = 2, this is elementary. For n = 3, 4, 5, such a uniformity estimate over Q has been established
in [8] and, as we will see, only some mild modifications are required to generalize this estimate to
arbitrary global fields.
Finally, we must compute the volumes of some subsets of Vn(FS) and Vn(Fp) for p /∈ S. We use
a Jacobian change of variable formula to transfer these volume computations to Gn. Once we multiply
all the local volumes together and sum over the S-Steinitz classes, we find that we obtain essentially
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the Tamagawa number of Gn, which in all our cases turns out to be 1. This completes the proof of
Theorem 3, and thus also of Theorems 1 and 2.
This article is organized as follows. In Section 2, we set up some notations, recall the formula
for the local masses mp, and the definition of the Tamagawa number of a reductive group over a
global field. In Section 3, we give the representations (Gn, Vn) for n = 2, 3, 4, 5 and describe the
parametrization of Sn-extensions via rational orbits and S-integral orbits. In Section 4, we count the
number of S-integral orbits and carry out the cusp analysis as described above. In Section 5, we
impose the necessary congruence conditions and prove the corresponding uniformity estimates needed
to sieve. In Section 6, we specialize to the congruence conditions required for counting field extensions.
In Section 7, we then perform the corresponding local volume computations in terms of the Tamagawa
number of the group and the local masses. In Section 8, we then combine together the results of the
previous sections to prove our main theorems.
We note that our methods may be applied to many other counting problems as well. For
example, they may be used to study the 3-torsion in the S-class groups of orders in quadratic extensions
of any base field, as well as the 2-torsion in the S-class groups of orders in cubic extensions, thus proving
new cases of the Cohen–Lenstra–Martinet heuristics for class groups. Finally, the counting methods
can eventually be extended to representations over F having more than one invariant, leading, e.g., to
a proof of the boundedness of the average rank of elliptic curves over an arbitrary global field F and
related results for average Selmer group sizes and curves of higher genus. These directions and the
corresponding requisite extensions of the methods will be discussed in the second article of this series.
2 Preliminaries
2.1 Notations
Throughout this paper, F is a fixed global field of characteristic not 2. That is, F is either a number
field or the field of rational functions of a smooth projective and geometrically connected algebraic
curve C over Fq where q is not a power of 2.
For every place p of F , denote by Fp the completion of F at p. When p is nonarchimedean,
denote by Op and k(p) the ring of integers and the residue field at p respectively. Let Np = |k(p)|
denote the norm of p. For any a ∈ Fp, define its p-adic norm by |a|p = (Np)−p(a) where p(a) denotes
the p-adic valuation of a. Since every fractional ideal I of Op is generated by an element a ∈ Fp
unique up to O×p , we define |I|p to be |a|p. Note that this is the inverse of the ideal norm. When F
is a number field and p is archimedean, we denote by | · |∞ the usual absolute value on R and define
|a|p = |NFp/R(a)|∞ for any a ∈ Fp. Then for any a ∈ F×, we have the product formula
∏
p |a|p = 1.
Let A denote the ring of adeles of F . For any adele a = (ap), we write |a| for the product∏
p |ap|p. For any finite set S of places containing M∞, let AS denote the ring of S-adeles of F , that
is, AS is the restricted direct product of Fp for p /∈ S. Denote by FS the product
∏
p∈S Fp. We embed
AS and FS in A by setting all other coordinates to 1, and continue to write | · | for the restrictions of | · |
on A. On FS , | · | is also called the S-norm. For any S-adele a = (ap), we write (a) for the fractional
ideal of OS such that (a)⊗Op = apOp for every p /∈ S. For any fractional ideal I of OS , let |I| denote
the product of |I ⊗Op|p as p runs through places not in S. Then |(a)| = |a| for any a ∈ AS .
2.2 The local masses mp
For any p /∈ S, the local massesmp(Σp), in the case that Σ is the set of all degree n separable extensions
of F that are totally ramified at p, was computed in [37, Theorem 1]. When Fp = Qp and Σ consists
of all degree n extensions with no local restrictions, the corresponding full mass mp = mp(Σp) was
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computed in [5, Theorem 1.1]. The methods apply to general nonarchimedean local fields Fp to give
Np
Np− 1mp =
∑
[K:Fp]=n
Ke´tale
|Disc(K/Fp)|p
#Aut(K/Fp)
=
n−1∑
k=0
q(k, n− k)
(Np)k
. (7)
When Fp = R, we have ([5, Proposition 2.4])
mp =
∑
[K:R]=n
Ke´tale
1
#Aut(K/R)
=
#Sn[2]
n!
. (8)
When Fp = C, a degree n e´tale extension of C can only be C
n and so we have
mp =
∑
[K:C]=n
Ke´tale
1
#Aut(K/C)
=
1
n!
. (9)
2.3 Tamagawa number of a reductive group over F
In this section, we first recall the definition of the Tamagawa number of a reductive group G over a
global field F where the (global) character group has rank 1. See [34] for the definition in more general
cases.
Let ωG denote a top degree left-invariant differential form on G defined over F . For every place
p, write ωG,p for the associated Haar measure on G(Fp). Let S be a nonempty finite set containing all
the archimedean places. Then the Tamagawa measure τG of G(A) is defined by
τG =
D
− dimG2
F
Res
s=1
ζS(s)
∏
p/∈S
Np
Np− 1ωG,p
∏
p∈S
ωG,p.
We note that this measure is independent of the choice of S. Let χ denote a basis element for the
character group. Let G(A)1 denote the subgroup of G(A) consisting of elements g such that |χ(g)| = 1.
The Tamagawa number of G is defined to be the volume of G(F )\G(A)1 with respect to a Haar measure
τ1G on G(A)
1 defined as follows.
When F is a number field, there is an embedding of R+ in G(A) sending each λ ∈ R+ to
the adele ι(λ) so that |χ(g(λ))| = λ and that via this embedding, one may write G(A) as a Cartesian
product G(A) ≃ G(A)1 × R+. Then τ1G is the Haar measure of G(A)1 such that
τG = τ
1
G × d×λ
where d×λ = dλ/λ is the usual multiplicative measure on R+.
When F is a function field with field of constants Fq, G(A)
1 is an open subgroup of G(A) and
τ1G is the Haar measure on G(A)
1 defined by
τ1G =
τG|G(A)1
log q
.
It is known that the Tamagawa number of a reductive group over F whose derived group is a
product of SLk’s is 1 ([34, Theorem 5.3]).
3 Parametrization of quadratic, cubic, quartic, and quintic ex-
tensions of a fixed global field
Let F be a fixed global field. Our goal in this section is to parametrize quadratic, cubic, quartic, and
quintic extensions of F in terms of certain orbits of prehomogeneous representations. For n = 2, 3, 4,
and 5, we define the prehomogeneous representations (Gn, Vn) as in Table 1.
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n Gn Vn Action
2 Gm Ga g · v := g2v
3 GL2 Sym
3(2) g · f(x, y) := det(g)−1f((x, y) · g)
4 GL2×GL3 /{(λ2, λ−1)} 2⊗ Sym2(3) (g2, g3) · (A,B) := (g3Agt3, g3Bgt3)gt2
5 GL4×GL5 /{(λ2, λ−1)} 4⊗ ∧2(5) (g4, g5) · (A,B,C,D) := (g5Agt5, g5Bgt5, g5Cgt5, g5Dgt5)gt4
Table 1: Prehomogeneous representations parametrizing degree n extensions
In Table 1, λ ∈ GLk denotes the element in the center of GLk with λ’s on the diagonal. In the cases
n = 4 and 5, the actions listed are the actions of GL2×GL3 and GL4×GL5, respectively, on Vn. It
is easy to check that the subgroup {(λ2, λ−1)} of Gn acts trivially, and thus the action descends to an
action of Gn of Vn. Each of these groupsGn are reductive whose (global) character group Hom(Gn,Gm)
has rank 1. Let χ be a generator of Hom(Gn,Gm). Then χ is unique up to inversion and for n = 2, 3,
4, and 5, we may take χ to respectively be
χ(g) = g,
χ(g) = det(g),
χ(g2, g3) = det(g2)
3 det(g3)
4,
χ(g4, g5) = det(g4)
5 det(g5)
8.
(10)
The representations (Gn, Vn) are prehomogeneous, that is, the action of Gn(C) on Vn(C) con-
sists of a single open orbit (in the Zariski topology); see [36]. It follows that for each n, the ring of
relative invariants for the representation Vn of Gn is generated by a single element which we refer to
as the discriminant and denote by ∆ = ∆n. The condition of being a relative invariant means that
∆n(g · v) = χ(g)k∆n(v) for g ∈ Gn(C) and v ∈ Vn(C) for k independent of g and v. It is easy to check
that k = 2 in all our cases.
For any v ∈ Ga, we have ∆2(v) = v. For any binary cubic form ax3 + bx2y + cxy2 + dy3 ∈
Sym3(2), we have
∆3(ax
3 + bx2y + cxy2 + dy3) = b2c2 − 4ac3 − 4b3d− 27a2d2 + 18abcd.
For any pair of 3× 3 symmetric matrices
(A,B) =
 a11 12a12 12a131
2a12 a22
1
2a23
1
2a13
1
2a23 a33
 ,
 b11 12b12 12b131
2b12 b22
1
2b23
1
2b13
1
2b23 b33
 ,
we have
∆4(A,B) = ∆3(4 det(Ax−By)).
The polynomial ∆5 is homogeneous in the coordinates of 5× 5 alternating matrices A,B,C,D of total
degree 40.
The reason why the representations in Table 1 are particularly interesting is due to the following
parametrization theorem.
Theorem 5. Suppose R is a ring. Then there is a map θR from the set of Gn(R)-orbits on Vn(R) to
the set of rings of rank n over R. This map has the following properties:
(a) When R is a PID, θR is a surjection and is a bijection when restricted to the preimages of
maximal rank n rings over R. Furthermore if v ∈ Vn(R) with θR(v) maximal, then
Aut(θR(v)/R) ∼= StabGn(R)(v),
where Aut(θR(v)/R) denotes the group of automorphisms of θR(v) fixing R, and where for sim-
plicity we write θR(v) for θR(Gn(R)v).
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(b) When R is a Dedekind domain and n = 2, we have for any v ∈ Vn(R),
Disc(θR(v)/R)⊗R
[1
2
]
= (∆n(v)) ⊗R
[1
2
]
.
(c) When R is a Dedekind domain and n > 2, we have for any v ∈ Vn(R),
Disc(θR(v)/R) = (∆n(v)).
Here a ring RL of rank n over R is integral over R and so we say it is maximal if it is not
strictly contained in any other rank n ring over R. In particular, since every e´tale ring of rank n over a
field is maximal, we have the following particular case of Theorem 5 for the parametrization of degree
n fields, which was the main theorem of Wright–Yukie [43]:
Theorem 6. Let K be a field. There is a bijection θK between the set of Gn(K)-orbits on Vn(K)
having nonzero discriminant and the set of e´tale degree n extensions of K. For any v ∈ Vn(K), we
have
Aut(θK(v)/K) ∼= StabGn(K)(v).
Proof of Theorem 5. The set of Gn(Z)-orbits of a vector v ∈ Vn(Z) have been determined in [30, 2, 3, 4]
by explicitly writing down multiplication tables for a corresponding ring of rank n over Z and for its
resolvent ring. The same multiplication tables define in general rings of rank n over R and its resolvent
ring, for any v ∈ Vn(R), and agree with the construction of Wright–Yukie [43] in Theorem 6 when R
is a field. Forgetting about the resolvent ring gives our map θR. When R is a PID, maximal rank n
rings over R have unique resolvent rings ([30, §15], [3, Corollary 5], and [4, Corollary 3]). Hence θR,
when restricted to the preimages of maximal rings, is a bijection.
Next we consider the stabilizer statement. Suppose R is a PID with field of fractions K. From
the construction of the multiplication table on Rn corresponding to some v ∈ Vn(R), we obtain an
injective map αR : Aut(θR(v)/R)→ StabGn(R)(v).When θR(v) is maximal, there is a bijection between
Aut(θR(v)/R) and Aut(θK(v)/K). Hence it suffices to show αR is a bijection when R is a field, which
is the theorem of of Wright–Yukie [43].
For the discriminant statement when n > 2, from the multiplication table we see that for any
Dedekind domain R and any v ∈ Vn(R), Disc(θR(v)/R) is the ideal of R generated by a polynomial
∆˜n(v) in the coordinates of v. Moreover, for any g ∈ Gn(R), one has ∆˜n(g.v) = χ(g)2∆˜n(v). Hence
∆˜n is a constant multiple of ∆n. Computing both at a particular v shows that this constant is a unit.
The discriminant statement when n = 2 is clear. 
We would like to describe a degree n extension L of F integrally. By Corollary 6, there exists an
element v ∈ Vn(F ) unique up to the action of Gn(F ) such that θF (v) = L. Let S be a fixed nonempty
finite set of places containing M∞. For any place p /∈ S, let OL,p denote the integral closure of Op in
L and let vp be an element of Vn(Op) unique up to the action of Gn(Op) such that θOp(vp) = OL,p.
We would like patch these vp together into a global integral element. Since θFp(v) = θFp(vp) =
Lp, there exists gp ∈ Gn(Fp) such that vp = gpv. The adele (gp) ∈ Gn(AS) is well-defined up to
translation by
∏
p/∈S Gn(Op) on the left and by Gn(F ) on the right and so it defines an element in the
corresponding double coset space clS . We fix a representative β ∈ Gn(AS) for each double coset and
write clS again for this set of representatives. Then we have the decomposition
Gn(AS) =
∐
β∈clS
(∏
p/∈S
Gn(Op)
)
βGn(F ). (11)
The set clS is finite due to the works of Borel [24], Borel–Prasad [25], and Conrad [26]. There then
exists a unique β ∈ clS and some g ∈ Gn(F ) such that (gp) ∈
∏
p/∈S Gn(Op)βg. The element v′ = g.v
corresponds also to the field L and lies in
Lβ := Vn(F ) ∩ β−1
∏
p/∈S
Vn(Op)
∏
p∈S
Vn(Fp). (12)
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Moreover, when n = 2,
DiscS(L)⊗OS
[1
2
]
= (χ(β)2∆n(v
′))⊗OS
[1
2
]
,
and when n > 2,
DiscS(L) =
∏
p/∈S
Disc(Lp/Fp) =
∏
p/∈S
(∆n(vp)) = (χ(β)
2∆n(v
′)).
Note that Lβ is an additive subgroup of Vn(F ) commensurable with Vn(OS).
We have now associated to a degree n extension L over F an element v′ ∈ Vn(F ) that is OS-
integral up to finite denominators and such that DiscS(L) and ∆n(v
′) are equal up to a fixed bounded
factor. How unique is such a v′?
For nonarchimedean places p, we say that an element v ∈ Vn(Op) is maximal at p if θOp(v) is
maximal. We say that an element v ∈ Lβ is S-maximal if β · v, when viewed as an element of Vn(Op)
is maximal at p for all p /∈ S. Denote the set of S-maximal elements of Lβ by Lmaxβ . Then it is clear
that v′ ∈ Lmaxβ .
Proposition 7. If v1, v2 ∈ Vn(Op) are maximal, then any g ∈ Gn(Fp) such that g · v1 = v2 is an
element of Gn(Op). In particular, If v ∈ Vn(Op) is maximal, then StabGn(Op)(v) = StabGn(Fp)(v).
Proof. Since v1, v2 are maximal and correspond to the same field, they also correspond to the same
ring. By Theorem 5, θOp is a bijection when parameterizating maximal rings. Hence there exists
g0 ∈ Gn(Op) such that g0 · v1 = v2. Then g−10 g is in StabGn(Fp)(v1) and we see that the two assertions
in the proposition are in fact equivalent. We prove the stabilizer statement instead. By Theorem 5,
we have
StabGn(Op)(v)
∼= Aut(θOp(v)/Op) = Aut(θFp(v)/Fp) ∼= StabGn(Fp)(v),
as desired.
As a consequence, if v1 and v2 are two elements in Lmaxβ that are equivalent via some element
g of Gn(FS) (recall that FS =
∏
p∈S Fp ), then g must be an element of Γβ , where
Γβ := Gn(F ) ∩ β−1
(∏
p/∈S
Gn(Op)
∏
p∈S
G(Fp)
)
β. (13)
Therefore, we conclude that v′ is unique up to the action of Γβ .
We summarize the above discussion in the following theorem.
Theorem 8. We have a bijection
{degree n extensions of F having nonzero discriminant} ←→
⋃
β∈clS
(Γβ\Lmaxβ ).
Furthermore, if L is a degree n extension corresponding to v′ ∈ Lβ for some β ∈ clS under this
bijection, then
DiscS(L)⊗OS
[1
2
]
= (χ(β))2(∆n(v
′))⊗OS
[1
2
]
, if n = 2,
DiscS(L) = (χ(β))
2(∆n(v
′)), if n > 2.
As a consequence, the S-Steinitz class of L is the OS-ideal class of (χ(β)).
Proof. Only the last statement on the S-Steinitz class needs to be justified. When n = 2, this is clear.
When n > 2, it follows immediately from a result of Artin [1]: let δL/F ∈ F× be the discriminant of
the trace form with respect to some F -basis of L; then there is a fractional ideal a of OS such that
DiscS(L) = (δL/F )a
2 and moreover, the ideal class of a is the S-Steinitz class of L.
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4 Counting S-integral orbits over global fields
Let F be a global field of characteristic not 2. We say that an element v ∈ Vn(F ) is generic if the
degree n extension L of F corresponding to v is a field extension of F , and the Galois group of the
normal closure of L over F is Sn. For a subset U of Vn(F ), we denote the set of generic elements in U
by Ugen .
For the rest of this section, we fix a nonempty finite set S of places of F containingM∞. When
n = 2 and F is a number field, we assume that S contains all the places above 2. For any positive real
number X and any subset U of Vn(F ), we denote by UX the set of elements of U whose discriminants
have S-norm less than X when F is a number field and S-norm equal to X when F is a function field.
If H is a subgroup of Gn(F ) that preserves U , then we let N(U,H ;X) denote the number of generic
H-orbits on UX , where each orbit Γ · v is counted with weight 1/#StabH(v).
By Theorem 8, it suffices to count the number of S-integral orbits such that the S-norm of
the ∆n-invariant is bounded. Since we need to impose congruence conditions later, we consider the
more general case of a sublattice L of Vn(F ) that is commensurable with Vn(OS) and a subgroup Γ
of Gn(F ) preserving L that is commensurable with Gn(OS). Our goal in this section is to determine
asymptotics for N(L,Γ, X). We do this by constructing a fundamental domain for the action of Γ on
Vn(FS) and counting the number of L-points via suitable geometry of numbers arguments.
4.1 Reduction Theory
Let S again denote a set of places of F containing M∞, and let FS =
∏
p∈S Fp. In this section, we
construct a fundamental domain for the action of Γ on Vn(FS) by constructing a fundamental domain
F for the action of Γ on Gn(FS) via left multiplication, a fundamental domain R for the action of
Gn(FS) on Vn(FS), and then taking F · R as a multiset (so it is in bijection with F ×R).
The set R can be taken as a finite discrete set. By Theorem 5, the set of Gn(FS)-orbits on
Vn(FS) is in bijection with the set of all S-specifications. Here an S-specification is a collection (Lp)p∈S
of degree n e´tale extensions Lp of Fp for each p ∈ S. For each such S-specification σ, we let Vn(FS)(σ)
denote the set of elements (vp)p∈S ∈ Vn(FS) such that the extension corresponding to vp is Lp for
every p ∈ S. We also fix some vσ in each Vn(FS)(σ). Then we may take R to be the collection of the
vσ’s. In what follows, we will fix an S-specification σ and consider only Vn(FS)
(σ). We define Aut(σ)
by
Aut(σ) :=
∏
p∈S
Aut(Lp).
Then the stabilizer in Gn(FS) of every element in Vn(FS)
(σ) is isomorphic to Aut(σ) by Theorem 5.
We have the following theorem whose proof is identical to that of [15, §2.1].
Theorem 9. Let F denote a fundamental domain for the action of Γ on Gn(FS). For any fixed
vσ ∈ Vn(FS)(σ), the multiset F · vσ is an #Aut(σ)-fold cover of a fundamental domain for the action
of Γ on Vn(FS)
(σ). More precisely, for v ∈ Vn(FS), we have
#{g ∈ F : g · vσ = v} = #Aut(σ)/#StabΓ(v).
Fix any positive real number X . Recall the basis χ for the group of characters of Gn defined
in (10) and define Gn(A)
1 to be the subset of Gn(A) consisting of adeles g such that adele norm |χ(g)|
is 1. Similarly define Gn(FS)
1 via its natural embedding in Gn(A). Let Gn(FS)
(σ)
X denote the subset of
Gn(FS) consisting of S-adeles g such that the adele norm |χ(g)|2 is at most (resp., equal to) X/|∆n(vσ)|
when F is a number field (resp., when F is a function field). Since Gn(F ) ⊂ Gn(A)1 by the product
formula, we see that Γ preserves Gn(FS)
(σ)
X . Let FX denote a fundamental domain for the action of Γ
on Gn(FS)
(σ)
X , then FX · vσ is an #Aut(σ)-fold cover of a fundamental domain for the action of Γ on
Vn(FS)
(σ)
X .
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To construct FX , we recall the reduction theory developed by Springer [39]. Let P be a
minimal parabolic subgroup of Gn. Let T be a maximal split torus of Gn contained in P , and let N
be the unipotent radical of P . Finally, let ∆ denote a set of simple roots. That is, ∆ is a basis for the
set of positive roots defined by P .
We use the following coordinates for T and ∆:
n = 2; T = 1;
n = 3; T =
{(
s
−1
1
s1
)}
, ∆ = {s21};
n = 4; T =
{(
s
−1
1
s1
)
,
(
s
−2
2
s
−1
3
s2s
−1
3
s2s
2
3
)}
, ∆ = {s21, s32, s33};
n = 5; T =

(s−3
1
s
−2
2
s
−1
3
s
1
1
s
−2
2
s
−1
3
s
1
1
s
2
2
s
−1
3
s
1
1
s
2
2
s
3
3
)
,

s
−4
4
s
−3
5
s
−2
6
s
−1
7
s
1
4
s
−3
5
s
−2
6
s
−1
7
s
1
4
s
2
5
s
−2
6
s
−1
7
s
1
4
s
2
5
s
3
6
s
−1
7
s
1
4
s
2
5
s
3
6
s
4
7

 , ∆ = {s
4
1, s
4
2, s
4
3, s
5
4, s
5
5, s
5
6, s
5
7};
(14)
Set S∞ to be M∞ when F is a number field and to be any (fixed) nonempty subset of S when
F is a function field. For any positive constants c and c′, define:
T (c) = {t = (tp)p∈S∞ ∈ T (FS∞) : |α(t)| ≥ c, ∀α ∈ ∆},
T (c, c′) = {t ∈ T (c) : || log |tv|v
log |tv′ |v′ ||∞ ≤ c
′, ∀v, v′ ∈ S∞},
where we identify T with Grm, view log |tv|v/ log |tv′ |v′ as an element of Rr and where || · ||∞ denotes
the supremum norm on Rr. Then by [39, Remark 2.2] there exist positive real numbers c, c′, a compact
subset N ′ ⊂ N(FS∞), and a compact subgroup K ′ of Gn(FS) such that
Gn(FS)
1 = Gn(OS)N ′T (c, c′)K ′. (15)
We remark that in [39], the set T (c) is defined by |α(t)| ≤ c. Since we want a fundamental domain for
the left action of G(O) on G(FS), we need to apply inverses to the results of [39]. The extra parameter
c′ comes from computing T (OS)\T (c) using the fact that the image of O×S in R|S∞| under the map
t 7→ (log |tv|v) is a lattice of rank |S∞| − 1 in the hyperplane H : x1 + · · · + x|S∞| = 0 with compact
quotient.
The subset N ′T (c, c′)K ′ is called a Siegel domain D0. Since Γ is commensurable with Gn(OS),
there exists a finite set of elements g1, . . . , gk ∈ Gn(F ) such that the union ∪ki=1giD0 of translates of
D0 contains a fundamental domain Ω for the action of Γ on Gn(FS)
1. To obtain FX or F , we use the
center of Gn to apply a scaling as follows. We write g(λ) for the element of the center of Gn that scales
every coordinate of Vn by λ. When F is a number field, there is an embedding ι of R
+ into Gn(FS)
sending λ ∈ R+ to the adele ι(λ) that is g(λκ) at every infinite place and is 1 at every finite place in
S where κ is a positive real constant chosen so that the S-norm |χ(ι(λ))| is λ. Let ΛX be the image
of this embedding of the interval (0, (X/|∆n(vσ)|)1/2]. Then we may take FX to be ΛXΩ. We let Λ
denote the entire image of ι and set F = ΛΩ.
When F is a function field of characteristic p, one could let ΛX be an arbitrary (fixed) element
of Gn(FS)
(σ)
X and take ΛXΩ to be FX . We will use this construction when we later compute the
various volumes to obtain the main term of the estimate. However in order for the shape of the
fundamental domain to remain the same as X grows, for the purpose of a controllable error term, we
make the following modification. We fix an embedding of Fp(u) into K. Precomposing it with the
map Z→ Fp(u) sending m to um, and postcomposing it with the embedding of F into FS that is the
natural embedding at all the places of S∞ and is the constant 1 at all other places, give an embedding
Z→ FS . Next we postcompose it with the embedding of FS into Gn(FS) sending λ to g(λ) as described
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above. Denote by ι the resulting embedding Z→ Gn(FS). Let Λ denote the image of ι. A finite union
of right translates of the set ΛΩ then forms a fundamental domain F for the action of Γ on Gn(FS).
Note that one may combine these right translates with the compact subgroup K ′. We set FX to be
the intersection of F with Gn(FS)X . Of course, we only consider X when this set is nonempty, for
otherwise there are no orbits such that the S-norm of the ∆n invariant is X .
We summarize the above construction in the following theorem.
Theorem 10. There exists a subset D of Gn(FS) of the form ΛN
′T (c, c′)K ′′ where Λ is a subset of
the center of Gn(FS), where N
′ and T (c, c′) are as above, and where K ′′ is a finite union of right
translates of a compact subgroup K ′ of Gn(FS), such that a fundamental domain for the left action of
Γ on Gn(FS) is contained in a finite union of translates giD, with gi ∈ Gn(F ).
For each i = 1, . . . , k, letFi,X denote FX∩giD. Then FX is the disjoint union of F1,X , . . . ,Fk,X .
4.2 Averaging
Theorem 9 implies that we have
N(L(σ),Γ;X) = 1
#Aut(σ)
#
{FX · vσ ∩ Lgen}.
Let G0 denote a fixed nonempty bounded open subset of Gn(FS), which is right K
′-invariant. We have
the following equalities used in [7]:
N(L(σ),Γ;X) = 1
Vol(G0)#Aut(σ)
∫
g∈G0
#
{FXg · vσ ∩ Lgen}dg
=
1
Vol(G0)#Aut(σ)
∫
g∈FX
#
{
gG0 · vσ ∩ Lgen
}
dg
=
1
Vol(G0)#Aut(σ)
k∑
i=1
∫
g∈Fi,X
#
{
gG0 · vσ ∩ Lgen
}
dg,
(16)
where dg is any Haar-measure on Gn(F∞) and the volume of G0 is taken with respect to dg.
The action of g−1i on Vn(F ) takes L to a different lattice and preserves generic elements. Then
we have ∫
g∈Fi,X
#
{
gG0 · vσ ∩ Lgen
}
dg =
∫
g∈g−1i Fi,X
#
{
gG0 · vσ ∩ g−1i Lgen
}
dg. (17)
Since g−1i L is also a lattice in Vn(FS), the S-norms of nonzero coefficients of elements in g−1i L are
uniformly bounded from below by a positive constant ci > 0.
Let Var denote the set of coefficients of V . For α ∈ Var, let w(α) denote the quantity by
which an element of ΛT scales α. Then w(α) is a monomial in λ and the si. It is easy to see that the
exponent of λ appearing in the weight of each α ∈ Var is the same. We define a partial order ≤ on
Var, where we set α ≤ β if the weight w(βα−1), when viewed as a character of T is positive; that is, it
is a product of nonnegative powers of the si. In all our cases, Var contains an element α0 with α0 ≤ α
for all α ∈ Var. Such an element is called a minimal weight. For V3 we have α0 = a, the coefficient
of x3, for V4 we have α0 = a11, and for V5 we have α = a12. Since our representations are not trivial,
we see that w(α0) when restricted to a character of T is strictly negative; that is, the powers of every
si in w(α0) is negative. Let F ′i,X denote the set of elements g ∈ Fi,X such that g−1i gG0 · vσ contains
elements whose α0-coefficients have S-norm at least ci. It follows that if g ∈ Fi,X\F ′i,X , then every
element of g−1i gG0 · vσ ∩ g−1i L has α0-coefficient equal to 0.
We call the set g−1i F ′i,X · vσ “the main body” and the set g−1i (Fi,X\F ′i,X) · vσ “the cuspidal
region”. In the §4.5 and §4.3, we prove respectively that the number of non-generic elements in the
main body is negligible and that the number of generic elements in the cuspidal region is negligible.
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4.3 The number of generic elements in the cusp is negligible
Let L be some fixed lattice in Vn(FS) that is commensurable with Vn(OS). We will apply the result of
this section when L = g−1i L. The S-norms of the nonzero coefficients of elements in gG0 · vσ ∩ L for
g ∈ D are uniformly bounded from below, say by some constant c0 > 0. Write DX = D ∩ Gn(FS)(σ)X .
and let D′X denote the set of elements g ∈ DX such that gG0 ·vσ contains elements whose α0-coefficients
have S-norm at least c0. Then we prove the following theorem.
Theorem 11. We have ∫
g∈DX\D′X
#{gG0 · vσ ∩ Lgen}dg = O(X1−δ) (18)
where δ = 1 when n = 2 or n = 3 and δ = 1/dn when n = 4 or n = 5; here dn is the dimension of Vn.
Proof. When n = 2 or n = 3, the theorem is immediate because every v ∈ gG0·vσ∩L, with g ∈ DX\D′X ,
satisfies α0(v) = 0, which implies that v is not generic. When n = 4 or n = 5, we proceed as in [7].
For a subset U ⊂ Var, let L(U) denote the set of elements v ∈ L such that α(v) = 0 for every
α ∈ U and α(v) 6= 0 for α ∈ min(U), where min(U) denotes the set of minimal weights in Var\U . There
are characters δn of the torus (not involving the center) such that the measure δn(s)d
×λdnd×sdk is a
(left-invariant) Haar measure on Gn(FS), where dk is the measure on K
′′ obtained from translating
the Haar-measure on K ′, dn is a Haar-measure on N(FS∞) and d
×s denotes
∏
dsi/si. When F is a
number field, we have the embedding ι of R+ into the center of Gn(FS) and d
×λ is the push forward
of the measure dλ/λ on R+. When F is a function field, then d×λ is 1 (i.e., it does not appear in the
Haar measure). The characters δn(s) are given by:
δ2(s) = 1,
δ3(s) = s
−2
1 ,
δ4(s) = s
−2
1 s
−6
2 s
−6
3 ,
δ5(s) = s
−8
1 s
−12
2 s
−8
3 s
−20
4 s
−30
5 s
−30
6 s
−20
7 .
Write Λ′X for ΛX when F is a number field and for ι(m) when F is a function field where m
is the integer such that X/|∆n(vσ)| lies between |ι(m)| and |ι(m+ 1)|. Since K ′ and N ′ are compact,
it suffices to prove the estimate∫
g∈Λ′XT (c,c
′)
#{gG0 · vσ ∩ L(U)gen}|δn(s)|d×sd×λ≪ X1−1/dn, (19)
for all sets U ⊂ Var containing α0. As in the proof of [7, Lemma 11] it suffices to prove the theorem
for sets U that are closed under the partial order ≤, meaning that if β ∈ U and α ≤ β, then α ∈ U .
Also note for g = λs ∈ Λ′XT ′, the set gG0 · vσ ∩ L(U) is empty unless w(α)≫ 1 for all α ∈ min(U).
To count the number of lattice points, we use the following result from the geometry of numbers.
Proposition 12. Let E be R (resp. FS) if F is a number field (resp. function field and S is a
nonempty set of places). Let n be a positive integer and let B be an open bounded subset of En
with measure 0 boundary. Let 1 ≤ i ≤ n be an integer and let c1 ∈ R be a constant. Suppose
t = diag(t1, . . . , tn) ∈ GLn(E) such that for j = 1, . . . , i − 1, |tj | < c1 (resp. |tj |p < c1 for all p ∈ S).
Let L be a lattice in En. Then
#{tB ∩ L} = VolL(tB) +O(Vol(proj(tB))), (20)
as |tj | (resp.
∏
p∈S |tj |p) goes to infinity for j = i, . . . , n; here VolL is a constant multiple of Vol such
that En/L has volume 1, and proj(tB) denotes the greatest d-dimensional volume of any projection of
tB onto a coordinate subspace obtained by equating n− d coordinates to zero, where d takes all values
from 1 to n− 1. The implied constant in the second summand depends only on E, n, B, and c1.
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When F is a number field, this result follows from Davenport [28]. When F is a function field,
see Proposition 25 in Appendix A.
Using Proposition 12, we have for any nonnegative real numbers kα,∫
g∈Λ′XT (c,c
′)
#{gG0 · vσ ∩ L(U)irr}d×λd×s
≪
∫
g∈Λ′XT (c,c
′)
(∏
α6∈U
|w(α)|)|δn(s)|d×sd×λ
≪
∫
g∈Λ′XT (c,c
′)
(∏
α6∈U
|w(α)|)( ∏
α∈min(U)
|w(α)|kα)|δn(s)|d×sd×λ
≪ X
∫
g∈Λ′XT
′
(∏
α∈U
|w(α)−1|)( ∏
α∈min(U)
|w(α)|kα)|δn(s)|d×sd×λ.
Therefore, to prove (19) for a set U , it suffices to find nonnegative real numbers kα for α ∈ min(U)
such that
∑
kα < #U and the coefficients of each si in
(∏
α∈U w(α)
−1
)(∏
α∈min(U) w(α)
kα
)
δn(s) are
negative. The condition
∑
kα < #U implies that the coefficients of λ is also negative.
We now prove the theorem for n = 4. Every element (A,B) ∈ L with a11 = b11 = 0 (resp.
a11 = a12 = a13 = 0 or a11 = a12 = a22 = 0) is reducible because one of the four points in P
2(F¯ )
corresponding to (A,B) is rational (resp. det(A) = 0; thus the cubic resolvent of (A,B) is reducible).
Thus it is enough to consider sets U equal to {a11} and {a11, a12}. For U = {a11}, we can take the
weight 1: that is kα = 0 for all α. For U = {a11, a12}, we take the weight w(a12): that is kα = 1 for
α = a12 and 0 for all other α. The proof of the theorem when n = 5 follows in an identical fashion
from [7, Lemma 10] and [7, Table 1].
4.4 The main term
With notation as above, we have the following lemma.
Lemma 13. For g ∈ D′X , we have
#{gG0 · vσ ∩ L} = VolL
(
(gG0 · vσ)X
)
+O(X |w(α0)|−1/d),
where the volume is computed with respect to Haar-measure normalized so that L has covolume 1 in
Vn(FS) and where d is the degree of F over Q when F is a number field and is 1 when F is a function
field.
Proof. Viewing L as a translated union of finitely many lattices in Vn(FS∞) and applying Proposition
12 to each of these lattices gives the main term. The error term is then the maximum of the volumes
of the images onto coordinate hyperplanes of Vn(FS∞). Since α0 has minimal weight, we see that to
achieve the maximum of the volumes (up to a bounded constant), we must include all the coordinate
hyperplanes away from α0. We are thus done in the function field case by Proposition 12. When F
is a number field, Vn(FS∞) is a real vector space of dimension dim(Vn)d. By the definition of T (c, c
′),
the projection of (gG0 · v0)X onto the d R-coordinates corresponding to α0 all have sizes bounded
above and below by an absolute constant times |w(α0)|1/d, and the maximum of the volumes of all
projections, up to a bounded constant, is achieved by taking one of these d coordinates and projecting
onto the coordinate hyperplanes corresponding to all the other coordinates.
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Integrating both sides of the equation in the above lemma over g ∈ ∪ig−1i F ′i,X , we obtain∫
g∈g−1i F
′
i,X
#{gG0 · vσ ∩ g−1i L} =
∫
g∈g−1i F
′
i,X
Volg−1i L
(
(gG0 · vσ)X
)
dg +O(X1−1/δn)
=
∫
g∈F ′i,X
VolL
(
(gG0 · vσ)X
)
dg +O(X1−1/δn)
=
∫
g∈Fi,X
VolL
(
(gG0 · vσ)X
)
dg +O(X1−1/δn),
(21)
where δ2 = 2d, δ3 = 6d, δ4 = 12d, and δ5 = 40d, and the final equality follows from an elementary
computation of the volume of Fi,X\F ′i,X .
4.5 The number of nongeneric elements in the main body is negligible
Let Lngen denote the set of elements in L that are not generic. In this subsection, we prove the following
theorem.
Theorem 14. With notations as above, we have∫
D′X
#{gG0 · vσ ∩ Lngen}dg = o(X). (22)
Proof. Let τ be a local splitting type corresponding to some conjugacy class of Sn. For a prime ideal p
of OS , let Lp, 6=(τ) denote the set of elements in v ∈ L that do not have splitting type τ at p. Note
that if v ∈ L is generic, then v must have splitting type τ at some (positive proportion of) primes.
Therefore, we have
Lngen ⊂
⋃
τ
(⋂
p
Lp, 6=(τ)
)
.
The set Lp, 6=(τ) is the inverse image under the reduction modulo p map of the set Vn(F 6=(τ)p )
consisting of elements in Vn(Fp) that do not have splitting type (τ). Denote by µτ (p) the p-adic density
of Lp,( 6=τ), that is, µτ (p) = #Vn(F 6=(τ)p )/#Vn(Fp). Then as Np → ∞, µτ (p) approaches a constant
cτ := 1/#Aut(τ) which is strictly between 0 and 1; this follows from [19, Lemma 18], [3, Lemma 21],
[4, Lemma 20] (see [5] for the definition of #Aut(τ)).
Let Y > 0 be fixed. Then from the results of the last subsection we see that∫
D′X
#{gG0 · vσ ∩
⋂
N(p)<Y
Lp, 6=(τ)}dg ≪ X
∏
N(p)<Y
µτ (p),
where the implied constant only depends on X . Letting Y tend to infinity, we obtain the result.
4.6 Conclusion
By combining (16), (17), (18), (21), and (22), we obtain
N(L(σ),Γ;X) = 1
#Aut(σ)Vol(G0)
∫
g∈F
VolL
(
(gG0 · vσ)X
)
dg + o(X)
=
1
#Aut(σ)Vol(G0)
∫
g∈G0
VolL
(
(Fg · vσ)X
)
dg + o(X)
=
1
#Aut(σ)
VolL
(FX · vσ)+ o(X).
(23)
Therefore, we have the following theorem.
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Theorem 15. Let L ⊂ Vn(F ) be a sublattice commensurable with Vn(OS) and let Γ ⊂ Gn(F ) be a
subgroup commensurable with Gn(OS) that preserves L. Fix an S-specification σ and vσ ∈ Vn(FS)(σ).
Let FX be a fundamental domain for the action of Γ on Gn(FS)(σ)X constructed in §4.1. Then
N(L(σ),Γ;X) = 1
#Aut(σ)
VolL
(FX · vσ)+ o(X).
5 Congruence conditions and a squarefree sieve
Let S again be a nonempty finite set of places of F that contains all the archimedean places. Fix
lattices Γ ⊂ Gn(F ) and L ⊂ Vn(F ) that are commensurable with Gn(OS) and Vn(OS), respectively,
and such that Γ preserves L. For each prime ideal p ⊂ OS , let Zp be a compact subset of Vn(Fp)∆ 6=0
whose boundary has measure 0 and is preserved by Γp, where Γp is the closure of Γ in Gn(Fp). To such
a collection (Zp)p, we associate the set Z ⊂ L consisting of elements v ∈ L such that when viewed as
an element of Vn(Fp), v ∈ Zp for all primes p of OS . Such a set Z is said to be defined by congruence
conditions. We further say that Z is large if for all but finitely many primes p in OS , the set Zp contains
all the elements in Vn(Op) whose discriminants are not divisible by p2. In this section, we prove the
following theorem.
Theorem 16. Let Z be a large Γ-invariant set as above defined via the local conditions (Zp)p. Then
N(Z(σ),Γ;X) =
1
#Aut(σ)
VolL(FX · vσ)
∏
p⊂OS
Vol(Zp) + o(X), (24)
where the volume of Zp is computed with respect to the Haar-measure on Vn(Op) normalized so that
the total measure of Lp is 1.
When Zp = V (Op) for all but finitely many primes of OS , and is defined via finitely many
congruence conditions at the other finitely many primes, then Z is a Γ-invariant lattice and the results
of §4 apply, yielding (24). When Z is defined via infinitely many congruence conditions, then we apply
a simple sieve to obtain the result. The key ingredient in this sieve is the following tail estimate.
Theorem 17. For a prime p ⊂ OS, let Wp denote the set of elements in Vn(OS) whose discriminants
are divisible by p2. Then∑
Np>M
N(Wp, Gn(OS);X) = O(X/(M logM)) + o(X), (25)
where the implied constants are independent of M and X.
When F = Q, this was proved in [8, §4.2]. Some mild arguments are needed to generalize it
to arbitrary global fields. The rest of this section is dedicated to this generalization.
The first step of decomposing Wp into the two subsets based on whether the divisibility by p2
is strong or not remain unchanged. Namely, we write Wp as the union W(1)p ∪ W(2)p . The set W(1)p
consists of elements having splitting type (12τ), where τ is an unramified splitting type of dimension
n − 2. (For example, when n = 4, elements in W(1)p have splitting types (1211) and (122).) The set
W(2)p =Wp\W(1)p consists of elements whose discriminants are divisible by p2 for (mod p) reasons. In
other words, membership in W(2)p can be detected by reducing modulo p. We say their discriminants
are strongly divisible by p2. For elements ofW(1)p , we say their discriminants are weakly divisible by p2.
By [8, Lemma 3.6], there exists a subscheme Y of AdnOS of codimension 2 such that
W(2)p ⊂ {v ∈ Vn(OS) : v(mod p) ∈ Y (k(p))}.
Recalling the shape of the fundamental domain for the action of Gn(OS) on Vn(FS) in Section 4.1, we
see that in order to obtain the estimate (25) for W(2)p , it suffices to obtain the following estimate.
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Theorem 18. Let B be an open bounded region in Vn(FS), Y be a closed subscheme of A
dn
OS
of
codimension k ≥ 2 and let M be a positive real number. Let r be a positive real number when F is a
number field or an integer when F is a function field of characteristic p along with a fixed embedding
of Fp(u) into F . Let ι denote the embedding of R
+ or Z in Gn(FS) described in Section 4.1. Then we
have
#{a ∈ ι(r)B ∩ Vn(OS) : a(mod p) ∈ Y (k(p)) for some prime p /∈ S with Np > M}
= O
( |χ(ι(r))|2
Mk−1 logM
)
+ o(|χ(ι(r))|2), (26)
where the implied constant depends only on B, Y and F , and the asymptotes are taken as |χ(ι(r))|
tends to infinity.
Proof. Let λ ∈ FS be such that ι(r) = g(λ). That is, when F is a number field, λ is the adele that
is rκ at all the infinite places and 1 elsewhere; and when F is a function field, λ is the adele that
is ur at all the places of S∞ and 1 elsewhere. Since g(λ) acts on Vn by scaling each coordinate by
λ, we see that it scales the volume of any open bounded region by |λ|dn = |χ(g(λ))|2. This explains
the order of magnitude in (26). The remainder of the estimate is then a direct generalization of [8,
Theorem 3.3].
To deal with W(1)p , the key strategy of [8] is that for any v ∈ W(1)p , there exists an element
g ∈ Gn(Q) such that ∆n(g.v) = ∆n(v)/p2. Over a general global field, such a global element g might
not exist due to the class group. However one can still do it locally. Define Bp (resp. B
(1)
p ,B
(2)
p ) to be
the subset of Vn(Op) consisting of elements whose discriminants are divisible (resp. weakly divisible,
strongly divisible) by p2.
Now take any element v of W(1)p . Then its specialization vp when viewed as an element of
Vn(Op) is in B(1)p . By [8, §4.2], there exists gp ∈ Gn(Fp) such that gpvp ∈ Bp and with
|∆n(gpvp)|p = |∆n(vp)|p/Np2.
Consider the adele g ∈ Gn(AS) that equals gp at the place p and is 1 everywhere else. From the
decomposition (11), there exists γ ∈ clS , h ∈ Gn(F ), hp′ ∈ Gn(Op′) for any p′ /∈ S such that
g′ = (hp′)p′ /∈Sγh in Gn(AS). Set v
′ ∈ hv ∈ Vn(F ). Then v′ lies in Lγ with
|∆n(v′)| = C1 |∆n(v)|
Np2
where C1 = |χ(γ)|−2 is a constant depending only on Gn and F . We have therefore defined the
following map
pip : Gn(OS)\W(1)p →
⋃
γ∈clS
Γγ\Lγ
such that |∆n(pip(v))| = C1|∆n(v)|/Np2. We remark that the choice of γ is unique as it is determined
by the field extension corresponding to v (Theorem 8).
Finally the same argument as in [8, §4.2] shows that the fibers of pip have absolutely bounded
sizes (in fact, they have cardinality at most 10). Hence we conclude that
N(W(1)p , Gn(OS);X) = O(X/Np2).
Summing over primes p such that Np > M gives the desired estimate (25) for W(1)p , and we have
proven Theorem 17.
Theorem 16 now follows from Theorem 17 via a sifting argument just as in [15, §2.7].
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6 Application to field counting
Let S again be a nonempty finite set of primes of F containing M∞. Let (Σp) be an acceptable
collection of local specifications for degree n extensions of F , such that Σp for p ∈ S consists of only
one isomorphism class of extension of Fp. Thus (Σp)p∈S defines an S-specification σ. Let Σ denote
the set of all isomorphism classes of extensions L over F of degree n for which L⊗ Fp ∈ Σp for all p.
Let NΣ,S(Lβ ,Γβ;X) denote the number of Γβ-orbits of elements v of Lβ such that |∆n(v)|S is
at most X if F is a number field and is equal to X if F is a function field and such that for every prime
p ∈ S, the degree n e´tale extension corresponding to the G(Fp)-orbit of v is Σp and for every prime
p /∈ S, the rank n ring corresponding to the G(Op)-orbit of β · v is the ring of integers of a degree n
extension of Fp contained in Σp. For any prime p /∈ S, we write Vn(Op)maxΣp for the subset of Vn(Op)max
consisting of elements whose G(Fp)-orbit corresponds to a degree n e´tale extension of Fp contained in
Σp.
We summarize the results of the previous sections in the following theorem.
Theorem 19. With notations as above, we have
NΣ,S(Lβ ,Γβ ;X) =
VolLβ (FX · vσ)
#Aut(σ)
∏
p/∈S
Volp(Vn(Op)maxΣp )
Volp(Vn(Op)) + o(X). (27)
Let NΣ,S(F, β;X) denote the number of e´tale extensions L over F of degree n such that its
normal closure has Galois group Sn, its local specification is contained in Σ, at places outside of S its
S-Steinitz class is (χ(β)), and the norm of the S-discriminant of L is at most X if F is a number field
and equal to X if F is a function field. Suppose L is one such field corresponding to some v ∈ Lβ .
Theorem 8 gives the following equality of OS fractional ideals,
DiscS(L) = (χ(β))
2(∆n(v)).
The norm of the ideal DiscS(L) is then
N(DiscS(L)) =
∏
p/∈S
|DiscS(L)|−1p = |χ(β)|−2
∏
p/∈S
|∆n(v)|−1p = |χ(β)|−2
∏
p∈S
|∆n(v)|p.
Hence to count fields such that the norm of the S-discriminant is bounded by X , we may count
Γβ-orbits in Lmaxβ such that the S-norm is bounded by |χ(β)|2X. In other words,
NΣ,S(F, β;X) = NΣ,S(Lβ ,Γβ ; |χ(β)|2X). (28)
We now compute all the local volumes appearing in (27). We abbreviate Vn, Gn to V,G.
7 Computing the product of local volumes
7.1 From volumes in V to volumes in G: Jacobian change of variable
Let ωV and ωG denote nonzero top degree left-invariant differential forms of V and G defined over F
respectively. They induce Haar measures ωV,p, ωV,S on V (Fp) and V (FS) and similarly for G. Since V
is a direct sum of copies of Ga, we may normalize ωV in the usual way so that the volume of V (Op)
is 1 for every finite prime. Then the covolume of OS in V (FS) is
√
DF
dimV
where DF is the absolute
discriminant of F (see [42, §2.1.1]). Hence, we have
VolLβ (FX · vσ) =
√
DF
−dimV |χ(β)|−2
∫
FX ·vσ
ωV,S(v). (29)
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We wish to the compute the volumes of FX · vσ in V (FS) and of V (Op)maxΣp in V (Fp) by the volumes of
FX in G(FS) and G(Op) in G(Fp) respectively. To do this, we require a Jacobian change-of-variable
formula.
For any v ∈ V , we have an algebraic map piv : G → V sending g to piv(g) = g.v. Then there
exists a rational function J on V such that for any v ∈ V ,
(pi∗vωV )(g) = J(v)χ(g)
2ωG(g)
since the top degree form (pi∗V ωV )(g)/χ(g)
2 is left-invariant on G. The map piv is e´tale when ∆n(v) 6= 0
and so J(v) is nonzero when ∆n(v) 6= 0. For any h ∈ G, considering the map g 7→ gh 7→ gh.v shows
that J(h.v) = χ(h)2J(v) for every v ∈ V . This shows that J is a nonzero rational constant J times
the relative invariant ∆n(v). We then have the following Jacobian change of variable formula.
Proposition 20. There exists a constant J ∈ F× such that for any place p of F , any nonzero element
v0 of V (Fp), any measurable function ϕ on V (Fp) and any measurable subset F of G(Fp),∫
F .v0
ϕ(v)ωV,p(v) = |∆n(v0)|p|J |p
∫
F
ϕ(g.v0)|χ(g)|2pωG,p(g), (30)
where as before F .v0 is viewed as a multiset so that it is in bijection with F .
We recall the definition of FX from §4.1. Let Ω denote a fundamental domain for the ac-
tion of Γβ on G(FS)
1 by left multiplication. When F is a number field, let ΛX denote the image
ι((0, (X/|∆n(vσ)|)1/2]) where ι is the embedding of R+ in G(FS) normalized such that |χ(ι(r))| = r
for every r ∈ R+. When F is a function field, let ΛX denote an arbitrary element of G(FS)(σ)X . Using
Proposition 20, we obtain the following result:
∫
FX ·vσ
ωV,S(v) =

|∆n(vσ)|
(∏
p∈S
|J |p
)∫
ΛXΩ
|χ(g)|2ωG,S(g) if F is a number field,
X
(∏
p∈S
|J |p
) ∫
Ω
ωG,S(g) if F is a function field.
(31)
For V (Op)maxΣp for a prime ideal p of OS , we break it up into G(Op)-orbits:
V (Op)maxΣp =
⋃
vp∈G(Op)\V (Op)maxΣp
G(Op)vp.
By Theorem 5, each orbit G(Op)vp in V (Op)maxΣp corresponds uniquely to an e´tale extension K over Fp
of degree n with |∆n(vp)|p = |Disc(K/Fp)|p and K ∈ Σp, so∫
G(Op)vp
ωV,p(v) =
1
#StabG(Op)(vp)
∫
G(Op).vp
ωV,p(v)
=
1
#StabG(Fp)(vp)
|∆n(vp)|p|J |p
∫
G(Op)
ωG,p(v)
=
|Disc(K/Fp)|p
#Aut(K/Fp)
|J |p
∫
G(Op)
ωG,p(v).
Hence adding up all the G(Op)-orbits gives∫
V (Op)maxΣp
ωV,p(v) =
( ∑
K∈Σp
|Disc(K/Fp)|p
#Aut(K/Fp)
)
|Jp|
∫
G(Op)
ωG,p(v) =
Np
Np− 1mp(Σp)|Jp|
∫
G(Op)
ωG,p(v),
(32)
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where mp(Σp) is defined by
mp(Σp) =
∑
K∈Σp
|Disc(K/Fp)|p
#Aut(K/Fp)
.
We now combine (28), (29), (31) and (32). Note that the local factors |J |p cancel out due to
the product formula. We summarize our computation in the following proposition.
Proposition 21. With notations as above, we have
NΣ,S(F, β;X) =
√
DF
−dimV |χ(β)|−2|∆n(vσ)|
#Aut(σ)
∏
p/∈S
(
mp(Σp)
Np
Np− 1
∫
G(Op)
ωG,p(v)
) ∫
Λ|χ(β)|2XΩ
|χ(g)|2ωG,S(g)+o(X)
if F is a number field, and
NΣ,S(F, β;X) =
√
DF
−dimV
X
#Aut(σ)
∏
p/∈S
(
mp(Σp)
Np
Np− 1
∫
G(Op)
ωG,p(v)
) ∫
Ω
ωG,S(g) + o(X)
if F is a function field.
7.2 Product of the volumes over G: Tamagawa number
We now compute the product of the local volumes overG using the Tamagawa number. See Section §2.3
for the definition of the Tamagawa number of a reductive group over a global field where the (global)
character group has rank 1. The Tamagawa number of G = Gn is 1 for n = 2, 3, 4, 5. Note also that
dimG = dimV.
When F is a number field, we have√
DF
−dimV |χ(β)|−2|∆n(vσ)|
(∏
p/∈S
Np
Np− 1
∫
G(Op)
ωG,p(v)
) ∫
Λ|χ(β)|2XΩ
|χ(g)|2ωG,S(g)
= |χ(β)|−2|∆n(vσ)|Res
s=1
ζS(s) τ
1
G
(∏
p/∈S
G(Op)× Ω
) ∫ (|χ(β)|2X/|∆n(vσ)|)1/2
0
λ2d×λ
=
1
2
Res
s=1
ζS(s)X τ
1
G
(∏
p/∈S
G(Op)× Γβ\G(FS)1
)
.
When F is a function field over Fq, we have√
DF
−dimV
X
(∏
p/∈S
Np
Np− 1
∫
G(Op)
ωG,p(v)
) ∫
Ω
ωG,S(g) = log qRes
s=1
ζS(s)X τ
1
G
(∏
p/∈S
G(Op)×Γβ\G(FS)1
)
.
Hence by Proposition 21,
NΣ,S(F, β;X) = c
Ress=1 ζS(s)X
#Aut(σ)
τ1G
(∏
p/∈S
G(Op)× Γβ\G(F∞,S)
) ∏
p/∈S
mp(Σp) + o(X), (33)
where c = 12 when F is a number field and log q when F is a global field over Fq.
8 Proof of the main theorems
We are now ready to prove Theorem 3. Let Σ = (Σp) be an acceptable collection of local specifications.
For every S-specification σ allowed in Σ, let Σ(σ) denote the subset of Σ where the local specifications
at places of S is given by σ. Summing up (33) over all the β, using the decomposition
G(F )\G(A)1 =
⋃
β∈clS
∏
p/∈S
G(Op)× Γβ\G(FS)1,
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and the fact that the Tamagawa number of G is 1, we obtain∑
β∈clS
NΣ(σ),S(F, β;X) = c Ress=1 ζS(s)X
1
#Aut(σ)
∏
p/∈S
mp(Σp) + o(X). (34)
Adding up the S-specifications σ then gives the desired equation (6).
Finally we prove Theorem 2. Let Σ = (Σp) be an acceptable collection of local specifications.
Let S be any nonempty finite set of places containing M∞ and when n = 2 and F is a number field,
all the places above 2. Fix any S-specification σ = (Lp)p∈S allowed in Σ. Define
Disc(σ) =
∏
p∈S−M∞
|Disc(Lp/Fp)|p.
Suppose L is an e´tale degree n extension of F whose normal closure has Galois group Sn and has
splitting type σ at places of S. Then
N(DiscS(L)) = N(Disc(L/F ))Disc(σ).
Hence, we have
Nn(F,X) =
∑
σ
∑
β∈clS
NΣ(σ),S(F, β;XDisc(σ))
= c Ress=1 ζS(s)X
∑
σ
Disc(σ)
#Aut(σ)
∏
p/∈S
mp(Σp) + o(X)
= c Ress=1 ζS(s)X
∏
p∈M∞
∑
K∈Σp
1
#Aut(K/Fp)
∏
p/∈M∞
∑
K∈Σp
|Disc(K/Fp)|p
#Aut(K/Fp)
.
We have now proved Theoerem 2. Theorem 1 then follows from the formulae (7), (8), (9) for the
masses.
Appendix A: Lattice-point counting over function fields
In this appendix, we prove Proposition 12 in the function field case estimating the number of lattice
points in an open bounded region over function fields. We believe the results here may also be of
independent use elsewhere in applications involving geometry-of-numbers over function fields.
Fix a smooth projective and geometrically connected algebraic curve C over Fq and let K be
its field of rational functions. Then K is a field of transcendence degree 1 over Fq. Choose a function
T ∈ K so that K is a finite separable extension over Fq(T ). This corresponds to fixing a morphism
C → P1. The goal of this note is to obtain an analogue of Davenport’s lemma relating the number of
lattice points inside a nice region to the volume of the region. The main technique we use is the theory
of Fourier analysis and Poisson summation over function fields which we recall from [41].
For any place v of K, choose a uniformizer piv and denote by qv = q
deg v the size of the residue
field k(v) = Ov/pivOv. Let kv denote the canonical exponent of v and let χv be the (continuous)
additive character Kv → C× defined in [41, §2.1.2]. The divisor class of
∑
v kv[v] is the canonical class
of C. It will not be important to us what the precise definitions of kv and χv are. Note that since
Kv is a locally compact group, the image of χv lands inside the unit circle. Let dvx denote the Haar
measure on Kv normalized so that the measure of Ov is q−kv/2v .
Let S be a finite set of places of K. Write KS for the product
∏
v∈S Kv; χS for the character∏
v∈S χv on KS; and dSx for the measure
∏
v∈S dvxv on KS . The Fourier transform of an integrable
continuous function f with respect to S is defined to be
FSf(y) =
∫
KS
f(x)χS(xy)dSx ∀y ∈ KS . (35)
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In stark contrast to the archimedean case, the following lemma implies that the Fourier transform takes
a continuous function with compact support to a continuous function with compact support.
Lemma 22. ([41, §2.1.3]) For any subset B of KS, denote by χB its characteristic function. Let nv
be fixed integers for v ∈ S. Then
FSχ∏
v∈S pi
nv
v Ov =
(∏
v∈S
q−kv/2v
)
χ∏
v∈S pi
−nv−kv
v Ov
. (36)
For any continuous function f on KS with compact support, define its conductor c(f) to be
the biggest open neighborhood of 0 in KS such that f(x + y) = f(x) for any x ∈ KS and y ∈ c(f).
Then Lemma 22 implies that
c(f) =
∏
v∈S
picvv Ov ⇒ Supp(FSf) ⊂
∏
v∈S
pi−cv−kvv Ov. (37)
Theorem 23. (Poisson Summation [41,Lemma 3.5.9] Define
OS = {x ∈ K : v(x) ≥ 0, ∀v /∈ S},
O⊥S = {y ∈ K : v(y) ≥ −kv, ∀v /∈ S},
where v(x), v(y) denote the valuations of x, y with respect to v respectively. Then for any continuous
function f on KS with continuous Fourier transform, we have∑
x∈OS
f(x) =
∏
v/∈S
q−kv/2v
∑
y∈O⊥S
FSf(y). (38)
For any place v, the v-adic norm |α|v of some α ∈ Kv is defined to be |α|v = q−v(α)v . (This is
the same definition as given in Section 2.1. For any t ∈ KS , its S-norm is defined to be
|t|S =
∏
v∈S
|tv|v = q−
∑
v∈S v(tv) deg v.
We are interested in the number of lattice points in a homogeneously expanding region in KS .
Proposition 24. Let B be an open bounded subset of KS. Then
#{tB ∩OS} =
∏
v/∈S
q−kv/2v Vol(tB) = VolOS (tB) (39)
for t ∈ KS with sufficiently large S-norm |t|S ; here Vol denotes the volume computed with respect to
dS, and VolOS is a constant multiple of Vol such that KS/OS has volume 1.
Proof. Write the conductor of χB as
∏
v∈S pi
cv
v Ov and so c(χtB) =
∏
v∈S pi
cv+v(t)
v Ov. Hence by (37),
Supp(FSχtB) ⊂
∏
v∈S
pi−cv−v(t)−kvv Ov.
If y ∈ Supp(FSχtB) ∩ O⊥S is nonzero, then we must have
v(y) ≥ −kv, ∀v /∈ S,
v(y) ≥ −cv − v(t)− kv, ∀v ∈ S.
Adding these up over all v gives
0 =
∑
v
v(y) deg v ≥ −
∑
v
kv deg v −
∑
v∈S
cv deg v −
∑
v∈S
v(t) deg v
= 2− 2g − degB + logq |t|S ,
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where g denotes the genus of C and degB =
∑
v∈S cv deg v. Hence for |t|S sufficiently large, the only
nonzero contribution to the right hand side of (38) comes from y = 0. Therefore,
#{tB ∩ OS} =
∑
x∈OS
χtB(x) =
∏
v/∈S
q−kv/2v FSχtB(0) =
∏
v/∈S
q−kv/2v Vol(tB).
The second equality in (39) follows because Vol(KS/OS) =
∏
v/∈S q
−kv/2
v ([41, Proposition 3.5.1]).
For our applications, we need a more general version of Proposition 24 where tB is replaced
by a region in KnS expanding in some but not all of the coordinates.
Proposition 25. Let B be an open bounded subset of KnS . Let 1 ≤ i ≤ n be an integer and let c1 ∈ R
be a constant. Suppose t = diag(t1, . . . , tn) ∈ GLn(KS) such that |tj |v < c1 for j = 1, . . . , i − 1 and
any v ∈ S. If i = 1, then
#{tB ∩ OnS} = VolOnS (tB), (40)
when |tj |S is sufficiently large for j = 1, . . . , n; here VolOnS is a constant multiple of Vol such that
KnS/OnS has volume 1.
If i ≥ 2, then there exists a constant C0 depending only on B, i and c1 such that
#{tB ∩ OnS} ≤ C0Vol(proji,...,n(tB)), (41)
when |tj |S is sufficiently large for j = i, . . . , n; here proji,...,n denotes the projection map onto the last
n− i+ 1 coordinates.
Proof. The definition of the Fourier transform (35) generalizes to higher dimensions where one replaces
xy by x1y1 + · · ·+ xnyn when x = (x1, . . . , xn), and y = (y1, . . . , yn). The Poisson summation formula
(38) generalizes to ∑
x∈OnS
f(x) =
(∏
v/∈S
q−kv/2v
)n ∑
y∈(O⊥S )
n
FSf(y), (42)
for any continuous function f with continuous Fourier transform. The notion of conductor also gener-
alizes and we write
c(B) =
∏
v∈S
(picv,1v Ov × · · · × picv,nv Ov) ⊂
∏
v∈S
Knv .
Hence we have by (37),
Supp(FSχtB) ⊂
∏
v∈S
(pi−cv,1−v(t1)−kvv Ov × · · · × pi−cv,n−v(tn)−kvv Ov).
Suppose from now on that
logq |tj |S > 2g − 2 +
∑
v∈S
cv,j deg v, ∀j = i, . . . , n.
Then any element of Supp(FSχtB)∩ (O⊥S )n has the form (y, 0, . . . , 0) where y ∈ (O⊥S )i−1. When i = 1,
the same argument in the proof of Proposition 24 gives the desired result. Suppose i ≥ 2 from now on.
Then any such (y, 0, . . . , 0) satisfies the following conditions for any j = 1, . . . , i− 1,
v(yj) ≥ −kv, ∀v /∈ S,
v(yj) ≥ −cv,j − v(tj)− kv ∀v ∈ S.
Let Yj denote the set of all yj ’s satisfying these two conditions. Then Yj can be viewed asH
0(C,OC(Dj))
for some divisor Dj. Hence the cardinalities of Yj are finite though they depend on t. We will use this
finiteness to interchange summations and integrals.
23
For any (xi, . . . , xn) ∈ proji,...,n(tB), let B(t, xi, . . . , xn) denote the (open bounded) subset of
Ki−1S consisting of elements (x1, . . . , xi−1) such that (x1, . . . , xn) ∈ tB. Then Supp(FSχB(t,xi,...,xn))
is contained in Y1 × · · · × Yi−1. This follows because the conductor of B(t, xi, . . . , xn) contains
proj1,...,i−1(c(tB)) where proj1,...,i−1 denotes the projection onto the first i − 1 coordinates. Let CS
denote the constant
∏
v/∈S q
−kv/2
v . Then
#{tB ∩ OnS} = CnS
∑
y∈Y1×···×Yi−1
FSχtB(y, 0, . . . , 0)
= CnS
∑
y∈Y1×···×Yi−1
∫
(xi,...,xn)
∈proji,...,n(tB)
∫
(x1,...,xi−1)
∈B(xi,...,xn)
χS(x1y1 + · · ·+ xi−1yi−1)dSx
= CnS
∫
(xi,...,xn)
∈proji,...,n(tB)
∑
y∈Y1×···×Yi−1
FSχB(t,xi,...,xn)(y)
= Cn−i+1S
∫
(xi,...,xn)
∈proji,...,n(tB)
#{B(t, xi, . . . , xn) ∩ Oi−1S }dSx
≤ Cn−i+1S
∫
(xi,...,xn)
∈proji,...,n(tB)
#{proj1,...,i−1(tB) ∩Oi−1S }dSx
= Cn−i+1S Vol(proji,...,n(tB))#{proj1,...,i−1(tB) ∩ Oi−1S }.
Let C2 denote the number of translates of c(B) needed to cover B. Then the same number C2
of translates of c(tB) cover tB. Hence to complete the proof of Lemma 25, it remains to give an absolute
bound on the number of points in Oi−1S ∩proj1,...,i−1(c(tB)). Any (x1, . . . , xi−1) in proj1,...,i−1(c(tB))∩
Oi−1S satisfies, for any j = 1, . . . , i− 1,
v(xj) ≥ 0, ∀v /∈ S,
v(xj) ≥ cv,j + v(tj) ≥ cv,j −
logq c1
deg v
, ∀v ∈ S.
As above, the set of these xj ’s can be viewed as the space of global sections of some line bundle on C
depending only on B and c1. Hence the number of points in proj1,...,i−1(c(tB)) ∩ Oi−1S is bounded by
a constant depending only on B and c1. This completes the proof of Proposition 25.
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