The present paper is a survey of results [1], [2] on extension of Euler's method for solving hyperbolic equations with one spatial variable to parabolic equations. The new method, based on the invariants of parabolic equations, allows one to identify all linear parabolic equations reducible to the heat equation and find their general solution. The method is illustrated by several examples.
Introduction

Two-coefficient form of parabolic equations
The standard form of linear parabolic equations with one spatial variable is x u yy + ψ t + Aψ xx + aψ x u y + cu = 0. By choosing ψ satisfying the condition |A|ψ 2 x = 1, letting φ = ± t in accordance with the sign of A, and then taking τ and y as the new t and x, respectively, we arrive at Eq. (1.4). Remark 1.1. By using the linear transformation (1.2) of the dependent variable one can map any parabolic equation to the one-coefficient form ( [3] , see also [2] )
But this form is not convenient for our calculations. In what follows, we will use the parabolic equations written in the two-coefficient form (1.4).
Semi-invariant
It is shown in [4] that the equations (1.1) have the following invariant with respect to the equivalence transformation (1.2):
(1.6)
Since the quantity K is invariant only under the transformation (1.2) of the dependent variable but not under all equivalence transformations (1.2)-(1.3) it is called a semi-invariant. Setting in (1.6) A = −1 we obtain the following semi-invariant for the parabolic equations in the two-coefficient form (1.4):
2 Reduction by transformation (1.2)
We will use the equivalence transformation (1.2) written in the form 
3)
The equation K = 0 guarantees solvability of the over-determined system (2.3).
Proof. We have from Eq. (2.1) by differentiating:
Inserting these expressions in the left-hand side of Eq. (1.4), we obtain:
Eq. (2.4) shows that Eq. (1.4) can be reduced to the heat equation
by a linear transformation (2.1) of the dependent variable if and only if
The first equation (2.5) yields
and then the second equation (2.5) becomes
Thus, Eqs. (2.5) can be rewritten as the over-determine system of first-order equations (2.3) for the unknown function (t, x) :
The compatibility condition xt = tx for the system (2.3) has the form Example 3.3. The equation
has the vanishing semi-invariant (1.7) (see Example 3.1). The system (2.3) yields
Hence, according to Eq. (2.1), the solution to Eq. (3.1) is given by
where v(t, x) is any solution of the heat equation (2.2). Taking, e.g. the fundamental solution
of the heat equation, we obtain the fundamental solution for Eq. (3.1):
where θ(t) is the Heaviside function.
Utilization of Poisson's formula
Consider the solutions v(t, x) of the heat equation (2.2) by assuming that they do not grow extremely rapidly as x → ∞. Specifically, we assume that v(t, x) is defined and continuous on a strip
and satisfies the following condition:
where β = const. If in addition we impose the initial condition
where f (x) is any continuous and bounded function, then the solution of the heat equation (2.2) is unique and is given by Poisson's formula
dz, t > 0. 
Thus, Eq. (3.6) furnishes the solution to Eq. (1.4) with the vanishing semiinvariant K, provided that the condition (3.5) is satisfied.
Utilization of Tikhonov's formula
A.N. Tikhonov showed in 1935 (see [5] or [6] ) that if we do not impose the restriction (3.2) on the growth of solutions, the solution of the initial value problem (2.2), (3.3) is not unique. He gave an example of non-uniqueness by using the infinite series representation
of the solutions v(t, x) to the heat equation. In Eq. (3.7) F (t) and F 1 (t) are any C ∞ functions such that the series (3.7) is uniformly convergent. Tikhonov's example is mentioned in [7] , Chapter IV, and [8] , Chapter 12. Let us verify that the function v(t, x) given by the series (3.7) solves the heat equation (2.2). Since the series (3.7) is uniformly convergent, we can differentiate it termwise and obtain:
Subtracting term by term we obtain v t − v xx = 0. The solution (3.7) satisfies the conditions 
and using the conditions (3.8). Indeed, Eqs. (2.2), (3.8) yield: Substituting (3.8) and (3.10) in the expansion (3.9) we obtain Tikhonov's representation (3.7).
The infinite series representation (3.7) is particularly useful for obtaining approximate solutions to the heat equation (2.2) and to the equivalent equations, e.g. by truncating the infinite series. Tikhonov's series representation is also convenient for obtaining solutions in closed forms, in particular, in terms of elementary functions. One of such cases is obtained by taking for F (t) and F 1 (t) any polynomials.
Example 3.4. Letting F (t) = 0 and
we obtain the following polynomial solution:
Substituting in Eq. (2.1) Tikhonov's representation (3.7) we arrive at the following statement. Example 3.5. Consider again Eq. (3.1). We know that here (t, x) = −x. Therefore Eq. (3.11) yields:
Reduction by general equivalence transformation
The general equivalence group for Eq. (1.4) comprises the following change of the independent variables:
where ϕ 1 (s) = 0 and H(s) is defined by the equation
and the linear transformation (1.2) of the dependent variable which we will write now in the form
The generators of the transformations (4.1) and (4.3) are
and
respectively. 
