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RÉSUMÉ. Le suivi de visage par caméra vidéo est abordé ici sous l’angle de la fusion 
évidentielle. La méthode proposée repose sur un apprentissage sommaire basé sur une 
initialisation supervisée. Le formalisme du modèle de croyances transférables est utilisé pour 
pallier l’incomplétude du modèle a priori de visage due au manque d’exhaustivité de la base 
d’apprentissage. L’algorithme se décompose en deux étapes. La phase de détection de visage 
synthétise un modèle évidentiel où les attributs du détecteur de Viola et Jones sont convertis 
en fonctions de croyance, et fusionnés avec des fonctions de masse couleur modélisant un 
détecteur de teinte chair, opérant dans un espace chromatique original obtenu par 
transformation logarithmique. Pour fusionner les sources couleur dépendantes, nous 
proposons un opérateur de compromis inspiré de la règle prudente de Denœux. Pour la phase 
de suivi, les probabilités pignistiques issues du modèle de visage garantissent la compatibilité 
entre les cadres crédibiliste et probabiliste. Elles alimentent un filtre particulaire classique 
qui permet le suivi du visage en temps réel. Nous analysons l’influence des paramètres du 
modèle évidentiel sur la qualité du suivi. 
ABSTRACT. This paper deals with real time face detection and tracking by a video camera. The 
method is based on a simple and fast initializing stage for learning. The transferable belief 
model is used to deal with the prior model incompleteness due to the lack of exhaustiveness of 
the learning stage. The algorithm works in two steps. The detection phase synthesizes an 
evidential face model by merging basic beliefs elaborated from the Viola and Jones face 
detector and from colour mass functions. These functions are computed from information 
sources in a logarithmic colour space. To deal with the colour information dependence in the 
fusion process, we propose a compromise operator close to the Denœux cautious rule. As 
regards the tracking phase, the pignistic probabilities from the face model guarantee the 
compatibility between the believes and the probability formalism. They are the inputs of a 
particle filter which ensures face tracking at video rate. The optimal parameter tuning of the 
evidential model is discussed. 
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Extended abstract
This paper presents an original method both for face detection based on an evi-
dential face model and for face tracking with a classical bootstrap particle filter tech-
nique. The aim of the application is to automatically track the face of a person located
in the field of view of a motorized pan-tilt-zoom camera. The proposed method takes
control of the servo-camera to perform a dynamic centering of the face in the image
plane during the whole video sequence. The application context is limited to indoor
environments, typically a laboratory or an office.
Face detection by computer vision is made difficult by the variability of appea-
rance of this deformable moving object due not only to the lighting variations on the
face zone such as shadows or highlights, and to the background clutter that disturbs
the detection, but also to individual morphological differences (nose shape, eye color,
skin color, beard), to face expression changes, or to the presence of visual artifacts
like glasses or occlusions. In this paper, to address the face complexity, a supervised
method is proposed, where the user selects manually a zone of the face on the first
image of the video sequence. This fast initializing step constitutes the learning stage
which yields the prior model. The proposed method handles simple contextual know-
ledge representative of the application background during a quick initializing stage,
contrary to current techniques that are based on huge learning databases and complex
algorithms to get generic face models (e.g. active appearance models). The transfe-
rable belief model is used to counteract the incompleteness of the prior model due
to the lack of exhaustiveness of the learning stage and to the subjectivity on the face
appearance.
The algorithm works in two steps. The detection phase is a pre-processing step
consisting in the fusion of information to get an evidential face model. It merges
complementary basic beliefs (or mass functions) elaborated from the Viola and Jones
(VJ) face detector and from a skin colour detector. The VJ detector generates a target
container (or bounding box) very reliable when the face is in front-view or slightly
from profile. However it fails in the case of important rotations or occlusions, or when
it recognizes falsely a face-like artifact in the background. In order to model the VJ
attribute by a belief function, we assign to each pixel a simple mass according to its
position with respect to the bounding box and proportionally to a parameter of reliabi-
lity γ, that may be tuned online from the data available. The colour mass functions are
computed from information sources in a logarithmic colour space (Logarithmic hUe
eXtension LUX). A classification approach using the Appriou model is formalized
to build simple mass functions integrating the colour information. Colour sources are
obviously not independent since they are computed from the same raw data (RGB co-
lor pixels), whereas independence is granted only if two pieces of evidence have been
obtained by different means. To deal with this colour information dependence in the
fusion process, we propose a compromise operator close to the Denœux cautious rule.
In order to limit the risk of artifact detection, the algorithm dynamically discounts the
reliability of the VJ mass functions by estimating the conflict K inside the bounding
box. Indeed, when the VJ detector recognizes falsely a shape-like artifact of a face
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in the background with a high reliability degree, skin colour and VJ mass functions
are discording, so that an important conflict is generated inside the VJ face container.
Finally, in order to synthetize a discriminatory face model, the colour mass sets and
the VJ mass sets are fused via the Florea rule.
As regards the tracking phase, the evidential face model constitutes the entry to a
tracking filter. Indeed, the pignistic probabilities from the face model serve as inputs
for computing the weights of a particle filter which ensures face tracking at video rate.
The pignistic probabilities guarantee the compatibility between the belief formalism
and the probability formalism. Probabilistic tracking by a particle filter is well suited
here since the face, positioned relatively close to the camera, has unpredictable ego-
motion and frequent direction changes. The goal is to estimate the parameters of a
state vector which represents the cinematic characteristics of the target-object, i.e. the
face. The outer contour of the face is approximated by an ellipse whose parameters are
stored in the state vector. The tracking algorithm begins classically with an initializa-
tion step. The zone of the face selected manually by the user during the learning stage
is used to initialize the parameters of the state vector. Then the algorithm is organized
according to two main successive stages: (i) first, the coordinates of the centre of the
state vector are estimated by computing the quadratic sum of the pignistic probabilities
contained inside each ellipse; (ii) then, the ellipse size and orientation are estimated
using an elliptic measure based on least squares fitting method; (iii) if necessary, one
resampling operation is performed, when the informative content associated with the
particle estimating the state vector is lower than a predefined threshold value.
We illustrate the algorithm behaviour on various sequences registered in our la-
boratory in the presence of total or partial occlusion or pose variation, and we make
also a performance comparison on a benchmark sequence often used in the literature.
In order to quantify the tracking performances, the ROC curves (Receiver Operating
Characteristics) are drawn for various values of the influence parameters: namely the
VJ face detector reliability parameter γ and the color compromise parameter η. The
optimal and adaptive parameter tuning of the evidential model is discussed. By setting
jointly the adaptive parameter values of the evidential model and the particle filter, it
is shown that a noticeable improvement of the tracking behaviour is achieved.
1. Introduction
La détection et le suivi de visage en temps réel dans une séquence vidéo constituent
une problématique largement étudiée depuis plus d’une dizaine d’années par la com-
munauté du traitement d’image et de la vision assistée par ordinateur, en raison de la
variété des applications : vidéosurveillance, télémédecine, systèmes de téléconférence,
interaction homme machine destinée à de nouvelles interfaces, robotique. Cependant,
malgré les progrès notables en traitement d’image et en technologie des ordinateurs
(réduction du temps de calcul), le développement d’algorithmes génériques et robustes
de détection et de suivi de visage fait toujours l’objet de recherches actives.
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En plus des variations d’éclairage et du contenu du fond de l’image qui peuvent
perturber la détection, les autres facteurs contextuels qui complexifient la détection
par ordinateur d’un visage sont de deux types. D’abord les différences d’apparence
dues à la morphologie de l’individu (forme du nez, couleur des yeux, de la peau), ou
à la présence d’artefacts visuels et occultations (présence de lunettes, main devant le
visage). Ensuite les changements d’expression dictés par les codes socio-culturels qui
sont fonctions de la société, du contexte historique, de facteurs émotionnels et psycho-
logiques, du rapport à autrui. Abondamment étudiés en sciences humaines (sciences
cognitives, psychologie, sociologie) ces points sont partiellement pris en compte en
traitement d’image pour la reconnaissance du visage ou l’analyse d’expressions. Ils
sont paradoxalement peu examinés en détection du visage proprement dite. En effet,
ils ne s’intègrent pas aisément dans un algorithme de détection temps réel car leur
modélisation est complexe.
Dans cet article, pour appréhender la complexité du visage, nous faisons appel à
l’utilisateur qui sélectionne manuellement une zone de visage sur la première image
de la séquence vidéo. Cette initialisation rapide constitue l’apprentissage. Celui-ci
fournit un modèle a priori intéressant par sa simplicité mais qui souffre de la subjec-
tivité de la sélection de la zone par l’usager et de l’incomplétude à cause du manque
d’exhaustivité de l’apprentissage. Une modélisation probabiliste n’est donc pas suffi-
sante dans ce contexte. C’est pourquoi la modélisation du visage se situe dans le cadre
de la théorie de l’évidence et considère le modèle de croyances transférables (MCT)
(Smets, 1990). Celui-ci s’avère bien adapté pour modéliser l’absence de connaissance
d’un système complexe. Ainsi, Hammal (Hammal et al., 2007) a démontré l’efficacité
du MCT pour classifier des émotions et des expressions faciales. Ramasso (Ramasso
et al., 2010) a utilisé ce formalisme dans le contexte de la reconnaissance des activités
humaines.
L’application a pour finalité le suivi automatique du visage d’une personne placée
dans le champ de vision d’une caméra motorisée pan-tilt-zoom. La caméra asservie
réalise un cadrage dynamique du visage afin de le maintenir au centre du plan image au
cours de la séquence vidéo. Le suivi doit être robuste aux occultations, aux variations
de pose, aux changements d’échelle, d’éclairage et de fond. Concernant les conditions
d’acquisition, le contexte de l’application se limite à un environnement d’intérieur,
typiquement un laboratoire ou un bureau. La distance séparant le visage du capteur
est comprise entre 50 cm et quelques mètres. Un éclairage ordinaire est supposé (pas
d’éclairage contrôlé), éventuellement en présence d’une source lumineuse d’appoint
(lampe de bureau) ou de l’influence de la lumière extérieure. L’algorithme se décom-
pose en deux phases (Faux, 2009) : la modélisation du visage puis la procédure de
suivi qui génère une ellipse englobant le visage (figure 1).
Le chapitre 2 présente un état de l’art des techniques de détection du visage. La
section 3 énonce les concepts de la théorie de l’évidence de Dempster-Shafer, forma-
lisme sur lequel se base notre modèle évidentiel de visage détaillé au paragraphe 4.
La question du suivi est développée au chapitre 5. Enfin une évaluation et une analyse
des performances de l’algorithme sont fournies au paragraphe 6.
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Figure 1. Synoptique de l’algorithme : détection par modélisation évidentielle
et suivi probabiliste par filtrage particulaire
2. Détection informatique du visage : état de l’art
Les premiers travaux des années 1960 (Sakai et al., 1969), liés à l’essor de l’intel-
ligence artificielle, emploient des techniques heuristiques et anthropométriques avec
diverses hypothèses simplificatrices telles qu’un fond uni et un visage de face. Cepen-
dant ces techniques trop simplistes souffrent d’un manque de flexibilité, de robustesse
et ne répondent que partiellement au défi de la détection de visage. Aujourd’hui, les
méthodes de détection se classent en deux catégories qui diffèrent selon la façon de
considérer l’information a priori du visage (Hjelmås, Low, 2001 ; Yang et al., 2002).
Les méthodes à base de primitives utilisent les propriétés physiques du visage.
Elles se basent sur de nombreuses heuristiques dans le choix des modèles ou des don-
nées extraites de l’image. L’analyse dite de bas niveau considère les informations obte-
nues, soit directement à partir des pixels telles que la luminance ou la couleur (Sigal et
al., 2004 ; Soriano et al., 2003), soit indirectement par des opérations mathématiques
sur ces pixels et leur voisinage dans le cas de la détection de contours, de mouvement
ou de texture. Ainsi, la transformation en ondelettes s’avère efficace pour extraire les
traits du visage (Huang et al., 2005). La couleur du visage est certes une primitive per-
tinente en raison de ses propriétés spécifiques et de ses qualités d’invariance face aux
mouvements de rotation et de translation. Cependant, la teinte chair se décline selon
une grande variété de nuances (ombrée, pâle, surexposée) en fonction du sujet et de
l’éclairage. C’est pourquoi, la construction d’un détecteur robuste de teinte doit consi-
dérer le problème délicat du choix de l’espace colorimétrique (Phung et al., 2005 ;
Vezhnevets et al., 2003). Toutefois, ces primitives produites par l’analyse bas niveau
demeurent ambigües. Pour confirmer la détection il s’avère indispensable d’employer
une analyse supplémentaire. L’analyse de traits est basée sur la connaissance d’un
modèle adéquat de visage, ou modèle a priori, et sur des mesures de distances nor-
malisées et d’angles issues de la description individuelle des parties du visage (yeux,
nez, bouche). Le regroupement des composantes faciales dans des constellations ro-
bustifie la détection dans le contexte de poses diverses ou de fonds complexes. Pour
cette première famille de méthodes, les traitements sont potentiellement rapides car
une base d’apprentissage n’est pas nécessaire. En revanche, les méthodes d’extraction
des paramètres sont souvent basées sur des choix heuristiques spécifiques au contexte,
et construites empiriquement sur des indices de couleur, de contour et de mouvement.
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A contrario, les approches holistiques voient la détection comme un problème gé-
néral d’identification, et traitent le visage comme un tout. Il s’agit de comparer une
image à un modèle générique de visage et d’indiquer s’il y a ou non ressemblance.
Les a priori sur les spécificités géométriques et physiologiques du visage sont évacués
afin de limiter les erreurs de modélisation dues à la connaissance incomplète et im-
précise du visage. Ces méthodes s’appuient sur l’apprentissage d’un modèle de visage
à partir d’une base d’exemples aussi complète que possible. Les méthodes linéaires
de sous-espaces (ACP), les approches statistiques (MMC), les machines à vecteurs de
support ou séparateurs à vaste marge (SVM), les réseaux de neurones ou approches
connexionnistes, peuvent s’envisager pour détecter le visage. Un pas important dans
ce domaine a été fait avec le premier détecteur holistique présentant des capacités de
temps réel proposé par Viola et Jones (Viola, Jones, 2001). Celui-ci se base sur une
sélection automatique de filtres de Haar 2D appliqués à l’image monochrome. Le dé-
tecteur est composé de classifieurs boostés de complexité croissante mis en cascade.
Des variantes de cet algorithme ont été implantées pour s’adapter à des visages avec
des poses variables (Viola, Jones, 2003). Les modèles à forme active (active shape
models - ASM) introduits par Cootes (Cootes, Taylor, 1992) sont des modèles défor-
mables qui dépeignent le plus haut niveau d’apparence des parties du visage. Une fois
initialisé à proximité d’une composante faciale, ce modèle modifie ses caractéristiques
locales (contour, contraste) et se déforme graduellement pour prendre la forme de la
composante. Les modèles à apparence active (AAM) sont une extension des modèles
à forme active (Cootes et al., 2001). L’exploitation de la dimension temporelle conduit
à un modèle de visage 3D déformable variant selon des paramètres morphologiques
ou d’expression et capable de s’adapter en déformation au cours d’une séquence vi-
déo (Knothe et al., 2011). Par conséquent, cette deuxième famille de méthodes de
détection procure une certaine souplesse vis-à-vis des différents contextes tels que
le nombre de visages à traiter, le type d’éclairage. Pourtant ces méthodes, fortement
conditionnées par le choix du modèle de visage, nécessitent une masse de données
importante et suffisamment représentative. Or, la base d’apprentissage n’est jamais
exhaustive et sa construction est un problème à part entière.
Pour finir, notons que cette classification n’est toutefois pas exclusive car de nom-
breuses méthodes utilisent des approches mixtes. Il est aussi important de différencier
les méthodes de détection dédiées aux images fixes pour lesquelles des algorithmes
complexes peuvent être mis en œuvre, de celles destinées aux séquences vidéo où le
temps de calcul est une contrainte essentielle.
3. Théorie de l’évidence
3.1. Fonctions de croyance
La théorie de l’évidence, appelée aussi théorie des fonctions de croyance ou théo-
rie de Dempster-Shafer, date des années 1970. Inspirée des notions de probabilités
supérieures et inférieures étudiées d’abord par Dempster (Dempster, 1967), puis par
Shafer (Shafer, 1976), elle peut être interprétée de manière plus générale d’un point de
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vue subjectiviste comme un modèle formel quantitatif de degrés de confiance (Smets,
1990). Ne nécessitant pas forcément de connaissances a priori sur le problème à trai-
ter, et offrant la possibilité de répartir la croyance sur des compositions d’hypothèses
(et non uniquement sur les singletons comme dans la modélisation probabiliste), cette
théorie procure une grande souplesse de modélisation et permet de résoudre des pro-
blèmes complexes. Ainsi, elle a été appliquée avec succès dans le domaine de la fusion
multicapteurs, des signaux et des images.
Le concept premier dans la théorie de l’évidence est la notion de fonction de masse
qui caractérise l’opinion d’un agent sur une question ou sur l’état d’un système. L’en-
semble fini des réponses à cette question se nomme le cadre de discernement, noté Ω.
Une fonction de masse est une application de l’ensemble des 2Ω parties A de Ω vers
l’intervalle [0; 1] qui vérifie : ∑
A⊆Ω
m(A) = 1. (1)
Cette normalisation garantit une commensurabilité entre plusieurs jeux de masses. La
masse m(A) s’interprète comme la part de croyance placée strictement sur A.
Une fonction de masse simple, ou état de croyance élémentaire, possède deux
ensembles focaux de la forme :
m(A) = 1− w, (2)
m(Ω) = w, avec w ∈ [0; 1] et A ⊆ Ω.
Notée Aw, cette fonction de masse simple représente la masse mise non pas sur A
mais sur Ω. Pour A quelconque, A1 (w = 1) représente la fonction de masse vide
tandis que la fonction de masse catégorique s’écritA0 (w = 0). Afin de représenter un
état de croyance complexe, il est envisageable de construire un ensemble formé de ces
propositions pondérées indépendantes. Ainsi la décomposition canonique décompose,
sous certaines conditions, une fonction de croyance quelconque en un ensemble de
masses simples combinées (Smets, 1995).
3.2. Combinaison des croyances
La combinaison ou révision des croyances intervient lorsqu’on dispose de nou-
velles informations, codées sous forme de fonctions de croyance, à fusionner avec les
fonctions de croyance existantes, afin de réaliser une synthèse de connaissance dans un
environnement multi-sources. Deux contraintes sont à respecter : chaque source d’in-
formation s’exprime sur le même cadre de discernement, et les sources doivent être
indépendantes (Yaghlane et al., 2000). La règle conjonctive et la somme disjonctive
sont les deux opérateurs principaux de combinaison.
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Pour J sources d’information indépendantes et totalement fiables, dont les hypo-
thèses sont définies sur le cadre de discernement Ω, la fonction de masse résultant de







 , ∀A ⊆ Ω. (3)
Cette règle commutative et associative, possède pour élément neutre l’ignorance to-
tale et pour élément absorbant la fonction certitude totale. Elle n’est cependant pas
idempotente. Cette règle conduit généralement à une fonction de masse non norma-
lisée (m∩©(∅) 6= 0). Dempster a introduit une étape de normalisation afin d’aboutir
à la loi de combinaison conjonctive normalisée plus connue sous le nom de règle de
combinaison de Dempster ou somme orthogonale (Dempster, 1967).









3.2.1. Nouvelles règles de combinaison
Les règles conjonctives et disjonctives supposent que les fonctions de croyance
combinées sont issues de sources indépendantes. Or dans les applications, les sources
ne le sont pas toujours. Pour répondre à ce problème, Denœux a proposé la règle
conjonctive prudente (Denœux, 2008). Cette règle, notée ∧©, s’appuie sur le prin-
cipe d’engagement minimal qui indique que lorsque plusieurs fonctions de croyance
sont compatibles avec un ensemble de contraintes, il faut choisir la moins informative
(principe analogue au maximum d’entropie en théorie des probabilités). Ce principe
stipule que l’on ne devrait pas donner plus de croyance que justifié par la source d’in-
formation. Sous la contrainte que m12 soit plus riche que m1 et m2, la fonction de
masse la moins informative existe, est unique et est définie par le minimum (noté ∧)
des fonctions de pondération associées à m1 et m2. Ainsi, si Aw1 et Aw2 sont deux
fonctions de masse simple, leur combinaison par la règle conjonctive prudente est la
fonction de masse simple Aw1∧w2 telle que :
w1∧©2(A) = w1(A) ∧ w2(A) ∀A ⊂ Ω, (5)
m1∧©2(A) = ∩©A⊂ΩAw1(A)∧w2(A).
Les propriétés de la règle prudente résultent de celles du minimum : commutativité,
associativité, idempotence.
3.2.2. Gestion du conflit
Lors de la combinaison conjonctive, il est possible que certaines sources combi-
nées soient discordantes et affirment des propositions incompatibles. La masse affec-
tée à l’ensemble vide quantifie ce conflit. De nombreuses règles de combinaison ont
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été proposées pour résoudre ce problème (Martin, Osswald, 2007 ; Smarandache, De-
zert, 2009 ; Pichon, Denœux, 2009). Florea (Florea et al., 2009) a proposé la famille
des règles adaptatives qui fournit une solution intermédiaire entre la conjonction et la
disjonction. Elle est définie pour tout A ⊆ Ω par :
mf (A) = α(K).m∪©(A) + β(K).m∩©(A) pour A 6= ∅, (6)
mf (∅) = 0, (7)
où α(K) et β(K) ∈ [0; 1] sont deux fonctions du paramètre de conflitK = m∩©(∅).
3.3. Modélisation des fonctions de masse
L’estimation des fonctions de masse est un problème difficile qui n’a pas de so-
lution universelle. La difficulté est augmentée si l’on veut affecter des masses aux
hypothèses composées. On distingue les modélisations fondées sur le calcul d’une
distance (Denœux, 1995 ; Zouhal, Denoeux, 1998), et celles basées sur le calcul d’une
vraisemblance. Ces dernières se décomposent en méthodes globales (Shafer, 1976)
et méthodes séparables. Une comparaison de ces deux approches a été réalisée par
Denœux et Smets (Denœux, Smet, 2006). Les méthodes séparables construisent une
fonction de croyance pour chacune des hypothèses Hi du cadre de discernement. Ce
type d’approche a été proposé indépendamment par Smets (Smets, 1986) et par Ap-
priou (Appriou, 1999). Ces modèles d’inspiration probabiliste supposent une estima-
tion supervisée des probabilités conditionnelles p(xj |Hi) par apprentissage (où xj
représente une observation de la source j). Appriou préconise l’utilisation du modèle
obtenu à partir du théorème de Bayes généralisé proposé par Smets (Smets, 1986) :
mj({Hi}) = 0,
mj({Hi}) = dij [1−Rj .p(xj |Hi)],
mj(Ω) = 1−mj({Hi}).
(8)
Rj , coefficient de pondération des probabilités, est un facteur de normalisation dont le
domaine de définition est contraint par : Rj ∈ [0, (maxi {p(xj |Hi)})−1]. Il garantit
l’obtention d’une fonction de croyance normalisée. Pour Rj = 0, seule la fiabilité
de la source est prise en compte, sinon les données sont également considérées. Le
coefficient dij est un coefficient d’affaiblissement lié à la classe Hi qui caractérise le
degré de représentativité de l’apprentissage. Ce coefficient vaut 1 lorsque les densi-
tés sont parfaitement représentatives de l’apprentissage et 0 lorsque la distribution de
probabilité est complètement méconnue.
Ce modèle s’avère bien adapté lorsque : (i) l’on apprend facilement une classe
contre toutes les autres, ce qui est fréquent en reconnaissance des formes dans les
images, en particulier pour la détection de visage ; (ii) chaque classe est déterminée
à partir d’un détecteur adapté (par exemple pour une application de vidéoconférence,
un détecteur de teinte chair de forme elliptique dans une image de locuteur permet
de définir le probabilité d’appartenance à la classe visage, mais n’est pas capable de
distinguer entre d’autres classes).
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3.4. Modèle des croyances transférables (MCT)
Le modèle MCT est une interprétation subjectiviste, dans laquelle une fonction
de croyance modélise la connaissance partielle de la valeur d’une variable (Smets,
Kennes, 1994). Le MCT comporte deux niveaux : le niveau crédal et le niveau pignis-
tique. Le niveau crédal comprend principalement l’étape de modélisation, c’est-à-dire
la partie statique du modèle représentant les connaissances sous forme de fonctions de
croyance, ainsi que la combinaison de ces croyances appelée révision qui correspond
à la partie dynamique du modèle.
La décision s’effectue au niveau pignistique qui impose une transformation des
fonctions de croyances en distributions de probabilité. La transformation pignistique
consiste à partager équitablement chaque masse de croyance normalisée en se basant
sur le principe de la raison suffisante, qui stipule qu’en l’absence de raison de privilé-
gier une hypothèse plutôt qu’une autre, on doit supposer les hypothèses équiprobables
(Denœux, 1997). On obtient ainsi une distribution de probabilité pignistique, notée
BetP , définie pour tout A ∈ 2Ω avec A 6= ∅ par :
BetP (A) =
∑




1−m(∅) , avec m(∅) 6= 1. (9)
Ainsi, on associe une seule probabilité pignistique à une fonction de masse mais inver-
sement, une infinité de fonctions de masse à une distribution pignistique. Cela reflète
la perte d’information occasionnée lors du passage entre le niveau crédal et le niveau
pignistique.
4. Modélisation évidentielle du visage
4.1. Introduction
Notre approche consiste à restreindre la phase d’apprentissage à une initialisation
sommaire où l’utilisateur sélectionne manuellement sur la première image de la sé-
quence vidéo la zone de visage à suivre. La forte incomplétude de cet apprentissage
simple ne permet pas d’envisager une modélisation probabiliste efficace qui suppose-
rait une base d’apprentissage exhaustive des différentes classes. C’est pourquoi nos
développements se situent dans le cadre du MCT, formalisme permettant la représen-
tation d’informations partielles. Notre modélisation du visage repose sur un processus
de fusion évidentielle faisant collaborer deux familles d’attributs ou sources complé-
mentaires (figure 2) : le détecteur de visages de Viola et Jones (VJ) connu pour ses
bonnes performances et un détecteur de teinte chair qui est un bon critère discriminant.
À chaque pixel p de l’image est associé un cadre de discernement comprenant
deux classes mutuellement exclusives : Ωp = {H1p, H2p}, où {H1p} représente l’hy-
pothèse visage et {H2p} symbolise ce qui n’est pas le visage (i.e., le complémentaire).
La limitation du cadre de discernement à deux hypothèses réduit la complexité et donc
le temps de calcul, ce qui s’avère important en vue d’une procédure de suivi. Dans la
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suite, pour simplifier l’écriture, nous omettrons l’indice p et noterons simplement Ω,
H1 et H2 ces quantités relatives au pixel.
Figure 2. Schéma-bloc du modèle évidentiel de visage pour la synthèse
des probabilités pignistiques : a) jeux de masse des attributs de VJ ;
b) jeux de masse de la couleur ; c) fusion des masses ; d) décision
4.1.1. Sources d’information couleur
La couleur de la peau est une information importante dans notre application car
elle permet l’implantation d’algorithmes rapides, invariants aux changements d’orien-
tation et d’échelle. Cependant, la distribution de la couleur chair du visage varie sensi-
blement en fonction de l’éclairage et de l’espace couleur considéré. Afin d’améliorer
la robustesse aux variations d’éclairage, notre choix s’est orienté vers l’espace loga-
rithmique couleur LUX au lieu des espaces couleur linéaires commeRGB ou Y CrCb.
Les trois composantes sont calculées à partir des composantes RGB comme suit :

































L représente la luminance logarithmique, tandis que U et X sont les chrominances
logarithmiques, resp. le rouge et le bleu. Cet espace couleur non-linéaire basé sur une
transformation logarithmique offre un rendu de contraste performant pour les zones
de faible luminance. Il assure une description efficace des teintes, il est peu sensible
au bruit et a montré son efficacité en segmentation couleur (Liévin, Luthon, 2004), en
compression couleur (Luthon, Beaumesnil, 2004) et en rendu couleur (Luthon et al.,
2010). Les trois sources d’information couleur utilisées ici pour la modélisation du
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visage, notées sj (j = 1, 2, 3), sont respectivement : s1 = U ; s2 = X pour la teinte
chair, et s3 = L pour le détecteur de VJ.
4.2. Modéle évidentiel du détecteur de Viola et Jones
Le détecteur de VJ opère sur l’information de luminance uniquement (source s3).
Il génère une boîte englobante rectangulaire du visage très fiable lorsque le visage est
de face ou légèrement de profil (figure 3a, b, c). Cependant il est défaillant en présence
de fortes occultations, de rotations ou lorsqu’il reconnaît un ersatz de visage dans le
fond de l’image (figure 3d).
a) séquence No. 1 b) séquence No. 5 c) séquence No. 6 d) séquence No. 2
Figure 3. Exemples de boîte englobante fournie par le détecteur de VJ :
a), b), c) détections correctes ; d) détection incorrecte
Afin de modéliser cet attribut de Viola et Jones par une fonction de croyance (fi-
gure 2a), nous affectons au pixel p une fonction de masse notée mv(.), en fonction de
sa position relativement à la boîte englobante notée BE et proportionnellement à un
paramètre de fiabilité noté γ ∈ [0; 1] :
mv({H1}) = γ
mv({H2}) = 0
mv(Ω) = 1− γ
∀p ∈ BE mv({H1}) = 0mv({H2}) = γ
mv(Ω) = 1− γ
∀p /∈ BE
Pour γ = 0, aucune hypothèse n’est privilégiée car la source d’information n’est
pas fiable. Toute la masse est associée à la tautologie Ω et il n’y a donc pas de discrimi-
nation selon l’appartenance du pixel àBE. Pour γ = 1, la masse est maximale pour la
classe visage {H1} à l’intérieur de BE, et pour le fond {H2} à l’extérieur de celle-ci.
Pour des valeurs de γ intermédiaires, cette modélisation simple est avantageuse car
elle module l’information à la fois en fonction de γ et de la position du pixel. Nous
verrons plus loin (section 4.6) que γ peut être ajusté en fonction du conflit.
4.3. Modéle évidentiel de la couleur du visage
4.3.1. Fonctions de masse couleur
Une approche de type classification est formalisée pour construire des jeux de
fonctions de masse intégrant l’information couleur. Soient :
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– {p}P1 l’ensemble des P pixels présents dans l’image, où P est la taille de
l’image (typiquement P = 400× 400) ;
– sj une source d’information (plan couleur j = 1, 2). Une observation est notée
sjp : il s’agit de la composante j du vecteur d’attribut couleur associé au pixel p ;
– cp la classe du pixel p (primitive cachée correspondant à une hypothèse).
Étant donné un pixel p avec une observation connue sjp, mais de classe inconnue cp,
le problème consiste à construire une croyance sur la valeur actuelle de la classe cp
sans utiliser aucune base d’apprentissage sauf celle issue de l’initialisation sommaire
sur la première image.
a) b) c)
Figure 4. Initialisation sur la séquence No. 3 :
a) zone visage sélectionnée sur la première image de la vidéo ;
b) densité de probabilité p(s2|H1) ; c) fonction skin2 bornée
Le modèle d’Appriou (équation (8)) est bien adapté au problème car il prend en
compte la fiabilité de la source d’information. Ce modèle nécessite la connaissance
des vraisemblances conditionnellement aux classes, i.e., un modèle a priori, que nous
noterons skinj (équation (11)), qui caractérise la relation entre l’observation sj et
l’hypothèse visage {H1}. Ce modèle est généré à partir de l’apprentissage supervisé
où l’opérateur sélectionne manuellement une zone visage sur la première image de
la séquence vidéo (figure 4a). Les histogrammes sont calculés en considérant tous
les attributs couleur sjp dans cette zone. Les densités de probabilité conditionnelles
p(sj |H1) sont alors déduites des histogrammes par une simple opération de normali-
sation (figure 4b). Afin de maximiser le résultat de la classification, nous proposons
une stratégie où l’utilisateur a la possibilité de limiter ces densités de probabilité. Les
bornes choisies sont tracées en rouge sur la figure 4b. Alors, la fonction skinj est
définie par (figure 4c) :
skinj(ξ) =
{
p([sj = ξ]|H1) si bornemin < ξ < bornemax
0 sinon, (11)
où ξ ∈ [0;M [ est le niveau d’intensité de la composante sj . Notons que skinj(sjp)
s’obtient simplement par une opération de lecture de table (Look Up Table).
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Dès lors, durant la séquence vidéo, le jeu de fonctions de masse couleur affecté à
chaque pixel p de l’image à l’instant t est tel que :
mjp({H1}) = 0,
mjp({H2}) = dj [1−Rj .skinj(sjp)],
mjp(Ω) = 1−mjp({H2}).
(12)
mjp(.) est la masse affectée à sjp. Rj pondère les données skinj et est fixé à sa
valeur maximale. dj est initialisé de manière ad hoc par l’opérateur sur la première
image de la séquence vidéo. Nous garantissons le caractère non dogmatique des fonc-
tions de masse en imposant un coefficient de fiabilité dj < 1. La masse d’ignorance
mjp(Ω) demeure par conséquent strictement positive. Ces fonctions sont des fonctions
de masse simples (équation (2)) avec des pondérations notées wjp telles que :
wjp({H1}) = 1 et wjp({H2}) = mjp(Ω).
Finalement, pour générer un jeu de fonctions de masse couleur global plus in-
formatif noté mc(.), les masses mjp(.) sont fusionnées comme décrit ci-après (fi-
gure 2b).
4.3.2. Fusion par l’opérateur de compromis
Les sources couleur sont dépendantes. En effet, si la composante R varie, les va-
leurs des trois sources L, U et X sont modifiées (équation (10)). Dans ce contexte
de non-indépendance, une solution consiste à adopter une attitude conservative en ap-
pliquant la règle conjonctive prudente de Denœux (cf. section 3.2.1) pour fusionner
les fonctions de masse de couleur. Deux variantes de la règle prudente peuvent être
envisagées. Une règle conjonctive adaptative considère que les sources ne sont ni dis-
tinctes ni très redondantes. Les poids wjp sont agrégés avec une t-norme paramétrique
i.e., avec un opérateur de combinaison variant entre le produit et le min (Denœux,
2008 ; Kallel, Le Hégarat-Mascle, 2009). Dans notre contexte applicatif cette fusion
adaptative n’améliore pas la qualité de la modélisation couleur de façon significative,
par rapport à la règle prudente. La complexité de l’opérateur accroît inutilement le
temps de calcul sans contrepartie. De plus, une limitation de la t-norme provient de
son absence d’effet compensatoire. Une stratégie de fusion avec une propriété de com-
pensation semble pertinente. Nous proposons une solution qui consiste à utiliser une
règle de compromis adaptative très simple, notée ∧∨, variant entre le min et le max.
Cette règle est définie dans le cas de deux poids distincts wjp et wkp avec j 6= k,
0 ≤ wjp ≤ 1 et 0 ≤ wkp ≤ 1 par :
wjp ∧∨ kp(A) = (1−η)×min(wjp(A), wkp(A))+η×max(wjp(A), wkp(A)) (13)
avec A ∈ {∅, {H1}, {H2}}. Pour η = 0 nous retrouvons le min utilisé dans la règle
conjonctive prudente, tandis que pour η = 1 nous obtenons l’opérateur max proche
de la règle disjonctive. Ainsi, pour deux attributs de couleur s1p et s2p, les masses
combinées m1p∧∨2p sont déterminées par la règle suivante :
m1p∧∨2p(A) = ∩©A⊂ΩAw1p(A) ∧∨ w2p(A). (14)
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Les résultats de cette procédure adaptative sont illustrés sur la figure 5. On perçoit
nettement la variation de la qualité de la fusion en fonction du réglage du paramètre
η. En augmentant la valeur de η, le poids w1p∧∨2p(.) = w1p(.) ∧ ∨w2p(.) affecté au
pixel p est augmenté en fonction de la différence entre w1p et w2p, sauf bien sûr si
w1p = w2p. Sur la figure 5a, le cou s’avère mal détecté pour η = 0 tandis que pour
η = 1 tout le visage est parfaitement classifié. La contrepartie de cette amélioration
de la modélisation du visage est la mise en évidence de certaines zones du fond de
couleur proche de la teinte chair. Ceci est nettement visible sur la figure 5b. Le tee-
shirt de couleur rouge, correctement classifié par la règle prudente (η = 0) est détecté




η = 0 η = 0, 33 η = 0, 66 η = 1
Figure 5. Résultats (probabilités pignistiques) de la fusion des sources couleur
s1 et s2 par l’opérateur de compromis pour quatre valeurs de η :
a) séquence No. 1 ; b) séquence No. 2
REMARQUE 1. — Nous avons proposé par ailleurs (Faux, Luthon, 2006) une variante
dite contextuelle, qui combine deux ou trois sources couleur (s1; s2 et s3) et ceci pour
trois contextes caractéristiques du visage correspondant respectivement à une zone
ombrée (cou), une zone saturée (front, nez) et une zone globale du visage. Ici, le mo-
dèle proposé est simplifié par l’utilisation d’un apprentissage simple sur une seule
zone globale du visage et par l’utilisation de deux sources de couleur uniquement
(s1 = U et s2 = X) en raison d’un éclairage relativement homogène dans l’applica-
tion. 
REMARQUE 2. — Les règles de combinaison idempotentes constituent une alterna-
tive aux règles de combinaisons conjonctives classiques. Elles ne renforcent pas la
certitude lors des combinaisons d’informations dépendantes mais assurent que la com-
binaison récursive d’une information avec elle-même donne toujours le même résultat.
Dans ce cas l’indépendance des sources est moins cruciale et l’idempotence autorise
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la dépendance. Il apparaît donc un dilemne renforcement/idempotence. Dans notre
modèle de couleur nous avons favorisé un opérateur de fusion idempotent et générant
un certain « flou » dans les images. 
4.4. Fusion des deux jeux de masses par la règle de Florea
Le modèle couleur modélise fidèlement la teinte chair mais ne différencie évidem-
ment pas une teinte du visage de celle d’un bras ou d’une main par exemple. C’est
pourquoi, afin d’élaborer un modèle discriminant de visage nous fusionnons les jeux
de masses de couleur avec le jeu de masses de VJ par la règle de Florea (Florea et
al., 2009). Florea préconise logiquement l’emploi d’une règle disjonctive en présence
de fort conflit tandis qu’une approche conjonctive est employée dans le cas contraire
(équation (6)). Cette règle paraît pertinente dans notre application car elle est robuste
dans le sens où elle s’adapte à des sources dont le degré de fiabilité est inconnu. En
effet, ces réglages s’avèrent difficiles à quantifier en raison du caractère non station-
naire du contexte. Ainsi nous combinons les informations couleur (mc) et les attributs
de VJ (mv) et nous élaborons un jeu de masse unique mp (figure 2c) tel que :
mp(A) = αp.mc ∪© v(A) + βp.mc ∩© v(A) ∀A 6= ∅. (15)
avec βp =
1−Kp
1−Kp+K2p et αp =
Kp
1−Kp+K2p et où le conflit Kp entre les sources vaut :
Kp = mc({H1})×mv({H2}) +mc({H2})×mv({H1}) (16)
d’où
{
Kp = mc({H2})× γ, ∀p ∈ BE,
Kp = 0, ∀p /∈ BE.
(17)
Le tableau 1 détaille le calcul de mp obtenu par l’opérateur de Florea à partir des
combinaisons conjonctive et disjonctive des masses mc et mv .
4.5. Décision évidentielle
La règle de Florea n’affecte pas de masse sur le conflit (mp(∅) = 0) (équation (6)).
Dès lors la probabilité pignistique BetPp(.) associée à la classe visage n’est pas sur-
évaluée en fonction du conflit et a pour expression :








(1 + γ)(1−mc({H2})), ∀p ∈ BE
BetPp({H1}) = 1
2
(1− γ)(1−mc({H2})) ∀p /∈ BE.
(19)
Comme BetPp ∈ [0; 1], elle est multipliée par 255 afin de créer une image lisible en
niveaux de gris de cette probabilité.
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Tableau 1. Fusion par la règle de Florea de mc et mv en fonction de la position
du pixel p (à l’intérieur ou hors de la boîte englobante BE)
masses p ∈ BE p /∈ BE
m(c ∩© v)(∅) mc({H2})γ 0
m(c ∩© v)({H1}) γ(1−mc({H2})) 0
m(c ∩© v)({H2}) mc({H2})(1− γ) mc({H2})(1− γ) + γ
m(c ∩© v)(Ω) (1− γ)(1−mc({H2})) (1− γ)(1−mc({H2}))
m(c ∪© v)(∅) 0 0
m(c ∪© v)({H1}) 0 0
m(c ∪© v)({H2}) 0 mc({H2})γ
m(c ∪© v)(Ω) 1 1−mc({H2})γ
mp(∅) 0 0
mp({H1}) βp(1−mc({H2}))γ 0
mp({H2}) βp(1− γ)mc({H2}) mc({H2})(1− γ) + γ
mp(Ω) αp + βp(1− γ)(1−mc({H2})) (1− γ)(1−mc({H2}))
Le tableau 2 résume le comportement du modèle évidentiel de visage lorsque le
pixel a une teinte proche (mc({H2}) → 0) ou différente (mc({H2}) → 1) de celle
du visage, et ceci en fonction de la fiabilité γ du détecteur de VJ. La performance du
modèle évidentiel dépend à la fois de la qualité du modèle couleur et de la fiabilité
du détecteur de VJ. C’est pourquoi nous préconisons d’initialiser la valeur de γ telle
que 0, 5 ≤ γ ≤ 0, 7. Une valeur de γ faible (γ < 0, 2) conduit à limiter l’influence
du détecteur de VJ et réduit le modèle évidentiel à un simple détecteur de teinte chair.
Lorsque le détecteur de VJ est en défaut (quand il ne délivre aucune boîte englobante)
nous fixons γ = 0.
Tableau 2. Résultats du modèle évidentiel en fonction des informations couleur
mc({H2}) et de la fiabilité γ du détecteur de Viola et Jones
mc({H2}) γ BetPp({H1}) BetPp({H1}) Décision Décision
∀ p ∈ BE ∀ p /∈ BE ∀ p ∈ BE ∀ p /∈ BE
→ 0 0 0, 5 0, 5 Indécision Indécision
→ 0 0, 5 0, 75 0, 25 {H1} {H2}
→ 0 1 1 0 {H1} {H2}
0, 5 0 0, 25 0, 25 {H2} {H2}
0, 5 0, 5 0, 5 0, 125 Indécision {H2}
0, 5 1 0, 5 0 Indécision {H2}
→ 1 0 0 0 {H2} {H2}
→ 1 0, 5 0, 33 0 {H2} {H2}
→ 1 1 0, 5 0 Indécision {H2}
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4.6. Affaiblissement de γ par rétroaction
Lorsque le détecteur de VJ se positionne sur un erzatz de visage (figure 3 d) avec
une fiabilité élevée (γ ≥ 0, 5), les informations de teinte (mc({H2}) > 0, 5) et de VJ
sont discordantes et le conflit est important dans cette zone.
Afin de limiter ce risque de détection d’un leurre, nous calculons le conflit global
noté K. Il correspond à la somme du conflit contenu dans BE normalisée en fonction







où NB est le nombre de pixels appartenant à BE. K est alors utilisé pour affaiblir
dynamiquement γ par rétroaction tel que : γt = γ0 × (1 − Kt−1) où Kt−1 est le
conflit calculé à l’image précédente (cf. boucle de rétroaction sur la figure 2).
5. Suivi de visage
Le suivi de visage consiste à estimer la position, la taille et la pose du visage
pour obtenir sa trajectoire en temps réel durant la séquence video (Yilmaz et al.,
2006). Les nombreuses techniques de suivi peuvent être classées en trois catégories.
Les méthodes bas niveau assurent le suivi en considèrant l’information de couleur
(mean-shift) (Comaniciu et al., 2003), par soustraction du fond dans le cas d’un fond
uniforme ou stationnaire, ou en estimant le flux optique. Les snakes, les modèles de
forme ou d’apparence (AAM) assurent le suivi par une mise en correspondance de
modèles (template matching) (Isard, MacCormick, 2001 ; Rathi et al., 2007). Ces mé-
thodes utilisent des algorithmes semblables à ceux évoqués en détection de visage
(section 2) mais en respectant la contrainte du temps réel. Enfin les méthodes de fil-
trage assurent un suivi temporel par une prédiction de l’état (la localisation) d’un
système dynamique (l’objet à suivre) à l’image suivante en se basant sur des mesures
antérieures. Le filtre de Kalman s’emploie pour des modèles uni-modaux gaussiens
tandis que les filtres particulaires ont été largement utilisés pour modéliser des pro-
cessus non linéaires non gaussiens (Arulampalam et al., 2002). Ainsi, pour diverses
situations de suivi, Klein (Klein et al., 2010) propose une approche efficace qui fu-
sionne des sources défaillantes en utilisant des informations contextuelles issues d’un
filtre particulaire. Muñoz (Muñoz-Salinas et al., 2009) propose une extension du filtre
particulaire bayésien à la théorie de l’évidence. L’algorithme présente une solution
originale au suivi multi-caméras de personnes dans le contexte d’un environnement
d’intérieur.
Dans notre application, le visage est un objet déformable relativement proche de
la caméra, dont le mouvement propre est peu prévisible avec des changements de
direction. La scène est a priori encombrée et non stationnaire en raison de la mobilité
de la caméra. Dans ce contexte, nous avons choisi une méthode de suivi par filtrage
particulaire de type bootstrap car cette technique s’avère efficace lorsque l’objet a
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une trajectoire non linéaire et elle prend en compte la redondance temporelle entre les
images. Le but est d’estimer de manière robuste les paramètres d’un vecteur d’état qui
contient les caractéristiques cinématiques de l’objet à suivre (le visage). Les contours
extérieurs du visage sont approximés à l’instant t par une ellipse de centre (xct , yct ),
d’axe mineur lt, de grand axe ht et d’orientation θt. Ces paramètres sont regroupés
dans le vecteur d’état Xt = [xct , yct , lt, ht, θt].
L’algorithme de filtrage particulaire applique un filtre bayésien récursif à plusieurs
localisations hypothétiques du visage, et fusionne ces hypothèses en fonction de leur
vraisemblance, conditionnellement à l’état prédit. Sachant que Yt est l’observation
issue de l’image à l’instant t, le filtre particulaire approxime la distribution de proba-
bilité conditionnelle a posteriori p(Xt|Y1:t) sous la forme d’une combinaison linéaire
pondérée de masses de Dirac appelées particules. Une particule Λ(n)t = {λ(n)t , ω(n)t }
représente une hypothèse sur l’état de la cible. λ(n)t correspond à la position et ω
(n)
t









Le modèle évidentiel de visage constitue l’entrée de la procédure de suivi (cf. fi-
gure 1). L’algorithme de suivi (figure 6) débute par une phase d’initialisation. La zone
Figure 6. Synoptique de l’algorithme de suivi par filtrage particulaire
de visage rectangulaire sélectionnée manuellement par l’opérateur lors de l’appren-
tissage supervisé est utilisée pour initialiser les paramètres de Xt. Puis l’algorithme
opère en deux étapes successives (décrites aux paragraphes 5.1 et 5.2) :
– dans un premier temps, les coordonnées du centre (xct , yct ) sont déterminées,
– ensuite, la taille et l’orientation (pose) de l’ellipse (lt, ht, θt) sont estimées.
Lorsque le contenu informatif (équation (23)) associé à la particule estimant le vecteur
d’état est inférieur à un seuil fixé à l’initialisation, un rééchantillonnage simple est
opéré. Les poids de l’ensemble des particules sont alors fixés à : ω(n)t = 1/N (où N
est le nombre de particules). Nous tirons au hasard des positions éventuelles du visage
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en propageant les particules suivant une loi uniforme UX . Lorsque la position tirée
retrouve une partie du visage, la convergence du filtre après quelques itérations assure
la reprise complète du suivi.
5.1. Estimation du centre du modèle
Un modèle dynamique assez simple du vecteur d’état, réduit ici à Xt = [xct , yct ],
inspiré des travaux de Pérez (Pérez et al., 2004), distribue aléatoirement le centre des
particules dans l’image selon la loi :
p(X˜t|Xt−1) = (1− ν)N (X˜t|Xt−1,Σ) + νUX˜(X˜t) (22)
où N (.|µ,Σ) est la distribution gaussienne de moyenne µ et de covariance Σ. La
matrice diagonale Σ = diag(σ2xct , σ
2
yct) fixe les variances imposées aux compo-
santes de position du vecteur d’état. Le coefficient ν pondère la distribution uniforme :
0 ≤ ν ≤ 1. Cette composante uniforme (ν = 0, 1) gère les rares mouvements erra-
tiques perçus comme des sauts dans la séquence vidéo. Elle aide aussi l’algorithme à
se déverrouiller après une période d’occultation partielle ou totale momentanée. Ainsi,
sur la figure 7a, l’influence de la distribution gaussienne se caractérise par la concen-
tration de la plupart des particules autour du centre estimé à l’image précédente. On
note aussi clairement le rôle du paramètre ν car une dizaine de particules isolées ex-
plorent d’autres zones de l’image.
Suite à la prédiction, le filtre particulaire évalue l’adéquation de l’observation Y (n)t
mesurée dans l’ellipse prédite X˜(n)t , avec les données du modèle de visage pour cal-
culer la vraisemblance p(Yt/X˜t). Pour quantifier cette adéquation, nous considérons
la somme quadratique des probabilités pignistiques BetPp({H1}) contenues à l’inté-







Finalement, le critère du maximum de vraisemblance sélectionne l’ellipse la plus
significative et son centre définit les composantes de position du vecteur d’état (fi-
gure 7b).
La transformation des masses du modèle évidentiel de visage en probabilités pi-
gnistiques (équation (19)), assure la compatibilité avec le cadre probabiliste du filtre
particulaire (la disjonction d’hypothèses Ω n’apparaît plus).
5.2. Estimation de la taille et de la pose
Les composantes de taille et de pose à l’instant t du vecteur d’état réduit à Xt =
[lt, ht, θt] sont prédites par le modèle dynamique de l’équation (22) mais en fixant
le paramètre ν = 0. En effet, il n’est pas pertinent de considérer des mouvements
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a) b) c) d) e)
Figure 7. Séquence No. 3 : a) particules lors de la phase d’estimation du centre
(N = 80) ; b) résultat du filtrage en position ; c) particules lors de la phase
d’estimation de la taille ; d) mesure de l’ellipse ; e) résultat du filtre particulaire
(les pixels blancs dénotent la teinte chair)
erratiques à propos des paramètres de taille ou de pose du vecteur d’état. La figure 7c
illustre la répartition des différentes ellipses prédites autour du centre xct , yct .
Lors de la phase de correction, les probabilités pignistiques issues du modèle
évidentiel sont binarisées. Une opération morphomathématique de remplissage s’ap-
plique alors sur cette image afin d’exhiber une forme autour du centre (xct , yct ) dont
le contour est extrait (en blanc sur la figure 7d). Ensuite, une mesure elliptique de ce
contour basée sur une méthode d’ajustement par moindres carrés (Fitzgibbon et al.,





. Dès lors, l’étape de correction évalue le poids d’importance
ω˜
(n)
t comme inversement proportionnel à la distance euclidienne entre l’ellipse prédite
et l’ellipse de mesure. Le critère du maximum de vraisemblance permet de sélection-
ner la particule la plus significative. Parmi l’ensemble des ellipses prédites (figure 7c)
l’algorithme sélectionne celle (figure 7e) dont la taille et l’orientation sont les plus
proches de l’ellipse de mesure (en rouge sur la figure 7d). Le résultat du filtrage (fi-
gure 7e) est correct bien que la mesure soit perturbée (figure 7d) par un artefact issu
du fond. En effet ce résultat dépend aussi de la forme et de l’orientation des parti-
cules lors de la phase de prédiction, donc du paramétrage du modèle dynamique du
filtre. La valeur de la variance Σmax imposée dans le modèle assure que les particules
s’écartent faiblement des composantes du vecteur d’état estimé à l’instant t− 1.
6. Analyse des résultats du suivi vidéo
L’évaluation des performances des algorithmes de suivi nécessite à la fois la défini-
tion d’un critère quantitatif tel que la précision, la robustesse, ou la vitesse d’exécution
et une vérité terrain, c’est-à-dire un ensemble de données codant image par image la
position réelle du visage obtenu par une expertise humaine. L’obtention de cette vé-
rité est relativement subjective et laborieuse. Ici, nous considérons le visage présent
dans l’image lorsqu’une part suffisante de la peau de celui-ci est visible. Les cheveux
ne sont pas pris en compte. Le visage peut se situer de face, mais aussi de profil (fi-
gure 3). Lors d’une occultation totale le visage est considéré comme absent.
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6.1. Évaluation qualitative
Nous illustrons par deux séquences le comportement de l’algorithme en présence
d’occultations totales ou partielles (figure 8), de variations de pose et d’éléments per-
turbateurs tels que les mains à proximité de la tête (figure 9).





Figure 8. Suivi de visage pour la séquence No. 1 : a) Boîte englobante (en rouge)
délivrée par le détecteur de VJ ; b) Probabilité pignistique issue du modèle de visage
pour γ = 0, 5 et η = 0, 5 ; c) Particules du filtre particulaire lors de la phase
d’estimation du centre de Xt ; d) Ellipse résultat du filtrage particulaire
Sur les images im57 et im71 de la figure 8a, les masses de VJ renforcent le contenu
informatif associé à la zone visage tout en affaiblissant celui extérieur à la boîte en-
globante. Les probabilités pignistiques sont les plus significatives (en blanc figure 8b)
sur la zone visage et non sur les autres régions de couleur de peau (bras, main, cou).Le
détecteur de VJ est mis en défaut sur l’image im80 en raison de la rotation du visage
et de la présence d’un artefact ressemblant à un visage dans le fond (affiche en haut
à droite). L’ajustement du paramètre de compromis (η = 0, 5) ainsi que l’affaiblis-
sement de γ par le conflit (rétroaction) élèvent le contenu informatif associé à l’in-
formation teinte et le visage demeure correctement détecté. Aucune boîte englobante
n’est délivrée par le détecteur de VJ sur les images im60, im66, im69. Dans ce cas,
nous imposons γ = 0 : seule l’information de couleur est considérée. C’est pourquoi,
en présence d’occultation totale (im66), l’ellipse solution se positionne sur la main de
la personne. La faible composante uniforme (ν = 0, 1) dans le modèle dynamique du
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filtre (équation (22)) assure un raccrochage du filtre dès qu’une particule candidate se
place à nouveau sur une zone de visage (im71).
Dans la séquence de la figure 9, l’utilisateur se situe de face et retire ses lunettes.
Ses deux mains viennent se positionner près du visage à l’image im82 avant de com-
mencer à s’en écarter à l’image im113. La personne est vêtue d’un tee-shirt de couleur
assez proche de la teinte chair. Le détecteur de VJ fournit une boîte englobante fiable
durant toute cette séquence où le visage est de face. Le résultat du suivi est parfait
lorsque les mains effleurent le visage sur l’image im82. Lorsque les mains sont en
contact franc avec celui-ci (im110 à im113), l’ellipse est déviée en orientation : l’esti-
mation du centre est correcte mais la pose est erronée. Lorsque les mains s’éloignent
du visage, l’algorithme ne les suit pas et se repositionne correctement sur le visage à
l’image im120. La présence d’éléments perturbateurs altère donc partiellement l’esti-
mation de la pose et de la taille mais perturbe peu le suivi en position.
im82 im86 im110 im113 im120 im122
Figure 9. Suivi de visage sur la séquence No. 2 : ellipse résultat du filtrage
particulaire
6.2. Évaluation quantitative
Afin de quantifier les performances du suivi dans des contextes variés et sur un lot
de données statistiquement significatif, nous avons détouré manuellement le visage
dans 500 images de 6 séquences vidéo (ceci à raison de 1 image/sec afin d’explorer
chaque vidéo avec une cadence adaptée à l’applicatif). Trois séquences supplémen-
taires complètent celles déjà présentées : dans la séquence No. 4, l’utilisateur de cou-
leur de peau noire, s’éloigne de la caméra ; dans la séquence No. 5, une personne se
déplace en arrière plan (fond complexe) ; enfin la séquence No. 6 présente un visage
de jeune femme maquillée. Les pixels situés à l’intérieur du détourage représentent la
vérité terrain V T . L’algorithme de suivi délivre une ellipse notée ROI (pour Region
Of Interest) issue du filtre particulaire. Les pixels vrais positifs V P appartiennent à
l’intersection V T ∩ROI tandis que les faux positifs (FP ) sont inscrits dans la ROI
mais situés à l’extérieur de V T . Pour évaluer la performance du suivi nous utilisons








La précision est donc le rapport des mesures correctes (V P ) sur l’ensemble des me-
sures (ROI = V P ∪ FP ). Le rappel représente le rapport des mesures correctes
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sur l’ensemble de la vérité terrain (car V T = V P ∪ FN ). Les faux négatifs (FN )
sont extérieurs à la ROI mais appartiennent à V T . Précision et rappel sont cal-
culés individuellement sur chaque image. Ils sont ensuite moyennés sur chaque sé-
quence pour mettre en évidence précisément l’influence des paramètres dans chaque
contexte, et enfin sur l’ensemble des données afin de cerner le comportement global
de l’algorithme. Ces mesures conduisent à l’élaboration de courbes COR (Caracté-
ristiques Opérationnelles de Réception) d’abscisse x = (1−Précision) et d’ordonnée
y = Rappel, obtenues pour différentes valeurs des paramètres d’influence (γ et η).
Le point de la courbe le plus proche du point idéal (x = 0; y = 1) correspond à la
meilleure valeur du paramétrage.
Par cette étude nous présentons la sensibilité de la méthode aux paramètres de
compromis η et de fiabilité γ. La rétroaction par affaiblissement (section 4.6) n’est
pas mise en œuvre ici afin d’exhiber clairement l’influence de γ sur l’algorithme.
La figure 10 indique que lorsque seule l’information couleur est considérée (i.e.,
γ = 0), la qualité globale du suivi est médiocre même si le paramètre de compromis
η permet une modulation large des performances (Précision ∈ [0, 42; 0, 53], Rappel ∈
[0, 22; 0, 55]). Les performances optimales s’obtiennent pour γ ≈ 0, 3 associé à un
ajustement de η tel que 0, 2 ≤ η ≤ 0, 6. Pour γ = 0, 7, l’information de VJ, supposée
très fiable, joue le rôle majeur dans le modèle évidentiel du visage. Le paramètre de
compromis η influence alors très faiblement les performances du suivi : la précision
varie peu (∈ [0, 63; 0, 68]) et le rappel est quasi-constant (≈ 0, 6).
Figure 10. Courbes COR globales établies sur l’ensemble des données pour le jeu
de valeurs des deux paramètres : γ ∈ [0; 0, 7] et η ∈ [0; 1]
Pour les séquences où le visage est souvent de profil ou occulté, les masses couleur
sont plus significatives que celles de VJ. Les performances les plus faibles s’observent
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pour γ = 0, 7 (figure 11). Elles sont optimales en considérant partiellement l’informa-
tion de VJ (γ = 0, 1) et ceci pour une valeur de η correctement ajustée, i.e., η ≈ 0, 6.
Ainsi, l’action conjointe d’un compromis sur les masses couleur et la modération des
informations de VJ conduit à une optimisation des performances (précision et rappel
proches de 80 %). Ces résultats sont comparables à ceux des classifieurs standards qui
présentent des taux de détection variant entre 70 et 80 % (Castrillón et al., 2011).
Figure 11. Courbes COR établies sur la séquence No. 1 pour les valeurs
des paramètres : γ ∈ [0; 0, 7] et η ∈ [0; 1]
Un autre critère important dans l’évaluation des performances du suivi est l’erreur
de localisation notée : ε =
√
(xV Tt − xct)2 + (yV Tt − yct)2.
xV Tt , yV Tt sont les coordonnées du centre de gravité du visage issu de la vérité
terrain (V T ), et xct , yct sont les paramètres de position de l’ellipse (ROI). L’erreur de
localisation moyenne ainsi que l’écart type, calculés sur l’ensemble des images de la
séquence, sont aussi des critéres d’évaluation couramment utilisés. A des fins de com-
paraison nous avons testé notre méthode sur la séquence David Indoor utilisée dans
de nombreux articles récents (Babenko et al., 2011). Le contexte de cette séquence est
proche de celui rencontré dans notre application : changements de pose du visage, va-
riations d’éclairage, présence d’éléments perturbateurs (l’opérateur enlève puis remet
ses lunettes). Avec une erreur de position inférieure à 20 pixels sur la majorité de la sé-
quence (figure 12), notre algorithme dépasse les performances du meilleur algorithme
(MILTrack) évalué sur la figure 13 . Notre approche est défaillante localement sur les
images 76 puis 181 à 187 i.e., lorsque l’algorithme se positionne sur un artefact. L’er-
reur de localisation moyenne est de 16,7 pixels avec un écart type de 26,8 pixels. Ces
performances sont du même ordre que celles présentées dans la littérature à propos
du suivi de visage par filtrage particulaire où l’erreur moyenne de suivi est de 22,4
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Figure 12. Résultat de suivi (erreur de position du centre) sur la séquence
David Indoor, avec η = 0, 5
Figure 13. Résultats de suivi (erreur de position du centre) de différents algorithmes
sur la séquence David Indoor d’après Babenko
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pixels avec l’algorithme de Condensation et de 16,3 pixels pour un filtre particulaire
adaptatif APF (Zheng, Bhandarkar, 2009).
6.3. Asservisement visuel
L’asservissement visuel (figure 14) contrôle les trois degrés de liberté (panora-
mique, inclinaison, zoom) de la caméra PTZ. Le but est de maintenir le visage au
centre de l’image avec une taille raisonnable (environ 20 % de la taille de l’image).
Les lois de commande de la poursuite (tâche de recentrage) et du zoom sont élaborées
par une approche classique (Crétual, Bouthemy, 1998).
Figure 14. Synoptique de l’asservissement visuel avec : X∗t = [0, 0, 120, 100, 0]
consigne de l’asservissement et Xt vecteur d’état issu du filtre particulaire
La figure 15 illustre le comportement de l’asservissement visuel. Sur l’image im14
le visage est situé sur la gauche du champ visuel. Sur l’im18, l’action conjointe du dé-
placement panoramique et du zoom recentre le visage dans le plan image. De l’im20
à l’im24 l’opérateur se déplace vers le fond de la salle. Dès lors le zoom et le mou-
vement vertical de la caméra (tilt) recadrent le visage au centre de l’image avec une
taille désirée.
im14 im18 im20 im24 im26 im29
Figure 15. Résultat du suivi avec un asservissement visuel de la caméra en position
(pan et tilt) et un contrôle du zoom
7. Discussion
Nous avons proposé une méthode originale de détection et suivi de visage basée
sur une modélisation crédibiliste couplée à une technique de filtrage particulaire clas-
sique de type bootstrap. Notre contribution théorique porte sur un opérateur de com-
promis pour réaliser la fusion de sources d’information. Pour l’application au suivi
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de visages, les taux de précision et de rappel peuvent atteindre 80 % avec un réglage
adéquat des paramètres, et ceci sans avoir à construire de base d’apprentissage lourde,
ce qui constitue l’originalité de notre approche. La simplicité des calculs rend l’ap-
proche utilisable en temps-réel vidéo (même si ce n’est pas le cas de notre prototype
actuel développé avec Matlab et LabVIEW pour faciliter le prototypage et les simula-
tions). Les résultats statistiques (section 6.2) confirment les constatations qualitatives
évoquées en section 6.1. Cependant les valeurs optimales des paramètres (γ = 0, 3 et
η = 0, 6) sont déduites d’un moyennage des résultats. Par conséquent, cette étude éva-
lue mal le dimensionnement des paramètres pour une variation transitoire du contexte
sur une partie de la séquence. Un ajustement dynamique des paramètres s’avère né-
cessaire pour améliorer la robustesse du suivi. C’est pourquoi nous avons proposé en
section 4.6 un réglage de γ en fonction du conflit. De plus, le contrôle de l’interaction
entre la fusion et le filtre particulaire demeure délicat. En effet, un apport trop impor-
tant ou mal adapté de « flou » risque de dénaturer complètement le modèle de visage
et conduire à une divergence du filtre. En tant que perspective, la mise à jour dyna-
mique du paramètre η de compromis, en fonction d’une mesure de la dépendance des
sources (intercorrélation ou cohérence) est une question à aborder. La modélisation
des fonctions de masse pourrait aussi être améliorée en utilisant un apprentissage sur
une vérité terrain sommaire pour estimer a priori les taux VP, FP, VN, FN et maximi-
ser les croyances.
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