We study the field that is produced by a paraxial refractive axicon lens. The results from geometrical optics, scalar wave optics, and electromagnetic diffraction theory are compared. In particular, the axial intensity, the on-axis effective wavelength, the transverse intensity, and the far-zone field are examined. A rigorous electromagnetic diffraction analysis shows that the state of polarization of the incident beam strongly affects the transverse intensity distribution, but not the intensity distribution in the far zone.
INTRODUCTION
Axicons [1] , sometimes called conical prisms, are optical elements that have rotational symmetry. Whereas ordinary lenses produce a focal spot, axicons generate a focal line, known as the axicon line image, which, with increasing distance from the axicon, gradually evolves into a ring-shaped pattern. This makes axicons useful for applications as diverse as imaging with an extended depth of focus [2] , surface inspection [3] , stimulated Brillouin scattering [4] , optical pumping [5] , laser drilling [6] , optical trapping [7] , frequency doubling [8] , triangulation [9] , optical coherence tomography [10] , and corneal surgery [11] . Moreover, they can be used to create so-called nondiffracting Bessel beams [12] . Useful reviews of axicon lenses are presented in Refs. [13] [14] [15] .
Three types of axicons can be distinguished: diffractive axicons [16] [17] [18] , reflective axicons [19] [20] [21] [22] , and refractive axicons [23, 24] . In this study, we consider the latter variety. A vector analysis for lenses that produce a converging spherical wavefront has been presented in a well-known study by Richards and Wolf [25] . However, a comprehensive electromagnetic description of refractive axicons, as presented here, has, to the best of our knowledge, not been undertaken yet.
We begin by briefly reviewing several geometrical axicon properties in Section 2. This is followed by a scalar wave analysis in Section 3, in which both the nondiffractive beam properties of the line image and its transition into a ring-shaped intensity profile are examined. In Section 4 we derive expressions for the electromagnetic field that is produced by incident beams whose polarization state is either uniform, e.g., beams that are linearly polarized, or whose polarization state is nonuniform [26] , namely, beams with radial or azimuthal polarization. We then apply these formulas in Section 5 to study the on-axis intensity, the effective on-axis wavelength, the transverse field intensity, the state of polarization, and the far-zone field. Because we are dealing with beam-like fields, we will throughout this analysis make use of the paraxial approximation. This justifies neglecting the longitudinal field components.
GEOMETRICAL RAYS
A linear, plano-convex refractive axicon, as sketched in Fig. 1 , is rotationally symmetric about the z axis and has a cone-shaped form. For holding the cone during manufacturing and use, a cylindrical section is necessary. The axicon is characterized by three parameters: the refractive index n, the base angle α, and the radius a. We consider an axicon that is illuminated by a collection of rays that are all parallel to the z axis. At the conical surface of the axicon, these rays are refracted toward the axis, all under the same angle β − α. It is seen from Fig. 1 that they are focused along a line that extends over a distance L from the apex of the cone. From Snell's law, we have that sin β n sin α. Hence the length of the focal line equals L a tan γ − a tan α;
(1)
The length of the focal line versus the base angle α is shown in Fig. 2 . It is seen that for applications in which a long focal line is necessary, the base angle must be quite small. We will from here on restrict ourselves to this paraxial regime.
We assume that the incident field has a Gaussian intensity profile, i.e.,
with I 0 and w 0 positive constants, and ρ jρj jx; yj being the radial distance from the z axis. In order to calculate the axial intensity distribution, we consider a thin ring on the front face A, with inner radius ρ and outer radius ρ δρ. The power flow through the ring is
The transmitted portion of this power is projected onto the z axis between the two positions
where we have used Eq. (1) with the variable a replaced by the radial distances ρ and ρ δρ, respectively. The rays carrying this power make an angle β − α with the z axis. If we define the length δL L 2 − L 1 , then the axial intensity or "power per unit length" equals
Here T 1 ω and T 2 ω are the amplitude transmission coefficients at frequency ω of the air-glass interface for normal incidence, and of the glass-air interface for incidence at an angle α, respectively. From Eq. (1) we find that z ρtan γ − tan α, and thus the axial intensity is given by the formula
where we introduced the symbol D 1 , with
This factor is independent of the position z. Note that this geometrical model predicts a nonzero field on-axis only when 0 ≤ z ≤ L. In the next section, we will compare the prediction of Eq. (8) with the result of a scalar analysis.
SCALAR FIELDS
Let us next consider a plane, monochromatic scalar wave of frequency ω with a Gaussian amplitude distribution that is propagating in the positive z direction. The wave is normally incident on the front face A of the axicon.
In the space-frequency domain, this wave can be represented as
where U 0 ω denotes the spectral amplitude, with jU 0 ωj 2 I 0 , and w 0 the beam width in the plane A (see Fig. 3 ). The base angle α is taken to be quite small, which justifies using the paraxial approximation. In order to calculate the field in the output plane z 0, we notice that at position Q 0 ρ; 0 the field has traveled a length d through air, namely,
Refractive axicon with radius a, base angle α, and refractive index n. Rays are normally incident on the front face A. A marginal ray crosses the z axis at a distance L from the apex, which is taken to be in the plane z 0. The phase difference Δ between the field at Q 0 and that on the z axis is therefore
where k denotes the free-space wavenumber associated with frequency ω. We thus find that the output field in the plane z 0 is related to the incident field in the entrance plane A by the formula
with T ρ; ω given by the expression
and with the factor Cω being independent of ρ, namely,
Here T 1 ω and T 2 ω are the transmission coefficients described in relation with Eq. (7), and t is the thickness of the cylindrical axicon base.
The field at a position Pr behind the lens is, according to the Huygens-Fresnel principle ( [27] , Chap. 8), given by the expression
where R z 2 x − ξ 2 y − η 2 1∕2 is the distance between Px; y; z and Q 0 ξ; η; 0, and λ is the free-space wavelength. Using the Fresnel approximation, together with Eq. (13), this diffraction integral can be expressed as
where, for brevity, the ω dependence has been omitted. In cylindrical coordinates
the field at P can be written as
The integral over the angle μ is independent of δ, and hence we obtain the formula
with J 0 a Bessel function of the first kind of order zero. We note that the field is rotationally symmetric about the z axis, i.e., it depends on ρ jρj. The intensity follows from the definition Iρ; z jU ρ; zj 2 ;
as is customary in scalar optics. The oscillatory integral in Eq. (21) can be evaluated numerically, but it is instructive to find an approximate solution by using the method of stationary phase ( [28] , Section 3.3). If we consider only the contribution of the interior stationary point, which means that the edge contribution is ignored, the result for 0 < z < L is (see Appendix A for details)
For the intensity we hence find that
where the constant D 2 is independent of position and given by the expression
Before discussing the implications of these diffraction integrals, it is important to note that whereas Eq. (21) is valid for all axial positions z, Eq. (23) only applies for the interval 0 ≤ z ≤ L. When z is beyond the focal line, the method of stationary phase, just like the geometrical model, predicts an axial field that is identically zero.
A. Axial Intensity
The axial intensity distribution produced by an axicon is shown in Fig. 4 based on the three different models we have discussed so far: geometrical optics [Eq. (8)], scalar wave optics using the full diffraction integral [Eq. (21)], and scalar wave optics using the method of stationary phase [Eq. (24)]. For the choice of parameters used in panel (a), the three curves are virtually indistinguishable. The intensity is seen to first rise, after which an exponential decay sets in. The length of the focal line as calculated from Eq. (1), L 1.15 m in this case. The beam waist w 0 was taken to be less than the axicon radius a. Neglecting the boundary contribution, as is done in the stationary phase expression Eq. (24), is then justified. However, when the beam waist and the axicon radius are equal, as illustrated in panel (b), the edge contribution becomes significant. The diffraction integral of Eq. (21), in which the edge contribution is not neglected, now predicts an intensity with a modulation with increasing size and decreasing periodicity, followed by a steep decline to zero. That the boundary contribution leads to an Research Article oscillatory intensity has been discussed previously, e.g., in Refs. [17] and [29] . This behavior is in stark contrast with Eqs. (8) and (24) . These two formulas both still predict a smooth intensity distribution, but now with a discontinuous drop to zero at the end of the focal line z L.
B. Transverse Intensity
The normalized transverse intensity distribution, as given by Eq. (24) , is seen to be
which is independent of z. It is this ability of axicons to produce "diffraction-free" or "propagation-invariant" Bessel beams that has attracted much attention [30] [31] [32] [33] [34] . Because Eq. (26) is only valid when z < L, it cannot be used to investigate the transition of the axicon line image to a ring-shaped profile. To that end, we therefore use Eq. (21) (1)], the distribution gets progressively broader. We note that, for clarity, all curves in Fig. 5 are normalized to 1 at ρ 0. In reality, obviously, the axial intensity will decrease when z gets larger.
The gradual broadening of the central transverse peak is accompanied by the onset of sidelobes, which eventually leads to a ring-like intensity profile. This is shown in Fig. 6 , where, because the peaks begin to cluster around the same angle, the horizontal axis now represents the polar angle θ, rather than the radial distance ρ. The sidelobes, positioned between θ 0.002 and θ 0.008, have a maximum intensity that increases with increasing z. Gradually, this maximum begins to exceed the unit intensity on the axis θ 0.
The influence of the beam waist size w 0 can be examined by increasing its value from 1 cm to 1 m. The result is shown in Fig. 7 , in which it can be seen that the position of the maxima remains the same, but the secondary sidelobes are now more suppressed.
For even larger distances, as plotted in Fig. 8 , these sidelobes get narrower, and a ring-like field develops around the angle (24)] (red). In panel (a) the beam waist w 0 0.5 cm, which is smaller than the axicon radius. In panel (b) w 0 1 cm, which is equal to the axicon radius. In both these examples, the refractive index n 1.5, the base angle α 1°, the axicon radius a 1 cm, and the wavelength λ 632.8 nm. θ β − α 0.0087, which is precisely the geometrical angle of refraction shown in Fig. 1 . Of course, the far-zone field (the field at infinity) can be brought to the focal plane of a paraxial lens. Notice that in Figs. 5-8 the same normalization is used. This means, for example, that for the right-most curve in Fig. 8 (z 20 m), the intensity of the ring-like sidelobe is about 16 times higher than that of the field on-axis.
ELECTROMAGNETIC FIELDS
In this section, we analyze two types of incident electromagnetic beams, namely, beams with a uniform polarization, i.e., beams whose state of polarization is the same at all points in a cross section, and radially and azimuthally polarized beams, which are nonuniformly polarized.
A. Linear Polarization
We begin by assuming a monochromatic, normally incident field that is linearly polarized along the x direction, i.e., a field of the form
with E 0 > 0, kϵ a phase constant, and T denoting the transpose. We note that this incident field has a constant amplitude, in contrast to the Gaussian fields that were discussed in earlier sections. The Fresnel transmission coefficient T 1 for normal incidence at the front face A gives rise to an overall amplitude factor that is independent of position, i.e., ( [35] , Section 7.3)
As can be seen from Fig. 3 , the field travels a distance t αa − ρ from the entrance plane A to the inside of the conical surface. Hence the field there, indicated by the superscript −, equals
The inward normal vector of the cone is given by the expressionn −sin α cos ϕ; sin α sin ϕ; cos α T ;
where the caret symbol denotes a unit vector. We define the vector s, which is normal to the plane of incidence at the conical surface, as s ẑ ×n;
sin α sin ϕ; − sin α cos ϕ; 0 T :
The vectorp, which lies in the plane of incidence and is also perpendicular to the wave vector within the axicon, is defined asp ẑ ×ŝ;
cos ϕ; sin ϕ; 0 T :
The electric field vector can now be decomposed into an s-and a p-polarized part by writing
and where we introduced the abbreviation
These two field components are transmitted with their respective Fresnel coefficients, T s and T p , for which we have ( [27] , Section 1.5.2)
T p 2n cos α
Whereas the s-polarized part remains otherwise unchanged, the p-polarized part of the electric field is, according to Snell's law, also rotated over an angle β − α around the vector s (see Fig. 1 Research Article sin β n sin α:
If we now introduce a vectorq by defininĝ
it is readily verified thatq ·ŝ 0 (45) and thatq
This demonstrates that the rotation indeed transforms the vectorp intoq. Hence the field at the right-hand side of the conical surface, indicated by the superscript , equals
The assumption of paraxiality allows us to neglect the relatively small z component of the electric field in Eq. (48) that is introduced by refraction of the p-polarized part. In addition, we note that the two Fresnel coefficients are related by the expression ( [27] , Section 1.5.2)
On making use of this in Eq. (48), it follows that the expression for the x component simplifies, and that the y component vanishes, and hence we find that
The field on the right-hand side of the axicon surface propagates to the output plane z 0. As indicated by Eq. (11), this involves a distance d ρα in air, giving rise to a phase factor of expikρα. Hence the field E out ρ; ϕ in the output plane is given by the expression
expikραT s Λρ1; 0; 0 T :
We note that this output field has no ϕ dependence. Having established the field in the output plane, the field in the half-space z > 0 can be calculated by using the diffraction formula
where R jr − r 0 j. We note that Eq. (53) 
Whereas in Eq. (48) the z component was introduced by refraction, in Eq. (54) it arises as a result from diffraction. Differentiation with respect to z of the factor expikR∕R introduces a prefactor z, whereas differentiation with respect to x leads to a factor x − x 0 . Therefore the z component of the diffracted field drops off quickly with increasing z, and may therefore be neglected. Hence we find that
We will make use of this expression in Section 5.
B. Uniform Polarization
We have thus far considered an incident beam that is linearly polarized along the x direction. Let us now generalize Eq. (27) to beams with an arbitrary, but uniform state of polarization, namely,
whereû
and with A x and A y complex-valued constants such that jA x j 2 jA y j 2 1. For example, A y iA x represents a circularly polarized beam. Because the axicon is a linear system with rotational symmetry, the resulting field in the half-space z > 0 can be found by simply adding the contributions of both field components of Eq. (57), i.e.,
This expression demonstrates that the x and y field components everywhere in the half-space z > 0 have the same amplitude and phase relation (given by A x and A y ) as the two components of the incident field. We therefore conclude that the state of polarization of the diffracted field is the same as that of the uniformly polarized incident beam that generates it.
We next turn our attention to two types of beams with a nonuniform state of polarization.
C. Radial Polarization
Consider a monochromatic, normally incident beam that is radially polarized, i.e.,
E
in r E 0ρ e ikz−ϵ ;
E 0 cos ϕ; sin ϕ; 0 T e ikz−ϵ :
The field at the left-hand side of the axicon surface is now
Λρcos ϕ; sin ϕ; 0 T ;
with Λρ defined by Eq. (40). The s-polarized part is zero, i.e.,
whereas the p-polarized part equals
The field at the right-hand side of the axicon surface is therefore
If we again neglect the weak z component and make use of Eq. (49), we find that the output field in the plane z 0 is given by the formula
T s Λρ expikραcos ϕ; sin ϕ; 0 T :
We will momentarily analyze the diffracted field produced by a radially polarized beam by substituting Eq. (68) into Eq. (53).
D. Azimuthal Polarization
Consider a monochromatic, normally incident beam that is azimuthally polarized, i.e., E in r E 0φ e ikz−ϵ ;
(69)
The field at the left-hand side of the axicon surface is then
Λρ− sin ϕ; cos ϕ; 0 T :
The s-polarized part is
whereas the p-polarized part now equals zero, i.e.,
and hence the output field in the plane z 0 is given by the formula
−T s Λρexpikραsin ϕ;−cos ϕ;0 T :
We will analyze the field produced by an azimuthally polarized beam by substituting Eq. (77) into Eq. (53).
ELECTROMAGNETIC FIELDS GENERATED BY AXICONS
We are now in a position to compare the on-axis field, the transverse intensity distribution, and the intensity in the far zone for each of the three types of polarization that were discussed in the previous section.
A. Axial Intensity
For linear polarization we find, by applying Eq. (55) to points on the z axis and using polar coordinates, for the only nonzero component of the electric field the expression
where R ρ 02 z 2 1∕2 . The axial intensity I z jE x 0; 0; zj 2 is plotted in Fig. 9 . It is seen that for increasing z, the intensity oscillates more strongly and then drops suddenly to zero. If we compare this with the scalar result [Eq. (21)], for the case of an incident plane wave, i.e., for a beam waist w 0 ≫ a, the two results are virtually indistinguishable. This should not come as a surprise: in the paraxial regime that we are dealing with, with a base angle α 1°, we expect the scalar case to give results that are similar to those for a linearly polarized field.
This situation is quite different for incident beams with a nonuniform state of polarization. For an incident beam that is radially polarized, we find that applying the output field given by Eq. (68) to the diffraction integral of Eq. (53), yields that both E x and E y are zero. As before, we neglect the z component of the electric field. For an incident beam that is azimuthally polarized, substitution from Eq. (77) into Eq. (53) yields that all three components of the electric are zero for points along the central axis. Hence, we conclude that the axial intensity is nonzero when the incident beam is uniformly polarized, whereas it is zero for an incident beam with radial or azimuthal polarization.
B. Effective Wavelength on Axis
The rays that are refracted by the axicon all propagate under an angle β − α with the central axis (see Fig. 1 ). We therefore Fig. 9 . Axial intensity distribution I z jE x 0; 0; zj 2 for an incident beam that x-polarized, as given by Eq. (79). In this example n 1.5, a 1 cm, α 1°, and λ 632.8 nm.
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with λ the free-space wavelength of the incident field. We can verify this prediction by numerically determining the successive zeros of the argument (or phase) of E x 0; 0; z, using Eq. (79). This was done for three different values of the axicon base angle α, at a position halfway along the focal line, i.e., at z L∕2 [see Eq. (1)]. The results are shown in Table 1 , and indicate an excellent agreement within the paraxial regime. This is in contrast with findings reported earlier for focusing systems with a much higher angular aperture [37, 38] .
C. Transverse Intensity
Scalar theory, using the method of stationary phase, predicts a normalized transverse intensity profile that is given by Eq. (26):
which is independent of z. If one does not make use of the stationary phase approximation, scalar theory predicts a more complex behavior, as illustrated by Figs. 5-8. On the other hand, the electromagnetic analysis for a linearly polarized beam leads to Eq. (55), from which we find for the only nonzero field component that
The results of a numerical evaluation of Eq. (83) are, just as for the axial intensity, practically indistinguishable from the scalar results for a large beam waist that were presented in Section 3.
The transverse field for the radially polarized case is obtained by substituting Eq. (68) into Eq. (53). The resulting expressions are
The transverse field for the azimuthally polarized case is obtained by substituting Eq. (77) into Eq. (53). One then finds that
On comparing Eqs. (87) and (88) with Eqs. (85) and (86), it is seen that an azimuthally polarized beam and a radially polarized beam produce exactly the same transverse intensity distribution. The transverse intensity distributions for a radially or azimuthally polarized beam and a linearly polarized beam are compared in Fig. 10 . The radially and azimuthally polarized beams produce identical fields with a dark core that is surrounded by rings of decreasing intensity. When the plane of observation is changed from z 0.5 m to z 1.5 m, the central peak of the linearly polarized field broadens (purple and green curves), whereas the first peak of the radially or azimuthally polarized field is seen to move outward (red and blue curves).
D. Far-Zone Intensity
Far away from the output plane, Eq. (53) for the diffracted field takes the asymptotic form (Eq. 10.109, [35] )
A derivation of Eq. (89) can be found in Appendix B. On defining the integrals 
Because of the assumption of paraxiality, we have that sin θ ≪ cos θ, and the z component of the field may again be neglected. On substituting Eq. (52) into the definition of Eq. (90), we obtain the expression
The far-zone intensity
is plotted in Fig. 11 as a function of the angle θ. The intensity is seen to be sharply peaked, corresponding to a thin, ring-like distribution. In this case, the ring subtends an angle θ 0.0087 at the origin. We note that this is in exact agreement with the geometrical angle of refraction β − α, as depicted in Fig. 1 . When the incident beam is radially polarized, substitution from Eq. (68) 
where
It is clear from the ϕ dependence in Eqs. (97) and (98) that the far-zone field is radially polarized, as is to be expected.
In a similar fashion, we find on substituting from Eq. (77) 
with
It is seen from Eqs. (100) and (101) that this field is indeed azimuthally polarized. A comparison of Eqs. (96) and (99) shows that the far-zone intensity produced by radially polarized and azimuthally polarized beams are identical. Moreover, a numerical evaluation shows that the far-zone intensity distribution for these two types of polarization is the same as that for a linearly polarized beam shown in Fig. 11 . This may seem somewhat counterintuitive, because Eq. (94) involves a J 0 function, whereas the corresponding expressions for the radial and azimuthal cases contain a J 1 function. However, the respective integrands are all products of two rapidly oscillating functions, namely an exponent and a J 0 or a J 1 Bessel function. Loosely speaking, these oscillations will tend to cancel each other, except when they occur in unison. This happens when the functional arguments are equal, i.e., when −kρ 0 α1 − n kρ 0 sin θ, which implies that these integrals will all be approximately zero except when sin θ β − α. This is precisely the geometrical angle of refraction that was mentioned above in connection with Fig. 11 .
CONCLUSION
We have analyzed the field of a paraxial refractive axicon within the frameworks of geometrical optics, scalar optics, and electromagnetic optics. The field along the central axis and the transition to a ring-like distribution were examined. It was shown that the scalar theory and the electromagnetic theory are in very good agreement for the case of an incident beam that is linearly polarized. However, scalar theory cannot describe the field that is produced when the incident beam is radially polarized or azimuthally polarized. In those two latter cases, the axial intensity Fig. 11 . Far-zone intensity distribution Iθ as given by Eq. (95) for an incident beam that is x-polarized. In this example, n 1.5, a 1 cm, α 1°, and λ 632.8 nm.
Research Article is zero, and the transverse intensity is a field with a dark core surrounded by rings of decreasing intensity. In the far zone, the axicon produces a ring-like field whose intensity distribution is independent of the state of polarization of the incident field.
APPENDIX A:DERIVATION OF EQ. (23)
In this appendix, the stationary-phase calculation of the axicon field is outlined (cf. [39] ). We note that this method applies to systems for which the Fresnel number N a 2 ∕λL ≫ 1; see [24] . To this end, let us assume that f ρ 0 and gρ 0 are two well-behaved functions in an integral in the form of
If k tends to infinity, the general solution of this integral is ( [28] , Section 3.3) 
The fact that g 00 ρ 0 > 0 implies that the plus sign must be chosen in Eq. (A2). It follows immediately from Eq. (A5) that the critical point ρ 0 c zn − 1α:
Substitution from Eqs. (A3), (A4), and (A6) into Eq. (A2) yields Eq. (23) . Notice that the interior critical point is confined to the range of integration, i.e.,
This means, according to Eq. (A7), that the method of stationary phase predicts a field that is identically zero when z > a αn − 1 :
As is well known, geometrical optics may be regarded as the asymptotic limit of physical optics as the wavenumber k tends to infinity ( [27] , Section 3.1). Therefore, Eq. (A2) reproduces the geometrical optics result that the field is zero when z exceeds the focal line length L. It is easily verified numerically that L, as given by Eq. (1), is indeed very well approximated by the right-hand side of the inequality (A9).
APPENDIX B:DERIVATION OF EQ. (89)
We begin by applying a product rule to Eq. (53), namely, ∇ × A × B A∇ · B − A · ∇B B · ∇A − B∇ · A:
(A10) Since A ẑ is a constant vector, the third and fourth terms are both zero. Furthermore, 
Because in the far zone R ≫ λ, we may write 
Using the "BAC-CAB" rule
we finally obtain the formula 
