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Abstract
We study the problem of testing properties of hypergraphs. The goal of property testing is to
distinguish between the case whether a given object has a certain property or is “far away” from the
property. We prove that the fundamental problem of -colorability of k-uniform hypergraphs can be
tested in time independent of the size of the hypergraph.We present a testing algorithm that examines
only (k /)O(k) entries of the adjacencymatrix of the input hypergraph,where  is a distance parameter
independent of the size of the hypergraph. The algorithm tests only a constant number of entries in
the adjacency matrix provided that , k, and  are constants. This result is a generalization of previous
results about testing graph colorability.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
A classical problem in computer science is to verify whether a given object possesses
a certain property. For example, we may want to determine whether a boolean formula
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is satisﬁable, or whether a graph is connected. In its very classical formulation, the goal
is to give an exact solution to the problem, that is, to provide an algorithm that always
returns a correct answer. In many situations, however, this formulation is too restrictive,
for example, because there may be no fast (or just fast enough) algorithm that gives the
exact solution. In these cases it is common to study relaxations of the “exact decision
task” and consider various forms of approximation algorithms for decision problems. In
property testing (see, e.g., [2,15,17,20,21,23,31,34]), one considers the following class of
problems:
Let C be a class of objects,O be an unknown object from C, andQ be a ﬁxed property
of objects from C. Determine (possibly probabilistically) whether O has property Q
or whether it is far from any object in C which has property Q, where the distance
between two objects is measured with respect to some distribution D on C.
The motivation behind this notion of property testing is that when the exact decision
task is relaxed we expect the testing problem can be solved signiﬁcantly more efﬁciently
than any exact decision algorithm, and in many cases, we may even achieve this goal by
exploring only a small part of the input.
A notion of property testing was ﬁrst explicitly formulated in [36] and then extended
and further developed in many follow-up works (see, e.g., [2,9,10,17,18,23,35]). Property
testing arises naturally in the context of program veriﬁcation, learning theory, and, in a
more theoretical setting, in probabilistically checkable proofs. For example, in the context
of program checking, one may ﬁrst choose to test whether the program’s output satisﬁes
certain properties before checking that it is as desired. This approach is a very common
practice in software development, where it is (typically) infeasible to formally test that
the output of a program is correct. However, by verifying whether the output satisﬁes
certain properties one can gain a reasonable conﬁdence about the quality of the program’s
output.
The study of property testing for combinatorial objectswith focus on labeled graphs, was
initiated by Goldreich et al. [24]. They investigated several interesting graph properties and
showed, for example, that testing -colorability of graphs is testable in time independent of
the input size.
We refer the reader to the excellent survey by Ron [34], where a very thorough ex-
position of the earlier work in this ﬁeld is presented and applications of this model are
discussed.
1.1. Our contribution
In this paper, we extend the notion of property testing to hypergraphs and study the
problem of testing colorability properties of hypergraphs. Recall that a hypergraph is a pair
H = (V ,E) such that E is a subset of the power set of V. The set V is the set of vertices and
E is the set of edges. We consider only ﬁnite hypergraphs (i.e., V is ﬁnite). Without loss of
generality, we assume all n-vertex hypergraphs have V = {1, . . . , n}.
If E contains only sets of size k then H is said to be k-uniform. A hypergraph is a
well-known generalization of a graph; a 2-uniform hypergraph is a standard undirected
graph.
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Throughout the paper a k-uniform hypergraphH = (V ,E) with V = {1, . . . , n} will be
represented by its adjacency matrix A of size nk . That is,H is represented by array A such
that
A[i1, i2, . . . , ik] =
{
1 if {i1, i2, . . . , ik} ∈ E,
0 otherwise.
A hypergraph property P is a predicate over hypergraphs that is preserved under hyper-
graph isomorphism (if a hypergraphH has property P then any hypergraph that is obtained
by relabeling the vertices ofH also has P).
In this paper, we use the following deﬁnition of “being far away from a hypergraph
property”.
Deﬁnition 1.1. Let P be any property of hypergraphs. Let  be any real, 01. A k-
uniform hypergraph H = (V ,E) is -far from property P if it has Hamming distance
bigger than  nk from any hypergraph having property P , that is, in order to construct from
H a hypergraph having property P one has to delete or insert more than  nk edges ofH.
We formally deﬁne testing algorithms in the following way.
Deﬁnition 1.2. LetP be any property of hypergraphs. Let  be any real 01.An -tester
for property P of k-uniform hypergraphs is an algorithm that
• is given a size parameter n and a distance parameter ,
• has oracle access to an adjacency matrix of an unknown k-uniform hypergraph H with
n vertices,
• accepts the input ifH has property P , and
• rejects the input with probability at least 23 ifH is -far from property P .
Observe that the behavior of an -tester may be arbitrary for hypergraphs that neither
have property P nor are -far from property P .
There are two standard measures of the complexity of testing algorithms: the query
complexity and the running time complexity of an -tester (see [22,24,34] for more detailed
discussion).
Deﬁnition 1.3. The query complexity of a property tester for k-uniform hypergraphs is
the number of entries in the adjacency matrix of the hypergraph that are examined by the
tester.
If one counts also the time needed by the algorithm (property tester) to perform the other
tasks besides querying the input function values (for example, verifying whether a given
sub-hypergraphs is -colorable), then the obtained complexity is called the running time of
the property tester.
In this paper we study the problem of testing the property that a given hypergraph is
-colorable.
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Deﬁnition 1.4. An -coloring of a hypergraph H = (V ,E) is a mapping  : V →
{1, . . . , }.An -coloring  ofH = (V ,E) is called proper ifH contains nomonochromatic
edge (that is, for every e ∈ E, there exist x, y ∈ e such that (x) = (y)). A hypergraphH
is -colorable, if there exists a proper -coloring ofH.
Speciﬁcally, given query access to an adjacency matrix A representingH and a distance
parameter , we study the problem of determining with reasonably high probability whether
H is -colorable, or whether more than an -fraction of entries of A should be modiﬁed so
that the hypergraph deﬁned by the modiﬁed adjacency matrix becomes -colorable. In the
later case, we sayH is -far from being -colorable.
To exemplify the notion of -testers, let us compare the notion of standard approximation
of 2-colorability with the notion of testing 2-colorability in 3-uniform hypergraphs (this is
a slight modiﬁcation of an example used in [10]).
A hypergraph H might be nearly 2-colorable in the sense that there is a 2-colorable
hypergraph H∗ at small Hamming distance to H, but far from 2-colorable in the sense
that many colors are required to properly color H. Similarly, a hypergraph H might be
nearly 2-colorable in the sense that it is 3-colorable, but far from 2-colorable in the sense
that no hypergraphs having small Hamming distance to H are 2-colorable. Therefore,
both these notions are natural and the preferred choice depends on the application at
hand.
Our main result is an -tester for -colorability of k-uniform hypergraphs that has query
complexity that is independent of the input hypergraph size.
Our -tester follows the standard approach in this area: it ﬁrst samples at random a subset
of vertices of the hypergraphH and then checks whether the sub-hypergraph ofH induced
by the vertices chosen is colorable:
✧
✥
✦
Tester(s, )
Pick a subset S ⊆ V of size s uniformly at random.
LetHS be the hypergraph induced by S inH.
IfHS is -colorable then acceptH;
else rejectH.
We will prove the following result.
Theorem 1. Tester(s, ) with s = O˜((k /)2) is an -tester for the -colorability of
k-uniform hypergraphs. 3
This immediately implies the following.
Theorem 2. There is an -tester for -colorability of k-uniform hypergraphs that has query
complexity O˜((k /)2 k) and the running time of exp(O˜(k /)2).
3 O˜ is a standard asymptotic notation that “hides” polylogarithmic factors.
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1.2. Context and related work
Hypergraph coloring is a well-studied problem in the literature in discrete mathematics,
combinatorics, and computer science. In contrast to graphs, where one can decide in linear
time if a graph is 2-colorable (or equivalently, bipartite), testing if a given hypergraph is
2-colorable is NP-hard even for 3-uniform hypergraphs [28]. In [27], it is shown that
unless NP ⊆ ZPP , for any ﬁxed k3, it is impossible to approximate in polynomial
time the chromatic number of k-uniform hypergraphs within a factor n1− for any constant
 > 0. Guruswami et al. [25] proved that it is NP-hard to color a 2-colorable 4-uniform
hypergraph using O(1) number of colors. In fact, in [25] even a stronger inapproximability
result is shown, that unless NP ⊆ DTIME(nO(log log n)), any polynomial time algorithm
that colors a 2-colorable 4-uniform hypergraph must use (log log log n) colors.
The property of hypergraph 2-colorability (also called “Property B” by Erdo˝s) has been
extensively studied in the combinatorics literature (see, e.g., [8,13,16,32]). In particular,
the study of this problem led to the discovery of the celebrated Lovász Local Lemma
[16]. In computer science the problem of coloring hypergraphs has been studied mostly
due to its connection to important graph coloring and satisﬁability problems (cf., e.g.,
[12,29]). Extending the approximation results for graph coloring, several authors have pro-
vided approximation algorithms for coloring 2-colorable hypergraphs [3,11,26,27]. See,
for example, the polynomial-time approximation algorithm from [26] colors any 3-uniform
2-colorable hypergraphs using O˜(n1/5) colors.
We are not aware of any prior work on testing hypergraphs properties. Goldreich et al.
[24] were the ﬁrst who studied the problem of testing -colorability in graphs (although
implicitly this problem could be traced to [33]). In the most basic case of graph 2-coloring
(that is, testing bipartitness), they designed an algorithm with O˜(1/3) query complexity
(and running time). Their analysis was later improved by Alon and Krivelevich [4], who
showed that the complexity of this algorithm is O˜(1/2). For the more general case of
testing -colorability for arbitrary 2, Goldreich et al. [24] presented an algorithm with
the query complexity of O˜(4/6) and the running-time complexity of 2O˜(2/3).Again,Alon
andKrivelevich [4] improved the analysis of the algorithm and obtained a bound of O˜(2/4)
on the query complexity and 2O˜(/2) on the running time. Alon et al. [2] presented another
“constant-time” (i.e., independent of the size of the input graph) property testing algorithm;
their algorithm uses the Szemerédi Regularity Lemma, and therefore the bounds for the
query complexity and the running time, though independent of the size of the graph, have
huge dependency of  and . Fischer [19] extended the methods from [2] and investigated
more general graph colorability properties.
Independently to our work, Alon and Shapira [5] developed a testing algorithm for a
general version of satisﬁability that includes testing -colorability of uniform hypergraphs.
Although the query complexity is independent of the size of the hypergraph, it is larger than
that inTheorem2.After seeing the conference version of the current paper,Alon and Shapira
[5] claimed that they are able to modify our analysis and improve the query complexity of
the testing algorithm in Theorem 2 to O˜((k l/2)k).
More than a year after publishing the preliminary conference version of the current paper,
in [14], the authors came up with a more efﬁcient testing algorithm than that presented
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in the current paper, essentially matching the complexity of the result claimed in [5]. In
[14], a novel, generic framework to analyze various property testing algorithms has been
developed. Using this framework, among many other results, the authors designed in [14] a
testing algorithm for -colorability of k-uniformhypergraphs that achieves query complexity
O˜((k /2)k). The new analysis is perhaps simpler than that presented in the current paper,
but it heavily uses the rather complex generic framework of abstract combinatorial programs
developed in [14].
1.3. Organization of the paper
In Section 2, we present a detailed analysis of Tester(s, 2) and prove Theorems 1 and 2
for 2-colorability of 3-uniform hypergraphs. Then, in Section 3, we extend this result to
-colorability of k-uniform hypergraphs.
2. Testing 2-colorability of 3-uniform hypergraphs
In this section we only consider 2-coloring of 3-uniform hypergraphs. LetH = (V ,E) be
a 3-uniform hypergraph. This section is devoted to the proof of the following
result.
Theorem 3. Tester(s, 2) with s = O((1/)2) is an -tester for the 2-colorability of
3-uniform hypergraphs.
Theorem 3 immediately implies the following.
Theorem 4. There is an -tester for the 2-colorability of 3-uniform hypergraphs with
query complexity of(1/6) and running time of exp(O(1/2)).
We choose s = 4×103× (1/)2, though we did not try to optimize the constant. In order
to prove Theorem 3 we must show the following properties of Tester(s, 2):
(1) ifH is 2-colorable, then the algorithm acceptsH (that is,HS is 2-colorable);
(2) ifH is -far from2-colorable, then the algorithm rejectsH (that is,HS is not 2-colorable)
with probability at least 23 .
Since if a hypergraph is 2-colorable, so is sub-hypergraph (and in particular,HS ), property
(1) trivially holds. Therefore we must only prove that property (2) holds as well. From now
on, we shall assumeH is -far from having a 2-coloring.
2.1. Coloring game with the adversary
For the purpose of the analysis, we partition our sample set S into 100/ sets Ui ,
1 i100/, of size 40/ each. We analyze the following game onH.
We play 100/ rounds starting with an initially empty set Vcolored of colored vertices.
In the course of the game we are adding new vertices to Vcolored and the
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adversary chooses a color for each of these vertices. The coloring procedure of the ad-
versary may be arbitrary, but the partial coloring of H on the sub-hypergraph induced by
Vcolored must be always proper. If the adversary is unable to properly color the vertex cho-
sen, then we win. If the adversary properly colors the vertices during all 100/ rounds,
he wins.
Formally, round i of the game looks as follows:
• We choose a vertex v from set Ui and add it to Vcolored.
• The adversary colors v either red or blue. He is not allowed to create monochromatic
edges.
The following claim that plays the key role in our analysis explains the idea behind intro-
ducing the game.
Claim 1. If for any 3-uniform hypergraph H that is -far from 2-colorable we win in-
dependently of the strategy of the adversary with probability at least 23 , then the hy-
pergraph HS computed by Tester(s, 2) is not 2-colorable with probability at least 23 .
Therefore, in particular, Tester(s, 2) is an -tester for 2-coloring 3-uniform
hypergraphs.
Proof. The proof is by contradiction. Let us assume that HS has a proper coloring HS
with probability greater than 1/3 (over the choice of S). Then, the adversary may color each
vertex v ∈ S according to HS (v). Since the adversary wins if HS is proper, he wins with
probability greater than 13 , which is a contradiction.
By our discussion above, this implies that Tester(s, 2) is an -tester for 2-coloring 3-uniform
hypergraphs. 
Therefore, our plan is to show that ifH is -far from 2-colorable, then we win the game
with probability at least 23 independently of the strategy of the adversary. In order to prove
this result, we ﬁrst concentrate on estimating the probability that we win against a single
ﬁxed strategy of the adversary, and then generalize this estimation to winning against all
strategies of the adversary.
2.2. Our strategy
Informally, our strategy in round i is to choose a carefully selected vertex v from
Ui that either cannot be properly colored or that adds many new “constraints” to the
colors of the vertices of the hypergraph no matter what color the adversary chooses to
color v.
During the game, some of the vertices are already colored. This coloring deﬁnes con-
straints for the colors of the remaining, yet uncolored vertices. We model these constraints
by ﬁve sets Vcolored, Vconﬂict, Vred, Vblue, Vfree that form a partition of the vertex set V, and
by two graphs Gred = (V ,Ered) and Gblue = (V ,Eblue).
Vcolored: contains all vertices that have been already colored by the adversary.
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Vconﬂict: contains all yet uncolored vertices that are incident to some edge with two blue
vertices (in Vcolored) and another edge with two red vertices (in Vcolored); notice
that these vertices cannot be properly colored by the adversary.
Vred: contains all yet uncolored vertices that are not in Vconﬂict and can be properly
colored only in red (that is, these are vertices incident to an edge with two blue
vertices in Vcolored).
Vblue: contains all yet uncolored vertices that are not in Vconﬂict can be properly colored
only in blue (that is, these are vertices incident to an edge with two red vertices
in Vcolored).
Vfree: contains all remaining vertices (that is, yet uncolored vertices that can be properly
colored both red and blue).
Gred: contains an edge between two vertices v and w in V, if and only if there is
an edge e = {v,w, u} with a red colored vertex u ∈ Vcolored (thus, an edge
in Gred means that coloring both its endpoints red creates a monochromatic
edge).
Gblue: contains an edge between two vertices v and w in V, if and only if there is
an edge e = {v,w, u} with a blue colored vertex u ∈ Vcolored (thus, an edge
in Gblue means that coloring both its endpoints blue creates a monochromatic
edge).
Now, in order to formalize our strategy, we deﬁne heavy vertices.
Deﬁnition 2.1. Let H = (V ,E) be a 3-uniform hypergraph. Let Vcolored be a subset of
V that is properly 2-colored by  : Vcolored → {red, blue}. A vertex v ∈ V − Vcolored is
called heavy for (Vcolored, ) if at least one of the following two conditions is satisﬁed after
extending  by any proper coloring of v:
• there are at least  n2/10 new edges between vertices either in Gred or in Gblue, or
• there are at least  n/10 new vertices in one of the sets Vred , Vblue , or Vconﬂict.
Now, we state our main lemma about heavy vertices.
Lemma 2.1. Let H = (V ,E) be a 3-uniform hypergraph that is -far from 2-colorable.
Let Vcolored be an arbitrary subset of its vertices that is properly 2-colored by  : Vcolored →
{red, blue}. Then, either
• there are at least  n/10 heavy vertices for (Vcolored, ), or
• |Vconﬂict| n/10.
Proof. Theproof is by contradiction.We show that if there are less than  n/10 heavy vertices
for (Vcolored, ) and |Vconﬂict| <  n/10, then it is possible to delete at most  n3 edges inH
to obtain a 2-colorable hypergraph. This implies thatH is not -far from 2-colorable, which
is a contradiction.
The algorithm CONSTRUCTCOLORING(H) below constructs a 2-colorable hypergraphH′
by deleting at most  n3 edges fromH.
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✫
✩
✪
CONSTRUCTCOLORING(H)
for each v ∈ V that is either heavy or is in Vconﬂict do
(v) = red
remove all edges incident to v
for each v ∈ Vred that is not heavy do
(v) = red
remove all edges that cause new constraints
for each v ∈ Vblue that is not heavy do
(v) = blue
remove all edges that cause new constraints
for each v ∈ Vfree that is not heavy do
if coloring v red causes fewer new constraints than coloring v blue then
(v) = red
else
(v) = blue
remove all edges that cause new constraints
At the beginning of the algorithm we ﬁx the sets Vred, Vblue, Vfree, and Vconﬂict as well as
the graphs Gred and Gblue. Then the algorithm colors the vertices one after another. Each
time a vertex is colored its coloring may introduce new constraints, that is, new vertices in
the sets Vred, Vblue, or Vconﬂict or new edges in the graphsGred orGblue. For each such new
constraint there is a set of edges that is responsible for the new constraint. These edges are
called the witnesses of the new constraint. For example, if vertex v is colored red, then the
edge {v, u,w} is a witness for the edge (constraint) (u,w) in Gred. The algorithm deletes
all witnesses for new constraints. Thus, it maintains the following invariant at the beginning
of each for each loop.
The constraints for the colors of uncolored vertices are given by (a subset of) the
constraints represented by the sets Vred, Vblue, Vfree, Vconﬂict, and the graph Gred and
Gblue. For example, if a vertex is in the set Vred it can be colored red without creating
monochromatic edges in the current hypergraph at any time in the algorithm.
Below it is proven that we can maintain this invariant by removing at most n3 edges.
In what follows we prove that the so obtained hypergraph H′ is properly 2-colored by
 and that it is obtained from H by deleting at most  n3 edges. It is easy to see that
the algorithm maintains the invariant that the constraints for the colors of the remaining
vertices do not change. Indeed, if coloring a certain vertex creates new constraints, then
all edges that cause these constraints are deleted from the hypergraph. Thus at any time,
coloring a vertex in Vred (Vblue) red (blue) does not create any monochromatic edges in the
current hypergraph. Coloring heavy and conﬂict vertices obviously is correct because all
incident edges are deleted. And ﬁnally, coloring a vertex in Vfree either red or blue again
does not create any monochromatic edges because of the invariant. Therefore, the obtained
hypergraphH′ is properly 2-colored by .
It remains to show that the number of deleted edges is at most  n3.
46 A. Czumaj, C. Sohler / Theoretical Computer Science 331 (2005) 37–52
We remove at most n2 edges incident to any heavy vertex or a vertex in Vconﬂict. Since
we know that there are less than  n/10 heavy vertices as well as less than  n/10 vertices
in Vconﬂict, the loop over these two sets of vertices (that removes all incident edges) will
delete at most 2  n3/10 edges.
All remaining vertices are not heavy. Thus, coloring any such a vertex will create at most
 n/10 new constraints in Vred, Vblue, and Vconﬂict and at most  n2/10 new constraints in
Gred and Gblue (cf. Deﬁnition 2.1). Each of the new constraints in Vred, Vblue, and Vconﬂict
can cause at most n edges to become new constraints. Since there are at most n vertices in
Vred ∪ Vblue ∪ Vfree, the last three loops delete at most 5  n3/10 edges fromH.
Thus, overall, the hypergraphH′ is obtained fromH by deleting at most 7  n3/10 edges.
This yields a contradiction, because on one hand, we have assumed that H is -far from
2-colorable, but on the other hand, we have just shown that there is a 2-colorable hypergraph
H′ that is obtained fromH by deletion of at most  n3 edges. 
2.3. Proof of Theorem 3
Now we are ready to formulate our strategy in detail and to complete the proof of
Theorem 3. We consider only the case that H is -far from 2-colorable. We want to show
that independently of the strategy of the adversary, we win with probability at least 23 . Then,
Claim 1 would imply the proof of Theorem 3.
Observe that there are at most 2100/ strategies of the adversary, each one corresponding
to a binary string of length 100/ such that if the ith bit is 1 (or 0, respectively), then the
adversary colors vertex v ∈ Ui red (or blue, respectively). Let us ﬁx any strategy of the
adversary Υ . Then, in round i we may assume we know the current status of the game (the
coloring of the vertices in P chosen prior to round i). We further may assume that the set Ui
is chosen at random. Then we choose the next vertex v ∈ Ui to be colored by the adversary
as follows: If there is a vertex in Ui that belongs also to Vconﬂict then we choose one such
vertex and win the game. If there is no vertex inUi ∩Vconﬂict, then we choose a heavy vertex
if one exists in Ui . If there is no heavy vertex in Ui , then we choose an arbitrary vertex
from Ui .
Now, let us observe that since Ui is a randomly chosen set of vertices of size 40/, from
Lemma 2.1 we may conclude that in round i
Pr
[
v is neither heavy nor belongs to Vconﬂict | Υ
]
(1− /10)40/e−4. (1)
Now, let us recall that the coloring by the adversary of any heavy vertex either inserts at
least  n2/10 new edges to one of the graphs Gred or Gblue, or inserts at least  n/10 new
vertices to one of the sets Vred, Vblue, or Vconﬂict. Furthermore, if a vertex v is chosen that
is neither heavy nor belongs to Vconﬂict, then the number of constraints does not decreases.
Therefore, since each of the sets Vred, Vblue, or Vconﬂict may have at most n vertices, and
each of the graphs Gred or Gblue may have at most n2 edges, we can conclude that a heavy
vertex may be chosen at most 50/ times.
For a given strategy of the adversary Υ and for a given round i, 1 i100/, let XΥi
be the indicator random variable of the event such that for the strategy of the adversary
Υ (1) we have neither won in round j<i, (2) nor the vertex v chosen in round i either
A. Czumaj, C. Sohler / Theoretical Computer Science 331 (2005) 37–52 47
is heavy or belongs to Vconﬂict. Let XΥ = ∑100/i=1 XΥi . Observe that by our arguments
above, if XΥ <50/, then we win! Therefore, our goal now is to estimate the probability
that XΥ 50/.
By inequality (1), for every Υ and every i, we have Pr[XΥi = 1 | Υ ]e−4. Therefore,
we can conclude that for every Υ and every t ∈ R it holds that 4
Pr[XΥ  t]Pr[B(100/, e−4) t],
whereB(N, p) is a binomially distributed random variable with parametersN and p, that is,
Pr[B(N,p) = k] = (N
k
)
pk(1−p)N−k for every 0kN . Given this majorization result,
we can use basic calculations to estimate the probability that XΥ 50/. Let N = 100/
and p = e−4.
Pr[XΥ 50/]  Pr[B(N,p)N/2] =
N∑
k=N/2
(
N
k
)
pk(1− p)N−k

N∑
k=N/2
(
e N
k
)k
pk =
N∑
k=N/2
(
e Np
k
)k

N∑
k=N/2
(2 ep)k
 ∑
kN/2
(2 ep)k = (2 ep)
N/2
1− 2 ep =
(2/e3)50/
1− 2/e3 
1
3
2−100/.
Thus, we have shown that for a given strategy Υ the adversary wins with probability upper
bounded by
( 1
3
) · 2−100/. Now, we can incorporate the union bound to obtain an upper
bound for the probability that there is a strategy Υ for which the adversary wins.
Pr
[∃Υ XΥ 50/]∑
Υ
Pr[XΥ 50/]2100/ · ((1/3) · 2−100/)1/3.
Hence, we have proven that we win for all strategies with probability greater than or equal
to 23 . By Claim 1, this implies the proof of Theorem 3. 
3. Testing -colorability of k-uniform hypergraphs
In this section we describe how to generalize the result from Section 2 to -colorability
of k-uniform hypergraphs and prove Theorem 1. The proof is similar to the one of Theorem
3, but slightly more complicated as more constraints are involved.
Let us ﬁx s = 1600 k2 2 ln /2 and consider Tester(s, ). Since it is easy to see that any
-colorable hypergraph is accepted by the tester, it is sufﬁcient to prove that any hypergraph
that is -far from -colorable is rejected by Tester(s, ) with probability at least 23 .
Our goal is to show that we win the game against the adversary who is now allowed to
use  colors instead of 2 as in Section 2. We partition the sample set S into 20 k2 2/ sets
Ui , 1 i20 k2 2/, of size 80 ln / each.
We obtain the general result by adjusting our constraint modeling from Section 2 to
-coloring of k-uniform hypergraphs. We model the constraints by a set of  j-uniform
4 This is a standard fact on majorization in probability theory, see, e.g., [7, Lemma 3.1].
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hypergraphs Hi,j for each 1 i and 1jk − 1. The Hi,2 are graphs and the Hi,1 are
sets. Again, we also have the sets Vcolored, and Vconﬂict.
Hi,j contains an edge between vertices v1, . . . , vj , if and only if there is an edge
{v1, . . . , vj , vj+1, . . . , vk} in H such that vj+1, . . . , vk are colored with color i. Thus an
edge {v1, . . . , vj } in the hypergraph Hi,j means that coloring vertices v1, . . . , vj with color
i will create a monochromatic edge. Also, note that the meaning of the sets Hi,1 is different
from the meaning of Vred and Vblue in Section 2 in the sense that Hi,1 contains all vertices
that may not be colored with color i.
Deﬁnition 3.1. Let H = (V ,E) be a k-uniform hypergraph. Let Vcolored be a subset of
V that is properly -colored by  : Vcolored → {1, . . . , }. A vertex v ∈ V—Vcolored is
called heavy for (Vcolored, ) if at least one of the following two conditions is satisﬁed after
extending  by any proper coloring of v:
• there are at least  nj/(10 k ) new edges between vertices in Hi,j for some i, j ,
• there are at least  n/10 new vertices in the set Vconﬂict.
Using similar arguments (though technically more involved) as those used in Section 2, we
can prove the following main technical result.
Lemma 3.1. Let H = (V ,E) be a k-uniform hypergraph that is -far from -colorable.
Let Vcolored be a subset of V that is properly -colored by  : Vcolored → {1, . . . , }. Then,
either
• there are at least  n/10 heavy vertices for (Vcolored, ), or
• |Vconﬂict| n/10.
Proof. We proceed similarly to the proof of Lemma 2.1 by contradiction. We show that if
there are less than  n/10 heavy vertices for (Vcolored, ) and |Vconﬂict| <  n/10, then it is
possible to delete at most  nk edges inH to obtain a -colorable hypergraph. This implies
thatH is not -far from -colorable, which is a contradiction.
✬
✫
✩
✪
CONSTRUCTCOLORING(H)
for each v ∈ V do
if v is a heavy vertex or conﬂict vertex then
(v) = 1
remove all edges incident to v
else
let i be a color such that coloring v with i is proper and
the number of new constraints is minimal
set (v) = i
remove all edges that cause new constraints
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By the same argument as for Lemma 2.1,  is a proper coloring for H′. Thus, we have to
show that the number of deleted edges is at most  nk . Since conditions 1 and 2 are not
satisﬁed, there are less than  n/10 conﬂict vertices and less than  n/10 heavy vertices.
Removing the incident edges results in a deletion of at most 2 nk/10 edges.
Each vertex v that is not heavy or conﬂict causes at most  nj/(10 k ) new constraints in
each of theHi,j and at most  n/10 new constraints in Vconﬂict. Each new constraint created
by the coloring of v in Hi,j can have at most nk−j−1 edges in the current hypergraph that
are witnesses for the new constraint. Overall, the number of witnesses for new constraints
caused by the coloring of a single vertex (that is neither heavy nor conﬂict) in the constraint
hypergraphs Hi,j is at most  nk−1/10. These edges are removed. Since there are at most n
such vertices we have to remove at most  nk/10 edges for the vertices that are neither heavy
nor conﬂict vertices. Thus H′ is constructed from H by the deletion of at most 4  nk/10
edges and  is a proper coloring forH′. This is a contradiction to the assumption thatH is
-far from -colorable. 
Now we have Lemma 3.1, we can proceed similarly as in Section 2.3 to prove that we
win the game with probability greater than or equal to 23 no matter which strategy is chosen
by the adversary.
Now, we are ready to complete the proof of Theorem 1. Assume H is -far from
-colorable. Following the proof of Theorem 3, we obtain that for a ﬁxed strategy Υ
Pr
[
v is neither heavy nor belongs toVconﬂict | Υ
]
(1−/10)80 ln /e−4/2. (2)
Now, observe that a heavy vertex inserts at least  nj/(10 k) constraints into one of the
hypergraphs Hi,j . There are k such hypergraphs and each hypergraph Hi,j has at most nj
edges. Thus we conclude that a heavy vertex may be chosen at most 10k22/ times.
For a given strategy of the adversary Υ and for a given round i, 1 i20 k2 2/, letXΥi
be the indicator random variable of the event that for the strategy of the adversary Υ (1)
we have neither won in round j < i, (2) nor the vertex v chosen in round i is either heavy
or belongs to Vconﬂict. Let XΥ =∑20 k2 2/i=1 XΥi . Observe that by our arguments above, if
XΥ < 10 k2 2/, then we win! Therefore, our goal now is to estimate the probability that
XΥ 10 k2 2/.
By inequality (2), for every Υ and every i, we have Pr[XΥi = 1 | Υ ]e−4/2. We
conclude:
Pr[XΥ 10 k2 2/]  (2/(
2 e3))10 k
2 2/
1− 2/(2 e3) 
1
3
−20 k2 2/.
Thus, we have shown that for a given strategy Υ the adversary wins with probability upper
bounded by ( 13 ) 
−20 k2 2/
. Now, we can incorporate the union bound to obtain an upper
bound for the probability that there is a strategy Υ for which the adversary wins:
Pr
[∃Υ XΥ 10 k2 2/]  ∑
Υ
Pr[XΥ 10 k2 2/]
 20 k2 2/((1/3)−20 k2 2/)
 1/3.
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Hence, we have proven that we win for all strategies with probability greater than or equal
to 23 . This completes the proof of Theorem 1. 
4. Conclusions
In this paper, we presented the ﬁrst thorough investigations of the problem of testing
hypergraph colorability. We showed that, similarly as it has been known for the graph
colorability, the problem of testing -colorability of k-uniform hypergraphs can be done in
time independent of the input size.
As we already mentioned in the Introduction, there has been some recent advances in the
problem of testing hypergraph colorability that follow up, improve and extend our result.
Alon and Shapira [5] developed a testing algorithm for a general version of satisﬁability
that includes testing -colorability of uniform hypergraphs. Their main analysis leads to the
query complexity which is worse than ours, but still is independent of the size of the hyper-
graph. The authors sketched how to improve the complexity of that tester. The problem of
testing satisﬁability problems has been further investigated in two very recent papers, [1,6].
Then, in [14], the authors developed a novel framework of abstract combinatorial program-
ming for testing various combinatorial properties, and in particular, they demonstrated how
to apply that framework to design a property testing algorithm for hypergraphs colorability.
Their query complexity is O˜((k /)2 k), which is better than that obtained in the current
paper. The approach presented in [14] is more general and rather complex, but it leads to a
simpler analysis than that presented here.
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