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We theoretically investigate the Floquet generation of second-order topological superconducting
(SOTSC) phase, hosting Majorana corner modes (MCMs), considering a quantum spin Hall insulator
(QSHI) with proximity induced superconducting s-wave pairing in it. Our dynamical prescription
consists of the periodic kick in time-reversal symmetry breaking in-plane magnetic field and four-fold
rotational symmetry breaking mass term while these Floquet MCMs are preserved by anti-unitary
particle-hole symmetry. The first driving protocol always leads to four zero energy MCMs (i.e., one
Majorana per corner) as a sign of a strong SOTSC phase. Interestingly, the second protocol can
result in a weak SOTSC phase, harboring eight zero energy MCMs (two Majorana states per corner),
in addition to the strong SOTSC phase. We characterize the topological nature of these phases by
Floquet quadrupolar moment and Floquet Wannier spectrum. We believe that relying on the recent
experimental advancement in the driven systems and proximity induced superconductivity, our
schemes may be possible to test in the future.
Introduction:- In recent times, the topological super-
conductors (TSC), hosting Majorana zero-energy modes
at their boundaries, have attracted enormous attention
both theoretically and experimentally due to their con-
nection with non-Abelian exchange statistics and poten-
tial applications in topological quantum computation [1–
6]. The heterostructures of materials with strong spin-
orbit coupling such as topological insulator, semicon-
ductor thin films, and nanowires with the proximity
induced superconductivity are proposed to provide an
efficient platform for the realization of Majorana zero
modes (MZMs) [7–11]. The latter are also experimen-
tally realized in recent past [12–16]. In such heterostruc-
tures, the MZMs are usually localized at two dimen-
sional (2D) vortex cores or one dimensional (1D) edges
where the topological superconducting gap in the bulk
spectrum changes its sign. Very recently, the conven-
tional bulk-boundary correspondence has been general-
ized in the context of higher-order topological insula-
tors (HOTI) and higher-order topological superconduc-
tors (HOTSC) [17–38]. Precisely, an nth-order topolog-
ical insulator or superconductor in m dimensions hosts
dc = (m−n)-dimensional boundary modes (n ≤ m). For
example, a three dimensional (3D) second (third) order
topological insulator (SOTI) hosts gapless modes on the
hinges (corners), characterized by dc = 1 (0). In partic-
ular, the SOTI phase has been experimentally realized
in acoustic materials [39], photonic crystals [40, 41], and
electrical circuit [42] setups.
Non-equilibrium aspects of topological phases have at-
tracted a great deal of attention in the community as the
driven topological systems exhibit non-trivial properties
which are absent in the corresponding static phase [43–
49]. The Floquet machinery allows one to keep track of
the time-dependent problem of periodically driven sys-
tems in a time-independent way with an effective Flo-
quet Hamiltonian, defined in the frequency space [50, 51].
Therefore, the equilibrium notion of the topological in-
2D QSHI
s-Wave Superconductor
FIG. 1. (Color online) Schematic of our setup is illustrated
in presence of periodic kick (red, grey) as an external drive.
Here, a 2D QSHI (violet, light grey) is placed in close prox-
imity to a bulk s-wave superconductor (green, grey). MCMs
are shown by circular dots (orange, light grey) and the four
edges of the 2D QSHI are denoted by I, II, III, IV.
variant can be extended to Floquet topological phases
where anomalous edge states between two consecutive
Floquet Brillouin zones appear [45, 52]. Interestingly,
Floquet engineering by suitably tuning appropriate per-
turbation can lead to Floquet HOTI phases starting from
a lower order or non-topological phases [53–62]. There-
fore, a bunch of fundamentally important questions nat-
urally arises (a) can the Floquet HOTSC phase be engi-
neered by periodically driving the appropriate perturba-
tion? (b) how does one topologically characterize the Flo-
quet HOTSC phase? In this letter, we intend to address
these intriguing questions which have not been reported
so far in the literature, to the best of our knowledge.
In this article, we demonstrate a general mechanism
of engineering the Floquet SOTSC phase by periodically
kicking the QSHI Hamiltonian, proximitized by a s-wave
superconductor. For the first case, we consider the peri-
odic kicking in time-reversal symmetry (TRS) T break-
ing magnetic field to obtain the SOTSC phase hosting
MCMs. In our second case, we introduce the kicking
in C4 and T breaking term so that the underlying edge
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2states of QSHI phase become gapped and MCMs appear
due to Jackiw-Rebbi index theorem [63]. Our dynam-
ical model is schematically illustrated in Fig. 1 where
the 2D QSHI/s-wave superconductor heterostructure is
depicted with the general dynamical kicking protocol of
perturbation V (t). The MCMs appear between adjacent
boundaries (edge I, II, III, IV). We analytically derive
the effective edge Hamiltonian for both the driven cases
mentioned above to analyze the domain wall formation
associated with the sign change of Dirac mass of the un-
derlying low energy Hamiltonian. These SOTSC phases
are appropriately characterized by both Floquet Wan-
nier spectra (FWS) and Floquet quadrupolar moment
(FQM).
Model Hamiltonian and driving protocol:- We
begin with the static Hamiltonian of a 2D QSHI placed
in close proximity to a bulk s-wave superconductor [37],
H0 = N(k) · Γ , (1)
with N(k) = (N1(k), N2(k), N3(k), N4), N1(k) =
2λx sin kx, N2(k) = 2λy sin ky, N3(k) = ξk =
(m0 − 2tx cos kx − 2ty cos ky), and N4 = ∆. Here,
tx,y and λx,y represent the nearest-neighbor hopping
and spin-orbit coupling respectively, ∆ is the super-
conducting gap induced via the proximity effect, m0 is
the crystal-field splitting energy and µ is the chemical
potential. Also, Γ1 = σxsz, Γ2 = σyτz, Γ3 = σzτz, and
Γ4 = syτy. The three Pauli matrices σ, s and τ act on
orbital (a, b), spin (↑, ↓) and particle-hole degrees of free-
dom respectively. We work in the following basis, Ck =(
ck,a↑, c
†
−k,a↑, ck,a↓, c
†
−k,a↓, ck,b↑, c
†
−k,b↑, ck,b↓, c
†
−k,b↓
)T
.
We consider chemical potential µ = 0 in order to obtain
analytical results for the edge modes, otherwise, µτz can
be added to the Hamiltonian (Eq.(1)).
The Hamiltonian represented by Eq.(1) preserves TRS
T = isyK with K being the complex conjugation. If
∆ = 0, the QSHI phase is observed when [m20 − (2tx +
2ty)
2][m20 − (2tx − 2ty)2] < 0 [64], hosting gapless propa-
gating helical edge modes [65–67]. When ∆ 6= 0, super-
conducting gap opens both in the bulk and helical edge
spectrum and the system becomes a trivial BCS super-
conductor [37]. Interestingly, Hamiltonian (Eq.(1)) con-
tinues satisfying the unitary chiral symmetry P = σxsyτz
and anti-unitary particle-hole symmetry C = τxK. These
two symmetries turn out to be very important in deter-
mining the robustness of the SOTSC phase.
We now introduce our driving protocol in the form of
periodic kick as follows
V (t) = hxΓ5
∞∑
r=1
δ(t− rT ) , (2)
and
V (t) = Λ(k)Γ6
∞∑
r=1
δ(t− rT ) , (3)
where, Eq.(2) represents the TRS breaking driving pro-
tocol due to the in-plane Zeeman field hx applied along
x-direction, T is the period of the drive and Γ5 = sxτz.
The detailed outcome of C4 and TRS symmetry break-
ing driving protocol (Eq.(3)) will be discussed in the later
part of the paper. In the static limit, HIsta = H0 + hxΓ5,
is found to host MCMs in the SOTSC phase when
hx > ∆ [37]. The quasi-particle bandgap of the edges
does not close along ky direction while the gap can be
tuned along kx direction resulting in a topological phase
transition and exponentially localized MCMs appear at
zero energy protected by P and C symmetries. Although,
the bulk always remains gapped.
Effective Floquet Hamiltonian:- Following the pe-
riodic kick (see Eq.(2)), the Floquet operator reads
U(T ) = T˜ O exp
[
−i
∫ T
0
dt (H0 + V (t))
]
= exp(−iH0T ) exp(−ihxΓ5) . (4)
We can write U(T ) in a more compact form as
U(T ) = CT (n0 − in5Γ5)− iST
4∑
j=1
(mjΓj + pjΓj5) ,(5)
where, CT = cos(|N(k)|T ), ST = sin(|N(k)|T ), n0 =
coshx, n5 = sinhx, mj =
Nj(k) coshx
|N(k)| , pj =
Nj(k) sinhx
|N(k)|
and Γj5 =
1
2i [Γj ,Γ5] with j = 1, 2, 3, 4. The general
form of the effective Hamiltonian thus found to be
HIeff =
k
sin kT
[
sin(|N(k)|T ) coshx
4∑
j=1
njΓj + cos(|N(k)|T ) sinhxΓ5 + sin(|N(k)|T ) sinhx
4∑
j=1
njΓj5
]
, (6)
with k =
1
T cos
−1 [cos(|N(k)|T ) coshx], nj = Nj(k)|N(k)| .
In the high-frequency limit i.e., T → 0 and hx → 0,
neglecting the higher order terms in T and hx, we find
HIeff ≈
4∑
j=1
Nj(k)Γj +
hx
T
Γ5 + hx
4∑
j=1
Nj(k)Γj5 . (7)
Note that, in Eq.(7), terms associated with Γj5 appears
due to the drive and are absent in the static model; in-
terestingly, only Γ15 among Γj5 does not commute with
HIsta. As a result, H
I
eff loses the chiral symmetry gener-
ated by the unitary operator P. Remarkably, HIeff pre-
serves the particle-hole symmetry which allows the gen-
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FIG. 2. (Color online) (a) LDOS in finite geometry is demon-
strated for driving protocol (Eq.(2)) and inset exhibits the
eigenvalue spectrum for the same. Here, Lx = Ly = 30,m0 =
tx = ty = λx = λy = 1.0, ∆ = 0.4, hx = 0.4, T = 0.628.
(b) The edge spectrum is shown for open boundary condi-
tion along y direction for Eq.(7). The edge gap closes when
∆ = hx
T
. (c) LDOS in finite geometry and eigenvalue spec-
trum (insets (I1) and (I2)) are depicted for driving protocol
(Eq.(3)). We choose Λ = 0.3 and the value of the other pa-
rameters remain the same as panel (a). For insets (I1) and
(I2) we choose the parameter regime as | mΛ
2txT
|, | mΛ
2tyT
| > ∆
and | mΛ
2txT
| < ∆ < | mΛ
2tyT
| respectively. (d) The edge spectrum
is shown for open boundary condition along y direction for
effective Hamiltonian (Eq.(11)). The edge gap closes when
∆ = | mΛ
2txT
|. See text for discussion.
eration of Floquet SOTSC phase with MCMs after the
dynamical breaking of TRS. We now tie up our analytical
finding by numerically diagonalizing the Floquet opera-
tor (Eq.(4)) in the open boundary condition. One can
obtain Floquet quasi-states |φn〉 and quasi-energies µn
from U(T ): U(T )|φn〉 = exp(−iµnT )|φn〉. We present
the local density of states (LDOS) associated with the
zero (within numerical accuracy) quasi-energy Floquet
quasi-states in Fig 2(a). These zero energy quasi-states
correspond to the MCMs which are localized at the four
corners of the system.
Topological characterization of MCMs:- To ana-
lyze the topological robustness of the Floquet MCMs in
the SOTSC phase, we numerically compute the FQM
(based on Floquet quasi-states obtained from numeri-
cal diagonalization of Eq.(4)) QFlqxy and the FWS ν
Flq
x
(based on T → 0 effective Hamiltonian Eq.(7)) as
shown in Fig. 3(a) and (b) respectively. At the out-
set, we note that in the static limit, these invariants
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FIG. 3. (Color online) (a) Variation of FQM QFlqxy is demon-
strated as a function hx for driving protocol (Eq.(2)). In the
inset, the same has been depicted with respect to Λ for driv-
ing protocol (Eq.(3)). We choose Lx = Ly = 16,m0 = tx =
ty = λx = λy = 1.0, ∆ = 0.4, T = 0.628. (b) FWS ν
Flq
x
with respect to the state index is shown for driving proto-
col (Eq.(2)) and (Eq.(3), insets (I1) and (I2)) respectively.
For driving protocol (Eq.(2)), we choose hx > ∆T . Insets
(I1) and (I2) have been depicted for the parameter regime
| mΛ
2txT
|, | mΛ
2tyT
| > ∆ and | mΛ
2txT
| < ∆ < | mΛ
2tyT
| respectively for
driving protocol (Eq.(3)).
possess a quantized value of 0.5. The FQM is defined
through the Floquet many-body ground state nF com-
posed by arranging the occupied quasi-states column-
wise associated with the quasi-energy −ω/2 ≤ µn ≤ 0:
nF =
∑
n∈µn≤0 |φn〉〈φn| [53, 58]. We obtain QFlqxy ≡
mod(QFlqxy , 1) = 0.5, this quantization (for a finite range
of hx in protocol (Eq.(2))) is depicted in Fig. 3(a) and
clearly suggests that the SOTSC phase, hosting MCMs,
is topologically robust. Furthermore, we compute an-
other invariant namely, the eigenvalue νFlqx of Floquet
Wannier Hamiltonian HFlqWx . The FWS νFlqx (νFlqy ),
demonstrated in Fig. 3(b), exhibits two isolated eigenval-
ues at 0.5 referring to the signature of MCMs in SOTSC
phase for this protocol. See Supplementary Material
(SM) for the detailed calculation of FWS νFlqx (ν
Flq
y ).
Low energy edge theory:- Here we proceed to derive
the edge theory for the Floquet case starting from the
effective Hamiltonian (Eq.(7)) in T → 0 limit. The low
energy effective Hamiltonian around Γ = (0, 0) point can
be written as
HIeff,k ≈ (m+ txk2x + tyk2y)Γ3 + 2λxkxΓ1 + 2λykyΓ2
+∆Γ4 +
hx
T
Γ5 + 2λxhxkxΓ15 , (8)
where, m = (m0 − 2tx − 2ty) and we assume m < 0
in order to satisfy the topological condition [64]. We
consider here the minimal model as Γ15 is only incor-
porated among all the Γj5. As an representative ex-
ample, for edge-I, we employ open (periodic) bound-
ary condition along x (y) direction. One can thus
rewrite HIeff,k = HI(−i∂x) + HP (−i∂x, ky, hx) neglect-
ing k2y term. Here, HI = (m − tx∂2x)Γ3 − 2iλx∂xΓ1 and
HP = 2λykyΓ2 + ∆Γ4 +
hx
T Γ5 − 2iλxhx∂xΓ15. Assuming
4Ψ to be the zero energy eigenstate of HI , we obtain (see
SM for details)
Ψα = |Nx|2 e−Ax sinBxeikyyΦα , (9)
where, A = λxtx , B =
√∣∣∣mtx ∣∣∣−A2, |Nx|2 = 4A(A2+B2)B2
and Φα is a 8-component spinor satisfying σyszτzΦα =
−Φα. We choose the following basis Φ1 = |σy = +1〉 ⊗
|sz = +1〉 ⊗ |τz = −1〉 ,Φ2 = |σy = −1〉 ⊗ |sz = +1〉 ⊗
|τz = +1〉 ,Φ3 = |σy = −1〉⊗|sz = −1〉⊗|τz = −1〉 ,Φ4 =
|σy = +1〉 ⊗ |sz = −1〉 ⊗ |τz = +1〉 to cast the effective
Hamiltonian for the edge-I as HI,Edgei = −2λykysz −
∆syτy. Now the low energy effective Hamiltonian for the
lth edge is given as (see SM for details)
HI,Edgel = −iAlsz∂l− iBlsyτz∂l−∆syτy−hlsxτz , (10)
with Al = {−2λy, 2λx,−2λy, 2λx}, Bl =
{0,−2λxhx, 0,−2λxhx} and hl =
{
0, hxT , 0,
hx
T
}
. One can
thus observe that the superconducting pairing gap has
been induced in all the helical edge states irrespective
of the Zeeman fields in that edge as {sz, syτy} = 0. On
the other hand, hx can only open up a Zeeman gap
on two parallel edges (II and IV) without affecting two
other perpendicular edges (I and III). We depict the
quasi-energy spectrum of the semi-infinite slab geometry
in Fig. 2(b) to manifest the gap closing at ∆ = hxT .
In τx = ±sz subspace, the last term in Eq.(10) can
be written as hlsxτz → ∓hlsyτy. We eventually ob-
tain two decoupled diagonal blocks with Dirac masses
∆ ± hxT for edge II. While for edge I, the Dirac masses
are of the same sign in these blocks. Therefore, for
hx > ∆T , Dirac masses on edges I and II carry op-
posite sign leading to localized MCMs at the intersec-
tion of two perpendicular edges. Interestingly, com-
pared to the static case, the MCMs in Floquet SOTSC
phase can be observed for a much smaller value of the
in-plane magnetic field hx as T → 0 in the high fre-
quency limit. One can find the wave-function for the
zero-energy MCM, localized at the intersection between
edge-I and II, as ΨC ∼ exp [− (∆/2λy) y] ΦC and ΨC ∼
exp [− (|hx −∆T |/2λxT )x] ΦC for edges I and II, respec-
tively, with ΦC = {1,−1, i, i}T . The localization length
of MCM can be different in different directions when
|hx−∆T |/2λxT 6= ∆/2λy and it can be controlled along
edge II by the period or frequency of the Floquet driving.
Alternative dynamical protocol for realizing
MCMs:- Having established a route to obtain Floquet
SOTSC starting from a static proximity induced QSHI,
we here demonstrate another driving protocol to obtain
the same by breaking the C4 symmetry and TRS of the
QSHI phase instead of an in-plane Zeeman field dis-
cussed before. We work with the dynamical protocol
given in Eq.(3) where, Λ(k) = Λ(cos kx − cos ky), and
Γ6 = σxsxτz. Upon adding this term with the static
Hamiltonian (Eq.(1)), HIIsta = H0 + Λ(k)Γ6, one can find
MCMs localized at zero energy and protected by unitary
P and anti-unitary C symmetry [36]. Following our dy-
namical protocol, we numerically diagonalize the Floquet
operator (Eq.(4)) for this case and find strong corner lo-
calization of Majorana modes. In this case, eight Floquet
MCMs appear at quasi-energy µn = 0 (within numer-
ical accuracy) as shown in Fig. 2(c)-(I1). The MCMs
obtained here are characteristically different from that
of the originated by kicking the in-plane magnetic field
where four zero energy MCMs are observed. For hx kick-
ing (Eq.(2)), individual single-particle state residing at
µn = 0 exhibits Majorana localization at a single cor-
ner. On the other hand, for Λ(k) kicking (Eq.(3)), we
find there exist at least two single-particle states sharing
individual corner.
For this protocol also, we derive the Floquet
operator as follows, U(T ) = CT (n0 − in6Γ6) −
iST
∑4
j=1 (mjΓj + pjΓj6) where, CT = cos(|N(k)|T ),
ST = sin(|N(k)|T ), n0 = cos Λ(k), n6 = sin Λ(k), mj =
Nj(k) cos Λ(k)
|N(k)| , pj =
Nj(k) sin Λ(k)
|N(k)| and Γj6 =
1
2i [Γj ,Γ6]. In
the high frequency limit T → 0 and Λ→ 0, the effective
Floquet Hamiltonian takes the form
HIIeff ≈
4∑
j=1
Nj(k)Γj+
Λ(k)
T
Γ6+Λ(k)
4∑
j=1
Nj(k)Γj6 . (11)
Similar to the effective Hamiltonian (Eq.(7)), here the
drive induced terms are associated with Γj6 which essen-
tially break the unitary symmetry P. Importantly, the
anti-unitary particle-hole symmetry generated by C as-
sure the zero energy states to be localized at the corners.
Following the same procedure described for the previous
protocol, we obtain the low energy effective Hamiltonian
of the edges in the edge-coordinate l as (see SM for de-
tails)
HII,Edgel = −iAlsz∂l + iBlsx∂l −∆syτy + Λlsy , (12)
with Al = {−2λy, 2λx,−2λy, 2λx}, Bl ={
mλyΛ
tx
, mλxΛty ,
mλyΛ
tx
, mλxΛty
}
and Λl ={
− mΛ2txT , mΛ2tyT ,− mΛ2txT , mΛ2tyT
}
. For more insight, let
us first consider ∆ = 0. It is evident that Λl changes
sign at each corner and these lead to a domain wall for-
mation of Dirac mass causing zero-energy Jackiw-Rebbi
modes to appear at the corners [53, 58, 63]. Due to the
inclusion of the superconducting correlation, HII,Edgel
can be decomposed into two independent parts as
HII,Edgel = Hτy=+1 ⊕Hτy=−1 , (13)
where,
Hτy=+1 = −iAlsz∂l + iBlsx∂l + [−∆ + Λl] sy
Hτy=−1 = −iAlsz∂l + iBlsx∂l + [∆ + Λl] sy . (14)
The domain walls for both the sectors τy = ±1 ap-
pear when | mΛ2txT |, | mΛ2tyT | > ∆. As a result, one finds
5two MCMs solutions (see Fig. 2(c)-(I1)) per corner with
the superposed wave-function ΨC ∼ α e−
MI−∆
2λy
y
Φ1C +
β e
−MI+∆2λy yΦ2C for edge-I. This phenomenon does not ap-
pear in the hx-kick case where the domain wall for the
Dirac mass appears only in one block of the edge Hamil-
tonian and the other block remains inactive (massive).
On the other hand, for | mΛ2txT | < ∆ < | mΛ2tyT |, the do-
main walls exist in τy = +1 block, but not in τy = −1
block. This results in a situation where only one MCM
can present at each corner (see Fig. 2(c)-(I2)) with the
wave-function ΨC ∼ e−
MI+∆
2λy
y
Φ1C for edge-I. See SM for
the derivation of the MCMs wave-functions. The gap
closing at ∆ = | mΛ2txT | has been illustrated in Fig. 2(d)
based on a slab geometry calculation.
We also calculate the FQM which appears to be QFlqxy =
0.0 (0.5) (see inset of Fig. 3(a)) when there exist eight
(four) MCMs at zero energy (see Figs. 2(c)-(I1) (2(c)-
(I2))). This is because two MCMs sharing each corner
can fuse to a fermionic mode resulting in vanishing QFlqxy .
On the other hand, one can find four (two) νFlqx(y) = 0.5
eigenvalues associated with Floquet Wannier Hamilto-
nian for the SOTSC phase with eight (four) zero energy
MCMs as shown in Figs. 3(b)-(I1) (3(b)-(I2)). While
for hx kick, there exist only two ν
Flq
x = 0.5 eigenvalues
associated with four zero energy MCMs. Thus one can
infer that eight (four) MCMs represent the weak (strong)
SOTSC phase. However, this subtlety cannot be distin-
guished from the feature of LDOS (see Figs. 2(a), (c)).
Experimental feasibility:- As far as experimen-
tal feasibility of our setup is concened, superconduc-
tivity in QSHI can be induced via proximity effect
(e.g., NbSe2) [68, 69] with an induced gap ∆ ∼
0.7 meV [69]. In recent times, experimental advance-
ments on the pump-probe techniques [48, 70, 71] have en-
abled one to observe Floquet topological insulators [70].
Therefore, we believe that the signature of MCMs may
be possible to achieve via pump-probe based local scan-
ning tunneling microscope (STM) measurements [72] for
an in-plane magnetic field hx ∼ 7− 8 T.
Summary and Conclusions:- To summarize, in this
article, we demonstrate two dynamical protocols to gen-
erate Floquet SOTSC phase hosting MCMs. In partic-
ular, a kick in the in-plane Zeeman field hx, breaking
the TRS, can lead to a strong SOTSC phase hosting
only one MCM at each corner. In comparison, a C4
and TRS breaking perturbation Λ(k) can lead to eight
(four) MCMs referring to weak (strong) SOTSC phase.
We investigate the emergence of dynamical MCMs, lo-
calized at zero quasi-energy, by numerically diagonalizing
the Floquet operator and analytically from the effective
edge Hamiltonian. We show that these MCMs are pro-
tected by the anti-unitary particle-hole symmetry. We
also characterize these phases by appropriate topological
invariants such as FQM (QFlqxy ) and FWS (ν
Flq
x (ν
Flq
y )).
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7Supplementary Material for
“Floquet generation of Second
Order Topological
Superconductor”
The content of our Supplementary Material (SM) is
structured as follows. In Sec. I, we present the details of
our Floquet Wannier Spectra (FWS) calculation. Sec. II
is devoted to the derivation of edge states for our driv-
ing protocols in the high-frequency regime. In Sec. III,
we show the derivation of the Majorana corner modes
(MCMs) solution.
I. FLOQUET WANNIER SPECTRA
In the semi-infinite geometry (considering periodic
boundary condition (PBC) and open boundary con-
dition (OBC)) along x and y direction respectively),
we construct the Wilson loop operator [18] Wx =
Fx,kx+(Nx−1)∆kx · · ·Fx,kx+∆kxFx,kx with [Fx,kx ]mn =〈φn,kx+∆kx |φm,kx〉, where ∆kx = 2pi/Nx (Nx being the
number of discrete points considered inside the Brillouin
zone (BZ) along kx) and |φm,kx〉 is the mth occupied Flo-
quet quasi-state. The latter can be obtained by diago-
nalizing the effective Floquet Hamiltonian in the high-
frequecy limit. One can thus obtain the Wannier Hamil-
tonian, HFlqWx = −i lnWx, whose eigenvalues 2piνFlqx cor-
respond to the Floquet Wannier spectra (FWS). Here,
νFlqx ≡ mod(νFlqx , 1) is the Wannier center. One can
similarly find νFlqy . The feature of FWS characterizes
the topological phase transition from trivial to higher or-
der topological superconductor (HOTSC) phase in our
case. In the Floquet HOTSC phase it acquires a quan-
tized value 0.5 as shown in Fig. 4.
FIG. 4. (Color online) (a) FWS is shown as a function of the
in-plane magnetic field hx for driving protocol 1 (Eq. (2) in
the main text). (b) FWS is illustrated as a function of the C4
and T breaking mass term Λ for driving protocol 2 (Eq. (3)
in the main text).
II. EDGE THEORY
Here, we present the details of the low energy edge
theory calculation for both our driving protocols.
A. Driving by in-plane magnetic field hx
We begin by writting down the low energy effective
Hamiltonian in the high-frequency limit (Eq.(7) in the
main text) around Γ = (0, 0) point
HIeff,k ≈ (m+ txk2x + tyk2y)Γ3 + 2λxkxΓ1 + 2λykyΓ2
+∆Γ4 +
hx
T
Γ5 + 2λxhxkxΓ15 , (15)
For edge-II, we consider PBC (OBC) along x (y) di-
rection. Hence, we replace ky by −i∂y and rewrite
HIeff,k = HI(−i∂y)+HP (−i∂y, kx, hx) neglecting k2x term
with
HI = (m− ty∂2y)Γ3 − 2iλy∂yΓ2 ,
HP = 2λxkxΓ1 + ∆Γ4 +
hx
T
Γ5 + 2λxhxkxΓ15 , (16)
Here, we choose m < 0 to satisfy the Fu-Kane crite-
ria [64]. We solve HI exactly and treat HP as a pertur-
bation. This approximation is valid when we assume the
pairing amplitude, ∆ and the amplitude of the in-plane
magnectic field, hx to be small [37]. We also consider any
term multiplied by hx or ∆ to be small.
Assuming Ψ to be the zero energy eigenstate of HI ,
following the boundary condition Ψ(0) = Ψ(∞) = 0, we
obtain
Ψα = |Ny|2 e−A˜y sin B˜y eikxxχα , (17)
where, A˜ = λyty , B˜ =
√∣∣∣mty ∣∣∣− A˜2, |Ny|2 = 4A˜(A˜2+B˜2)B˜2
and χα is a 8-component spinor satisfying σxχα = χα.
We work in the following basis for χα as
χ1 = |σx = +1〉 ⊗ |sz = +1〉 ⊗ |τz = −1〉 ,
χ2 = |σx = +1〉 ⊗ |sz = +1〉 ⊗ |τz = +1〉 ,
χ3 = |σx = +1〉 ⊗ |sz = −1〉 ⊗ |τz = −1〉 ,
χ4 = |σx = +1〉 ⊗ |sz = −1〉 ⊗ |τz = +1〉 . (18)
The matrix element of HP in this basis reads
HI,Edgeii,αβ =
∫ ∞
0
dy Ψ†α(y)HP (−i∂y, kx, hx)Ψβ(y) , (19)
Thus we obtain the effective Hamiltonian for the edge-II
as
HI,Edgeii = 2λxkxsz − 2λxhxkxsyτz −∆syτy −
hx
T
sxτz ,
(20)
8Similarly, for edge-IV, we obtain the effective Hamilto-
nian as
HI,Edgeiv = 2λxkxsz − 2λxhxkxsyτz −∆syτy −
hx
T
sxτz .
(21)
For edge-III, we consider OBC (PBC) along x (y) di-
rection. One can thus rewrite HIeff,k = HI(−i∂x) +
HP (−i∂x, ky, hx) by replacing kx → −i∂x and neglect-
ing k2y term with
HI = (m− tx∂2x)Γ3 − 2iλx∂xΓ1 ,
HP = 2λykyΓ2 + ∆Γ4 +
hx
T
Γ5 − 2iλxhx∂xΓ15 . (22)
Assuming Ψ to be the zero energy eigenstate of HI ,
following the boundary condition Ψ(0) = Ψ(−∞) = 0,
and proceeding in a similar manner as before, we obtain
Ψα = |Nx|2 eAx sinBx eikyyΦ′α , (23)
where, A = λxtx , B =
√∣∣∣mtx ∣∣∣−A2, |Nx|2 = 4A(A2+B2)B2
and Φ′α is a 8-component spinor satisfying σyszτzΦ
′
α =
Φ′α. We choose the following basis
Φ′1 = |σy = −1〉 ⊗ |sz = −1〉 ⊗ |τz = +1〉 ,
Φ′2 = |σy = +1〉 ⊗ |sz = −1〉 ⊗ |τz = −1〉 ,
Φ′3 = |σy = +1〉 ⊗ |sz = +1〉 ⊗ |τz = +1〉 ,
Φ′4 = |σy = −1〉 ⊗ |sz = +1〉 ⊗ |τz = −1〉 . (24)
The matrix element of HP in this basis can be written
as
HI,Edgeiii,αβ =
∫ 0
−∞
dx Ψ†α(x)HP (−i∂x, ky, hx)Ψβ(x) , (25)
Thus we obtain the effective Hamiltonian for the edge-III
as
HI,Edgeiii = −2λykysz −∆syτy . (26)
Therefore, the effective Hamiltonian for the four edges
together can be written as
HI,Edgei = −2λykysz −∆syτy,
HI,Edgeii = 2λxkxsz − 2λxhxkxsyτz −∆syτy −
hx
T
sxτz,
HI,Edgeiii = −2λykysz −∆syτy,
HI,Edgeiv = 2λxkxsz − 2λxhxkxsyτz −∆syτy −
hx
T
sxτz .
(27)
B. Driving by C4 and T breaking mass term Λ
For this driving protocol also, we continue as before
by writting down the low energy effective Hamiltonian
in the high frequency limit (Eq.(12) in the main paper)
around Γ = (0, 0) point as
HIIeff,k = (m+ txk
2
x + tyk
2
y)Γ3 + 2λxkxΓ1 + 2λykyΓ2 + ∆Γ4 +
Λ
2T
(−k2x + k2y)Γ6 + λxΛkx (−k2x + k2y)Γ16
+λyΛky
(−k2x + k2y)Γ26 + Λ2 (m+ txk2x + tyk2y) (−k2x + k2y)Γ36 , (28)
For edge-I, we consider OBC (PBC) along x (y) direc-
tion and, as before we rewrite HIIeff,k = HI(−i∂x) +
HP (−i∂x, ky,Λ). We replace kx → −i∂x and neglect k2y
term. Thus we obtain
HI = (m− tx∂2x)Γ3 − 2iλx∂x Γ1 ,
HP = 2λykyΓ2 + ∆Γ4 +
Λ
2T
∂2x Γ6 − iλxΛ ∂3xΓ16
+λyΛky∂
2
xΓ26 +
mΛ
2
∂2xΓ36 −
Λtx
2
∂4xΓ36 , (29)
Here, we consider the pairing amplitude ∆ and the am-
plitude of the mass term Λ to be small and treat them
as small perturbation [27, 36]. Assuming Ψ to be the
zero energy eigenstate of HI and following the boundary
condition Ψ(0) = Ψ(∞) = 0, we obtain
Ψα = |Nx|2 e−Ax sinBx eikyyΦα , (30)
where, A = λxtx , B =
√∣∣∣mtx ∣∣∣−A2, |Nx|2 = 4A(A2+B2)B2
and Φα is a 8-component spinor satisfying σyszτzΦα =
−Φα. Our chosen basis reads
Φ1 = |σy = +1〉 ⊗ |sz = +1〉 ⊗ |τz = −1〉 ,
Φ2 = |σy = −1〉 ⊗ |sz = +1〉 ⊗ |τz = +1〉 ,
Φ3 = |σy = −1〉 ⊗ |sz = −1〉 ⊗ |τz = −1〉 ,
Φ4 = |σy = +1〉 ⊗ |sz = −1〉 ⊗ |τz = +1〉 . (31)
9The matrix element of HP in this basis reads
HII,Edgei,αβ =
∫ ∞
0
dx Ψ†α(x)HP (−i∂x, ky,Λ)Ψβ(x) , (32)
Thus we obtain the effective Hamiltonian for the edge-I
as
HII,Edgei = −2λykysz −
mλyΛ
tx
kysx −∆syτy − mΛ
2txT
sy ,
(33)
Similarly, for edge-III, we obtain the effective Hamilto-
nian as
HII,Edgeiii = −2λykysz −
mλyΛ
tx
kysx −∆syτy − mΛ
2txT
sy .
(34)
For edge-II, we employ OBC (PBC) along y (x) di-
rection. One can thus rewrite HIIeff,k = HI(−i∂y) +
HP (−i∂y, kx,Λ) neglecting k2x term which yields
HI = (m− ty∂2y)Γ3 − 2iλy∂yΓ2 ,
HP = 2λxkxΓ1 + ∆Γ4 − Λ
2T
∂2yΓ6 + iλyΛ∂
3
yΓ26
−λxΛkx∂2yΓ16 −
mΛ
2
∂2yΓ36 +
Λtx
2
∂4xΓ36 , (35)
Assuming Ψ to be the zero energy eigenstate of HI , fol-
lowing the boundary condition Ψ(0) = Ψ(∞) = 0, we
obtain
Ψα = |Ny|2 e−A˜y sin B˜y eikxxχα , (36)
where, A˜ = λyty , B˜ =
√∣∣∣mty ∣∣∣− A˜2, |Ny|2 = 4A˜(A˜2+B˜2)B˜2
and χα is a 8-component spinor satisfying σxχα = χα.
We choose the following basis
χ1 = |σx = +1〉 ⊗ |sz = +1〉 ⊗ |τz = −1〉 ,
χ2 = |σx = +1〉 ⊗ |sz = +1〉 ⊗ |τz = +1〉 ,
χ3 = |σx = +1〉 ⊗ |sz = −1〉 ⊗ |τz = −1〉 ,
χ4 = |σx = +1〉 ⊗ |sz = −1〉 ⊗ |τz = +1〉 . (37)
The matrix element of HP in this basis can be written
as
HII,Edgeii,αβ =
∫ ∞
0
dy Ψ†α(y)HP (−i∂y, kx,Λ)Ψβ(y) , (38)
We obtain the effective Hamiltonian for the edge-II as
HII,Edgeii = 2λxkxsz−
mλxΛ
ty
kxsx−∆syτy+ mΛ
2tyT
sy (39)
Similarly, for edge-IV, we obtain the effective Hamilto-
nian as
HII,Edgeiv = 2λxkxsz −
mλxΛ
ty
kxsx −∆syτy + mΛ
2tyT
sy .
(40)
Therefore, the effective Hamiltonian for the four edges
can be written as
HII,Edgei = −2λykysz −
mλyΛ
tx
kysx −∆syτy − mΛ
2txT
sy,
HII,Edgeii = 2λxkxsz −
mλxΛ
ty
kxsx −∆syτy + mΛ
2tyT
sy,
HII,Edgeiii = −2λykysz −
mλyΛ
tx
kysx −∆syτy − mΛ
2txT
sy,
HII,Edgeiv = 2λxkxsz −
mλxΛ
ty
kxsx −∆syτy + mΛ
2tyT
sy .
(41)
III. CORNER MODE SOLUTION
Here, we provide the solutions for the zero energy
MCMs for both the driving protocols.
A. Driving by in-plane magnetic field hx
To obtain the corner state solution (when hx > ∆T ),
in the intersection between edge-I and II, we solve the
corresponding edge Hamiltonian for zero energy solution.
At edge-I, we assume a solution of the form
ΨC ∼ e−λyΦC , (42)
where, ΦC is a four component spinor. The secular equa-
tion for ΨC is given by
det
[
HI,Edgei
]
= 0 , (43)
We find four solutions for λ as
λ =
{
− ∆
2λy
,− ∆
2λy
,
∆
2λy
,
∆
2λy
}
. (44)
As ΨC must vanish at y → ∞, therefore, we obtain
two linearly independent solutions, Φ1C = {1, 1,−i, i}T
and Φ2C = {1,−1, i, i}T . Thus, ΨC can be expanded as
ΨC ∼ α e−
∆
2λy
y
Φ1C + β e
− ∆2λy yΦ2C , (45)
Similarly, at edge-II, we obtain
ΨC ∼ α′ e−
|hx−∆T |
2λxT
xΦ3C + β
′ e−
|hx+∆T |
2λxT
xΦ4C , (46)
where, Φ3C = {1,−1, i, i}T and Φ4C = {1, 1, i,−i}T . Con-
sidering the wavefuction, ΨC to be continuous at the
boundary i.e., at x = y = 0, we obtain α = β′ = 0
and α′ = β. Hence, the wavefunction for the Majorana
corner mode becomes
ΨC ∼ e−
∆
2λy
y
Φ2C : edge− I ,
ΨC ∼ e−
|hx−∆T |
2λxT
xΦ2C : edge− II .
(47)
with localization length
[
|hx−∆T |
2λxT
]−1
and
[
∆
2λy
]−1
along
x and y directions respectively. Similarly, one can obtain
the remaining zero energy corner mode solutions.
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B. Driving by C4 and T breaking mass term Λ
1. Weak Phase
In this higher order phase, | mΛ2txT |, | mΛ2tyT | > ∆. We
proceed as before and obtain the following solutions at
edge-I and II :
ΨC ∼ α e−
MI−∆
2λy
y
Φ1C + β e
−MI+∆2λy yΦ2C : edge− I ,
ΨC ∼ α′ e−
MII+∆
2λx
xΦ3C + β
′ e−
MII−∆
2λx
xΦ4C : edge− II ,
(48)
with, MI = | mΛ2txT |, MII = | mΛ2tyT | and Φ1C =
{1,−i, 1,−i}T , Φ2C = {1, i, 1, i}T , Φ3C = {1,−i, 1,−i}T
and Φ4C = {1, i, 1, i}T . Upon mathing the wavefunction
at the boundary (x = y = 0), we obtain α = α′ and
β = β′. Hence, the final form of the zero energy solu-
tions for the corner mode wavefunction reads
ΨC ∼ αe−
MI−∆
2λy
y
Φ1C + βe
−MI+∆2λy yΦ2C : edge− I ,
ΨC ∼ αe−
MII+∆
2λx
xΦ1C + βe
−MII−∆2λx xΦ2C : edge− II ,
(49)
Thus, here two corner mode solutions exist for individual
edge.
2. Strong Phase
In this phase, we choose MI < ∆ < MII . We obtain
the following solutions at edge-I and II :
ΨC ∼ α e−
MI+∆
2λy
y
Φ1C + β e
−∆−MI2λy yΦ2C : edge− I ,
ΨC ∼ α′ e−
MII−∆
2λx
xΦ3C + β
′ e−
MII+∆
2λx
xΦ4C : edge− II ,
(50)
with Φ1C = {1, i, 1, i}T , Φ2C = {1,−i,−1, i}T , Φ3C =
{1, i, 1, i}T and Φ4C = {1,−i, 1,−i}T . Therefore, math-
ing the wavefunction at the boundary, we obtain α = α′
and β = β′ = 0. Hence, the final form of the solutions
for the corner mode wavefunction becomes
ΨC ∼ e−
MI+∆
2λy
y
Φ1C : edge− I ,
ΨC ∼ e−
MII−∆
2λx
xΦ1C : edge− II .
(51)
In a similar fashion, one can obtain the zero energy so-
lutions for the remaining MCMs in both these phases.
