Abstract. In this series of papers, we investigate the spreading and vanishing dynamics of time almost periodic diffusive KPP equations with free boundaries. Such equations are used to characterize the spreading of a new species in time almost periodic environments with free boundaries representing the spreading fronts. In this first part, we show that a spreading-vanishing dichotomy occurs for such free boundary problems, that is, the species either successfully spreads to all the new environment and stabilizes at a time almost periodic positive solution, or it fails to establish and dies out eventually. The results of this part extend the existing results on spreading-vanishing dichotomy for time and space independent, or time periodic and space independent, or time independent and space periodic diffusive KPP equations with free boundaries. The extension is nontrivial and is ever done for the first time.
Introduction
This is the first part of a series of papers on the spreading and vanishing dynamics of diffusive equations with free boundaries of the form,
u t = u xx + uf (t, x, u), t > 0, 0 < x < h(t) h ′ (t) = −µu x (t, h(t)), t > 0, u x (t, 0) = u(t, h(t)) = 0, t > 0, h(0) = h 0 , u(0, x) = u 0 (x), 0 ≤ x ≤ h 0 ,
where x = h(t; u 0 , h 0 ) is the moving boundary to be determined, µ, h 0 are given positive constants, and the initial function u 0 (x) satisfies We assume that f (t, x, u) is a C 1 function in t ∈ R, x ∈ R, and u ∈ R; f (t, x, u) < 0 for u ≫ 1; f u (t, x, u) < 0 for u ≥ 0; and f (t, x, u) is almost periodic in t uniformly with respect to x ∈ R and u ∈ R (see (H1), (H2) in subsection 2.1 for detail). Here is a typical example of such functions, f (t, x, u) = a(t, x) − b(t, x)u, where a(t, x) and b(t, x) are almost periodic in t and periodic in x ∈ R, and inf t∈R,x∈R b(t, x) > 0.
Observe that for any given u 0 satisfying (1.2), (1.1) has a unique (local) solution (u(t, x; u 0 , h 0 ), h(t; u 0 , h 0 )) with u(0, x; u 0 , h 0 ) = u 0 (x) and h(0; u 0 , h 0 ) = h 0 (see [5] ). Moreover, by comparison principle for parabolic equations, (u(t, x; u 0 , h 0 ), h(t; u 0 , h 0 )) exists for all t > 0 and u x (t, h(t)) < 0. Hence h(t; u 0 , h 0 ) increases as t increases. Equation (1.1) with f (t, x, u) = u(a − bu) and a and b being two positive constants was introduced by Du and Lin in [6] to understand the spreading of species. A great deal of previous mathematical investigation on the spreading of species (in one space dimension case) has been based on diffusive equations of the form u t = u xx + uf (t, x, u), x ∈ R, (1.3) where f (t, x, u) < 0 for u ≫ 1 and f u (t, x, u) < 0 for u ≥ 0. Thanks to the pioneering works of Fisher ([10] ) and Kolmogorov, Petrowsky, Piscunov ( [12] ) on the following special case of (1.3)
(1.1), resp. (1.3), is referred to as diffusive Fisher or KPP equation. One of the central problems for both (1.1) and (1.3) is to understand their spreading dynamics. For (1.3) , this is closely related to spreading speeds and transition fronts of (1.3) and has been widely studied. When f (t, x, u) is independent of t and x or is periodic in t and x, the spreading dynamics for (1.3) is quite well understood. For example, assume that f (t, x, u) is periodic in t with period T and periodic in x with period p, and that u ≡ 0 is a linearly unstable solution of (1.3) with respect to periodic perturbations. Then it is known that (1.3) has a unique positive periodic solution u * (t, x) (u * (t + T, x) = u * (t, x + p) = u * (t, x)) which is asymptotically stable with respect to periodic perturbations and it has been proved that there is a positive constant c * such that for every c ≥ c * , there is a periodic traveling wave solution u(t, x) connecting u * and u ≡ 0 with speed c (i.e. u(t, x) = φ(x − ct, t, x) for some φ(·, ·, ·) satisfying that φ(·, · + T, ·) = φ(·, ·, · + p) = φ(·, ·, ·) and φ(−∞, ·, ·) = u * (·, ·) and φ(∞, ·, ·) = 0), and there is no such traveling wave solution of slower speed (see [14, 19, 22, 31] ). Moreover, the minimal wave speed c * is of the following spreading property and is hence called the spreading speed of (1.3): for any given u 0 ∈ C b unif (R, R + ) with non-empty support, lim |x|≤c ′ t,t→∞ [u(t, x; u 0 ) − u * (t, x)] = 0 ∀ c ′ < c * lim |x|≥c ′′ t,t→∞ u(t, x; u 0 ) = 0 ∀ c ′′ > c * , (1.5) where u(t, x; u 0 ) is the solution of (1.3) with u(0, x; u 0 ) = u 0 (x) (see [14, 31] ). The spreading property (1.5) for (1.3) in the case that f (t, x, u) is periodic in t and x implies that spreading always happens for a solution of (1.3) with a positive initial function, no matter how small the positive initial function is. The following strikingly different spreading scenario has been proved for (1.1) in the case that f (t, x, u) ≡ f (u) (see [4, 6] ): it exhibits a spreadingvanishing dichotomy in the sense that for any given positive initial data u 0 satisfying (1.2) and h 0 , either vanishing occurs (i.e. lim t→∞ h(t; u 0 , h 0 ) < ∞ and lim t→∞ u(t, x; u 0 , h 0 ) = 0) or spreading occurs (i.e. lim t→∞ h(t; u 0 , h 0 ) = ∞ and lim t→∞ u(t, x; u 0 , h 0 ) = u * locally uniformly in x ∈ R + , where u * is the unique positive solution of f (u) = 0). The above spreading-vanishing dichotomy for (1.1) with f (t, x, u) ≡ f (u) has also been extended to the cases that f (t, x, u) is periodic in t or that f (t, x, u) is independent of t and periodic in x (see [5, 7] ). The spreadingvanishing dichotomy proved for (1.1) in [4, 5, 6, 7] is well supported by some empirical evidences, for example, the introduction of several bird species from Europe to North America in the 1900s was successful only after many initial attempts (see [15, 29] ).
In reality, many evolution systems in biology are subject to non-periodic time and/or space variations. It is therefore of great importance to investigate the spreading dynamics for both (1.1) and (1.3) with general time and space dependent f (t, x, u). The spreading dynamics for (1.3) with non-periodic time and/or space dependence has been studied by many people recently (see [1, 2, 3, 11, 13, 20, 23, 25, 26, 27, 30, 32] , etc.). However, there is little study on the spreading dynamics for (1.1) with non-periodic time and space dependence.
The objective of the current series of papers is to investigate the spreading-vanishing dynamics of (1.1) in the case that f (t, x, u) is almost periodic in t, that is, to investigate whether the population will successfully establishes itself in the entire space (i.e. spreading occurs), or it fails to establish and vanishes eventually (i.e. vanishing occurs). Roughly speaking, for given (u 0 , h 0 ), if h ∞ = lim t→∞ h(t; u 0 , h 0 ) = ∞ and for any M > 0, lim inf t→∞ inf 0≤x≤M u(t, x; u 0 , h 0 ) > 0, we say spreading occurs. If h ∞ < ∞ and lim t→∞ u(t, x; u 0 , h 0 ) = 0, we say vanishing occurs (see Definition 2.3 for detail). We say a positive number c * is a spreading speed of (1.1) if for any (u 0 , h 0 ) such that the spreading occurs,
In this first part of the series of the papers, we focus on the study of spreading and vanishing dichotomy scenario for (1.1). Among others, we prove the following spreading and vanishing dichotomy:
• Assume (H1)-(H5) stated in subsection 2.1. For any given u 0 satisfying (1.2), either spreading occurs or vanishing occurs. Moreover, there is l * > 0 such that for any given u 0 satisfying (1.2), vanishing occurs if and only if h ∞ ≤ l * (see Theorem 2.2).
To characterize the detailed spreading and vanishing dynamics of (1.1), we also consider the following fixed boundary problem on half line,
Observe that if u * (t, x) is a solution of (1.6) and
. Among others, we prove that
• Assume (H1)-(H5) stated in subsection 2.1. (1.6) has a unique time almost periodic positive solution u * (t, x) (see Theorem 2.1) and for any given u 0 satisfying (1.2), if spreading occurs in (1.1), then u(t, x; u 0 , h 0 ) − u * (t, x) → 0 as t → ∞ locally uniformly in x ≥ 0 (see Theorem 2.2).
We note that the techniques for (1.1) can be modified to study the following double fronts free boundary problem:
where both x = g(t) and x = h(t) are to be determined and u 0 satisfies
Under the assumptions (H1), (H2), (H4) * , and (H5) (see section 6 for (H4) * ), spreadingvanishing dichotomy for (1.7) also holds. In particular, we prove that
• Assume (H1), (H2), (H4) * , and (H5). For given h 0 > 0 and u 0 satisfying (1.8), either h ∞ − g ∞ < ∞ and lim t→+∞ u(t, x; u 0 , h 0 , g 0 ) = 0 uniformly in x, or h ∞ = −g ∞ = ∞ and lim inf t→∞ inf |x|≤M u(t, x; u 0 , h 0 , g 0 ) > 0 for any M > 0 (see Proposition 6.2).
In the second part of the series of the papers, we will study the existence of spreading speeds for (1.1) and the existence of time almost periodic semi-wave solutions of the following free boundary problem associated to (1.1),
is an entire solution of (1.9), it is called a semi-wave solution of (1.9). The rest of this paper is organized as follows. In Section 2, we introduce the definitions and standing assumptions and state the main results of the paper. We present preliminary materials in Section 3 for the use in later sections. Section 4 is devoted to the investigation of time almost periodic KPP equation (1.6) on the half line and to the proof of Theorem 2.1. In Section 5, we explore the spreading and vanishing dichotomy scenario of (1.1) and prove Theorem 2.2. The paper is ended with some remarks on spreading-vanishing dichotomy for (1.7) in Section 6.
Definitions, Assumptions, and Main Results
In this section, we introduce the definitions and standing assumptions, and state the main results.
Definitions and assumptions
In this subsection, we introduce the definitions and standing assumptions. We first recall the definition of almost periodic functions, next recall the definition of principal Lyapunov exponents for some linear parabolic equations, then state the standing assumptions, and finally introduce the definition of spreading and vanishing for (1.1). 
is relatively dense in R.
(2) Let g(t, x, u) be a continuous function of (t, x, u) ∈ R × R m × R n . g is said to be almost periodic in t uniformly with respect to x ∈ R m and u in bounded sets if g is uniformly continuous in t ∈ R, x ∈ R m , and u in bounded sets and for each x ∈ R m and u ∈ R n , g(t, x, u) is almost periodic in t.
(3) For a given almost periodic function g(t, x, u), the hull H(g) of g is defined by
Remark 2.1.
(1) Let g(t, x, u) be a continuous function of (t, x, u) ∈ R × R m × R n . g is almost periodic in t uniformly with respect to x ∈ R m and u in bounded sets if and only if g is uniformly continuous in t ∈ R, x ∈ R m , and u in bounded sets and for any sequences {α
for each (t, x, u) ∈ R × R m × R n (see [9, Theorems 1.17 and 2.10]).
(2) We may write g(· + t, ·, ·) as g · t(·, ·, ·).
For a given positive constant l > 0 and a given C 1 function a(t, x) which is almost periodic in t uniformly in x in bounded sets, consider
with the norm u = max
Then X(l) is strongly ordered Banach spaces with positive cone
If no confusion occurs, we may write X(l) as X. By semigroup theory (see [24] ), for any v 0 ∈ X(l), (2.1) has a unique solution v(t, ·; v 0 , a)
For a given positive constant l > 0 and a given C 1 function a(t, x) which is almost periodic function in t uniformly in x in bounded sets, consider also
λ(a, l) is called the principal Lyapunov exponent of (2.1).
Let (H1)-(H5) be the following standing assumptions.
is bounded in (t, x) ∈ R × R and in u in bounded sets, and f is monostable in u in the sense that there are M > 0 such that
and sup t∈R,x∈R,u≥0
) are almost periodic in t uniformly with respect to x ∈ R and u in bounded sets.
(H5) For any given sequence {y ′ n } ⊂ R and {g ′ n } ⊂ H(f ), there are subsequences {y n } ⊂ {y ′ n } and {g n } ⊂ {g ′ n } such that lim n→∞ g n (t, x+y n , u) exists uniformly in t ∈ R and (x, u) in bounded sets.
Assume (H1) and (H2). We remark that, if f (t, x, u) ≡ f (t, u), then (H3) (resp. (H4)) holds if and only if lim t→∞ Consider (1.1). Throughout this paper, we assume (H1) and (H2). For any given u 0 satisfying (1.2), (1.1) has a unique solution (u(t, x; u 0 , h 0 ), h(t; u 0 , h 0 )) with u(0, x; u 0 , h 0 ) = u 0 (x) and h(0; u 0 , h 0 ) = h 0 (see [5] ). By comparison principle for parabolic equations, u(t, x; u 0 , h 0 ) exists for all t > 0 and u x (t, x; u 0 , h 0 ) ≤ 0 for t > 0. Hence h(t; u 0 , h 0 ) is monotonically increasing, and therefore there exists h ∞ ∈ (0, +∞] such that lim t→+∞ h(t; u 0 , h 0 ) = h ∞ . Definition 2.3 (Spreading-vanishing and spreading speed). Consider (1.1).
(1) For any given u 0 satisfying (1.2), let h ∞ = lim t→∞ h(t; u 0 , h 0 ). It is said that the vanishing occurs if h ∞ < ∞ and lim t→∞ u(t,
(2) A real number c * > 0 is called the spreading speed of (1.1) if for any (u 0 , h 0 ) such that (1.2) is satisfied and the spreading occurs, there holds
Biologically, spreading means that the free boundary x = h(t; u 0 , h 0 ) goes to infinity as t → ∞ (i.e., h ∞ = ∞), and population u(t, x; u 0 , h 0 ) successfully establishes itself in the entire space. On the other hand, vanishing means that the free boundary fails to move eventually, and the population fails to establish and vanishes eventually.
Main results
In this subsection, we state the main results of this paper. The first theorem is about the existence of time almost periodic positive solution of (1.6).
Theorem 2.1 (Almost periodic solutions). Consider (1.6) and assume (H1)-(H5). Then there is a unique time almost periodic positive solution u * (t, x) of (1.6) and for any
where u(t, x; u 0 ) is the solution of (1.6) with u(0,
, where V * (t) is the unique time almost periodic positive solution of the following ODE,u = uf (t, u).
The following theorem is about the spreading and vanishing dichotomy of (1.1).
Theorem 2.2 (Spreading-vanishing dichotomy). Assume (H1)-(H5).
For any given h 0 > 0 and u 0 (·) satisfying (1.2), the following hold.
(1) Either
where u * (t, x) is as in Theorem 2.1.
(3) Suppose h 0 < l * . Then there exists µ * > 0 such that spreading occurs if µ > µ * and vanishing occurs if µ ≤ µ * .
We remark that similar results as those in Theorems 2.1 and 2.2 hold for (1.7) (see Propositions 6.1 and 6.2).
Preliminary
In this section, we present some preliminary results to be applied in later sections, including basic properties for principal Lyapunov exponents (see subsection 3.1), non-increasing property of the so called part metric associated to diffusive KPP equations in both bounded and unbounded domains (see subsection 3.2.), the asymptotic dynamics of diffusive KPP equations with time almost periodic dependence in fixed bounded environments (see subsection 3.3), and comparison principles for free boundary problems (see subsection 3.4).
Principal Lyapunov exponents
Consider (2.1). Let X = X(l), where X(l) is as in (2.2). We denote by · either the norm in X or in L(X, X). Recall that for any v 0 ∈ X, (2.1) has a unique solution v(t, ·; v 0 , a) and
where
For any v 0 ∈ X, (3.1) has also a unique solution v(t,
Lemma 3.1. There is φ l : H(a) → X ++ satisfying the following properties.
Proof. It follows from [16] (see also [18, 28] ).
Lemma 3.2. λ(a, l) is a monotone increasing function of a and l.
Proof. For any fixed a, suppose 0 < l 1 ≤ l 2 . Note that v(t, ·, φ l 1 (a), a) and v(t, ·, φ l 2 (a), a) are solutions for the following problems, respectively,
. Then, by comparison principle for parabolic equations, we have that
By Lemma 3.1 and a priori estimates for parabolic equations, we have that
Thus, λ(a, l) is a monotone increasing function of l.
If we fix l, we can use comparison principle and a priori estimates for parabolic equations again to get that λ(a, l) is a monotone increasing function of a.
In the following, if no confusion occurs, we will write φ l (b) as φ(b).
Proof. For any k ≥ 1, Consider the following problem 
It then follows that λ(a, l) =â + λ(0, l). It is clear that λ(0, l) = λ 0 (l). The lemma then follows.
Remark 3.1. Let a(t, x) be a given C 1 function which is almost periodic function in t uniformly in x in bounded sets and γ ∈ R. Consider
LetX(l) be as in (2.4). Then, for any v 0 ∈X(l), (3.4) has a unique solution v(t, ·; v 0 , a) with
is called the principal Lyapunov exponent of (3.4). Principal Lyapunov exponent theory for (2.1) also holds for (3.4). In particular,λ(a, γ, l) is continuous in a and γ.
Part metric associated to diffusive KPP equations
In this subsection, we present the non-increasing property of the so called part metric associated to (1.6), and the following diffusive KPP equations with time almost periodic dependence in fixed bounded domain,
Throughout this subsection, we assume (H1) and (H2). Let
where the closure is taken in the open compact topology. Observe that for any g ∈ H(f ), g also satisfies (H1) and (H2).
First, consider (3.5). For given g ∈ H(f ), we also consider
Let X(l) be as in (2.2). By semigroup theory, for any g ∈ H(f ) and u 0 ∈ X(l), (3.6) has a unique (local) solution u(t, x; u 0 , g) with u(0, x; u 0 , g) = u 0 (x). Note that u(t, x; u 0 , s) := u(t − s, x; u 0 , f (· + s, ·, ·)) is the solution of (3.5) with u(s, x; u 0 , s) = u 0 (x). By (H1) and comparison principle for parabolic equations, if u 0 ∈ X + (l), then u(t, ·; u 0 , g) exists and u(t, ·;
For any u 1 , u 2 ∈ X ++ (l), we can define the so called part metric, ρ(u 1 , u 2 ), between u 1 and u 2 , as follows,
Note that if u 1 , u 2 ∈ X ++ (l), then u(t, ·; u i , g) ∈ X ++ (l) (i = 1, 2) for any t > 0 and g ∈ H(f ). Hence ρ(u(t, ·; u 1 , g), u(t, ·; u 2 , g)) is also well defined. Next, consider (1.6) and consider also with norm u = sup x∈[0,∞) |u(x)| and
Note thatX ++ is not empty and is an open subset ofX + . By semigroup theory (see [24] ), for any g ∈ H(f ) and u 0 ∈X, (3.8) has a unique solution u(t, x; u 0 , g) with u(0, x; u 0 , g) = u 0 (x). By (H1) and comparison principle for parabolic equations, if u 0 ∈X + , then u(t, ·; u 0 , g) exists and u(t, ·; u 0 , g) ∈X + for all t > 0. Moreover, if u 0 ∈X ++ , then u(t, ·; u 0 , g) ∈X ++ for all t > 0. For given u 1 , u 2 ∈X ++ , we can also define the part metric, ρ(u 1 , u 2 ), between u 1 and u 2 as follows,
Note that if u 1 , u 2 ∈X ++ , then ρ(u(t, ·; u 1 , g), u(t, ·; u 2 , g)) is well defined for t > 0. We now have the following proposition about the non-increasing of part metric.
Proposition 3.1.
(1) Consider (3.6) and let u(t, ·; u 0 , g) denote the solution of (3.6) with
is strictly decreasing as t increases.
(2) Consider (3.8) and let u(t, ·; u 0 , g) denote the solution of (3.8) with u(0, ·; u 0 , g) ∈X.
(i) Given any u 0 , v 0 ∈X ++ and g ∈ H(f ), ρ(u(t, ·; u 0 , g), u(t, ·; v 0 , g)) decreases as t increases.
(
Proof. The proposition can be proved by the similar arguments as in [13, Proposition 3.4] . For the completeness, we provide a proof in the following.
(1) For any u 0 , v 0 ∈ X ++ (l) with u 0 = v 0 , there is α * > 1 such that ρ(u 0 , v 0 ) = ln α * and
By comparison principle for parabolic equations,
We then have
and v x (t, 0) = 0, v(t, l) = 0 for all t > 0.
By strong comparison principle for parabolic equations,
Then by Hopf lemma for parabolic equations, there isα * < α * such that u(t, x; α * u 0 , g) ≤α * u(t, x; u 0 , g) for 0 ≤ x ≤ l and hence u(t, ·; v 0 , g) ≤α * u(t, ·; u 0 , g) for t > 0. Similarly, we can prove that 1 α * u(t, ·; u 0 , g) ≤ u(t, ·; v 0 , g) for someᾱ * < α * and t > 0. It then follows that ρ(u(t, ·; u 0 , g), u(t, ·; v 0 , g)) < ρ(u 0 , v 0 ) f or all t ≥ 0 and then
(2) (i) It follows from the arguments in (1).
(ii) Let ǫ > 0, σ > 0, M > 0, and τ > 0 be given and ǫ < M , σ < ln M ǫ . First, we claim that there are ǫ 1 > 0 and M 1 > 0 such that for any g ∈ H(f ) and u 0 ∈X ++ with ǫ ≤ u 0 (x) ≤ M for x ∈ R + , there holds
In fact, letM > 0 be such that f (t, x, u) < 0 for u ≥M . Then for 0 <ǫ < max{ǫ,M }, u(t, ·; uǫ, g) ≤M for all t ≥ 0 and g ∈ H(f ), where uǫ(x) ≡ǫ. Note that g(t, x, u) ≥α = inf t∈R,x∈R + f (t, x,M ) for u ≤M . Hence by comparison principal for parabolic equations,
The claim then follows. Let
Then δ 1 > 0 and there is 0 < τ 1 ≤ τ such that
Then δ 2 < e σ and 0 < δ 2 ǫ M < 1. Let
Then δ > 0. We prove that δ defined in (3.13) satisfies the property in the proposition.
For any u 0 , v 0 ∈X ++ with ǫ ≤ u 0 (x) ≤ M and ǫ ≤ v 0 (x) ≤ M for x ∈ R + and ρ(u 0 , v 0 ) ≥ σ, there is α * > 1 such that ρ(u 0 , v 0 ) = ln α * and
This together with (3.10), (3.11) implies that
Then by comparison principle for parabolic equations,
Similarly, it can be proved that
It then follows that
and hence
Asymptotic dynamics of diffusive KPP equations with time almost periodic dependence on fixed bounded domain
In this subsection, we consider the asymptotic dynamics of (3.5) . Throughout this section, we assume that f satisfies (H1) and (H2). Let X(l) be as in (2.2) and u(t, ·; u 0 , g) be the solution of (3.6) with u(0, ·; u 0 , g) = u 0 (·). Observe that (3.6) generates a skew-product hemodynamical system,
of the following form:
The system Π t is strongly monotone in the sense that u(t, ·; u 0 , g) ≪ u(t, ·; v 0 , g) for any 0 ≤ u 0 ≤ v 0 with u 0 = v 0 and any t > 0, where we write
Proposition 3.2. Let a(t, x) = f (t, x, 0).
, and for any u 0 ∈ X + (l) \ {0},
as t → ∞ uniformly in g ∈ H(f ). In particular, u * ,l (t, x) := u(t, x; u l (f ), f ) is almost periodic in t ∈ R and for any u 0 ∈ X + (l) \ {0},
The proposition follows from [17, Theorem A] . For completeness, we provide a proof in the following. 
. This together with a priori estimates for parabolic equations implies that u(t, ·, u 0 , g) → 0 as t → ∞.
(2) Choose ξ > 0 such that λ(a, l)− ξ > 0. Letā(t, x) = f (t, x, 0)− ξ and φ l : H(ā) → X ++ (l) be as in Lemma 3.1. For any g ∈ H(f ), we chooseb ∈ H(ā) such thatb(t, x) = g(t, x, 0) − ξ. Let v(t, x; φ l (b),b) be the solution of
Since λ(ā, l) = λ(a, l) − ξ > 0, we can find T > 0, such that
Choose 0 < ǫ ≪ 1 such that for any g ∈ H(f ),
Using comparison principle for parabolic equations we obtain that v(t, ·; ǫφ l (b),b)(0 ≤ t ≤ T ) is a subsolution of the problem (3.6). We then have
and then u(nT, ·; ǫφ
We claim that for any g ∈ H(f ), there is unique u l (g) ∈ X ++ (l) such that (u l (g), g) ∈ ω(ǫφ l (ā), f ). In fact, if there is g ∈ H(f ) such that there are u 1 , u 2 ∈ X ++ (l) with (u i , g) ∈ ω(ǫφ l (ā), f ) and u 1 = u 2 , then (u(t, ·; u i , g), g t ) ∈ ω(ǫφ l (ā), f ) for all t ∈ R. By Proposition 3.1(1), there is ρ ∞ > 0 such that ρ(u(t, ·; u 1 , g), u(t, ·; u 2 , g)) → ρ ∞ as t → −∞. For any t n → −∞, without loss of generality, assume that g tn → g * and u(t n ·;
for all t ∈ R, which contradicts to Proposition 3.1 (1) . Therefore, the claim holds and u l : H(f ) → X ++ is continuous. In particular, u * ,l (t, x) = u(t, x; u l (f ), f ) is an almost periodic solution. Moreover, by the above arguments, for any u 0 ∈ X ++ , ω(u 0 , f ) = ω(ǫφ l (ā), f ) and then lim t→∞ u(t, ·; u 0 , f ) − u * ,l (t, ·) = 0.
Comparison principal for free boundary problems
In order for later application, we need a comparison principle which can be used to estimate both u(t, x) and the free boundary x = h(t).
Proof. The proof of this Proposition is similar to that of Lemma 3.5 in [6] and Lemma 2.6 in [4] . Remark 3.2. The pair (ū,h) in Proposition 3.3 is called an upper solution of the free boundary problem. We can define a lower solution by reversing all the inequalities in the obvious places.
Proof. The proof of this Proposition only requires some obvious modifications as in Proposition 3.3.
Proposition 3.5. For any given h 0 > 0 and u 0 ≥ 0, (u(t, x; u 0 , h 0 ), h(t; u 0 , h 0 )) exists for all t ≥ 0.
Proof. The proof is similar to that of Theorem 4.3 in [4] .
Remark 3.3. From the uniqueness of the solution to (1.1) and some standard compactness argument, we can obtain that the unique solution (u, h) depends continuously on u 0 and the parameters appeared in (1.1).
Asymptotic Dynamics of Diffusive KPP Equations on Fixed Unbounded Domain and Proof of Theorem 2.1
In this section, we consider the asymptotic dynamics of (1.6) and prove Theorem 2.1. Throughout this section, we assume that f satisfies (H1)-(H5). We letX be as in (3.9) and u(t, ·; u 0 , g) be the solution of (3.8) with u(0, ·; u 0 , g) = u 0 (·) ∈X. The main results of this section are stated in the following proposition.
Proposition 4.1. Assume (H1)-(H5). There is u * : H(f ) →X ++ satisfying the following properties.
(1) (Almost periodicity in time) u * (g)(x) is continuous in g ∈ H(f ) in open compact topology with respect to x (that is, if g n → g in H(f ), then u * (g n )(x) → u * (g)(x) locally uniformly in x) and u(t, x; u * (g), g) = u * (g · t)(x) (hence u * (g · t)(x) is an almost periodic solution of (3.8)).
(2) (Stability) For any u 0 ∈X ++ ,
(3) (Uniqueness) For given g ∈ H(f ), ifũ * (t, x) is an entire positive solution of (3.8), and inf t∈R,x∈R +ũ * (t, x) > 0, thenũ * (t, x) = u(t, x; u * (g), g).
is the unique time almost periodic solution of
Proof of Theorem 2.1. Let u * (t, x) = u * (f ·t)(x), where u * (f ·t) is as in Proposition 4.1. Theorem 2.1 then follows.
We remark that the existence and uniqueness of positive solutions which are bounded away from 0 of KPP equations in heterogeneous unbounded domains have been studied in [2] To prove Proposition 4.1, we first prove two lemmas. For any L ≥ L * and y ≥ y * , consider
where g y (t, x, u) = g(t, x + y, u) for 0 ≤ x ≤ L. By (H4),λ(g y (·, ·, 0), L) > 0 for y ≥ y * . Then by the arguments of Proposition 3.2, (4.2) has a unique time almost periodic positive solution u * (t, x; g, y, L). Note that
Proof. Assume that (4.3) does not hold. Then there are y n ≥ y * , g n ∈ H(f ), and x n ∈ [L/4, 3L/4] such that lim n→∞ u * (0, x n ; g n , y n , L) = 0.
By (H5), without loss of generality, we may assume that
uniformly in t ∈ R and (x, u) in bounded sets.
Let a n (t, x) = g yn n (t, x, 0) and a * (t, x) = g * (t, x, 0). By (H2), g * is almost periodic in t. Theñ
and henceλ(a * , L) > 0. Note that for any ǫ > 0,
and
has a unique positive almost periodic solutionũ L (t, x) with inf L/4≤x≤3L/4,t∈Rũ L (t, x) > 0. By comparison principle for parabolic equations, we have
This implies that u * (0, x n ; g n , y n , L) → 0 as n → ∞, which is a contradiction. Hence
Proof. First of all, by comparison principle for parabolic equations, we have u(t, ·; u 0 , g) ≤ u 0 for any t > 0 and g ∈ H(f ). Hence
for any t, s ≥ 0. Therefore, u(t, ·; u 0 , g · (−t)) decreases as t increases. Let
Next, for any g ∈ H(f ) and y ≥ y * ,
It then follows that inf x>y * +L/4,g∈H(f ) u * (g)(x) > 0. Choose l > y * + L/4 and fix it. By Proposition 3.2,
It then follows that inf
uniformly in bounded sets. This implies that
uniformly in bounded sets. The lemma is thus proved.
Proof of Proposition 4.1.
(1) Let u * (g) be as in Lemma 4.2 for g ∈ H(f ). We prove that g → u * (g) satisfies the conclusions in (1). First, assume that g n → g * as n → ∞. By regularity and a priori estimates for parabolic equations, there is n k → ∞ such that
uniformly in bounded sets. We prove that u * * (x) = u * (g * )(x). Suppose that u * * (x) ≡ u * (g * )(x). Note that u(t, x; u * * , g * ) and u(t, x; u * (g * ), g * ) exist globally (i.e. exist for all t ∈ R) and inf u(t, x; u * * , g
Then by Proposition 3.1(2), for any τ > 0 there is δ > 0 such that
Letting n → ∞, we get a contradiction. Hence u * * (·) = u * (g * )(·) and u * (g)(x) is continuous in g in open compact topology with respect to x. Next, by Lemma 4.2, we have that, for any g ∈ H(f ), u(t, ·; u * (g), g) = u * (g · t)(·).
We prove now that u * (g · t)(x) is almost periodic in t uniformly in x in bounded sets. Note that for any given {α ′ n } ⊂ R and {β ′ n } ⊂ R, there are {α n } ⊂ {α ′ n } and {β n } ⊂ {β ′ n } such that lim n→∞ lim m→∞ g(t + α n + β m , x, u) = lim n→∞ g(t + α n + β n , x, u) for (t, x, u) ∈ R 3 . Assume lim m→∞ g(t+β m , x, u) = g * (t, x, u) and g * * (t, x, u) = lim n→∞ g(t+α n +β n , x, u). It then follows that lim
uniformly in x in bounded sets,
uniformly in x in bounded sets, and
uniformly in x in bounded set. Therefore lim n→∞ lim m→∞ u(t+α n +β m , x; u * (g), g) = lim n→∞ u(t+ α n + β n , x; u * (g), g). By regularity and a priori estimates for parabolic equations, u(t, x; u * (g), g) is uniformly continuous in t ∈ R and x ∈ R + . Hence, u * (g ·t)(x) is almost periodic in t uniformly in x in bounded set.
(2) For any u 0 ∈X ++ and g ∈ H(f ). By Proposition 3.1(2), ρ(u(t, ·; u 0 , g), u * (g · t)(·)) decreases as t increases. It suffices to prove that lim t→∞ ρ(u(t, ·; u 0 , g), u * (g · t)(·)) = 0. Suppose that this is not true. Then there are t n → ∞, g * ∈ H(f ), u * * ,ũ * * ∈X ++ with u * * =ũ * * such that g · t n → g * , u * (g · t n )(x) → u * * (x) and u(t n , ·; u 0 , g) →ũ * * (x) locally uniformly in x ≥ 0. Note that u(t, ·; u * * , g * ) and u(t, ·;ũ * * , g * ) exists for all t ∈ R,
and there is ρ * > 0 such that ρ(u * * ,ũ * * ) = ρ * .
By the arguments in (1) and Proposition 3.1(2), u * * =ũ * * , a contradiction. Therefore
is an entire positive solution of (3.8), and inf t∈R,x∈R +ũ * (t, x) > 0. Assumeũ * (0, x) ≡ u * (g)(x). By the arguments in (1) and Proposition 3.1(2), there is
for n ≥ 1. Letting n → ∞, we get a contradiction. Thereforeũ * (0, x) ≡ u * (g)(x) and theñ
Compare u 1 and u 2 over the region
The Strong maximum principle yields u 1 (t, x) < u 2 (t, x) in Ω t * . Hence w(t, x) := u 2 (t, x) − u 1 (t, x) > 0 in Ω t * with w(t * , h µ 1 (t * )) = 0. It follows that w x (t * , h µ 1 (t * )) < 0, from which we deduce, in view of (u 1 ) x (t * , h µ 1 (t * )) < 0 and µ 1 < µ 2 , that
. But this is a contradiction, which proved our conclusion that h µ 1 (t) < h µ 2 (t) for all t > 0.
Remark 5.1. If we consider (1.7), for any t ∈ (0, +∞), by Proposition 3.4 and using the same argument as Lemma 5.1 we have g µ (t) is a strictly monotone decreasing function of µ.
We now prove Theorem 2.2.
Assume that the claim is not true. Then there is t n → ∞ (t n ≥ 1) such that
} is uniformly bounded and equicontinuous on [−1, ∞). We then may assume that there is a continuous function h * (t) such that h ′ n (t) → h * (t) as n → ∞ uniformly in t in bounded sets of [−1, ∞). It then follows that h * (t) = dh∞ dt ≡ 0 and then lim n→∞ h ′ (t n ; u 0 , h 0 ) = 0, which is a contradiction. Hence the claim holds. By regularity and a priori estimates for parabolic equations, for any sequence t n → ∞, there are t n k → ∞ and u * ∈ C 1 (R × [0, h ∞ ]) and g * ∈ H(f ) such that f · t n k → g * and u(t + t n k , ·; u 0 , h 0 ) − u * (t, ·) C 1 ([0,h(t+tn k )]) → 0 as t n k → ∞. Moreover, we have that u * (t, x) is an entire solution of u t = u xx + ug * (t, x, u), 0 < x < h ∞ u x (t, 0) = u(t, h ∞ ) = 0. (5.1)
Next, we show that h ∞ < ∞ implies h ∞ ≤ l * . Assume that h ∞ ∈ (l * , ∞). Then there exists T > 0 such that h(t) > h ∞ − ǫ > l * for all t ≥T and some small ǫ > 0. Consider v t = v xx + vf (t, x, v), 0 < x < h ∞ − ǫ v x (t, 0) = v(t, h ∞ − ǫ) = 0. If h ∞ = l * , assume that lim t→∞ u(t, ·; u 0 , h 0 ) C([0,h(t)]) = 0. Then there are t n → ∞ and u * = 0, g * ∈ H(f ) such that u(t n , ·; u 0 , h 0 ) − u * (·) C([0,h(tn)]) → 0 and f · t n → g * as t n → ∞. We have u(t, ·; u * , g * ) is an entire solution of u t = u xx + ug * (t, x, u), 0 < x < l * u x (t, 0) = u(t, l * ) = 0.
By Hopf lemma for parabolic equations, we have u x (t, l * ; u * , g * ) < 0. This implies that lim n→∞ h ′ (t n ) = − lim n→∞ µu x (t n , h(t n ); u 0 , h 0 ) > 0, which is a contradiction again.
(1)(ii) First note that for any fixed x, u l (g)(x) is increasing in l and u l (g)(x) ≤ u * (g)(x). Then there isũ * (g)(x) such that lim l→∞ u l (g)(x) =ũ * (g)(x) ≤ u * (g)(x) locally uniformly in x. We claim thatũ * (g)(x) ≡ u * (g)(x).
In fact, by Lemma 4.1, inf x≥0,g∈H(f )ũ * (g)(x) > 0.
Note that u(t, x;ũ * (g), g) =ũ * (g · t)(x). Then by Proposition 4.1, u * (g)(x) ≡ũ * (g)(x). Note that for any T > 0 satisfying h(T ) > l * , u(t + T, x; u 0 , h 0 ) ≥ u l (t, x; u(T, ·; u 0 , h 0 ), f · T ) ∀ t ≥ 0, where u l (t, x; u(T, ·; u 0 , h 0 ), f · T ) is the solution of (3.6) with g = f · T , l = h(T ; u 0 , h 0 ), and u l (0, x; u(T, ·; u 0 , h 0 ), f · T ) = u(T, x; u 0 , h 0 ). Note also that We claim that µ * ∈ {µ|h ∞ (µ) < ∞} when {µ | h ∞ (µ) < ∞} = ∅. Otherwise h ∞ (µ * ) = ∞. It means that we can find T > 0 such that h µ * (T ) > l * . By the continuous dependence of h µ on µ, there is ǫ > 0 small such that h µ (T ) > l * for all µ ∈ [µ * − ǫ, µ * + ǫ]. Hence, for all such µ we have h ∞ (µ) = lim t→∞ h µ (t) > h µ (T ) > l *
