Community structures detection is one of the fundamental problems in complex network analysis towards understanding the topology structures of the network and the functions of it. Nonnegative matrix factorization (NMF) is a widely used method for community detection, and modularity Q and modularity density D are criteria to evaluate the quality of community structures. In this paper, we establish the connections between Q, D and NMF for the first time. Q maximization can be approximately reformulated under the framework of NMF with Frobenius norm, especially when n is large, and D maximization can also be reformulated under the framework of NMF. Q minimization can be reformulated under the framework of NMF with Kullback-Leibler divergence. We propose new methods for community structures detection based on the above findings, and the experimental results on synthetic networks demonstrate their effectiveness.
The implications of the work are three folds: 1. There is a general framework for Q and D optimization. 2. It should be cautious when using Q and D for evaluation of detected communities by different methods, especially by NMF, since they are (approximately) equivalent. 3. The relations between Q, D, NMF and stochastic block model shed light on designing more effective algorithms for community detection.
The rest of the paper is organized as follows. In Sect.II, the equivalence of modularity maximization and minimizing the object function of NMF with Frobenius norm is proven. In Sect.III, the equivalence of D maximization and minimizing the object function of NMF with Frobenius norm is proven. In Sect.IV, modularity minimization and minimizing the object function of NMF with Kullback-Leibler divergence is proven. In Sect.V, we empirically demonstrate the relations between Q and NMF, and D and NMF. Furthermore, the algorithms employed by Q, D and NMF are compared. Finally, Sect.VI concludes.
II. APPROXIMATE EQUIVALENCE OF MODULARITY MAXIMIZATION AND NMF WITH FROBENIUS NORM
Modularity optimization is a widely used method where the benefit function Q is defined to measure the quality of divisions of a network into communities. Many modularity optimization schemes have been proposed [25] [26] [27] . In this section, we prove that modularity maximization is approximately equivalent to minimizing the object function of NMF with Frobenius norm.
Suppose that network G = (V, E) can be divided into c communities {V 1 , V 2 , · · · , V c } satisfying the following conditions:
where V = {1, 2, · · · , n} is the set of nodes and E is the set of edges.
Modularity is defined as [8] Q = 1 2m n i,j=1
where m is the total number of edges in the network, δ(·, ·) is the Kronecker delta, g i is the community to which node i belongs, g i ∈ {1, 2, · · · , c}, k i is the degree of node i, A = (A ij ) n×n is the adjacency matrix of G with entries A ij = 1 if there is an edge between nodes i and j and 0 otherwise. Let
Then, one has
where S = (s ir ) n×c . For a given network, let Q * = (2m) 2 Q, and one has [28] 
where
Actually, arg max Q and arg max Q * with respect to S are identical, since the number of edges m is constant. Hence, arg max
where ∆ = diag(n 1 , n 2 , · · · , n c ), and n r is the number of nodes in community V r .
Since the values of S are discrete, and the number of possible divisions of a network is exponentially large, one normally turns to approximate optimization methods [24] , and S can be obtained by the following two steps.
Firstly, by relaxing the constraints on S from binary to non-negative, we can derive the solution S for modularity optimization [28] . Consider Lagrange multiplicator method and write
where Λ is the diagonal matrix of Lagrangian multipliers. Let ∂J ∂s ir = 0, one has
Furthermore, when n is sufficiently large, Eq.(4) can be approximated as [28] 
, and E is a matrix whose entries are one,
as n → ∞, 1 n 2 E approach 0 much faster than 1 n W * [28] . As a result, the first term 1 n 2 E can be neglected in determining the eigenspace of the matrix when n is sufficiently large [28] . Note that the constant − 1 n do not affect the resulting eigenspace, hence Eq.(5) can be represented as follows.
From Eqs.(4-6), for sufficiently large values of n, arg max
Q is approximately equivalent to the solution of equation W * S = SΛ (i.e. Eq.(6)). Q ≈ arg max
T r S T W * S = arg min
Eq.(7) means that maximizing Q and minimizing the object function of NMF with Frobenius norm are approximately equivalent especially when n is large.
III. EQUIVALENCE OF D MAXIMIZATION AND NMF WITH FROBENIUS NORM
Although Q is widely used as a measure of the quality of the detected community structures, it has several drawbacks [13, 29, 30] . Specifically, modularity Q has the problem of resolution limit [12, 13] . One reason for this drawback is that modularity function Q depends on the total number of edges so that modularity optimization method is difficult to find small communities in large networks [12] . To overcome this issue, a measure called modularity density (D) has been proposed [14] . D depends on the size of communities instead of the total number of edges. In practice, D maximization can find small communities that modularity optimization can not find [14] .
In this section, we prove that D maximization is equivalent to minimizing the object function of NMF with Frobenius norm.
To simplify notations, we define L(V r , V q ) to be the number of links between communities V r and V q :
The degree of a set V r is the sum of degrees of nodes in community V r :
A ij is the degree of node i. 
D is defined as [14] :
where n r is the number of nodes in community V r . Note that
A ij is the degree of node i, one has
Since 
Let
where I is the n × n identity matrix, σ is a sufficiently large number and independent of A and B so that W 1 is non-negative. Then, one has arg max
Eq. (15) means that D maximization and minimization of the object function of NMF with Frobenius norm are equivalent.
IV. EQUIVALENCE OF MODULARITY MINIMIZATION AND NMF WITH KL DIVERGENCE
Modularity maximization can be used for detecting assortative network structures, and on the other hand, modularity minimization usually reveals disassortative structures [24] . In Sect.II, we have discussed the relationship between modularity maximization and NMF with Frobenius norm. In this section, we will show that, under certain conditions, modularity minimization is equivalent to minimizing the object function of NMF with KL divergence.
For modularity function Q = 1 2m n i,j=1
where P ij is the expected number of edges between nodes i and j, if we suppose P ij is a constant (e.g., P ij = 16 × 16 2m on famous GN networks), then log(P ij ) is also a constant, one has
s ir s jr , one has
where σ 1 = P ij − P ij log(P ij ) is a positive real number, and represents the dot product of two matrices with the same dimensions. Note that log(P ij ) < 0, one has arg min
Q= arg max
Eq. (18) means that minimization Q is equivalent to minimizing the object function of NMF with KL divergence. Similarly, for Q RB (γ) [31] 
and
where 2m = 2m + nr,
one has arg min
and arg min
So, Eq.(21) means minimizing Q RB (γ) with respect to S is equivalent to
and Eq. (22) means minimizing Q AF G (r) with respect to S is equivalent to 
V. EXPERIMENTAL RESULTS
In this section, we evaluate the theoretical equivalence proved in Sect.II, Sect.III and Sect. IV using SBM networks (i.e., networks generated using stochastic block model [33] ) and LFR networks [34] . Furthermore, although both Q and D are reformulated under the framework of NMF, their algorithms are different. To demonstrate the effectiveness of the algorithms, we compare them on GN and LFR networks.
A. Description of data sets 1. SBM network and its special case: GN network [4] In the stochastic block model (SBM) network, nodes are assigned to c communities with probabilities π = {π 1 , π 2 , · · · , π c }, and edges are placed randomly and independently between node pairs with probabilities θ rs (r, s = 1, 2, · · · , c) that depend only on the group memberships of the nodes. The framework is flexible such that many different kinds of networks can be produced.
In this paper, the between-community edge probability θ rs (r = s) for networks generated using SBM is 0.05, the within-community edge probabilities θ rr are given by 0.6, 0.55, 0.5, 0.45, 0.4, 0.35, 0.3, 0.25, 0.2, 0.15, respectively. The sizes of two communities are unequal, such as 400 & 600 (i.e., n = 1000, π 1 = 0.4, π 2 = 0.6) in Fig.1(a) , 200 & 300 in Fig.1(b) and 30 & 50 in Fig.1(c) .
GN network is a special case of SBM network, where there are 128 nodes with 4 communities, and π r = 0.25 (r = 1, 2, 3, 4). On average, there are 16 neighbors for each node with Z in ones in its own community and Z out ones in the rest, i.e., Z in + Z out =16, and θ rr = Z in 32 , θ rs = Z out 96 (r = s, r, s = 1, 2, · · · , c). 2. LFR network LFR network can uncover the characteristics of real networks that the distributions of degrees and community sizes are power laws with exponents γ and β, respectively. LFR network is generated using parameters n (the number of nodes), µ (the mixing parameter), k (the average degree of nodes), maxk (the maximum degree of nodes), minc (the minimum for the community sizes) , maxc (the maximum for the community sizes). The strength of network structure is controlled by mixing parameter µ (µ ∈ [0, 1]), which is the fraction that a node connects to the ones in other communities.
In this paper, γ and β are set to be 2 and 1, respectively, and the other parameters are given in the following experiments.
B. Equivalence test on synthetic networks
In this section, we validate the equivalence relations between Q and NMF, and D and NMF. Firstly, we test the approximate equivalence relation between Q and NMF introduced in Setc.II on SBM networks and LFR networks. The results are illustrated in Fig.1 (on SBM networks) and Fig.2 (on LFR networks), from which one can see that, when n is large, all of the points are on a straight line. However, with the decrease of n, gradually these points are not on a straight line. These phenomena are consistent with our conclusions in Sect.II: maximizing Q and minimizing the object function of NMF with Frobenius norm are equivalent when n is moderately large. Each point corresponds to a SBM network. All networks were generated by the stochastic block model with two communities. n is the number of nodes. n1 and n2 are the sizes of two communities, respectively. The between-community edge probability for networks is 0.05, the within-community edge probabilities (corresponding to the points from left to right) are given as 0. Secondly, we test the equivalence relation between D and NMF in Sect.III on SBM networks and LFR networks. The results are illustrated in Fig.3 (on SBM networks) and Fig.4 (on LFR networks) , from which one can observe that, all of the points are on a straight line, and different values of σ in Eq. (14) do not affect the results.
Finally, we test the equivalence relation between Q and NMF in Sect.IV. Since this equivalence has the constraint on node degrees, i.e., all nodes have the same degree, we only test the equivalence on GN networks. The results are illustrated in Fig.5 , from which one can see that: (1) for (a), all pairs of points are in a straight line, which illustrates the equivalence between Q & NMF in Sect.IV is reasonable; (2) for (b) and (c), all pairs of points are on a straight line, and different values of parameter γ and r cannot affect the equivalence, which means that the equivalence of Q 
C. Comparison of algorithm effectiveness on GN networks and LFR networks
In this section, we design the algorithms for model (7) and (15), denoted by Q NMF and D NMF, respectively, which can be summarized in Algorithm 1. The only difference is that they use different objective functions. In addition, Q and D can also be reformulated as the traces of matrices called modularity Laplacian with nonnegative relaxation for community detection [35] , denoted by Q NR and D NR, respectively, and Q function itself is often used as objective function of optimization for community detection. We compare the efficiencies of these five algorithms on GN networks and LFR networks, and use normalized mutual information (NMI) [36] to evaluate the quality of the results, i.e.,
are true communities in a network,
are infered communities; c is the number of communities contained in a network; n is the number of nodes; n ij is the number of nodes in the ground truth community V 5: end for Fig. 6 shows the averaged NMI calculated by the five algorithms on (a) GN networks and (b) LFR networks, from which one can see that the winner of these five algorithms is Q NMF, which is proposed in this paper. . Q NMF and D NMF stand for multiplicative update rules for Q and D, respectively (i.e., Eq. (7) and Eq. (15)). Q FG stands for fast greedy algorithm for Q. Q NR and D NR stand for nonnegative relaxation method for Q and D, respectively. Each point is calculated from the average of 10 runs. For each run, the iterations of Algorithm 1 are 500.
VI. CONCLUSIONS
In this paper, we establish the (approximate) relations between Q optimization and NMF, and D optimization and NMF. The effectiveness of the algorithms employed by Q, D and NMF are compared demonstrating that the multiplicative update rules proposed in this paper are more effective. There are several interesting problems for future work including designing more effective algorithms for community detection, developing more reasonable criteria for evaluation of community structures in networks, and introducing the ideas of modularity Q into general clustering analysis.
