Coupling with the stationary distribution and improved sampling for
  colorings and independent sets by Hayes, Thomas P. & Vigoda, Eric
ar
X
iv
:m
at
h/
06
10
18
8v
1 
 [m
ath
.PR
]  
5 O
ct 
20
06
The Annals of Applied Probability
2006, Vol. 16, No. 3, 1297–1318
DOI: 10.1214/105051606000000330
c© Institute of Mathematical Statistics, 2006
COUPLING WITH THE STATIONARY DISTRIBUTION AND
IMPROVED SAMPLING FOR COLORINGS
AND INDEPENDENT SETS
By Thomas P. Hayes1 and Eric Vigoda2
University of California at Berkeley and Georgia Institute of Technology
We present an improved coupling technique for analyzing the
mixing time of Markov chains. Using our technique, we simplify and
extend previous results for sampling colorings and independent sets.
Our approach uses properties of the stationary distribution to avoid
worst-case configurations which arise in the traditional approach.
As an application, we show that for k/∆ > 1.764, the Glauber
dynamics on k-colorings of a graph on n vertices with maximum
degree ∆ converges in O(n logn) steps, assuming ∆ = Ω(logn) and
that the graph is triangle-free. Previously, girth ≥ 5 was needed.
As a second application, we give a polynomial-time algorithm
for sampling weighted independent sets from the Gibbs distribution
of the hard-core lattice gas model at fugacity λ < (1 − ε)e/∆, on
a regular graph G on n vertices of degree ∆ = Ω(logn) and girth
≥ 6. The best known algorithm for general graphs currently assumes
λ < 2/(∆− 2).
1. Introduction. The coupling method is an elementary yet powerful
technique for bounding the rate of convergence of a Markov chain to its
stationary distribution. Traditionally, the coupling technique has been a
standard tool in probability theory (e.g., [1, 4, 14]) and statistical physics
(e.g., [15]). More recently, it has yielded significant results in theoretical
computer science [3, 5, 9, 10, 11, 16, 17]. We refine the coupling method, and
as a consequence, improve and simplify recent results on randomly sampling
colorings and weighted independent sets.
Consider a Markov chain on a finite state space Ω, that has a unique
stationary distribution pi. A (one-step) coupling specifies, for every pair of
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2 T. P. HAYES AND E. VIGODA
states (Xt, Yt) ∈Ω
2, a distribution for (Xt+1, Yt+1) such that Xt → Xt+1,
and similarly Yt→ Yt+1, behave according to the Markov chain.
Let ρ denote an arbitrary integer-valued metric on Ω, where diam(Ω)
denotes the length of the longest path. For ε > 0, we say a pair (x, y) ∈ Ω2
is ε distance-decreasing if there exists a coupling such that
E(ρ(X1, Y1)|X0 = x,Y0 = y)< (1− ε)ρ(x, y).
The coupling theorem says that if every pair (x, y) is distance-decreasing,
then the Markov chain mixes rapidly:
Theorem 1.1 (cf. [1]). Let ε > 0 and suppose every (x, y) ∈ Ω2 is ε
distance-decreasing. Let X0 ∈Ω, δ > 0 and
T ≥
ln(diam(Ω)/δ)
ε
.
Then ‖XT − pi‖TV ≤ δ.
For a pair of distributions µ, ν on a space Ω, the variation distance metric
is defined as
‖µ− ν‖TV =
1
2
∑
x∈Ω
|µ(x)− ν(x)|.
We will often abuse notation, writing ‖X − ν‖TV for the variation distance
between the distribution of a random variable X and a distribution ν.
Our first coupling with stationarity theorem does not require every pair of
states to be distance-decreasing. Instead, we only require that most states x
be distance-decreasing with every y.
Theorem 1.2. Let ε > 0. Suppose S ⊆Ω such that every (x, y) ∈ S ×Ω
is ε distance-decreasing, and
pi(S)≥ 1−
ε
16diam(Ω)
.
Let X0 ∈Ω, δ > 0 and
T ≥
⌈ln(32diam(Ω))⌉⌈ln(1/δ)⌉
ε
.
Then ‖XT − pi‖TV ≤ δ.
We will apply Theorem 1.2 to improve results on randomly sampling
colorings; see Section 1.1. Theorem 1.2 is proved in Section 3.
If we only require that most pairs of states be distance-decreasing, we
can prove rapid mixing under the additional assumption that the initial
distribution is a “warm start,” as defined by Kannan, Lovasz and Simonovitz
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[13] for random walks in convex bodies. A distribution X0 on Ω is said to
be a warm start (with respect to pi) if
for all z ∈Ω Pr(X0 = z)≤ 2pi(z).
Theorem 1.3. Let ε > 0. Suppose S ⊆ Ω such that every (x, y) ∈ S2 is
ε distance-decreasing. Let
pi(S)> 1−
εδ
6diam(Ω)
and T ≥
ln(2diam(Ω)/δ)
ε
.
Then if X0 is a warm start to pi,
‖XT + pi‖TV < δ.
We will apply Theorem 1.3 to improve results on randomly sampling
independent sets (see Section 1.2). Theorem 1.3 is proved in Section 3.
1.1. Randomly sampling colorings. For a graph G = (V,E) with max-
imum degree ∆, the Glauber dynamics (heat-bath) is a simple Markov
chain whose stationary distribution is uniformly distributed over proper k-
colorings of G. Let Ω = [k]V , where [k] = {1,2, . . . , k}. From Xt ∈ Ω, the
evolution Xt→Xt+1 is defined as follows:
• Choose v uniformly at random from V .
• For all w 6= v, set Xt+1(w) =Xt(w).
• Choose Xt+1(v) uniformly at random from [k] \Xt+1(N(v)), where N(v)
is the set of neighbors of v. In words, the new color for v is randomly
chosen from those colors not appearing in the neighborhood of v.
The latest results on randomly sampling colorings, beginning with [5], use
the following “burn-in” method for the analysis of the Glauber dynamics.
After the Markov chain evolves for a sufficient number of steps, the so-
called burn-in period, the coloring has certain “local uniformity” properties
with high probability. Moreover, these properties persist for a polynomial
number of steps. Consequently, to prove rapid mixing it suffices to prove
there is a distance-decreasing coupling for every pair of states satisfying
the local uniformity properties. Earlier works, for example, [11], analyze the
worst-case pair of states and hence rely upon Theorem 1.1. Using the burn-in
approach led to many significant improvements [5, 9, 10, 16] since it avoids
the worst-case pair of states in the coupling analysis.
Proving that the local uniformity properties appear for the Glauber dy-
namics is very difficult. Roughly speaking, vertex colors are not independent,
and their correlation has to be bounded. Dyer and Frieze [5] and Molloy [16]
used the method of “paths of disagreement.” Hayes [9] used a more sophis-
ticated method of “conditional independence.” As a by-product of these
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results, it follows immediately that a uniformly random coloring has the
local uniformity property with high probability.
Directly proving that a uniformly random coloring has these local unifor-
mity properties is much easier than for colorings generated by the Glauber
dynamics. Our upcoming Theorem 1.4 highlights this simplicity. By “cou-
pling with stationarity” (Theorem 1.2), we are able to improve the main
result of [9] with considerably less work than the original.
Theorem 1.4. Let α = 1.763 . . . denote the solution to x = exp(1/x).
Let 0< ζ < 1. Let G be a triangle-free graph on n vertices having maximum
degree ∆, let k ≥max{(1 + ζ)α∆,288 ln(96n3/ζ)/ζ2} and let X0 be any k-
coloring of G. Then for every δ > 0, after T ≥ 6n⌈ln(32n)⌉⌈ln(1/δ)⌉/ζ steps
of the Glauber dynamics,
‖XT − pi‖TV ≤ δ.
Earlier versions of Theorem 1.4 appeared in [5] and [9]. Both needed
higher girth [Ω(log∆) and ≥ 5, resp.] and had considerably more difficult
proofs. The proof of Theorem 1.4 is presented in Section 2.
Hayes and Vigoda [10] have proved O(n logn) mixing time for k > (1+ε)∆
for all ε > 0, assuming ∆ = Ω(logn) and girth ≥ 9. Recently, Dyer, Frieze,
Hayes and Vigoda [6] reduced the condition on ∆ to a sufficiently large
constant, assuming k/∆> 1.489 . . . and girth ≥ 6.
Our results for graph colorings are syntactically similar to recent work by
Goldberg, Martin and Paterson [8], who also examine k-colorings of triangle-
free graphs for k/∆ > 1.763 . . . . Their focus is on proving, for random col-
orings, that correlation between the colors assigned to two vertices decays
exponentially fast with the distance between the pair. More precisely, they
are proving a variant of a so-called strong spatial mixing property holds. For
amenable graphs, strong spatial mixing is closely related to rapid mixing of
the Glauber dynamics (cf. [7]).
They prove their version of strong spatial mixing holds for every triangle-
free graph for k/∆ > 1.763 . . . for all ∆. Their proof and our proof utilize
similar local uniformity properties of the stationary distribution. However,
in their setting it suffices for the properties to hold in expectation, whereas
in the analysis of the dynamics it appears essential for the properties to
hold with high probability. Contrasting our results and proofs with theirs
highlights the differences between strong spatial mixing and rapid mixing of
the Glauber dynamics for general graphs.
1.2. Randomly sampling independent sets. Given a graph G= (V,E) and
a fugacity λ > 0, the hard-core lattice gas model (see [2]) is defined on the set
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Ω of independent sets of G. The weight of X ⊆ V , where X ∈Ω, is defined
as
w(X) = λ|X|.
We are interested in sampling from the (Boltzmann) Gibbs distribution pi
on Ω where pi(X) =w(X)/Z and
Z = Z(G,λ) =
∑
X∈Ω
w(X)
is the partition function.
As with colorings, the Glauber dynamics for the hard-core model updates
a random vertex at each step. From Xt ∈ Ω, the transition Xt → Xt+1 is
defined by:
• Choose a vertex v uniformly at random from V .
• Set
X ′ =
{
Xt ∪ v, with probability λ/(1 + λ),
Xt \ v, with probability 1/(1 + λ).
• If X ′ ∈Ω, set Xt+1 =X
′; otherwise set Xt+1 =Xt.
It is clear that the Glauber dynamics is reversible and ergodic, and the
unique stationary distribution is pi.
The latest result for general graphs is O(n logn) mixing time for λ <
2/(∆− 2) by Vigoda [18]. It is widely believed the chain mixes rapidly for
all
λ <
(∆− 1)∆−1
(∆− 2)∆
∼ e/∆.
Applying Theorem 1.3, we prove there exists an efficient algorithm which
reaches the above threshold for large-degree regular graphs with girth at
least 6. To guarantee the warm-start condition, we use a simulated annealing
algorithm similar to Jerrum, Sinclair and Vigoda’s algorithm for estimating
the permanent [12].
Theorem 1.5. For all ε > 0, there exists C > 0 such that for every
δ > 0 the following holds. Let G be a ∆-regular graph on n vertices, where
girth(G)≥ 6, and ∆≥C log(n/δ). Let λ≤ (1−ε)e/∆. Then there is an algo-
rithm which outputs a random independent set of G within variation distance
δ of the Gibbs distribution at fugacity λ, with running time polynomial in
n,1/ε and log(1/δ).
Theorem 1.5 is proved in Section 4. The degree restriction prevents us
from boosting the above sampling scheme to arbitrarily close distances to
the stationary distribution, and also from applying the standard reduction
from approximating the partition function to sampling from the Gibbs dis-
tribution.
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2. Sampling colorings.
2.1. Local uniformity property. We will exploit a nice “local uniformity”
property of the uniform distribution on proper k-colorings. This property
was first used by Dyer and Frieze [5] to improve rapid mixing results of the
Glauber dynamics.
For any triangle-free graph we will show an easy lower bound on the ex-
pected number of available colors for an arbitrary vertex v, where “available
colors” refers to those colors not appearing in the neighborhood of v. When
k =Ω(logn), we can even prove that, with high probability, every vertex has
essentially this many available colors.
For any coloring X which satisfies our lower bound on available colors,
it is easy to show that for every coloring Y , the pair (X,Y ) is distance-
decreasing under the natural “greedy” one-step coupling of Jerrum [11].
This allows us to apply our first “coupling with stationarity” Theorem 1.2
to prove Theorem 1.4.
Throughout, we will use the notation
A(X,v) := [k] \X(N(v))
to denote the set of available colors for a vertex v under a k-coloring X [here
N(v) := {w ∈ V |w ∼ v} denotes the set of neighbors of vertex v].
Lemma 2.1. Let G= (V,E) be a triangle-free graph with maximum de-
gree ∆, let 0< β ≤ 1 and k ≥∆+2/β. Let X be a random k-coloring of G.
Then
Pr(∃ v ∈ V, |A(X,v)|< k(e−∆/k − β))≤ ne−β
2k/8.
Proof. Let v ∈ V . By definition,
|A(X,v)|=
∑
j∈[k]
∏
w∈N(v)
(1−Xj,w),(1)
where Xj,w is the indicator variable for the event {X(w) = j}.
Henceforth, we will condition on the values of X on V \N(v); denote this
conditional information by F . Conditioned on F , since G is triangle-free,
the random variables X(w),w ∈N(v), are fully independent and each X(w)
is uniform over the set A(X,w). This allows us to write
E(|A(X,v)||F) =
∑
j∈[k]
∏
w∈N(v)
(1−E(Xj,w|F))
=
∑
j∈[k]
∏
w∈N(v)
A(X,w)∋j
(
1−
1
|A(X,w)|
)
.
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Applying the arithmetic–geometric mean inequality, this implies
E(|A(X,v)||F)≥ k
∏
j∈[k]
∏
w∈N(v)
A(X,w)∋j
(
1−
1
|A(X,w)|
)1/k
= k
∏
w∈N(v)
∏
j∈A(X,w)
(
1−
1
|A(X,w)|
)1/k
= k
∏
w∈N(v)
(
1−
1
|A(X,w)|
)|A(X,w)|/k
≥ k
∏
w∈N(v)
(
1− 1/|A(X,w)|
e
)1/k
where the last step follows from the inequality (1− p)1/p ≥ (1− p)/e, which
holds for all 0< p≤ 1. Since we are assuming k ≥∆+2/β, it follows that
E(|A(X,v)||F) ≥ ke−∆/k
(
1−
β
2
)∆/k
≥ k
(
e−∆/k −
β
2
)
.
Since the colors X(w),w ∈ N(v), are fully independent, conditioned on
F , and since |A(X,w)| is a Lipschitz function of these colors with Lipschitz
constant 1, it follows by Chernoff’s bounds that
Pr(|A(X,v)| ≤ k(e−∆/k − β))≤ e−β
2k/8.
Taking a union bound over v ∈ V completes the proof. 
Remark 2.2. A stronger form of Lemma 2.1 was proved by Hayes [9],
who replaced the assumption k ≥∆+2/β by k ≥∆+2 with slightly worse
constants in the error probability bound.
2.2. Most colorings are distance-decreasing. We now present a simple
sufficient condition for a pair of colorings to be distance-decreasing. We
use Jerrum’s one-step coupling of the Glauber dynamics on k-colorings;
see [11]. Each chain chooses the same vertex to recolor at every step. We
then maximize the probability the chains choose the same new color for
the updated vertex. Under this coupling, for the purposes of proving rapid
mixing it suffices for one of the chains to have the local uniformity property
considered in Lemma 2.1.
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Lemma 2.3. Let 0< β < 1, and suppose X ∈ Ω satisfies, for every v ∈
V (G),
|A(X,v)| ≥
∆
1− β
.
Then, for every Y ∈Ω, the pair (X,Y ) is β/n distance-decreasing.
Proof. We need to prove, for every Y ∈Ω,
E(ρ(X1, Y1)|X0 =X,Y0 = Y )≤
(
1−
β
n
)
ρ(X,Y ),
where in this case ρ denotes Hamming distance on graph colorings. Let us fix
a coloring Y ∈Ω, and condition throughout on the event {X0 =X,Y0 = Y }.
Let v denote the vertex randomly selected for recoloring at time 1. Jer-
rum’s coupling maximizes the probability the chains choose the same color
for v. For a color c available to v in both chains, that is, c ∈ A(X,v) ∩
A(Y, v), we simultaneously color v with c in both X and Y with probability
min{1/|A(X,v)|,1/|A(Y, v)|}. With the remaining probabilities the coupled
color choices are arbitrary. Hence,
Pr(X1(v) = Y1(v) = c|v) =
1
max{|A(X,v)|, |A(Y, v)|}
.
We now bound the probability the chains recolor v to a different color in
the two chains,
Pr(X1(v) 6= Y1(v)|v) = 1−
|A(X,v) ∩A(Y, v)|
max{|A(X,v)|, |A(Y, v)|}
=
max{|A(X,v)|, |A(Y, v)|} − |A(X,v) ∩A(Y, v)|
max{|A(X,v)|, |A(Y, v)|}
.
Hence,
Pr(X1(v) 6= Y1(v)|v)≤
|{u ∈N(v)|X(u) 6= Y (u)}|
max{|A(X,v)|, |A(Y, v)|}
.(2)
Finally, we bound the expected distance after the transition,
E(ρ(X1, Y1)) =
∑
w∈V
Pr(X1(w) 6= Y1(w))
=
∑
w∈V
Pr(v 6=w and X(w) 6= Y (w))
+
∑
w∈V
Pr(v =w and X1(w) 6= Y1(w))
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=
n− 1
n
ρ(X,Y ) +
∑
w∈V
Pr(v =w and X1(w) 6= Y1(w))
≤
n− 1
n
ρ(X,Y ) +
1
n
∑
w∈V
|{u ∈N(w)|X(u) 6= Y (u)}|
max{|A(X,w)|, |A(Y,w)|}
≤
n− 1
n
ρ(X,Y ) +
1
n
ρ(X,Y )∆
∆/(1− β)
=
(
1−
β
n
)
ρ(X,Y ).
The first inequality above holds by (2), and the second inequality uses the
fact that ∆ is the maximum degree and our assumption that |A(X,w)| ≥
∆/(1− β) for all w ∈ V . 
We now present the proof of Theorem 1.4.
Proof of Theorem 1.4. Define β = ζ/6. Since by hypothesis, k ≥
(1 + ζ)α∆ > 3∆/2 and k ≥ 288 ln(96n3/ζ)/ζ2 = 8 ln(16n3/β)/β2 > 8/β, it
follows that either ∆ ≥ 4/β, and so k ≥ 3∆/2≥∆+ 2/β, or ∆ < 4/β, and
so k ≥ 8/β ≥∆+2/β. Thus in either case k ≥∆+ 2/β. Let
S = {X ∈Ω: (∀ v ∈ V )[|A(X,v)| ≥ k(e−∆/k − β)]}.
Lemma 2.1 together with the hypothesis k ≥ 8 ln(16n3/β)/β2 and the fact
diam(Ω) = n, imply
pi(S)≥ 1− ne−β
2k/8
≥ 1−
β
16n2
= 1−
ε
16diam(Ω)
,
where ε= β/n.
Recalling that α= 1.763 . . . < 2 and that 0< ζ = 6β ≤ 1, it can be verified
by elementary algebra that
(1 + ζ)(1− β)(1−αβ)≥ 1,
and hence that
∆
1− β
≤
k
α(1 + ζ)(1− β)
≤ k
(
1
α
− β
)
= k(exp(−1/α)− β) by definition of α
< k(exp(−∆/k)− β).
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It follows that, by Lemma 2.3, every pair (X,Y ) ∈ S × Ω is ε distance-
decreasing, where ε= β/n. Applying Theorem 1.2 yields the desired result.

3. Coupling with stationarity. In this section we will prove our coupling
with stationarity theorems (Theorems 1.2 and 1.3). These will follow as
corollaries of the following more general theorem about couplings which
“usually” decrease distances. For an event G, let 1G denote the indicator
variable whose value is 1 if G occurs and 0 otherwise.
Theorem 3.1. Let X0, . . . ,XT , Y0, . . . , YT be coupled Markov chains such
that, for every 0≤ t≤ T − 1,
Pr((Xt, Yt) is not ε distance-decreasing)≤ δ.
Then
Pr(XT 6= YT )≤ ((1− ε)
T + δ/ε) diam(Ω).
Proof. For 0 ≤ t ≤ T − 1, let G(t) denote the event that (Xt, Yt) is ε
distance-decreasing. Observe that
E(ρ(Xt+1, Yt+1)− (1− ε)ρ(Xt, Yt))
=E((ρ(Xt+1, Yt+1)− (1− ε)ρ(Xt, Yt))1G(t))
+E((ρ(Xt+1, Yt+1)− (1− ε)ρ(Xt, Yt))1G(t))
≤E((ρ(Xt+1, Yt+1)− (1− ε)ρ(Xt, Yt))1G(t))
≤ δE(ρ(Xt+1, Yt+1))
≤ δ diam(Ω).
This can be rewritten as
E(ρ(Xt+1, Yt+1))≤ (1− ε)E(ρ(Xt, Yt)) + δ diam(Ω).(3)
Hence,
E(ρ(X1, Y1))≤ (1− ε)E(ρ(X0, Y0)) + δ diam(Ω)
≤ (1− ε+ δ)diam(Ω).
And, for all t≥ 0, from (3), it follows by induction that
E(ρ(Xt, Yt))≤ ((1− ε)
t + δ(1− (1− ε)t)/ε)diam(Ω)
< ((1− ε)t + δ/ε) diam(Ω).
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Since ρ is integer-valued, we obtain the desired conclusion by Markov’s
inequality:
Pr(XT 6= YT ) =Pr(ρ(XT , YT )≥ 1)
≤E(ρ(XT , YT ))
< ((1− ε)T + δ/ε) diam(Ω). 
We now present the proofs of our coupling with stationarity theorems.
Proof of Theorem 1.2. Let X0 be arbitrary, and let Y0 be distributed
according to pi. Generate X1, . . . ,XT , Y1, . . . , YT using the given coupling
with initial states X0, Y0. Note that, for every t ≥ 0, Yt is distributed ac-
cording to pi, and so, since every element of Ω× S is ε distance-decreasing,
Pr((Xt, Yt) is not ε distance-decreasing)≤Pr(Yt /∈ S)
= 1− pi(S).
Let T ′ = ⌈ln(32diam(Ω))/ε⌉. We first show that after T ′ steps, we are
within distance 1/8 of stationarity. Then the standard boosting argument
implies that after T = T ′⌈ln(1/δ)⌉ steps, we are within distance δ of station-
arity.
Applying Theorem 3.1, and noting again that YT ′ ∼ pi, we have
‖XT ′ − pi‖ ≤Pr(XT ′ 6= YT ′)
≤ ((1− ε)T
′
+ (1− pi(S))/ε) diam(Ω)
≤
(
exp(−εT ′) +
1
16diam(Ω)
)
diam(Ω)
≤ 1/8.
Since the above holds for all X0 ∈Ω, the triangle inequality implies that for
all pairs of states W0,Z0 ∈ Ω
2,
‖WT ′ −ZT ′‖TV ≤ 1/4< 1/e.
Since there always exists a T ′-step coupling which achieves the variation
distance, the above can be boosted as follows (see [1]). We consider the
T -step coupling generated by concatenating this T ′-step coupling ⌈ln(1/δ)⌉
times. Then
‖WT − pi‖TV ≤max
Z0
Pr(WT 6= ZT )
≤
⌈ln(1/δ)⌉∏
i=1
Pr(WiT ′ 6= ZiT ′ |W(i−1)T ′ 6=Z(i−1)T ′)
≤ (1/e)⌈ln(1/δ)⌉ ≤ δ.
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
Proof of Theorem 1.3. Let X0 be a warm start to pi, and let Y0 ∼ pi.
It follows from the definition of stationarity that Yt is distributed according
to pi for all t > 0. We observe further that Xt is a warm start for all t > 0
since, assuming Xt−1 is a warm start, we have, for every x ∈Ω,
Pr(Xt = x) =
∑
x′∈Ω
Pr(Xt−1 = x
′)P (x′, x)
≤
∑
x′∈Ω
2pi(x′)P (x′, x)
= 2pi(x).
Since every element of S × S is ε distance-decreasing, it follows that
Pr((Xt, Yt) is not ε distance-decreasing)≤Pr(Xt /∈ S) +Pr(Yt /∈ S)
≤ 3(1− pi(S)).
Applying Theorem 3.1, and noting again that YT ∼ pi, we have
‖XT − pi‖TV ≤Pr(XT 6= YT )
≤
(
(1− ε)T +
3(1− pi(S))
ε
)
diam(Ω)
< δ,
for T > ln(2diam(Ω)/δ)/ε. 
4. Independent sets. In this section we will prove Theorem 1.5, present-
ing an algorithm based on simulated annealing, which allows sampling from
the Gibbs distribution for the hard-core model at fugacity λ, approaching the
(believed) critical threshold λ= e/∆. Our algorithm, which we will present
shortly, relies on the efficient convergence of the Glauber dynamics, given
a warm start. More formally, we will require the following result, which is
analogous to Theorem 1.4 for graph colorings.
Lemma 4.1. Let ζ, δ > 0. Let G be a ∆-regular graph on n vertices
having girth at least 6, where ∆ ≥ 320000 ln(144n3/ζδ)/ζ4, and let λ ≤
(1− ζ)e/∆ and T ≥ 8n ln(2n/δ)/ε. Let X0 be a warm start to pi, the Gibbs
distribution for the hard-core lattice gas model at fugacity λ. Then after T
steps of the Glauber dynamics,
‖XT − pi‖TV ≤ δ.
We first present the algorithm of Theorem 1.5, which utilizes Lemma 4.1.
We then prove Lemma 4.1.
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Simulated annealing algorithm. Let λ > 0 be given. Since the Glauber
dynamics mixes in time O(n logn) whenever λ < 2/(∆ − 2), we assume
without loss of generality that λ ≥ 2/(∆ − 2) ≥ 1/∆ > 1/3n. Define a se-
quence λ0 < λ1 < · · ·< λk, by λ0 = 0, λk = λ, and for 1 ≤ i ≤ k − 1, λi =
(1 + 1/3n)i−1/3n, where k = ⌈log(3nλ)/ log(1 + 1/3n)⌉.
We use the following simulated annealing algorithm. Let Y0 be the empty
set. For 1 ≤ i ≤ k, simulate the Glauber dynamics at fugacity λi for Ti =
Ω(n logn) steps, starting from initial state Yi−1, and let Yi be the state
reached after Ti steps. Let the constant hidden in the Ω notation be large
enough that Lemma 4.1 guarantees that Glauber dynamics mixes to within
δ/k of the Gibbs distribution at fugacity λi, within T steps, from any warm
start. Output the final state Yk.
The proof of correctness, presented in the next section, relies on showing
that, for 1≤ i≤ k, the Gibbs distribution at fugacity λi−1 is a warm start
to the Gibbs distribution at fugacity λi. Once this has been established,
Lemma 4.1 will complete the proof.
Proof of Theorem 1.5. Assume without loss of generality that λ≥
1/∆> 1/n. Note, for λ < 1/∆ there is a straightforward coupling argument
which proves the Glauber dynamics is close to its stationary distribution
after O(n logn) steps; see [18] for a more complicated argument when λ <
2/(∆− 2).
First, we prove that, for 1≤ i≤ k, the Gibbs distribution at fugacity λi−1
is a warm start to the Gibbs distribution at fugacity λi. For each 1≤ i≤ k,
define the “partition function” Zi by
Zi =
∑
σ∈Ω
λ
|σ|
i .
It is clear that the desired warm-start condition is equivalent to Zi ≤ 2Zi−1.
We handle the case i= 1 separately:
Z1 =
∑
σ∈Ω
λ
|σ|
1 ≤
∑
0≤i≤n
(
n
i
)
λi1 =
(
1 +
1
3n
)n
< e1/3 < 2 = 2Z0.
For 2≤ i≤ k, we use the fact that λi ≤ (1 + 1/3n)λi−1. From this it imme-
diately follows that
Zi =
∑
σ∈Ω
λ
|σ|
i ≤
∑
σ∈Ω
λ
|σ|
i−1(1 + 1/3n)
|σ| ≤Zi−1(1 + 1/3n)
n < e1/3Zi−1.
This establishes the warm-start condition.
Now, for 0≤ i≤ k, let pii denote the Gibbs distribution for fugacity λi. We
now prove by induction on i that ‖Yi − pii‖TV ≤ iδ/k, which will complete
the proof.
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The base case i= 0 is trivial. Let i≥ 1, and suppose by inductive hypoth-
esis, ‖Yi−1− pii−1‖TV ≤ (i− 1)δ/k. To understand the distribution of Yi, let
T = Ti, and let us examine a T -step coupling of two copies of the Glauber
dynamics at fugacity λi. Sample A0 from the distribution of Yi−1, and B0
according to pii−1; couple these distributions so that
Pr(A0 6=B0) = ‖Y0 − pii−1‖TV ≤ (i− 1)δ/k.
Sample A1,B1, . . . ,AT ,BT using a maximal coupling of the dynamics at
fugacity λi. Since B0 was a warm start, Lemma 4.1 tells us ‖BT − pii‖TV ≤
δ/k. Now the triangle inequality tells us
‖Yi − pii‖TV = ‖AT − pii‖TV ≤Pr(AT 6=BT ) + ‖BT − pii‖TV
≤Pr(A0 6=B0) + ‖BT − pii‖TV ≤ iδ/k. 
4.1. Local uniformity. The main result of this section is a local unifor-
mity property of random independent sets. As before, we assume the graph
is ∆-regular and the fugacity, λ, is less than e/∆. For convenience, we will
also assume λ≥ 1/∆; we do not think this condition is necessary, but it will
simplify the proof of one of our technical results, Lemma 4.6. Stated roughly,
the uniformity property is that every vertex has about the same number of
“unblocked” neighbors, by which we mean neighbors which could be added
to the independent set without violating the independence condition, and
moreover that this is a fairly small fraction of ∆. In Section 4.2 we will show
that any pair of independent sets with this uniformity property is distance-
decreasing. These two results, together with Theorem 1.3, will be the key
ingredients in the proof of Lemma 4.1, given in Section 4.3.
We will use the following notation. For an independent set X ⊆ V and
vertex v, let
U(X,v) := {w ∈N(v) :X ∩N∗(w) =∅},
where
N∗(w) =N∗v (w) =N(w) \ {v}.
Thus, U(X,v) denotes the set of neighbors of v that are unblocked inX \{v}.
For real numbers a, b with b≥ 0, we will use the shorthand a± b to denote
the interval [a− b, a+ b].
Lemma 4.2. Let ζ > 0, let G= (V,E) be a ∆-regular graph of girth ≥ 6
and let 1/∆≤ λ≤ (1− ζ)e/∆. Let µ be the solution to µ= exp(−µλ∆). Let
X ⊆ V be a random independent set drawn from the Gibbs distribution pi at
fugacity λ. Then for every ξ > 0,
Pr((∀ v ∈ V )|U(X,v)| ∈ (µ± ξ)∆)
≥ 1− 3n exp
(
−
(
ξζ
8λ∆
−
(e+1)2
∆
)2∆
8
)
.
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In particular, for any fixed values ζ, ξ, δ > 0, there exists C > 0 such that
∆≥C logn implies
Pr((∀ v ∈ V )|U(X,v)| ∈ (µ± ξ)∆)≥ 1− δ/n2.
We conjecture that a similar uniformity property should be true for non-
regular graphs of maximum degree ∆; however, in this setting, µ would not
be a constant, but rather a function of the vertex v. If so, the rest of our
results would also extend easily to this context.
Our proof of Lemma 4.2 can be modified to give nontrivial bounds even
when ∆=O(1). In this range, one must avoid taking union bounds over the
vertex set. However, our proof of Lemma 4.1 requires such a union bound in
another step, so we have focused on the case ∆=Ω(logn), which simplifies
our results and proofs.
The first tool for our proof of Lemma 4.2 is a “bootstrapping” mechanism,
to convert local recurrences for functions on V into absolute bounds.
We will use the following notational conventions.
Definition 4.3. Let I denote the set of all real intervals, [a, b]. For
any set S ⊆R, let S ± ξ denote the set S + [−ξ, ξ] = {x+ y | x ∈ S, |y|< ξ}.
Lemma 4.4. Let G= (V,E) be a graph, and let f :V → [0,1] be a random
function ( from any distribution over [0,1]V ). Let θ,ϕ > 0, let g :R→R and
define h :I →I by h(I) = g(I)± θ. Suppose that for every vertex v,
Pr
(
f(v) /∈
1
∆
∑
w∼v
g(f(w))± θ
)
≤ ϕ.
Then
Pr((∀ v ∈ V,∀ t≥ 1) f(v) ∈ ht([0,1]))≥ 1− nϕ.
Proof. A union bound over v ∈ V shows that
Pr
(
(∀ v ∈ V ) f(v) ∈
1
∆
∑
w∈N(v)
g(f(w))± θ
)
≥ 1− nϕ.(4)
Suppose this event holds, but that there exists some vertex z and positive
integer t such that f(z) /∈ ht([0,1]). Without loss of generality, choose z
so that t is as small as possible. Then in particular, for all w ∼ z, f(w) ∈
ht−1([0,1]). But in this case, specializing (4) to vertex z implies
f(z) ∈
1
∆
∑
w∼z
h(w)⊂ ht([0,1]),
a contradiction. 
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The next step in proving Lemma 4.2 is the following easy observation,
which we will use again in Section 4.3.
Observation 4.5. Let ζ ∈ (0,1), let C = (1−ζ)e and let µ= exp(−Cµ).
Then
µ< (1− ζ/2)/C.
Proof. Let f(x) = exp(−Cx) and let y = (1− ζ/2)/C. Then
f(y)
y
=
exp(ζ/2)
ey
=
(1− ζ) exp(ζ/2)
1− ζ/2
< (1− ζ/2) exp(ζ/2)< 1,
where the last inequality is since 1−x< exp(−x) for all x 6= 0. Thus f(y)< y,
which implies y > µ, since f is a decreasing function with fixed point µ. 
Our next result is a strong sort of convergence for iterated applications of
the mapping x 7→ exp(−Cx), where 1≤C < e. It says that, even permitting
a small adversarial perturbation after every step, every trajectory under the
iterated mapping quickly converges to a small interval around the unique
fixed point µ= exp(−Cµ).
Lemma 4.6. Let 1≤ C ≤ (1− ζ)e and ξ > 0. Let g(x) = exp(−Cx), let
µ be the unique fixed point of g and set θ = ξζ/8C. Let h(I) = g(I)± θ, and
let t= ⌈4ζ ln(1 +
1
ξ )⌉. Then
ht([0,1])⊆ µ± ξ.
Remark 4.7. The assumption C ≥ 1 is only for convenience in our
proof; since rapid mixing is already known when C ≤ 2, there was no partic-
ular reason to handle the case 0<C < 1. However, the assumption C ≤ e is
necessary. Indeed, for C > e, the unique fixed point for x 7→ exp(−Cx) is un-
stable, and from any starting point x0 6= µ, the sequence g
i(x0) approaches
a fixed cycle of period 2 (also unique).
Proof of Lemma 4.6. Without loss of generality, ζ, ξ ≤ 1; otherwise
there is nothing to prove. Define I : [0,1]→I by
I(x) =
[
µ−
x
C
,µ−
ln(1− x)
C
]
,
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where we adopt the convention that I(1) = [µ− 1/C,∞). By the definition
of h, since g is decreasing, and since µ is the fixed point of g, we have
h(I(x)) = [µ(1− x)− θ,µex+ θ].
Next we will prove that, whenever x≥ ξ/2,
h(I(x))⊂ I(x(1− ζ/4)).(5)
This is equivalent to checking that
µx+ θ ≤
x(1− ζ/4)
C
(6)
and
µ(ex − 1) + θ ≤−
ln(1− x(1− ζ/4))
C
.(7)
Since x ≥ ξ/2, we have θ = ζξ/8C ≤ ζx/4C. By Observation 4.5, we also
know that µ ≤ (1 − ζ/2)/C. This allows us to deduce the first desired in-
equality, thus
µx+ θ ≤
(1− ζ/2)x
C
+
ζx/4
C
=
x(1− ζ/4)
C
.
To deduce the second inequality, we make the same substitutions for µ and
θ; then we show that the inequality holds termwise for the Taylor expansions
around the origin:
θ+ µ(ex − 1)≤
ζx
4C
+
(1− ζ/2)
C
(ex − 1)
=
ζx
4C
+
(1− ζ/2)
C
∑
j≥1
xj
j!
=
(1− ζ/4)x
C
+
(1− ζ/2)
C
∑
j≥2
xj
j!
≤
(1− ζ/4)x
C
+
1
C
∑
j≥2
(1− ζ/4)jxj
j
=
1
C
∑
j≥1
(1− ζ/4)jxj
j
=
− ln(1− x(1− ζ/4))
C
.
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Thus we have established h(I(x))⊂ I(x(1− ζ/4)) whenever x≥ ξ/2. It fol-
lows by induction that for any positive integer k, as long as x(1− ζ/4)k−1 ≥
ξ/2,
hk(I(x))⊂ I(x(1− ζ/4)k).
In particular, let k be the least positive integer such that (1 − ζ/4)k ≤
Cξ/(1 + Cξ). Then hk(I(1)) ⊂ I(Cξ/(1 + Cξ)). By another application of
Observation 4.5, we may deduce [0,1]⊆ I(1) = [µ− 1/C,∞). Also, elemen-
tary algebra implies I(Cξ/(1 +Cξ))⊂ µ± ξ. It follows by monotonicity of
h that hk([0,1])⊂ hk(I(1))⊂ I(Cξ/(1 +Cξ))⊂ µ± ξ.
Solving for k, we find
k =
⌈
ln(Cξ/(1 +Cξ))
ln(1− ζ/4)
⌉
≤
⌈
4
ζ
ln((1 +Cξ)/Cξ)
⌉
≤
⌈
4
ζ
ln(1 + 1/ξ)
⌉
,
which completes the proof. 
Now we are equipped to prove Lemma 4.2.
Proof of Lemma 4.2. Fix a vertex v ∈ V . For each neighbor w of v,
let Yw denote the indicator variable for the event that X ∩N
∗(w) =∅. Then
|U(X,v)|=
∑
w∼v
Yw.
Now, for each neighbor w, let us compute the conditional expectation of
Yw given X \N
∗(w), that is, given X∩ (V \N∗(w)). By definition, Yw equals
1 iff no neighbor of w is in X , except possibly v. Hence if w ∈X , we have
E(Yw|X \N
∗(w)) = 1.
If w /∈X , then
E(Yw|X \N
∗(w)) =
∏
z∈U(X,w)\{v}
1/(1 + λ)
= (1 + λ)−|U(X,w)\{v}|
∈ (e−λ, e−λ+λ
2
)|U(X,w)\{v}|
= (1, eλ
2|U(X,w)\{v}|)e−λ|U(X,w)\{v}|
⊂ (1, eλ
2(∆−1))e−λ|U(X,w)\{v}|
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⊂ (1, eeλ)e−λ|U(X,w)\{v}|
⊂ (1, e(e+1)λ)e−λ|U(X,w)|
⊂ e−λ|U(X,w)| ± (e(e+1)λ − 1)
assuming e(e+1)λ ≤ e(e+1)e/∆ ≤ 1 + (e2 + e+ 1)/∆, which is true whenever
∆≥ 100. Since the desired upper bound on probability is trivial for ∆≤ 750,
the above assumption may be made without loss of generality.
Let S2(v) denote the set of vertices at distance 2 from v, that is,
S2(v) =
⋃
w∈N(v)
N∗(w).
Applying linearity of expectation and then averaging, we have
E(|U(X,v)||X \ S2(v))
=
∆∑
i=1
E(Yw|X \ S2(v))
∈ |X ∩N(v)|+
( ∑
w∈N(v)\X
exp(−λ|U(X,w)|)
)
± (e2 + e+ 1).
Since the girth is at least 6, there are no edges between vertices in S2(v).
Hence, conditioned on X \ S2(v), the random variables Yw are fully inde-
pendent, and take values in [0,1]. It follows by Chernoff’s bound that, for
all ψ > 0,
Pr
(
|U(X,v)| /∈ |X ∩N(v)|
+
∑
w∈N(v)\X
exp(−λ|U(X,w)|)± (e2 + e+1+ ψ∆/2)
)
(8)
≤ 2exp(−ψ2∆/8).
If v ∈X , we have |X ∩N(v)|= 0. When v /∈X , since λ < e/∆,
E(|X ∩N(v)||X \N(v))≤∆
λ
1 + λ
< e.
Apply Chernoff’s bound again, this time to the sum of indicator variables
for the events {w ∈X}, where w is a neighbor of v. These events are condi-
tionally independent, given X \N(v), and so, since the uniform upper bound
of e applies to the conditional expectation, Chernoff’s bound implies, for all
ψ > 0,
Pr(|X ∩N(v)|> e+ψ∆/2)≤ exp(−ψ2∆/8).(9)
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Combining (8) and (9), we have, for all ψ > 0,
Pr
(
|U(X,v)| /∈
∑
w∼v
exp(−λ|U(X,w)|)±((e+1)2+ψ∆)
)
≤ 3exp(−ψ2∆/8).
Applying Lemmas 4.4 and 4.6 with parameters f(v) = |U(X,v)|/∆, C =
λ∆, g(x) = exp(−Cx), θ = ξζ/8C, h = g ± θ and ϕ = 3exp(−(θ − (e +
1)2/∆)2∆/8), there must exist some t≥ 1 such that
Pr((∀ v ∈ V )|U(X,v)| /∈ (µ± ξ)∆)≤Pr((∀v ∈ V ) |U(X,v)| /∈ ht([0,1]))
≤ nϕ. 
4.2. Convergence of the coupling. We now show that pairs (X,Y ) are
distance-decreasing, so long as no vertex of G has too many unblocked neigh-
bors with respect to either set.
Lemma 4.8. Let G be a graph, and consider the Glauber dynamics for
independent sets, with fugacity λ. Let X and Y be independent sets and
suppose there exists ζ > 0 such that for every vertex v,
|U(X,v)|, |U(Y, v)| ≤ (1− ζ)
1 + λ
λ
.
Then the pair (X,Y ) is ζ/n distance-decreasing.
Proof. Let X ′, Y ′ be the new sets obtained after doing one step of
Glauber dynamics starting from (X,Y ), using a maximal coupling. More
explicitly, select a uniformly random vertex v∗ for update. If the neighbor-
hood of v∗ is disjoint from both X and Y , then with probability λ/(1 + λ),
set X ′ =X ∪{v∗} and Y ′ = Y ∪{v∗}, and otherwise set X ′ =X and Y ′ = Y .
If the neighborhood of v∗ is disjoint from exactly one of X or Y , add v∗ to
the corresponding new set X ′ or Y ′ with probability λ/(1 + λ). Otherwise,
make no change.
Let D = {v :X(v) 6= Y (v)}, and D′ = {v :X ′(v) 6= Y ′(v)}. Then, letting ρ
denote Hamming distance, we have
E(ρ(X ′, Y ′))− ρ(X,Y )
=E(|D′|)− |D|
=−Pr(v∗ ∈D) +Pr(v∗ ∈D′)
≤−
ρ(X,Y )
n
+
∑
w∈D
∑
v∈N(w)
Pr(v∗ = v and X ′(v) 6= Y ′(v))
=−
ρ(X,Y )
n
+
∑
w∈X\Y
|U(Y,w)|
λ
n(1 + λ)
+
∑
w∈Y \X
|U(X,w)|
λ
n(1 + λ)
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≤
−ζρ(X,Y )
n
,
where the last inequality follows by the hypothesis of the lemma. 
4.3. Proof of Lemma 4.1. We are now ready to prove Lemma 4.1, estab-
lishing rapid mixing of the Glauber dynamics from a warm start.
Proof of Lemma 4.1. Let µ = exp(−µλ∆). Let S denote the set of
independent sets X such that for every vertex v,
|U(X,v)| ≤ (µ+ ζ/8)∆.
Applying Lemma 4.2 with ξ = ζ/8, then simplifying using our assumptions
λ∆< e and ∆≥ 320000 ln(144n3/ζδ)/ζ4, we obtain
pi(S)≥ 1− 3n exp
(
−
(
ζ2
64λ∆
−
(e+1)2
∆
)2∆
8
)
≥ 1− 3n exp
(
−ζ4∆
320000
)
≥ 1−
ζδ
48n2
.
Let X ∈ S, and let v be any vertex. Applying Observation 4.5 to the fixed
point µ (with C = λ∆), and recalling our hypothesis that λ < e/∆,
|U(X,v)| ≤ (µ+ ζ/8)∆
≤
(
1− ζ/2
λ∆
+ ζ/8
)
∆
=
1− ζ/2 + ζλ∆/8
λ
<
1− ζ/8
λ
.
Hence, by Lemma 4.8, every pair (X,Y ) ∈ S×S is ζ/8n distance-decreasing.
The desired result now follows by applying the coupling with stationarity
Theorem 1.3 to the set S. 
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