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Many physical and natural systems, including the population of species, evolve in habitats with
spatial stochastic variations of the individuals motility. We study here the effect of those fluctuations
on invasion and genetic loss. A Langevin equation for the position and border of the invasion front
is obtained. A striking result is that small/large fluctuations of diffusivity suppress/intensify genetic
loss. Our findings reveal the potential role of environmental fluctuations as a regulating factor for
genetic loss and provides a simple explanation for the regional differences on the intensity of genetic
drift observed during the final stages of human evolution and in tumor mutational landscapes.
Introduction The spread of populations is a phe-
nomenon bearing resemblances with other physical diffu-
sion processes, such as those ruled by reaction-diffusion
equations [1]. Migrations, invasions of different popula-
tions and even tumor growth are described in a first ap-
proximation by simple mathematical models such as the
Fisher-Kolomogorov-Petrovsky-Piskunov (FKPP) equa-
tion [2]. Similar models have been used recently to de-
scribe genetic drift [3, 4].
Substantial physical and mathematical work has con-
tributed to the understanding of processes ruled by deter-
ministic reaction-difusion dynamics, however it has been
recently pointed out that fluctuations may have non-
trivial effects on the invasion dynamics [5].
The FKPP has been used to describe the dynamics of
infiltrative tumors throughly in the last 20 years [2, 6, 7].
The physical properties of the tumor microenvironment
such as host tissue stiffness [8, 9] have an effect on cells.
These properties, including host tissue stiffness, exhibit
spatial fluctuations [10, 11] what could influence cellular
invasion processes. Similarly, for entities moving within
a habitat, the ability to move may depend on space due
to ‘random’ variations in the physical properties of the
environment [12]. As a result, studying invasion in those
environments requires the study of mathematical models
with spatially fluctuating diffusion constant. Many other
biological systems exhibit similar heterogeneities.
An interesting process associated with invasion is ge-
netic drift in which the frequency of different alleles
changes due to random fluctuations and may lead to the
extinction/fixation of some of them [13]. During inva-
sion, genetic drift plays a central role in population dy-
namics [14–16]. As such, genetic drift analysis has been
under theoretical and experimental investigation for dif-
ferent types of expanding populations [14, 17]. One of
the most active fields in this area concerns human ge-
netics. After experiencing a bottleneck between 100,000
and 60,000 years ago, modern humans started to expand
out of Africa with a velocity close to 1 km/year and lost
genetic diversity during that expansion [18]. However,
the intensity of genetic drift is not the same for all areas
and measurement of the human data has shown larger
genetic loss in East Asians than in Europeans [19], but
the reason behind these differences remains unclear.
In this letter, we study the effect of spatial fluctua-
tions of the diffusion constant on invasion front wander-
ings and genetic loss. First, we perform a perturbation
analysis of the proposed equation to obtain the behavior
of the front position and confirm the findings through
numerical simulations. Then we show, both numerically
and analytically, how these fluctuations affect the popu-
lation composition during invasion and thus play a role
in the regulation of genetic loss within invading popula-
tions. Our findings may provide further insight on the
genetic loss observed in ancient human genetic data and
on the problem of tumor heterogeneity.
Model. The dynamics of invasion processes will be
described in this paper using the equation
∂C
∂t
= RC(1− C) +∇(D¯∇C), (1)
where C(x, t) is the number of individuals in units of
the system carrying capacity, R is the growth rate,
D¯ = D0(1 + ξf(x)) is the diffusion constant, and f is
an uniform white noise in the range [−1, 1]. Thus, our
model is a FKPP equation with a spatially random diffu-
sion. We will study the motion of the invasion interface
using the front position, defined as CF =
∫∞
0
C(x, t)dx
and the border location XF , defined as the point where
C(XF , t) = 10
−10. Both quantities are shown in Fig. 1.
Numerical simulations show that spatial fluctuations in
D lead to a deviation from deterministic behavior. This
deviation is associated with fluctuations of both the front
position and border. Figure 1(b) shows some examples
of the fluctuating front dynamics.
Invasion Front Wanderings. In this paper, we will
consider (1) in one spatial dimension
∂C
∂t
=
∂
∂x
[
(D0 + ξf(x))
∂C
∂x
]
+RC(1− C) (2)
Where f(x, t) is the perturbing function and ξ is a small
dimensionless parameter that controls the strength of the
perturbation. Near the invasion front the cell density
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FIG. 1: (a) Schematic illustration of the model and param-
eters. Shown are a realization of D for ξ = 0.5 (lower blue
curve) and the ensemble average solution (black dotted line)
versus a realization of the stochastic FKPP for parameter
values of ξ = 0.5, R = 0.01 and D0 = 0.25. The differences
between the ensemble average values C¯F and X¯F and the re-
alization values CF and XF are also indicated with a solid
black line. (b) Four realizations of XF − X¯F and CF − C¯F for
R = 0.01 and ξ = 0.5 and D0 = 0.25.
satisfies C  1. Thus, some insight on the front dynam-
ics in Eq. (1) can be obtained by linearizing Eq. (1).
To construct aproximate solutions we proceed perturba-
tively [20], writing the density as
C(ζ, t) ≈ C0(ζ + η(t), t) + δC1(ζ, t). (3)
where C is written in the comoving frame and ζ = x −
vt. Furthermore, C0 is assumed to satisfy the linearized
equation with ξ = 0, i.e.
∂C0(ζ, t)
∂t
− ΓˆC0(ζ) = ∂C0(ζ, t)
∂t
−
(
D0
∂2
∂ζ2
+ v
∂
∂ζ
+R
)
C0(ζ, t) = 0. (4)
Which has the solution
C0(ζ, t) =
1√
4piD0t
e
− 12
√
R
D0
ζ
e−
ζ2
4D0t . (5)
The first term in Eq. (3) describes the effects of the per-
turbing function f(x) on the position of the propagat-
ing front, while the second term contains the first-order
changes in the front shape. To find the effective diffu-
sion coefficient for the fluctuating front, it is sufficient
to solve Eq. (1) using (3) for η(t) [5, 20]. Asymptoti-
cally (t  1/R), thus v can be assumed to be equal to
2
√
RD0 [21]. In moving to co-moving reference frame,
f(x) becomes f(ζ, t). However, if we consider f(x) to be
smooth enough or v to be small, in a co-moving reference
frame, we still can have temporally quenched fluctuations
or f(ζ, t) ∼ f(ζ) in perturbation range. Plugging (3) into
(2) we get
∂δC1
∂t
− ΓˆδC1 + η˙(t)C0(ζ, t) = ξ ∂
∂ζ
(
f(ζ)
∂
∂ζ
C0(ζ, t)
)
.
(6)
The operator Γˆ is not self-adjoint, its adjoint being Γˆ† =
D0
∂2
∂ζ2
− v ∂
∂ζ
+ R. Next, we multiply Eq. (6) by the
eigenfunction of Γˆ† with 0 eigenvalue (which is e
√
R
D0
ζ
)
and integrate over R, to get
η˙(t) = ξ
∫∞
−∞ e
√
R
D0
ζ
(
f(ζ)C ′0(ζ, t)
)′
dζ∫∞
−∞ e
√
R
D0
ζ
C ′0(ζ, t)dζ
, (7)
what leads to
η(t) = ξ
∫ t
0
dτe−
Rτ
4
∫ ∞
−∞
dζe
√
R
D0
ζ
f(ζ)C ′0(ζ, τ). (8)
Then, the effective diffusion coefficient would be [5]
DC =
〈η2(t)〉
2t
=
ξ2
2t
∫ t
0
dT1
∫ t
0
dT2
∫ ∞
−∞
C ′0(ζ, T1)C
′
0(ζ, T2)e
−RT14 e−
RT2
4 e
2
√
R
D0
ζ
dζ. (9)
Now, we perform an ensemble average over η2(t) using
the fact that 〈f(x)f(y)〉 = δ(x − y) for a normal distri-
bution of the noise term. Some insight can be obtained
from Eq. (9) if we use dimensionless parameters τi =
Ti
t
and σ = ζ
√
R/D0. In other words
DC = ξ
2
√
R
32piD
3/2
0
∫ 1
0
dτ1
∫ 1
0
dτ2
∫ ∞
−∞
dσe−Rt
(τ1+τ2)
4
×
(
1 +
σ
Rtτ1
)(
1 +
σ
Rtτ2
)
√
τ1τ2
e−
σ2
4Rtτ1 e−
σ2
4Rtτ2 eσ. (10)
Equation (10) gives the effective diffusion coefficient for
the stochastic behavior of the front. For a diffusive be-
havior, we would expect this coefficient to become con-
stant asymptotically. Thus, we can approximate the in-
tegral as t→∞ to obtain
DC(t→∞) = 1
8
ξ2
√
RD0. (11)
Thus, spatial fluctuations in the diffusion constant of am-
plitude ξ act as a nonlinear regulating factor for the in-
vasion front wanderings, the dependence of the diffusion
constant being proportional to ξ2.
To numerically validate this result, we discretized Eq.
(1) using a finite difference method, what leads to a mas-
ter equation for the population density at each point [22]:
dC = P±[C(x)− C(x±∆)] +R(C)C, (12)
where P± stands for density flow rate in negative (posi-
tive) x direction. For an homogeneous environment, P±
is related to the diffusion constant as: P± = τD/∆2 in
which ∆ and τ are spatial discretization length and time
step respectively. For heterogeneous environments, we
set the fluctuation length to be equal to our discretiza-
tion length, ∆, and we have: P± = τD0(1 + ξw±)/2∆2.
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FIG. 2: (a) 〈(X − X¯)2〉 and 〈(CF − C¯F )2〉 versus time in
(log / log axes). The linear behavior and slope equal to one at
large time scales guarantee a random walk like behavior and
thus we can define a diffusion constant for each variable. (b)
DX and DC versus ξ for R = 0.01. The best fit obtaioned is
DC ∝ ξ2.00±0.01 for large range of ξ values. (c) Dependence
of DX and DC on R. Slopes for DX and DC are 0.50± 0.02
and 0.5 ± 0.02 for ξ = 0.5. (R2 = 0.996). (d) Dependence
of DX and DC on D0 for R = 0.01 and ξ = 0.5. The best
fit using least squares method is DX ∝ D0.50±0.020 and DC ∝
D0.50±0.020 (R
2 = 0.995), in agreement with Eq. (11).
Finally, we considered the flow between neighboring units
to be integer multiples of 10−10.
To study if the invasion border and front position
obey a Langevin equation, we plotted 〈(XF − X¯F )2〉 and
〈(CF−C¯F )2〉 versus time. As Fig. 2(a) shows, the log/log
diagram of both quantities has slope one which means
that we can obtain the corresponding diffusion constants,
DX and DC . We next studied numerically the depen-
dence of both parameters on ξ, R and D0 and obtained
values in agreement with Eq. (11) (see Fig. 2).
Genetic loss. The effect of environmental factors,
such as diffusion constant fluctuations in space on genetic
loss has remained largely unexplored. In this part, we
study the effect of fluctuations on genetic loss. Let us
consider two mixed populations C1(x, t), C2(x, t) which
compete over space following the equation
∂Ci
∂t
=
∂
∂x
[
D0 (1 + ξf(x))
∂Ci
∂x
]
+RCi(1− C1 − C2),
(13)
for i = 1, 2, that is a two-population extension of Eq.
(1). We will work in the regime of weak perturbations
and assume that initial data for the two populations differ
by a small amount 2, i.e. C1(x, 0) = 0.50− , C2(x, 0) =
0.50 + , with  > 0. Let us define C = C1 + C2 and
Υ = C2 − C1. These quantities satisfy the equations
∂C
∂t
=
∂
∂x
[
D0
(
1 + ξf(x)
)
∂C
∂x
]
+RC(1− C), (14a)
∂Υ
∂t
=
∂
∂x
[
D0
(
1 + ξf(x)
)
∂Υ
∂x
]
+RΥ(1− C). (14b)
In the absence of fluctuations, if the two populations were
to start from the same initial populations, Υ(x, t) = 0.
To gain insight into the effect of the noise in the dynamics
of the two populations, we define κ(t) as follows.
κ(t) =
∫ ∞
−∞
dx Υ2(x, t). (15)
Differentiating κ(t) with respect to t, yields:
κ˙(t)− 2Rκ(t) = 2R
∫ ∞
−∞
dx C(x, t)Υ2(x, t)
− 2D0
∫ ∞
−∞
dx
(
1 + ξf(x)
)(
∂Υ
∂x
)2
. (16)
For two very close initial populations, for x < xfront
when C ≈ 1 then Υ ≈ 0, and when the two populations
diverge and Υ ≈ 1, then C ≈ 0. Thus, we can neglect the
first term in the right-hand side of Eq. (16). For small
perturbations, Ci ≈ C0i + ξC1i , and thus, Υ ≈ Υ0 + ξΥ1.
Keeping the lowest order terms in ξ, we get
κ˙(t)− 2Rκ(t) ≈ −2D0
∫ ∞
−∞
dx
(
1 + ξf(x)
)(
∂Υ0
∂x
)2
,
(17)
from where we can compute the fluctuations in κ.
κ1(t) = −2ξD0
∫ t
0
dt′ G(t− t′)
∫ ∞
−∞
dx f(x)
(
∂Υ0
∂x
)2
.(18)
where G(t−t′) is the green function for κ˙(t)−2Rκ(t) = 0.
Finally, using that 〈f(x)f(y)〉 = δ(x− y) we obtain
〈∆κ2〉 = 4ξ2D20
∫ t
0
∫ t
0
dt′dt′′ G(t− t′)G(t− t′′)∫ ∞
−∞
dx′
(
∂Υ0(x
′, t′)
∂x′
∂Υ0(x
′, t′′)
∂x′
)2
. (19)
When the two populations start from non-equal initial
populations Υ 6= 0, therefore, the integral in Eq. (19) is
non-zero, and κ fluctuates due to the noise.
To gain more detailed understanding of effect these
fluctuations, we solved Eq. (13) numerically. For non-
zero  in an homogeneous environment we know that C1
will be extinct, due to its smaller initial value (see Fig-
ure 3a, C
(ξ=0)
1 ). Figure 3(a) shows that weak fluctuations
delay the extinction process (see C
(ξ=0.1)
1 ). Interestingly,
strong fluctuations have a substantially different effect.
As Figure 3(a) shows, since they enhance the extinction
4process (see C
(ξ=0.9)
1 ). To further study the effect of noise
amplitude ξ, on genetic loss, we studied the behavior of
heterozygosity, defined as H = 〈∫ C1C2dx〉 at the inva-
sion front where C1 + C2 < 1. Heterozygosity, which
quantifies coexistence of populations in invasion front,
gives us a measure of genetic loss. As Figure 3(b) shows,
diffusion constant fluctuations decrease genetic loss for
0 < ξ < 0.2 and increase it for ξ > 0.2.
0 5 0 0 1 0 0 0 1 5 0 0 2 0 0 0 2 5 0 00 . 0
0 . 1
0 . 2
0 . 3
0 . 4
0 . 5
 C ( ξ=0)1
 C ( ξ=0.1)1  
 C ( ξ=0.9)1
x
( a )
ξ
ξ
1 0 0 0 0 1 2 0 0 0 1 4 0 0 00 . 0 0 1
0 . 0 1
0 . 1
1 0 0 0 0 1 2 0 0 0 1 4 0 0 00 . 0 0 1
0 . 0 1
0 . 1
  ξ= 0 . 2  ξ= 0 . 5  ξ= 0 . 8  ξ= 0 . 9
t

  ξ= 0  ξ= 0 . 0 1  ξ= 0 . 1  ξ= 0 . 2
t

( b )
FIG. 3: (a) Plots of the densities C
(ξ=0)
1 (x, t), C
(ξ=0.1)
1 (x, t),
and C
(ξ=0.9)
1 (x, t) for the same time. Environmental fluctu-
ations interfere with extinction process in a nonlinear way.
Strikingly, weak fluctuations decrease genetic loss and strong
ones the intensify extinction process. (b) Heterozygosity as a
function of adimensional time for different values of the envi-
ronmental noise amplitude ξ. Diffusion constant fluctuations
postpone genetic loss in the range 0 < ξ < 0.2. The inset
shows that for ξ > 0.2 diffusion constant fluctuations inten-
sify genetic loss.
Number fluctuations are motivated from properties of
the populations, here we find that fluctuations originated
from the environment can also play a substantial role in
genetic loss processes. The possible effect of the environ-
ment has been overlooked in many fields, including tumor
genetics [23, 24]. Our findings suggest that even simple
properties of the environment can affect the frequency of
competing clonal subpopulations and thus evolutionary
dynamics within tumors.
These findings may have implications in the context
of human populations where different parameters such
as the demographic modalities in which migration takes
place, are known to drive expansion [18]. As such, spa-
tial fluctuations in any of these properties can inter-
fere with genetic loss and increase/decrease its inten-
sity. This could explain in a simple way how genetic loss
can be faster in specific spatial areas [19], or be faster
than expectations for other cases [25]. Physical models
have already proven to be useful in prehistoric human
populations studies by finding the velocity of Neolithic
transition (the shift from hunter-gatherer to agricultural
economies) in Europe [26–28]. The model studied here
could prove useful in a different context related to the
evolution of the human species.
Conclusion. In this paper, we have analyzed the ef-
fect of spatial fluctuations of the diffusion on different
properties of invading populations. Similar to popula-
tion number fluctuations, diffusion fluctuations lead to
front position wanderings. As to genetic loss, our results
show that while weak fluctuations favor the coexistence of
populations, strong fluctuations intensify the extinction
process. These findings together shed light on invasion
in heterogeneous environments and provide grounds for
the explanation of variations in human genetic loss inten-
sity in different geographical regions and provide another
source of heterogeneity in human tumors evolutionary
dynamics.
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