Abstract. The paper is devoted to applications of modern variational f).nalysis to the study of constrained optimization and equilibrium problems in infinite-dimensional spaces. We pay a particular attention to the remarkable classes of optimization and equilibrium problems identified as MPECs (mathematical programs with equilibrium constraints) and EPECs (equilibrium problems with equilibrium constraints) treated from the viewpoint of multiobjective optimization. Their underlying feature is that the major constraints are governed by parametric generalized equations/variational conditions in the sense of Robinson. Such problems are intrinsically nonsmooth and can be handled by using an appropriate machinery of generalized differentiation exhibiting a rich/full calculus. The case of infinite-dimensional spaces is significantly more involved in comparison with finite dimensions, requiring in addition a certain sufficient amount of compactness and an efficient calculus of the corresponding "sequential normal compactness" (SNC) properties.
necessity to deal with "lack of compactness" in infinite dimensions, which requires the usage of certain appropriate "normal compactness" properties and workable .rules of their calculus.
The primary goal of this paper is to derive effident necessary optimality conditions for general infinite-dimensional EPECs and MPECs o~ th!'l base of the advanced generalized differentiation theory of variational analysis in infinite-dimensional spaces.
The rest of the paper is organized as follows. Section 2 presents a brief review of the basic generalized differential construetions of variational analysis and normal compactness properties needed for formulations and proofs of the main results.
Section 3 is devoted to the study of infinite-dimensional EPECs from the viewpoint of multiobjective optimization with equilibrium constraints of type (1.1) on the lower level and equilibrium relations·on the upper level given by ·"generalized order optimality." .The results obtained are based on the extremal principle of variational ,analysis, which plays a fundamental role in the nonconvex variational theory. and applications similarly to convex separation theorems under convexity assumptions. Its infinite-dimensional version in product spaces happens to be the most appropriate for applications· to EPECs.
In Section 4 we study some classes of EPECs in infinit~dimensional spaces with equilibrium criteria oil the upper level given by "closed preference relations." This eventually requires different tools of generalized differentiation and versions ofthe extremal prindple in comparison with. problems from Section 3, while leading to a series of independent results in problems of multiobjective optimization and EPECs. Certain special structures of equilibrium constraints are studied in more detail.
In the final Section 5 we con8ider a . .general cla8s of infinite-dhnensional. MPECs and develop an approach to deriving necessary optimality conditions based on "exact penalization" procedure combining with appropriate tools of generalized differentiation. In finite dimensions, this approach goes back to Ye and Ye [31] and Outrata [22] , while the infinitedimensional case under consideration happens to be significantly more involved and offers a larger variety of qualification and optimality conditions. Note that the notion of "calmness" (or "upper-Lipschitzian" property), which is essentially due to Robinson {26, 28] , plays a crucial role in this approach.
Our notation is basically standard; see [16, 17] . Recall that, .given a set-valued mapping F: X =t X* between a Banach space X and its topological dual X*, the sequential PainleveKuratowski upperjouter limit ofF as x-x with respect to the norm topology of X and the weak* topology w* of X* is with xk E F(xk) for all k E IN}, (1.2) where IN:= {1, 2, ... }. Recall also that the symbols x ~ x and x ~ x signify, respectively, that x .._. x with x E n and that x -x with 'P(x) -'P(x) for sets n c X and extendedreal-valued functions 'P: X.._. 1R := [-oo, oo]. Unless otherwise stated, all the·spaces under consideration are Banach with the norm II · II and the canonical pairing ( ·, ·) between the space in question and its dual. We use JBx to denote the closed unit ball of X, where the subindex "X" is omitted when there is no confusion; JB* stands for the closed unit ball of the dual 'Space in question.
Lims!lpF(x)
:
Preliminaries in Variational Analysis
We start with a brief review pf the basic generalized differential constructions of variational analysis and some of their properties widely used in what follows. This is taken from the author's book [16] , where the reader canfind a comprehensive theory for these constructions with extensive discussions, references, and commentaries. Developing a geometric approach to generalized differentiation, let us first define the see, e.g., the book by Phelps (25] for more details and references.
Given a set-valued mapping F: X =t Y and a point (x, y) from its graph (16, Chapter 2] for the detailed study and discussions), which is a variational counterpart of convex separation in nonconvex settings. · .
Next we recall "normal compactness" properties of sets, s~t-valued mappings, and extended-real-vltlued functions that are automati~ in finite. dimensions while playing a crucial role in infinite-dimensional variational analysis and its applications; see (16, 17) . Since these properties are employed in the paper only in the Asplund space setting, we give simplified definitions equivalent to the general ones [16) in the sense of Jourani and Thibault (12) . We refer the reader to [16, 17) for other efficient conditions implying the SNC/PSNC properties for specific classes of set-valued and single-valued mappings and to the well-developed SNC calculus ensuring the preservation of such properties under various opetati~ns; this seems t? be, the most important for applications. Note that the proofs of the major rules of SNC calculus are also based on the extremal principle.
Multiobjective Optimization and EPECs via Generalized
Order Optimality
In this section we study. EPECs, where equilibrium/efficiency relations on the upper level are given by a certain "generalized order optimality" that can be treated from the viewpoint of multiobjective optimization. first we formulate t~is notion in the vein of (17' 
The set 9 in Definition 3.1 can be viewed as a generator of an extended order/preference relation between Zl, Z2 E z defined by Zl-Z2 € e. In the scalar case of z = lR and e = JR_, the above notion clearly reduces to the standard optimality with the cost·function f.
Note that we do not ass~e t,l:lat the ordering set 9 is either convex or of nonempty interior. If it is a convex subcone of~ with ri 9 :P 0, then the concept of Definition 3.1 e~compasses a Pareto-type efficiency/equilibrium requiring that there is no x E Q n U with
; to see this, we put Zk := zo/k, k E JN, with some zoE ri9. The standard weak Pareto efficiency corresponds to the more restrictive relation f(x)-f(x) E int 9, while the Pareto efficiency means that there is no x E fl n U for which f(x)-f{x) E 9 and f(x)-f(x) ¢. 9; compare, e.g., the book by Jahn (11] and its references.
Our goal in this section ·is to derive necessary optimality conditions for EPECs with equilibrium relations given by the generalized order optimality on the upper level. To begin with, consider the following abstmct EPEO. .given f: X x Y --t Z, 0 E 9 c Z, and a set-valued mapping S: X =t Y, find a local (!, 9)-optirrial point (x, jj) subject toy e S{x).
{3.1)
The set-valued mapping S in (3.1) can be viewed as a parametric solution map to abstract constraints of a genemlized equilibrium type, which particularly cover those (1.1) of our main interest in this paper. We begin with necessary conditions for local optimal solution to (3.1) in Asplund spaces. For brevity and simplicity, consider only the case when the cost mapping f is locally Lipschitzian; more .general cases .can. be treated in the line of [17, Section 5.3] . Note that the primary driving forces for proving the results of this section are the exact extremal principle in produ~t 1:1paces {17] along with the comprehensive generalized differential .and SNC calculi developed in [16] . 
Then there is z* E N(0;9) \ {0} satisfying
Moreover, the qualification condition (3.2) is automatic and the necessary ~ptimality cort-
provided that f is strictly Lipschitzian at (x, y).
Proof. It is easy to observe that the point (x, y) is locally (!, 9, gph 8)-optimal in the sense of Definition 3.1 in the product space X x Y. Since both spaces X andY are assumed to be Asplund, their product X x Y is also Asplund, by the well-known fact from the theory of Asplund spaces [25] . Thus we can apply the results of [17, Theorem 5 .59] that give necessary conditions for general problems of constrained multiobjective optimization. According to assertion {ii) of the latter theorem, whose proof employs the full power of the exact extremal ·principle in product of Asplund spaces [17, Lemma 5 .58] and the corresponding generalized differential and SNC calculi, we find z* E N(O; 9) \ {0} such that
provided that either 9 is SNC at 0, or the inverse mapping
is PSNC at (z, x, y). In (3.5), ~(·; 0) stands for the indicator mapping of the given set 0 c W (0 = gphS C X x Yin our case) with respect to the image space Z defined by
Further, we need to present the optimality condition (3.5) and the PSNC assumption on (3.6) in terms of the initial data of the problem (3. 2) of the normal coderivative that (x*, y*) E Dj.;/(x, y)(O). We similarly conclude from (3.8) and {3.10) that {(x2k' Y2k)} weak* converges to some (x2, Y2) E X* x Y* along a subsequence and that actually (x2,y2) E N((x,y);gphS) due to (2.1) bypassing to the limit in the second inclusion of (3.9). Moreover, (x2, Y2) = ( -x•, -y*) by passing to the limit in equaiity · (3.10). Thus
and hence (x*, y*) = (0, 0) by the qualification condition {3.2). Observe that the necessary conditions of Theorem 3.2 are established in the normal form, with a nonzero "multiplier" z* corresponding to t;he cost mapping f. This is due to the imposed qualification condition (3.2). Since the optimality and qualification conditions obtained are of the same ( duaQ nature, they can be unified in a single necessary optimality condition written in the non-qualified form, which ensures the nontriviality of the whole collection of "multipliers" corresponding to the cost mapping and constraints, while does not exclude that the "cost multiplier" equals zero. 
Corollary 3.3 (non-qualified necessary conditions for abstract EPECs
Proof. When 9 is SNC at 0, (3.11) is the same as (3.3) with z* E N(O; 9) \ {0} by the normal coderivative definition (2.2). When f-1 is strongly PSNC at (z, x, y) and the qualification condition (3.2) is satisfied, (3.11) also reduces to (3.3) with z* E N(O; 9) \ {0}. On the other hand, the negation of (3.2) means that (3.11) holds with some (x*, y*) =f: 0. ~ Next let us consider our main problem in this section when the mapping S(-) in the abstract EPEC (3.1) is given in the form of equilibrium constraints (1.1), i.e., S(·) is the solution map to the parametric generalized equations/variational systems For brevity and simplicity, we restrict ourselves to the case of strictly Lipschitzian singlevalued mappings under consideration. These assumptions can be dropped or significantly relaxed on the base of Theorem 3.2 and appropriate rules of-generalized differential and SNC calculi (cf. (17] ); however, it leads us to results technically more involved and complicated in formulation. The result formulated in the theorem is given in the general non-qualified 
{3.14)
due to the strict Lipschitzian requirement on fat (x, y). Thus, under the latter assumption in addition to the other assumptions of Corollary 3.3, it ensures the existence of.(x*, y*, z*) satisfying (3.11) with z"' :f: 0.
Let us now· express/ estimate the normal coderivative DivS( x, jj) for the mapping S in (3.12) via the initial data of (3.12) and the requirements imposed directly on q and Q. Employing (16, Theorem 4.46], we .get the upper estimate
provided that the adjoint generalized equation to ( 1.1) has only the trivial solution: (3.16) and that either Q is SNC at (x, y, p), or dim P < oo. Substituting (3.14) and (3.15) into (3.11), we arrive at (3.13) with z"' :f: 0 under the qualification condition {3;1'6) and the assumptions made in the theorem.
On the other hand, the negation of {3.16) means that there is 0 ·:
This gives (3.13) with z"' = 0 and p* :f: 0, which completes the proof of the theorem. l~.
The qualification condition (3.16) and its counterparts for more .general mappings q in (1.1) play a significant role in the analysis of equilibrium constraints {sensitivity, optimality conditions for MPECs and EPECs, etc.); see (16, 17] . It reminds us Fredholm's alternative· for integral equations, where the triviality of 'Solutions to the adjoint equation is a crucial condition for solvability of the original one. For this reason, we call {3.16) the Fredholm qualification condition for generalized equations and the associated MPECs and EPECs. As follows from the proof of Theorem 3.4, the qualification assumption (3.16) ensures the normal form of the necessary conditions in (3.13) with z"' :f: 0 ....
Let us next present further elaborations of the results obtained for some important classes of EPECs, where the multivalued part (field) of the equilibrium constraints (1.1) is given in a subdifferential form typical for the majority of applications. Usually subdifferential structures arising in applications involve certain compositi()ns. · We pay the main attention to the composite subdifferential structures given in the following forms:
where g is a single-valued mapping between Banach spaces and where 1/J is ali extendedreal-valued function. For convenien~e, we refer (borrowing mechanical terminology) t.o ·the ' first structure in (3.17) as to that with composite potentials, while the second structure the second structure in· (3.17) is that with composite fields. The subdifferential in (3.17) is taken in our basic sense (2.4), while other subdifferential constructions can be con5idered · as well in a similar way.; compare, e.g., [18) . Parametric generalized equationS (equilibrium constraints) with multivalued parts given in both forms (3.17) eilcompa8s a variety of parametric variational systems including particularly Va.riational inequalities and nonlinear complementarity (as well as implicit complementarity) problems, sets of stationary solutions in nonlinear programming, hemivariational and quasivariational inequalities, etc.; see more discussions and examples in the books {6, 13, 16, 24) and the references therein.
Observe that equilibrium constraints (1.1) with subdifferential structures (3.17) contain by construction a first-order information. arising, in particular, from first-order necessary conditions in lower-level optimization problems·. Thus necessary conditions (and related results) for upper-level problems with equilibrium constraints of the (first-order) subdifferential type naturally require certain second-order generalized differential objects.
Recall the second-order subdifferential notion for extended-real-valued functions used in what follows; see the book [16) and its references for more details and historical comments. Given cp: X-IR finite at x and given fj E 8cp(x), the (normal) second-order subdifferential of cp at x relative to fj is defined by
i.e., as the (normal) coderivative (2.2) of the first-order subdifferential mapping (2.4). When cp E 0 2 around x, the set (3.18) is a singleton for each u E X"'"' reducing to the classical second-order derivative (Hessian) of cp at x:
where the adjoint operation is not needed· in finite-dimensional spaces, due to the symmetricity of the classical Hessian matrix. In general, (3.18) defines a positively homogeneous set-valued mapping from X"'"' into X"', which possesses an extensive calculus in both finite and infinite dimensions; see [16) . Besides various situations and mcamples considered in the books [16, 17) and the references therein, we particularly refer the reader to the papers [4, 18, 19] containing precise calculations of the second-order subdifferential for favorable classes of extended-real-valued functi~ns arising in various opti~ization and equilibrium problems motivated by numerous applications. · Let us first consider EPECs whose equilibrium constraints a!e governed by the subdif-· ferential genemlized equations with composite potentialS · · · 0 E q(x,y) +8(.,Pog)(x,y) , (3.19) where q: we get the equality where v is uniquely determined by (3.20) . Substituting this into (3.13) with Q = Q(y) and taking into account that P = Y* is finite-dimensional,_ we ari'ive at (3.21) under the assumptions ,made and thus complete the proof of the theorem. b.
The next result concerns EPECs (3.1) governed by pammeter-dependent equilibrium constraints in the subdifferential form with composite potentials (3.19) . In contrast to the preceding theorem, we consider the case when all the spaces involved but the image space Z for the cost mapping are finite-dimensional. At. :the same time, the structure of the composite potential 1/J o g is significantly more general than in Theorem 3. see [30] and also [16] for more details concerning this remarkable class of functions largely encountered in finite-dimensional variational analysis and parametric optimization. In (3.22) , .. ' iiEM(x,y)
81/l(w)
for !ttl u E JRn x !Rm. Substituting {3.24) into (3.13), we arrive at ihe necessary optimality conditions of the theorem for the EPEC under consideration. b.
Observe that the second-order q~alification condition {3. Then there are z* E N(O; 9) and u E JRl, not both zero, such that
provided that eithere is SNC at 0, or J-1 is strongly PSNC at (z,x,y).
Proof. Again we are based on Theorem 3.4, where P = JRl and where
Q(x,y) = (8'1/Jog)(x,y).
To apply the necessary condition (3.13) of the latter theorem, we need to express the coderivative D* = D'N of the composition 8' 1/J o g with values in JRl via the generalized differential constructions for ' 1/J and g at the corresponding points. The appropriate coderivative chain rule of [16, Theorem 3.13) , the scalarization formula of [16, Theorem 3.28) , and construction (3.18) of the second-order subdifferential yield the upper estimate
. .
under the second-order qualification condition (3.25) . Substituting (3.27) into (3.13), y.re arrive at the necessary optimality condition of the theorem. ·D.
If the inner mapping g in the equilibrium constraint composition happens to be strictly differentiable at (x, y), the results of Theorem 3.7 admit significant: simplifications. 
Corollary 3.8 (necessary conditions for EPECs with composite fields of special structure). Suppose that in the framework of Theorem 3.7 the inner composite .mapping g: X x Y--+ JRl is strictly differentiable at (x,jj). Then all the conclusions of this theorem hold with the replacement of the qualification condition

,P(w,p)(u).
Proof. It follows from the subdifferential representation 8{v,g)(x,y) = {Vg(x,y)*v} held for strictly differentiable mappings.
Multiobjective Optimization and EPECs with Closed Preference Relations
The main objective ofthis section is to study EPECs whose preference/equilibrium relations on the upper level are defined via the so-called . closed preferences. The results obtained in . this ways are gener8.lly independent of those in Section 3.
Given a Banach space Z and a subset R c Z x Z, we say that Zl is preferred to z 2 (notation Zl -< z2) if (zl! z2) E R. In what follows, we consider nonreflexive preference relations, i.e., such that the preference set R does not contain the diagonal. (ii) Observe that we always have the inclusion (in the setting under cons~deration)
where the equality holds under the so-called normal semicontinuity of Q at (i, x), which is the case for a broad class of mappings under reasonable assumptions; see !17, Subsection 5.3.3] for more discussions and sufficient conditions. The ISNC property is obviously automatic in finite dimensions, while in infinite dimensions it holds under certain uniform Lipschitz-type ass~mptions; see the above. reference and [21] for precise results and discussions. Note also that full calculus is availablefor the . ISNC property of moving sets, similarly to that for "non-moving'' objects. It is not hard to check that the point (x, y, z) belongs to 8i(z) n 82 {by the local satiation property of the preference-<) and happens to be locally extremal for the system {811 82} at (z, 0) in the sense that there is a neighborhood U of (x, y, z) such that for any point z E .C(z) close to z but not equal to the latter by the preference -< nonrefiexivity. This follows directly from the local optimality of (x, y) in (4.2) and the almost transitivity property of-<; see [17, Example 5.65 ) for more details.
Since the spaces X, Y, and Z are assumed to be Asplund, its product X x Y x Z is Asplund as well, and we can apply to the system { 8 1 , 8 2 } the extended extremal principle for multifunctions (see {20, Theorem 4.3) and [17, Theorem 5.68] ). Note that the mapping 81 is locally closed-graph {which is essential for the latter result), since the preference -< is assumed to be closed around z.
Given e > 0 and applying the afore-mentioned extremal principle to system ( 4.5) in X x Y x Z, find zo E z + eiBz; (xi, Yi, Zi) E (x, y, z) + elBxxYxz,, and (xi, Yi, zi) E X* X Y* X Z* fori= 1,2 such that (Xl!Yl) E gphS, Zl E cl.C(zo), Z2 = l(x2,Y2), and (xi,yi,zi) E N((xl,Yl!Zl)iSl(zo)), (x2,y2,z2.)E N((x2,Y2,z2);S2) ,.
(4.6)
Taking into account the structure of {81, 82} in (4.5) and using the product property N ( ·; fh x fh) = N ( ·; fh) x N ( ·; 02) for Frechet normals (which can be easily checked by definition), we get from (4.6) that
Now pick the sequence e := 1/k as k --+ oo and add the subindex '~k" to the corresponding elements above. By construction, we immediately have that zok --+ z and Passing to the limit in the first relationship of ( 4. 7), we have
Then we arrive to all the three inclusions in (4.3) by passing the limit in (4.8) and taking into account the definitions ofthe basic (2.1) and extended (4.1) normal cones.
Let us justify the nontriviality condition (x*, y*, z*) :f: 0 under the SNC/ISNC assumptions made. To proceed by contradiction, suppose that {x*, y*, z*) = 0. Then (4.9) Assuming the SNC property of I at (x, y), we have from (4.9) that ll(xik, Yik' zik)ll --+ 0, which contradicts the second relationship in (4.7). On the other hand, if both the SNC assumption on Sat (x, y) and the ISNC assumption on Cat (z, z) hold, then ll(x2k, Yak' z2k)ll --+ 0, which contradicts ( 4. 7) as well.
To complete the proof of the theorem, it remains to consider the case when I is strictly Lipschitzian at (x, y). In this case, the scalarization formula of {16, Theorem Next consider EPECs defined in (4.2) with equilibrium constraints y E S(x) described by solution maps to the generalized equations (1.1). H~r simplicity, w~ present necessary conditions for optimal solutions to such problems when both mappings f and q are strictly Lipschitzian at (x, y). Having in hand Theorem 4.4, we can derive its specifications for the equilibrium constraints {1.1) given in each of the composite subdifferential forms {3.17). The formulations and proofs of results in this direction are similar to those presented in Section 3 for EPECs described via generalized order optimality on the upper level: they are fully based on the first,-order and second-ordercalculus rules developed in {16].
Optimality Conditions for MPECs via Exact Penalization
The last section of this paper is devoted to the class of mathematical programs with equilibrium constraints (MPECs), which can be considered as a particular case of EPECs with respect to standard minimization of real-valued cost functions. On the other hand, specific features of minimizing real-valued functions make it possible to develop necessary optimality conditions for MPECs that do not have any counterparts in the case of EPECs and general problems of multiobjectivefvector optimization.
In particular, specific results of the upper subdifferential type were developed by the author [14] for MPECs and other constraint minimization· problems. Results of this type, which essentially exploit the nature of real-valued minimization, are signiftcant(y different from more conventional results of the lower subdifferential type in nonsmooth constrained minimization that are mainly based on the well-developed subdifferential calculus for basic subgradients (2.4); see [14, 17] . for more details and discussions.
In this section, we follow another approach to (lower) subdifferential conditions for MPECs, which was developed by Ye and Ye [31] and Outrata [22] in finite-dimensional spaces. We consider here a general infinite-dimensional setting, which happens to be significantly more involved and leads us to a larger variety of results in comparison with MPECs in finite dimensions.
The underlying feature of this approach is a preliminary exact penalization of the constrained problems under consideration with ·subsequent applications of the subdifferentialf coderivative calculus to penalized problems whose spedai stiuctur.es are substantially different from the original ones and allow u8 to employ more suitable calculus results.
Let us start with formulating the calmness property of multifunctions {30], which essentially goes back to the "upper-Lipschitzian" property introduced by Robinson {26]. Note that the calmness/upper Lipschitziati notion for set-valued mappings in Definition 5.1 is closely related, for inverse mappings, to metric regularity at·(not around) a point introduced by Ioffe and employed by him for exact penalization results in (10] ; see also · [i 7] for more details and applications of this property under the name of ''weakened metric regularity." In fact, the following lemma proved by Ye and Ye [31] for calm mappings and earlier by Zhang [33] for upper Lipschitzian one~ in a more special case, is largely similar to the penalization/reduction theorem by Ioffe [10] established in somewhat different setting. The reader can find more results and information about applications of calmness and related properties in the recent paper by Henrion and Outrata (8] 
is calm at (0, t) with modulus l. Then there are neighborhoods V oft and U of 0 E Z such that (t, 0) E T x Z solves the penalized problem:
Observe that the major constraint 0 E F(t) in (5.2) is given in the form of nonpammetric generalized equations, and thus problem (5.2) can be viewed as an abstract MPEC. The next · result; providing necessary optimality conditions for the abstract MPECs (5.2), is based on applying the generalized differential and SNC calculi (16) In turn, the latter problem is equivalent to the minimization problem with geometric constraints given as the intersection of two sets:
·minimize <p(t) + J.tllzll subject to (t;z) E.gphFn(n x Z), which can be written as the .following unconstrained problem with an infinite penalty via the indicator function of a set: 
{5.9)
To proceed, we need representing the normal cone to the set intersection in (5;9} Applying Corollary 5.4 to the above problem with data (5.19) and taking into account that for both coderivatives D* = D!v, Du. Substituting (5.20) into the relationships of Corollary 5.4 and taking into account the special structure of (5.19) , we arrive all the qualification and necessary optimality conditions of the theorem. Observe finally that the mapping (5.3) in Corollary 5.4 reduces toG in (5.16) for the data (5.19) under consideration.· ~ As usual, the strict Lipschitzian assumption on the base mapping q in the generalized equation (5.15) allows us to specify and simplify the results obtained in Theorem 5.5. It is not hard to check, due to the special structure of hand G, that the assumptions made in the corollary ensure by (16, Corollary 4.41] that the mapping G is Lipschitz-like around (0, 0, 0, x, jj), and hence it is calm at this point; Since the qualification condition (5.17) is automatic for Lipschitzian mappings, the optimality condition (5.21) follows from (5.18) by the scalarization formula of [16, Similarly to the results of Section 3, we can derive specifications of necessary optimality and qualification conditions of Theorem 5.5 and Corollary 5.6 for the cases of MPECs with equilibrium constraints governed by parametric generalized equations with composite subdifferential structures given in each of the forms (5.17) .
