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Abstract
An effective medium approach similar to the coherent potential approximation
(CPA) in the theory of disordered alloys and to the DMFT has been extended
to the renormalization group equations in the local potential approximation
(LPA). Non-universal characteristics of the second order phase transitions such
as the critical temperatures and critical amplitudes have been calculated in good
agreement with the best known estimates. A possibility of cluster extension of
the LPA to improve its accuracy and to make the approach systematic and
self-contained has been discussed. A qualitative explanation of the discrepancy
between theoretical value of the critical exponent β and recent experimental
data on ordering in beta brass by the influence of non-universal contributions
has been suggested.
Keywords: self-consistent renormalization group equation, layer-cake
renormalization scheme, n-vector spin models, critical temperatures, critical
amplitudes, ordering in beta brass
1. Introduction
Phase transitions in many-body systems can be formally defined as the points
where the free energy is singular with respect to the parameters entering the
partition function, such as the external field and the temperature. Because mi-
croscopic Hamiltonians depend analytically on the parameters, the calculations
of the free energy by a finite order series expansion in powers of the Hamilto-
nian or of its part cannot be singular. This means that phase transitions can be
described only within non-perturbative approaches capable of calculating the
free energy to all orders in the Hamiltonian which in general is a difficult task.
The problem simplifies in lattice models where the infinite system can be
modeled by a finite cluster of lattice sites. In classical models which will be
discussed in the present Letter the cluster partition function can be calculated
exactly to all orders in Hamiltonian and with a suitable embedding of the cluster
URL: tokar@ipcms.unistra.fr (V I Tokar)
Preprint submitted to Elsevier October 14, 2019
into the infinite system remarkably accurate results can be obtained with the
use of small clusters [1, 2, 3, 4]. The cluster approximation is systematic in
the sense that it can be indefinitely improved by enlarging the cluster size,
so in principle it presents a viable alternative to the series expansions as a
general approach to many-body problems with strong interactions. The main
drawback of the cluster approach is that computationally accessible dimensions
of the clusters are limited so it is impossible to adequately treat very long-range
correlations [2, 4] which are indispensable in the description of the second order
phase transitions and critical phenomena [5].
The critical behavior can be effectively described within the renormaliza-
tion group (RG) theory [5, 6] which proved to be efficient in the vicinity of
critical points where interactions between large-scale fluctuations weaken and
sophisticated perturbative techniques make possible precision calculations of
the universal quantities, such as the critical exponents and the critical ampli-
tudes ratios [7, 8]. Experimentally, however, mainly non-universal quantities are
measured, such as the critical temperatures and individual critical amplitudes,
but their theoretical calculation in strongly coupled cases meets with difficul-
ties. Current non-perturbative RG approaches [9, 6, 10, 8] suffer from poorly
controlled approximations and so are not reliable enough to quantitatively pre-
dict non-universal quantities. Presumably because of this, phenomenological
theories and the high-temperature expansions of simple model systems devel-
oped before the advent of the RG theory are still being invoked to interpret
experimental data on the second-order phase transitions (see [11] and references
therein).
Taking into account that some non-universal quantities, such as the critical
temperatures, can be calculated with good accuracy within the cluster method
[2, 4], in the spirit of the RG approach it would be natural to use some cluster
technique to account for the short-range fluctuations and resort to RG only for
the treatment of the long-range ones. A step in realization of this approach was
made in [10] where the authors have succeeded in calculating a magnetization
curve and several critical temperatures in good agreement with the best known
values. This, however, was achieved with the introduction of arbitrary param-
eters into the calculations which casts doubts on the predictive abilities of the
approach. Besides, no recipe was given of incorporation into the RG procedure
of the notion of the effective medium which is central in the existing cluster
approaches [2, 3, 4] was not introduced in the in the RG scheme in [10].
However, sound though not rigorous arguments exist that it is the self-
consistency equations defining the effective medium underlie the success of such
renown methods as the coherent potential approximation (CPA) and the dy-
namical mean-field theory (DMFT) in the strong coupling regime (see the bib-
liography to the subject in review articles [12, 3] and also [13, 14]). Especially
relevant to us is the CPA because by means of the replica trick the disordered
alloy model can be reduced to a particular case (n = 0) of the n-vector models
which are the subject of the present study.
The main aim of this Letter is to derive a renormalization scheme based on
the local potential approximation (LPA) [15, 16] and a self-consistency condi-
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tion for the effective medium [13] formally the same as was used in the cluster
approach in [2, 4], though currently based only on the single-site cluster so the
scheme will be analogous to the single-site approximations (SSA) such as CPA
and DMFT. It will be shown that the implementation of the self-consistent LPA
scheme (SC-LPA) makes possible accurate calculation of non-universal quanti-
ties without use of arbitrary parameters. As a first physical application of the
method, semi-quantitative arguments will be presented that the non-universal
contributions may be responsible for the discrepancy between the universal value
of the critical exponent β calculated within RG theory and the values obtained
in recent experiments on ordering in beta-brass [11].
2. Definitions and notation
In this Letter we will deal with classical statistics of the n-vector mod-
els which describe real continuous n-component lattice fields on periodic d-
dimensional lattices which interactions are described by Hamiltonians of the
following general form
H [s] =
1
2
sσiǫijsσj +
∑
i
HI(si) =
1
2
sσ ǫˆsσ +HI [s]. (1)
Here the first terms on the right hand side (r.h.s.) describes the pair interaction
between the fields sσ = {sσi} at sites i and j which may be different while the
interaction part HI is assumed to be local to the sites. Small Latin subscripts
denote integer d-dimensional site coordinates, the Greek subscripts σ = 1, . . . , n
refer to the n-vector components. The boldface quantities will denote the n-
vectors and also the d-dimensional momenta km in the lattice Fourier transform
over spatial coordinates, but the integer d-dimensional lattice site vectors i, j
for simplicity will not be boldfaced. To farther simplify notation, summation
over repeated discrete (but not continuous) subscripts will be implicitly assumed
throughout the paper. Besides, vector-matrix notation for the lattice coordi-
nates will be used as, e.g., in the matrix of the pair couplings ǫˆ = ||ǫij || in (1).
In the general anisotropic case the couplings may depend also on σ but in the
present paper only fully O(n)-symmetric Hamiltonians will be considered.
It is important to note that separation of H into the quadratic and the
interaction parts in (1) is not unique because an arbitrary quadratic term can
be added to the first part and simultaneously subtracted from HI with the total
Hamiltonian remaining unchanged. This trick will be essential in the effective
medium theory in the next section but in (1) it will be used only to impose on
ǫij the requirement that its Fourier transform behaved at small k as
ǫ(k)|k→0 ∝ k
2 (2)
which is convenient in implementation of the RG technique [5].
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The partition function of the n-vector models is defined by the multiple
integral over N values {si} (N the number of lattice sites) of field s as
Z[h] =
∫ ∏
i
dsie
−H[s]+hi·si (3)
where the source field h has been introduced so that the partition function can
be used as the generating functional of the correlation functions (CFs) of the
field.
By the linked cluster theorem the generating functional of connected CFs
is given by lnZ[h]. Two such CFs will be needed in the present study: the
magnetization
mσi ≡ 〈sσi〉 =
∂ lnZ[h]
∂hσi
∣∣∣∣
h=0
, (4)
and the connected part of the pair CF GRij
GRij =
∂2 lnZ[h]
∂hσi∂hσj
∣∣∣∣
h=0
= 〈sσisσj〉 −mσimσj . (5)
Though in general case non-trivial pair correlations between all field components
may exist, the CFs diagonal in σ defined in (5) are sufficient in the fully O(n)
symmetric case that will be considered in the present paper in the n > 1 models.
All diagonal CFs are equal due to the symmetry so the subscript σ may be
dropped. The spontaneous symmetry breaking will be discussed only for the
Ising model with n = 1 so the subscript would be also superfluous. In (5) and
throughout the paper superscript R denotes fully renormalized quantities.
The Fourier transformed CF (5) may be expressed through the exact mass
(or self-energy) operator rR as
GR(k) =
1
ǫ(k) + rR(k)
. (6)
This representation is convenient in approximate calculations because unlike GR
which in the vicinity of the critical point rR(k→ 0)→ 0 is strongly momentum-
dependent (see (2)), the mass operator in many cases can be approximated by
a momentum-independent constant as, for example, in the CPA, in DMFT, and
in the critical region [5].
3. Functional-differential formalism and the self-consistency condi-
tion
A general self-consistency equation for the mass operator within the func-
tional formalism is discussed in detail in [13, 2, 4, 17] so below only short
explanations will be given to the formulas that will be needed in subsequent
calculations.
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In strongly coupled models the calculation of the exact rR(k) is usually
beyond the reach so one has to resort to approximate treatments. Useful ap-
proximations adopted, e.g., in CPA and DMFT, can be obtained by the neglect
of the momentum dependence of the self-energy. In the case under consideration
this amounts to assuming that the exact GR (6) can be approximated by the
following trial CF
G(k) =
1
ǫ(k) + r
≈ GR(k). (7)
The last equality means that the momentum-dependent function rR(k) is ap-
proximated by k-independent constant r. Obviously, there is much ambigu-
ity in doing this which can be used to adjust the approximation to satisfy
some condition. In the SSA, like CPA and DMFT, r is set to be the average
r ≈ N−1
∑
k
rR(k) over the Brillouin zone (BZ)which is equivalent to assuming
that the mass operator is diagonal in the lattice coordinates. From the k-space
standpoint this means that all Fourier momenta are equally important in the
problem under consideration.
But in the critical region the most important are not local contributions
but those with the largest spatial extent, i.e., with the smallest k, so it seems
natural to account for this by setting
r ≈ rR(k = 0). (8)
The adequacy of this approximation will be verified in explicit calculations below
but it can be immediately noted that GR ≈ G presupposes that the critical
exponent η = 0 because at the critical point r = 0 and from (2) it follows that
as |k| → 0 G ∼ 1/k2. This deficiency makes the approximation poorly suited
for 2D systems where η has an appreciable value so only 3D models will be
treated in the explicit calculations in section 5.
Explicit self-consistency condition for r similar to the CPA and DMFT equa-
tions is obtained as follows. First, the field-dependent partition function (3)
which is the generating functional of CFs can be expressed through the gener-
ating functional of the scattering matrix S as [18, 19]
Z[h] = e
1
2hσGˆhσS[hGˆ] (9)
or, equivalently,
lnZ[h] =
1
2
hσGˆhσ − U
R[hGˆ] (10)
where UR is the generating functional of the connected part of S and CF G
defined in (7) fulfills the role of the propagator. Here and below the terminology
from the quantum field theory, such as the scattering matrix, the propagator,
etc., has been used which may not have much physical meaning in statistical
models but the formalism we are using is universal [19] and the use of the
established terminology should facilitate comparison with physically different
but formally similar theories, such as the CPA and DMFT.
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Figure 1: Tree terms of expansion of UR[φ] in powers of φ for the functional even in the field
variable.
The validity of expressions (9) and (10) is easy to understand diagram-
matically. The connected diagrams for S-matrix (see figure 1) differ from the
diagrams for lnZ in that they describe either (quasi)particle scattering or reac-
tions but not the free propagation. This is accounted for by the first term on
the r.h.s. of (10). Another distinctions is that the diagrams in the generating
functional of S-matrix [13, 2, 4, 17]
S[φ] = det(2πGˆ)n/2 exp
(
1
2
∂φσGˆ∂φσ
)
e
r
2φi·φi−HI [φ] (11)
are “amputated”, that is, the tails in figure 1 correspond to field φ and do not
contain the factors Gˆ that are present in the corresponding diagrams in Z[h].
This is remedied by replacing φ in (11) by hGˆ in (9) and (10). Note that in
the rightmost exponential an arbitrary quadratic term proportional to r has
been introduced because of the arbitrariness in the definition of the interaction
Hamiltonian as discussed in the previous section. It is compensated by r in
G (7) so that Z[h] in (3) does not depend on this parameter, as can be easily
shown formally [13, 2, 4, 17].
One of the reasons for introducing the generating functional of S-matrix
into the statistical theory was that the diagrams with l tails in the generating
functional lnZ[h] include the product of l functions G(k). In the critical region
where all k are small this factor strongly depends on the momenta which makes
numerical approximations difficult. In contrast, the diagrams in UR[φ] are
devoid of these factors and the amputated contributions admit approximation
of the expansion coefficients by k-independent constants, as, e.g., in CPA and
DMFT. This property will be used below to introduce the LPA.
More important reason for using S-matrix is that it makes straightforward
generalization of the effective medium approaches of the CPA and DMFT type
to other cases, in particular, to the description of phase transitions [13, 2, 4, 17].
Formally the generalization is based on the exact expression for GR obtained
by substitution of (10) in (5):
GRij = Gij −Gii′ (u
R
2 )i′j′Gj′j . (12)
This expression differs from (7) by the second term on the r.h.s. so for self-
consistency of the theory it should vanish which means uR2 = 0. From figure 1 it
is seen that without the second diagram individual excitations can be perturbed
only by other excitations but not by the medium within which they propagate.
In this sense the medium can be called “effective.
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With constant r the effective medium condition can be satisfied only approx-
imately. In the CPA and DMFT the approximation consists in assuming that
the scattering is localized on the sites so that (uR2 )ij ∝ δij and r (the coherent
potential or the self-energy) is adjusted so that (uR2 )i=j = 0. The SSA, however,
gives a very poor description in the vicinity of the critical point [2] that is why
in the previous section the condition (8) has been suggested. As is easily seen
by Fourier transforming (12) it amounts to
uR2 (k = 0) = 0. (13)
Implementation of this condition requires explicit calculation of the long-wave-
length limit of uR2 which will be done below within a lattice generalization of the
functional RG approach developed in [16] for n-vector models in the continuous
space.
4. The layer-cake renormalization scheme
As was pointed out earlier, the generating functional of S-matrix is conve-
nient for approximate calculations so the RG equation will be derived with the
use of (11) by casting it in the form
e−U
R[φ] = exp
(
1
2
∑
k
∂φσ,kG(k)∂φσ,−k
)
e−U
0[φ] (14)
where
φσ,k = N
−1/2
∑
j
e−ij·kφσj . (15)
and
U0[φ] = −
r
2
φi · φi +HI [φ] + (f.i.t.). (16)
Here and everywhere below (f.i.t.) stands for field-independent terms which will
not be needed in calculations below. They, however, contribute to the absolute
value of the free energy and should be included in the calculations if this quantity
is of interest.
Fully renormalized UR will be approximately calculated within the renor-
malization scheme developed in [16] for continuous space and adopted to the
lattice case with the help of the layer-cake representation of the propagator G
in (14). The layer-cake representation is defined only for non-negative functions
[20], so we will assume that G(k) > 0 which is valid for all models discussed
below. The representation is introduced by the identity
G(k) =
∫ G(k)
0
dt′ =
∫ tend
0
θ[G(k) − t′]dt′ (17)
where tend = 1/r is the maximum value of the evolution parameter t (see figure
2).
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Figure 2: Schematic illustration of the difference between the infinitesimal elimination steps in
the layer-cake (horizontal slices) and the Wilsonian (vertical slices) renormalization schemes
shown for 1D propagator (7).
Integration over t′ in (17) effectively splits the differential operator in (14)
into infinitesimal contributions that can be used in the incremental renormal-
ization procedure [5, 16]. In the layer-cake renormalization scheme the field
components are integrated out layerwise [16], as shown in figure 2. Partly
renormalized U [φ, t] at intermediate “times” is defined by the equation
e−U [φ,t] = exp
(
1
2
∑
k
∫ t
0
θ[G(k) − t′]dt′∂φσ,k∂φσ,−k
)
e−U
0[φ] (18)
so satisfies the functional-differential evolution equation
U ′t =
1
2
∑
k
θ[G(k) − t]
(
∂φσ,k∂φσ,−kU − ∂φσ,kU∂φσ,−kU
)
. (19)
with the initial condition U [φ, t = 0] = U0[φ] in (16). Equation (19) has a form
of the exact RG equations derived, e.g., in [5, 21] (see bibliography to more
recent literature in [9, 6, 8, 10]) from which it differs only by the choice of the
cut-off function and by the absence of the rescaling of variables often used to
obtain the equations in scaling form. The rescaling of (19) could be easily done
but it would introduce into the equation the largest critical exponent d which
simply reflects the fact that the free energy grows with the linear system size L
as Ld. Being the largest Lyapunov exponent of the equation, however, it would
noticeably deteriorate its numerical solvability.
Equation (19) is exact and its solution could be used to obtain all CFs by
differentiating (9) with respect to the source field. However, its exact solution
is impossible for nontrivial models so approximations and simplifications are
in order. One simplification is achieved by restricting consideration to only
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homogeneous source field h which in the momentum space will have only one
non-zero Fourier component hk=0. Thus, to calculate magnetization in (31),
only UR[φ
k=0] needs to be kept in (10). In view of this we will assume that all
field components in (19) with the momenta outside the “Fermi surface” defined
by the condition G(k) = t or
ǫ(k) = t−1 − r ≡ EF (20)
will be set equal to zero so at t = tend only the component φk=0 will survive. In
this case the functional UR effectively becomes a function of a single n-vector
variable.
4.1. The LPA
As was noted in the Introduction, the LPA is similar to the such approxi-
mations as CPA and DMFT in that currently it cannot be rigorously justified
in the strong coupling case. (In the limit of weak coupling all approximations
reproduce correctly the lowest-order perturbative terms so, on the one hand, the
perturbation theory justifies them in this limit, on the other hand, makes them
superfluous.) The gradient expansion [22, 23] frequently invoked to substantiate
LPA is inapplicable in lattice models, so only heuristic arguments, such as those
presented below, can be given to qualitatively understand, at least qualitatively,
why LPA gives reasonable quantitative approximation to for such models, as will
be illustrated by numerical calculations in section 5.
Thus, designating LPA as an approximation is somewhat misleading in the
lattice case where it is rather an ansatz which consists in assuming that in
models with the local initial U0 (16), U [φ, t] will preserve the locality throughout
the evolution described by the RG equation (19). The simplification achieved
consists in that the functional of N × n-dimensional lattice field can be fully
characterized by a function u(x, t) of one n-dimensional vector x which in RG
literature is usually called the local potential. To derive RG equation for u we
first note that in Fourier representation (written here for simplicity for n = 1)
U [φ, t] = N
∞∑
l=0
∑
{km}
N−l/2ul(t)δ
(
l∑
m=1
km
)
1
l!
l∏
m=1
φkm (21)
→ u(x, t) =
∞∑
l=0
ul(t)
xl
l!
(where δ’s are the lattice Fourier transform of the Kronecker delta) the locality
means that the expansion coefficients ul(t) do not depend on the field momenta
km.
In this approximation the action of the second derivatives on the r.h.s. of
(19) on each term in (22) amounts to the elimination of two field variables which
momenta k and −k cancel out in the delta-function argument so all dependence
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on k separates into the factor common to all terms in the expansion
p(t) =
1
N
∑
k
θ [G(k)− t] =
1
N
∑
k
θ[t−1 − r − ǫ(k)]
= Dtot(t
−1 − r) =
∫ t−1−r
0
dED(E). (22)
Here the second equality on the first line follows from the fact that the value of
theta-function does not change when its argument is multiplied by the positive
function [ǫ(k) + r]/t and the first equality on the second line follows from the
observation that θ-function is a T → 0 limit of the Fermi-function and thus
the summation over momentum counts the total number of states below the
“Fermi energy” EF (20) in the band with dispersion ǫ(k) and so is equal to the
integrated density of states D(E) at EF [10, 17]. This makes possible to write
down the first term in (19) in terms of function u as
1
2
∑
k
θ[G(k) − t]∂φσ,k∂φσ,−kU →
1
2
p(t)∇2u(x, t). (23)
The second term on the r.h.s. of (19) is more convenient to analyze in the
lattice coordinates. Substituting U in the LPA from (22) into the second term
one gets
−
1
2
∑
k
θ[G(k) − t]∂φσ,kU∂φσ,−kU = −
1
2
Uφσ,i∆ijUφσ,j
 −
1
2
[∇u(x, t)]2 (24)
where
∆ij =
∑
k
θ[G(k) − t]eik·(i−j) (25)
and the wiggly arrow means an approximate mapping, as explained below. If
θ in (25) is equal to unity in the whole BZ, ∆ij becomes equal to the conven-
tional Kronecker delta and the term on the r.h.s. becomes strictly local and
LPA is fully justified. This special case will be considered in the next subsec-
tion. However, as t evolves toward tend, ∆ij becomes progressively more and
more spatially extended with characteristic half width O(1/kc) where kc is the
maximum absolute value of the cutoff momenta at the Fermi surface (20). On
the other hand, ∆ij remains peaked at i = j, it is symmetric in i and j, and is
normalized to unity:
∑
i(or j∆ij = 1. Thus, it can be considered as a smeared
approximation to the Kronecker delta which can be used to justify the approx-
imation of the term on the r.h.s. of (24) by the squares of the local derivatives.
Of course, from the mathematical standpoint the approximation severely wors-
ens when kc → 0 as t→ tend. But we remind that in the process of elimination
of high momentum components the nonzero field components φk also are re-
stricted to the same momentum range |k| ≤ kc so in the lattice coordinates
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φσ,i as well as U(φσ,i) entering (24) are slowly varying functions of the lattice
coordinates on the same scale O(1/kc). Thus, approximation ∆ij ≈ δij in (24)
may be quite consistent in this particular case. Besides, the gradient expansion
[22, 23] which in the momentum space is equivalent to expansion in powers of
km may also be invoked to substantiate LPA in the region of small momenta.
Substituting (23) and (24) in (19) one arrives at the equation
ut =
1
2
[
p(t)∇2xu− (∇xu)
2
]
. (26)
which is the lattice generalization of the LPA equation derived in [16].
4.2. Exact partial renormalization
Differential equations of the form (26) currently cannot be solved analyti-
cally for arbitrary p(t), so numerical solutions should be used. However, even
numerical treatment meets with difficulties in some cases. For example, in the
case of the spin models when the initial Hamiltonian (A.1) is singular and is
not differentiable numerically. Fortunately, when p(t) = Const equation (26) is
exactly solvable which can be used to regularize the initial conditions as follows.
From the definition of p (22) it can be seen that for sufficiently small t the
“Fermi energy” t−1 − r will exceed the width of the quasiparticle band that
extends from zero to maxk ǫ(k) the integrated densities of states (DOS) will be
equal to its maximum unit value when t satisfies
0 ≤ t ≤ t0 = min
k
G(k) =
1
maxk ǫ(k) + r
(27)
(see figure 2). In this range equation (26) with p = 1 by substitution e−u can be
transformed to the n-dimensional linear diffusion equation which solution with
the use of the diffusion kernel reads
e−u(x,t0) =
1
(2πt0)n/2
∫
dx0 exp
(
−
(x− x0)
2
2t0
)
e−u
0
x (28)
where u0 is the potential corresponding to (16).
Thus, in the case of local Hamiltonians the RG equations,—both, exact
and approximate,—can be integrated from t0 to tend = 1/r with the initial
condition (28) (for the exact equation the inverse map u(x, t0)→ U [φ, t0] should
be performed). It is pertinent to note here that when r becomes large, the
integration span ∆t = tend − t0 shrinks as ∼ 1/r
2. Function G(k) flattens
and a good approximation can be obtained by neglecting its k-dependence and
approximating G(k) by its average
g = N−1
∑
k
G(k). (29)
In this case integration over t in (19) and (26) is not needed anymore because
renormalized UR and uR are given by (28) with t0 = g. Augmenting this
11
with the self-consistency condition (uR2 )i=j = 0 (see (12)) one arrives at the
SSA such as the CPA [13, 2]. In the case of large r it is straightforward to
calculate corrections to the SSA. Formally (14) can be seen as a closed form of
the perturbative expansion so by choosing in (28) t0 = g and simultaneously
subtracting g from G in (14) one arrives at the expansion with the renormalized
local potential (28) and the propagator [13, 2].
G˜(k) = G(k)− g. (30)
When r is large the deviations of Gk) from g will be small (see figure 2) so G˜ can
be used as an expansion parameter. The Feynman diagrams in this expansion
would simplify because the tadpole contributions will be implicitly accounted
for by the redefined propagator (30) which is similar to the normal ordering in
quantum many-body theory. So the relative importance of the correction terms
will be defined by the number of propagator lines G˜(k) in the corresponding
diagrams.
5. Numerical results
The LPA RG equation (26) could be readily integrated in the symmetric
phase but below the critical temperature Tc the solution exhibited singular
behavior due to the physics of the phase coexistence region. In the n = 1
case this can be easily understood as follows (see discussion of this point in
the RG context in [24, 25]). In the zero external field the statistical ensemble
below Tc consists of a mixture of two pure phases with saturated magnetizations
±m0 so in the coexistence region the magnetization may take any value in the
intervalm ∈ [−m0,m0]. But an infinitesimal external field h = 0
± will bring the
magnetization either tom0 or to −m0 which in the casem 6= ±m0 means infinite
susceptibility. However, if the magnetization is saturated and is equal, e.g., to
m0 > 0 and the infinitesimal field also is positive the susceptibility will remain
finite which means discontinuity at h = 0 because for h = 0− magnetization
will jump to the value −m0.
According to (4), in the LPA the magnetization in the homogeneous (ferro-
magnetic) Ising model (n = 1) is
m =
1
N
∂ lnZ(h)
∂h
= x− uRx /r (31)
where x = h/r, uR = u(x, tend) and in the last equality use has been made of
equations (9), (11), (22) and (7). The susceptibility is found from (31) as
χ = mh =
1
r
−
1
r2
uRxx. (32)
At a finite distance from Tc the correlation length, hence, 1/r remain finite, so
it is the second derivative in (32) that is responsible for the infinite value of χ.
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The origin of the singularity can be understood from the particular solution
of equation (26)
uG(x, t) =
x2
2(t− tend)
+ (f.i.t.). (33)
It formally corresponds to the Gaussian model but is non-physical because t
is always smaller than tend so the Hamiltonian corresponding to (33) is not
bounded from below. However, it may be useful to qualitatively understand
the singularity in the solution for physical models because below Tc all u
0(x)
(see, e.g., Appendix A) have negative curvature near x = 0 and their solutions
may develop behavior similar to (33) (above Tc the negative curvature does not
survive the renormalization and becomes positive at t = tend).
The unbounded derivatives in x and t indeed arose in the numerical solutions
of the LPA equation (26) which made it difficult to deal with numerically below
Tc. Fortunately, the singularities disappear under the Legendre transform given
by equations (B.1) and (B.2) which are a t-dependent generalization of the
transform suggested in [26]. Under the transform the Gaussian solution (33)
takes the form
vG(y, t) = −
y2
2∆t
+ (f.i.t.), (34)
in which all terms are bounded.
Though in the symmetric phase equation (26) can be integrated for any n,
it showed lesser stability near the critical point than the transformed equations,
presumably because of the closeness to the ordered state. Therefore, in the
calculations below the transformed equations will be used both above and below
Tc.
5.1. The symmetric phase
In the symmetric phase the transformed equation derived from (B.9), (B.10)
and (B.13) reads
wt =
p(t)
2
(
(n− 1)wq
1 + (t− t0)wq
+
wq + 2qwqq
1 + (t− t0)(wq + 2qwqq)
)
(35)
where the arbitrary constant c was chosen to be equal to t0. With this choice
the initial condition is easily found from (B.1), (B.2) and (B.10) as
w(q, t0) = u(
√
2q, t0) (36)
with u(x, t0) calculated in Appendix A; here the superscript “(n)” was omitted
for consistency with (35) which holds for all n ≥ 1.
The self-consistency condition (13) in the fully symmetric case means that
all derivatives uxσxσ′ in (B.7) vanish so all vyσyσ′ are also equal to zero. In the
O(n)-symmetric case this leads via (B.11) to
wRq |q=0 = 0. (37)
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Equation (35) and (37) with the initial condition (36) has been solved nu-
merically for the n-vector spin models with
ǫ(k) = K
∑
iNN
(1 − eik·iNN ) (38)
where K = |J |/kBT (J the ferromagnetic coupling between NN spins) and
{iNN} are the lattice vectors connecting the site at the origin with all NN sites.
In the calculations Dtot(E) for dispersions (38) were obtained with the
use of the expressions derived in [27] for the DOS of SC, BCC and FCC lat-
tices. For general dispersion straightforward numerical integration of (22) by
the Monkhorst-Pack method [28] can be efficient because the integrated DOS
Dtot(E) is much less structured than the DOS itself. In case of necessity, the
region of small |k| near the bottom of the band where ǫ(k) ∝ k2 can be treated
analytically. Thus, application of the LPA to the pair spin interactions of arbi-
trary range [1, 29, 30] should cause no problems.
The LPA equations have been solved by the method of lines with the use of
the Fortran LSODE routine [31]. The number of equations used varied in the
range 2-4 thousands until convergence has been reached. Qualitative behavior
of the solutions both in the symmetric and in the ordered phases agreed with
the results of previous studies [24, 25, 17]. Near the critical temperature tend =
1/r→∞ but in numerical integration the interval is necessarily bounded so Kc
was found by extrapolating several r calculated at K & Kc to r = 0 according
to the scaling relation
r = C−1± τ
2ν = C−1± τ
γ (39)
where τ = |1 −Kc/K| and γ = 2ν because in the LPA η = 0. The correlation
length in the Ising model both above (+) and below (-) Tc has been estimated
on the basis of the asymptotic behavior of G in real space which can be found
by the inverse Fourier transform of (7)
ξ =
√
K/r
T→Tc
≃ f±τ
−ν . (40)
For consistency, the critical exponents ν were found from the scaled form of the
RG equation (35) as explained in [16]. The obtained values of ν were equal to
0.65 for n = 1, 0.71 for n = 2 and 0.76 for n = 3 and were similar but larger
than those systematized in table 2 in [6]. They were closest to the values of ν
calculated in [6] by being larger on 0.01. This apparently is a consequence of
a similar non-perturbative RG approach used by the authors. The difference
caused by the difference in η which in the calculations of [6] was not equal to
zero but obtained from RG equations.
The calculated values of Kc at the critical point found with the use of equa-
tions (35) are presented in table 1.
5.2. Ordering in the Ising model
According to (4), to calculate the spontaneous magnetization in zero external
field we still need to take into account the source field h. In the n = 1 case the
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Table 1: Dimensionless inverse critical temperatures of the n-vector spin models on cubic
lattices calculated in the LPA. The errors have been estimated by comparison with data from
MC simulations [32] for n = 1 (the Ising model) and with the high temperature expansion for
n = 2 and 3 [33].
n Lattice Kc Error
1 FCC 0.1023 0.2%
1 BCC 0.1579 0.3%
1 SC 0.2235 0.8%
2 BCC 0.3225 0.6%
2 SC 0.4597 1.2%
3 BCC 0.4905 0.8%
3 SC 0.7025 1.4%
Legendre transform (Appendix B) simplifies to
y = x− (t− t0)ux (41)
v = u−
1
2
(t− t0)u
2
x (42)
where the arguments of u(x, t) and v(y, t) have been omitted for brevity and
constant c was chosen to be equal to t0 because with this choice there is no need
to perform numerical Legendre transform of the initial condition (A.2) needed
in some renormalization schemes [10]:
v(y, t0) = u
(1)(x, t0)|x=y. (43)
The RG equation in this case reads (see Appendix B)
vt =
p(t)vyy
2[1 + (t− t0)vyy]
. (44)
The dependence of vR on h at the end of renormalization is defined parametri-
cally with the use of the expression for h
x = h/r = y +∆tvRy (45)
which follows from (41) and (B.6) with t = tend. The unknown parameter
r = 1/tend in (45) is fixed by the self-consistency condition (13) which according
to (B.7) and (B.15) now reads
vRyy|h=0+ = 0 (46)
where h should be expressed through y according to (45). At h = 0 there
always exists a trivial solution y = 0 due to the symmetry. But below Tc two
stable solutions with y = ±y0 6= 0 appear which correspond to the states with
spontaneous magnetization
m0 = y0 − t0v
R
y |y0 (47)
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as can be found from (31), (45) and (B.6).
Numerically found solution of equation (44) with the initial condition (43)
and the self-consistency condition (46) exhibited the same qualitative behavior
as found previously in [25]. Namely, the inverse susceptibility was equal to zero
in the interval (0,m0) (the solution for negativem can be obtained by symmetry)
and jumped to χ−1 = r, at m0, in accordance with (B.16). In particular, it was
found that the Gaussian solution (34) describes the solution for the Ising model
in the ordered phase so accurately that the precision of the calculations was
insufficient to see the difference. This can be partly explained by the fact that
the y-dependent part of (34) is stationary and from (44) it can be seen that
small y-dependent deviations from vG do not grow when t→ tend so (34) might
have been a fixed point of the LPA RG equation if t → ∞. However, in the
SC-LPA the largest t is equal to tend = 1/r which away from the critical point is
finite. So the close proximity of the solution to the Gaussian model seen in the
calculations might be due to relatively large values of tend in our calculations
performed in the region within 10% distance from Tc.
Similarly, it was impossible to establish numerically whether the disconti-
nuity in the inverse susceptibility is genuine or is just a very steep continuous
transition (see discussion in [25]). But anyway the LPA is not exact, so tak-
ing into account the narrowness of the finite difference step in ∆y = O(10−3)
within which the inverse susceptibility changed from zero to r and the fact that
the exact behavior is well understood qualitatively, the approximately correct
behavior obtained numerically can be fitted to the exact one with the use of
an analogue of the Maxwell construction appropriately adopted to this case (cf.
[24]).
In the calculations the value of m0 has been calculated from (47) at the
point y0 where both conditions (45) with h
+ = 0 and (46) has been satisfied
by appropriate choice of r. The possibility to satisfy two conditions with one
adjustable parameter was due to the fact that the jump occurs only in vRyy but
vRy is continuous. And because the Ising model solution for y ≤ y0 coincided
with the Gaussian solution (34), h in (45) was equal to zero everywhere in the
interval [0, y0] including the endpoint, so effectively only the self-consistency
condition (46) had to be satisfied.
The magnetization curve obtained by the above procedure is shown in figure
3 together with the exact MC simulations data from [34] accurately described
by the expression
m0(τ) = τ
β(a0 − a1τ
θW − a2τ) (48)
This expression has been also fitted to LPA curve but with β equal to βLPA =
ν/2 and the Wegner exponent θW set to 0.5 [34]. In table 2 the parameters
of both fits are compared. As is seen, the LPA parameters a1−2 deviate quite
appreciably from the (rounded) exact values of [34] but it has to be born in mind
that the parameters refer to the correction terms that enter (48) multiplied by
positive powers of τ . The latter was smaller than 0.1 in the calculations so,
on the one hand, the contribution of the terms to the magnetization curve was
reduced by these factors, on the other hand, their fit for the same reason was not
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Table 2: The amplitudes entering the scaling relations (39), (40) and (48) calculated in the
present work compared with the high temperature expansions data of [35] (C±, f±) for γ =
1.25 which is closest to the LPA value 1.3 and with the MC simulations of [34] (a0 − a2).
C+ f+ C− f− a0 a1 a2
LPA 1.06 0.487 0.21 0.22 1.62 0.23 0.37
[35, 34] 1.06 0.485 0.21 0.25 1.69 0.34 0.43
0
0.5
1
4 4.5
m
0
K−1
Figure 3: Magnetization curve near the critical point as obtained in the LPA (symbols) and
the fitting curve (48) to the exact MC simulations with the parameters from [34] (solid line).
very accurate and might improve with improved precision of the calculations.
The temperature range in the simulations was restricted to 10% distance
from Tc for the following reasons. First, the correlation length at the lowest
temperature ∼ 0.8 l.u. was already smaller than the lattice constant which
means that the system was far from the critical region which was of the main
interest in the present study. Second, at lowering temperature the numerical
integration considerably slowed down so that convergence to the self-consistent
solution by iterations was difficult to achieve. It is quite possible, however, that
the SC-LPA can describe the low-temperature magnetization in an asymptot-
ically exact way. As T → 0, r grows very fast so G(k) flattens (see section
4.2) and the SSA should be adequate. It does reproduce correctly the leading
asymptotic correction to the saturated magnetization m0 = 1 and the LPA may
follow the suite. However, at low temperatures r grows by the Arrhenius law
r ∝ eAK with A = O(10) so the integration range shrinks as 1/r ∼ e−AK and
at the same time the second derivative u0xx in (A.2) grows as r
2 which poses
serious computational problems. Presumably, an analytic expansion of the kind
discussed in section 4.2 or in [13] wold be more suitable in the low-temperature
region.
5.3. Ordering in beta brass
As is known, the Ising model on a bipartite lattice in zero external field
ordered antiferromagnetically can be mapped onto ferromagnetic model by flip-
ping the spins on every second site and simultaneously changing signs of the
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Figure 4: Symbols (the line is to guide the eye): exponent β as obtained by the fit of the
scaling law m0 ∝ τ
βeff within the interval 0 − τ to the magnetization m0 calculated with
the use of the SC-LPA equations for the BCC Ising model; solid and dashed lines: same fit
to equation (48) with the parameters taken from the second and the first lines in table 2,
respectively; the upper horizontal dashed-dotted line is the best known universal value for the
exponent [8], the lower line is the value used in [11].
spin interactions in such a way that the value of the Hamiltonian remained
unchanged. So the formalism developed for the ferromagnetic case is fully ap-
plicable to the ordering of, e.g., an equiatomic BCC alloy, such as the beta brass
[11].
The interpretation of the experimental data on ordering in this alloy on
the basis of approximate solutions of the NN Ising model showed an overall
good agreement with experiment (see [11] and references therein). However,
theoretical value β = 0.313 of the order parameter exponent used by the authors
was about 4% smaller than the value β = 0.3265 predicted by the RG theory [8]
though it fitted well experimental data in the & 1% vicinity of TC . In a broader
fitting range 0 < τ < 0.04 the difference was even larger (& 10%) [11]. The
reason for the discrepancy apparently lies in the inevitably finite temperature
intervals near Tc used in experimental measurements while the RG predictions
are strictly valid only infinitesimally close to the critical temperature. Thus,
explanation for the deviation of the experimental values from RG theory should
be sought in the influence of non-universal contributions.
Indeed, by fitting expression (48) to the scaling form with an effective ex-
ponent βeff (see figure 4) one finds noticeable deviation from the RG value,
though not as large as observed experimentally.
Though the LPA calculations shown in figure 4 do not agree with the exper-
imental data on β [11] quantitatively, the deviations from the RG value are of
similar order of magnitude. Also, their absolute value grows with the widening
of the fitting range qualitatively similar to findings in [11] and are of the correct
sign. The latter point is quite nontrivial because it is usually expected that
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when going away from the critical point the system tends to exhibit the mean-
field behavior [5] with βMF = 0.5 > β. So a priori one would expect βeff > β
in contradiction to experiment but in accordance with the LPA and with the
exact MC simulations [34]. Also noticeable is the fact that though the SC and
BCC Ising models differ in the critical region only by irrelevant variables, as is
seen from figure 4, the deviation of βeff from β is quite different in the two cases
which means that the influence of irrelevant variables is strong. On the other
hand, from the results of the band structure theory of order in alloys it looks
highly implausible that the ordering potential would be accurately represented
by the NN Ising model [1, 29]. Much more likely that the pair interactions
would extend on many coordination spheres and also multi-site cluster interac-
tions may contribute to the ordering. Therefore, the non-universal contributions
can be very different from the simple NN case used in the calculations shown in
figure 4 and might be strong enough to bring the LPA values of βeff close to
those found in [11].
6. Discussion
Numerical calculations of the last section have shown that the self-consistent
RG equation derived in the present Letter make possible calculation of non-
universal quantities in n-vector spin models within LPA in good agreement with
the values known from reliable techniques such as the high-temperature expan-
sions and the Monte Carlo simulations [33, 34, 32]. The accuracy of calculation
of the critical temperatures can be sufficient to many practical purposes, e.g., in
application to phase equilibria in alloys where the errors in microscopic Hamil-
tonian parameters determined either theoretically or experimentally [1, 29, 30]
are currently larger than 0.2− 0.3% errors in the LPA values of Tc for BCC and
FCC Ising models (see table 1).
The main deficiency of the SC-LPA approach is that, similarly to CPA and
DMFT, it is a closed-form approximation which cannot be rigorously justified
and/or improved in the strong coupling case (in the case of weak coupling all
effective medium theories are exact to the leading order in the interaction and
are normally superfluous). As was mentioned in the Introduction, a natural
way of going beyond the SSA such as CPA and DMFT by analogy with which
SC-LPA has been devised is to resort to their cluster generalizations which can
be systematically improved and which are based on the same self-consistency
condition [13, 2, 3] as the SSA thus making generalization relatively straight-
forward. Schematically this can be done as follows. First, in (30) constant g
should be replaced by a function of k consisting of a finite sum of the lattice
Fourier terms
g(k) =
∑
|l|≤Lc
gle
il·k (49)
where Lc is some spatial cut-off so in the lattice coordinated the matrix ele-
ments gij will vanish beyond the cluster of radius Lc: gij ||i−j|>Lc = 0. Now,
if the system is far from criticality the matrix elements of the propagator G
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will exponentially attenuate at large separations [13] and may be neglected for
|i− j| > Lc with the accuracy O(e
−Lc/ξ. In such a case by choosing gl ≃ Gi−j=l
in (49) one may neglect G˜ in (30) so the partition function can be calculated by
the cluster techniques with the use of the clusters of radius ≃ Lc (see [2, 4]).
As is easy to see, the approximation will break down in the critical region.
For example, at the critical point G in (7) is singular at k = 0 but no finite
Fourier sum (49) will reproduce the singularity. Still, one can choose gl in (49)
in such a way that g(k) will satisfactorily approximate G(k) everywhere in BZ
with the exception of a region surrounding k = 0 with |k| < kc, where the
cut-off kc ∼ 1/Lc. Now the contributions due to g can be calculated within the
cluster method while the remaining singular part G˜ for |k| < kc accounted for by
the layer-cake renormalization and the LPA with the initial local potential taken
from the cluster calculation (e.g., by setting the momenta at the vertices to zero).
Within this approach the low-k region will shrink with the growing cluster radius
Lc which would diminish the LPA contribution thus making the calculation more
accurate because the larger cluster part should converge to the exact solution.
Besides, smaller kc means smaller renormalized interactions which will make
LPA more reliable which is exact to the first order in the interactions [16].
Thus, with the use of this hybrid cluster/LPA approach the results obtained
can be validated without resort to the high-temperature expansions or MC
simulations. The feasibility of the approach is supported by the fact that in the
purely cluster approach good convergence could be seen in several cases with
the use of small easily manageable clusters [2, 4]. Finally, it is pertinent to
note that besides making the LPA-based approach self-contained, the hybrid
technique would enable dealing with the short-range cluster interactions that
appear in the ab initio theory of alloys [1, 29]. This opens a possibility of
developing a theory which would make possible a realistic description of the
first- and the second-order phase transitions in lattice systems.
Another deficiency of the LPA is that it does not reproduce correctly the
critical exponents. This problem is not very severe because the exponents are
meaningful only asymptotically close to the critical point where the renormal-
ized Hamiltonian simplifies, acquires a universal form and, most importantly,
becomes of a weak-coupling kind in 3D case [5]. So the layer-cake renormaliza-
tion can be stopped at sufficiently large value of tc and the remaining renormal-
ization performed with rigorous perturbative techniques [36, 37]. The necessary
Feynman diagrams with G˜ (30) can be reduced to the known expressions by
separating G˜ into G and g. The advantage of this approach would be that all
necessary input parameters [36, 37] will be known to a good accuracy from the
SC-LPA solution at tc.
It should be noted that even in its simplest form the SC-LPA can be use-
ful in interpreting experimental data on the critical behavior. As was shown
in section 5.3, the non-universal contributions can considerably distort the ob-
served value of the exponent β and SC-LPA can describe the deviation of βeff
from β reasonably well, as comparison with the exact MC simulations for the
SC case shows (see figure 4). Qualitatively similar deviations were observed in
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experiments on the ordering in beta-brass [11] but they were larger than in our
calculations. While theoretically the value of β for the Ising universality class is
known with the accuracy from three to four significant digits [8], in some fits in
[11] even the first digit in βeff did not agree with the RG value. Quantitative
explanation of this discrepancy requires knowledge of the ordering potential for
beta-brass which can be obtained either in ab initio calculations or from the
diffuse scattering data [1, 29, 30]. Such explanation, besides resolving the issue
with the value of β in beta-brass, would also test the ability of the SC-LPA to
quantitatively describe non-universal behavior at finite distances from critical
points in realistic situations, thus extending the use of the RG method beyond
the immediate vicinity of the critical point.
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Appendix A. Initial condition in the spin models
The spin models differ from the general n-vector case in that the length of
vectors si is fixed, for example, is equal to unity [33]. In the functional integral
representation (3) this can be taken into accounted by the product of the Dirac
delta-functions as
e−HI =
∏
i
δ(s2i − 1) = lim
u4→∞
(u4
π
)N/2
e−u4
∑
i(s
2
i−1)
2
(A.1)
where the second equality shows that the spin Hamiltonian (1) formally corre-
sponds to φ4 model with infinitely strong interaction. Equation (26) would be
difficult to integrate numerically in this case so partial exact renormalization
described in section 4.2 is in order.
The n = 1 case is trivial
u(1)(x, t0) =
x2
2t0
− ln cosh
x
t0
+ (f.i.t.) (A.2)
where x = |x| and (f.i.t.) stands for x-independent terms.
For n > 1 in the O(n) symmetric case the integral in (28) is convenient to
calculated in hyperspherical coordinates. Choosing the direction of x along the
first axis x = (x cos θ, 0, 0, . . . , 0) one gets [38]
e−u
(n)(x,t0) ∝ e
− x
2
2t0
∫ pi
0
e
x
t0
cos θ
sinn−2 θ dθ. (A.3)
The cases n = 2 and n = 3 are given by
u(2)(x, t0) =
x2
2t0
− ln I0
(
x
t0
)
+ (f.i.t.)
u(3)(x, t0) =
x2
2t0
− ln
(
t0
x
sinh
x
t0
)
+ (f.i.t.) (A.4)
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where I0 is the modified Bessel function of the first kind.
Explicit expressions for n > 3 is not considered in the main text so we only
note that at large n > 8 a three-term recurrence relation for integrals in (A.3)
can be established so additionally only n = 4 − 8 integrals will need to be
calculated explicitly for n > 3.
Appendix B. Transformed RG equation
In our case the Legendre transform suggested in [26] (see also [15]) should
be modified as
yσ(x, t) = xσ − (t− c)uxσ(x, t) (B.1)
v(y, t) = u(x, t)−
1
2
(t− c)
∑
σ
u2xσ(x, t) (B.2)
where σ = 1, . . . , n and c is an arbitrary constant. Here the independent vari-
ables are x and t and the local potential is u. Our aim is to use these relations
to re-write (26) in terms of y and t for the transformed potential v. To this end
we first differentiate Eqs. (B.1) and (B.2) with respect to xσ′ :
∂yσ
∂xσ′
= δσσ′ − (t− c)uxσxσ′ (B.3)
vyσ
∂yσ
∂xσ′
= uxσ′ − (t− c)uxσuxσxσ′ . (B.4)
(summation over repeated subscripts is assumed). Substituting (B.3) into (B.4)
after some rearrangement one arrives at a linear system
[δσσ′ − (t− c)uxσxσ′ ](vyσ′ − uxσ′ ) = 0. (B.5)
Because the matrix in this equation is not singular in general case, it follows
that for all σ = 1, · · · , n
vyσ = uxσ . (B.6)
Differentiation of this with respect to xσ′ and using (B.3) gives
[δσκ + (t− c)vyσyκ ]uxκxσ′ = vyσyσ′ . (B.7)
As is seen, by the matrix inversion all uxσxσ′ in the LPA equation can be ex-
pressed in terms of vyκyκ′ .
Finally, differentiating Eqs. (B.1) and (B.2) by t and using Eq. (B.6) one
gets
ut +
1
2
∑
σ
u2xσ = vt (B.8)
(note the difference with equation (15) in [26] where the second term on the
l.h.s. is absent) so that (26) can be written as
vt =
1
2
p(t)uxσxσ =
1
2
p(t)∇2
x
u (B.9)
where the r.h.s. should be expressed in terms of vyσyσ′ with the use of (B.7).
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Appendix B.1. O(n) symmetric case
In a fully O(n) symmetric case (B.7) can be solved explicitly as follows.
Introducing notation
v(y, t) = w(q, t) where q = y2/2 (B.10)
one finds
vyσ′yσ = δσ′σwq + yσ′yσwqq. (B.11)
Now denoting the matrix in (B.7) as Mˆ with the use of (B.11) one gets
Mσκ = δσκ + (t− c)vyσyκ
= [1 + (t− c)wq]
[
δσκ + yσyκ
(t− c)wqq
1 + (t− c)wq
]
(B.12)
Substituting this in (B.7) and solving for uxσxσ′ one arrives at the expressions
that eliminates u and x on the r.h.s. of (B.9) as
∇2xu =
(n− 1)wq
1 + (t− c)wq
+
wq + 2qwqq
1 + (t− c)(wq + 2qwqq)
. (B.13)
Appendix B.2. n = 1 case
In the case n = 1 the introduction of q is superfluous because directly from
(B.7) one gets [26]
uxx =
vyy
1 + (t− c)vyy
. (B.14)
Substituting this into (B.9) one obtains equation (44) of the main text. From
(B.1) and (B.2) it is seen that the most convenient choice of the arbitrary
constant is c = t0 so that there is no need in the Legendre transform of the
initial variables. Now rewriting (B.14) as
1
uxx
=
1
vyy
+ t− t0 (B.15)
it can be seen that if at some point t 6= t0 uxx → ∞ vyy remains finite: vyy =
−1/(t− t0).
Substituting (B.15) into (32) one finds the expression for the inverse suscep-
tibility in the transformed variables
χ−1 =
1 +∆tvRyy
1− t0vRyy
r. (B.16)
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