Latent Low-Rank Representation (LatLRR) 
Introduction
Recently, Low-Rank Representation (LRR) [3, 12, 11, 4, 5] has attracted attention in the field of unsupervised subspace segmentation [16] , since it can effectively cluster high-dimensional data into low-dimensional subspaces by learning the lowest rank representation of the data matrix. Among various versions of LRR, Latent Low-Rank Representation (LatLRR) [13] has the novel ability to extract "salient features" from visual data, which was interpreted as the deviation of each sample from the "principal features".
LatLRR solves the following optimization problem
s.t. X = XZ + LX + E,
where X is the data matrix with each column being one data sample and · * denotes the nuclear norm. In [13] , the authors empirically found out that using the second term, LX, for classification can significantly improve accuracy, thanks to its "salient features". Although LatLRR originally aimed to improve subspace clustering and the salient feature extraction effect was just a by-product, it outperformed many mainstream dimensionality reduction techniques, such as Principal Component Analysis (PCA) [15] , Neighborhood Preserving Embedding (NPE) [7] , Locality Preserving Projection (LPP) [8] and Nonnegative Matrix Factorization (NMF) [6] .
While LatLRR has shown promissing results, it suffers from the following problems.
• An explanation for its observed capability to identify "salient" features is unknown, which constrains its potential.
• It has been observed that the solution to (1) is not unique, which potentially reduces its reliability. Zhang et al. [18, 19] have derived a closed form solution to the noiseless version of (1), but the reliability problem for "salient" feature extraction remains.
• The complexity of LatLRR depends on the dimensionality of the feature vectors [13] . Previous improvements to LatLRR have actually increased the complexity of the optimization, such as the introduction of a more complex objective function [22, 21, 20] or more complex constraints [17] , which further increases the computational burden.
We provide an explanation of LatLRR's feature extraction effect. Based on this, we propose a new and computationally simpler feature extraction method. The contributions of this paper are twofold.
• We show that the singular values of L learnt by LatLRR have a reweighting effect, which suppresses the most significant principal components of data matrix X, while highlighting the detailed information carried by the components corresponding to X's relatively smaller singular values.
• Using our characterization of the solutions produced by LatLRR, we design a new feature extraction method that produces solutions similar to LatLRR, but with a simple unique analytical solution. Our method outperforms LatLRR by computing a single SVD decomposition, and thus can be applied to higher dimensional data.
Analysis of LatLRR's Feature Extraction
In this section, we interpret the feature extraction effect of LatLRR, mainly from the perspective of SVD decompostion.
Suppose X and L have a skinny SVD
The meaning of "skinny" is that Σ X and W L are square matrices of size rank(X) and rank(L) respectively, only containing non-zero singular values. Let l i be the i th singular value of L, and
Consider the effect of L operating on a single data sample x 0 :
where r = rank(L). According to the definition of SVD, by multiplying by L, the data has been projected onto each column of V L and weighted by the singular values. Then the weighted projections are used as the coefficients of {u Li }, a subset of an orthonormal basis of L's column space. This interpretation of SVD decomposition lays the foundation of our analysis below.
Preliminary
Recently, Zhang et al. [18] found that the solution to LatLRR is not unique. Moreover, they derived a closed form solution for the noise free LatLRR
We restate the main result of [18] on noise free LatLRR in the following theorem.
Theorem 1. The complete solutions to problem (4) must be of the following form
where W Z is any block diagonal matrix satisfying:
both W Z and I −W Z are positive semi-definite [18] .
Notice that in practice the singular values of X are usually distinct, therefore W Z becomes a diagonal matrix diag{z 1 , z 2 , ..., z r } with 0 ≤ z i ≤ 1 for all i. Then (5) becomes equivalent to (2) 
r = rank(L) = rank(X), and the effects of Z and L on X become
where
Moreover, (3), the effect of L on a single data x 0 becomes
i.e. the data is projected onto the components {u Xi } and weighted by {l i }.
From (8) and (9), as will be shown in Section 2.2 and Section 2.3, W L = I − W Z suppresses the components corresponding to very large σ Xi , and preserves the ones corresponding to relatively small σ Xi . Since the orthogonal matrices in (5) are determined as U X and V X , the numerical optimization with respect to Z and L is essentially learning the singular values {z i } and {l i }, resulting in a solution from the solution set defined by (5) . This is exactly what LatLRR is accomplishing.
In the rest of this section, we gain insight from an empirical result in Section 2.2, and then theoretically explore the source of the empirical results in Section 2.3.
Empirical Analysis
The following phenomenon can provide some insight into LatLRR's feature extraction capability. Our empirical results suggest that different optimization ordering leads to different reweightings of principal components, which strongly affects the performance.
In the iterative algorithm described in [13] 
parameters (ρ and ).
while not converged do 1. Fix others and update J by setting
Fix others and update S by setting
3. Fix others and update Z by setting
5. Update the mulipliers by
Check the convergence conditions:
end while are displayed in Figure 1 for both cases. For the successful optimization ordering, the u Li with the largest σ Xi and largest l 1i σ Xi are displayed in Figure 2 .
As can be seen from Figure 1 and (9), {l 1i } plays the role of reweighting, which suppresses the components corresponding to the first several largest σ Xi 's, and thus highlights those containing detailed information. On the other hand, however, l 2i put relative small weights on the basis corresponding to small σ Xi and mainly preserves the information carried by components with very large σ Xi , which significantly reduces the performance. Therefore, the ability of LatLRR to extract features is related to the weighting effect of {l i }.
Our analysis is consistent with the observation made by [1] , that dropping the first three principal components in PCA can effectively improve the classification accuracy of faces. [1] claimed that the first a few principal components might mainly capture the variations caused by photometric factors such as illumination and shadow, therefore removing those irrelevant variations might account for the effectiveness of such practical technique. LatLRR, which reweights the components, can be regarded as a "soft version" of dropping the first few components. 
Theoretical Analysis
In this subsection, we analyze the inexact Augmented Lagrange Multiplier (ALM) method [10] adopted by [13] , for the noise free LatLRR (4), and derive a closed-form approximate solution that has the same effect as ALM on component weighting. Our analysis explains our empirical observations above, where the singluar values of L suppress the most pincipal u Xi 's corresponding to the largest σ Xi 's, while preserving the components corresponding to relatively smaller σ Xi 's. In the rest of this paper, we will keep using the letter i to denote the index of singular values, while we use letter k to indicate the number of iterations.
LatLRR's Algorithm Overview
The inexact ALM method is outlined in Algorithm 1.
Step 1 and 2 are solved by singular value thresholding operator [2] , i.e.
where σ Y i is the i th singular value of Y , whose SVD is
The only assumption made to simplify the analysis is that ρ is relatively large. The form of the solution is first given by Proposition 1 and then the specific solution is derived from Proposition 2 and 3. Proofs of Propositions 1-3 are provided in the supplementary material. Under the assumption that ρ is relatively large, we can simplify the analysis by omitting the last term on the right side of Step 3 and 4 in Table 1 , since it can be proved by induction that
Simplification of the Analysis Proposition 1. During the iteration procedure described in Algorithm 1, Z k and L k always keep the form
Check the convergence conditions. end while where
Then the last term on the right side of Step 3 becomes
In practice e max is very small. Therefore (13) approaches zero when ρ is relatively large, and omitting it can provide a simple and good approximation. Through similar analysis by replacing y 2k with y 3k , we can obtain the same conclusion for the last term of Step 4. Since Step 1 and 2 in Table 1 perform thresholding according to the value of 1/μ k , we divide the analysis into 2 stages: large 1/μ k when μ k is very small at the beginning, and small 1/μ k when μ k becomes very large by the end of the iteration.
The Closed-Form Solution
When μ k is very small, 1/μ k is so large that j k+1 = s k+1 = 0. Combine the approximation upon Step 3 and 4 discussed above, and thus the iteration procedure is equivalent to
Solving the linear recursive sequence (14) gives the following proposition. Table 1 is approximately equivalent to (14) , and the solution after the k th iteration is as follows.
Proposition 2. Assuming ρ is relatively large, when μ k is small, the iteration procedure in
where α is defined by (15) .
When μ k is very large, however, 1/μ k ≈ 0 so that
Similarly, it follows that
Plugging in (17) and (18) into Step 3 and 4, and adopting the same approximation as that of Proposition 2, we obtain an equivalent procedure for the large-μ k case. Table 1 is approximately equivalent to (19) . When the iteration terminates, the final results z and l satisfy
Proposition 3. Assuming ρ is relatively large, when μ k is large, the iteration procedure in
where α is defined by (15) , and k 0 is some starting point from which the large-μ k condition holds.
When ρ is relatively large, the transient state between the two stages only lasts a very short time. Therefore, omitting it can provide a good and simple approximation to the solution. We pick up a dividing point k 0 of the two stages, use (14) to approximate the iterations when k ≤ k 0 , and use (19) to approximate those when k > k 0 . Plugging (16) into z k 0 and l k 0 of (20), we conclude that, when the iteration terminates,
where α is defined by (15) and k 0 is the dividing point of the two stages. According to (15) , α is monotonically increasing as σ X increases from 0 to infinity. Therefore, when σ X approaches 0, α also approaches 0 and l will approach 1/2; Figure 3 . l as a function of α given by (21) . The definition of α is given in (15) . For small σ X , α approaches 0 and l decreases very slowly from 1/2; for very large σ X , α approaches 1 and l drops very quickly. Parameter settings: k 0 = 6.
when σ X approaches infinity, α approaches 1 and l will approach 0. l as a function of α is displayed in Figure 3 . As can be seen, for relatively small α, which corresponds to small σ X , l decreases very slowly from 1/2; for α close to 1, which corresponds to very large σ X , l drops very quickly to a small value.
Result Evaluation
According to (21) , our theoretical result for the i th singular value of L becomes
The comparison between the reweighting behavior of the L matrix according to theoretical approximation and actual result of ALM is displayed in Figure 4 . We plot the singular values of L obtained in practice by Algorithm 1 (displayed in blue) as well as that calculated theoretically by (22) (displayed in red). As can be seen, the theoretical approximation convincingly explains the behavior of Algorithm 1, and the minor error occuring at the tail is mainly due to the fact that the stopping criterion of the theoretical analysis is the limit condition of ALM.
From (8) and (21), we conclude that L can suppress principal components corresponding to very large σ Xi 's, by putting near-zero weights on them through its singular values l i 's. On the other hand, for those components corresponding to relatively small σ Xi 's, multiplying by L will not affect them too much since the corresponding l i 's are almost constant. 
Unsupervised Feature Extraction Inspired by Latent Low-rank Representation
We can now directly design a transformation matrix W Z that behaves similarly to the original LatLRR algorithm. After W Z has been obtained, with Z and L constructed according to (5), X can be decomposed into a principal part XZ and a detailed part LX. Then following the approach of LatLRR [13] , LX can be used for classification.
Concretely, the problem boils down to designing the objective function f for the following problem
such that (I − W Z ) down-weights the most significant principal components while preserving the others. To achieve this goal, a suitable objective function should at least satisfy the following two properties (i) XZ must contain most information of X, i.e. the error X − XZ cannot be too large.
(ii) XZ is only allowed to contain the most principal features, which means that the columns of XZ must be similar to each other. Thus Z * cannot be large, since the nuclear norm reflects low-rank self-expressiveness, which is a very good similarity measure for multiple samples [16] .
Attempting to balance (i) and (ii), a natural objective function is
where λ is a trade-off parameter, which is expected to be small, considering the scale of the error. Plugging (25) into (24), the formulation becomes
Since the z i 's are the only independent variables of problem (26), we can eliminate other variables by using singular values to express the norms, which results in the following equivalent problem.
Problem (27) can be solved analytically as
The result can be interpreted as follows. For a small σ Xi , since the information it adds to XZ is too detailed, its negative contribution to the error is smaller than its positive contribution to the nuclear norm, therefore it is filtered out by z i = 0. On the other hand, the larger σ Xi is, the larger z i will be. This means that the most significant principal components have been preserved. In contrast,
extracts features corresponding to small σ Xi 's. Our feature extraction procedure is summarized in Table 2 .
Use L * X train and L * X test for classification. Table 2 . Our feature extraction procedure.
Experiments
In this section we evaluate both the performance and efficiency of our method. We mainly compared our approach with LatLRR, since it has already been reported in [13] that LatLRR outperforms dimensionality deduction methods such as Locality Preserving Projection (LPP) [8] , Neighborhood Preserving Embedding (NPE) [7] and Nonnegative Matrix Factorization (NMF) [6] with a large margin (see Table 2 of [13] ).
Datasets We tested our feature extraction using both the Extended Yale Database B [9] and CMU PIE face databases [14] , two common datasets for face recognition. Extended Yale B consists of 2414 frontal face images of 38 individuals, and each individual has approximately 64 images. For CMU PIE face databases, the subset of frontal faces (referred to as C27) with different illumination and facial expressions was used, which contains 3329 images of 68 individuals.
Experimental Settings For fair comparison, we adopted the same settings as [13] when conducting performance test on Extended Yale Database B. Each image was resized to 32 × 28 and reshaped into a data vector of dimension 896, whose entries were normalized to [0, 1]. 47% of the randomly split data was used for training and the rest for testing. After Z * and L * were learnt, only L * X train and L * X test were fed into the K-nearest neighbor classifier (K-NN) based on Euclidean distance. We implemented and measured our own method with the trade-off parameter λ = 0.02, while copying the results of LatLRR from [13] .
When conducting the performance test on PIE, the settings remained the same except for the following: we resized each image to 32 × 32 and used 33% of the data for training; we ran the implementation from the author of [13] to test LatLRR.
To test the efficiency of our method, we recorded the running time of our method followed by 1-NN classification and compared it with that of LatLRR. This experiment was performed on Extended Yale Database B, using a machine with two Intel(R) Xeon(R) E5603 @ 1.6GHz.
Results and Analysis
The results of performance tests are displayed in Table 3 and Table 4 . As can be seen, our method has similar behavior to LatLRR: it largely outperforms the baseline of "Raw Data", and the product L * X is a suitable input for dimensionality reduction techniques such as PCA. In Figure 5 , we plot the singular values {l * i } of L * calculated by (29), and compare with those learnt by LatLRR. From Figure 5 , it becomes clear that our method reaps the benefit of weighting effect discussed in Section 2. Moreover, since our method is specifically designed for feature extraction, it further outperforms LatLRR, which was originally designed for subspace clustering. Some examples of using our method to extract detailed features are displayed in Figure 6 .
The results of the efficiency test are displayed in Table  5 . Since our method only requires a single SVD decomposition, it has an overwhelming advantage over LatLRR when the dimensions of the feature vectors are the same. With such efficiency, our method can be applied to higher dimensional data.
Brief Summary Specifically designed for feature extraction, our method can achieve better performance than LatLRR with little computational cost, and can be applied to higher dimensional data effectively.
Conclusion
In this paper, we have shown that the weighting effect of the singular values of L accounts for the feature extraction ability of LatLRR. From this insight, we proposed a novel unsupervised feature extraction method by directly designing the transformation matrix, which has a simple analytical solution and achieves better classification performance than LatLRR on two face recognition datasets. Experiment results suggest that our method is efficient enough to be scalable. 
