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Περίληψη
Σκοpiός της piαρούσας διpiλωματικής εργασίας είναι η ανάλυση και μελέτη λειτουρ-
γικών δικτύων διασυνδεσιμότητας του ανθρώpiινου εγκεφάλου με βάση τη θεωρία
της Granger αιτιότητας (Granger Causality) και των κατευθυνόμενων συναρτήσε-
ων μεταφοράς (DTF). Για το λόγο αυτό, έpiρεpiε να γίνουν κατανοητά τα ανατομικά
χαρακτηριστικά του εγκεφάλου και να μελετηθούν τα διάφορα μαθηματικά εργα-
λεία, piου αpiοτελούν piυλώνες της μοντελοpiοίησης των εγκεφαλικών σημάτων.
Συγκεκριμένα, στο piρώτο μέρος piαρουσιάζεται η ανατομία του ανθρώpiινου εγκε-
φάλου, καθώς και τα βασικά χαρακτηριστικά των νευρώνων. Γίνεται αναφορά σε
τρεις τεχνικές αpiεικόνισης της εγκεφαλικής δραστηριότητας (EEG, MEG, fMRI),
με την χρήση των οpiοίων μpiορούν να καταγραφούν τα εγκεφαλικά σήματα, αλλά
και διάφορα τοpiογραφικά δεδομένα. Στη συνέχεια, γίνεται εισαγωγή στην θεω-
ρία των σημάτων και piαρουσιάζονται οι διάφορες μέθοδοι ανάλυσης αυτών, τόσο
στο piεδίο του χρόνου, όσο και στο piεδίο των συχνοτήτων. Ιδιαίτερη βαρύτητα
δίνεται στο Διακριτό Μετασχηματισμό Fourier. Ακολουθεί εκτενής αναφορά στην
ανάλυση και μοντελοpiοίηση των στάσιμων στοχαστικών διαδικασιών, όpiου ασχο-
ληθήκαμε κυρίως με το piολυμεταβλητό αυτοpiαλίνδρομο μοντέλο (MVAR), καθώς
και με την εκτίμηση των piαραμέτρων (Μέθοδος Yule-Walker) αυτού. ΄Ετσι, έχο-
ντας δώσει όλο το μαθηματικό υpiόβαθρο piου είναι αpiαραίτητο, piροχωράμε στην
ανάpiτυξη των μεθόδων συνδεσιμότητας. Η Granger αιτιότητα αpiοτελεί ένα αpiό
τα piαλαιότερα και σημαντικότερα μαθηματικά εργαλεία για τη μελέτη συσχετίσεων
των νευροφυσιολογικών, και όχι μόνο, συστημάτων. Εν συνεχεία αναpiτύσσεται
η θεωρία και το μοντέλο της Φασματικής Granger Αιτιότητας (Spectral Granger
Causality) και της Κατευθυνόμενης Συνάρτησης Μεταφοράς, η οpiοία αpiοτελεί
και τη δεύτερη μέθοδο piου μελετάται στην piαρούσα εργασία.
Τέλος, piροχωράμε στην εφαρμογή των δύο μεθόδων και στην αξιολόγηση των
αpiοτελεσμάτων, piάνω σε piροσομοιωμένα δεδομένα σημάτων, για τα οpiοία είναι
γνωστά τα μοτίβα συνδεσιμότητας. Σημειώνεται ότι η ανάλυση αυτών βασίζεται
στις μεθοδολογίες piου ακολουθούν οι A. K. Seth (2011) και G. Nollo, L. Faes
(2011).
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Abstract
The purpose of this thesis is to study and analyze neurophysiological data with
the use of Granger Causality and Directed Transfer Functions (DTF). We give
a brief review of the brain physiology and an overview of the methods used in
time-frequency domain analysis. We also present the stochastic processes theory
and focus on spectral analysis of multivariate autoregressive models (MVAR).
Finally, we introduced the theory of G-causality and DTF and we apply their
methods to simulated signals, with known patterns of connectivity.
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Κεφάλαιο 1
Νευροφυσιολογία
1.1 Γνωστική Εpiιστήμη και Νευροεpiιστήμη
Σχήμα 1.1.1: Αναpiαράσταση Διάταξης Νευρώνων
https://periplanomeno.wordpress.com/page/330/
Το εpiιστημονικό piεδίο piου ασχολείται με την έρευνα του νου ονομάζεται Γνωστι-
κή ή Γνωσιακή Εpiιστήμη (Cognitive Science). Το νέο αυτό διεpiιστημονικό piεδίο
αντλεί γνώσεις και piληροφορίες αpiό τη γνωστική νευροψυχολογία, τη γνωστική
νευροεpiιστήμη, την τεχνική νοημοσύνη, τη γλωσσολογία και τη φιλοσοφία του
νου. Το βασικό ερώτημα της γνωσιακής εpiιστήμης είναι piως piαράγεται η νόηση
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αpiό τη λειτουργία του εγκεφάλου. Προκειμένου λοιpiόν οι εpiιστήμονες να γνω-
ρίσουν τη φύση και τη λειτουργία της ανθρώpiινης νόησης, εστιάζονται στη μελέτη
των γνωστικών διεργασιών, όpiως της αντίληψης, της δράσης, της γλώσσας, της
μνήμης, της μάθησης και της γνωστικής ανάpiτυξης.
΄Ενας βασικός κλάδος της γνωστικής εpiιστήμης είναι η Γνωστική Νευροεpiιστήμη,
piου ασχολείται με την εpiιστημονική μελέτη του βιολογικού υpiόβαθρου των γνω-
στικών λειτουργιών. Πιο συγκεκριμένα, εpiικεντρώνεται στο νευρικό δίκτυο piου
σχετίζεται με την εκάστοτε γνωστική διεργασία, αλλά και την εκδηλούμενη συ-
μpiεριφορά. Ο συγκεκριμένος εpiιστημονικός τομέας piροσpiαθεί να αpiαντήσει στο
piως το νευρικό δίκτυο piαράγει τις piαρατηρούμενες συμpiεριφορές και τις διάφορες
γνωστικές λειτουργίες (όραση, ακοή, αφηρημένη αντίληψη, ύλη). Πέρα όμως αpiό
την ομαλή λειτουργία του νευρικού δικτύου, η νευροεpiιστήμη εξετάζει και το τι
συμβαίνει όταν piαρουσιάζονται νευρολογικές ψυχιατρικές ή και νευροεκφυλιστικές
εγκεφαλικές διαταραχές.
1.2 Νευρικό Σύστημα
Το νευρικό σύστημα είναι εκείνο το σύστημα piου ρυθμίζει και ελέγχει τη λειτουργία
όλων των οργάνων του ανθρώpiινου σώματος, καθώς εpiίσης και τη μεταξύ τους
ομαλή συνεργασία. Αναλυτικότερα, το ανθρώpiινο νευρικό σύστημα αpiοτελεί:
Σχήμα 1.2.1: Ανθρώpiινο Νευρικό Σύστημα
http://18gym-athin.att.sch.gr/Old-site/students-pages/organism.htm
1. ΄Ενα δίκτυο εpiικοινωνίας και αλληλεpiίδρασης του ανθρώpiινου οργανισμού
με το εξωτερικό piεριβάλλον.
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2. ΄Ενα δίκτυο συντονισμού και εpiικοινωνίας των ιστών και των οργάνων μεταξύ
τους.
3. Και το κυριότερο μέσο εκτέλεσης ανώτερων λειτουργιών, όpiως η βούληση,
η αντίληψη και η μνήμη.
Τα δύο βασικά συστήματα, στα οpiοία διαιρείται το ανθρώpiινο νευρικό σύστημα είναι
τοΚεντρικό Νευρικό Σύστημα (ΚΝΣ), piου αpiοτελείται αpiό το κρανίο και
τη σpiονδυλική στήλη και το Περιφερειακό Νευρικό Σύστημα (ΠΝΣ), το
οpiοίο όμως δεν piροστατεύεται αpiό τα οστά.
Κεντρικό Νευρικό Σύστημα
Είναι το βασικότερο μέρος του νευρικού συστήματος και piαίζει τον κυριότερο ρόλο
στην εpiεξεργασία της piληροφορίας piου λαμβάνεται αpiό τις αισθήσεις του οργανι-
σμού, στη ρύθμιση piολλών αpiό τις λειτουργίες του, στην εκδήλωση της σκέψης
κ.α.. Αpiοτελείται αpiό τον εγκέφαλο και το νωτιαίο μυελό, οι οpiοίοι piροστατεύο-
νται αpiό το κρανίο και τη σpiονδυλική στήλη αντίστοιχα και είναι τα κύρια κέντρα
όpiου γίνεται η διαpiλοκή, η συσχέτιση και η ολοκλήρωση των νευρικών piληροφο-
ριών.
Περιφερειακό Νευρικό Σύστημα
Αpiοτελείται αpiό ένα σύνολο piεριφερειακών νεύρων, τα οpiοία έχουν ως σκοpiό
τη μεταφορά των ερεθισμάτων και piληροφοριών του piεριβάλλοντος στο Κεντρικό
Νευρικό Σύστημα. Το Περιφερειακό Νευρικό Σύστημα διακρίνεται σε σωματικό
σύστημα και αυτόνομο σύστημα, αpiό τα οpiοία το piρώτο μεταφέρει συνειδητές
piληροφορίεςαʹ αpiό τον εγκέφαλο στους μυς του ανθρώpiινου σώματος, ενώ το
δεύτερο μεταφέρει εpiίσης piληροφορίες αpiό τον εγκέφαλο στα διάφορα σημεία του
σώματος και αντίστροφα, χωρίς όμως τη συνειδητή συμμετοχή του νου.
αʹΜια κίνηση χαρακτηρίζεται ως συνειδητή όταν αpiοφασίζουμε εμείς piότε, τι piως και αν θα
γίνει.
Ακόμα, το νευρικό σύστημα αpiοτελείται αpiό δύο διαφορετικές κατηγορίες κυτ-
τάρων: τα νευρικά κύτταρα ή νευρώνες και τα νευρογλοιακά κύτταρα ή νευρόγλοια.
Οι νευρώνες αpiοτελούν τα βασικότερα κύτταρα του νευρικού συστήματος και θα α-
ναpiτυχθούν στην εpiόμενη ενότητα αναλυτικότερα. ΄Οσον αφορά στα νευρογλοιακά
κύτταρα υpiάρχουν σε μεγαλύτερους αριθμούς, αλλά εpiειδή piεριορίζονται σε αpiλά
υpiοστηρικτικούς ρόλους δεν θα μας αpiασχολήσουν.
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1.3 Ο Ανθρώpiινος Εγκέφαλος
Ο εγκέφαλος είναι το μεγαλύτερο και σημαντικότερο όργανο του νευρικού συ-
στήματος, καθώς piεριλαμβάνει το 98% του νευρικού ιστού του σώματος και χάρις
αυτού μpiορούμε να σκεφτόμαστε, να κατανοούμε, να θυμόμαστε και να piράττου-
με. Πως όμως λειτουργεί ο εγκέφαλος και τι ακριβώς συμβαίνει σε αυτόν όταν
εκτελούμε συνειδητά ή ασυνείδητα διάφορες γνωστικές διεργασίες. Σε αυτά τα ε-
ρωτήματα, piολλοί ερευνητές ανά τους αιώνες piροσpiαθούν να δώσουν αpiαντήσεις.
Σχήμα 1.3.1: Ανατομία Εγκεφάλου
http://ebooks.edu.gr/modules/ebook/show.php/DSGL-A105/43/270,1255/
΄Οσον αφορά στην ανατομία του, ο εγκέφαλος βρίσκεται εντός του εγκεφαλικού
κρανίου και piεριβάλλεται αpiό τρεις piροστατευτικούς υμένες, τις μήνιγγες. Αpiοτε-
λείται αpiό τα εγκεφαλικά ημισφαίρια, το στέλεχος και την piαρεγκεφαλίδα, (Εικόνα
1.3.1). Εpiίσης, αpiό την κάτω εpiιφάνειά του εκφύονται οι εγκεφαλικές συζυγίες ή
τα νεύρα και ξεκινά ο νωτιαίος μυελός, ενώ τον εγκεφαλικό φλοιό αpiοτελούν οι
άνω και piλάγιες εpiιφάνειες του εγκεφάλου. Στη συνέχεια αναλύουμε τις κύριες
τρεις piεριοχές του εγκεφάλου piου αναφέρθηκαν piροηγουμένως.
1.3.1 Εγκεφαλικά ημισφαίρια
Τα εγκεφαλικά ημισφαίρια χωρίζονται αpiό την εpiιμήκη σχισμή σε δεξιό και αρι-
στερό ημισφαίριο, καλύpiτοντας σχεδόν όλα τα άλλα μέρη του εγκεφάλου (Εικόνα
1.3.2). Στην εpiιφάνεια τους εμφανίζουν piροεξοχές και αυλακώσεις, οι οpiοίες ο-
νομάζονται αντίστοιχα έλικες και αύλακες. Κάθε ημισφαίριο διαιρείται λειτουργικά
αpiό τέσσερις λοβούς (μετωpiιαίος, βρεγματικός, ινιακός και κροταφικός), λευκή
ουσία και βασικά γάγγλια (Kandel et al., 2006).
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Σχήμα 1.3.2: Εγκεφαλικά Ημισφαίρια και Εγκεφαλικοί Λοβοί
http://www.dreamstime.com/illustration/mapped.html
 Μετωpiιαίος λοβός: Αpiοτελεί το μεγαλύτερο λοβό του εγκεφάλου και
σχηματίζει τις piρόσθιες μοίρες των ημισφαιρίων. Συνορεύει με τον βρεγμα-
τικό και τον κροταφικό λοβό, με τους οpiοίους χωρίζεται αpiό την κεντρική
αύλακα και την piλάγια σχισμή αντίστοιχα. Ο μετωpiιαίος λοβός συνδέεται
με τον σχεδιασμό και την εκτέλεση συμpiεριφορών, ενώ αν piροκληθεί κάpiοια
βλάβη σε αυτόν piαρατηρείται αpiώλεια κίνησης διάφορων μερών του σώματος,
εμμονή ιδεών, αλλαγές στη διάθεση και ανικανότητα έκφρασης στη γλώσσα.
 Βρεγματικός λοβός: Στο βρεγματικό λοβό βρίσκεται η θέση ελέγχου
για την οpiτική piεριοχή και την αντίληψη της αφής. Συνδέεται ουσιαστικά
με την αναγνώριση και την αντίληψη ερεθισμάτων, καθώς και με τον piροσα-
νατολισμό. Σε ενδεχόμενο βλάβης piαρατηρούνται piροβλήματα ανάγνωσης,
αδυναμία συγκέντρωσης και ονομασίας αντικειμένων, αλλά και οpiτικής piρο-
σοχής.
 Κροταφικός λοβός: ΄Οpiως αναφέραμε piαραpiάνω, ο κροταφικός λοβός
βρίσκεται κάτω αpiό την piλάγια σχισμή και αpiοτελεί την κυριότερη δομή για
την ακουστική αντίληψη, τις δεικτικές συνιστώσες του λόγου, την οpiτική
μνήμη, την δηλωτική (των γεγονότων) μνήμη και τα συναισθήματα. Αν υpiάρ-
ξει βλάβη του αριστερού κροταφικού λοβού, εμφανίζονται piροβλήματα στην
αναγνώριση, την μνήμη και τον σχηματισμό του έναρθρου λόγου. Στην piε-
ρίpiτωση βλάβης του δεξιού κροταφικού λοβού, χάνεται συνήθως η ικανότητα
ερμηνείας μη λεκτικών ακουστικών ερεθισμάτων, όpiως για piαράδειγμα της
μουσικής.
 Ινιακός λοβός: Περιλαμβάνει τον piρωτογενή φλοιό και τις οpiτικές συ-
νειρμικές piεριοχές. Ο ινιακός λοβός συνδέεται με την οpiτική αναγνώριση και
την αντίληψη του χώρου, ενώ σε piερίpiτωση βλάβης του piρωτογενή οpiτικού
φλοιού οδηγεί στο σύνδρομο ANTON (Maddula et al., 2009).
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Στη βάση των εγκεφαλικών ημισφαιρίων βρίσκονται δύο θάλαμοι, οι οpiοίοι είναι
ωοειδείς μάζες φαιάς ουσίας και piεριβάλλονται αpiό τους βασικούς piυρήνες και
την έσω κάψα. Η κύρια λειτουργία των θαλάμων είναι να ενεργεί σαν κέντρο
για τις αισθήσεις, αλλά και piροσφέρει την αpiαραίτητη υpiοδομή piληροφοριών για
το κινητικό σύστημα. Κάτω αpiό τους θαλάμους υpiάρχει ο υpiοθάλαμος, αpiό τον
οpiοίο το εξερχόμενο νεύρο μεταβιβάζεται στο αυτόνομο τμήμα του piεριφερειακού
συστήματος. Ακόμη, ο υpiοθάλαμος αpiοτελεί την υψηλότατη piεριοχή ελέγχου του
μηχανισμού σταθερότητας των φυσιολογικών καταστάσεων στο σώμα.
1.3.2 Εγκεφαλικό στέλεχος
Σχήμα 1.3.3: Ανατομία Εγκεφαλικού Στελέχους
http://apothetirio.teiep.gr/
Το στέλεχος είναι η δίοδος piου συνδέει τον εγκέφαλο με το νωτιαίο μυελό και με-
ταφέρει σε αυτά τα νευρικά ερεθίσματα (Kandel et al., 2006). Αpiοτελείται αpiό το
μέσο εγκέφαλο, τη γέφυρα και το piρομήκη μυελό (Εικόνα 1.3.3). Το εγκεφαλικό
στέλεχος piεριέχει piολυάριθμες νευρικές οδούς (ανιούσες και κατιούσες), καθώς
και ένα δικτυωτό σχηματισμό (σύμpiλεγμα νευρώνων), στον οpiοίο συμpiεριλαμ-
βάνονται λειτουργίες, όpiως ο έλεγχος του εpiιpiέδου συνείδησης και της αίσθησης
του piόνου. Ο μέσος εγκέφαλος και η άνω γέφυρα piεριέχουν το σύστημα ενερ-
γοpiοίησης του δικτυωτού σχηματισμού, ενώ στη κάτω γέφυρα και τον piρομήκη
μυελό βρίσκονται τα ζωτικά κέντρα της αναpiνοής και της κυκλοφορίας. Τέλος, το
στέλεχος ρυθμίζει piολύ σημαντικές και βασικές λειτουργίες, όpiως είναι η αναpiνοή,
ο καρδιακός ρυθμός, ο ύpiνος και η piροσοχή.
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1.3.3 Παρεγκεφαλίδα
Η piαρεγκεφαλίδα βρίσκεται piίσω αpiό τη γέφυρα και τον piρομήκη μυελό. Αpiοτελε-
ίται αpiό τον σκώληκα και δύο (piαρεγκεφαλιδικά) ημισφαίρια, στα οpiοία βρίσκεται
η φαιά ουσία και εσωτερικά η λευκή ουσία με τους piυρήνες (Εικόνα 1.3.4).
Σχήμα 1.3.4: Ανατομία Παρεγκεφαλίδας
http://slideplayer.gr/slide/2863699/
Ο ρόλος της είναι αρκετά σημαντικός, αφού είναι υpiεύθυνη για τη διατήρηση της
ισορροpiίας και τον συντονισμό των κινήσεων του σώματος (Kandel et al., 2006).
Δέχεται συνεχώς piληροφορίες αpiό τους σκελετικούς μυς, τις αρθρώσεις και τους
τένοντες και εpiιτελεί, όpiου χρειάζεται, διορθωτικές ρυθμίσεις για την ομαλοpiο-
ίηση των κινήσεων. Ασθενείς με βλάβη της piαρεγκεφαλίδας εκδηλώνουν κυρίως
ασυγχρονισμό των κινήσεων, των οφθαλμών, των κάτω και των άνω άκρων.
1.4 Νευρικά Κύτταρα ή Νευρώνες
Ο εγκέφαλος είναι ένα δίκτυο 100 δισεκατομμυρίων νευρικών κυττάρων, piου ονο-
μάζονται νευρώνες και αpiοτελούν τις δομικές και λειτουργικές μονάδες του νευ-
ρικού συστήματος. Πρόκειται για εξειδικευμένα κύτταρα, με την βοήθεια των
οpiοίων piραγματοpiοιούνται οι εpiικοινωνίες και η μεταβίβαση piληροφοριών αpiό το
ένα μέρος του σώματος στο άλλο. Ως εκ τούτου, οι νευρώνες, οι οpiοίοι αντιδρούν
τόσο σε εσωτερικά όσο και σε εξωτερικά ερεθίσματα, δομούν τις αντιλήψεις μας,
εpiικεντρώνουν την piροσοχή μας και ελέγχουν τους μηχανισμούς των piράξεων μας
(Kandel et al., 2006).
1.4.1 Δομή Νευρώνων
Αν και οι νευρώνες μpiορούν να ταξινομηθούν σε piολλούς διαφορετικούς τύpiους
με βάση την μορφή τους, έχουν την ίδια βασική δομή. ΄Ενας τυpiικός νευρώνας
αpiοτελείται αpiό τέσσερις μορφολογικά καθορισμένες piεριοχές (1.4.1), οι οpiοίες
είναι (Kandel et al., 2006; Purves et al., 2004):
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 Το κυτταρικό σώμα, το οpiοίο είναι το μεγαλύτερο κεντρικό τμήμα του
κυττάρου και εμpiεριέχει τον piυρήνα, τα μιτοχόνδρια και άλλα βασικά συστατι-
κά του κυττάρου. Ακόμα, piεριλαμβάνουν αpiό μία ή piερισσότερες υpiοομάδες.
 Οι δενδρίτες, οι οpiοίοι είναι διακλαδιζόμενες κυτταρικές piροεξοχές ή αλ-
λιώς αpiοφυάδες του κυτταροpiλάσματος. Ο κύριος ρόλος τους είναι να λαμ-
βάνουν και να συλλέγουν σήματα piου στέλνονται στο κύτταρο αpiό τους
νευρώνες.
 Ο νευράξονας, ο οpiοίος είναι υpiεύθυνος για τη μετάδοση piληροφορίας -
σήματος αpiό το κύτταρο piρος τους άλλους νευρώνες. Το μήκος του μpiορεί
να είναι μέχρι και 10.000 φορές μεγαλύτερο αpiό τη διάμετρο του κυτταρι-
κού σώματος. Ουσιαστικά piρόκειται για μια σωληνοειδή κατασκευή, piου
εδράζεται στο σώμα σε μια piεριοχή piου ονομάζεται εκφυτικός κώνος. Η
κατασκευή αυτή μονώνεται με την βοήθεια μυελώδους ελύτρου, το οpiοίο
διακόpiτεται σε διάφορα μέρη αpiό τους κόμβους Ranvier και διασφαλίζει κα-
τά μήκος του άξονα τη διάδοση ηλεκτρικών piαλμών - spikes. Στο τελείωμα
του ο άξονας διαιρείται σε αρκετές νευραξονικές αpiολήξεις.
 Τα συναpiτικά (τελικά) κυστίδια, τα οpiοία συμβάλουν στην ένωση
των piροσυναpiτικών με τους μετασυναpiτικούς νευρώνες.
Σχήμα 1.4.1: Τα Κύρια Στοιχεία ενός Νευρώνα
http://www.foundalis.com/dep/cog/N4_gr.htm
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Στο σημείο αυτό, piρέpiει να αναλύσουμε piερισσότερο τις μεταξύ συνδέσεις των
νευρώνων. Πιο συγκεκριμένα, οι νευρώνες σχηματίζουν συνάψεις, οι οpiοίες είναι
οι συνδέσεις των piροσυναpiτικών τελικών κόμβων του piροσυναpiτικού νευρώνα με
τους δενδρίτες του μετασυναpiτικού νευρώνα. Με αυτό τον τρόpiο, διασφαλίζεται η
ταχύτατη διάδοση των σημάτων μεταξύ γειτονικών και μη νευρώνων, ανεξάρτητα
αpiό την αpiόσταση piου αυτοί μpiορεί να έχουν. Γίνεται λοιpiόν αντιληpiτό, αν σκεφτεί
κανείς το γεγονός ότι ένας τυpiικός νευρώνας σχηματίζει 1.000 piερίpiου συνάψεις
και δέχεται piολύ piερισσότερες, ότι δημιουργούνται αρκετά piερίpiλοκες διατάξεις
ανάμεσα στους νευρώνες.
1.4.2 Λειτουργία Νευρώνων
Η βασική λειτουργία των νευρώνων είναι η αpiοστολή και η λήψη piληροφοριών.
Η εpiικοινωνία ανάμεσα στους νευρώνες γίνεται μέσω ηλεκτρονικών και χημικών
σημάτων. Τα χημικά σήματα piου δέχονται οι δενδρίτες αpiό τους νευράξονες με-
τατρέpiονται σε ηλεκτρικά, τα οpiοία με την σειρά τους piροστίθενται ή αφαιρούνται
αpiό άλλα ηλεκτρικά σήματα piου λαμβάνονται αpiό όλες τις υpiόλοιpiες συνάψεις. Με
τον τρόpiο αυτό, κρίνεται αν το σήμα είναι σημαντικό για να μεταδοθεί ή όχι. Αν
ληφθεί η αpiόφαση μετάδοσης του σήματος, τότε δημιουργείται ένα σήμα όλον ή
ουδέν, το οpiοίο σημαίνει ότι μόνο δύο χαρακτηριστικά του μεταδιδόμενου σήματος
συντελούν στην αγωγή piληροφοριών. Τα χαρακτηριστικά αυτά είναι ο αριθμός
δυναμικών ενέργειας και τα χρονικά διαλείμματα μεταξύ αυτών. Στη συνέχεια, τα
ηλεκτρικά σήματα οδεύουν αpiό τους άξονες στους δενδρίτες του εpiόμενου νευρώνα
και ούτω κάθε εξής.
Σχήμα 1.4.2: Εpiικοινωνία Νευρώνων και Συναpiτική Δομή
http://ww2.coastal.edu/kingw/psyc415/html/neuron.html
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Οι δύο σημαντικές ισχύουσες αρχές για την μετάδοση σημάτων μεταξύ των νευ-
ρώνων, σύμφωνα με τον Ramón y Cajal (Kandel et al., 2000) είναι:
Αρχή της Δυναμικής Πόλωσης
Σε ένα νευρικό κύτταρο τα ηλεκτρικά σήματα άγονται piρος μία piρόβλεψη και στα-
θερή κατεύθυνση. Δηλαδή, τα σήματα ξεκινάν αpiό τους δενδρίτες στο κυτταρικό
σώμα, αpiό εκεί οδεύουν piρος την ζώνη εκκίνησης του εκφυτικού κώνου, όpiου
δημιουργείται το δυναμικό ενέργειας. Το δυναμικό ενέργειας με την σειρά του με-
ταφέρεται μέσω του νευράξονα στα piροσυναpiτικά τελικά κυστίδια (Εικόνα 1.4.2).
Αρχή της Εξειδίκευσης της Σύνδεσης
Σύμφωνα με την αρχή αυτή ισχύουν τρία βασικά piράγματα :
 Δεν υpiάρχει κυτταροpiλασματική συνέχεια.
 Δεν υpiάρχει σχηματισμός τυχαίων δικτύων.
 Δεν υpiάρχει τυχαία εpiικοινωνία των νευρικών κυττάρων.
1.4.2.1 Δυναμικό Ηρεμίας (Resting Potential)
΄Ολα τα νευρωνικά κύτταρα σε συνθήκες ηρεμίας έχουν μια διαφορά δυναμικο-
ύ κατά μήκος των μεμβρανών, η οpiοία διαφορά κυμαίνεται αpiό -40 έως -70 mV
(Kandel et al., 2006). Πιο συγκεκριμένα, το εσωτερικό του κυττάρου είναι αρνη-
τικά φορτισμένο, ενώ ο εξωκυτταρικός χώρος θετικά φορτισμένος1. Η διαφορά
αυτή, ονομάζεται δυναμικό ηρεμίας και διατηρείται για όσο χρόνο το κύτταρο δεν
δέχεται ερεθίσματα ή δέχεται ερεθίσματα, των οpiοίων η ένταση είναι μικρότερη της
έντασης κατωφλίου.
1Τόσο στον εξωκυττάριο όσο και στον ενδοκυττάριο χώρο υpiάρχουν αρνητικά και θετικά φορ-
τία (ιόντα) τα οpiοία είναι ίσα μεταξύ τους. Τα θετικά φορτισμένα ιόντα ονομάζονται κατιόντα,
τα αρνητικά φορτισμένα ιόντα ονομάζονται ανιόντα. Στον εξωκυττάριο χώρο το κύριο κατιόν
(θετικό φορτίο) είναι το ιόν νατρίου (Na+ ) και το κύριο ανιόν (αρνητικό φορτίο) το ιόν χλωρίου
(Cl−). Αντίστοιχα στο ενδοκυττάριο χώρο το κύριο κατιόν είναι το ιόν καλίου (K+) και το κύριο
ανιόν είναι διάφορα οργανικά ανιόντα. Το κάθε υγρό χωριστά (ενδοκυττάριο, εξωκυττάριο) είναι
ηλεκτρικά ουδέτερο αφού όσα θετικά φορτία έχει τόσα αρνητικά φορτία έχει. Ωστόσο, ο αριθμός
των φορτίων αμέσως έξω και αμέσως μέσα αpiό την κυτταρική μεμβράνη είναι διαφορετικός, με
συνέpiεια τη δημιουργία μιας διαφοράς δυναμικού στις δυο piλευρές της μεμβράνης. Συγκεκριμένα
υpiάρχουν συνολικά piερισσότερα θετικά ιόντα στην εξωτερική piλευρά της μεμβράνης σε σχέση
με την εσωτερική. Με άλλα λόγια, το εξωτερικό της μεμβράνης piαρουσιάζει μια σχετική ηλε-
κτροθετικότητα, ενώ το εσωτερικό της μεμβράνης μια σχετική ηλεκτροαρνητικότητα (Purves et
al., 2004).
1.4. ΝΕΥΡΙΚΑ ΚΥΤΤΑΡΑ Η ΝΕΥΡΩΝΕΣ 31
1.4.2.2 Δυναμικό Ενέργειας (Action Potential)
Στην piερίpiτωση piου το ερέθισμα piου θα δεχθεί ένα νευρικό κύτταρο είναι με-
γαλύτερο αpiό την ένταση κατωφλίου του, τότε εpiέρχεται διαpiερατότητα της μεμ-
βράνης (' 1msec), χάρις στους διαύλους Na+ piου ανοίγουν, με αpiοτέλεσμα να
εισέλθουν Na+ μαζικά στον νευρώνα (Kandel et al., 2006). Λόγω αυτής της α-
piότομης εισροής, piροκαλείται αλλαγή του δυναμικού εντός του κυττάρου, το οpiοίο
φτάνει στα +30 με +40 mV (Εικόνα 1.4.3). Η φάση αυτή ονομάζεται εκpiόλω-
ση. ΄Εpiειτα εξαιτίας της αpiότομης μεταβολής του δυναμικού στον εσωκυτταρικό
χώρο, ανοίγουν οι δίαυλοι K+, με αpiοτέλεσμα να εξέρχονται K+ μαζικά piρος
τον εξωκυτταρικό χώρο. Στο τέλος της διαδικασίας αυτής, η οpiοία ονομάζεται
εpiαναpiόλωση, το δυναμικό στο εσωτερικό εpiανέρχεται στα -70 mV και οι αντλίες
Na+/K+ αναλαμβάνουν να αpiοκαταστήσουν το δυναμικό στα εpiίpiεδα ηρεμίας.
Σχήμα 1.4.3: Γραφική Παράσταση Δυναμικού Ενεργείας
https://el.wikipedia.org/wiki/Δυναμικό ενέργειας
1.4.2.3 Μετασυναpiτικό Δυναμικό (PostSynaptic Potential)
΄Οταν το δυναμικό δράσης φτάσει στα συναpiτικά τελικά κυστίδια, διεγείρει την
αpiελευθέρωση χημικών διαβιβαστών αpiό αυτά. Η αpiελευθέρωση αυτή λειτουρ-
γεί ως σήμα εξόδου και η piοσότητα του νευροδιαβιβαστή piου αpiελευθερώνεται
είναι ανάλογη με τον αριθμό και τη συχνότητα των δυναμικών ενέργειας του νευ-
ράξονα. Πιο συγκεκριμένα, ο νευροδιαβιβαστής διαχέεται μέσω της συνοpiτικής
σχισμής αpiό τον piροσυναpiτικό νευρώνα piρος τους δενδρίτες του μετασυναpiτικού,
piροκαλώντας εν συνεχεία μετασυναpiτικό δυναμικό. Το μετασυναpiτικό δυναμικό
ανάλογα με το είδος των υpiοδοχέων του κυττάρου του, διακρίνεται σε διεγερτικό
(EPSP) και κατασταλτικό ή ανασταλτικό (APSP) (Kandel et al., 2006). Τέλος,
ανάλογα με το είδος του δυναμικού piου εμφανίζεται, διαχωρίζεται και η σύναψη
σε σύναψη διέγερσης και ανασταλτική ή κατασταλτική σύναψη.
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Κεφάλαιο 2
Αpiεικόνιση Εγκεφαλικής
Δραστηριότητας
2.1 Εισαγωγή
΄Οpiως είδαμε στο piροηγούμενο κεφάλαιο, ο εγκέφαλος αpiοτελεί το piιο σύνθετο
όργανο του ανθρωpiίνου σώματος και η αρχιτεκτονική του νευρικού συστήματος
είναι αρκετά piερίpiλοκη. Ανά τα χρόνια, εpiιστήμονες αpiό διαφορετικούς κλάδους
piροσpiαθούν να δώσουν αpiαντήσεις στα άλυτα ερωτήματα piου αφορούν την εγκε-
φαλική λειτουργία, αλλά και την λειτουργία του piολύpiλοκου δικτύου νευρώνων
piου σχηματίζεται στον ανθρώpiινο οργανισμό.
Τις τελευταίες τρεις δεκαετίες, ο τομέας της Ιατρικής Αpiεικόνισης έχει κάνει τε-
ράστιες piροόδους για την μελέτη της εγκεφαλικής λειτουργίας. Συγκεκριμένα, ο
κλάδος της λειτουργικής Νευροαpiεικόνισης έχει αναpiτύξει διάφορες τεχνικές α-
piεικονίσεις της εγκεφαλικής δραστηριότητας. Ορισμένες αpiό αυτές, οι οpiοίες και
θα αναpiτυχθούν στο κεφάλαιο αυτό είναι:
 Η Ηλεκτροεγκεφαλογραφία (Electroencephalography, EEG)
 Η Μαγνητοεγκεφαλογραφία (Magnetoencephalography, MEG)
 Και η Αpiεικόνιση Λειτουργικού Μαγνητικού Συντονισμού
(functional Magnetic Resonance Imaging, fMRI)
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2.2 Ηλεκτροεγκεφαλογραφία
Ο Γερμανός ψυχίατρος H.Berger το 1924 piραγματοpiοίησε την piρώτη καταγραφή
του ηλεκτρικού piεδίου του ανθρώpiινου εγκεφάλου, η οpiοία ονομάστηκε Ηλεκτρο-
εγκεφαλογραφία (EEG) (Purves et al., 2004). Η μέθοδος αυτή αpiοτελεί piλέον
μια αpiό τις piιο κλασικές τεχνικές καταγραφής της εγκεφαλικής δραστηριότητας
και εντάσσεται στις μη piαρεμβατικές μεθοδολογίες (Σχήμα 2.2.1).
Το Ηλεκτροεγκεφαλογράφημα piρόκειται στην ουσία για μια νευροφυσιολογική
μέτρηση της ηλεκτρικής δραστηριότητας του εγκεφάλου και βασίζεται στη κα-
ταγραφή των διαφορών δυναμικού, οι οpiοίες piαρουσιάζονται σε σημεία του εξω-
τερικού κρανίου (δερματική εpiιφάνεια). Προκειμένου να piραγματοpiοιηθεί η κα-
ταγραφή αυτή, χρησιμοpiοιούνται διάφορα ηλεκτρόδια, τα οpiοία τοpiοθετούνται σε
συγκεκριμένα σημεία piάνω στο κεφάλι.
Σχήμα 2.2.1: Διάταξη Ηλεκτροεγκεφαλογραφίας
http://medihighwaypvtltd.tradeindia.com/eeg-machine-1791277.html
2.2.1 Λειτουργία Ηλεκτροδίων
΄Οpiως αναφέραμε, το piρώτο στάδιο του συστήματος λήψης και εpiεξεργασίας EEG
σημάτων ξεκινάει αpiό τα ηλεκτρόδια. Τα ηλεκτρόδια αpiοτελούν μικρούς αισθη-
τήρες οι οpiοίοι έχουν την δυνατότητα να μετατρέpiουν το ρεύμα ιόντων στο εσω-
τερικό του κρανίου, σε ρεύμα ηλεκτρονίων μέσα στο καλώδιο. Για να έρθει ένα
ηλεκτρόδιο σε εpiαφή με το δέρμα ακολουθούνται τα εξής βήματα:
1. Καθαρισμός της piεριοχής του δέρματος με αιθανόλη, ώστε να εpiιτύχουμε
χαμηλή αντίσταση εpiαφής.
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2. Τοpiοθέτηση στην ίδια piεριοχή ενός ειδικού υγρού, piου έχει το ρόλο ηλε-
κτρολύτη.
3. Χρήση κολλώδους ουσίας ή ενός μικρού δακτυλίου, ώστε να piροσκολλάται
το ηλεκτρόδιο στο δέρμα.
Κάθε ηλεκτρόδιο έρχεται σε αpiευθείας εpiαφή με τον ηλεκτρολύτη, κατασκευάζο-
ντας ένα σύνορο όpiου είναι δυνατή η κίνηση ιόντων, μέχρι να εpiέλθει η ισορροpiία.
Σε κάθε piεριοχή λοιpiόν piου τοpiοθετείται ένα ηλεκτρόδιο, δημιουργούνται δύο
φορτισμένα στρώματα, τα οpiοία εμφανίζουν μια διαφορά δυναμικού, η οpiοία εμpiο-
δίζει τη συνέχιση της κίνησης ιόντων, αλλά μpiορεί να αντιληφθεί τις μεταβολές
της ιοντικής συγκέντρωσης. ΄Οταν ο εγκέφαλος δεχθεί ένα σήμα, piροκαλείται μια
τέτοια μεταβολή στη συγκέντρωση ιόντων, άρα και μεταβολή της διαφοράς δυνα-
μικού στα δύο στρώματα. ΄Ετσι, τα ιόντα μετατρέpiονται σε ηλεκτρόνια, τα οpiοία
ρέουν μέσα στο καλώδιο και έχουμε τη καταγραφή των EEG σημάτων (Εικόνα
2.2.2).
Σχήμα 2.2.2: Εpiιληpiτικές Αιχμές-Κύματα με Ηλεκτροεγκεφαλογράφημα
https://en.wikipedia.org/wiki/Electroencephalography
Στο σημείο αυτό piρέpiει να σημειωθούν δύο βασικά piράγματα:
 Πρώτον, η τάση στο σύνορο εpiηρεάζεται μόνο αpiό ιοντικά ρεύματα και όχι
αpiό θερμοκρασιακές μεταβολές ή μηχανικές μετακινήσεις των ηλεκτροδίων.
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 Δεύτερον, λόγω της αpiόστασης μεταξύ φλοιού και ηλεκτροδίου piου piαρεμ-
βάλλεται, οι μετρήσεις είναι εpiιρρεpiείς σε θορύβους.
2.2.2 Τοpiοθέτηση Ηλεκτροδίων
Οι εpiιστήμονες έχουν δημιουργήσει διάφορα piρότυpiα για την εpiιλογή των θέσε-
ων του κάθε ηλεκτροδίου στο ανθρώpiινο κεφάλι. Παρόλα αυτά, έχει καθιερωθεί
και χρησιμοpiοιείται το Διεθνές Σύστημα 10-20 ή αλλιώς διάταξη κατά
Jasper για την τοpiοθέτηση ηλεκτροδίων.
Σύμφωνα με το σύστημα αυτό χρησιμοpiοιούνται συνολικά 21 ηλεκτρόδια, των ο-
piοίων οι θέσεις καθορίζονται έχοντας ως σημεία αναφοράς το σημείο της μύτης
στο ύψος των ματιών και το ινίο. Εpiίσης, το όνομα 10-20 piροήλθε αpiό τις ο-
ριζόντιες και κατακόρυφες μεταξύ τους αpiοστάσεις. Η ακόλουθη εικόνα (2.2.3)
δείχνει αναλυτικά piως και piου τοpiοθετούνται τα 21 ηλεκτρόδια.
Σχήμα 2.2.3: Θέσεις και Ονοματολογία Ηλεκτροδίων
www.bem.ﬁ
Να αναφέρουμε ότι το Διεθνές Σύστημα 10-20, χρησιμοpiοιείται ευρέως, διότι μpiο-
ρεί και piροσαρμόζεται σε διάφορες διαστάσεις κεφαλιών (μικρά piαιδιά, ενήλικες).
Τέλος, άλλα μοντέλα τοpiοθέτησης ηλεκτροδίων είναι τα 10-10 και 10-5, στα οpiοία
piαρεμβάλλονται και άλλα ηλεκτρόδια ανάμεσα σε εκείνα του 10-20.
2.2.3 Ενίσχυση Σήματος Εγκεφαλογραφήματος
Κάθε σήμα piου ενισχύεται στο ηλεκτροεγκεφαλογράφημα αpiοτελεί τη διαφορά με-
ταξύ των δυναμικών piου piαρουσιάζουν δύο ηλεκτρόδια ανάμεσά τους οpiοιανδήpiοτε
στιγμή. Αφού ανιχνευτούν αυτές οι διαφορές δυναμικού, οδηγούνται στο μέρος
της ενισχυτικής διάταξης του EEG, όpiου piεριέχονται διάφορες διατάξεις φιλτρα-
ρίσματος. Στο τμήμα αυτό κάθε σήμα ενισχύεται ώστε να μpiορεί να μετρηθεί.
Συνοpiτικά, η μέτρηση των σημάτων γίνεται ως εξής:
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1. Τα σήματα piερνάνε αpiό την piρώτη βαθμίδα ενίσχυσης (piροενίσχυση), η
οpiοία αpiοτελείται αpiό ενισχυτές χαμηλού θορύβου.
2. Στη συνέχεια, τα αναλογικά σήματα μέσω μιας συσκευής piολυpiλεξίας οδη-
γούνται στο μετατροpiέα του αναλογικού σε ψηφιακό σήμα.
3. Στο σημείο αυτό, τα ψηφιακά σήματα καταμετρούνται σε ένα ηλεκτρονικό
βολτόμετρο.
4. Τέλος, τα ψηφιακά δεδομένα των μετρήσεων αυτών λαμβάνονται αpiό έναν
ηλεκτρονικό υpiολογιστή και είναι έτοιμα για άμεση ή ύστερη εpiεξεργασία.
2.2.4 Εγκεφαλικοί Ρυθμοί
Το φάσμα συχνοτήτων αpiοτελεί ένα αpiό τα βασικότερα χαρακτηριστικά του ηλε-
κτροεγκεφαλογραφήματος. Η διαίρεση του φάσματος γίνεται σε piέντε piεριοχές
συχνοτήτων, οι οpiοίες αναφέρονται ως εγκεφαλικοί ρυθμοί και είναι (Bismpikos,
2013):
 Ο δέλτα ρυθμός, του οpiοίου η piεριοχή συχνοτήτων είναι 0.5-4 Hz. Ο ρυθ-
μός αυτός συσχετίζεται με τον ύpiνο στο φυσιολογικό άνθρωpiο και αpiοτελεί
τον βασικό ρυθμό στα νεογέννητα ως το δεύτερο έτος της ηλικίας τους.
 Ο θήτα ρυθμός, του οpiοίου η piεριοχή συχνοτήτων είναι 4-8 Hz. Ο ρυθ-
μός αυτός στους ενήλικες είναι υpiαρκτός σε ορισμένα στάδια του ύpiνου και
εντοpiίζεται στην piεριοχή του ιpipiόκαμpiου.
 Ο άλφα ρυθμός, του οpiοίου η piεριοχή συχνοτήτων είναι 8-13 Hz. Ο ρυθ-
μός αυτός ήταν ο piρώτος piου μελετήθηκε και συχνά τον συναντάμε με την
ονομασία κύματα του Berger. Εpiίσης, εντοpiίζεται στον ινιακό λοβό όταν
είμαστε ξύpiνιοι ή σε χαλάρωση ή με κλειστά μάτια. Να αναφέρουμε ότι αν
ανοίξουμε τα μάτια piροκαλείται αύξηση του ρυθμού άλφα (αντίστοιχα αν τα
κλείσουμε).
 Ο βήτα ρυθμός, του οpiοίου η piεριοχή συχνοτήτων είναι 13-30Hz. Ο ρυθμός
αυτός εμφανίζεται όταν είμαστε ξύpiνιοι και σε φάση piλήρους εγρήγορσης.
 Ο γάμμα ρυθμός, του οpiοίου η piεριοχή συχνοτήτων είναι 30-80 Hz. Ο
ρυθμός αυτός συνδέεται με μηχανισμούς καταστολής είτε στην είσοδο σε
φάση χαλάρωσης είτε σε συνδυασμό με τον βήτα ρυθμό σε φάσεις αυξημένης
piροσοχής – εγρήγορσης.
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Σημειώνεται ότι κάθε ρυθμός (Εικόνα 2.2.4), piέρα αpiό ότι έχει συνδυαστεί με
διάφορα εpiίpiεδα εγρήγορσης, χαλάρωσης, ύpiνου κ.α., είναι άμεσα συνδεδεμένος
με την ηλικία του ατόμου. Για piαράδειγμα, οι βήτα και γάμμα ρυθμοί είναι φυσιο-
λογικοί σε μικρά piαιδιά, ενώ οι εμφάνιση τους σε ενήλικες είναι ένδειξη εpiιληψίας
(Bismpikos, 2013).
Σχήμα 2.2.4: Κυματομορφές των Εγκεφαλικών Ρυθμών
https://en.wikipedia.org/wiki/Electroencephalography
Γενικότερα να αναφέρουμε ότι όσο η ανθρώpiινη δραστηριότητα αυξάνεται, τόσο
piιο υψηλή συχνότητα έχει ένα EEG σήμα, αλλά και τόσο μικρότερο piλάτος. ΄Οταν
τα μάτια είναι κλειστά, ο άλφα ρυθμός κυριαρχεί, ενώ αν ένα άτομο κοιμάται η
συχνότητα μειώνεται. Ακόμα, υpiάρχει η φάση του ύpiνου piου χαρακτηρίζεται αpiό
γρήγορες κινήσεις (ανοιγοκλείσιμο) των ματιών και ονομάζεται REM (Purves et
al., 2004).
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Σχήμα 2.2.5: Κύκλος και Στάδια ΄Υpiνου
http://imgur.com/gallery/SvAkScB
Ας δώσουμε ένα piαράδειγμα των σταδίων (Εικόνα 2.2.5) piου piερνάει ένας ενήλικας
όταν κοιμάται:
Στάδιο 1: έναρξη του ύpiνου (ελαφρύς ύpiνος), όpiου το άτομο piερνάει αpiό την
εγρήγορση στον ύpiνο και έχει μείωση του μυϊκού τόνου.
Στάδιο 2: piαρουσιάζεται εpiιβράδυνση του καρδιακού ρυθμού, του ρυθμού της
αναpiνοής και piτώση της θερμοκρασίας.
Στάδιο 3: βαθύς ύpiνος, όpiου το άτομο είναι piολύ δύσκολο να ξυpiνήσει και
εμφανίζονται κύματα δέλτα.
Στάδιο 4: piολύ βαθύς ύpiνος, όpiου το άτομο piαρουσιάζει ρυθμική αναpiνοή,
piεριορισμένη μυϊκή δραστηριότητα και βραδέα κύματα τύpiου δέλτα.
Στάδιο 5: έναρξη ύpiνου REM, όpiου το άτομο piαρουσιάζει ταχείες οφθαλμι-
κές κινήσεις, αύξηση του καρδιακού ρυθμού, γρήγορες αναpiνοές, σχεδόν μυϊκή
piαράλυση άκρων και εμφάνιση ονείρων.
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2.3 Προκλητά Δυναμικά
Τα Προκλητά Δυναμικά (Evoked Potentials) αpiοτελούν κατηγορία των Βιωματι-
κών Δυναμικών (Event Related Potentials) και piροκύpiτουν όταν το εξεταζόμενο
άτομο δεχθεί ένα ερέθισμα αpiό το piεριβάλλον (Sand et al., 2013). Είναι δηλαδή
διαφορές δυναμικού piου μετρώνται στην δερματική εpiιφάνεια του κρανίου και piρο-
καλούνται ως piροετοιμασία ή ως αpiόκριση σε κάpiοιο συγκεκριμένο ερέθισμα. Τα
δυναμικά αυτά είναι κάτω αpiό το εpiίpiεδο του θορύβου, οpiότε είναι αρκετά δύσκολο
να ανιχνευτούν. Για να τα μετρήσουμε, τοpiοθετούνται κάpiοια αpiό τα ηλεκτρόδια
στους λοβούς των αυτιών και σε piεριοχές κοντά στα μάτια. Φυσικά, αpiαιτείται
piολύ καλή ανάλυση και εpiεξεργασία ενός σήματος για να εντοpiιστούν.
Εpiιpiλέον, ανάλογα με το είδος του ερεθίσματος διαχωρίζονται σε τρεις βασικές
κατηγορίες (Εικόνα 2.3.1):
Σχήμα 2.3.1: α) VEP β) SEP γ) AEP
http://tidsskriftet.no/article/3011088/en_GB
 ΣταΟpiτικά Προκλητά Δυναμικά (Visual Evoked Potentials - VEP),
τα οpiοία piροκαλούνται αpiό οpiτικά ερεθίσματα (εμφάνιση εικόνων, λάμψεις,
αλλαγή χρωμάτων κλpi)
 Στα Ακουστικά Προκλητά Δυναμικά (Auditory Evoked Potentials
- AEP), τα οpiοία piροκαλούνται αpiό ακουστικά ερεθίσματα (ήχοι, λέξεις,
τόνοι διαφόρων εντάσεων και συχνοτήτων)
 ΣταΣωματοαισθητικά Προκλητά Δυναμικά (Somatosensory Evoked
Potentials - SEP), τα οpiοία piροκαλούνται αpiό ηλεκτρικά ρεύματα (μικρής
διάρκειας και έντασης) piου ερεθίζουν κάpiοια συγκεκριμένα νεύρα.
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2.4 Μαγνητοεγκεφαλογραφία
Το μαγνητοεγκεφαλογράφημα αpiοτελεί μια piιο σύγχρονη μέθοδο αpiεικόνισης της
εγκεφαλικής δραστηριότητας. Η μέθοδος αυτή εκμεταλλεύεται το γεγονός ότι
κάθε ηλεκτρικό piεδίο συνοδεύεται με τη δημιουργία ενός μαγνητικού piεδίου.
Τα σήματα MEG μετρήθηκαν για piρώτη φορά αpiό τον David Cohen το 1968 με
τη βοήθεια piηνίων χαλκού. Σήμερα, η ανίχνευση του ασθενούς μαγνητικού piε-
δίου γίνεται με τη χρήση αισθητήρων piολύ μεγάλης ευαισθησίας piου βασίζονται
σε ιδιότητες υpiεραγωγών. Οι αισθητήρες αυτοί ονομάζονται SQUIDs (Supercon-
ducting Quantum Interface Device) και ανιχνεύουν τα εφαpiτόμενα δίpiολα, σε
αντίθεση με το ηλεκτροεγκεφαλογράφημα piου ανιχνεύει και τα ακτινικά δίpiολα
(Cohen, 1972).
Σχήμα 2.4.1: Διάταξη Μαγνητοεγκεφαλογραφίας
http://mcgovern.mit.edu/technology/meg-lab/meg-news
Για να piραγματοpiοιηθεί μία piλήρη καταγραφή της εγκεφαλικής δραστηριότητας με
την τεχνική MEG (Εικόνα 2.4.1), χρειάζεται ένα ισχυρά μαγνητικά θωρακισμένο
δωμάτιο, ώστε να ελαχιστοpiοιείται η piαρεμβολή του μαγνητικού piεδίου της γης
και piάνω αpiό 300 SQUIDs αισθητήρες (Toga, 2015). Γίνεται λοιpiόν αντιληpiτό ότι
μια τέτοια διάταξη αpiαιτεί μεγάλο κόστος τόσο κατασκευής όσο και χρήσης.
Βασικό piλεονέκτημα της μαγνητοεγκεφαλογραφίας είναι ότι μας piροσφέρει piλη-
ροφορίες για την θέση στο τρισδιάστατο χώρο, μιας piηγής στο εσωτερικό του
εγκεφάλου. Δηλαδή, μpiορούμε να συλλέξουμε τοpiογραφικά δεδομένα του εγκε-
φάλου με piολύ λιγότερο θόρυβο, αpiό ότι στο ηλεκτροεγκεφαλογράφημα.
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2.5 Αpiεικόνιση Λειτουργικού Μαγνητικού Συ-
ντονισμού
Η Αpiεικόνιση Λειτουργικού Μαγνητικού Συντονισμού (fMRI) βασίζεται στις αρ-
χές λειτουργίας ενός συμβατικού μαγνητικού τομογράφου και αpiοτελεί μια αpiό τις
piιο σύγχρονες τεχνικές αpiεικόνισης της εγκεφαλικής λειτουργίας. Χάριν της με-
θόδου αυτής μpiορούν να μελετηθούν τόσο οι δραστηριότητες του εγκεφάλου, όσο
και να αpiεικονιστούν οι συγκεκριμένες εγκεφαλικές piεριοχές piου ενεργοpiοιούνται
όταν το εξεταζόμενο άτομο δέχεται κάpiοιο ερέθισμα.
Σχήμα 2.5.1: Διάταξη fMRI
http://fmri.ucsd.edu/AboutUs/facilities.html
Η τεχνική fMRI είναι μια μη εpiεμβατική τεχνική, η οpiοία χρησιμοpiοιεί καθορισμένα
μαγνητικά piεδία και ραδιοκύματα για την piαραγωγή δισδιάστατων ή τρισδιάστα-
των αpiεικονίσεων της εγκεφαλικής δομής. ΄Οpiως φαίνεται και στην εικόνα 2.5.1
υpiάρχει ένας κυλινδρικός μαγνήτης, ο οpiοίος βρίσκεται γύρω αpiό το κεφάλι του ε-
ξεταζόμενου ατόμου και δημιουργεί ένα μαγνητικό piεδίο. Το μαγνητικό piεδίο αυτό
καλύpiτει κάθε σημείο του χώρου εντός του μαγνήτη, μεταφέροντας ραδιοκύματα.
Εν συνεχεία, σε κάθε σημείο αντιστοιχεί μια ραδιοσυχνότητα, στην οpiοία εκpiέμpiε-
ται και λαμβάνεται το σήμα. Για να καταγράψει ο υpiολογιστής και να αpiεικόνιση
τον εγκέφαλο, χρησιμοpiοιούνται ειδικοί αισθητήρες piου έχουν την ικανότητα να
διαβάζουν τις συχνότητες αυτές.
Οι εpiιστήμονες και οι ερευνητές με τη χρήση της μεθόδου fMRI, μpiορούν να ε-
ξάγουν λεpiτομερείς εικόνες και δεδομένα της εγκεφαλικής ανατομίας. Φυσικά, για
την piλήρη μελέτη του εγκεφάλου η συμβατική μαγνητική τομογραφία δεν μpiορεί να
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δώσει αpiαντήσεις σε piολλά ερωτήματα και γιάυτό το λόγο γίνεται χρήση της τομο-
γραφίας Λειτουργικού Μαγνητικού Συντονισμού. Η τομογραφία αυτή στηρίζεται
στις piαραμαγνητικές ιδιότητες της αpiοξυγονωμένης αιμοσφαιρίνης piου εντοpiίζε-
ται στο αίμα piου διαρρέει τα εγκεφαλικά αγγεία. Η μεταβολή της piοσότητας της
αιμοσφαιρίνης αυτής, λόγω διαφορών τοpiικών ενδοκρανιακών διακυμάνσεων της
αιματικής ροής κατά την διάρκεια piου ενεργοpiοιείται ο εγκέφαλος αpiό κάpiοιο
ερέθισμα, οδηγεί στην εξαγωγή λεpiτομερών αpiεικονίσεων των εγκεφαλικών piε-
ριοχών piου διεγείρονται (Εικόνα 2.5.2).
Σχήμα 2.5.2: Τομές Εγκεφάλου με τη Τεχνική fMRI
https://en.wikipedia.org/wiki/Functional_magnetic_resonance_imaging
Γενικότερα, η αpiεικόνιση λειτουργικού μαγνητικού συντονισμού είναι μια piολλά
υpiοσχόμενη τεχνική για την ανάλυση και τη μελέτη του εγκεφάλου και ειδικότε-
ρα των δραστηριοτήτων του. Παρουσιάζει βέβαια ένα μειονέκτημα, καθώς λόγω
του ίδιου του νευροφυσιογικού μηχανισμού piου δημιουργεί την αιμάτωση των νευ-
ρώνων, καθυστερεί κατά 6 sec η καταγραφή της εγκεφαλικής λειτουργίας.
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Κεφάλαιο 3
Ανάλυση Σήματος
3.1 Εισαγωγή στα Σήματα
Στην ενότητα αυτή θα piαρουσιάσουμε και θα μελετήσουμε τις κατηγορίες των
σημάτων, ορισμένες χαρακτηριστικές piαραμέτρους τους, καθώς και βασικούς ο-
ρισμούς και ιδιότητες αυτών. Κύριος σκοpiός είναι να κατανοήσουμε την Θεωρία
Σημάτων, ώστε να μpiορέσουμε στην συνέχεια να τα αναλύσουμε με διάφορες με-
θόδους.
Ορισμός. 3.1.1: Ως σήμα ορίζεται ένα φυσικό μέγεθος, το οpiοίο μεταβάλλε-
ται σε σχέση με το χρόνο ή το χώρο ή με οpiοιανδήpiοτε άλλη ανεξάρτητη μεταβλητή
ή μεταβλητές. Τα σήματα αναpiαριστούν ή μεταφέρουν piληροφορίες και διαχωρίζο-
νται σε συνεχούς και διακριτού χρόνου.
t 7→ x(t)
3.1.1 Κατηγορίες Σημάτων
Τα σήματα διαχωρίζονται και κατηγοριοpiοιούνται ως piρος τη μεταβλητή του χρόνου
και ως piρος τη μεταβλητή του piλάτους. Εpiιpiλέον, ανάλογα με τα δύο αυτά στοι-
χεία των σημάτων, δηλαδή το χρόνο και το piλάτος, υpiάρχουν τέσσερις βασικές
υpiοκατηγορίες.
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Ως piρος τη μεταβλητή του χρόνου, τα σήματα χωρίζονται σε:
 Σήματα συνεχούς χρόνου: Τα σήματα συνεχούς χρόνου μpiορούν να
piαρασταθούν μαθηματικά ως συνάρτηση μιας ή piερισσοτέρων ανεξάρτητων
μεταβλητών και ορίζονται για κάθε τιμή του χρόνου (Εικόνα 3.1.1), t, σε
ένα διάστημα χρόνου (a, b).
Σχήμα 3.1.1: Γραφική Αναpiαράσταση Σήματος Συνεχούς Χρόνου
http://www.ece.ucy.ac.cy/courses/ece429/
 Σήματα διακριτού χρόνου: Τα σήματα διακριτού χρόνου ορίζονται
μόνο για συγκεκριμένα (διακριτά) σημεία του χρόνου (Εικόνα 3.1.2) και
συμβολίζονται αpiό ακολουθίες αριθμών, {x(n)}. Η τιμή της ακολουθίας
{x(n)} τη χρονική στιγμή n0 είναι το βαθμωτό μέγεθος x(n0) .
Σχήμα 3.1.2: Γραφική Αναpiαράσταση Σήματος Διακριτού Χρόνου
http://www.ece.ucy.ac.cy/courses/ece429/
Ως piρος τη μεταβλητή του piλάτους, τα σήματα διαχωρίζονται σε:
 Σήματα συνεχούς τιμής, τα οpiοία piαίρνουν όλες τις δυνατές τιμές σε
ένα διάστημα τιμών.
 Σήματα διακριτής τιμής, τα οpiοία piαίρνουν τις δυνατές τιμές σε ένα
piεpiερασμένο σύνολο τιμών.
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Ο συνδυασμός των piροαναφερόμενων κατηγοριών, δημιουργεί τέσσερις βασικές
υpiοκατηγορίες σημάτων, οι οpiοίες είναι:
1. Τα αναλογικά σήματα ή σήματα συνεχούς χρόνου και συνεχούς piλάτους:
Στα σήματα αυτά τόσο η ανεξάρτητη μεταβλητή(t) όσο και η εξαρτημένη με-
ταβλητή (piλάτος) λαμβάνουν συνεχείς piραγματικές τιμές (Εικόνα 3.1.3).
2. Τα διακριτά σήματα συνεχούς χρόνου: Στα σήματα αυτά η εξαρ-
τημένη μεταβλητή (piλάτος) λαμβάνει διακριτές τιμές.
3. Τα ψηφιακά σήματα ή σήματα διακριτού χρόνου και διακριτού piλάτους:
Στα σήματα αυτά τόσο η ανεξάρτητη όσο και η εξαρτημένη μεταβλητή λαμ-
βάνουν διακριτές τιμές (Εικόνα 3.1.3).
4. Τα διακριτά σήματα συνεχούς piλάτους: Στα σήματα αυτά η εξαρ-
τημένη μεταβλητή λαμβάνει συνεχείς τιμές.
Σχήμα 3.1.3: Γραφική Αναpiαράσταση Ψηφιακού και Αναλογικού Σήματος
http://www.ece.ucy.ac.cy/courses/ece429/
3.1.2 Χαρακτηριστικά Σημάτων
Γενικά, τα σήματα piου συναντάμε στη φύση, όpiως είναι τα σήματα ομιλίας, είναι
αναλογικά σήματα. Παρόλα αυτά, χάριν της εξέλιξης της ψηφιακής τεχνολογίας
και μέσω των διαδικασιών της δειγματοληψίας και της κωδικοpiοίησης, κάθε α-
ναλογικό σήμα μpiορεί να μετατραpiεί σε ψηφιακό. Αpiοτέλεσμα αυτών, είναι ότι
σήμερα μpiορούμε να αναλύσουμε και να εpiεξεργαστούμε οpiοιοδήpiοτε σήμα εpiιθυ-
μούμε. Στη συνέχεια, piαρουσιάζονται συνοpiτικά ορισμένα βασικά χαρακτηριστικά
και ιδιότητες των σημάτων.
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Αρχικά θα ορίσουμε ορισμένες χαρακτηριστικές piαραμέτρους των σημάτων. ΄Ε-
στω ένα σήμα συνεχούς χρόνου x(t) στο διάστημα χρόνου [t1, t2] ορίζονται ως
(Chaparro, 2013):
 Μέση τιμή:
x¯(t) =
1
t2 − t1
t2ˆ
t1
x(t)dt (3.1.1)
 Μέση ισχύς:
P¯x =
1
t2 − t1
t2ˆ
t1
x2(t)dt (3.1.2)
 Ενέργεια:
Ex =
t2ˆ
t1
x2(t)dt (3.1.3)
Στο σημείο αυτό να αναφέρουμε ότι ένα σήμα μpiορεί να χαρακτηριστεί ως:
 Σήμα ισχύος, αν ισχύει
0 ≺ Px = lim
T→∝
1
2T
Tˆ
−T
| x(t) |2 dt ≺ + ∝ (3.1.4)
στο χρονικό διάστημα (− ∝,+ ∝)
 Ενεργειακό σήμα, αν ισχύει
0 ≺ Ex = lim
T→∝
Tˆ
−T
| x(t) |2 dt ≺ + ∝ (3.1.5)
στο διάστημα (− ∝,+ ∝)
Σημειώνεται, piως ένα σήμα δεν μpiορεί να είναι και σήμα ισχύος και ενεργειακό
σήμα, καθώς όταν ένα σήμα είναι ενεργειακό έχει Px = 0 και όταν ένα σήμα είναι
σήμα ισχύος έχει Ex =∝.
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Ακολούθως, δίνονται οι βασικές ιδιότητες των σημάτων (βλέpiε piίνακα 3.1),
οι οpiοίες είναι (Chaparro, 2013):
ΙΔΙΟΤΗΤΕΣ Σχήμα
Περιοδικό
αν x(t) = x(t+ T ) ,∀t ∈ R με T  0
αλλιώς Μη Περιοδικό
Αιτιατό
αν x(t) = 0 ,∀t ≺ 0
αλλιώς Μη Αιτιατό
΄Αρτιο
αν x(−t) = x(t) , − ∝≺ t ≺ + ∝
Περιττό
αν x(−t) = −x(t) , − ∝≺ t ≺ + ∝
Πεpiερασμένο
αν | x(t) |≺∝,∀t ∈ R -
Πεpiερασμένης Διάρκειας
αν
{
x(t) = 0, t  T1
x(t) = 0, t  T2
, όpiου T1 ≺ T2piεpiερασμένοι αριθμοί
΄Αpiειρης Διάρκειας
αν τουλάχιστον ένα αpiό τα T1, T2 τείνουν στο άpiειρο
Πίνακας 3.1: Βασικές Ιδιότητες Σημάτων
http://eclass.uoa.gr/modules/document/
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3.2 Μέθοδοι Ανάλυσης Σήματος
΄Οpiως αναφέραμε στην piροηγούμενη ενότητα, υpiάρχουν τα αναλογικά και τα ψη-
φιακά σήματα. Στη piορεία αυτής της ενότητας θα ασχοληθούμε με την ανάλυση
και εpiεξεργασία των ψηφιακών σημάτων, τα οpiοία έχουμε ορίσει ως σήματα piου
piαίρνουν διακριτές τιμές στο χρόνο και το piλάτος.
Στόχος είναι να καταφέρουμε να διαβάσουμε και να μελετήσουμε τις διάφορες
piληροφορίες piου κρύβουν τα ψηφιακά σήματα. Η διεξαγωγή τέτοιων piληροφοριών
γίνεται με διάφορες τεχνικές εpiεξεργασίας, οι οpiοίες εpiί το piλείστον έχουν τη
μορφή μετασχηματισμών.
Γενικότερα, οι μέθοδοι ανάλυσης ενός σήματος είναι piάρα piολλές. Ανά τα χρόνια,
piολλοί εpiιστήμονες και ερευνητές εκμεταλλευόμενοι τη τεχνολογία, έχουν ανα-
piτύξει διάφορες τεχνικές ανάλυσης και εpiεξεργασίας σημάτων.
Στην συνέχεια λοιpiόν, θα αναφερθούμε και θα αναpiτύξουμε ορισμένες βασικές
χρονοσυχνοτικές μεθόδους ανάλυσης σημάτων, δηλαδή μεθόδους piου εpiικεντρώνο-
νται στην ανάλυση στο τομέα του χρόνου και της συχνότητας. Οι μέθοδοι αυτοί
αpiοτελούν το κύριο μέρος της ενότητας αυτής και είναι οι εξής:
 Ανάλυση στο piεδίο του χρόνου
 Ανάλυση στο piεδίο των συχνοτήτων
 Ανάλυση στο piεδίο του χρόνου και των συχνοτήτων
 Ανάλυση στο piεδίο του βαθμωτού χρόνου
3.2.1 Ανάλυση στο Πεδίο του Χρόνου
Η μέθοδος χρονικής ανάλυσης ενός σήματος (ανάλυση στο piεδίο του χρόνου)
αpiοτελεί γενικά μια αpiλή διαδικασία. Αρχικά, θα δώσουμε τους ορισμούς τριών
βασικών χαρακτηριστικών ενός σήματος:
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1. Περίοδος, T : είναι το χρονικό διάστημα piου χρειάζεται ένα σήμα για να
εpiαναληφθεί (Εικόνα 3.2.1).
2. Συχνότητα, f : είναι ο αριθμός των εpiαναλήψεων ενός φαινόμενου στη
μονάδα του χρόνου. ΄Εχοντας υpiολογίσει την piερίοδο ενός σήματος, μpiορεί
να υpiολογιστεί και η συχνότητα αpiό την σχέση f = 1T .
3. Πλάτος, A: είναι η μέγιστη καθ’ ύψος θετική τιμή μετατόpiισης αpiό το
σημείο ισορροpiίας (Εικόνα 3.2.1).
Σχήμα 3.2.1: 1.Πλάτος A 2.Πλάτος αpiό Κορύφη σε Κορυφή 3.Ενεργός Τιμή
4.Περίοδος T
https://el.wikipedia.org/wiki/Πλάτος κύματος
Για να piραγματοpiοιήσουμε λοιpiόν, μία ανάλυση σήματος στο piεδίο του χρόνου,
αρκεί να σχεδιάσουμε-κατασκευάσουμε τη γραφική του piαράσταση. Αpiό την ανα-
piαράσταση αυτή μpiορούμε να εξάγουμε piληροφορίες για τα βασικά χαρακτηριστικά
ενός σήματος (T, f, A), piου ορίσαμε piροηγουμένως. Φυσικά, όσο piιο σύνθετο
είναι ένα σήμα τόσο piιο δύσκολο είναι να διεξάγουμε-διαβάσουμε τις piληροφορίες
piου μας ενδιαφέρουν (Εικόνα 3.2.2).
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Σχήμα 3.2.2: Γραφική Αναpiαράσταση στο Πεδίο του Χρόνου Αpiλού και Σύνθετου
Σήματος
3.2.2 Ανάλυση στο Πεδίο των Συχνοτήτων
Η piεριγραφή ενός σήματος, και κατ’ εpiέκτασης και η ανάλυση αυτού, στο piεδίο συ-
χνοτήτων γίνεται μέσω του μετασχηματισμού Fourier (Lyons, 2004; Kar-
ris, 2007). Ο μετασχηματισμός Fourier αpiοτελεί μία γενίκευση της σειράς Fourier
για μη piεριοδικά σήματα. Ουσιαστικά, είναι μία αυστηρώς ορισμένη μαθηματική
διεργασία, η οpiοία αpiοσυνθέτει μία τυχούσα συνάρτηση ή κυματομορφή σε άθροι-
σμα άpiειρων piεριοδικών ημιτονοειδών συναρτήσεων διάφορων συχνοτήτων. Προσ-
διορίζει λοιpiόν, τις διάφορες ημιτονοειδείς συχνότητες και τα αντίστοιχα piλάτη.
Με το μετασχηματισμό Fourier έχουμε τη δυνατότητα, δηλαδή, να μεταφερθούμε
αpiό το piεδίο του χρόνου στο piεδίο των συχνοτήτων, αντλώντας piληροφορίες και
για άλλα χαρακτηριστικά του σήματος.
Ως συνεχή μετασχηματισμό Fourier ενός συνεχούς αναλογικού σήματος
x(t) ορίζουμε την μιγαδική συνάρτηση:
X(f) =
+∝ˆ
−∝
x(t)e−i2piftdt (3.2.1)
Μέσω της συνάρτησης αυτής, μpiορεί να εκφραστεί οpiοιοδήpiοτε φυσικό σήμα στο
χώρο των συχνοτήτων, γεγονός piου κάνει τον μετασχηματισμό Fourier ένα piολύ
χρήσιμο εργαλείο ανάλυσης σημάτων.
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Σημειώνεται, ότι ο διακριτός μετασχηματισμός Fourier (DFT) piροέρ-
χεται αpiό τον συνεχή και ορίζεται ως (Karris, 2007):
X(m) =
N−1∑
n=0
x(n)e
−j2pinm
N (3.2.2)
όpiου x(n) είναι το ψηφιακό σήμα στο piεδίο του χρόνου με διακριτό χρονικό δι-
άστημα {0, ..., N − 1}.
Εpiιpiλέον, είναι piολύ χρήσιμο να ορίσουμε και τον αντίστροφο μετασχη-
ματισμό Fourier , ο οpiοίος piραγματοpiοιεί την αντίστροφη διαδικασία (piεδίο
συχνοτήτων piεδίο χρόνου) και ο τύpiος του είναι ο εξής:
x(t) =
1
2pi
+piˆ
−pi
X(f)e−i2piftdf (3.2.3)
Στο σημείο αυτό, είναι αpiαραίτητο να αναφέρουμε τα σημαντικότερα μεγέθη
και τις βασικές ιδιότητες του μετασχηματισμού Fourier.
Μεγέθη:
 Αpiόλυτη Τιμή του X(m)
Xmag(m) =| X(m) |=
√
XRe(m)2 +XIm(m)2 (3.2.4)
 Φάση του X(m)
Xϕαση(m) = arctan
(
XIm(m)
XRe(m)
)
(3.2.5)
 Φασματική Ενέργεια του X(m)
Xps(m) =| X(m) |2=| Xmage−iXϕαση |2=| Xmag |2= XRe(m)2+XIm(m)2
(3.2.6)
Με βάση τα piαραpiάνω μεγέθη μpiορούμε να δώσουμε και την εκθετική έκφραση
του piλάτους συχνοτήτων:
X(m) = Xmage
−jXϕαση (3.2.7)
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Ιδιότητες:
 Συμμετρία
Xmag(m) = Xmag(N −m) (3.2.8)
Σχήμα 3.2.3: Παράδειγμα Συμμετρίας
Κατά την ανάλυση Fourier σε ένα σήμα μpiορούμε να εpiιλέξουμε οpiοιοδήpiοτε
φάσμα συχνοτήτων, όμως με βάση την ιδιότητα της συμμετρίας έχουμε τη δυνα-
τότητα να αντλήσουμε τη σημαντική piληροφορία αpiό το piρώτο μισό του άξονα
συμμετρίας (Εικόνα 3.2.3). Με τον τρόpiο αυτό piετυχαίνουμε να εξοικονομήσουμε
χρόνο στους υpiολογισμούς και χώρο δεδομένων.
 Γραμμικότητα ή Εpiαλληλία:
Xsum(m) = X1(m) +X2(m) (3.2.9)
Η ιδιότητα αυτή είναι piολύ σημαντική, καθώς μας δείχνει ότι ο μετασχηματισμός
του γραμμικού συνδυασμού δύο ή piερισσοτέρων σημάτων είναι ίσος με του γραμ-
μικού συνδυασμού των μετασχηματισμών του κάθε σήματος. Εpiιpiλέον, χάριν της
ιδιότητας αυτής είμαστε σε θέση να μελετάμε piραγματικά σήματα.
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 Ολίσθηση στο χρόνο:
΄Εστω ένα σήμα x(n), στο οpiοίο εφαρμόζω μία χρονική μετατόpiιση k. Αν γράψουμε
το piλάτος συχνοτήτων για το νέο σήμα x(n− k) έχουμε:
X(m) =
N−1∑
n=0
x(n− k)e−j2pinmN = X(m) =
N−1∑
z=0
x(z)e
−j2pi(n+z)m
N
= X(m)e
−j2pikm
N =| X(m) | ej(Xϕαση− 2pikmΝ ) (3.2.10)
Παρατηρούμε λοιpiόν, ότι κάνοντας μία ολίσθηση στο χρόνο, η συχνότητα και το
piλάτος συχνοτήτων δεν εpiηρεάζονται καθόλου. Το μόνο piου αλλοιώνεται είναι
η φάση του μετασχηματισμένου σήματος. Με τη βοήθεια αυτής της ιδιότητας
μpiορούμε να εντοpiίσουμε το χρονικό piεδίο, στο οpiοίο αντιστοιχεί κάθε συχνότητα
του σήματος.
 Ολίσθηση στη συχνότητα:
x(n)e
−j2pim0
N  X(m−m0) (3.2.11)
Για να μετατοpiίσουμε τη συχνότητα ενός σήματος x(n) κατά m0, αρκεί να το piολ-
λαpiλασιάσουμε με ένα εκθετικό piαράγοντα
(
e
−j2pim0
N
)
. Και σε αυτή τη piερίpiτωση
το piλάτος συχνοτήτων δεν εpiηρεάζεται.
 Αντίστροφος διακριτός μετασχηματισμός Fourier (IDFT)
x(n) =
1
N
N−1∑
m=0
X(m)e
j2pinm
N (3.2.12)
΄Οpiως είχαμε αναφέρει ο αντίστροφος μετασχηματισμός Fourier είναι piολύ σημα-
ντικός στην ανάλυση σημάτων, αφού με τη βοήθεια αυτού μpiορούμε να δούμε αpiό
τι αpiοτελείται το εισερχόμενο σήμα. Εδώ, θέλει μια ιδιαίτερη piροσοχή στο piαράγο-
ντα 1N , ο οpiοίος δείχνει ότι το piλάτος των συχνοτήτων είναι κατά N μεγαλύτερο
αpiό το piλάτος του εισερχόμενου σήματος.
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Σύμφωνα με το θεώρημα Parseval (Karris, 2007) ισχύει η διατήρηση της συνολικής
ενέργειας του σήματος κατά τη μετάβαση αpiό το piεδίο του χρόνου στο piεδίο των
συχνοτήτων.
Θεώρημα Parseval
Αν
x(t)⇐⇒ X(f)
τότε
+∝ˆ
−∝
| x(t) |2 dt = 1
2pi
+∝ˆ
−∝
| X(f) |2 df (3.2.13)
Γενικότερα, ο διακριτός μετασχηματισμός Fourier είναι μία αpiλή μαθηματική έκ-
φραση piου μας δίνει χρήσιμες piληροφορίες και μία σχετικά καλή ανάλυση σήματος
στο piεδίο συχνοτήτων. Παρόλα αυτά, και εpiειδή για τα φυσικά piροβλήματα piου
έχουμε να αντιμετωpiίσουμε έχουμε ένα τεράστιο όγκο δεδομένων, ο DFT χαρα-
κτηρίζεται ένας αρκετά αργός αλγόριθμος εpiεξεργασίας τέτοιων δεδομένων.
Για το λόγο αυτό, το 1965 αναpiτύχθηκε αpiό τους Cooley και Turkey ένας νέος τα-
χύτερος αλγόριθμος, ο οpiοίος ήταν ο Ταχύς Μετασχηματισμός Fourier1
(Fast Fourier Transform) (Karris, 2007). Ο FFT piραγματοpiοιεί την ίδια ανάλυση
με τον DFT με διαφορά ότι είναι αρκετές τάξεις γρηγορότερος. Στον ακόλουθο
piίνακα (3.2) φαίνονται οι δύο βασικές διαφορές:
DFT FFT
Σημεία N 2k
Πράξεις N2 N2 logN
Πίνακας 3.2: Σύγκριση DFT και FFT
1Ο ταχύς μετασχηματισμός Fourier υpiακούει στις ίδιες βασικές ιδιότητες με τον αpiλό μετα-
σχηματισμό Fourier.
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Σχήμα 3.2.4: Παράδειγμα Ανάλυσης Fourier (FFT)
Στο piαραpiάνω piαράδειγμα piαρουσιάζεται η ανάλυση ενός σήματος με τη χρήση του
Ταχύ Μετασχηματισμού Fourier (FFT). Στο piρώτο διάγραμμα έχουμε την ανάλυση
τόσο του σήματος όσο και του piαραθύρου στο piεδίο του χρόνου, στο δεύτερο piρος τα
δεξιά διάγραμμα έχουμε την αναpiαράσταση του φάσματος συχνοτήτων χωρίς τη χρήση
piαραθύρου, στο τρίτο διάγραμμα δίνεται η ανάλυση στο χρόνο του σήματος αφού έχει
κοpiεί αpiό το piαράθυρο και στο τελευταίο διάγραμμα δίνεται το φάσμα συχνοτήτων του
piλέον κομμένου σήματος.
3.2.3 Ανάλυση στο Πεδίο Χρόνου και Συχνοτήτων
Σύμφωνα με τη piροηγούμενη ενότητα είδαμε την ανάλυση στο piεδίο των συχνο-
τήτων μέσω του μετασχηματισμού Fourier, όμως στις piερισσότερες piεριpiτώσεις
για την εξαγωγή συμpiερασμάτων χρειαζόμαστε την αναpiαράσταση και ταυτόχρονη
ανάλυση των σημάτων στο χρόνο και στις συχνότητες.
Τα EEG σήματα, τα οpiοία μελετάμε στην piαρούσα εργασία, είναι σύνθετα και
για αντλήσουμε χρήσιμες piληροφορίες για αυτά είναι αpiαραίτητο να μελετήσουμε
τις συχνοτικές αλλαγές piου piαρουσιάζουν σε συγκεκριμένα χρονικά διαστήματα.
Γίνεται λοιpiόν αντιληpiτό, ότι η χρονοσυχνοτική ανάλυση είναι άκρως αpiαραίτητη.
Στη βιβλιογραφία υpiάρχουν piάρα piολλές διαφορετικές χρονοσυχνοτικές μέθοδοι
ανάλυσης σημάτων. Στην ενότητα αυτή, θα piαρουσιάσουμε μόνο τρεις αpiό αυτές
βλέpiοντας, piως δουλεύουν τι piλεονεκτήματα, αλλά και τι μειονεκτήματα piαρουσι-
άζουν.
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Πριν όμως αναpiτύξουμε τις συγκεκριμένες μεθόδους, piρέpiει να αναφερθούμε σε
ένα βασικό piεριορισμό piου υpiακούν όλες οι μεθοδολογίες. Αυτός ο piεριορισμός
είναι ηΑρχή της Αpiροσδιοριστίας ήΑρχή της Αβεβαιότητας (Kutz,
2013), ο οpiοίος εκφράζεται με την ανισότητα:
ΔtΔf  1
2
(3.2.14)
όpiου Δt και Δf η τυpiική αpiόκλιση του χρόνου και της συχνότητας αντίστοιχα.
Ακόμα, είναι αpiαραίτητο να piούμε piως για να κάνουμε μία χρονοσυχνοτική α-
νάλυση piρέpiει να κόψουμε το σήμα σε διάφορα κομμάτια, στα οpiοία αντιστοιχούν
συγκεκριμένες χρονικές piερίοδοι. Στη συνέχεια εφαρμόζουμε στο κάθε κομμάτι
τον μετασχηματισμό Fourier, αντλώντας τις διάφορες συχνότητες για το δεδομένο
χρονικό piεδίο. Για να εpiιτύχουμε αυτό τον διαχωρισμό ενός σήματος, χρησιμο-
piοιούμε διάφορα piαράθυρα (windows). Τα piαράθυρα έχουν διαφορετικές ιδιότητες
και η εpiιλογή του κατάλληλου piαραθύρου γίνεται με βάση την ανάλυση, την οpiοία
εpiιθυμούμε. Σε γενικά piλαίσια όμως το piαράθυρο θα piρέpiει να είναι τουλάχιστον
ίσο με μία piερίοδο του σήματος piου μελετάμε και να είναι piάνω αpiό το 10% του
συνολικού μήκους του σήματος.
Στη συνέχεια piεριγράφονται οι μεθοδολογίες ανάλυσης σήματος στο χρόνο και
στις συχνότητες (Kutz, 2013), οι οpiοίες είναι:
 Ο μετασχηματισμός Fourier μικρής διάρκειας
 Ο μετασχηματισμός Gabor
 Η μέθοδος Multitaper
3.2.3.1 Μετασχηματισμός Fourier Μικρής Διάρκειας
Ο μετασχηματισμός Fourier μικρής διάρκειας (Short Time Fourier Transform -
STFT) αpiοτελεί έναν αpiό τους piαλαιότερους μετασχηματισμούς χρόνου - συ-
χνότητας ενός χρονικά εξαρτώμενου σήματος. Αναpiαριστά δηλαδή, ένα μονοδι-
άστατο σήμα σε ένα δισδιάστατο χώρο (χρόνου - συχνότητας) (Εικόνα 3.2.5), ο
οpiοίος με τη χρήση ενός χρονικού piαραθύρου σταθερού piλάτους διαχωρίζει το
μετασχηματισμένο σήμα σε ομοιόμορφα διαστήματα, τόσο ως piρος το χρόνο όσο
και ως piρος τις συχνότητες. Ο διακριτού χρόνου STFT εκφράζεται αpiό τον τύpiο:
X(m, f) =
+∝∑
n=−∝
x(n)w(n−m)e−j2pifn (3.2.15)
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Σχήμα 3.2.5: Φασματική Ανάλυση EEG σήματος
Υpiάρχουν piολλές συναρτήσεις piου χρησιμοpiοιούνται για συναρτήσεις του χρο-
νικού piαραθύρου, όpiως για piαράδειγμα οι συναρτήσεις Gaussian, Hamming και
Kaiser-Bessel (Kutz, 2013). Φυσικά, το αpiοτέλεσμα piου δίνει κάθε φορά ο μετα-
σχηματισμός STFT ενός σήματος εξαρτάται άμεσα αpiό την εpiιλογή του piαραθύρου
piου χρησιμοpiοιείται.
΄Οσον αφορά τώρα στα piλεονεκτήματα και τα μειονεκτήματα piου piαρουσιάζει αυτή
η μέθοδος είναι σημαντικό να αναφέρουμε ότι:
1. Ο STFT αpiλοpiοιεί αρκετά την piολυpiλοκότητα των υpiολογισμών, αφού κλη-
ρονομεί τις μαθηματικές ιδιότητες του μετασχηματισμού Fourier.
2. ΄Εχει ένα piολύ βασικό μειονέκτημα, το οpiοίο είναι η αδυναμία ταυτόχρονης
εpiίτευξης ικανοpiοιητικής ανάλυσης στο piεδίο του χρόνου και των συχνο-
τήτων.
3. Λόγω της σταθερότητας του piαραθύρου, ο STFT δεν μpiορεί να ανιχνεύσει
σήματα piολύ υψηλών, αλλά και χαμηλών συχνοτήτων
3.2.3.2 Ο Μετασχηματισμός Gabor
Μία άλλη μέθοδος χρονοσυχνοτικής ανάλυσης σημάτων είναι ο μετασχηματισμός
Gabor, ο οpiοίος αpiοτελεί μία ειδική piερίpiτωση του μετασχηματισμού STFT, piου
αναφέραμε piροηγουμένως. Ο D.Gabor, το 1946, ανέδειξε την ανεpiάρκεια του
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μετασχηματισμού Fourier, όσο αφορά το piεδίο του χρόνου και εισήγαγε την έν-
νοια της piαραθυρικής συνάρτησης. Ο μετασχηματισμός αυτός στηρίζεται στην
εφαρμογή του τύpiου (Kutz, 2013):
XG(t, v) =
+∝ˆ
−∝
f(τ)g∗(τ − t)e−j2pivτdτ (3.2.16)
όpiου g(τ− t) είναι η γκαουσιανή συνάρτηση piαραθύρου μετατοpiισμένη στο χρόνο.
Σημειώνεται εδώ, ότι αυτή είναι και η διαφορά με τον STFT, στον οpiοίο γενικά
χρησιμοpiοιούμε οpiοιοδήpiοτε piαράθυρο κατά την ανάλυση του σήματος.
Οι βασικές ιδιότητες piου υpiακούει ο μετασχηματισμός Gabor είναι οι ίδιες με τις
ιδιότητες του μετασχηματισμού Fourier.
Δηλαδή :
 Συμμετρία
 Γραμμικότητα
 Ολίσθηση στο χρόνου και τις συχνότητες
 Αντιστροφή
Είναι ακόμα σημαντικό να αναφέρουμε ότι με την ανάλυση κατά Gabor όσο piε-
ρισσότερη είναι η ακρίβεια ανάλυσης στο χρόνο τόση ακρίβεια στην ανάλυση των
συχνοτήτων χάνουμε. Για piαράδειγμα αν το χρονικό piαράθυρο έχει piολύ μικρό
piλάτος, το οpiοίο σημαίνει ότι piαίρνουμε μια piολύ καλή ανάλυση στο χρόνο, χάνου-
με κατά piολύ την ανάλυση στις συχνότητες. Το αντίστροφο εpiίσης συμβαίνει, αν
χρησιμοpiοιηθεί μια piαραθυρική συνάρτηση με μεγάλο piλάτος.
3.2.3.3 Η Μέθοδος Multitaper
΄Οpiως είδαμε στις δύο piροαναφερθείσες μεθοδολογίες, piροκειμένου να εpiιτύχουμε
την ανάλυση στο piεδίο του χρόνου και στο piεδίο των συχνοτήτων (φασματική
ανάλυση), χρησιμοpiοιήσαμε μια piαραθυρική συνάρτηση. Ουσιαστικά, piολλαpiλα-
σιάζαμε το σήμα, το οpiοίο θέλαμε να εpiεξεργαστούμε, με ένα piαράθυρο και στη
συνέχεια κάναμε ένα μετασχηματισμό Fourier και piαίρναμε τις συχνότητες piου
αντιστοιχούν στο κάθε χρονικό διάστημα.
Η μέθοδοςMultitaper είναι μία τεχνική piου αναpiτύχθηκε αpiό τονDavid J.Thomson
(1982) και η βασική της διαφορά είναι ότι αντί για μόνο ένα piαράθυρο, χρησιμο-
piοιούνται για piαράθυρο ορθογώνιες συναρτήσεις. Οι συναρτήσεις αυτές είναι οι
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συναρτήσεις Slepian ή οι διακριτές σειρές prolate Spheroidal (DPSS) (Slepian &
Pollak, 1961). Με τη χρήση αυτών των συναρτήσεων στην ουσία χρησιμοpiοιούμε
piερισσότερα αpiό ένα piαράθυρα στην ανάλυση του σήματος. Να αναφέρουμε piως
οι Slepian συναρτήσεις έχουν ένα εύρος ζώνης, το οpiοίο ταυτίζεται με το εύρος
ζώνης των συχνοτήτων. Για να καταλάβουμε λίγο piαραpiάνω piως λειτουργούν οι
DPSS συναρτήσεις (Εικόνα 3.2.6):
΄Εστω W το εύρος ζώνης και N το μήκος του piρος ανάλυση σήματος, τότε μpiο-
ρούμε να χρησιμοpiοιούμε 2NW συναρτήσεις Slepian ως piαράθυρα. Ο γενικός
τύpiος είναι:
Wn(m) =
√
2
N + 1
sin
pi(n+ 1)(m+ 1)
N + 1
(3.2.17)
με m = 1, ..., 2NW και n = 1, ..., N .
Σχήμα 3.2.6: Αναpiαράσταση των τεσσάρων piρώτων DPSS Συναρτήσεων
Η σχέση piου μας δίνει το piλάτος για κάθε συχνότητα για κάθε piαράθυρο (taper)
είναι:
Xm(f) =
N∑
t=1
Wt(m)xte
−j2pitf (3.2.18)
Το piλεονέκτημα αυτής της μεθόδου είναι ότι με τη χρήση piολλών piαραθύρων
μpiορούμε να ῾῾καθαρίσουμε᾿᾿ την γραφική piαράσταση ενός σήματος και να piάρουμε
piολύ ξεκάθαρες piληροφορίες για τις συχνότητες και το χρόνο. Βέβαια και εδώ
χρειάζεται piροσοχή στην εpiιλογή του αριθμού των DPSS συναρτήσεων, καθώς
μpiορεί να διαλέξουμε ένα μεγάλο αριθμό, με τον οpiοίο ίσως να μην μpiορούμε να
διακρίνουμε κορυφές συχνοτήτων, αλλά αpiλά διαστήματα αυτών.
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3.2.4 Ανάλυση στο Πεδίο του Βαθμωτού Χρόνου
Η ανάλυση στο piεδίο του βαθμωτού χρόνου σχετίζεται με τον μετασχηματι-
σμό Wavelet (Mallat, 1999). Και ο μετασχηματισμός αυτός μας δίνει μία χρο-
νοσυχνοτική ανάλυση σήματος, χρησιμοpiοιώντας όμως μία μητρική συνάρτηση, η
εpiιλογή της οpiοίας, όpiως θα δούμε, piαίζει καθοριστικό ρόλο στα αpiοτελέσματα
piου αντλούμε.
Αρχικά, ας ορίσουμε το μετασχηματισμό Wavelet ως:
WΨ(f)(a, b) =
+∝ˆ
−∝
f(t)
1√
a
Ψ(
t− b
a
)dt (3.2.19)
Παρατηρούμε ότι η μητρική συνάρτηση ψ (Xiangtan, 2010) (όpiουψ συζυγής) ε-
ξαρτάται αpiό δυο μεγέθη a,b, τα οpiοία piρέpiει να ορίσουμε.
΄Οpiου a αpiοτελεί ένα piαράγοντα κλίμακας και όpiου b τη θέση piου βρίσκεται η
μητρική συνάρτηση. Αν το a  0 η μητρική συνάρτηση διαστέλλεται, ενώ αν
το a ≺ 0, συστέλλεται. Η τιμή του a συνδέεται άμεσα με την ανάλυση των
συχνοτήτων piου θα piάρουμε. Δηλαδή, αν ένα σήμα διασταλεί (a  0), τότε θα
piαίρνουμε χαμηλές συχνότητες, ενώ ένα συμpiιεσμένο σήμα θα μας δώσει υψηλές
συχνότητες.
High Frequencies
WT←→ Good Time Resolution
Slowly Varying Functions
WT←→ Remarkable Frequencies
Πίνακας 3.3: Σχέση Χρόνου - Συχνότητας στο Wavelet Μετασχηματισμό
Η σχέση piου συνδέει το piαράγοντα κλίμακας και τις συχνότητες είναι (Gao &
Yan, 2010):
Fa =
Fc
aTs
(3.2.20)
με Fa η συχνότητα piου αντιστοιχεί στην κλίμακα a, Fc η κεντρική συχνότητα του
μετασχηματισμού Wavelet και Ts η piερίοδος του δείγματος του εκάστοτε σήματος.
Εpiισημαίνεται ότι μας αpiασχολούν και οι μετατοpiίσεις της μητρικής συνάρτησης,
καθώς λόγω αυτών piαίρνουμε την ανάλυση στο χρόνο.
Τέλος, να αναφέρουμε piως και ο μετασχηματισμός αυτός ικανοpiοιεί τις ιδιότητες
των piροηγούμενων μετασχηματισμών.
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Σχήμα 3.2.7: Αναpiαράσταση Μετασχηματισμών (Χρόνος-Συχνότητα)
(Kutz, 2013 pp. 332)
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Κεφάλαιο 4
Ανάλυση Χρονοσειρών
4.1 Εισαγωγή
Στην ενότητα αυτή θα εpiικεντρωθούμε σε ένα μέγεθος, το οpiοίο αλλάζει τιμές
με το χρόνο και θα μελετήσουμε την εξάρτηση του μεγέθους x σε κάpiοια χρο-
νική στιγμή t, xt, αpiό το ίδιο μέγεθος σε piροηγούμενες χρονικές στιγμές, xt−i.
Θα μελετήσουμε, λοιpiόν την δυναμική εξέλιξη του συστήματος piου piαράγει το
piαρατηρούμενο μέγεθος στο χρόνο με σταθερό χρονικό βήμα (sampling time).
΄Ενα σύνολο τέτοιων piαρατηρήσεων ονομάζεται χρονοσειρά (time series). Φυ-
σικά σε piολλά piροβλήματα ο χρόνος δειγματοληψίας δεν είναι σταθερός, οpiότε
αpiαιτείται μία piεραιτέρω εpiεξεργασία για την ανάλυση της χρονικής σειράς. Ο
κύριος στόχος στην ανάλυση χρονοσειρών είναι να καταφέρουμε να εκτιμήσου-
με το σύστημα piου piαράγει μία χρονοσειρά και να piροβλέψουμε μελλοντικές τιμές
και συμpiεριφορές του piαρατηρούμενου μεγέθους. Στη συνέχεια δίνονται ορισμένοι
βασικοί ορισμοί και έννοιες, piου είναι αpiαραίτητα εργαλεία για τη κατανόηση και
την ανάλυση χρονοσειρών (Lütkepohl, 2005; Wei, 2006; Chatﬁeld, 2013).
4.1.1 Στοχαστική Διαδικασία (Stochastic Process)
Μια χρονική σειρά είναι ένα δείγμα με ισαpiέχοντα χρονικά σημεία ή ισαpiέχοντα
χρονικά διαστήματα. Δηλαδή, με τον όρο χρονοσειρά εννοούμε μία ακολουθία
{xt : t = 0, 1, 2, ...}, όpiου κάθε xt εκφράζει την κατά την χρονική στιγμή t κα-
τάσταση ενός συστήματος, το οpiοίο εξελίσσεται στο χρόνο κατά στοχαστικό εν
γένει τρόpiο (stochastic system).
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Οι χρονοσειρές μpiορεί να αναφέρονται σε διακριτά μεγέθη xt διακριτού χρόνου t,
σε διακριτά μεγέθη xt συνεχούς χρόνου t και σε συνεχή μεγέθη xt είτε διακριτού
είτε συνεχούς χρόνου t.
Ως στοχαστική διαδικασία (Εικόνα4.1.1), λοιpiόν, ορίζουμε μία οικογένεια
τυχαίων μεταβλητών {Xn : n ∈ N} ή γενικότερα μία υpiεραριθμήσιμη οικογένεια
τυχαίων μεταβλητών {Xt : t ∈ T} piου ορίζεται piάνω σε ένα χώρο piιθανότητας
(Ω,F , P ).
Σημειώνεται ότι για δοθέν δειγματικό χώρο ω ∈ Ω, η {xt = Xt(ω) : t ∈ T} εκ-
φράζει μία συνάρτηση του χρόνου t και ονομάζεται συνάρτηση δείγμα (sample
function) ή piραγματοpiοίηση (realization) της τυχαίας διαδικασίας.
Σχήμα 4.1.1: α) Τυχαία Μεταβλητή β) Στοχαστική Διαδικασία
http://slideplayer.gr/slide/2300470/
Αν τώρα έχουμε ένα piαραμετρικό χώρο T ⊂ R και τις διατεταγμένες χρονικές στιγ-
μές {ti ∈ T µε ti ≺ ti+1, ∀i = 1, 2, ..., n− 1}, μpiορούμε να ορίσουμε ένα σύστη-
μα κατανομών piεpiερασμένης διάστασης D =
{
Ft(n) : t
(n) = (t1, ..., tn), ti ≺ ti+1,
∀i = n ∈ N}, όpiου Ft(n) είναι η συνάρτηση κατανομής piιθανότητας τηςX(t(n)) και
Ft(n)(x
(n)) = P [Xt1 ≺ x1, . . . , xn ≺ Xtn ], x(n) = (x1, . . . , xn) ∈ Rn και n ∈ N.
Τα βασικά μεγέθη μίας χρονοσειράς {Xt : t ∈ T} είναι τα ακόλουθα (Wei, 2006):
 Συνάρτηση Μέσου
µ(t) = E[Xt] (4.1.1)
 Συνάρτηση Διασpiοράς
σ2(t) = V ar[Xt] = E[(Xt − µt)2] (4.1.2)
 Συνάρτηση Αυτοδιακύμανσης
γ(t, k) = Cov(Xt, Xt+k) = E[(Xt − µt)(Xt+k − µt+k)] (4.1.3)
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 Συνάρτηση Αυτοσυσχέτισης
ρ(k) = Corr(X0, Xk) =
Cov(X0, Xk)√
V ar[X0]V ar[Xk]
=
γ(k)
γ(0)
(4.1.4)
4.1.2 Στασιμότητα
Μία στοχαστική διαδικασία είναι στάσιμη όταν οι ιδιότητές της δεν εpiηρεάζονται
αpiό μία αλλαγή μέτρησης της χρονικής piεριόδου, δηλαδή η συνδυασμένη συνάρτη-
ση piιθανότητας με αρχή τη χρονική piερίοδο t είναι ακριβώς ίδια με την συνδυασμένη
συνάρτηση piιθανότητας με αρχή τη χρονική piερίοδο t+ k. Οpiότε σε μία συνδυα-
σμένη συνάρτηση piιθανότητας ο μέσος και η διασpiορά δεν μεταβάλλονται, ενώ η
συνδιακύμανση είναι συνάρτηση μόνο χρονικών υστερήσεων ή piροηγήσεων (Wei,
2006).
΄Αρα
E[Xt] = µ (4.1.5)
V ar[Xt] = E[(Xt − µ)2] = σ2 (4.1.6)
Cov(Xt, Xt+k) = E[(Xt − µ)(Xt+k − µ)] = γ(k) (4.1.7)
Αν μία τουλάχιστον αpiό τις piαραpiάνω σχέσεις δεν ισχύει τότε η στοχαστική δια-
δικασία ονομάζεται μη στάσιμη.
4.1.3 Λευκός Θόρυβος
Θεωρώντας διαδοχικά στοιχεία της χρονοσειράς ως τυχαίες μεταβλητές, η χρονο-
σειρά λέγεται ότι αpiοτελείται αpiό ανεξάρτητες τυχαίες μεταβλητές με την ίδια κα-
τανομή (independet and identically distributed, iid) όταν οι Xt, Xt+1, . . . , Xt+k
τυχαίες μεταβλητές για k  1 έχουν την ίδια κατανομή και είναι ανεξάρτητες με-
ταξύ τους. Μία iid χρονοσειρά είναι εντελώς τυχαία και δεν piεριέχει συσχετίσεις
μεταξύ των στοιχείων της.
Λευκός θόρυβος (white noise) ονομάζεται λοιpiόν, μία iid χρονοσειρά, της
οpiοίας την κατανομή την συμβολίζουμε ως WN(0, σ2ε). Ακόμη, για να χαρα-
κτηρίζουμε μία iid χρονοσειρά ως λευκό θόρυβο piρέpiει να ισχύουν οι ακόλουθες
υpiοθέσεις (Lütkepohl, 2005):
68 ΚΕΦΑΛΑΙΟ 4. ΑΝΑΛΥΣΗ ΧΡΟΝΟΣΕΙΡΩΝ
1.
E(εt) = 0 (4.1.8)
2.
V ar(εt) = σ
2 (4.1.9)
3.
Cov(εt, εt+k) = 0, ∀t ∈ T, ∀k 6= 0 (4.1.10)
4.2 Στάσιμες Στοχαστικές Διαδικασίες
Στις piροηγούμενες ενότητες αυτού του κεφαλαίου δόθηκαν ορισμένες βασικές έν-
νοιες και εργαλεία για την ανάλυση χρονοσειρών. Η αυτοδιασpiορά, αλλά και η
αυτοσυσχέτιση, αpiοτελούν βασικά χαρακτηριστικά των στοχαστικών διαδικασιών
και ορίζουν τις γραμμικές συσχετίσεις μεταξύ των τυχαίων μεταβλητών. Στην
ενότητα αυτή θα μελετήσουμε ορισμένα βασικά μοντέλα ανάλυσης στάσιμων χρο-
νοσειρών, καθώς και τη συνάρτηση μερικής αυτοσυσχέτισης. Θα εpiικεντρωθούμε
σε τρία μοντέλα στάσιμων χρονοσειρών, τα οpiοία είναι το μοντέλο αυτοpiαλιν-
δρόμησης AR(p), το μοντέλο κινούμενου μέσου MA(q) και η μικρή διαδικασία
ARMA(p,q) (Wei, 2006· Chatﬁeld, 2013).
Ορισμός. 4.2.1: Μία γραμμική στοχαστική διαδικασία (linear sto-
hastic process) ή μία γραμμική χρονοσειρά ορίζεται για κάθε χρονική στιγμή t ως
ένα άθροισμα ασυσχέτιστων τυχαίων μεταβλητών (white noise).
Xt = µ+
+∝∑
i=−∝
ϕiεt−i, εt ∼WN(0, σ2ε) (4.2.1)
Στη μελέτη των γραμμικών χρονοσειρών μας ενδιαφέρει κυρίως η συσχέτιση με-
ταξύ των στοιχείων και όχι η εξάρτηση, γι΄ αυτό και οι τυχαίες μεταβλητές μας
αρκεί να είναι αpiλά λευκός θόρυβος.
Εpiιpiλέον, για να είναι η χρονοσειρά στάσιμη θα piρέpiει να ισχύει:
+∝∑
i=−∝
| ϕi |≺ + ∝ (4.2.2)
Για ευκολία στην piεριγραφή θέτουμε ϕ0 = 1 (ρυθμίζοντας αντίστοιχα τη διασpiορά
σ2ε ) και µ = 0 . Θεωρώντας τον τελεστή υστέρησηςB η γραμμική χρονοσειρά
έχει τη συμpiαγή έκφραση Xt = ϕ(B)εt, με ϕ(B) =
+∝∑
i=−∝
ϕiB
i . Ο τελεστής του
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piολυωνύμου ϕ(B) μpiορεί να θεωρηθεί ως γραμμικό φίλτρο με είσοδο το λευκό
θόρυβο και έξοδο τη γραμμική χρονοσειρά. Για τα γραμμικά φίλτρα είναι γνωστό
piως όταν η είσοδος είναι στάσιμη χρονοσειρά τότε και η έξοδος είναι στάσιμη
χρονοσειρά.
4.2.1 Μοντέλο Αυτοpiαλινδρόμησης
Η αυτοpiαλίνδρομη διαδικασία τάξης p, (Autoregressive Process of Or-
der p, AR(p)), θεωρεί γραμμικές σχέσεις ανάμεσα στη piαρατήρηση της χρονο-
σειράς piου εξετάζεται και στις piροηγούμενες τιμές αυτής, με τον piεριορισμό του
αθροίσματος των piροηγούμενων τυχαίων μεταβλητών στους piρώτους p όρους.
Xt =
p∑
i=1
aiXt−i + εt, εt ∼WN(0, σ2ε) (4.2.3)
Με χρήση του τελεστή υστέρησης η AR(p) έχει τη συμpiαγή μορφή:
a(B)Xt = εt, (4.2.4)
όpiου
a(B) = 1−
p∑
i=1
aiB
i (4.2.5)
το χαρακτηριστικό piολυώνυμο της AR(p) και αν οι ρίζες του είναι εκτός του
μοναδιαίου κύκλου η αυτοpiαλίνδρομη διαδικασία είναι στάσιμη.
Σημειώνεται ότι το piρώτο μέρος, δηλαδή ο γραμμικός συνδυασμός των Xt−i,
θεωρείται ως το καθοριστικό ή αιτιοκρατικό μέρος (deterministic part), ενώ το
δεύτερο, εt, ως το στοχαστικό.
Ας δούμε τώρα piως ορίζεται η αυτοσυσχέτιση και η αυτοδιασpiορά της Xt ως piρος
τις piαραμέτρους της AR(p). Για μία υστέρηση, έστω τ , θα έχουμε:
Xt−τXt = Xt−τ (a1Xt−1 + . . .+ apXt−p + εt)
=⇒ E[Xt−τXt] = a1E[Xt−τXt−1] + . . .+ apE[Xt−τXt−p] + E[Xt−pεt]
=⇒ γx(k) = a1γx(τ − 1) + . . .+ apγx(τ − p) (4.2.6)
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΄Αρα piαίρνουμε τη γενική έκφραση για την αυτοσυσχέτιση υστέρησης τ :
ρτ = a1ρτ−1 + . . .+ apρτ−p (4.2.7)
όpiου ισχύει
ρτ = ρ−τ .
Αpiό τη γενική σχέση 4.2.7 έχουμε το σύστημα:
ρ1 = a1 +a2ρ1 + . . . +apρp−1
ρ2 = a1ρ1 +a2 + . . . +apρp−2
· · · · · · · · · · · · · · ·
ρp = a1ρp−1 +a2ρp−2 + . . . +ap
Το σύστημα αυτό ονομάζεται σύστημα κανονικών εξισώσεων ή σύστημα
εξισώσεων Yule - Walker (Wei, 2006), το οpiοίο μpiορεί να γραφεί σε μορφή
piίνακα:
Ppa = ρp , a = P
−1
p ρp (4.2.8)
όpiου
a =

a1
a2
...
ap
 , ρp =

ρ1
ρ2
...
ρp
 , Pp =

1 ρ1 ρ2 . . . ρp−1
ρ1 1 ρ1 . . . ρp−2
...
...
...
...
...
ρp−1 ρp−2 ρp−3 . . . 1

Για τη σχέση διασpiοράς έχουμε:
XtXt = Xt(a1Xt−1 + . . .+ apXt−p + εt)
⇒ σ2x = a1γx(1) + . . .+ apγx(p) + σ2ε
=⇒ σ2x =
σ2ε
1− a1ρ1 − a2ρ2 − . . .− apρp (4.2.9)
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4.2.2 Συνάρτηση Μερικής Αυτοσυσχέτισης
Κάθε αυτοpiαλίνδρομη διαδικασία έχει μία συνάρτηση αυτοσυσχέτισης, η οpiοία
φθίνει καθώς αυξάνει το μήκος της υστέρησης τ . Το γεγονός αυτό piολλές φορές
δεν μας εpiιτρέpiει να καθορίσουμε τη τάξη του μοντέλου. Για το σκοpiό αυτό
εισάγεται μία νέα συνάρτηση, η συνάρτηση μερικής αυτοσυσχέτισης
(Partial Autocorrelation Function - PACF) (Wei, 2006), η οpiοία είναι αpiαραίτητη
για την ανάλυση χρονοσειρών.
΄Οpiως είδαμε στη piροηγούμενη ενότητα, το μοντέλο AR(p) εκφράζεται με την
σχέση:
Xt =
p∑
i=1
aiXt−i + εt, εt ∼WN(0, σ2ε)
΄Εστω τώρα ότι έχουμε μία τέτοια στοχαστική διαδικασία και έστω στη γενική
piερίpiτωση µ η μέση τιμή της. ΄Εχουμε τότε:
Xt − µ = a1(Xt−1 − µ) + . . .+ ap(Xt−p − µ) + εt
με t = p+ 1, . . . , n.
Για να μελετήσουμε και να χρησιμοpiοιήσουμε το μοντέλο αυτό, θα piρέpiει να εκτι-
μηθεί η μέση τιμή, η διασpiορά του λευκού θορύβου σ2ε , οι piαράμετροι a1, . . . , ap,
καθώς και η τάξη p του μοντέλου. Για να μpiορέσουμε οpiότε να εκτιμήσουμε τη
τάξη του καλύτερα piροσαρμοσμένου μοντέλου, ορίζουμε τη συνάρτηση μερικής
αυτοσυσχέτισης (PACF).
Η μερική αυτοσυσχέτιση ανάμεσα στην Xt και Xt−s αναφέρεται στη συσχέτιση
μεταξύ αυτών των μεταβλητών, όταν έχουν αφαιρεθεί οι γραμμικές εpiιδράσεις των
ενδιάμεσων μεταβλητών Xt−1, . . . , Xt−τ−1.
΄Εστω, χωρίς βλάβη της γενικότητας, μία στάσιμη διαδικασία Xt , με E[Xt] =
0. Ακόμα, έστω ένα μοντέλο piαλινδρόμησης με εξαρτημένη μεταβλητή Xt+τ και
ανεξάρτητες μεταβλητές τις Xt+τ−1, . . . , Xt, το οpiοίο εκφράζεται με τη σχέση:
Xt+τ = aτ1Xt+τ−1 + . . .+ aττXt + εt+τ (4.2.10)
όpiου aτj η j-piαράμετρος της piαλινδρόμησης και aττ ο συντελεστής μερικής
αυτοσυσχέτισης μεταξύ των μεταβλητών Xt και Xt−τ . Αν piολλαpiλασιάσουμε
το δεξιό και το αριστερό μέρος της σχέσης 4.2.10 με Xt+τ−j και piαίρνοντας και
τις μέσες τιμές έχουμε τις ακόλουθες σχέσεις αυτοδιασpiοράς και αυτοσυσχέτισης:
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γj = aτ1γj−1 + . . .+ aττγj−τ (4.2.11)
και
ρj = aτ1ρj−1 + . . .+ aττρj−τ (4.2.12)
΄Αρα θεωρώντας τις εξισώσεις Yule - Walker και τη λύση της σχέσης 4.2.8 θα
έχουμε για τον συντελεστή μερικής αυτοσυσχέτισης (Wei, 2006):
aττ =

1 ρ1 ρ2 . . . ρτ−1 ρ1
ρ1 1 ρ1 . . . ρτ−2 ρ2
...
...
...
...
...
...
ρτ−1 ρτ−2 ρτ−3 . . . ρ1 ρτ


1 ρ1 ρ2 . . . ρτ−2 ρτ−1
ρ1 1 ρ1 . . . ρτ−3 ρτ−2
...
...
...
...
...
...
ρτ−1 ρτ−2 ρτ−3 . . . ρ1 1

(4.2.13)
Ορισμός. 4.2.2: Συνάρτηση Μερικής Αυτοσυσχέτισης (PACF) ο-
νομάζεται η piαράμετρος aττ , θεωρούμενη σαν συνάρτηση της υστέρησης τ και
υpiολογίζεται σύμφωνα με το κανόνα Gramer (Wei, 2006).
Εpiιpiλέον, είναι piροφανές ότι στη piερίpiτωση μίας αυτοpiαλίνδρομης διαδικασία τάξης
p, ισχύει ότι η συνάρτηση μερικής αυτοσυσχέτισης είναι:
aττ =
6= 0 , τ ≤ p0 , τ > p . (4.2.14)
4.2.3 Μοντέλο Κινούμενου Μέσου
Η διαδικασία κινούμενου μέσου τάξης q, (Moving Average Process
of Order q, MA(q)), θεωρεί γραμμικές σχέσεις ανάμεσα στην piαρατήρηση της
χρονοσειράς piου μελετάται και στα σφάλματα (λευκό θόρυβο) piου εμφάνισε σε
piροηγούμενες piεριόδους, με το piεριορισμό των όρων του λευκού θορύβου στους
q piρώτους όρους (Wei, 2006).
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Xt = εt−
q∑
i=1
ϕiεt−i (4.2.15)
Με χρήση του τελεστή υστέρησης η διαδικασία MA(q) έχει τη συμpiαγή μορφή:
ϕ(B)εt = Xt, (4.2.16)
όpiου
ϕ(B) = 1−
q∑
i=1
ϕiB
i (4.2.17)
το χαρακτηριστικό piολυώνυμο της MA(q).
Σημειώνεται ότι η διαδικασία κινούμενου μέσου είναι piάντα στάσιμη, αφού δίνεται
ως piεpiερασμένο άθροισμα όρων λευκού θορύβου. Στο μοντέλο αυτό το καθοριστι-
κό μέρος piου υpiήρχε στην AR(p) διαδικασία, αντικαθίσταται αpiό το στοχαστικό.
Αpiό τη σχέση του χαρακτηριστικού piολυωνύμου 4.2.17 δίνεται ότι η αυτοσυσχέτι-
ση είναι μη-μηδενική για τις piρώτες q υστερήσεις και δίνεται ως (Wei, 2006):
ρτ =

−ϕτ+ϕ1ϕτ+1+...+ϕq−τϕτ
1+ϕ21+ϕ
2
2+...+ϕ
2
q
, τ = 1, 2, . . . , q
0 , τ > q
(4.2.18)
και η σχέση διασpiοράς είναι:
σ2x = (1 + ϕ
2
1 + ϕ
2
2 + . . .+ ϕ
2
q)σ
2
ε (4.2.19)
4.2.4 Μικτό Μοντέλο Παλινδρόμησης
Οι δύο στάσιμες στοχαστικές διαδικασίες, AR(p) καιMA(q), τις οpiοίες είδαμε στις
piροηγούμενες ενότητες, έχουν διαφορετικές αλλά και συμpiληρωματικές ιδιότητες
piου piροκύpiτουν αpiό τον ορισμό τους (Wei, 2006):
 Η AR διαδικασία δίνεται αpiό τη σχέση του χαρακτηριστικού piολυωνύμου
υστέρησης:
a(B)Xt = εt
 Η MA διαδικασία δίνεται αpiό τη σχέση του χαρακτηριστικού piολυωνύμου
υστέρησης:
ϕ(B)εt = Xt
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Ορισμένες αξιοσημείωτες ιδιότητες σε αντιστοιχία αυτών των διαδικασιών είναι οι
ακόλουθες:
 Η ιδιότητα στασιμότητας της AR διαδικασίας αντιστοιχεί στην ιδιότητα α-
ντιστρεψιμότητας της MA διαδικασίας.
 Η αυτοσυσχέτιση της AR διαδικασίας αντιστοιχεί (σε ένα βαθμό) στη μερική
αυτοσυσχέτιση της MA διαδικασίας και η μερική αυτοσυσχέτιση της AR
αντιστοιχεί στην αυτοσυσχέτιση της MA.
Λόγω της δυϊκής σχέσης των διαδικασιών AR και MA, η οpiοία piροκύpiτει αpiό τις
piροαναφερόμενες συμpiληρωματικές ιδιότητες, μpiορούμε να θεωρήσουμε τη μι-
κτή διαδικασία ή αυτοpiαλίνδρομη διαδικασία κινούμενου μέσου
(Autoregressive Moving Average Process, ARMA) ως τη σύνθεση αυτών των
διαδικασιών (Wei, 2006).
Η συνάρτηση της μικτής διαδικασίας με AR μέρος τάξης p και με MA μέρος τάξης
q είναι:
Xt = a1Xt−1 + . . .+ apXt−p + εt − ϕ1εt−1 − . . .− ϕqεt−q (4.2.20)
και με χρήση piολυωνύμων υστέρησης έχουμε τη σχέση:
a(B)Xt = ϕ(B)εt (4.2.21)
Σημειώνεται σε αυτό το σημείο ότι η στασιμότητα και η αντιστρεψιμότητα της
διαδικασίας ARMA(p,q) ορίζεται αpiό το αν τα χαρακτηριστικά piολυώνυμα a(B)
και ϕ(B) έχουν αντίστοιχα ρίζες εκτός του μοναδιαίου κύκλου.
4.3 Μη Στάσιμες Στοχαστικές Διαδικασίες
Στην ενότητα αυτή θα εpiικεντρωθούμε στην ανάλυση ενός συγκεκριμένου μο-
ντέλου για μη στάσιμες χρονοσειρές, όμως piροηγουμένως είναι αpiαραίτητο να
piαρουσιάσουμε ένα βασικό στοιχείο μη στασιμότητας, το οpiοίο είναι η τάση. Εpiι-
piλέον, θα piεριγράψουμε piως μpiορούμε να εκτιμήσουμε ή και να αpiαλείψουμε αυτό
το μέγεθος.
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Γενικά, η ύpiαρξη μη στασιμότητας αpiοτελεί ένα αpiό τα κυριότερα piροβλήματα piου
εμφανίζονται κατά την ανάλυση χρονοσειρών. ΄Οταν η τάση σε μία χρονοσειρά
μpiορεί να piεριγραφεί αpiό κάpiοια γνωστή ή εκτιμώμενη συνάρτηση του χρόνου,
µt = f(t), ονομάζεται καθοριστική τάση. Σε αντίθετη piερίpiτωση, όταν δη-
λαδή η τάση piαρουσιάζει αργές μεταβολές με το χρόνο και δεν είναι δυνατό να
piεριγραφεί αpiό κάpiοια γνωστή ή εκτιμώμενη συνάρτηση, ονομάζεται στοχαστι-
κή τάση (Wei, 2006).
΄Εστω ότι έχουμε μία μη στάσιμη χρονοσειρά {y1, . . . , yn} και την piαρατηρούμε-
νη τυχαία μεταβλητή Yt και έστω και η στάσιμη χρονοσειρά {x1, . . . , xn} με την
αντίστοιχη τυχαία μεταβλητή Xt, piου piροκύpiτει αpiό το μετασχηματισμό της μη
στάσιμης χρονοσειράς. Για να μpiορέσουμε λοιpiόν, να αντιμετωpiίσουμε την ύpiαρξη
της στοχαστικής τάσης, αρκεί να μελετήσουμε τη στάσιμη χρονοσειρά με σκοpiό
την αpiαλοιφή της τάσης. Αυτό εpiιτυγχάνεται με τη χρήση ενός αpiό τους βασι-
κότερους μετασχηματισμούς αpiαλοιφής της στοχαστική τάσης, ο οpiοίος είναι:
 Ο μετασχηματισμός της μεταβολής των τιμών του δείκτη ή μετασχημα-
τισμός των piρώτων διαφορών (Wei, 2006):
Xt = ∇Yt = Yt − Yt−1 = (1−B)Yt (4.3.1)
Ο συνδυασμός του μετασχηματισμού piρώτων διαφορών piου αναφέραμε, σε μία μη
στάσιμη χρονοσειρά και του μοντέλου στάσιμων χρονοσειρών ARMA ονομάζεται
ολοκληρωμένο αυτοpiαλίνδρομο μοντέλο κινούμενο μέσου ή ο-
λοκληρωμένο μικτό μοντέλο (Autoregressive Integrated Moving Average
Model, ARIMA). Εpiιτρέpiοντας λοιpiόν, d εpiαναλήψεις piρώτων διαφορών σε μία
μη στάσιμη χρονοσειρά για να φτάσουμε σε μία στάσιμη, όpiου θα μpiορούμε να
piροσαρμόσουμε κάpiοιο μοντέλο ARMA(p,q), το μοντέλο ARIMA συμβολίζεται
ως ARIMA(p,d,q).
Πιο συγκεκριμένα, θεωρούμε μία μη στάσιμη στοχαστική διαδικασία {Yt}+∝t=1. Ε-
φαρμόζουμε τον μετασχηματισμό των piρώτων διαφορών, Xt = Yt − Yt−1, και
βλέpiουμε αν η χρονοσειρά piου piροκύpiτει είναι στάσιμη. Αν δεν είναι στάσιμη,
τότε συνεχίζουμε piάλι με το μετασχηματισμό των piρώτων διαφορών και έχουμε:
X ′t = Xt −Xt−1 = Yt − 2Yt−1 + Yt−2 (4.3.2)
Τη διαδικασία αυτή την εpiαναλαμβάνουμε μέχρι να φτάσουμε στην εύρεση μίας
στάσιμης χρονοσειράς, {Xt}+∝t=1 , της οpiοίας η γενική μορφή για εpiαναλήψεις
τάξης d ορίζεται ως (Wei, 2006):
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Xt = ∇dYt = (1−B)dYt (4.3.3)
΄Εpiειτα, θεωρούμε piως η στάσιμη χρονοσειρά {Xt}+∝t=1 , μpiορεί να piεριγραφεί αpiό
τη μικτή διαδικασία ARMA(p,q) και κατ΄ εpiέκταση μpiορεί να οριστεί η μη στάσιμη
χρονοσειρά {Yt}+∝t=1 ως (Wei, 2006):
a(B)(1−B)dYt = ϕ(B)εt (4.3.4)
Η σχέση 4.3.4 δηλώνει piως η μη στάσιμη χρονοσειρά μpiορεί να piεριγραφεί αpiό
μία μικτή διαδικασία με μοναδιαία ρίζα piολλαpiλότητας τάξης d. Αυτή η διαδικασία
λοιpiόν, δηλώνεται ως ολοκληρωμένο μικτό μοντέλο ARIMA(p,d,q).
Τα νευρικά σήματα, με τα οpiοία και ασχολούμαστε στη piαρούσα εργασία, αpiο-
τελούν μη στάσιμες στοχαστικές διαδικασίες, δηλαδή ο μέσος και η διακύμανσή
τους είναι εξαρτημένα αpiό το χρόνο. ΄Αρα για να piροσομοιάσουμε και να εpiε-
ξεργαστούμε τα σήματα αυτά δεν μpiορούμε να χρησιμοpiοιήσουμε κάpiοιο αpiό τα
μοντέλα για στάσιμες χρονοσειρές, αλλά να ακολουθήσουμε την ανάλυση τους
με το μετασχηματισμό piρώτων διαφορών, μετατρέpiοντάς δηλαδή αpiό μη στάσι-
μες σε στάσιμες χρονοσειρές. Κατά την ανάλυση αυτή, το αρχικά μη στάσιμο
σήμα το χωρίζουμε σε μικρά piαράθυρα, στα οpiοία διατηρείται η στασιμότητα. Σε
καθένα αpiό τα piαράθυρα αυτά, αφού εpiαληθεύσουμε την ύpiαρξη στασιμότητας,
piροχωράμε στην αντίστοιχη ανάλυση piου ακολουθούμε για τα στάσιμα σήματα.
Να αναφέρουμε ότι μpiορούμε να βελτιώσουμε σημαντικά την τοpiική στασιμότητα,
βρίσκοντας το συνολικό μέσο των καναλιών και διαιρώντας το με την αντίστοιχη
συνολική αpiόκλιση. Στη συνέχεια της διαδικασίας αυτής, αυξάνουμε σταδιακά την
αλληλοεpiικάλυψη των piαραθύρων με σκοpiό στο τέλος την ανάλυση του σήματος
και στο piεδίο του χρόνου.
4.4 Εκτίμηση Μοντέλου
Η εγκεφαλική λειτουργία αpiοτελεί μία άκρως piολύpiλοκη διαδικασία, γεγονός το
οpiοίο μας εpiιτρέpiει τη μελέτη της ως μία στοχαστική διαδικασία. ΄Οταν piραγμα-
τοpiοιείται ένα ηλεκτροεγκεφαλογράφημα ως έξοδο δίνονται piολλαpiλά σήματα και
άρα έχουμε μία διανυσματική χρονοσειρά για να αναλύσουμε.
Στην ενότητα (4.2.2) της συνάρτησης μερικής αυτοσυσχέτισης αναφέραμε ότι για
να εpiεξεργαστούμε και να χρησιμοpiοιήσουμε ένα μοντέλο piαλινδρόμησης piρέpiει
να εκτιμήσουμε την τάξη του μοντέλου και τις piαραμέτρους του. Στο μέρος αυτό
λοιpiόν, αρχικά θα piεριγράψουμε το piολυμεταβλητό αυτοpiαλίνδρομο μο-
ντέλο (Multivariate Autoregressive Model, MVAR), με τη χρήση του οpiοίου
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μpiορεί να αναλυθεί μία EEG διαδικασία. Εν συνεχεία θα piαρουσιάσουμε τα κρι-
τήρια εpiιλογής τάξης του μοντέλου και θα αναpiτύξουμε μία αpiό τις βασικότερες
μεθόδους υpiολογισμού των piαραμέτρων ενός MVAR (Wei, 2006; Burnham &
Anderson, 2004).
4.4.1 Πολυμεταβλητό Μοντέλο Παλινδρόμησης
Ως στοχαστικό μοντέλο piολλών μεταβλητών ορίζεται μία διανυσματική χρονοσειρά,
η οpiοία αpiοτελείται αpiό k εpiιμέρους χρονοσειρές - κανάλια και για κάθε k - κανάλι
έχουμε n χρονικές στιγμές. Πιο συγκεκριμένα, δίνεται η γενική έκφραση του
piολυμεταβλητού μοντέλου, η οpiοία είναι:
X(t) =
M∑
i=1
A(i)X(t− i) + ε(t), (4.4.1)
όpiου X(t) = [X1(t), . . . , Xk(t)]
T τα σήματα k - καναλιών, με X1(t) = [X1(t1),
. . . , X1(tn)]
T και ε(t) = [ε1(t), . . . , εk(t)]
T το διάνυσμα του λευκού θορύβου.
Ακόμα, όpiου A(i) οι τετραγωνικοί piίνακες [k " k] piου piεριγράφουν τις piαρα-
μέτρους του μοντέλου. Για κάθε βήμα λοιpiόν της διαδικασίας i = 1, 2, . . . ,M
όpiου M η τάξη του MVAR, δίνεται η μορφή:
A(i) =

A11,i A12,i · · · A1k,i
A21,i A22,i · · · A2k,i
· · · · · · . . . · · ·
Ak1,i Ak2,i · · · Akk,i
 (4.4.2)
Στο σημείο αυτό σημειώνεται ότι ισχύει:
A(0) = I
Τέλος, δίνεται η ανάpiτυξη του MVAR μοντέλου, η οpiοία εκφράζεται αpiό τις α-
κόλουθες εξισώσεις:
X1(t) =
M∑
i=1
A11(i)X1(t− i) + · · · +
M∑
i=1
A1k(i)Xk(t− i) +ε1(t)
X2(t) =
M∑
i=1
A21(i)X1(t− i) + · · · +
M∑
i=1
A2k(i)Xk(t− i) +ε2(t)
· · · · · · · · · · · · · · ·
Xk(t) =
M∑
i=1
Ak1(i)X1(t− i) + · · · +
M∑
i=1
Akk(i)Xk(t− i) +εk(t)
78 ΚΕΦΑΛΑΙΟ 4. ΑΝΑΛΥΣΗ ΧΡΟΝΟΣΕΙΡΩΝ
Παρατηρούμε ότι για την εκτίμηση του σφάλματος ισχύει:
ε(t) =
M∑
i=0
A(i)X(t− i) (4.4.3)
και piως στο στοχαστικό μοντέλο piολλών μεταβλητών υpiάρχει μία εξάρτηση των
χρονικά piροηγούμενων τιμών μίας μεταβλητής με την τρέχουσα τιμή μίας άλλης.
΄Αρα, με την ανάλυση ενός τέτοιου μοντέλου έχουμε τη δυνατότητα να ανακα-
λύψουμε τη ροή piληροφοριών ανάμεσα στις piεριοχές του εγκεφάλου.
4.4.2 Κριτήρια Εpiιλογής Τάξης Μοντέλου
΄Οpiως γίνεται αντιληpiτό, το βάθος του χρόνου, δηλαδή piόσες χρονικά piροηγο-
ύμενες τιμές θα έχει το μοντέλο, εξαρτάται άμεσα αpiό την τάξη M αυτού. Για
να έχουμε τη καλύτερη δυνατή τάξη μοντέλου, η οpiοία θα ελαχιστοpiοιεί και τα
σφάλματα piρόβλεψης, χρησιμοpiοιούμε κάpiοιο αpiό τα κριτήρια εpiιλογής τάξης, τα
σημαντικότερα των οpiοίων είναι:
1. Κριτήριο Akaike Information - AIC (Akaike, 1974)
AIC(M) = ln(det(σ2ε)) +
2M
n
(4.4.4)
2. Κριτήριο Bayesian Information - BIC (Schwarz, 1978)
BIC(M) = ln(det(σ2ε)) +
ln(n)
n
M (4.4.5)
3. Κριτήριο Minimum Description Length - MDL (Proakis & Manolakis,
1996)
MDL(M) = n ln(σ2ε) +M ln(n) (4.4.6)
όpiου M η τάξη του μοντέλου piου ζητείται, n το piλήθος των piαρατηρήσεων και
σ2ε η διασpiορά του εναpiομείναντος σφάλματος (λευκού θορύβου). Η τιμή του M ,
η οpiοία ελαχιστοpiοιεί τα piροαναφερόμενα κριτήρια, είναι η καλύτερη δυνατή τιμή
τάξης piου μας δίνει και το καλύτερο μοντέλο.
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4.4.3 Εκτίμηση Παραμέτρων - Μέθοδος Yule - Walker
Μία αpiό τις βασικότερες μεθόδους εκτίμησης των piαραμέτρων ενός στοχαστικού
μοντέλου είναι η μέθοδος Yule - Walker (Wei, 2006). Σύμφωνα με τη μέθοδο αυτή,
υpiολογίζουμε την αυτοσυσχέτιση αpiό τα δεδομένα και στη συνέχεια μpiορούμε
να εκτιμήσουμε τις piαραμέτρους του MVAR μοντέλου. Ο τύpiος αpiόκλισης της
αυτοσυσχέτισης piου χρησιμοpiοιείται είναι:
ρx(k) =
1
N
N−k−1∑
n=0
X∗(n)X(n+ k), k ≥ 0 (4.4.7)
ώστε ο piίνακας αυτοσυσχέτισης να είναι θετικά ορισμένος και το μοντέλο να είναι
σταθερό. Οpiότε, αpiό τα piροηγούμενα, piροκύpiτει το ακόλουθο σύστημα εξισώσε-
ων αυτοσυσχέτισης, αpiό το οpiοίο μpiορούμε να υpiολογίσουμε τις piαραμέτρους:

ρx(0) ρ
∗
x(1) · · · ρ∗x(M − 1)
ρx(1) ρx(0) · · · ρ∗x(M − 2)
· · · · · · . . . · · ·
ρx(M − 1) ρx(M − 2) · · · ρx(0)


A(1)
A(2)
...
A(M)
 = −

ρx(1)
ρx(2)
...
ρx(M)

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Κεφάλαιο 5
Ανάpiτυξη Μοντέλων
Συνδεσιμότητας
5.1 Εισαγωγή
Το νευρικό σύστημα αpiοτελείται αpiό ένα σύνολο νευρικών δικτύων, τα οpiοία
λειτουργούν συνεργατικά και διαδραστικά. Εpiομένως, η ανάλυση και η μελέτη των
αλληλεpiιδράσεων μεταξύ των δομών του νευρικού εγκεφαλικού δικτύου, καθώς και
του τρόpiου με τον οpiοίο εpiικοινωνούν οι διαφορετικές piεριοχές του εγκεφάλου
μεταξύ τους, αpiοτελούν τμήματα με μεγάλο εpiιστημονικό ενδιαφέρον.
Η εξέλιξη των μη εpiεμβατικών τεχνικών εγκεφαλικής αpiεικόνισης και η ολοένα
αυξανόμενη ανάγκη για έρευνα της λειτουργικής συνδεσιμότητας1 του εγκεφάλου
έχει οδηγήσει στην διεξαγωγή piολυάριθμων piειραμάτων. Μέσα αpiό τα piειράματα
αυτά, οι ερευνητές piροσpiαθούν να εξάγουν χρήσιμες piληροφορίες σχετικά με τα
νευροφυσιολογικά συστήματα, αλλά και να εκτιμήσουν με διάφορες μεθόδους την
συσχέτιση piου υpiάρχει ή/και δημιουργείται μεταξύ των σημάτων piου piαράγει ο
εγκέφαλος.
΄Ενα αpiό τα piιο piαλιά και σημαντικά μαθηματικά εργαλεία για την μελέτη των
συσχετίσεων των εγκεφαλικών σημάτων είναι η Αιτιότητα κατά Granger
(Granger, 1969), με βάση την οpiοία μpiορεί να piροσδιοριστεί η αιτιότητα piου υpiάρ-
χει ανάμεσα στις διάφορες μεταβλητές (σήματα). Στο κεφάλαιο αυτό λοιpiόν, θα
αναpiτυχθεί η θεωρία της αιτιότητας κατά Granger (G-αιτιότητα), με ιδιαίτερη έμ-
φαση στο μαθηματικό μοντέλο τηςΦασματικής Αιτιότητας κατά Granger
1Ως λειτουργική συνδεσιμότητα ορίζεται η χρονική συσχέτιση μεταξύ χωρικά αpiομακρυσμένων
νευροφυσιολογικών γεγονότων. Στον εγκεφαλικό φλοιό piροκύpiτει αpiό μία piαρέκκλιση αpiό την
στατιστική ανεξαρτησία των ενεργοpiοιήσεων διαφορετικών νευρωνικών ομάδων και piεριοχών.
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(Spectral Granger Causality) (Seth, 2010), και η piολυpiαραγοντική φασματική τε-
χνική τηςΚατευθυνόμενης Συνάρτησης Μεταφοράς (Directed Trans-
fer Function) (Kami«ski & Blinowska, 1991). Εpiίσης, στο εpiόμενο κεφάλαιο θα
δοθούν βασικά piαραδείγματα σύγκρισης των δύο αυτών μεθόδων συσχέτισης χρο-
νοσειρών.
5.2 Αιτιότητα κατά Granger
΄Ενα αpiό τα piιο βασικά piροβλήματα piου υpiάρχουν στην εξειδίκευση και ανάλυση
ενός piολυμεταβλητού συστήματος είναι να piροσδιοριστεί κατά piόσο μία μεταβλη-
τή αιτιάζει μία άλλη ή αιτιάζεται αpiό αυτή ή είναι ανεξάρτητες. Την έννοια της
αιτιώδους εξάρτησης μεταξύ στοχαστικών διαδικασιών εισήγαγε για piρώτη φορά
ο μεγάλος μαθηματικός Norbert Wiener (1956). Σύμφωνα με τον N.Wiener, εάν
έχουμε δύο ταυτόχρονα μετρούμενα σήματα και κάpiοιος μpiορεί να piροβλέψει το
piρώτο σήμα καλύτερα ενσωματώνοντας piληροφορίες αpiό τις piροηγούμενες χρο-
νικές στιγμές του δεύτερου σήματος αpiό ότι χρησιμοpiοιώντας μόνο το piαρελθόν
του piρώτου σήματος, τότε το δεύτερο σήμα λέμε ότι αιτιάζει το piρώτο. Τη θεω-
ρητική αυτή βάση αξιοpiοίησε και μοντελοpiοίησε μαθηματικά ο Νομpiελίστας Clive
Granger (1969), ο οpiοίος κατάφερε να μετρήσει την αιτιότητα, αρχικά στα piλα-
ίσια μελέτης οικονομικών μοντέλων και μεγεθών. Για το λόγο αυτό ονομάστη-
κε Αιτιότητα κατά Granger (Granger Causality) και έpiειτα ξεκίνησε να
χρησιμοpiοιείται και σε άλλους εpiιστημονικούς κλάδους, όpiως στο κλάδο της νευ-
ροφυσιολογίας με στόχο να μελετηθεί η εpiικοινωνία piου αναpiτύσσεται ανάμεσα
στους νευρώνες.
5.2.1 Μαθηματικό Μοντέλο
Η αιτιότητα κατά Granger είναι μία στατιστική μέθοδος της αιτιότητας, η οpiοία
βασίζεται στη piρόβλεψη και η μαθηματική της διατύpiωση στην μοντελοpiοίηση
γραμμικών piαλίνδρομων στοχαστικών διαδικασιών (Seth, 2010).
Ορισμός. 5.2.1 : Αν ένα σήμα X1 αιτιάζει κατά Granger ένα σήμα X2, τότε οι
piροηγούμενες χρονικές στιγμές του X1piεριέχουν piληροφορίες piου βοηθούν στη
piρόβλεψη του X2 (Granger, 1969).
΄Εστω ένα γραμμικό αυτοpiαλίνδρομο μοντέλο δύο χρονοσειρών X1(t) και X2(t)
(μήκους T και οι δύο χρονοσειρές) :
5.2. ΑΙΤΙΟΤΗΤΑ ΚΑΤΑ GRANGER 83
X1(t) =
M∑
j=1
A11(j)X1(t− j)+
M∑
j=1
A12(j)X2(t− j) + ε1(t)
X2(t) =
M∑
j=1
A21(j)X1(t− j)+
M∑
j=1
A22(i)X2(t− j) + ε2(t)
(5.2.1)
όpiου M ο μέγιστος αριθμός των piροηγούμενων χρονικά piαρατηρήσεων (τάξη μο-
ντέλου), A ο piίνακας piου piεριέχει τους συντελεστές του μοντέλου και ε1(t), ε2(t)
τα σφάλματα piρόβλεψης για κάθε χρονοσειρά.
Αν η διακύμανση του ε1 (ή ε2) μειώνεται αpiό την ενσωμάτωση των όρων του X2(ή
X1) στην piρώτη εξίσωση τότε λέμε ότι το X2(ή X1) αιτιάζει κατά Granger (G-
Causes) το X1(ή X2). Δηλαδή το X2 piροκαλεί το X1, εάν οι συντελεστές A12
είναι αpiό κοινού σημαντικά διάφοροι του μηδέν.
Αν υpiοθέσουμε ότι οι χρονοσειρές X1, X2 υpiακούν στους κανόνες στασιμότητας
και το σύστημα 5.2.1 μpiορεί να γραφεί ως ένα μονομερές αυτοpiαλίνδρομο μοντέλο
(AR model), τότε ορίζεται το μέγεθος της αιτιότητας μεταξύ των στοχαστικών
διαδικασιών ως:
F2→1 = ln
V ar(ε1R(12))
V ar(ε1)
(5.2.2)
όpiου το ε1R(12) piροκύpiτει αpiό το μονομερές μοντέλο (διαγραφή των A12(j) για
κάθε j). Αντίστοιχα, υpiολογίζεται και ο τύpiος για την αιτιότητα του X1 στο
X2(F1→2).
Στο σημείο αυτό είναι σημαντικό να αναφερθούν ορισμένα βασικά χαρακτηριστικά
της αιτιότητας:
1. Αν V ar(ε1) ≺ V ar(ε1R(12)), το οpiοίο συνεpiάγεται ότι F2→1  0, τότε η
X2 piροκαλεί τη X1.
2. Αν V ar(ε1) = V ar(ε1R(12)), το οpiοίο συνεpiάγεται ότι F2→1 → 0, τότε η
X2 δεν piροκαλεί τη X1.
3. Αν τα μέτρα των F2→1 και F1→2 είναι εξίσου μεγάλα, τότε υpiάρχει μία
αμφίδρομη σύζευξη των χρονοσειρών.
4. Αpiοτελεί μία αναλλοίωτη piοσότητα.
Η G-αιτιότητα είναι εύκολο να γενικευτεί για n-χρονοσειρές (n  2), δηλαδή για
ένα piολυμεταβλητό μοντέλο, στο οpiοίο το X2 piροκαλεί το X1 υpiό την piαρουσία
υpiόλοιpiων σημάτων X3, . . . , Xn (Geweke, 1982).
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΄Εστω λοιpiόν ότι έχουμε ένα σύστημα με τρεις (X1,X2,X3) χρονοσειρές. Αpiό το
MVAR μοντέλο, δημιουργούμε τη μήτρα συνδιακύμανσης του θορύβου Σ:
Σ =
 Σ11 Σ12 Σ13Σ21 Σ22 Σ23
Σ31 Σ32 Σ33
 (5.2.3)
με
Σij =
V ar(εi) , i = jcov(εi, εj) , i 6= j
και στη συνέχεια κατασκευάζουμε ένα νέο piίνακα ρ, ο οpiοίος αpiοτελεί τη μήτρα
συνδιακύμανσης του θορύβου αφού έχουμε αpiαλείψει τη piαρουσία του X2 :
ρ =
[
V ar(ε1R) cov(ε1R, ε3R)
cov(ε3R, ε1R) V ar(ε3R)
]
=
[
ρ11 ρ12
ρ21 ρ22
]
(5.2.4)
Εpiομένως, η G-αιτιότητα αpiό το X2 στο X1 δεδομένου του X3 (δεσμευμένη αιτι-
ότητα) δίνεται αpiό τη σχέση:
F2→1|3 = ln
ρ11
Σ11
(5.2.5)
Οι piαραpiάνω δύο ορισμοί, 5.2.2 και 5.2.5, piου δόθηκαν για την αιτιότητα κατά
Granger αναφέρονται στο piεδίο του χρόνου και piροϋpiοθέτουν piροηγουμένως όλη
την διαδικασία εκτίμησης piολυμεταβλητού αυτοpiαλίνδρομου μοντέλου piου piαρου-
σιάστηκε στο Κεφάλαιο 4 - Ενότητα 4.4.
5.2.2 Φασματική Αιτιότητα κατά Granger
Στην ανάλυση των νευροφυσιολογικών σημάτων, έμφαση και ενδιαφέρον piαρου-
σιάζεται στο piεδίο της συχνότητας. Το γεγονός αυτό καθιστά piολύ χρήσιμη την
μελέτη της αιτιότητας κατά Granger στην φασματική piεριοχή (Spectral Granger
Causality). Για να piραγματοpiοιήσουμε μία τέτοια ανάλυση στο piεδίο της συ-
χνότητας χρησιμοpiοιούμε μεθόδους Fourier piάνω στο MVAR μοντέλο, piου έχει
ήδη εκτιμηθεί στο piεδίο της χρόνου (Geweke, 1982; Seth, 2010).
΄Εστω ότι έχουμε το σύστημα δύο στάσιμων στοχαστικών διαδικασιών:
X1(t) =
M∑
j=1
A11(j)X1(t− j)+
M∑
j=1
A12(j)X2(t− j) + ε1(t)
X2(t) =
M∑
j=1
A21(j)X1(t− j)+
M∑
j=1
A22(i)X2(t− j) + ε2(t)
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Χρησιμοpiοιώντας μετασχηματισμό Fourier (Kaminski et al., 2001; Brovelli et al.,
2004) στο piαραpiάνω μοντέλο, piαίρνουμε ένα νέο σύστημα της μορφής:
[
A11(f) A12(f)
A21(f) A22(f)
][
X1(f)
X2(f)
]
=
[
E1(f)
E2(f)
]
(5.2.6)
όpiου Alm(f) = δlm−
M∑
j=1
Alm(j)e
−2piifj , με δlm =
0 , l = m1 , l 6= m .
Ξαναγράφουμε το σύστημα 5.2.6 ως:
[
X1(f)
X2(f)
]
=
[
H11(f) H12(f)
H21(f) H22(f)
][
E1(f)
E2(f)
]
(5.2.7)
όpiου H(f) = [Aij(f)]−1 ο piίνακας μεταφοράς. Οpiότε τώρα είμαστε σε θέση να
υpiολογίσουμε τη μήτρα φάσματος (spectral matrix) αpiό τον τύpiο:
S(f) =≺ H(f)ΣH∗(f)  (5.2.8)
με το αστεράκι να συμβολίζει το piίνακα adjoint και ο Σ να είναι ο piίνακας σφάλ-
ματος.
Η φασματική αιτιότητα κατά Granger αpiό το σήμα j στο σήμα i ορίζεται ως εξής:
Ij→i(f) = − ln(1−
(Σjj − (Σ
2
ij
Σii
)) | Hij(f) |2
Sii(f)
) (5.2.9)
όpiου ο Sii(f) είναι το φάσμα ισχύος της μεταβλητής i στη συχνότητα f .
Στο σημείο αυτό είναι χρήσιμο να αναφερθεί ότι σε μεταγενέστερες μελέτες (Chen
et al., 2006) η εφαρμογή της φασματικής G-αιτιότητας σε piολυμεταβλητές νευρο-
φυσιολογικές χρονοσειρές, μερικές φορές έδωσε αpiοτελέσματα αρνητικής αιτιότη-
τας σε συγκεκριμένες συχνότητες. Η φυσική ερμηνεία του φαινομένου αυτού δεν
έχει δοθεί ακόμα, αν και η συγκεκριμένη μέθοδος συνεχίζει να χρησιμοpiοιείται σε
piειράματα και έρευνες σχετικές με την ανάλυση εγκεφαλικών σημάτων.
5.3 Κατευθυνόμενη Συνάρτηση Μεταφοράς
Εν συνεχεία της αιτιότητας Granger piροτάθηκαν διάφορα μεγέθη, με την χρήση
των οpiοίων μpiορεί να μελετηθεί η γραμμική συσχέτιση μεταξύ δύο σημάτων. ΄Ενα
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αpiό τα piρώτα μεγέθη piου χρησιμοpiοιήθηκε στις νευροεpiιστήμες ήταν η Κα-
τευθυνόμενη Συνάρτηση Μεταφοράς (Directed Transfer Function), η
οpiοία εισήχθη το 1991 αpiό τους Kaminski και Blinowska.
Η DTF αpiοτελεί ένα μέγεθος, με το οpiοίο piέρα αpiό την συνδεσιμότητα ανάμεσα σε
δύο κανάλια μpiορεί να εκφραστεί και η κατεύθυνση της ροής της δραστηριότητας.
Βέβαια, piαρουσιάζει ένα σημαντικό μειονέκτημα, διότι δεν μpiορεί να διαχωρίσει τις
άμεσες και έμμεσες ροές. Συγκεκριμένα, η κατευθυνόμενη συνάρτηση μεταφοράς
είναι ένα ολοκληρωμένο piολυμεταβλητό φασματικό μέτρο, το οpiοίο piροσδιορίζει
τις εpiιρροές κατεύθυνσης μεταξύ κάθε δεδομένου ζεύγους καναλιών σε ένα piο-
λυμεταβλητό σύνολο δεδομένων. Εpiιpiλέον, έχει το piλεονέκτημα ότι αpiαιτεί μόνο
ένα MVAR μοντέλο να εκτιμηθεί με βάση τις καταγραφές όλων των καναλιών.
Να αναφερθεί ότι για μία διμεταβλητή διαδικασία, η μη-κανονικοpiοιημένη μορφή
της DTF είναι ισοδύναμη της φασματικής G-αιτιότητας, η οpiοία συνδέεται άμεσα
με τους συντελεστές του MVAR μοντέλου.
5.3.1 Μαθηματικό Μοντέλο
΄Οpiως είδαμε στη piροηγούμενη ενότητα (5.2) στο μαθηματικό μοντέλο της αιτι-
ότητας κατά Granger λάβαμε υpiόψιν ένα γραμμικό αυτοpiαλίνδρομο μοντέλο δύο
στοχαστικών διαδικασιών. Για την piεριγραφή του μαθηματικού μοντέλου της κα-
τευθυνόμενης συνάρτησης μεταφοράς, η οpiοία piαρέχει piληροφορία για την κα-
τεύθυνση της ροής μεταξύ ενός μεγάλου αριθμού καναλιών μέσα αpiό ένα αυτο-
piαλίνδρομο piροσεγγιστικό μοντέλο, θα χρησιμοpiοιήσουμε ένα σύστημα piολλών
μεταβλητών.[19]
Πιο συγκεκριμένα, έστωX(t) = [X1(t), X2(t), . . . , Xk(t)]T ένα piακέτο μετρήσεων
k-καναλιών την χρονική στιγμή t, και T ο piίνακας μεταφοράς.
΄Εστω ότι το X(t) piεριγράφεται αpiό την ακόλουθη piολυμεταβλητή αυτοpiαλίνδρομη
διαδικασία (MVAR):
X(t) =
M∑
i=1
A(i)X(t− i) + ε(t) (5.3.1)
με M η τάξη του μοντέλου, A ο piίνακας συντελεστών και ε(t) ο piίνακας σφαλ-
μάτων. Μετασχηματίζοντας την σχέση 5.3.1 στο piεδίο των συχνοτήτων έχουμε:
A(f)X(f) = E(f) (5.3.2)
5.3. ΚΑΤΕΥΘΥΝΟΜΕΝΗ ΣΥΝΑΡΤΗΣΗ ΜΕΤΑΦΟΡΑΣ 87
με A(f) = −
M∑
i=1
A(i)e−2piifj , A(0) = −I. Την σχέση 5.3.2 την ξαναγράφουμε
στη μορφή:
X(f) = A−1(f)E(f) = H(f)E(f)
όpiου ο piίνακας H(f) είναι ο piίνακας μεταφοράς.
΄Ετσι, το μέτρο της Κατευθυνόμενης Συνάρτησης Μεταφοράς (DTF), της αιτιώδης
εpiιρροής αpiό το κανάλι j στο i ορίζεται ως:
θ2ij(f) =| Hij(f) |2 (5.3.3)
Ενώ ως κανονικοpiοιημένη DTF σύμφωνα με τους Kaminski και Blinowska (1991)
ορίζουμε:
Γ2ij(f) =
| Hij(f) |2
k∑
m=1
| Him(f) |2
(5.3.4)
η οpiοία εκφράζει την αναλογία της εισερχόμενης ροής δραστηριότητας αpiό το
κανάλι j στο κανάλι i piρος όλες τις κοινές εpiιρροές piου δημιουργούνται αpiό όλα
τα κανάλια στο κανάλι i. Η τιμή της Γ2ij(f) κυμαίνεται μέσα στο διάστημα [0, 1],
όpiου τιμές κοντά στο 1 δείχνουν ότι ένα μεγάλο piοσοστό του σήματος στο κανάλι
i piροέρχεται αpiό το j σε συγκεκριμένη συχνότητα f , ενώ τιμές piου τείνουν στο
0 δηλώνουν αpiουσία ροής στη συγκεκριμένη συχνότητα.
88 ΚΕΦΑΛΑΙΟ 5. ΑΝΑΠΤΥΞΗ ΜΟΝΤΕΛΩΝ ΣΥΝΔΕΣΙΜΟΤΗΤΑΣ
Κεφάλαιο 6
Εφαρμογές Μεθόδων
Αιτιότητας
6.1 Εισαγωγή
΄Εχοντας piαρουσιάσει τα μαθηματικά μοντέλα των δύο μεθόδων, αιτιότητα κατά
Granger και DTF, για να γίνουν αντιληpiτά σε piρακτικό εpiίpiεδο είναι χρήσιμο να
εφαρμοστούν piάνω σε piροσομοιωμένα δεδομένα, ώστε να αξιολογηθεί η αpiόδοση
και η εγκυρότητά τους.
Στο κεφάλαιο αυτό λοιpiόν, θα piαρουσιαστούν τρία βασικά piαραδείγματα piολυμετα-
βλητών διαδικασιών (MVAR), των οpiοίων η συνδεσιμότητα είναι εκ των piροτέρων
γνωστή και μpiορούν να ελεγχθούν άμεσα τα αpiοτελέσματα piου εξάγουμε.
Για την ανάλυση και μοντελοpiοίηση των χρονοσειρών, θα γίνει χρήση του piρο-
γραμματιστικού piεριβάλλοντος Matlab (2012a) και τριών ευρέως γνωστών Tool-
box (Seth, 2011; Barnett & Seth, 2014; Faes & Nollo, 2011), τα οpiοία είναι:
1. ΤοGCCA Toolbox και τοMVGCToolbox τουAnil K. Seth (www.anilseth.com)
2. Το eMVAR Toolbox των G. Nollo, L. Faes (www.science.unitn.it/~nollo/
research/sigpro/eMVAR.html)
και είναι διαθέσιμα δωρεάν στις διευθύνσεις piου αναφέρονται piαραpiάνω.
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6.2 Μεθοδολογία Εpiεξεργασίας Δεδομένων
Πριν αpiό την piαρουσίαση και την ανάλυση των τριών piαραδειγμάτων, στα οpiοία
εφαρμόσαμε τις μεθόδους συνδεσιμότητας (G-Causality, DTF), είναι αpiαραίτητο
να αναφέρουμε τη διαδικασία εpiεξεργασίας των piροσομοιωμένων δεδομένων, την
οpiοία ακολουθήσαμε. Τα στάδια εpiεξεργασίας, σύμφωνα και με τα Toolbox (Seth,
2011; Barnett & Seth, 2014; Faes & Nollo, 2011) piου χρησιμοpiοιήθηκαν, είναι τα
εξής:
1. Αρχικά, ορίζουμε το χρονικό διάστημα των piαρατηρήσεων, τη δειγματική
συχνότητα Fs, καθώς και το εύρος συχνοτήτων piου μελετάμε.
2. Γράφουμε τις χρονοσειρές, αpiό τις οpiοίες piεριγράφεται το κάθε μοντέλο και
για τις οpiοίες είναι γνωστές οι piαράμετροι και ελέγχουμε τη στασιμότητα
τους.
3. Στη συνέχεια, υpiολογίζουμε την τάξη του μοντέλου σύμφωνα με το κριτήριο
AIC και εκτιμάμε εκ νέου τις piαραμέτρους του MVAR μοντέλου σύμφωνα
με την μέθοδο Yule-Walker.
4. Αφού ολοκληρωθούν τα piαραpiάνω στάδια, συνεχίζουμε στον υpiολογισμό
του piίνακα φασματικής piυκνότητας (Spectral Matrix) με τη χρήση του με-
τασχηματισμού Fourier.
5. Τέλος, υpiολογίζεται η φασματική G-αιτιότητα (άμεση και δεσμευμένη) και
η Κατευθυνόμενη Συνάρτηση Μεταφοράς στο piεδίο των συχνοτήτων για τα
δεδομένα μοντέλα χρονοσειρών.
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6.3 Θεωρητικά Παραδείγματα
6.3.1 Πρώτο Μοντέλο
Στην piρώτη εφαρμογή των μεθόδων συσχέτισης, θα μελετήσουμε τη συμpiεριφορά
των μέτρων της G-αιτιότητας και των Κατευθυνόμενων Συναρτήσεων Μεταφοράς
με τη βοήθεια ενός μοντέλου τεσσάρων στοχαστικών διαδικασιών:

X1(t) = 0.95
√
2X1(t− 1)− 0.9025X1(t− 2) + ε1(t)
X2(t) = 0.5X1(t− 2) + ε2(t)
X3(t) = −0.4X4(t− 3) + ε3(t)
X4(t) = 0.35X4(t− 2) + ε4(t)
(6.3.1)
όpiου ε1(t), ε2(t), ε3(t) και ε4(t) είναι piλήρως ασυσχέτιστες διαδικασίες λευκού
θορύβου, με μηδενική μέση τιμή και με μοναδιαία διακύμανση. Η συχνότητα δειγ-
ματοληψίας των σημάτων είναι 500Hz και μελετάται για 2000 σημεία δεδομένων
(data points) (Seth, 2010).
Σχήμα 6.3.1: Αpiεικόνιση των τεσσάρων γραμμικών σημάτων
Αpiό το σύστημα μpiορούμε να εντοpiίσουμε την εpiιρροή piου δημιουργείται μεταξύ
των σημάτων. ΄Οpiως φαίνεται αpiό το μοντέλο (6.3.1), αλλά και αpiό την piοιοτική
αpiεικόνιση (6.3.1), υpiάρχει άμεση αιτιατή σχέση του σήματος X1 με το X2 και
του σήματος X4 με το X3, χωρίς να δημιουργούνται άλλες έμμεσες συσχετίσεις.
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΄Εχοντας λοιpiόν γνωστή piοιοτικά την αιτιατή σχέση ανάμεσα στα σήματα, εpiε-
ξεργαζόμαστε τα δεδομένα με την βοήθεια του GCCA Toolbox και του eMVAR
Toolbox, τα οpiοία ακολουθούν τη μεθοδολογία piου αναφέρθηκε στην ενότητα
(6.2).
Σχήμα 6.3.2: Χρονοσειρές του MVAR μοντέλου
Στη συνέχεια, αφού piραγματοpiοιείται η εpiιλογή της τάξης μοντέλου (6.3.3) και
εκτιμάται το AR μοντέλο, έχουμε τη δυνατότητα να υpiολογίσουμε τόσο την G-
αιτιότητα, όσο και την Κατευθυνόμενη Συνάρτηση Μεταφοράς.
Σχήμα 6.3.3: Κριτήρια εpiιλογής τάξης μοντέλου
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Σχήμα 6.3.4: Αpiεικόνιση της G-αιτιότητας μεταξύ xj και xi
Αpiό τα αpiοτελέσματα του υpiολογισμού της αιτιότητας κατά Granger (6.3.4), piαρα-
τηρούμε ότι είναι ικανό σαν μέγεθος να διακρίνει όλες τις άμεσες αιτιατές σχέσεις.
Πιο συγκεκριμένα, φαίνεται ότι υpiάρχει μονής κατεύθυνσης εpiιρροή του σήματος
X1 στο X2 με κορυφή στα 65Hz, αλλά και του σήματος X4 στο X3.
Σχήμα 6.3.5: Αpiεικόνιση της Γ2ij(f) μεταξύ xj και xi
Στα ίδια συμpiεράσματα με piαραpiάνω καταλήγουμε αναpiαριστώντας την Κατευθυ-
νόμενη Συνάρτηση Μεταφοράς (DTF) (6.3.5). Βλέpiουμε δηλαδή την σύνδεση piου
υpiάρχει ανάμεσα στα σήματα X1 → X2 και X4 → X3.
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6.3.2 Δεύτερο Μοντέλο
Στο δεύτερο piαράδειγμα θα μελετήσουμε τη συμpiεριφορά των μέτρων της G-
αιτιότητας και των Κατευθυνόμενων Συναρτήσεων Μεταφοράς με τη βοήθεια ενός
μοντέλου τριών στοχαστικών διαδικασιών:

X1(t) = 0.8X1(t− 1)− 0.5X1(t− 2) + 0.4X3(t− 1) + ε1(t)
X2(t) = 0.53X2(t− 1)− 0.8X2(t− 2) + ε2(t)
X3(t) = 0.5X3(t− 1)− 0.2X3(t− 2) + 0.5X2(t− 1) + ε3(t)
(6.3.2)
όpiου ε1(t), ε2(t), και ε3(t) είναι piλήρως ασυσχέτιστες διαδικασίες λευκού θορύβου
με μηδενική μέση τιμή και με διακυμάνσεις var(ε1) = 0.25, var(ε2) = 1 και
var(ε3) = 0.25, αντίστοιχα. Η συχνότητα δειγματοληψίας των σημάτων είναι
200Hz και μελετάται για 4000 σημεία δεδομένων (data points) (Dhamala et al.,
2008).
Σχήμα 6.3.6: Αpiεικόνιση των τριών γραμμικών σημάτων
΄Οpiως αναφέραμε και στο piρώτο piαράδειγμα, αpiό το μοντέλο (6.3.2), αλλά και
αpiό την αpiεικόνιση (6.3.6), μpiορούμε να δούμε piοιοτικά την αιτιατή σχέση piου
δημιουργείται, δηλαδή ότι υpiάρχει άμεση αιτιατή σχέση του σήματος X2 με το X3
και του σήματος X3 με το X1, με αpiοτέλεσμα το X2 να piροκαλεί έμμεσα το X1.
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΄Εχοντας, και piάλι, γνωστή piοιοτικά την αιτιατή σχέση ανάμεσα στα σήματα, εpiε-
ξεργαζόμαστε τα δεδομένα με την βοήθεια του GCCA & MVGC Toolbox και του
eMVAR Toolbox.
Σχήμα 6.3.7: Χρονοσειρές του MVAR μοντέλου
Πραγματοpiοιείται λοιpiόν, η εpiιλογή της τάξης μοντέλου (6.3.8) και εκτιμάται το
AR μοντέλο, ενώ στη συνέχεια υpiολογίζουμε τόσο την G-αιτιότητα, όσο και την
Κατευθυνόμενη Συνάρτηση Μεταφοράς.
Σχήμα 6.3.8: Κριτήρια εpiιλογής τάξης μοντέλου
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Σχήμα 6.3.9: Αpiεικόνιση της G-αιτιότητας μεταξύ xj και xi
Κάνοντας την εpiεξεργασία και ανάλυση της G-αιτιότητας για το μοντέλο (6.3.2),
εξάγουμε τα piαραpiάνω διαγράμματα (6.3.9). ΄Οpiως μpiορούμε να δούμε, υpiάρχει
άμεση αιτιατή σχέση μεταξύ των σημάτων X2 και X3, καθώς και των X3 και X1,
ενώ piαρατηρούμε μία εpiιρροή του X2 στο X1, η οpiοία δεν υpiάρχει στο σύστημα
εξισώσεων του μοντέλου.
Σχήμα 6.3.10: Αpiεικόνιση της δεσμευμένης G-αιτιότητας μεταξύ xj και xi
Για το λόγο αυτό, εpiανεpiεξεργαζόμαστε τα δεδομένα με την μέθοδο της δεσμευ-
μένης αιτιότητας κατά Granger. ΄Ετσι piροκύpiτουν τα αpiοτελέσματα της εικόνας
6.3.10 και οpiότε αντιλαμβανόμαστε ότι η εpiιρροή του X2 στο X1 είναι έμμεση και
έχει δημιουργηθεί μέσω του X3.
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Σχήμα 6.3.11: Αpiεικόνιση της Γ2ij(f) μεταξύ xj και xi
Με την μέθοδο της DTF (6.3.11) piαρατηρούμε ότι αναpiαρίστανται τόσο οι άμεσες,
όσο και οι έμμεσες αιτιατές σχέσεις, γεγονός piου θα αpiοτελούσε piρόβλημα αν δεν
γνωρίζαμε τη μορφή του μοντέλου και εpiεξεργαζόμασταν real time δεδομένα.
6.3.3 Τρίτο Μοντέλο
Το τελευταίο μοντέλο, στο οpiοίο θα μελετήσουμε τη συμpiεριφορά των μέτρων της
G-αιτιότητας και των Κατευθυνόμενων Συναρτήσεων Μεταφοράς θα χρησιμοpiοι-
ήσουμε ένα σύστημα piέντε στοχαστικών διαδικασιών:

X1(t) = 0.95
√
2X1(t− 1)− 0.9025X1(t− 2) + ε1(t)
X2(t) = 0.5X1(t− 2) + ε2(t)
X3(t) = −0.4X1(t− 3) + ε3(t)
X4(t) = −0.5X1(t− 2) + 0.25
√
2X4(t− 1) + 0.25
√
2X5(t− 1) + ε4(t)
X5(t) = −0.25
√
2X4(t− 1) + 0.25
√
2X5(t− 1) + ε5(t)
(6.3.3)
όpiου ε1(t), ε2(t), ε3(t), ε4(t) και ε5(t) είναι piλήρως ασυσχέτιστες διαδικασίες λευ-
κού θορύβου με μηδενική μέση τιμή και με διακυμάνσεις var(ε1) = 0.6, var(ε2) =
0.5, var(ε3) = 0.3, var(ε4) = 0.3 και var(ε5) = 0.6, αντίστοιχα. Η συχνότητα
δειγματοληψίας των σημάτων είναι 200Hz και μελετάται για 1000 σημεία δεδομένων
(data points) (Ding et al., 2006).
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Σχήμα 6.3.12: Αpiεικόνιση των piέντε γραμμικών σημάτων
΄Ομοια με τις piροηγούμενες δύο εφαρμογές, μpiορούμε να δούμε piοιοτικά τη συ-
σχέτιση ανάμεσα στα σήματα τόσο αpiό το σύστημα (6.3.3), όσο και αpiό την
αpiεικόνιση (6.3.12). Οpiότε για το συγκεκριμένο θεωρητικό piαράδειγμα έχουμε
ότι το σήμα X1 piροκαλεί άμεσα τα σήματα X2, X3 και X4 και έμμεσα το X5, ενώ
piαρατηρούμε και την αμφίδρομη αιτιότητα ανάμεσα στα σήματα X4 και X5.
Σχήμα 6.3.13: Χρονοσειρές του MVAR μοντέλου
Ακολούθως εpiεξεργαζόμαστε τα δεδομένα με τα τρία Toolbox piου αναφέραμε και
αφού εpiιλέξουμε την τάξη μοντέλο (6.3.14) και κάνουμε εκτίμηση αυτού, υpiολο-
γίζεται η G-αιτιότητα και η Κατευθυνόμενη Συνάρτηση Μεταφοράς.
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Σχήμα 6.3.14: Κριτήρια εpiιλογής τάξης μοντέλου
Αναλύοντας το μοντέλο 6.3.3 με βάση τη θεωρία της Granger αιτιότητας, λαμ-
βάνουμε τα αpiοτελέσματα piου piαρουσιάζονται στην εικόνα 6.3.15. ΄Οpiως ανα-
μέναμε, το σήμα X1 αιτιάζει όλα τα υpiόλοιpiα σήματα, ενώ piαρατηρείται μία αμ-
φίδρομη εpiιρροή ανάμεσα στα σήματα X4 και X5. Πέραν αυτών όμως, βλέpiουμε
ότι piροκύpiτουν και κάpiοιες μη αναμενόμενες συσχετίσεις μεταξύ των σημάτων.
Σχήμα 6.3.15: Αpiεικόνιση της G-αιτιότητας μεταξύ xj και xi
Οpiότε, με αντίστοιχη ανάλυση piου piραγματοpiοιήσαμε, εκτιμάμε τη δεσμευμένη
G-αιτιότητα (6.3.16), ώστε να καθαρίσουμε τις χρονοσειρές αpiό έμμεσες και δια-
φορικές χρονικά υστερούμενες (time lags) εισόδους οδήγησης (pi.χ. X2 → X3).
Αpiοτέλεσμα αυτών, είναι να λάβουμε τις άμεσες συνδέσεις μεταξύ των σημάτων.
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Σχήμα 6.3.16: Αpiεικόνιση της δεσμευμένης G-αιτιότητας μεταξύ xj και xi
Στην piερίpiτωση της ανάλυσης αυτού του μοντέλου με τη μέθοδο της Κατευθυ-
νόμενης Συνάρτησης Μεταφοράς (6.3.17), piροσέχουμε ότι εντοpiίζονται οι άμεσες
αιτιατές εpiιρροές και η έμμεση αιτιατή σχέση του σήματος X1 και X5, αλλά δεν
εμφανίζονται καθόλου οι διασυνδέσεις piου δημιουργούνται λόγω των χρονικών
υστερήσεων.
Σχήμα 6.3.17: Αpiεικόνιση της Γ2ij(f) μεταξύ xj και xi
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6.4 Συμpiεράσματα
Σκοpiός της διpiλωματικής εργασίας ήταν η υpiολογιστική ανάλυση και μελέτη χρο-
νοσειρών με βάση την θεωρία της αιτιότητας κατά Granger και των Κατευθυ-
νόμενων Συναρτήσεων Μεταφοράς. Οι piροαναφερθείσες μέθοδοι μελετήθηκαν σε
θεωρητικό, αλλά και σε piρακτικό εpiίpiεδο με εφαρμογές σε piροσομοιωμένα δεδο-
μένα. Μέσα αpiό την ανάλυση και εpiεξεργασία των μοντέλων, εξάγαμε ορισμένα
κομβικά και αρκετά σημαντικά συμpiεράσματα.
Αρχικά σε εpiίpiεδο υpiολογισμών, piαρατηρήσαμε ότι η άμεση και η δεσμευμένη
Granger αιτιότητα piαρουσιάζει αρκετά μεγάλη piολυpiλοκότητα σε σχέση με τη
κανονικοpiοιημένη κατευθυνόμενη συνάρτηση μεταφοράς. Το φαινόμενο αυτό ο-
φείλεται στο γεγονός ότι η G-αιτιότητα ελέγχει ανά δύο τα σήματα (άμεση) και
ανά τριpiλέτες (δεσμευμένη), οpiότε όσο αυξάνονται οι χρονοσειρές και η piολυpiλο-
κότητα του συστήματος, τόσο piιο αργός γίνεται ο αλγόριθμος και μpiλέκονται οι
αιτιατές σχέσεις piου δημιουργούνται στο μοντέλο.
Εpiίσης, ελέγχοντας την συμpiεριφορά της άμεσης και της δεσμευμένηςG-αιτιότητας,
είδαμε ότι η δεύτερη piλεονεκτεί, καθώς λαμβάνει υpiόψη μόνο την άμεση συμβολή
του σήματος xj σε ένα άλλο σήμα xi, ελέγχοντας βέβαια ανά τρία τα σήματα. Σε
αντίθεση αυτού, η αpiλή Granger αιτιότητα δεν μpiορεί να διακρίνει τις άμεσες με
τις έμμεσες διασυνδέσεις, αλλά ούτε τις διαφορικές χρονικά υστερούμενες εισροές
οδήγησης piου μpiορεί είτε να υpiάρχουν, είτε να δημιουργούνται.
Εpiιpiρόσθετα, μελετώντας την μέθοδο της Κατευθυνόμενης Συνάρτησης Μετα-
φοράς, piαρατηρήθηκε piως ούτε σε αυτήν την piερίpiτωση μpiορούν να διακριθούν
άμεσες με έμμεσες εpiιρροές. Αυτό αpiοτελεί και το βασικό της μειονέκτημα, κα-
θώς η τιμή της είναι σχετική με την piληροφορία piου καταλήγει σε ένα κανάλι σε
μία συγκεκριμένη συχνότητα, το οpiοίο σημαίνει ότι δεν λαμβάνει υpiόψη το piόσο
σημαντική σε μέγεθος είναι αυτή η piληροφορία για το κανάλι. Η DTF όμως χα-
ρακτηρίζεται και αpiό δύο βασικά piλεονεκτήματα. Πρώτον, όpiως είδαμε και στην
ανάpiτυξη του μαθηματικού μοντέλου, μpiορεί να μελετήσει την αλληλεpiίδραση piολ-
λών καναλιών ταυτόχρονα και όχι μόνο ενός ζεύγους. Εpiιpiλέον, δεν βρίσκει μόνο
την εpiιρροή piου ασκεί ένα σήμα σε ένα άλλο, αλλά υpiοδεικνύει και την κατεύθυνση
της ροής της piληροφορίας.
Με σημείο αναφοράς αυτά τα συμpiεράσματα καταλαβαίνουμε ότι η αpiλή άμεση αι-
τιότητα κατά Granger, αφού εμφανίζει ναι μεν υpiάρχουσες εpiιρροές, αλλά εpiίσης
piαρουσιάζει piολλές συνδέσεις, οι οpiοίες είναι ψευδείς. Οpiότε δεν μpiορούμε να
την χαρακτηρίσουμε ως ένα εύχρηστο εργαλείο για την ανάλυση δικτύων λειτουρ-
γίας του ανθρώpiινου εγκεφάλου, καθώς ο εκάστοτε ερευνητής θα έχανε αρκετή
piληροφορία και θα οδηγούνταν σε λάθος συμpiεράσματα. Αpiό την άλλη piλευρά με
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τη χρήση της piαραμετρικής δεσμευμένης αιτιότητας κατά Granger, δίνεται η δυνα-
τότητα να αpiοφευχθεί η δημιουργία νέων συζεύξεων μεταξύ των σημάτων, λόγω
αδυναμίας εντοpiισμού στιγμιαίων εpiιρροών. Αυτό αpiοτελεί μεγάλο piλεονέκτημα
ως piρος την γενική εγκυρότητα των αpiοτελεσμάτων της μεθόδου σε εφαρμογές
βιοϊατρικής. ΄Οσον αφορά την μέθοδο DTF, μέσα αpiό την μελέτη piου piραγματο-
piοιήθηκε, είδαμε ότι αpiοτελεί ένα αρκετά αξιόpiιστο και γρήγορο εργαλείο για την
εκτίμηση της συνδεσιμότητας μεταξύ των piεριοχών του εγκεφάλου στη piερίpiτωση
piολυκαναλικού EEG σήματος. Μpiορεί να διακρίνει τόσο μονής, όσο και αμφίδρο-
μης κατεύθυνσης συζεύξεις, χωρίς να εpiηρεάζεται αpiό την αγωγιμότητα όγκου
(volume conduction) (Kami«ski et al., 2014).
Στα piλαίσια της εργασίας αυτής, δεν μελετήθηκαν μη - γραμμικές διαδικασίες, όpiως
αυτές piου piαράγουν τα νευροφυσιολογικά σήματα. ΄Ετσι, piρέpiει να αναφερθεί, ότι
τα γραμμικά μοντέλα piου έχουμε τρέξει δεν εpiαρκούν piλήρως για την εξαγωγή συ-
μpiερασμάτων αιτιότητας ανάμεσα σε piαραγόμενα σήματα. ΄Ολα όσα μελετήθηκαν
και piαρατηρήθηκαν στην piαρούσα διpiλωματική εργασία, δημιουργούν σε αρκετά
σημεία piροοpiτικές για μελλοντική εργασία piάνω στο συγκεκριμένο αντικείμενο.
Μία piρώτη piροέκταση θα ήταν να μελετηθούν οι μέθοδοι σε εγκεφαλογραφικά μη
- γραμμικά δεδομένα, καθώς και να εξεταστούν συγκριτικά σε φυσιολογικές και
piαθολογικές (Εpiιληψία, Σχιζοφρένεια, νόσος Αλτσχάιμερ) piεριpiτώσεις. ΄Αλλη μία
ενδιαφέρουσα ανάλυση θα ήταν να γίνει με τη μέθοδο της ΄Αμεσης Κατευθυνόμενης
Συνάρτησης Μεταφοράς (dDTF), η οpiοία αpiοτελεί piροέκταση της DTF και συ-
γκεντρώνει όλες τις εpiιθυμητές ιδιότητες, ώστε να μελετηθεί με ακρίβεια η άμεση
αιτιότητα μεταξύ των piεριοχών του εγκεφάλου.
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