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FINITE GENERATION OF EXTENSIONS OF ASSOCIATED GRADED
RINGS ALONG A VALUATION
STEVEN DALE CUTKOSKY
Abstract. In this paper we consider the question of when the associated graded ring
along a valuation, grν∗(S), is a finite grν∗(R)-module, where S is a normal local ring
which lies over a normal local ring R and ν∗ is a valuation of the quotient field of S
which dominates S.
We begin by discussing some examples and results allowing us to refine the conditions
under which finite generation can hold. We must impose the condition that the extension
of valuations is defectless and perform a birational extension of R along the valuation
to obtain finite generation (replacing S with the local ring of the quotient field of S
determined by the valuation which lies over the extension of R). With these assumptions,
we have that finite generation holds, when R is a two dimensional excellent local ring.
Our main result (in Theorem 1.5) is to show that for an arbitrary valuation in an
algebraic function field over an arbitrary field of characteristic zero, after a birational
extension along the valuation, we always have finite generation (all finite extensions of
valued fields are defectless in characterisitic zero). This generalizes an earlier result, in
[13], showing that finite generation holds (after a birational extension) with the additional
assumptions that ν has rank 1 and has an algebraically closed residue field. There are
essential difficulties in removing these assumptions, which are addressed in the proof in
this paper.
We obtain general results for unramified extensions of excellent local rings in Propo-
sition 1.7, showing that after blowing up, the extension of associated graded rings is
finitely generated of an extremely simple form. This proposition plays an essential role
in the proof of Theorem 1.5.
1. Introduction
Suppose that K is a field. Associated to a valuation ν of K is a value group Φν and
a valuation ring Vν with maximal ideal mν . Let R be a local domain with quotient field
K. We say that ν dominates R if R ⊂ Vν and mν ∩ R = mR where mR is the maximal
ideal of R. We have an associated semigroup SR(ν) = {ν(f) | 0 6= f ∈ R}, as well as the
associated graded ring of R along ν
(1) grν(R) =
⊕
γ∈Φν
Pγ(R)/P+γ (R) =
⊕
γ∈SR(ν)
Pγ(R)/P+γ (R)
which is defined by Teissier in [36]. Here
Pγ(R) = {f ∈ R | ν(f) ≥ γ} and P+γ (R) = {f ∈ R | ν(f) > γ}.
This ring plays an important role in local uniformization of singularities ([36] and [37]).
The ring grν(R) is a domain, but it is often not Noetherian, even when R is. In fact, a
necessary condition for grν(R) to be Noetherian is that Φν be a finitely generated group.
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Some recent papers on valuation theory and local uniformization in positive character-
istic are: Cossart and Piltant [10] and [11], Ghezzi, Ha´ and Kashcheyeva [22], Ghezzi and
Kashcheyeva [23], Herrera Govantes, Olalla Acosta, Spivakovsky and Teissier [27], Knaf
and Kuhlmann [29], Kuhlmann [30], [31] and [32], Novacoski and Spivakovsky [34], Spi-
vakovsky [35], Teissier [36] and [37], Temkin [38] and Vaquie´ [39]. Some recent papers on
resolution of singularities in positive characteristic are: Benito and Villamayor [6], Bravo
and Villamayor [7], Cossart, Jannsen and Saito [9], Hauser [26] and Hironaka [28].
Suppose that K → K∗ is a finite extension of fields and ν∗ is a valuation which is an
extension of ν to K∗. We have the classical indices
e(ν∗/ν) = [Φν∗ : Φν ] and f(ν
∗/ν) = [Vν∗/mν∗ : Vν/mν ]
as well as the defect δ(ν∗/ν) of the extension. Ramification of valuations and the defect
are discussed in Chapter VI of [41], [20] and Kuhlmann’s papers [30] and [32]. A survey
is given in Section 7.1 of [17]. By Ostrowski’s lemma, if ν∗ is the unique extension of ν to
K∗, we have that
(2) [K∗ : K] = e(ν∗/ν)f(ν∗/ν)pδ(ν
∗/ν)
where p is the characteristic of the residue field Vν/mν . From this formula, the defect
can be computed using Galois theory in an arbitrary finite extension. If Vν/mν has
characteristic 0, then δ(ν∗/ν) = 0 and pδ(ν
∗/ν) = 1, so there is no defect. Further, if
Φν = Z and K
∗ is separable over K then there is no defect.
Now suppose that K → K∗ is a finite separable field extension and ν∗ is a valuation
of K∗ with restriction ν to K. Suppose that R and S are normal, excellent local rings
with quotient field QF(R) = K of R and quotient field QF(S) = K∗ of S. Suppose that
S dominates R and ν∗ dominates S. We have the following basic question:
Question 1.1. When is grν∗(S) a finitely generated grν(R)-algebra?
We will see that Question 1.1 has a good general answer, but we must refine the question,
which we will do by consideration of examples.
In Corollary 6 [15], it is shown that if K = K∗, R and S are two dimensional excellent
regular local rings with R 6= S, and ν is not discrete, then grν(S) is not a finitely generated
grν(R)-algebra. Thus to obtain a good answer to Question 1.1 for general valuations, we
must restrict to the case that S lies over R (S is the local ring which is the localization of
the integral closure of R in K∗ that is dominated by ν∗).
An algebraic local ring A in an algebraic function field L over a field k is a local ring
which is a localization of a finite type k-algebra such that QF(A) = L. We always assume
that a valuation ν˜ of an algebraic function field L over a field k is a k-valuation; that is,
ν˜|(k \ 0) = 0. Now it can happen, even when S lies over R and R and S are algebraic
regular local rings in two dimensional algebraic function fields over an arbitrary field, that
grν∗(S) is not a finitely generated grν(R)-algebra (Example 9.4 [18] and Example 1.2 [13]).
However, if R has dimension two and contains a field k of characteristic zero, then there
exists a regular local ring R1 which dominates R and is dominated by ν such that if S1 is
the normal local ring of K∗ which lies over R1 and is dominated by ν
∗, then grν∗(S1) is
a finite grν(R1)-module. Further, this property is stable under further blowing up ([22],
[19] and [14]).
Suppose that S lies over R. Then it may be that grν∗(S) is not integral over grν(R)
(Example 1.1 [13]), even whenK andK∗ are algebraic function fields over an arbitrary field
k. However, after some blowing up R → R1 along ν, we obtain that grν∗(S1) is integral
over grν(R1), where S1 is the normal algebraic local ring of K
∗ which is dominated by ν∗
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and lies over R1 (Theorem 1.4 [13]). This explains the finiteness of grν∗(S1) over grν(R1)
in the two dimensional result cited above from [22], [19], [14].
Suppose that R1 is a local domain with quotient field K. We will say that R1 is a
birational extension of R if R1 dominates R and R1 is a localization of a finite type
R-algebra. This leads us to a refinement of Question 1.1:
Question 1.2. Does there exist a birational extension R → R1 such that R1 is normal
and ν dominates R1 such that grν∗(S1) is a finitely generated grν(R1)-module, where S1
is the normal local ring with quotient field K∗ which lies over R1 and is dominated by ν
∗?
In Section 7.11 [17] (recalled in Example 1.3 [13]) an example is given in a separable
extension K → K∗ of two dimensional algebraic function fields over an algebraically closed
field k of positive characteristic p such that grν∗(S1) is not a finitely generated grν(R1)-
algebra for all regular local rings R1 birationally dominating R which are dominated by ν.
This example has positive defect δ(ν∗/ν) > 0. This example is not sporadic, but illustrates
a general principal in dimension two which we now state.
Theorem 1.3. (Theorem 0.1 [15]) Suppose that R is a 2 dimensional excellent local
domain with quotient field K. Further suppose that K∗ is a finite separable extension of
K and S is a 2 dimensional local domain with quotient field K∗ such that S dominates R.
Suppose that ν∗ is a valuation of K∗ such that ν∗ dominates S. Let ν be the restriction
of ν∗ to K. Then the extension (K, ν) → (K∗, ν∗) is without defect if and only if there
exist regular local rings R1 and S1 such that R1 is a local ring of a blow up of R, S1 is a
local ring of a blowup of S, ν∗ dominates S1, S1 dominates R1 and grν∗(S1) is a finitely
generated grν(R1)-algebra.
Thus to obtain a good answer to Question 1.2 for general valuations, we must assume
that K → K∗ is defectless (δ(ν∗/ν) = 0). This leads us to our final formulation of the
question.
Question 1.4. Suppose that K → K∗ is defectless. Does there exist a birational extension
R→ R1 such that R1 is normal and ν dominates R1, and grν∗(S1) is a finitely generated
grν(R1)-module, where S1 is the normal local ring with quotient field K
∗ which lies over
R1 and is dominated by ν
∗?
Question 1.4 has a positive answer when R is assumed to have dimension two, as
follows from results of [22], [23], [17] and [14]. In this paper we give a positive answer to
Question 1.4 in algebraic function fields of arbitrary dimension over an arbitrary field of
characteristic zero. We prove the following theorem in Section 7.
Theorem 1.5. Suppose that K is an algebraic function field over a field k of characteristic
zero and K∗ is a finite extension of K. Suppose that ν∗ is a k-valuation of K∗ (ν∗(k\0) =
0). Let ν be the restriction of ν∗ to K, and suppose that R˜ is an algebraic local ring of K
which is dominated by ν. Then there exists an algebraic regular local ring R of K which
dominates R˜ and is dominated by ν such that if S is the local ring of the integral closure
of R in K∗ which is dominated by ν∗, then grν∗(S) is a free grν(R)-module of finite rank
ef where e = [Φν∗/Φν ] and f = [Vν∗/mν∗ : Vν/mν ].
We deduce the following proposition from the proof of Theorem 1.5..
Proposition 1.6. Let assumptions and conclusions be as in Theorem 1.5. Further assume
that K contains an algebraically closed field k′ such that k′ ∼= Vν/mν . Then Φν∗/Φν acts
on grν∗(S) with grν∗(S)
Φν∗/Φν ∼= grν(R).
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Theorem 1.5 generalizes Theorem 1.6 [13], which establishes Theorem 1.5 with the
restrictions that ν∗ has rank 1, k is algebraically closed and Vν∗/mν∗ ∼= k. The proof in
[13] relies on the fact that for a valuation ν of K of rank 1 dominating R, there is a natural
extension νˆ of ν to the quotient field of the completion Rˆ which dominates Rˆ, such that
the value group is not very different from that of ν ([35], [16]). After blowing up to obtain
that R is regular and the discriminant ideal of R → K∗ is generated by a monomial in a
regular system of parameters x1, . . . , xn in R, the Abhyankar Jung Theorem [1] gives an
inclusion of k-algebras (assuming k is algebraically closed of characteristic zero)
Rˆ = k[[x1, . . . , xn]]→ Sˆ → k[[x
1
d
1 , . . . , x
1
d
n ]]
such that Sˆ is the invariant ring of a subgroup of Znd . Then using the strong monomial-
ization theorem of [12] and [17], after blowing up some more to obtain a monomial map
which captures the invariants of the extension of valuations, we show that there is a set of
generators of Sˆ as an Rˆ-module whose values are a complete set of representatives of the
cosets of Φν in Φν∗ , from which the conclusions of Theorem 1.5 follow, in the case that ν
has rank 1 and k = Vν∗/mν∗ is algebraically closed (of characteristic zero).
The significant difficulty in extending this proof to the general case of the statement of
Theorem 1.5 is when ν has arbitrary rank. In this case the structure of an extension νˆ
of ν to a valuation dominating Rˆ is not well understood, although the structure is known
to be complicated ([27]). In fact, even under a finite unramified extension the semigroup
of a valuation of rank > 1 can increase, as shown in the example at the end of Section 5,
although the value groups will stay the same.
We prove the following proposition on the extension of associated graded rings under
an unramified extension. Related problems are considered in [27].
Proposition 1.7. Suppose that R and S are normal local rings such that R is excellent,
S lies over R and S is unramified over R, ν˜ is a valuation of the quotient field L of S
which dominates S, and ν is the restriction of ν˜ to the quotient field K of R. Suppose
that L is finite separable over K. Then there exists a normal local ring R′, which is a
birational extension of R and is dominated by ν such that if R′′ is a normal local ring
which is a birational extension of R′ and is dominated by ν and S′′ is the normal local
ring of L which is dominated by ν˜ and lies over R′′, then R′′ → S′′ is unramified, and
grν˜(S
′′) ∼= grν(R′′)⊗R′′/mR′′ S′′/mS′′ .
As remarked above, we give an example at the end of Section 5 showing that a birational
extension of R may be necessary to obtain the conclusions of Proposition 1.7.
We use ramification theory and Proposition 1.7 to reduce the proof of Theorem 1.5 to
the case when ν∗ is the unique extension of ν toK∗ and we have an equality of residue fields
Vν∗/mν∗ = Vν/mν . We derive in Theorem 7.1 an extension of the strong monomialization
theorem of [12] and [17], which allows us to find, after some blow ups along the valuation
to capture in R → S invariants of the extension of valuations, a set of generators of S as
an R-module whose values are a complete set of representatives of the cosets of Φν in Φν∗ ,
from which Theorem 1.5 follows.
2. notation
We will denote the maximal ideal of a local ring R by mR. We will denote the quotient
field of a domain R by QF (R). Suppose that R ⊂ S is an inclusion of local rings. We will
say that R dominates S if mS ∩R = mR. Suppose that R˜ is a local domain with quotient
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field K = QF(R). We will say that R˜ is a birational extension of R if R˜ dominates R
and R˜ is a localization of a finite type R-algebra. Suppose that K∗ is a finite extension
of a field K, R is a local ring with quotient field QF (R) = K and S is a local ring with
quotient field QF (S) = K∗. Suppose that R and S are normal. We will say that S lies
over R and R lies below S if S is a localization at a maximal ideal of the integral closure
of R in K∗. If R is a local ring, Rˆ will denote the completion of R at its maximal ideal.
If M is a finite field extension of a field L, we will denote the group of L-automorphisms
of M by Aut(M/L). If M is Galois extension of L we will write G(M/L) = Aut(M/L).
Good introductions to the valuation theory which we require in this paper can be found
in Chapter VI of [41] and in [4]. Let ν be a valuation of a field K. We will denote by Vν
the associated valuation ring, and the maximal ideal of Vν by mν . The value group of a
valuation ν will be denoted by Φν . If R is a subring of Vν then the center of ν (the center
of Vν) on R is the prime ideal R ∩mν .
Let grν(R) be the associated graded ring of R along ν defined in (1). For f ∈ R, let the
initial form inν(f) ∈ grν(R) be the class of f in Pν(f)(R)/P+ν(f)(R).
Suppose that R is a local domain. A monoidal transform R → R1 is a birational
extension of local domains such that R1 = R[
P
x ]m where P is a prime ideal of R such that
R/P is regular, 0 6= x ∈ P and m is a prime ideal of R[Px ] such that m∩R = mR. R→ R1
is called a quadratic transform if P = mR.
If R is regular, and R→ R1 is a monoidal transform, then there exists a regular system
of parameters (x1, . . . , xn) in R and r ≤ n such that
R1 = R
[
x2
x1
, . . . ,
xr
x1
]
m
.
Suppose that ν is a valuation of the quotient field of R with valuation ring Vν which
dominates R. Then R → R1 is a monoidal transform along ν (along Vν) if ν dominates
R1.
We will use the following properties of an excellent ring R (from Scholie IV.7.8.3 [24]).
If R′ is a localization of a finite type R-algebra then R′ is excellent. If R is a domain and
R′ is the integral closure of R in a finite field extension of the quotient field of R then R′
is a finite R-module. If R is a normal local ring, then its completion Rˆ is a normal local
ring.
If Λ is a subset of a group H, then we will denote the group generated by Λ by G(Λ).
3. Associated graded rings in splitting fields and inertia fields
We now introduce some notation which we will use throughout this section. We refer
to Sections 10 and 11 of Chapter VI [41]. Suppose that K is a field with a valuation ν,
and that ν dominates an excellent normal local ring R which has K as its quotient field.
Let Vν be the valuation ring of ν with maximal ideal mν . Let r be the rank of ν, which
is finite since ν dominates the Noetherian local ring R (by Proposition 1, page 330 [41]).
Let
(3) 0 = Φr ⊂ Φr−1 ⊂ · · · ⊂ Φ1 ⊂ Φ0 = Φν
be the chain of isolated subgroups of the value group Φν of ν. Let
(4) 0 = I0 ⊂ I1 ⊂ · · · ⊂ Ir = mν
be the chain of prime ideals in Vν . The Φi are related to the Ii as follows. Let
Ui = {ν(a) | 0 6= a ∈ Ii}.
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Then
(5) Φi is the complement of Ui and −Ui in Φν.
For 1 ≤ i ≤ r, let νi be the specializations of ν; the valuation ring of νi on A is Vνi = (Vν)Ii
and the value group of νi is Φ0/Φi. We have that νr = ν.
If A is a subring of Vν , then the centers of the specializations of Vν on A is the chain of
prime ideals
0 = I0 ∩A ⊂ I1 ∩A ⊂ · · · ⊂ Ir ∩A = mν ∩A.
Let K∗ be a finite extension field of K, and let ν∗ be an extension of ν to K∗. Let
ν∗1 = ν
∗, ν∗2 , . . . , ν
∗
a be all of the extensions of ν to K
∗. Let
0 = I∗i.0 ⊂ I∗i,1 ⊂ · · · ⊂ I∗i,r = mν∗i
be the chain of prime ideals in Vν∗i for 1 ≤ i ≤ a. Let ν∗j,i be the specializations of Vν∗j ,
with valuation rings Vν∗j,i = (Vν∗j )I∗j,i . Let
0 = Φ∗r ⊂ · · · ⊂ Φ∗1 ⊂ Φ∗0 = Φν∗
be the isolated subgroups of the value group Φν∗ of ν
∗. The value group of Vν∗1,i is Φ
∗
0/Φ
∗
i .
Define a chain of prime ideals in R by
(6) 0 = P0 = I0 ∩R ⊂ P1 = I1 ∩R ⊂ · · · ⊂ Pr = Ir ∩R = mR.
We have that Pj = I
∗
i,j ∩R for 1 ≤ i ≤ a and 0 ≤ j ≤ r.
Lemma 3.1. There exists a normal local ring R′ which birationally dominates R, such
that ν dominates R′, and if R′′ is a normal local ring which birationally dominates R′ and
is dominated by ν, then the prime ideals Ii ∩R′′ are all distinct, and
trdegQF(R′′/R′′∩Ii)QF(Vν/Ii) = 0
for all i.
Proof. Let Ir+1 = Vν . We have that trdegQF(R/R∩Ii)QF(Vν/Ii) < ∞ for 0 ≤ i ≤ r by
Proposition 1, page 330 [41]. Thus there exist z1,j, . . . , zαj ,j ∈ Ij for 1 ≤ j ≤ r + 1 such
that for 0 ≤ i ≤ r,
z1,i+1, . . . , zαi+1,i+1
is a transcendence basis of (Vν/Ii)Ii over QF(R/R ∩ Ii). Let A be the integral closure of
R[zi,j |1 ≤ j ≤ r + 1, 1 ≤ i ≤ αj ]
in K, and let R′ = AA∩mν . Then R
′ satisfies the conclusions of the lemma. 
After replacing R with R′, we may assume that R = R′ satisfies the conclusions of
Lemma 3.1.
Let T be the integral closure of R in K∗ and let mj = T ∩ mν∗j for 1 ≤ j ≤ a and
m = m1. The ring T is a finite R-module since R is excellent.
Lemma 3.2. There exists a birational extension R′ of R, where R′ is a normal local
ring which is dominated by ν, such that if R′′ is a normal local ring which is a birational
extension of R′ which is dominated by ν and Vν∗j,i 6= Vν∗k,i for some i, j, k, then I∗j,i ∩ C 6=
I∗k,i ∩C and I∗j,i ∩ C 6⊂ I∗k,r ∩ C where C is the integral closure of R′′ in K∗.
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Proof. Let A = ∩aj=1Vν∗j be the integral closure of of Vν in K∗, so that AA∩I∗j,i = Vν∗j,i for
all i, j (by Proposition 2.36 [4] and Lemma 2.37 [4]). We will first show that
(7) I∗j,i ∩A 6= I∗k,i ∩A implies I∗j,i ∩A 6⊂ I∗k,r ∩A.
Suppose that P = A∩ I∗j,i ⊂M = A∩ I∗k,r. By Lemma 2.17 [4], AP = Vν∗j,i and AM = Vν∗k ,
so Vν∗j,i is a specialization (localization) of Vν∗k . Since Vν
∗
j,i
has dimension i, we have that
Vν∗j,i = Vν∗k,i and thus I
∗
j,i ∩A = I∗k,i ∩A.
By (7),
(8) there exist uk,j,i ∈ A ∩ I∗j,i such that uk,j,i 6∈ A ∩ I∗k,r if A ∩ I∗j,i 6= A ∩ I∗k,i.
There exist relations
(9) u
ck,j,i
k,j,i + αk,j,i,ck,j,i−1u
ck,j,i−1
k,j,i + · · · + αj,k,i,0 = 0
with αk,j,i,l ∈ Vν for 0 ≤ l ≤ ck,j,i − 1. Let B be the integral closure of
R[{αk,j,i,l | 1 ≤ i ≤ r, 0 ≤ l ≤ ck,j,i − 1}]
in K and let R′ = Bmν∩B .
Suppose that R′′ is a birational extension of R′ which is normal and is dominated
by ν. Let C be the integral closure of R′′ in K∗. Suppose that Vν∗j,i 6= Vν∗k,i . Then
I∗j,i ∩ A 6= I∗k,i ∩ A. Thus uk,j,i ∈ I∗j,i ∩ C is such that uk,j,i 6∈ I∗k,r ∩ C by (8). Since
I∗k,i ∩C ⊂ I∗k,r ∩ C, we further have that uk,j,i 6∈ I∗k,i ∩C. 
From now on in this section, assume that K∗ is a Galois extension of K. Decomposition
and inertia groups are defined and analyzed in Section 12, Chapter VI of [41] and in
Sections 7 and 11 of [4].
Lemma 3.3. We have that the decomposition groups Gs(Vν∗j /Vν) ⊂ Gs(Tmj/R) and
Gs(Vν∗j /Vν) = G
s(Tmj/R)
if and only if ν∗j is the unique extension of ν to K
∗ which dominates Tmj .
Proof. Certainly Gs(Vν∗j /Vν) ⊂ Gs(Tmj/R) since mν∗j ∩ Tmj = mTmj . Suppose that ν ′ is
an extension of ν to K∗ which dominates Tmj . Then there exists σ ∈ G(K∗/K) such that
σ(Vν∗j ) = Vν′ , and we have that σ(Tmj ) = Tmj , so σ ∈ Gs(Tmj/R). Thus Gs(Vν∗j /Vν) =
Gs(Tmj/R) if and only if ν
∗
j is the unique extension of ν to K
∗ which dominates Tmj . 
Let T s be the integral closure of R in Ks = KG
s(Vν∗/Vν) and let nj = mν∗j ∩ T s for
1 ≤ j ≤ a, n = n1. Let νsj be the restriction of ν∗j to Ks for 1 ≤ j ≤ a, νs = νs1.
We recall a technique to compute norms and traces. Let K ′ be an intermediate field of
the Galois extensionK → K∗. Let T ′ be the integral closure ofR inK ′. LetG = G(K∗/K)
be the Galois group of K∗ over K and G′ = G(K∗/K ′) be the Galois group of K∗ over
K ′. Let σ1, . . . , σn be a complete set of representatives of the cosets of G
′ in G. Then the
norm and trace of an element x ∈ T ′ of K ′ over K can be computed (by formulas (19)
and (20) on page 91 [40]) as
N(x) = NK ′/K(x) =
n∏
i=1
σi(x)
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and
Tr(x) = TrK ′/K(x) =
n∑
i=1
σi(x).
We have that NK ′/K(x),TrK ′/K(x) ∈ R by formulas (8) and (9) on page 88 and Theorem
4, page 260 [40].
Let G = G(K∗/K) be the Galois group of K∗ over K and let
Gj,i = G
s(Vν∗j,i/Vνi)
for 1 ≤ i ≤ r. For fixed j, we have inclusions
(1) ⊂ Gj,r = Gs(Vν∗j /Vν) ⊂ Gj,r−1 ⊂ · · · ⊂ Gj,2 ⊂ Gj,1 ⊂ G
with a tower of fixed fields
(10) K ⊂ Kj,1 ⊂ Kj,2 ⊂ · · · ⊂ Kj,r−1 ⊂ Kj,r ⊂ K∗,
where Kj,i = KGj,i . Let Gi = G1,i for 1 ≤ i ≤ r.
Lemma 3.4. Let R′ be the birational extension of R of the conclusions of Lemma 3.2. If
R′′ is a normal local ring which is a birational extension of R′ which is dominated by ν,
then
Gj,i = G
s(Vν∗j,i/Vνi) = G
s(CI∗j,i∩C/R
′′
Ii∩R′′
)
for 1 ≤ j ≤ a and 1 ≤ i ≤ r, where C is the integral closure of R′′ in K∗.
Proof. By Lemma 3.2, I∗j,i ∩ C = I∗k,i ∩ C implies Vν∗j,i = Vν∗k,i . Suppose σ ∈ G(K∗/K).
Then σ(I∗j,i ∩ C) = I∗j,i ∩C implies σ(I∗j,i) = I∗j,i, so that
Gs(CC∩I∗j,i/(R
′′)R′′∩Ii) ⊂ Gs(Vν∗j,i/Vνi).
Now
Gs(Vν∗j,i/Vνi) ⊂ Gs(CC∩I∗j,i/(R′′)R′′∩Ii)
since Vν∗j,i dominates CC∩I∗j,i and Vνi dominates (R
′′)R′′∩Ii . 
After replacing R with R′, we may assume that R = R′ satisfies the conclusions of
Lemma 3.2. Let Si be a subset of {1, 2, . . . , a} such that 1 ∈ Si, if 1 ≤ k ≤ a then
Vν∗
k,i
= Vν∗j,i for some j ∈ Si and Vν∗j,i 6= Vν∗k,i if j 6= k are in Si.
Then
(11) Gj,i = G
s(TQj,i/RPi)
for j ∈ Si and 1 ≤ i ≤ r, where Qj,i = T ∩mν∗j,i for j ∈ Si.
Lemma 3.5. For fixed i with 1 ≤ i ≤ r, the prime ideals {Qsj,i}j∈Si in T s are pairwise
coprime, where Qsj,i = Qj,i ∩ T s.
Proof. Suppose that j, k ∈ Si with j 6= k and Qsj,i and Qsk,i are not coprime. Then there
exists a maximal ideal Qsl,r of T
s such that Qsj,i ⊂ Qsl,r and Qsk,i ⊂ Qsl,r. There exists
a maximal ideal Qn,r of T such that Qn,r ∩ T s = Ql,r (by Lemma 1.20, page 13 [4])
and there exist prime ideals Qa,i ⊂ Qn,r and Qb,i ⊂ Qn,r such that Qa,i ∩ T s = Qsj,i and
Qb,i∩T s = Qsk,i by the going down theorem (Proposition 1.24B, page 15 [4]). But Qa,i and
Qb,i are necessarily distinct, giving a contradiction to the conclusions of Lemma 3.2. 
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For 0 ≤ i ≤ r − 1, let σi1 = id, σi1, . . . , σiti ∈ Gi be a complete set of representatives of
the cosets of Gi+1 in Gi. Then
σ0i0σ
1
i1 · · · σr−1ir−1 , 1 ≤ ij ≤ tj and 0 ≤ j ≤ r − 1
is a complete set of representatives of the cosets of Gr = G
s(Vν∗/Vν) in G.
Suppose i is fixed with 1 ≤ i ≤ r. By Lemma 3.5 and the Chinese remainder theorem,
given ni ∈ N, there exists yi ∈ T s such that
(12) yi ≡ 1 mod (Qs1,i)ni and yi ≡ 0 mod (Qsj,i)ni if j ∈ Si and j > 1.
By equation (11), (10) and Proposition 1.46 [4], Q1,i is the unique prime ideal of T lying
over Qs1,i for 0 ≤ i ≤ r. Thus
yi ≡ 1 mod Qni1,i and yi ≡ 0 mod Qnij,i if j ∈ Si and j > 1.
Lemma 3.6. Suppose that
τ = σ01σ
1
1 · · · σk−11 σkik · · · σr−1ir−1
with ik > 1. Then
τ(yj) ≡ 1 mod (Q1,j)nj if k ≥ j
and
τ(yj) ≡ 0 mod (Q1,j)nj if k ≤ j − 1.
Proof. If k ≥ j, then τ ∈ Gk ⊂ Gj so τ(yj) ≡ 1 mod (Q1,j)nj if k ≥ j.
Now suppose that k ≤ j − 1. If σ ∈ Ga then σ permutes the Qi,b with a ≤ b which
contain Q1,a, and permutes the Qi,b with a ≤ b which do not contain Qi,a. We have that
σk+1ik+1 · · · σr−1ir−1 ∈ Gk+1 so
σk+1ik+1 · · · σr−1ir−1(yj) ≡ 0 mod Q
nj
i,j if Q1,k+1 6⊂ Qi,j.
Since σkik(Q1,k+1) 6= Q1,k+1, we have that
σkikσ
k+1
ik+1
· · · σr−1ir−1(yj) ≡ 0 mod Q
nj
1,j.
Thus τ(yj) ≡ 0 mod (Q1,j)nj . 
An element σ ∈ G is in Gi if and only if the conjugate valuation ν∗1,iσ = ν∗1,i (page 68,
[41]). Thus for 0 6= f ∈ K∗ and σ ∈ Gi,
ν∗(σ(f))− ν∗(f) ∈ Φ∗i .
Since Q1,i = I
∗
1,i ∩ T , and since the conclusions of Lemma 3.1 are assumed to hold for
R = R′, we have by (5) that
ν∗(Q1,i) ∈ Φ∗i−1 \Φ∗i for 1 ≤ i ≤ r,
where
ν∗(Q1,i) = min{ν∗(g) | g ∈ Q1,i}.
Suppose that 0 6= f ∈ T s.
(13) ν∗(y1 · · · yrf) = ν∗(y1) + · · ·+ ν∗(yr) + ν∗(f) = ν∗(f)
by (12) and since Q1,j ⊂ Q1,r for all j. For 0 ≤ i ≤ r − 1, let
ϕi(f) = min{ν∗(σ(f)) − ν∗(f) | σ ∈ Gi}.
We have that ϕi(f) ∈ Φ∗i . Let ni ∈ N be such that
(14) ni+1ν
∗(Q1,i+1) > −ϕi(f) for 0 ≤ i ≤ r − 1.
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Suppose that τ is as in the assumptions of Lemma 3.6 with τ 6= id. Then
(15)
ν∗(τ(y1 · · · yrf))− ν∗(f) = [ν∗(τ(f))− ν∗(f)] + ν∗(τ(y1)) + · · ·+ ν∗(τ(yr))
≥ ϕk(f) + ν∗(τ(yk+1)) + · · ·+ ν∗(τ(yr))
≥ ϕk(f) + nk+1ν∗(Q1,k+1) + · · ·+ nrν∗(Q1,r) by Lemma 3.6.
> 0 by (14).
We have that TrKs/K(y1 · · · yrf) ∈ R and
ν∗(TrKs/K(y1 · · · yrf)− f) > ν∗(f)
by equations (13) and (15).
We thus have established the following proposition.
Proposition 3.7. Suppose that K∗ is a Galois extension of a field K, ν is a valuation of
K and ν∗ is an extension of ν to K∗. Suppose that R is a normal excellent local ring with
quotient field K which is dominated by ν. Then there exists a birational extension R′ of
R such that R′ is a normal local ring which is dominated by ν and if R′′ is a normal local
ring with quotient field K which birationally dominates R′ and is dominated by ν and if
S is the local ring of the normalization of R′′ in the fixed field Ks of the decomposition
group Gs(Vν∗/Vν), then
grν∗(S) = grν(R).
Let R∗ = Tm be the local ring of the integral closure T of R in K
∗ which is dominated
by ν∗. If A is a local ring, we will write k(A) = A/mA to denote the residue field of A.
If F is a finite field extension of a field E, then Fs will denote the separable closure of
E in F , and [F : E]s will denote the degree [Fs : E]. Recall that G
s(R∗/R) = Gs(Vν∗/Vν)
by Lemma 3.4 and our assumptions on R.
Lemma 3.8. There exists a normal local ring R′ which birationally dominates R, such
that ν dominates R′, and if R′′ is a normal local ring which birationally dominates R′ and
is dominated by ν, then
(16) Gi((R′′)∗/R′′) = Gi(Vν∗/Vν),
where (R′′)∗ is the local ring of the integral closure of R′′ in K∗ which is dominated by ν∗.
Let k((R′′)∗)s be the separable closure of k(R
′′) in k((R′′)∗). We further have that any
basis of k((R′′)∗)s over k(R
′′) is a basis of k(Vν∗)s over k(Vν); in particular, k((R
′′)∗)s
and k(Vν) are linearly disjoint over k(R
′′).
Proof. The residue field k(Vν∗) is finite over k(Vν) by Corollary 2 on page 26 of [41].
Let k(Vν∗)s be the separable closure of k(Vν) in k(Vν∗). Let t1, . . . , th ∈ k(Vν∗)s be a
k(Vν)-basis. For 1 ≤ i ≤ h, let
fi(x) = x
mi + a1,ix
mi−1 + · · · + ami,i ∈ k(Vν)[x]
be the minimal polynomial of ti over k(Vν). Each fi(x) is a separable polynomial.
Let A = ∩jVν∗j be the integral closure of Vν in K∗. Let t1, . . . , th be lifts of the ti to A.
Let
gi(x) = x
ni + b1,ix
ni−1 + · · ·+ bni,i ∈ Vν [x]
be such that gi(ti) = 0 for 1 ≤ i ≤ h. Let aj,i be lifts of the aj,i to Vν and let B be the
integral closure of
R[{aj,i | 1 ≤ i ≤ h, 1 ≤ j ≤ mi}, {bj,i | 1 ≤ i ≤ h, 1 ≤ j ≤ ni}]
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in K and let R′ = BB∩mν . Suppose that R
′′ is a normal local ring which birationally
dominates R′ and is dominated by ν. Let (R′′)∗ be the local ring of the integral closure of
R′′ in K∗ which is dominated by ν∗.
Now ti ∈ (R′′)∗ for 1 ≤ i ≤ h and fi(x) ∈ k(R′′)[x] for 1 ≤ i ≤ h since R′′ dominates
R′. Thus ti ∈ k((R′′)∗) is separable over k(R′′) for 1 ≤ i ≤ h since fi(x) is a separable
polynomial, and so
(17) h ≤ [k((R′′)∗) : k(R′′)]s.
We have thatGs((R′′)∗/R′′) = Gs(Vν∗/Vν) (by Lemma 3.4), andG
i(Vν∗/Vν) ⊂ Gi((R′′)∗/R′′)
by Proposition 1.50 [4]. By Theorem 1.48 [4], we have that k((R′′)∗) is a normal extension
of k(R′′) and k(Vν∗) is a normal extension of k(Vν), with automorphism groups
Aut(k((R′′)∗)/k(R′′)) ∼= Gs((R′′)∗/R′′)/Gi((R′′)∗/R′′)
and
Aut(k(Vν∗)/k(Vν)) ∼= Gs(Vν∗/Vν)/Gi(Vν∗/Vν).
We then have a natural short exact sequence of groups
0→ Gi((R′′)∗/R′′)/Gi(Vν∗/Vν)→ Aut(k(Vν∗)/k(Vν))→ Aut(k((R′′)∗)/k(R′′))→ 0.
Now |Aut(k(Vν∗)/k(Vν)| = h and
h ≤ [k((R′′)∗ : k(R′′)]s = |Aut(k((R′′)∗)/k(R′′))|
by (17), so Gi((R′′)∗/R′′) = Gi(Vν∗/Vν). We further have that the basis t1, . . . , th of
k(Vν∗)s over k(Vν) is a basis of k((R
′′)∗)s over k(R
′′). Thus any basis of k((R′′)∗)s over
k(R′′) is a basis of k(Vν∗)s over k(Vν). 
Proposition 3.9. Suppose that K∗ is a Galois extension of a field K, ν is a valuation of
K and ν∗ is an extension of ν to K∗. Suppose that R is a normal local ring with quotient
field K which is dominated by ν. Then there exists a birational extension R′ of R such
that R′ is a normal local ring which is dominated by ν and if R′′ is a normal local ring
with quotient field K which birationally dominates R′ and is dominated by ν, and if Rs is
the local ring of the normalization of R′′ in the fixed field Ks of the decomposition group
Gs(Vν∗/Vν) which is dominated by ν
∗ and Ri is the local ring of the normalization of R′′
in the fixed field Ki of the inertia group Gi(Vν∗/Vν) which is dominated by ν
∗, then we
have a natural isomorphism of graded rings
grν∗(R
i) ∼= grν∗(Rs)⊗k(Rs) k(Ri).
Proof. Let R′ be a birational extension of R which is a normal local ring and is dominated
by ν and satisfies the conclusions of Lemmas 3.1, 3.2 (which implies Lemma 3.4) and 3.8.
Let R′′ be a normal local ring which is a birational extension of R′ and is dominated by
ν. Without loss of generality, we may assume that R satisfies the conclusions of Lemmas
3.1, 3.2 and 3.8 and R = R′′. In particular, we have
(18) Gs(R∗/R) ∼= Gs(Vν∗/Vν) and Gi(R∗/R) ∼= Gi(Vν∗/Vν).
Let νi be the restriction of ν∗ to the inertia field Ki = KG
i(Vν∗/Vν), and let νs be the
restriction of ν∗ to the splitting field Ks = KG
s(Vν∗/Vν). By Theorem 1.48 [4] and (18), we
have that Rs → Ri is unramified, k(Ri) = k(R∗)s and k(Vνi) = k(Vν∗)s. By Theorem 1.47
[4] and (18), k(Vνs) = k(Vν) and k(R
s) = k(R). Let a1, . . . , an be a basis of k(R
i) over
k(Rs). Then a1, . . . , an is a basis of k(Vνi) over k(Vνs) by Lemma 3.8. Let a1, . . . , an ∈ Ri
be lifts of a1, . . . , an. The extension R
s → Ri is unramified, so mRsRi = mRi . Thus
a1R
s + · · ·+ anRs +mRsRi = Ri.
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Now Ri is the unique local ring of Ki lying over Rs by Proposition 1.46 [4], so Ri is
the integral closure of the excellent local ring Rs in Ki, and so Ri is a finitely generated
Rs-module. Thus Ri = a1R
s + · · · + anRs by Nakayama’s lemma. Let 0 6= f ∈ Ri. Then
f = a1g1 + ·+ angn with g1, . . . , gn ∈ Rs. Let λ = min{νs(gi)}. After possibly reindexing
the gi, we may assume that ν(gi) = λ for 1 ≤ i ≤ r and ν(gi) > λ if r < i ≤ n. Let bi
be the residue of gig1 in k(Vν
s) for 1 ≤ i ≤ r, which are necessarily all nonzero, so we have
that
∑r
i=1 aibi 6= 0 in k(Vνi), since a1, . . . , ar are linearly independent over k(Vν) = k(Vνs).
Thus
ν∗
(
r∑
i=1
ai
gi
g1
)
= 0,
so that
ν∗(f) = ν∗(
r∑
i=1
aigi) = ν
∗(g1) = · · · = ν∗(gr)
and
ν∗(f − a1g1 − · · · − argr) > ν∗(f).
Thus we have equality of semigroups SR
s
(νs) = SR
i
(νi) and for all γ ∈ SRs(νs) we have
a natural isomorphism
Pγ(Ri)/P+γ (Ri) ∼= [Pγ(Rs)/P+γ (Rs)]⊗k(Rs) k(Ri),
showing that
grνi(R
i) ∼= grνs(Rs)⊗k(Rs) k(Ri).

4. Some basic results on ramification
In this section we extract some results from Abhyankar’s paper [3]. Suppose that K is
a field and K ′ is a finite separable extension of K. Suppose that R is a normal, excellent
local ring with quotient field K and R′ is a normal local ring of K ′ which lies over R. Let
E be the quotient field of Rˆ and E′ be the quotient field of Rˆ′. Define
d(R′ : R) = [E′ : E], g(R′ : R) = [R′/mR′ : R/mR]s and r(R
′ : R) = d(R′ : R)/g(R′ : R).
We have that d(R′ : R), g(R′ : R), r(R′ : R) are all multiplicative in towers of fields.
Now suppose that K∗ is a finite Galois extension of K and that R∗ is a normal local
ring of K∗ which lies over R. Let Rs = R∗ ∩Ks where Ks = (K∗)Gs(R∗/R) is the splitting
field of R∗ over R. Let Ri = R∗ ∩Ki where Ki is the inertia field Ki = (K∗)Gi(R∗/R) of
R∗ over R. Let E,Es, Ei, E∗ be the respective quotient fields of the complete local rings
Rˆ, R̂s, R̂i and R̂∗.
Proposition 4.1. Let R be a normal excellent local ring. Let K be the quotient field of
R. Let K∗ be a finite separable extension of K and let n = [K∗ : K]. Let x ∈ R be a
primitive element of K∗ over K, with minimal polynomial f(t) ∈ R[t] (such an x exists
by Theorem 4, page 260 [40]). Let Si for 1 ≤ i ≤ h be the local rings in K∗ lying over R
and S be the integral closure of R in K∗. Then Rˆ and Sˆi are normal local domains, the
natural homomorphisms Rˆ→ Sˆi are injective for all i and we have a natural isomorphism
S ⊗R Rˆ ∼= ⊕hi=1Sˆi.
Let E be the quotient field of Rˆ and Ei be the quotient field of Sˆi for 1 ≤ i ≤ h. Let
ei = [Ei : E]. Then n = e1 + · · · + eh. Further, x is a primitive element of Ei over E for
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all i with minimal polynomial fi(t) ∈ E[t] and there is a factorization f(t) = f1(t) · · · fh(t)
in E[t].
Proof. We have that Rˆ is a normal local domain since R is normal and excellent. By
Theorem 16, page 277 [41] and Corollary 2, page 283 [41], we have a natural isomorphism
S ⊗R Rˆ ∼= ⊕Sˆi.
We have that the Sˆi are normal local domains since the Si are normal and excellent. We
have that
K∗ ⊗K E ∼= E[x] ∼= E[t]/(f(t)).
Let A be a ring. The total quotient ring of A is QR(A) = S−1A where S is the
multiplicative set of all non zero divisors of A. Let g ∈ K∗ ⊗K E = E[x]. Then g = ab
where a ∈ Rˆ[x] and b ∈ Rˆ \ {0}. Since Rˆ is a domain, b is not a zero divisor in S ⊗R Rˆ by
Theorem 16, page 277 [41]. Thus K∗⊗K E ⊂ QR(S⊗R Rˆ). Since the reduced ring S⊗R Rˆ
is naturally a subring of QR(S⊗R Rˆ), we have a natural inclusion S⊗R Rˆ ⊂ K∗⊗KE. Now
f(t) is reduced in E[t] sinceK∗ is separable over K. We have thatK∗⊗KE ∼= ⊕E[t]/(fi(t))
is a direct sum of fields, where fi(t) are the irreducible factors of f(t) in E[t] by the
Chinese remainder theorem. Thus QR(S ⊗R Rˆ) = K∗ ⊗K E. Now S ⊗R Rˆ is reduced, so
QR(S ⊗R Rˆ) ∼= ⊕iEi. Thus after reindexing, we have that Ei ∼= E[t]/(fi(t)) and we have
that ∑
[Ei : E] =
∑
deg(fi) = deg(f) = [K
∗ : K].

Since R∗ is the unique local ring of K∗ which dominates Rs by Proposition 1.46 [4], we
have by Proposition 4.1 that
(19) [K∗ : Ks] = d(R∗ : Rs) and [K∗ : Ki] = d(R∗ : Ri).
By Proposition 4.1 and Theorem 1.48 [4], we have that
(20) [Ki : Ks] = d(Ri : Rs) = g(R∗ : R).
We have that Rˆs ∼= Rˆ by Theorem 1.47 [4] and Theorem 30.6 [33], and so Es ∼= E. Thus
(21) d(Rs : R) = 1.
Lemma 4.2. Let notations be as above. Then r(R′ : R) is a positive integer.
Proof. Let K∗ be a finite Galois extension of K which contains K ′, and let R∗ be a normal
local ring of K∗ such that R∗ lies over R′. We have that
Gs(R∗/R′) = Gs(R∗/R) ∩G(K∗/K ′) and Gi(R∗/R′) = Gi(R∗/R) ∩G(K∗/K ′),
so (K ′)s = K ′Ks and (K ′)i = K ′Ki. Thus we have a commutative diagram of fields
K∗
ր տ
Ki → (K ′)i
↑ ↑
Ks → (K ′)s
↑ ↑
K → K ′
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where Ks = (K∗)G
s(R∗/R), Ki = (K∗)G
i(R∗/R), (K ′)s = (K∗)G
s(R∗/R′) and (K ′)i =
(K∗)G
i(R∗/R′). Considering the induced commutative diagram of fields
E∗
ր տ
Ei → (E′)i
↑ ↑
Es → (E′)s
↑ ↑
E → E′
whereE,E′, E∗, Es, Ei, (E′)s, (E′)i are the respective quotient fields of Rˆ, R̂′, R̂∗, R̂s, R̂i, (̂R′)s, (̂R′)i,
we see from (20) and (21) that
d(R′ : R)g(R∗ : R′) = g(R∗ : R)d((R′)i : Ri).
Thus d(R′ : R) = g(R′ : R)d((R′)i : Ri). 
We also read off the following formulas from the commutative diagrams of Lemma 4.2
and from (19), (20) and (21):
[K∗ : Ki][R∗/mR∗ : R/mR]s = d(R
′ : R)[K∗ : (K ′)i][R∗/mR∗ : R
′/mR′ ]s,
so that
(22) [K∗ : Ki] = r(R′ : R)[K∗ : (K ′)i]
and
(23) [K∗ : Ks] = d(R′ : R)[K∗ : (K ′)s].
Lemma 4.3. Let notation be as above. Then
1) Gi(R∗/R) ⊂ G(K∗/K ′) if and only if r(R′ : R) = 1 and
2) Gs(R∗/R) ⊂ G(K∗/K ′) if and only if d(R′ : R) = 1.
Proof. The lemma follows from equations (22) and (23) and the observations thatGi(R∗/R) ⊂
G(K∗/K ′) if and only if (K ′)i = Ki and Gs(R∗/R) ⊂ G(K∗/K ′) if and only if (K ′)s =
Ks. 
Proposition 4.4. Suppose that R is an excellent normal local ring with quotient field K,
K ′ is a finite field extension of K and R′ is a normal local ring of K ′ which lies over R.
Then R→ R′ is unramified if and only if r(R′/R) = 1.
Proof. The extension R → R′ is unramified if and only if Rˆ → Rˆ′ is unramified which
holds if and only if D(Rˆ′/Rˆ) = Rˆ by Theorems 1.44 and 1.44A [4] (the proof of Theorem
1.44A, which is given in [3], holds when R is excellent). The discriminant ideal D(Rˆ′/Rˆ)
is defined on page 31 of [4]. This condition holds if and only if
[R′/mR′ : R/mR]s = [E
′ : E],
where E′ is the quotient field of Rˆ′ and E is the quotient field of Rˆ by Theorem 1.45 [4].
But this is equivalent to the condition that r(R′/R) = 1. 
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5. The extension of associated graded rings in an unramified extension
In this section we prove Proposition 1.7. We have the following assumptions. Suppose
that R and S are normal local rings such that R is excellent, S lies over R, ν˜ is a valuation
of the quotient field L of S which dominates S, and ν is the restriction of ν˜ to the quotient
field K of R. Suppose that L is finite separable over K.
Lemma 5.1. Suppose that S0 is a local ring which is a birational extension of S and is
dominated by ν˜. Then there exists a normal local ring R′ which is a birational extension
of R and is dominated by ν, which has the property that if R′′ is a normal local ring which
is a birational extension of R′ and is dominated by ν, and if S′′ is the normal local ring
of L which lies over R′′ and is dominated by ν˜, then S′′ dominates S0.
Proof. There exist f1, . . . , fn ∈ Vν˜ such that S0 is a localization of S[f1, . . . , fn]. Let A be
the integral closure of Vν in L so that Vν˜ is the localization of A at mν˜ ∩A. Thus we may
write, for 1 ≤ i ≤ n, fi = bici with bi, ci ∈ A, ν˜(bi) ≥ 0 and ν˜(ci) = 0. For 1 ≤ i ≤ n, let
bmii + di,1b
mi−1
i + · · ·+ di,mi = 0 and cnii + ei,1cni−1i + · · · + ei,ni = 0
be equations of integral dependence of bi and ci over Vν , so that all di,j , ei.j ∈ Vν . Let B
be the integral closure of
R[{di,j | 1 ≤ j ≤ mi, 1 ≤ i ≤ n}, {ei,j | 1 ≤ j ≤ ni, 1 ≤ i ≤ n}]
in K, and let R′ = Bmν∩B . Suppose that R
′′ and S′′ are as in the statement of the lemma.
Then S′′ is the localization of the integral closure C of R′′ in L at C ∩mν˜ . We have that
bi, ci ∈ C for 1 ≤ i ≤ n and ci 6∈ mν˜ ∩ C for 1 ≤ i ≤ n so f1, . . . , fn ∈ S′′. Thus S0 ⊂ S′′
and S′′ dominates S0. 
We now impose the further condition that S is unramified over R, and prove Proposition
1.7.
Let K∗ be a Galois closure of L over K. Let ν∗ be an extension of ν˜ to K∗. Let R∗
be the local ring of K∗ which is dominated by ν∗ and lies over S. Now Gi(R∗/R) ⊂
G(K∗/L) by Lemma 4.3 and Proposition 4.4, since R → S is unramified. Further,
Gi(Vν∗/Vν) ⊂ Gi(R∗/R) by Proposition 1.50 [4]. Thus Gi(Vν∗/Vν) ⊂ G(K∗/L), so
L ⊂ Ki = (K∗)Gi(Vν∗/Vν).
By Lemmas 3.1, 3.2 (which implies Lemma 3.4) and 3.8, there exists a normal local ring
R′ which is a birational extension of R and is dominated by ν such that the conclusions
of Lemmas 3.1, 3.2 and 3.8 hold for the field extension K → K∗, Vν∗ over Vν and R′.
Further, by Lemmas 3.1, 3.2 and 3.8, there exists a normal local ring S′ which is a
birational extension of S and is dominated by ν˜ such that the conclusions of Lemmas 3.1,
3.2 and 3.8 hold for the field extension L → K∗, Vν∗ over Vν˜ and S′. By Lemma 5.1,
we may assume that the normal local ring of L which lies over R′ and is dominated by ν˜
dominates S′. Replacing R with R′ and S with the normal local ring of L which lies over
R′ and is dominated by ν˜, we may assume that the conclusions of Lemmas 3.1, 3.2 and
3.8 hold for R and S.
Let Ls = (K∗)G
s(Vν∗/Vν˜), Ks = (K∗)G
s(Vν∗/Vν) and Ki = (K∗)G
i(Vν∗/Vν). We have that
G(K∗/KsL) = G(K∗/L) ∩Gs(Vν∗/Vν) = Gs(Vν∗/Vν˜)
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so Ls is the join Ls = KsL. We then have a commutative diagram of fields
L
ր ց
K Ls = KsL → Ki → K∗.
ց ր
Ks
Let Ss = Ls ∩R∗, Rs = Ks ∩R∗ and Ri = Ki ∩R∗. Then
grν˜(S)
∼= grν∗(Ss)
by Proposition 3.7, and Ss/mSs ∼= S/mS . Also,
grν∗(R
s) ∼= grν(R)
by Proposition 3.7, with Rs/mRs ∼= R/mR. We have that Ss is finite over Rs since Ss is
the unique local ring of Ls lying over Rs, and the elements of a basis of S/mS over R/mR
are linearly independent over k(Vν) since k(Vν∗) and k(R
i) are linearly disjoint over k(R)
by Lemma 3.8. Thus the proof of Proposition 3.9 shows that
grν∗(S
s) ∼= grν∗(Rs)⊗R/mR S/mS .
We now give an example showing that taking a birational extension of R may be nec-
essary to obtain the conclusions of Proposition 1.7. Let k be a field of characteristic
6= 2 and k(x, y, z) be a three dimensional rational function field. Let k′ = k(z), which
is a one dimensional rational function field. Let ν1 be the k
′-valuation of k′(x, y) which
is determined by a generating sequence P0 = x, P1 = y, P2 = y
2 − (z + 1)x2, P3, . . . in
k′[x, y] where ν1(P0) = ν1(P1) = 1, ν1(P2) =
5
2 and all the Pi are in k[x, y, z] (for instance
using the algorithm of [18]).We have that ν1(Pi+1) > ν1(Pi) if i > 1 and the semigroup
Sk
′[x,y](x,y)(ν1) is generated by ν(P0), ν(P1), ν(P2), ν(P3), . . .. Let ν2 be an extension to
Vν1/mν1 of the k-valuation of k
′ defined by ν2(g(z)) = ordz(g) for g ∈ k[z]. Let ν be the
composition of ν1 and ν2, and let R = k[x, y, z](x,y,z) which is dominated by ν. We have
that R(x,y) = k
′[x, y](x,y).
Let S = (R[w]/w2 − (z + 1))(x,y,z,w−1). The extension R→ S is unramified. Let ν∗ be
an extension of ν to K∗ = QF(S) which dominates S and is composite with extensions ν1
of ν1 to K
∗ and ν2 of ν2 to Vν1/mν1 .
By the explanation on page 56 [4] or Theorem 17, page 43 [41], we have a commutative
diagram of homomorphisms of value groups, where the horizontal sequences are short
exact and the vertical arrows are injective,
0 → Φν2 → Φν → Φν1 → 0
↓ ↓ ↓
0 → Φν2 → Φν∗ → Φν1 → 0
which induces a commutative diagram of homomorphisms of semigroups, where the hori-
zontal arrows are surjective and the vertical arrows are injective,
SR(ν) → SR(x,y)(ν1)
↓ ↓
SS(ν∗) → SS(x,y)(ν1).
We have that
5
2
= ν1(P2) = ν1(y − wx) + ν1(y +wx).
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Letting
( y
x
)
and w be the respective classes of yx and w in Vν1/mν1 , we deduce from P2
that
( y
x
)
= ±w. Without loss of generality, ( yx) = w. Then ν1(y + wx) = 1. Thus
ν1(y − wx) = 3
2
6∈ SR(x,y)(ν1).
6. Conventions on valuations in algebraic function fields
We recall some classical invariants of valuations (Chapter VI, [41], [4]), and establish
some notation which we will follow for the remainder of the paper.
Suppose that K is a field of algebraic functions over a field k. We will say that a local
domain R with quotient field K is an algebraic local ring of K if R is a localization of a
finite type k-algebra. A valuation ν of K will be called a k-valuation if ν(f) = 0 for all
nonzero f ∈ k. If X is an integral k-scheme with function field K, then a point p ∈ X is
called a center of the valuation ν (or the valuation ring Vν) if Vν dominates OX,p.
Suppose that ν is a k-valuation of K with valuation ring Vν and value group Φν . Let
mν be the maximal ideal of Vν . The rank r of Vν is finite since r ≤ trdegkK < ∞ by
the Corollary on page 50 of Section 11, Chapter VI, [41]. We have the chains of isolated
subgroups Φi in Φν of (3) and of prime ideal Ii in Vν of (4).
For i < j, (Vν/Ii)Ij is a rank j − i valuation ring with value group Φi/Φj and with
quotient field (Vν/Ii)Ii . Vν is said to be composite with the valuation ring (Vν/Ii)Ij . Set
λi = trdegk(Vν/Ii)Ii
for 0 ≤ i ≤ r. The rational rank of (Vν/Ii−1)Ii is
si = ratrank(Vν/Ii−1)Ii := dimQ(Φi−1/Φi)⊗Q
for 1 ≤ i ≤ r. The numbers si and λi are < ∞ by Theorem 1 [2] or by Proposition 2,
Appendix 2 [41].
Now suppose that K∗ is a finite extension of K, and ν∗ is an extension of ν to K∗. Let
Vν∗ be the valuation ring of ν
∗, and let Φν∗ be the value group. Recall from Section 3 that
the prime ideals of Vν∗ are a finite chain
0 = I∗0 ⊂ · · · ⊂ I∗r = mν∗ ⊂ Vν∗
with I∗i ∩ Vν = Ii, 0 ≤ i ≤ r, and with isolated subgroups
0 = Φ∗r ⊂ · · · ⊂ Φ∗0 = Φν∗
which have the property that Φ∗i ∩ Φν = Φi for 0 ≤ i ≤ r and Φ∗i /Φi is a finite (Abelian)
group for 0 ≤ i ≤ r (Section 11, Chapter VI [41]). We further have that
trdegk(Vν∗/I
∗
i )I∗i = trdegk(Vν/Ii)Ii = λi
for 0 ≤ i ≤ r and
ratrank(Vν∗/I
∗
i−1)I∗i = ratrank(Vν/Ii−1)Ii = si
for 1 ≤ i ≤ r. Set ti = λi−1 − λi for 1 ≤ i ≤ r.
The reduced ramification index of ν∗ relative to ν is defined to be (page 53, Section 11,
Chapter VI, [41])
(24) e = [Φν∗ : Φν ].
The residue degree of ν∗ with respect to ν is defined to be (page 53, Section 11, Chapter
VI [41])
(25) f = [Vν∗/mν∗ : Vν/mν ].
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7. An Abyankar Jung Theorem along a valuation
In this section, we prove Theorem 1.5 and Proposition 1.6. Let notation be as in the
statement of Theorem 1.5.
Let u1, . . . , uλr ∈ Vν be such that their classes u1, . . . , uλr in Vν/mν are a transcendence
basis of Vν/mν over k. Then k(u1, . . . , uλr ) is a rational function field over k which is
contained in Vν and Vν/mν is an algebraic extension of k(u1, . . . , uλr). Let T
′′ be the
integral closure of R˜[u1, . . . , uλr ] in K, and R
′′ = T ′′T ′′∩mν . Suppose that f ∈ k[u1, . . . , uλr ]
is nonzero. Then ν(f) = 0 since u1, . . . , uλr are algebraically independent over k in Vν/mν .
Thus f 6∈ mR′′ = mν ∩ R′′, and so 1f ∈ R′′. In particular, k(u1, . . . , uλr) ⊂ R′′. We may
thus replace k with k(u1, . . . , uλr) and R˜ with R
′′ allowing us to assume that Vν/mν is
algebraic over k. Observe that R˜/mR˜ is then necessarily a finite field extension of k since
R˜/mR˜ is a finitely generated algebraic field extension of k.
We will use the following generalization of the strong monomialization theorem, The-
orem 4.8 [17]. Theorem 4.8 [17] is itself a generalization of the local monomialization
theorem of [12].
Theorem 7.1. Let k be a field of characteristic zero, K an algebraic function field over
k, K∗ a finite algebraic extension of K, ν∗ a k-valuation of K∗. Suppose that S˜ is an
algebraic local ring with quotient field K∗ which is dominated by ν∗ and R˜ is an algebraic
local ring with quotient field K which is dominated by S˜. Let notation be as in Section 6
for V = Vν, V
∗ = Vν∗. Then there exists a commutative diagram
(26)
R0 → S ⊂ V ∗
↑ ↑
R˜ → S˜
such that R˜ → R0 and S˜ → S are sequences of monoidal transforms such that V ∗ domi-
nates S, S dominates R0 and there are regular parameters (x1, ...., xn) in R0, (y1, ..., yn)
in S such that
Ii ∩R0 = (x1, . . . , xt1+···+ti)
I∗i ∩ S = (y1, . . . , yt1+···+ti)
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for 1 ≤ i ≤ r and there are relations
x1 = y
g11(1)
1 · · · y
g1s1 (1)
s1 y
h1,t1+1(1)
t1+1
· · · yh1n(1)n δ11
...
xs1 = y
gs11(1)
1 · · · y
gs1s1(1)
s1 y
hs1,t1+1(1)
t1+1
· · · yhs1n(1)n δ1s1
xs1+1 = ys1+1
...
xt1 = yt1
xt1+1 = y
g11(2)
t1+1
· · · yg1s2 (2)t1+s2 y
h1,t1+t2+1(2)
t1+t2+1
· · · yh1n(2)n δ21
...
xt1+s2 = y
gs21(2)
t1+1
· · · ygs2s2(2)t1+s2 y
hs2,t1+t2+1(2)
t1+t2+1
· · · yhs2n(2)n δ2s2
xt1+s2+1 = yt1+s2+1
...
xt1+t2 = yt1+t2
...
xt1+···+tr−1+1 = y
g11(r)
t1+···+tr−1+1
· · · yg1sr (r)t1+···+tr−1+srδr1
...
xt1+···+tr−1+sr = y
gsr1(r)
t1+···+tr−1+1
· · · ygsrsr (r)t1+···+tr−1+srδrsr
xt1+···+tr−1+sr+1 = yt1+···+tr−1+sr+1
...
xt1+···+tr = yt1+···+tr
where n = t1 + · · ·+ tr and for 1 ≤ i ≤ r,
det
 g11(i) · · · g1si(i)... ...
gsi1(i) · · · gsisi(i)
 6= 0,
δij are units in S, hi,j(l) are natural numbers such that for 1 ≤ l ≤ k ≤ r − 1 and
1 ≤ i ≤ sl,
hi,j(l) = 0 if t1 + · · · + tk + sk+1 < j ≤ t1 + · · ·+ tk+1.
Let
T = {j | t1 + · · ·+ tk < j ≤ t1 + · · · + tk + sk+1 for some 0 ≤ k ≤ r − 1}.
Then {ν∗(yj) | j ∈ T} is a rational basis of Φν∗ ⊗Q and {ν∗(xj) | j ∈ T} is a rational
basis of Φν ⊗Q.
The statement of Theorem 7.1 differs from the statement of Theorem 4.8 [17] in that
we have the stronger statement that
xt1+···+ti−1+j = yt1+···+ti−1+j
for 1 ≤ i ≤ r (with the convention t1 + · · · + ti−1 = 0 if i = 0) and for si < j ≤ ti.
We continue to have that ν(xt1+···+ti−1+1), . . . , ν(xt1+···+ti−1+si) is a basis of the Q-vector
space G(ν(xt1+···+ti−1+1), . . . , ν(xt1+···+ti−1+ti))⊗Z Q.
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Proof. We may assume that the conclusions of Theorem 4.8 [17] hold. For i < k, 1 ≤ j ≤ ti,
1 ≤ l ≤ tk, define a monoidal transform S(i, j, k, l) from S to S′ along ν∗, where S′ has
regular parameters y′m by
ym =
{
y′t1+···+ti−1+jyt1+···+tk−1+l if m = t1 + · · ·+ ti−1 + j
y′m if m 6= t1 + · · ·+ ti−1 + j.
The monoidal transform S(i, j, k, l) is along ν∗ since ν∗(yt1+···+ti−1+j) > ν
∗(yt1+···+tk−1+l)
as i < k.
We will prove the theorem by induction on m, where m is the smallest index with
1 ≤ m ≤ t1 + · · ·+ tr such that xm is not in the form required by Theorem 7.1. Then we
have an expression m = t1 + · · · + ti−1 + j with si < j ≤ ti. Thus (with the notation of
Theorem 4.8 [17])
xt1+···+ti−1+j = δi,jyt1+···+ti−1+jy
hj,t1+···+ti+1(i)
t1+···+ti+1
· · · yhj,t1+···+tr−1+sr (i)t1+···+tr−1+sr
with all hj,k(i) non negative integers, and hj,k(i) = 0 if k 6= t1 + · · · + tu−1 + v with
1 ≤ v ≤ su for some u. The rank of the su× su matrix (gα,β(u)) is su for 1 ≤ u ≤ r. Thus
each column of (gα,β(u)) is nonzero, and so there exists a sequence of monoidal transforms
S → S′ along ν∗ of the type S(i, j, u, l) with i < u ≤ r and 1 ≤ l ≤ su such that we have
new regular parameters y′m in S
′ with
ym =
 y
′
t1+···+ti−1+j
(y′t1+···+ti+1)
bt1+···+ti+1 · · · (y′t1+···+tr−1+sr)bt1+···+tr−1+sr
if m = t1 + · · · + ti−1 + j
y′m if m 6= t1 + · · ·+ ti−1 + j
such that bl are non negative integers with bt1+···+tu−1+v = 0 if su < v ≤ tu for i+1 ≤ u ≤ r
and
xm = δi,jy
′
t1+···+ti−1+jM
where
M = (y′t1+···+ti+1)
bt1+···+ti+1+hj,t1+···+ti+1(i) · · · (y′t+1+···+tr−1+sr)bt1+···+tr−1+sr+hj,t1+···+tr−1+sr (i)
if m = t1+ · · ·+ ti−1+ j and since each column of (gl,m(u)) is nonzero, we can choose the
bt1+···+tu−1+v so that there exist nonnegative integers ct1+···+tu−1+v such that∏
(xt1+···+tu−1+v)
ct1+···+tu−1+v = γM
where γ is a unit in S and the product is over i ≤ u− 1 ≤ r− 1 and 1 ≤ v ≤ su. Further,
the expression of xm in terms of the y
′
l is obtained from the expression of xm in terms of
yl by replacing yl with y
′
l for 1 ≤ l ≤ t1 + · · ·+ tr if m 6= t1 + · · ·+ ti−1 + j.
Now we have a monoidal transform R → R′ along ν which factors through S′ defined
by
xm =
{
x′t1+···+ti+1+j
∏
(x′t1+···+tu−1+v)
ct1+···+tu−1+v if m = t1 + · · ·+ ti−1 + j
x′m if m 6= t1 + · · ·+ ti−1 + j.
We obtain that
x′t1+···+ti−1+j = γδi,jy
′
t1+···+ti−1+j
and if m 6= t1+ · · ·+ ti−1 + j, then the expression for x′m is terms of the y′l is obtained by
replacing the yl variables with y
′
l in the expression for xm in terms of the yl. Finally, we
have new variables y′′l in S
′, obtained by letting
y′′l =
{
γδi,jy
′
t1+···+ti−1+j
if l = t1 + · · · + ti−1 + j
y′l if l 6= t1 + · · · + ti−1 + j,
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proving the induction statement.

We now summarize some results on toric rings from [8]. Suppose that M is a finitely
generated submonoid (subsemigroup) of Zn for some n ≥ 0. Let
(27) M˜Zn = {v ∈ Zn | mv ∈M for some m ∈ Z>0}.
We have that M˜Zn = (R≥0M) ∩ Zn (Proposition 2.2 [8]).
Proposition 7.2. (Proposition 2.43 [8]) Suppose v1, . . . , vn ∈ Zn are linearly independent.
Let
par(v1, . . . , vn) = {q1v1 + · · ·+ qnvn | 0 ≤ qi < 1 for i = 1, . . . , n}.
Let M = Z≥0v1 + · · ·+ Z≥0vn be the submonoid of Zn generated by v1, . . . , vn. Then
a) Λ = Zn ∩ par(v1, . . . , vn) is a system of generators of the M -module M˜Zn ; that is,
M˜Zn = ∪x∈Λ(x+M).
b) (a+M) ∩ (b+M) = ∅ for a, b ∈ Λ with a 6= b.
c) |Λ| = [QU ∩ Zn : U ] where U is the sublattice of Zn generated by M .
Lemma 7.3. (Lemma 4.40 [8]) Suppose that k is a ring, M is a finitely generated sub-
monoid of Zn and k[z1, . . . , zn] is a polynomial ring over k. Then k[z
v | v ∈ M˜Zn ] is the
integral closure of k[v | v ∈M ] in k(z1, . . . , zn).
Suppose that R0 → S satisfies the conclusions of Theorem 7.1 and that R0/mR0 ∼=
S/mS . Then after replacing the xi with the product of xi times an appropriate unit in
R0, we may assume that δi,j ≡ 1 mod mS for all i, j. Let A = (aij) where
(28) xi = δi
n∏
j=1
y
aij
j
with δi ∈ S units satisfying δi ≡ 1 mod mS . As in Theorem 4.2 [17], from the adjoint
matrix of A, for all i = t1 + · · · + ta−1 + b with 1 ≤ a ≤ r and 1 ≤ b ≤ sa, we have
expressions
(29) fi =
∏
x
bij
j = (
∏
δ
bij
j )y
e
i
where the products are over j = t1 + · · · + tu−1 + v with 1 ≤ u ≤ r and 1 ≤ v ≤ su, all
bij ∈ Z and e = |Det(A)|. Let
R = R0[Ω]mν∩R0[Ω],
where,
Ω = {fi | i = t1 + · · ·+ tu−1 + v for 1 ≤ u ≤ r, 1 ≤ v ≤ su}
and R0[Ω] denotes the integral closure of R0[Ω] in K. Then S dominates R and
√
mRS =
mS . Let
Θ = {xi | xi = xt1+···+tu−1+v | 1 ≤ u ≤ r, 1 ≤ v ≤ su}.
We have that mν ∩ R0[Ω] = (x1, . . . , xn,Ω) and k[x1, . . . , xn](x1,...,xn) → R0 is unramifed,
so
k[x1, . . . , xn,Ω](x1,...,xn,Ω) → R0[Ω]mν∩R0[Ω]
is unramified as (x1, . . . , xn,Ω)R0[Ω]mν∩R0[Ω] is the maximal ideal of R0[Ω]mν∩R0[Ω]. There
exist Laurent monomialsM1, . . . ,Mα in the variables in Θ such that letting Σ = {M1, . . . ,Mα},
k[x1, . . . , xn,Ω,Σ] is the integral closure of k[x1, . . . , xn,Ω] in k(x1, . . . , xn) by Lemma 7.3.
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We have that ν(Mi) is positive for 1 ≤ i ≤ α, since some power of Mi is a monomial in
elements of Ω and Θ by (27). Thus mν ∩R0[Ω,Σ] = (x1, . . . , xn,Ω,Σ). Now
(30) k[x1, . . . , xn,Ω,Σ](x1,...,xn,Ω,Σ) → R0[Ω,Σ](x1,...,xn,Ω,Σ)
is unramified, and thus by Corollary 9.11, Expose´ I [25], R0[Ω,Σ](x1,...,xn,Ω,Σ) is normal.
The elements of Ω and Σ are Laurent monomials in the variables Θ.
Recall that
(31) {ν(xi) | xi ∈ Θ} is a basis of the Q-vector space Φν ⊗Z Q.
Now (Proposition on page 48 [21]) there exists a toric resolution of singularities of
Spec(k[x1, . . . , xn,Ω,Σ]), so there exist Laurent monomials N = {N1, . . . , Nβ} in the vari-
ables of Θ such that
(32) ν(Nj) ≥ 0 for all j,
and k[x1, . . . , xn,Ω,Σ, N ] is a regular ring. By (31) and (32), we have that ν(Nj) > 0 for
all j, so that
k[x1, . . . , xn,Ω,Σ, N ] ∩mν = (x1, . . . , xn,Ω,Σ, N ).
Thus k[x1, . . . , xn,Ω,Σ, N ](x1,...,xn,Ω,Σ,N) is a regular local ring which is dominated by ν.
Thus we have that
k[x1, . . . , xn,Ω,Σ, N ](x1,...,xn,Ω,Σ,N) → R0[Ω,Σ, N ](x1,...,xn,Ω,Σ,N)
is unramified and
R0[Ω,Σ, N ](x1,...,xn,Ω,Σ,N)
is a regular local ring which is dominated by ν.
Now each Nj = γjN˜j where γj ∈ S is a unit and N˜j is a Laurent monomial in the
variables
Θ˜ = {yi | yi = yt1+···+tu−1+v | 1 ≤ u ≤ r, 1 ≤ v ≤ su}.
Let N˜ = {N˜1, . . . , N˜β}. Then S[N ](y1,...,yn,N) = S[N˜ ](y1,...,yn,N˜) is dominated by ν∗.
By Lemma 7.3, by adding finitely many more Laurent monomials P˜ = {P˜1, . . . , P˜γ}
in the variables Θ˜, we have that k[y1, . . . , yn, N˜ , P˜ ] is normal and is dominated by ν
∗,
k[y1, . . . , yn, N˜ ]→ k[y1, . . . , yn, N˜ , P˜ ] is finite and
k[y1, . . . , yn, N˜ , P˜ ](y1,...,yn,N˜ ,P˜ ) → S[N˜ , P˜ ](y1,...,yn,N˜ ,P˜ )
is unramified. Further, S[N˜ , P˜ ](y1,...,yn,N˜,P˜ ) is normal by Corollary 9.11, Expose´ I [25], lies
over S[N˜ ](y1,...,yn,N˜) and is dominated by ν
∗. Thus S[N˜ , P˜ ](y1,...,yn,N˜,P˜ ) is the normal local
ring of K∗ which is dominated by ν∗ and lies over R0[Ω,Σ, N ](x1,...,xn,Ω,Σ,N).
Let C = k[x1, . . . , xn,Ω,Σ, N ]. The k-algebra C is Z
n-graded by the grading deg xi =
ei ∈ Zn for 1 ≤ i ≤ n, where ei is the vector with a 1 in the i-th place and zeros everywhere
else. Let m = (x1, . . . , xn,Ω,Σ, N) be the Zn-graded maximal ideal of C. Since C is an
n-dimensional regular ring, dimkm/m
2 = n. Let T1, . . . , Tn ∈ {x1, . . . , xn} ∪ Ω ∪ Σ ∪ N
form a k-basis of m/m2. A nonzero homogeneous element U of C (with respect to the
Zn-grading) is uniquely determined up to multiplication by a nonzero element of k. Thus
for l ∈ N, a nonzero homogeneous element U of ml \ ml+1 is a monomial in T1, . . . , Tn
times a nonzero element of k. Thus C = k[T1, . . . , Tn]. Since dimC = n, T1, . . . , Tn are
algebraically independent over k, and so C is a polynomial ring over k in the variables
T1, . . . , Tn.
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Since δi ≡ 1 mod mS for all i in (28), and since a complete local ring is Henselian, and
k has characteristic zero, there exist units εi ∈ Sˆ for 1 ≤ i ≤ n such that εi = 1 if yi 6∈ Θ˜,
and setting zi = εiyi,
(33) xi =
∏
z
aij
j for xi ∈ Θ and xi = yi = zi for xi 6∈ Θ
where the product is over zj with yj ∈ Θ˜. Let
(34) R1 = R0[Ω,Σ, N ](x1,...,xn,Ω,Σ,N) and S1 = S[N˜ , P˜ ](y1,...,yn,N˜ ,P˜ ).
Define Laurent monomials Nˆ and Pˆ in the variables {zi | yi ∈ Θ˜} by replacing the variables
yi in the monomials in N˜ and P˜ with the zi. Then k[z1, . . . , zn, Nˆ , Pˆ ] is normal, since it
is normal when we replace the zi variables with the yi variables. We have a commutative
diagram of k-algebra homomorphisms
R0 → Sˆ
↑ ↑
k[x1, . . . , xn] → k[z1, . . . , zn]
where the map k[z1, . . . , zn] → Sˆ is defined by zi 7→ εiyi for 1 ≤ i ≤ n and the map
k[x1, . . . , xn] → k[z1, . . . , zn] is defined by xi 7→
∏
j z
aij
j for 1 ≤ i ≤ n. We have that
the induced homomorphisms k[x1, . . . , xn](x1,...,xn) → R0 and k[z1, . . . , zn](z1,...,zn) → Sˆ are
unramified.
We have an induced commutative diagram of k-algebra homomorphisms
R1 → Sˆ1
↑ ↑
k[T1, . . . , Tn] → k[z1, . . . , zn, Nˆ , Pˆ ]
where the induced homomorphisms k[T1, . . . , Tn](T1,...,Tn) → R1 and
k[z1, . . . , zn, Nˆ , Pˆ ](z1,...,zn,Nˆ,Pˆ ) → Sˆ1
are unramified and the Tj are Laurent monomials in the zi variables.
We have that k[z1, . . . , zn, Nˆ , Pˆ ] is finite over k[z1, . . . , zn, Nˆ ] since k[y1, . . . , yn, N˜ , P˜ ]
is finite over k[y1, . . . , yn, N˜ ]. The k-algebra k[z1, . . . , zn] is finite over k[x1, . . . , xn,Ω]
since fi = z
e
i by (29) and by (33). Thus k[z1, . . . , zn, Nˆ , Pˆ ] is finite over k[T1, . . . , Tn] =
k[x1, . . . , xn,Ω,Σ, N ] and so k[z1, . . . , zn, Nˆ , Pˆ ] is the integral closure of k[T1, . . . , Tn] in
k(z1, . . . , zn). Let D = k[z1, . . . , zn, Nˆ , Pˆ ]. Express Ti =
∏
z
eij
j for 1 ≤ i ≤ n. Let
E = (ei,j).
Recall the notation introduced before the statement of Proposition 7.2. Let M be the
submonoid of Zn generated by
{(ei,1, . . . , ei,n) | 1 ≤ i ≤ n}.
Then D = k[zv | v ∈ M˜Z] by Lemma 7.3. Now k[x1, . . . , xn] → k[T1, . . . , Tn] is birational
and the Ti are Laurent monomials in x1, . . . , xn, so there exists an n×n matrix Q = (qij)
such that xi =
∏
j T
qij
j with |Det(Q)| = 1. Thus A = QE, and so |Det(E)| = |Det(A)|.
We have
(35) |Det(E)| = [Zn : EZn] = [Zn : AZn] = |Det(A)|.
By Proposition 7.2, there exists a subset Λ of Zn such that D is a free k[T1, . . . , Tn]-module
with k[T1, . . . , Tn]-basis {zσ | σ ∈ Λ} and |Λ| = [Zn : EZn]. We have that zσ = λσyσ
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where λσ ∈ Sˆ1 are units. yσ = λ−1σ zσ ∈ Sˆ1 ∩ K∗ = S1 by Lemma 2 [3]. There exist
g1, . . . , gc ∈ R1 such that {g1, . . . , gc} is a k-basis of S1/mS1 = R1/mR1 , where gi is the
class of gi in R1/mR1 . Now D(z1,...,zn,Nˆ,Pˆ ) → Sˆ1 is unramified, so mDSˆ1 = mSˆ1 , where
mD = (z1, . . . , zn, Nˆ , Pˆ ) and so
Sˆ1 =
c∑
i=1
giDˆ +mDSˆ1.
We have that Sˆ1 is a finite Dˆ-module, so Sˆ1 =
∑c
i=1 giDˆ by Nakayama’s lemma. Hence
Sˆ1 =
c∑
i=1
∑
σ∈Λ
gi(λσy
σ)Dˆ =
∑
σ∈Λ
(λσy
σ)Rˆ1.
Now S1 lies over R1, so there exists t such thatm
t
S1
⊂ mR1S1 which implies mtSˆ1 ⊂ mRˆ1 Sˆ1.
Thus there exist τσ ∈ S1 such that τσ ≡ λσ mod mtSˆ1 , so that Sˆ1 =
∑
σ∈Λ(τσy
σ)Rˆ1 +
mRˆ1 Sˆ1. This implies Sˆ1 =
∑
(τσy
σ)Rˆ1 by Nakayama’s lemma, since Sˆ1 is a finitely
generated Rˆ1-module. Now S1/m
t
S1
∼= Sˆ1/mtS1 Sˆ1 and mtS1 ⊂ mR1S1 which implies
S1 =
∑
σ∈Λ(τσy
σ)R1 +mR1S1. If R1 → S1 is finite, we then have
(36) S1 =
∑
σ∈Λ
(τσy
σ)R1
by Nakayama’s lemma.
Proposition 7.4. With the above notation, assume that R1 → S1 is finite,
(37) e = [Φν∗/Φν ] = |Det(A)| and
(38) Zn/AtZn ∼= Φν∗/Φν
by the map (b1, . . . , bn) 7→ b1ν∗(y1) + · · · + bnν∗(yn). Then
{ν∗(τσyσ)|σ ∈ Λ}
is a complete set of representatives of the cosets of Φν in Φν∗.
Proof. Assume that σ1, σ2 ∈ Λ and ν∗(τσ1yσ1)− ν∗(τσ2yσ2) ∈ Φν . Then ν∗(yσ1−σ2) ∈ Φν .
By (38), yσ1−σ2 = uxλ for a suitable unit u ∈ S and λ ∈ Zn, and so zσ1−σ2 = xλ. Thus,
writing λ as a difference of elements of M , σ1 = σ2 by Proposition 7.2 b). The proposition
now follows since
|Λ| = |Det(E)| = |Det(A)| = e
by (35) and (37). 
We now give the proof of Theorem 1.5. Let notation be as in the statement of the
theorem. Let K be a Galois closure of K → K∗, and ν be an extension of ν∗ to K. Let
Ks = K
Gs(Vν/Vν), Ki = K
Gi(Vν)/Vν) and (K∗)s = K
Gs(Vν/Vν∗ ). We have that (K∗)s =
K∗Ks since
G(K/K∗Ks) = G(K/K∗) ∩Gs(Vν/Vν) = Gs(Vν/Vν∗).
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Let K ′ = Ki ∩ (K∗)s and ν ′ = ν|K ′. Let (ν∗)s = ν|(K∗)s. We have a commutative
diagram of field extensions
Ks → K ′ → Ki
ր ց ↓ ↓
K (K∗)s → K.
ց ր
K∗.
Let H = G(K/K ′), which is the subgroup of G(K/K) which is generated by Gi(Vν/Vν)
and Gs(Vν/Vν∗). If σ ∈ H, we have that σ : Vν → Vν . Thus Vν′ = V Hν . We have a
commutative diagram
Vν
σ→ Vν
↓ ↓
Vν/mν
σ→ Vν/mν
for σ ∈ H where σ is the induced homomorphism, so H acts on Vν/mν , and Vν′/mν′ =
(Vν/mν)
H . Now σ ∈ Gi(Vν/Vν) implies σ : Vν/mν → Vν/mν is the identity map (by
Theorem 1.48 [4]). Thus
(Vν/mν)
H = (Vν/mν)
Gs(Vν/Vν∗ ) = V(ν∗)s/m(ν∗)s = Vν∗/mν∗
by Theorems 1.47 and 1.48 [4]. Thus
(39) Vν′/mν′ = V(ν∗)s/m(ν∗)s = Vν∗/mν∗ .
We have Φν|K ′ = Φν and Φν|(K∗)s = Φν∗ (by Theorem 23, page 71 [41] or Proposition
3.7 and Proposition 3.9). By Lemmas 3.4, 5.1 and Proposition 3.7, there exists a normal
algebraic local ring R2 of K which is dominated by ν and dominates R˜ such that if R
is a normal algebraic local ring of K which dominates R2, then letting S be the normal
local ring of K∗ which is dominated by ν∗ and lies over R and R be the normal local
ring of K which is dominated by ν and lies over R, we have that Gs(R/R) = Gs(Vν/Vν),
Gs(R/S) = Gs(Vν/Vν∗),
(40) grν∗(S)
∼= grν(Ss) and grν(R) ∼= grν(Rs)
where Ss is the local ring of (K∗)s which lies over S and Rs is the local ring of Ks which
lies over R. Further, R→ Rs and S → Ss are unramified.
Letting R′ be the normal local ring of K ′ which is dominated by ν ′ and lies over R, we
may assume by Lemmas 3.4, 3.8 and 5.1 that R2 is such that (for R which dominates R2)
Gi(R/R′) = Gi(Vν/Vν′)
and
Gi(R/Ss) = Gi(Vν/V(ν∗)s).
Thus [Vν/mν : Vν′/mν′ ] = [R/mR : R
′/mR′ ] and
[Vν/mν : V(ν∗)s/m(ν∗)s ] = [R/mR : S
s/mSs ]
by Theorem 1.48 [4], and so by (39),
(41) [Ss/mSs : R
′/mR′ ] = [V(ν∗)s/m(ν∗)s : Vν′/mν′ ] = 1.
We have that grν′(R
′) ∼= grν(R)⊗R/mR S/mS by Proposition 1.7.
By Theorem 6.1 [17] and Theorem 4.10 [17], there exists a normal algebraic local ring
F1 of K
s such that if F → G is a dominant map of regular algebraic local rings of Ks
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and (K∗)s respectively such that F dominates F1 and F → G satisfies the conclusions of
Theorem 7.1, then
(42) |Det(A)| = e = [Φν∗/Φν ] and
(43) Zn/AtZn ∼= Φν∗/Φν
by the map (b1, . . . , bn) 7→ b1ν∗(y1) + · · · + bnν∗(yn), where A is the matrix of exponents
of the conclusions of Theorem 7.1.
By Lemma 5.1, there exists a normal algebraic local ring R3 of K which is dominated
by ν, such that R3 dominates R2 and if R is a normal algebraic local ring of K which
dominates R3 and is dominated by ν and R
s is the local ring of Ks which is dominated
by ν and lies over R, then Rs dominates F1.
Now suppose that R0 is an algebraic regular local ring of K which dominates R3 and
is dominated by ν, and that R0 → S satisfies the conclusions of Theorem 7.1, where S is
a local ring of K∗. We then construct a commutative diagram
R1 → S1
↑ ↑
R0 → S
where R1 and S1 are defined by (34). Let
R′1 → Ss1
↑ ↑
R′0 → Ss
be the sequence of normal algebraic local rings in K ′, respectively (K∗)s lying over these
rings. We have that R0 → R′0, R1 → R′1, S → Ss and S1 → Ss1 are unramified by
Proposition 1.7, and by (41),
(44) Ss/mSs = R
′
0/mR′0 and S
s
1/mSs1 = R
′
1/mR′1 .
Now R′1 → Ss1 is finite since Ss1 is the unique local ring of (K∗)s which lies over R′1 by
Proposition 1.46 [4], as Gs(Vν/Vν) = G
s(R1/R1) where R1 is the local ring of K which
dominates R1 and is dominated by ν. Thus
Ss1 =
∑
σ∈Λ
(τσy
σ)R′1
by (36) and (44), and {τσyσ}σ∈Λ is a complete set of representatives of Φν∗/Φν by (42),
(43) and Proposition 7.4. In particular, if f ∈ Ss1, then we have an expression
(45) f =
∑
gσ(τσy
σ)
with gσ ∈ R′1 and ν(gστσyσ) are all distinct for the terms with gσ 6= 0. Thus
(46) ν(f) = min{ν(gσ) + ν(τσyσ) | σ ∈ Λ},
and the expression (45) is unique. Thus
(47) Ss1
∼=
⊕
σ∈Λ
R′1τσy
σ.
Thus, since inν(τσ) ∈ S1/mS1 ∼= R′1/mR′1 for all σ,
grν∗(S1)
∼= grν(Ss1) ∼= ⊕σ∈Λgrν(R′1)inν(yσ) ∼= ⊕σ∈Λ(grν(R1)⊗R1/mR1 S1/mS1)inν∗(y
σ)
by (40) and Proposition 1.7, establishing Theorem 1.5.
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We now prove Proposition 1.6. Let notation and assumptions be as in the statement
of Proposition 1.6, and continue with the notation of the proof of Theorem 1.5. Let
L = QF(Rs1) = K
s and M = QF(Ss1) = (K
∗)s. Since k′ ∼= Vν/mν is algebraically closed,
Gi(Vν/Vν∗) = G
s(Vν/Vν∗) and G
i(Vν/Vν) = G
s(Vν/Vν). Since k
′ has characteristic zero,
the corollary on page 77 [41] implies that Gi(Vν/Vν) ∼= Φν/Φν , which is Abelian, so (K∗)i
is Galois over Ki. Now G((K∗)i/Ki) = Gi((K∗)i/Ki), so
G(M/L) = G((K∗)i/Ki) ∼= Φν|(K∗)i/Φν|Ki ∼= Φν∗/Φν ,
again by the corollary on page 77 [41] and Theorem 23, page 71 [41] or Proposition 3.7.
Let G = G(M/L). The ring Ss1 is the integral closure of R
s
1 in M so G acts on S
s
1 and
(Ss1)
G = Rs1 since R
s
1 is normal. Now ν(σ(f)) = ν(f) for all σ ∈ G and f ∈ Ss1 by (3)
on page 68 [41] (since G = Gs(M/L)) so G acts on grν(S
s
1). We will now show that
(grν(S
s
1))
G = grν(R
s
1).
Suppose u ∈ S1 and σ(inν(u)) = inν(u) for all σ ∈ G. Then there exist hσ ∈ Ss1 such
that σ(u) = u+ hσ with ν(hσ) > ν(u) for all σ ∈ G, and so there exist fσ ∈ m(ν∗)s such
that σ(u) = (1 + fσ)u for all σ ∈ G. Let
y = TrM/L(u) = (e+ h)u
with h ∈ m(ν∗)s . We have that y is an element of L = Ks, and e+ h is a unit in Vν (since
k′ has characteristic zero). Thus ν(u) = ν(y) ∈ Φν . From the expression
u =
∑
gσ(τσy
σ)
of (45), we have that inν(u) = inν(g0) ∈ grν(Rs1), completing the proof of Proposition 1.6,
since grν(S
s
1)
∼= grν∗(S1) and grν(Rs1) ∼= grν(Rs) by equation (40), as R1 dominates R3.
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