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Abstract— We propose in this paper an algorithm for available bandwidth estimation in mobile ad hoc networks and 
its integration into a conventional routing protocol like AODV for improving the rate-adaptive video streaming. We have 
introduced in our approach a local estimation of the available bandwidth as well as a prediction of the consumed 
bandwidth. This information allows video application to adjust its transmission rate avoiding network congestion. We 
conducted a performance evaluation of our solution through simulation experiments using two network scenarios. In the 
simulation study, transmission of video streams encoded with the H.264/MPEG-4 advanced video coding standard was 
evaluated. The results reveal performance improvements in terms of packet loss, delay and PSNR. 
 
Keywords— Mobile ad hoc networks, available bandwidth estimation, video streaming, multi-bitrate 
video technique.  
I. INTRODUCTION 
Mobile Ad  hoc  Network  (MANET) is a type of wireless network where mobile  nodes  or  terminals  
can communicate  one  another  without  any  centralized  administrator nor wired infrastructure.  As the 
result of these infrastructure-less and easy-to-deploy characteristics, MANETs are very versatile and suitable 
to be used in many scenarios such as in battle zones and remote areas. Furthermore, recent advancements in 
the capabilities of mobile devices have led a rapid growth of the amount of multimedia traffic over MANETs. 
After several years of work on MANETs, this kind of networks are taking on new relevance due to they are 
very promising for many emerging scenarios and applications, including the networking platform for Internet 
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communications [1]. Furthermore, recently a great interest has been focused on multimedia streaming over ah 
doc networks, as evidenced in references [2–7]. 
However, there are many challenges for providing satisfactory levels of quality-of-service (QoS) to end users, 
such as bandwidth-constrained, variable capacity links and energy-constrained operation. Additionally, as a 
consequence of the shared condition of the wireless channel as well as the dynamic network topology due to 
the mobility of the nodes, the transmission of time-sensitive data (e.g. video packets) is made more difficult 
[8]. Among multiple  QoS parameters (e.g. delay, packet loss rate, and jitter) the available bandwidth is a very  
important parameter [9–11]. The estimation of the available bandwidth is one of the key strategies in order to 
improve the provision of network-adaptive video services over MANETs. However, an accurately estimation 
of the wireless link capacity is highly difficult as a consequence of the variable link conditions, which are 
caused by various factors such as mobility, fading, and interference. Although there are useful algorithms for 
available bandwidth estimation in wired networks, they assume the available bandwidth as the unused capacity 
of the tight link [12–14]. However, this is not an applicable concept to wireless ad hoc networks because of 
the unreliable and shared nature of the medium. 
We propose in this paper an algorithm for available bandwidth estimation in MANETs and its integration 
into a conventional routing protocol like AODV for improving the rate-adaptive video streaming. Our 
algorithm introduces an estimation method performed in two phases: one for the estimation of the available 
bandwidth in each node and the other for the prediction of the consumed bandwidth along a route of n hops 
taking into account the mutual interference. 
In order to demonstrate the usefulness of the proposed solution we performed a simulation study. We have 
used in our experiments a video encoded according to the H.264/AVC standard. The performance evaluation 
was carried out using a modified version of the well-known Evalvid-RA framework [15], which integrates the 
network simulator NS-2 with external tools for analysing H.264/AVC video transmission. Evalvid-RA 
supports rate-adaptive multimedia transfer based on trace-file generation of an MPEG video file. The 
experimental results show that the combined use of our bandwidth estimation method and AODV provides an 
efficient strategy where a video application can adapt its traffic rate to the available bandwidth decreasing 
network congestion and obtaining a better video quality in terms of PSNR. 
This paper is organized as follows. In Section 2 we provide an overview of the related works. Then, in 
Section 3 we briefly describe the impact of the share medium and the packet forwarding over the data rate in 
wireless ad hoc networks. Section 4 offers a more detailed explanation of our available bandwidth estimation 
method. Section 5 provides a description of the integration of our bandwidth estimation algorithm in AODV. 
In Section 6, we present the results of the performance evaluation of our approach and finally, we summarize 
our conclusions and discuss areas of future work in Section 7. 
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II. RELATED WORKS 
The shared nature of the wireless channel and interference between nodes make estimation of Available 
Bandwidth (BWav) in wireless ad hoc networks a challenging task. Few methods have been proposed so far 
to estimate the available bandwidth or the radio channel occupancy in ad hoc networks. In previous works, 
there are mainly three categories of approaches that could be adopted to the estimation of the available 
bandwidth in wireless ad hoc networks.   
The first category comprises measurement-based algorithms. For instance, the algorithms based on Probe 
Rate Models (PRM) and Probe Gap Models (PGM). While the PRM algorithms use trains of probe packets at 
increasing rates for estimating the available bandwidth [16], the PGM algorithms bases the estimation on the 
dispersion gap between two consecutive probing packet. In [17] authors offer a survey of some approaches 
based on PRM and PGM. The main weakness of these approaches, especially when they are used in mobile ad 
hoc environment, is that they add high traffic overload.  
A second category of approaches makes estimation of the available bandwidth using analytical models such 
as a Markov model [18, 19], an effective link model [20] or using Kalman filters [21, 22]. However, analytical 
models are highly topology-dependent and in a distributed and mobile scenario with a random topology, 
obtaining and maintaining the information required by an analytical model would be extremely difficult. For 
more details of the analytical techniques to improve the available bandwidth estimations, can be consulted the 
surveys published in [14, 23].  
A third category consists of calculation-based approaches. For example, the solution presented in [24], 
measures certain performance metrics, for example, local information about the used bandwidth, in order to 
evaluate the available bandwidth. This local information is usually broadcast via HELLO messages, which are 
a type of packets used for discovering local topology in many routing protocols. If these exchanges are not too 
frequent, this technique can be reasonably considered as non-intrusive. Other approaches [25, 26] use MAC 
layer information to determine available bandwidth and delay information. These approaches are based on the 
bandwidth estimation of a link in discrete time intervals by averaging the throughputs of the recent packets in 
the past time window and use it to estimate the bandwidth in the current time window. Obviously, this 
estimation may not be accurate because the channel condition may have changed. In [9] authors suggest a 
distributed estimation of the available bandwidth with the method of channel monitoring, collision estimating 
and backoff duration predicting. Nevertheless, as a result of the random appearance of the collision and backoff 
procedure, the channel monitoring cannot reflect the future status on the link. These shortcomings were 
improved in [27]. In this work, authors proposed a scheme for estimating available bandwidth in MANETs 
based upon collision probability, idle period synchronization and random waiting time. In this approach, the 
collision probability at each node is estimated using distributed Lagrange Interpolation polynomial before the 
actual transmission of data.  On the other hand, a frequent method for calculating the available bandwidth is 
based on estimating the minimum residual bandwidth among the intermediate nodes throughout the route [28, 
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29]. Nonetheless, this method is fundamentally inaccurate since the fact of measuring the utilization of the 
medium locally causes the self-interference of a flow at consecutive links and the simultaneous idle times of 
neighbour links to be ignored. 
III. BACKGROUND 
One of the limitations of wireless ad hoc networks is the achievable capacity due to the fact that nodes cannot 
simultaneously access the shared medium. More specifically, when a node is transmitting a packet, neighbour 
nodes within its Interference Range (IR), have to keep silent. This fact degrades the wireless data rate. Even 
more, when a transmission is established, the nodes must cooperate to forward the packets through the network, 
which means that the available throughput on each host is limited not only by the access channel, but also by 
the forwarding load.  
The results of the study published in [30] suggest that capacity along a route can be surprisingly low. As the 
number of hops increases, the maximum throughput of one flow substantially decreased due to the overhead 
of MAC layer and the mutual interference between packets of the same flow, also called “Intra-flow 
contention” [31]. Intra-flow contention occurs when nodes along a multihop route contend among themselves 
for channel access to forward packets belonging to the same flow. An example of the variation of the link 
capacity is shown in Figure 1. In this example, the wireless network has IEEE 802.11 as MAC protocol and 2 
Mbps of channel capacity. 
 
 
Fig. 1 Wireless link capacity as a function of the number of nodes along a route 
IV. BANDWIDTH ESTIMATION ALGORITHMS 
Our bandwidth estimation solution is based on a scheme of two different stages. In the first stage, each node 
calculates its available bandwidth (BWav), using only its local perception, in order to know the available end-
to-end bandwidth along the route. We assume that the available bandwidth in a node is defined as the maximum 
throughput that can be achieved by a node without disrupting any ongoing flow in the network. This 
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assumption is used in other works, such as [26] and [32]. However, not only the locally available resources 
must to be considered when analysing the required bandwidth for an incoming flow. Therefore, in the second 
stage we use an algorithm to predict the total amount of bandwidth that the new flow can consume (BWconsumed) 
along a route of n hops taking into account the Intra-flow contention. We cannot put this kind of potential 
interference into consideration while estimating the locally available bandwidth. Therefore, only is possible 
estimate it when a new flow starts the route discovery process. 
In next subsections, we provide a brief description about the algorithms used to estimate the Local Available 
Bandwidth (BWav) in each node and to predict the bandwidth to be consumed (BWconsumed) by the requesting 
flow. 
A. Estimation of local available bandwidth  
Our proposed algorithm for estimating local available bandwidth consists of two steps. In the first step, each 
node estimates its local available bandwidth and, in the second one, the nodes calculate a weighted average of 
the most recent values in order to obtain a final estimation of the local available bandwidth. 
In the first step, to estimate the local available bandwidth (remaining bandwidth) between two neighbour 
nodes we assume the following definition: 
Definition 1: The local available bandwidth between two nodes is defined as the maximum throughput that 
can be transmitted between these two nodes without negatively affecting any ongoing flow in the network 
(permissible throughput). 
The Definition 1 should not be confused with the classical definition that considers the available bandwidth 
as the unused capacity of the link. The problem of the estimation of the local available bandwidth can be, 
therefore, re-formulated as the determination of the maximum throughput that can be used for the data 
transmission between two nodes in the current time. This assumption is used in other works [24], [26] and 
[33].  
In our approach, a given node can estimate its permissible throughput to each neighbour by the Equation 1. 
Where S is the size (in terms of bits) of the packet sent from the node to its neighbour. Ts is the time-stamp 











Fig. 2 Transmission of a single packet in IEEE 802.11 DCF MAC protocol 
Several methods have been proposed in order to measure the parameters of Equation 1. For example, In 
[28], authors propose to use a train of probe packets in order to observe the network performance. However, 
this technique introduces additional traffic into the network. Another method was used in [34] 
where parameters Ts, Tr and S were obtained by modifying the MAC layer. However, it requires that changes 
must be performed to the firmware of standard 802.11 hardware. We propose a different mechanism in the 
measurement of the parameters of the Equation 1. This allows for a more accurate estimation of the local 
available bandwidth as well as an implementation easier. In our approach, each node in the network can 
estimate the permissible throughput to its neighbours by using existing HELLO packets, which are used to 
discover neighbours in AODV. Our algorithm has two main advantages. First, it can be implemented in 
network layer, as opposed to firmware. Second, more overload to the network is avoided due to the use of the 
HELLO packets of AODV. 
The implementation of our algorithm can be explained with more details as follows. Let i be a node and j its 
neighbour. To estimate the permissible throughput at the node i, a HELLO packet is sent from node i to j. The 
time-stamp (Ts) when the packet is ready to be sent is recorded. When node j receives the HELLO packet, it 
sends back to node i a HELLOAck packet carrying the time-stamp Ts. Finally, the time-stamp Tr is recorded 
in node i when the HELLOAck packet is received. HELLOAck packet is an additional packet created in our 
implementation which allows the available bandwidth calculation to be more reliable since it does not depend 
of the throughput seen by only one packet. Our available bandwidth estimation, based on the exchange of 
HELLO and HELLOAck packets, includes the channel busy, the contention time, the MAC overhead and the 
current time used for data transmission. Therefore, in order to understand what our algorithm includes, the 
Equation 1 can be rewritten using the explicit form shown in Equation 2. This equation is expressed in terms 
of BWav according to the Definition 1. 
𝐵𝑊𝑎𝑣
=
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According to the Equation 2, the packets sent and received during the time interval Tr-Ts involve not only 
the HELLO packets, but also the MAC control packets (RTS, CTS and ACK). The period of time Tr-Ts takes 
into account the time used for transmitting HELLO and HELLOAck packets (THello, THelloAck), the queuing time 
TQ, collision avoidance phase time (SIFS, DIFS) TCA, the control overhead time (RTS, CTS) TOH and back-off 
time BT for R retransmissions.  
Our measurement mechanism captures the effect of channel contention, fading and interference errors. 
Since, if contention is high, Tr − Ts will increase, and therefore, the available bandwidth will decrease. This 
mechanism also captures the effect of physical errors because if the RTS or HELLO packets are affected by 
channel errors, they have to be re-transmitted. Thus, the interval Tr-Ts is increased and correspondingly the 
available bandwidth perceived by the node is decreased. 
The rate of the estimation of the local available bandwidth at each node is the interval of time ∆t, which 
corresponds to the period between HELLO messages. The accuracy of the bandwidth calculation depends on 
the value of ∆t. A small interval increases the precision of the estimation but increases the overhead. Therefore, 
there is a trade off between the duration of the interval and the bandwidth usage. However, ∆t should be small 
enough to allow fast reactions to change of the load and the topology. In addition, the periodic nature of the 
HELLO generation has the disadvantage that it increases the risk of simultaneous transmissions resulting in 
collisions. Therefore, we choose as HELLO interval (∆t) a random value between 1 and 1.5 seconds, which is 
the recommended value in [35]. This decreases the probability of simultaneous transmissions. 
In the second step of the estimation of the local available bandwidth, each node calculates a weighted average 
of the most recent values of the Local Available Bandwidth in order to obtain a stable and yet responsive 
system of estimation (Equation 4). 
𝐵?̂?𝑎𝑣(𝑡𝑖) = {
𝛼𝐵𝑊𝑎𝑣(𝑡𝑖) + (1 − 𝛼) × 𝐵𝑊𝑎𝑣̂ (𝑡𝑖 − 1),     𝑡 > 0
𝐵𝑊𝑎𝑣(𝑡𝑜),                                                        𝑡 = 0
 (4) 
 
Where BŴav(tI) is the new weighted average of the local available bandwidth, BWav(tI)  is the actual 
measurement of the local available bandwidth in the time period ti, BŴav(ti-1)  is the weighted average 
calculated in the previous time period ti-1, and BWav(to) represents the initial measurement of the local 
available bandwidth. We use  = 0.8, which were determined by a few empirical trials. This value of  allows 
the algorithm a fast reaction to changes of the network condition. 
In summary, in order to estimate the local available bandwidth in a given node we calculate the permissible 
throughput between this node and its neighbours in the current time, using exchange of HELLO packets. The 
measured throughput allows the node to infer the value of the available bandwidth at that node. Finally, in 
order to obtain a stable and yet responsive system of estimation, each node calculates a weighted average of 
the Local Available Bandwidth (BŴav). Results show that this method is the most conservative of all the 
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methods discussed and it gives the more accurate results. Figure 3 illustrates how to use the HELLO and 
HELLOAck packets in the estimation of the permissible throughput. 
 
Fig. 3 Bandwidth estimation using the Hello packets 
B. Prediction of the consumed bandwidth along the path 
The second stage of the bandwidth estimation method consists of estimating the consumed bandwidth along 
the path to check if all nodes along the route could support the bandwidth requested by the source. In order to 
calculate this consumed bandwidth, it is necessary to take into account the mutual interference between packets 
of the same flow. This sub-phase is executed only by the destination node when a new flow starts the route 
discovery process. 
Our method for calculating the intra-flow contention is based on the parameter called Contention Count (CC). 
The impact of the mutual contention between nodes has been studied in some works, for example in [36, 37]. 
The value of this parameter will help to calculate the consumed bandwidth for the route during a transmission. 
In our method, the interference range is assumed to be more than twice of the transmission range. It means that 
the nodes that are one hop or two hops away from the transmitter will get the interference and cannot use the 
channel. In other words, this method only considers the interference coming from nodes that are one hop and 
two hops away.  
The contention count is calculated as shown Equation 5 [36, 37]. 
CC=ℎ𝑟𝑒𝑞+ℎ𝑟𝑒𝑝 (5) 
The calculation of the hreq and hrep parameters must satisfy the next two conditions: 
i) if hreq > 2 then hreq = 2 
ii) if hrep > 3 then hrep = 3 
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The hreq and hrep parameters mean the number of hops from one node to the source and destination nodes, 
respectively. They can be directly obtained from the Hop Count field of the RREQ and RREP packets of 
AODV. 
Figure 4 shows an example in order to explain the calculation of CC in a clear way. In the example, we 
assume that there is a flow intended to be sent from node 1 to node 6. Taking the node 3, hreq is 2 and hrep is 3, 
then CC = 2 + 3 = 5 according to the Equation 5. Figure 4 shows how each node calculates its CC parameter. 
Irn means that the node is in the interference range of node n that is transmitting. Similarly, Trn means that 
the node is in the interference range of node n that is transmitting. For example, when node 3 is transmitting 
packets to node 4, node 1, 2 and 5 will get the interference and the channel for these nodes should be set as 
busy since they share channel with node 3. We show how the maximum CC value is obtained in the node 3, 
which causes a bandwidth bottleneck at that node. In Figure 4 we can see that for a route with 5 or more hops 
the CCmax has a fixed value of 5 and for routes with less than 5 hops, CCmax is equal to the number of hops. 
 
Fig. 4 Example of Intra-flow contention calculation 
After estimating CCmax, destination node could calculate the consumed bandwidth as shown in the Equation 
6. Where reqBW is the bandwidth requested by the source node, CCmax indicates the maximum value of the 
contention count in the route and BWconsumed means the consumed bandwidth expected along the route if a 
flow is transmitted through path with data rate equal to reqBW. 
𝐵𝑊𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 = 𝐶𝐶𝑚𝑎𝑥 × 𝑟𝑒𝑞𝐵𝑊 (6) 
In next section, we explain how our bandwidth estimation algorithm can be used for improving the route 
discovery process of a routing protocol like AODV. 
V. ENHANCED ROUTE DISCOVERY BASED ON ESTIMATION OF THE AVAILABLE 
BANDWIDTH 
The route discovery process is executed when a source node requested a route to a destination node with 
specific bandwidth requirements. Therefore, it broadcasts a RREQ packet to its neighbour nodes. When a node 
receives a RREQ packet, it is rebroadcasted. This process continues until the RREQ packet reaches the 
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destination node. In AODV, a RREP packet can be created by the destination node or an intermediate node 
with a “fresh enough” route to the destination. However, only the destination will be able to send the route 
reply packet (RREP) in our approach. This will ensure that all nodes in the selected route satisfy the bandwidth 
constraints. When the destination node receives a RREQ packet, it calculates the CCmax and the BWconsumed 
according to the Equation 5 and Equation 6 respectively. Subsequently, the destination node compares the 
BWconsumed with the last value of its local available bandwidth (BŴav), which has been calculated using the 
Equation 4. If BWconsumed is less than BŴav in the destination node, it informs the source node that the 
transmission rate must be equal to the requested bandwidth (reqBW). Otherwise, if the BŴav in the destination 
node is less than the value of BWconsumed, the source must adjust its transmission rate to BŴav CCmax⁄ . Finally, 
the RREP will be transmitted to the source with a modified header that includes the minimum value between 
requested bandwidth by the source (reqBW) and the maximum bandwidth that all nodes along the route could 
support taking into account the intra-flow contention, (i.e. BŴav CCmax⁄ ). Once an intermediate node receives 
the RREP packet, it compares its local available bandwidth with the bandwidth indicated in the RREP. If its 
local available bandwidth is lower, it updates the min-bandwidth field in RREP, using its available bandwidth. 
Otherwise, the node forwards the RREP. This procedure will ensure that the source knows the minimum 
bandwidth along the path, which will be the maximum rate that it may transmit.As an example, let us consider 
the wireless ad hoc network described in Figure 5, where the available bandwidth (in Kbps) of each link is 
known. We assume that the source node requests to send data with a rate of 120 Kbps (reqBW) to node 6. In 
this case, the CCmax calculated will be 5 and therefore the value of BWconsumed will be 600 Kbps (i.e. 
120 Kbps x 5) according to Equation 6. Assuming that the local available bandwidth (BŴav) in the node 6 is 
400 Kbps, we can see that the consumed bandwidth (BWconsumed) is higher than the BŴav.  
 
Fig. 5 Example of wireless ad hoc network with the available bandwidth of each link 
This means that if the source node transmits to 120 Kbps the destination could not support such rate. 
Therefore, the destination calculates a new rate according to its local available bandwidth. Then the destination 
node notifies the source that the transmission rate must be 80 Kbps (BŴav CCmax⁄ =400 Kbps/5). 
VI. SIMULATIONS AND PERFORMANCE EVALUATION 
In this section, we evaluate the performance of our approach and compare it with the well-known AODV 
protocol, which does not include bandwidth estimation algorithms. We plot the performance of AODV in the 
graphs in order to emphasize the performance improvements regarding the typical routing protocols. In 
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addition, the bandwidth estimation algorithm included in the QAODV protocol [29] is evaluated. We take 
QAODV for performance comparison with our approach, because it is the closest protocol to our modified 
AODV version. 
The objective of our simulation study is twofold. First, to evaluate the performance of our approach. And 
second, to demonstrate the effectiveness of our proposed protocol in a video transmission over MANETs. 
A. The Simulation Environment 
Network Simulator 2 (NS-2) has been used to test the performance of our solution. NS-2 contains the 
IEEE802.11 protocol in the MAC layer working in the distributed coordination function (DCF) mode with a 
channel data rate of 2 Mbps. The radio propagation model is Two Ray Ground and queue type is Drop Tail 
with maximum length of 50 packets. The transmission range and interference range are 250 m and 550 m 
respectively. 
In order to simulate H264/AVC video transmission using NS-2, we have used a modified version of the 
Evalvid-RA framework [15], which is well-accepted for evaluation of the quality of video transmitted over a 
real or simulated communication network. Evalvid-RA supports rate-adaptive multimedia transfer based on 
trace-file generation of an MPEG video file. The traffic flow used in our simulations consists of a video stream, 
which has been created by concatenating some well-known test sequences such as mobile, paris, foreman and 
akiyo [38] (See Figure 6). The resulting video has 3607 frames and it is encoded at 15 frames per second (fps) 
with a resolution of 352x288 pixels (CIF, Common Intermediate Format).  
 
Fig. 6 Screenshots of the test sequences used in the simulations 
As shown in Figure 7, we generated ten different versions of the original video sequence each with different 
bitrates (from 100 Kbps to 1 Mbps). The ten video streams were generated using different encoding parameters, 




Fig. 7 Simulation methodology: multi bit-rate video technique using H.264/AVC 
Our simulation methodology allows source node to keep multiple bitrate versions of the video sequence 
stream the content to a destination node with a bit rate that closely matches the available bandwidth 
estimated by our algorithm (see Figure 7). After simulation, received video was used to calculate the PSNR 
(Peak Signal-to-Noise Ratio) for each frame. 
In addition to the video flow, five CBR (Constant Bit Rate) flows over UDP of 10 Kbps each were 
introduced randomly as background traffic in the network. In order to evaluate the quality of the transmitted 
video we have done several measurements and calculations (involving network and video metrics) such as 
throughput, packet delivery ratio, delay and PSNR, which are parameters related to the objective quality of 
the reconstructed videos. 
We have used two simulation scenarios. The first scenario is used to provide a clear exposition of the 
operation of solution. The second scenario is a more realistic scenario of 30 mobile nodes. For each type of 
scenario, we run the simulation for 15 times (with random scenarios with different seeds) to take average 
values in the measured performance metrics. The results are obtained with a confidence level of 95 %. In 
figures, our approach is denoted as AODV with Bandwidth Estimation (BWE+AODV). 
B. Simulation results 
1) Scenario 1: static linear topology with variable length 
The first scenario is illustrated in Figure 8 and consists of a variable number of nodes placed in a linear 




Fig. 8 First scenario: static linear topology with variable length. The transmission and interference range for node 2 are 
shown 
Node 1 is the video source and the last node in the chain is the traffic sink. In this scenario, the performance 
of our solution was tested as function of the number of hops on the path. Initially the source requested a 
transmission rate of 0.35 Mbps, which be maintained constant when AODV and QAODV are used but can be 
changed by the source when our approach is used because of the adaptive feedback scheme. 
As observed in Fig. 9, total network throughput obtained with our approach is very close to throughput 
achieved with AODV. However, using AODV the source does not know the available bandwidth and injects 
packets to the network with data rate equal to the requested rate (0.35 Mbps) by the video application. This 
transmission rate can be efficiently supported by routes composed of up to three nodes, but not by routes 
consisting of more than three nodes. As a consequence of this fact, data packets cannot be efficiently forwarded 
along the path and, therefore, the network congestion and packet loss are increased significantly. On the other 
hand, when our solution is used in the network, source node adjusts its data rate to the maximum rate that the 
route can support. This implies that in routes with several hops, the transmission rate is lower than the one 
configured by the source when AODV is used. Therefore, the packet loss (Fig. 10) and delay (Fig. 11) are 
significantly reduced without sacrificing the throughput achieved in the destination node. This fact provides 
better conditions to video streaming applications as discussed later. 
 




Fig. 10 Packet Loss as a function of the route length 
Regarding QAODV, its admission control system only accepts the traffic flow of 0.35 Mbps when the 
number of hops between source and destination is less than 4. In these cases, QAODV presents a similar 
behavior to AODV in terms of throughput, delay and packet loss. In the figures, we add the label “rejected” 
on the curves of QAODV in order to denote that the traffic flow is rejected by the admission control system 
when the route cannot support the requirements of the flow. 
 
Fig. 11 Average end-to-end as a function of the route length 
Concerning video transmission, Figure 12 shows the average PSNR obtained during the network simulation. 
Initially, the three protocols send video packets to a same rate of 0.35Mbps. This transmission rate can be 
supported by a route of up to 4 nodes. Therefore, the PSNR obtained by the three approaches is very similar 
during this simulation segment. However, for routes with five or more nodes, the data rate of 0.35 Mbps 
cannot supported by network. As available bandwidth decreases, due to the number of nodes increases, the 
PSNR values decrease for the three protocols. In the case of our approach, this reduction is mainly caused by 
bit-rate adaptation performed by the video application, which sends video packets a lower bit rate. 
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Figure 12 clearly shows that our approach provides the highest video quality. When the route has five nodes, 
our solution sends video packets to a rate of 0.3 Mbps and the average PSNR obtained is of 30 dB (an 
improvement of 7 dB and 4 dB in relation with AODV and QAODV, respectively). When the route has six 
hops o more, the available bandwidth remains constant and the quality of the received video is improved in 11 
dB in relation with AODV. 
 
Fig. 12 Average PSNR as a function of the route length 
2) Scenario 2: mobile topology 
In this simulation scenario, 30 nodes move in a 1000m x 1000m area according to the random waypoint 
model with pause time set to 5 s. The nodes move toward a random destination using a speed between 0.1 – 2 
m/s. A random source-destination pair sends video packets using a request rate between 0.1 and 1.0 Mbps. In 
this network scenario, the transmission rate requested by source node is variable from 0.1 to 1 Mbps. 
Figures 13, 14 and 15 show the results of our simulations in which the packet loss, average end-to-end delay 
and throughput are plotted versus the requested rate by source node. In figures, the evaluation results of our 
approach are denoted as BWE+AODV. 
 




Fig. 14 Average end-to-end delay with variable requested rate 
Figure 14 shows that the average end to end delay using our approach is always below 70 ms, whereas, the 
end-to-end delay of AODV is significantly increased when the transmission rate increases from 500 Kbps to 
1000 Kbps. With AODV, the maximum average end-to-end delay reaches 300 ms at 1000 Kbps, about 4 
times higher than using our solution. Although QAODV shows a delay lower than AODV, only can support 
traffic flows below 0.5 Mbps in this scenario. 
As seen in Figure 15 the total network throughput achieved with BWE+AODV is very close to throughput 
achieved using AODV. Although there is a degradation of the BWE+AODV performance in scenarios with 
high mobility (compared with static scenarios) since the nodes need a higher time for exchanging information 
about the network status, our proposal still shows better performance than the other alternatives. 
 
Fig. 15 Throughput with variable requested rate 
Figure 16 shows how the average PSNR drastically diminishes (using AODV) when the route cannot support 
efficiently the data rate requested by the source. On the contrary, using our proposal the application can 
appropriately adjust its transmission rate according to bandwidth estimation. Therefore, the quality of the video 
is not degraded compared to the achieved level with the maximum rate that the path can provide (0.5Mbps). 
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As seen in Figure 16, to values above 0.5Mbps, the PSNR is very close to 30 dB in the case of BWE+AODV 
while using AODV it decreases to reach 18 dB (about 12 dB of difference) in the worst case. In general terms, 
we can say that the effective estimation of the available bandwidth of BWE-AODV helps avoid or reduce the 
congestion in MANETs, which provide better conditions to video streaming applications. 
 
Fig. 16 Average PSNR with variable requested rate 
VII. CONCLUSIONS 
An algorithm for estimating the available bandwidth in MANETs is proposed in this paper. Our algorithm 
includes a local estimation of the available bandwidth in each node of the network as well as a prediction of 
the bandwidth consumed by a data flow when it is transmitted through a path. We have integrated our 
estimation algorithm in the AODV routing protocol in order to improve the rate-adaptive video streaming over 
mobile ad hoc networks. This integration provides a suitable system for supporting an adaptive strategy where 
video source can adapt its data rate avoiding network congestion and achieving a significantly improvement 
in the quality of the transmitted video. 
Moreover, we conducted a performance evaluation of our proposal with other routing protocols, like AODV 
and QAODV. Experimental results show that our solution can avoid network congestion and provide an 
efficient solution adaptive video transmission over MANETs.  
In terms of video transmission, the obtained results prove that our solution makes a more efficient use of the 
available bandwidth since it provides feedback to the traffic source about the available bandwidth to 
appropriately adjust the transmission rate. When this adaptive procedure is not performed, the packet delay is 
significantly increased and a large percentage of packets are dropped, which is much worse than sending video 
with a lower bit rate. 
As future works, we plan to perform experiments using bandwidth estimation algorithm and different 
adaptive streaming techniques. Particularly, our future work includes the development of a video evaluation 
framework that integrates available bandwidth estimation with an adaptive rate controller using Scalable High 
18 
 
Efficiency Video Coding (H.265/SHVC) [39] and the MPEG-DASH (Dynamic Adaptive Streaming over 
HTTP) [40] technique.  
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