Abstract-Noncoding RNAs (ncRNAs) are RNA molecules that function without being translated into proteins. Systematic research on ncRNAs has shown that there exist many ncRNAs that are actively involved in various biological processes, playing key roles in controlling them. As the annotation of ncRNAs is still at an early stage, developing efficient computational tools for finding ncRNAs is of great importance. One effective way for finding new ncRNAs is to look for new RNAs that resemble the RNAs that have already been identified. Recently, a new model called the profile context-sensitive HMM (profile-csHMM) has been proposed, and it has been shown that they can provide a convenient framework for finding RNA homologues. In this paper, we give a brief review of profile-csHMMs and their application in RNA similarity search. We also introduce a number of recent advances related to profile-csHMMs and profile-csHMM based search.
I. INTRODUCTION
Noncoding RNAs (ncRNAs) are RNA molecules that function without being translated intro proteins. Systematic research on ncRNAs has revealed that there exist many ncRNAs that actively participate in various biological processes, playing crucial roles in them [3] , [7] , [10] . Although examples such as the transfer RNAs (tRNAs) and ribosomal RNAs (rRNAs) have been known for a long time, recent studies have revealed that the number and variety of ncRNAs as well as the extent of their roles are much larger than it was previously thought.
Unlike protein-coding genes, the annotation of ncRNAs is still at an early stage. Considering the enormous amount of sequence data that is available these days, we definitely need efficient computational methods that can expedite the annotation process. One effective way for identifying new ncRNAs is to search the database and look for RNAs that resemble known ncRNAs. Let us assume that we have a set of related RNAs that belong to the same functional family. Based on these RNAs, we can build a statistical model that closely represents them, and then use it to find new RNAs that look similar to them. This approach is typically referred as the RNA similarity search or RNA homology search [16] .
As many ncRNAs have well-conserved secondary structures, it is important to take this structural information into account when looking for similar ncRNAs. Therefore, we need a statistical model that can represent various RNA secondary structures to perform an effective search. For this purpose, we can use the profile context-sensitive HMMs (profile-csHMMs) that have been recently proposed [15] , [19] . It has been shown that profile-csHMMs can provide a convenient framework for performing RNA similarity search and building RNA sequence analysis tools [19] .
In this paper, we provide a tutorial review of profilecsHMMs and their application in RNA similarity search. We also briefly cover a number of recent advances related to profile-csHMMs and profile-csHMM based search. The paper is organized as follows. In Sec. II, we give a brief review of RNA secondary structures and statistical models for representing and analyzing RNAs. In Sec. III, we review the concept of profile-csHMMs and show how they can be constructed from a multiple alignment of RNAs. In Sec. IV, we explain how profile-csHMMs can be used in RNA similarity search. Sec. V introduces two methods that can be employed to make profile-csHMM based searches faster. We conclude the paper in Sec. VI.
II. RNA SECONDARY STRUCTURE
RNA is a nucleic acid that consists of a string of four types of nucleotides. The nucleotides are typically denoted by A, C, G, and U, which stand for adenine, cytosine, guanine, and uracil, respectively. Uracil is chemically similar to thymine (T) in DNA, and T is replaced by U when a DNA is transcribed into an RNA. A-U and C-G can form hydrogen-bonded basepairs, called the Watson-Crick base-pairs. Noncanonical basepairs are also observed, where the most common noncanonical pair is the G-U wobble base-pair. Bases that can form a basepair are typically said to be complementary to each other. Unlike DNA molecules that exist in double-stranded forms (called the DNA double helix), RNAs are generally singlestranded.
In many cases, the interactions between the complementary bases in a ncRNA make the molecule fold onto itself, forming a number of stacked base-pairs. This two-dimensional folding structure is typically called the RNA secondary structure, while the one-dimensional nucleotide sequence before folding is referred as the primary sequence. Fig. 1 shows two examples of RNA secondary structures. The RNA shown in Fig. 1(a) forms three base-pairs after folding. The stacked base-pairs are called a stem and the unpaired bases bounded by the basepairs are called a loop. For this reason, the structure shown in Fig. 1(a) is called a stem-loop structure, or a hairpin structure, due to its shape. Long ncRNAs consist of multiple stem-loops resulting in a more complex structure. In most cases, the basepairs in an RNA secondary structure occur in a nested manner. For convenience, let us denote a base-pair between positions i and j (i < j) as (i, j). We say that two base-pairs (i, j) and (m, n) are nested, if they satisfy either i < m < n < j or m < i < j < n. Unlike the RNA in Fig. 1(a) , where all the base-pairs occur in a nested manner, the RNA shown in Fig. 1(b) has crossing base-pairs. We say that two basepairs (i, j) and (m, n) are crossing, if they satisfy either i < m < j < n or m < i < n < j. RNAs with crossing basepairs are called pseudoknots. Although RNA pseudoknots are not as common as RNAs with only nested base-pairs, there exist many ncRNAs that have pseudoknots [5] , [11] .
It has been observed that the secondary structure of a ncRNA often plays a crucial role in carrying out its function. As a result, RNAs in a same family have similar secondary structures as well similar primary sequences. For some RNA families, this structural similarity can be even higher that the sequence similarity. For this reason, it is important to consider both the structural similarity as well as the sequence similarity when performing an RNA similarity search. In fact, it has been observed that a scoring scheme 1 that can reasonably combine contributions from structural and sequence similarities can significantly enhance the discriminative power of the search compared to a sequence-based search [4] , [16] . Therefore, in order to implement an effective scoring scheme for comparing RNAs, we need a statistical model that can faithfully represent the sequence and structure of an RNA at the same time. As we can see in Fig. 1 , the secondary structure gives rise to correlations between distant bases in the primary sequence of the RNA. This implies that we need a statistical model that can describe such base correlations in order to handle RNAs.
Until now, a number of statistical models have been proposed that can be used for representing RNA secondary structures and implementing scoring schemes that combine sequence similarity and structural similarity [2] , [6] , [9] . However, these models can handle only a limited class of RNA secondary structures. For example, the stochastic context-free grammars 2 (SCFGs) [1] and the PHMMTSs (pair hidden Markov models on tree structures) [9] cannot handle RNAs with pseudoknots. This can be potentially a serious limitation, since there exist a number of RNAs with functionally important pseudoknots [5] , [11] . PSTAGs (pair stochastic tree adjoining grammars) [6] , which are a more recent development, can handle many known pseudoknots, but not all of them. Instead of using these models, we can use the profilecsHMMs [15] , [19] . Unlike the previous models, profilecsHMMs can handle RNAs with any kind of base-pairs, including pseudoknots.
III. PROFILE CONTEXT-SENSITIVE HMM
The profile-csHMM is a specific kind of context-sensitive HMM (csHMM) [14] with a linear repetitive structure. Context-sensitive HMMs are extensions of conventional HMMs, where the emission and transition probabilities of certain future states depend on emissions that were previously made at corresponding past states. This context-sensitivity greatly increases the descriptive capability of the model, making csHMMs (and especially, profile-csHMMs) useful for representing RNAs with various secondary structures.
The structure of profile-csHMMs is similar to that of conventional profile-HMMs, where they repetitively use three kinds of states: match states M k , insert states I k , and delete states D k . In the following, we show how profile-csHMMs can be constructed and how they work.
A. Constructing an ungapped model
Let us assume that we are given a multiple sequence alignment of RNAs that belong to the same family. Given such an alignment, we first construct an ungapped model that consists of match states alone, where M k represents the k-th base in the consensus RNA sequence. Therefore, the number of match states in the profile-csHMM will be identical to the length of the consensus RNA that was used to construct the model. Each M k has its own set of emission probabilities, which reflects the relative occurence of the four bases at the k-th position.
The main difference between a conventional profile-HMM and a profile-csHMM is that a profile-csHMM can use three 
base-pair different types of match states, namely, single-emission match states, pairwise-emission match states, and context-sensitive match states. To represent unpaired bases, we use singleemission match states. In order to represent a base-pair, we use a pairwise-emission match state and a corresponding contextsensitive match state to describe the correlation between the two bases.
As an example, let us consider the alignment in Fig. 2(a) . We need five match states to represent the sequence, as there are five bases in the consensus RNA sequence. Now, we can see that the RNA in Fig. 2(a) has two crossing base-pairs. We first represent the base-pair between the first and the fourth bases by using a pairwise-emission state for M 1 and the corresponding context-sensitive state for M 4 . Similarly, we use another pairwise-emission state for M 2 and the corresponding context-sensitive state for M 5 . As the third base is unpaired, it is not correlated to any other base. Therefore, we simply use a single-emission state for M 3 . By interconnecting the match states, we can obtain an ungapped profile-csHMM as shown in Fig. 2(b) . The ungapped model serves as the "backbone" of the final profile-csHMM, and it can represent RNA sequences that match the consensus RNA sequence without any gap.
B. Insertions and deletions
Once the ungapped model has been constructed, we can add insert states I k and delete states D k to construct the full profile-csHMM. Firstly, the insert state I k is used to model insertions between the positions k and k + 1 in the original consensus RNA sequence. As an inserted base is not correlated with other bases, we use a single-emission state for I k . Secondly, the delete state D k is used to describe the deletion of the k-th symbol in the original RNA. As the delete states represent the bases that are missing, these states are non-emitting states, which are simply used as place-holders that interconnect other states. Fig. 2(c) shows the complete profile-csHMM that is constructed based on the RNA sequence alignment shown in Fig. 2(a) .
C. Descriptive power of profile-csHMMs
As demonstrated in the previous example, profile-csHMMs provide a simple and intuitive way of representing RNA families with various secondary structures. Profile-csHMMs can represent any kind of base-pair correlations by properly arranging the pairwise-emission match states and the contextsensitive match states [15] , [19] . As a result, profile-csHMMs can represent any kind of secondary structures, including those with pseudoknots. This generality is an important advantage over other models, such as SCFGs [1] , PHMMTSs [9] , and PSTAGs [6] .
IV. FINDING SIMILAR RNAS
After constructing a profile-csHMM that represents the RNA family at hand, we can use this model to search the database for finding new RNAs that look similar to the given RNA family. Let us assume that we have a target RNA in a database, and we want to find out how much it resembles the reference RNA family. How can we compute the similarity score between the target and reference RNAs? One good solution would be to compute the maximum observation probability of the target RNA based on the profile-csHMM that represents the reference RNA family. Note that there can be many different state sequences (typically called paths) in the profile-csHMM that can generate the same symbol sequence, although different paths may have different probabilities. In order to compute the maximum probability of an observed symbol sequence (the target RNA), we have to find the optimal path that maximizes the observation probability. This can be viewed as finding the best alignment between the observed symbol sequence and the given model. For this reason, the problem of finding the optimal state sequence is typically referred as the optimal alignment problem.
Finding the optimal path by simply comparing all possible paths is practically infeasible, as the number of paths increases exponentially with the length of the observed sequence. Therefore, we need an efficient algorithm that can find the optimal path in a systematic manner. For traditional HMMs (and profile-HMMs), we can use the Viterbi algorithm [12] , and for SCFGs, we can utilize the CYK (Cocke-Younger-Kasami) algorithm [1] . However, as profile-csHMMs can represent more complicated correlations than HMMs and SCFGs, we need D2   M2   D3   M3   D4   M4  M5   I2  I3  I4   D5  D1   M1   D2   M2   D3   M3   D4   M4  M5   I2  I3  I4   D5  D1   I1   M1   D2   M2   D3   M3   D4   M4  M5   I2  I3  I4   D5  D1   I1   M1   D2   M2   D3   M3   D4   M4  M5   I0  I2  I3  I4  I5   D5  D1   I1   M1   D2   M2   D3   M3   D4   M4  M5   I0  I2  I3  I4 Profile-csHMM Fig. 3 . Example of an adjoining order for the profile-csHMM in Fig. 2 (c) .
a more general algorithm for solving the optimal alignment problem of profile-csHMMs.
A. Sequential component adjoining algorithm
Although the Viterbi algorithm and the CYK algorithm cannot be directly used with profile-csHMMs, we can generalize these algorithms to handle profile-csHMMs. Recently, an efficient dynamic programming algorithm called the SCA (sequential component adjoining) algorithm [15] , [19] has been proposed for finding the optimal path in profile-csHMMs. The SCA algorithm makes the following important generalizations: 1) Instead of using a subsequence with a single interval, the SCA algorithm can define and use subsequences that consist of multiple nonoverlapping intervals.
2) Unlike the Viterbi algorithm that proceeds "left-to-right" or the CYK algorithm that proceeds "inside-to-outside", the SCA algorithm allows us to explicitly describe how the optimal subsequence of shorter subsequences can be extended and adjoined to find the optimal state sequence of longer subsequences. The specific order that describes how we should proceed to find the final optimal state sequence is called the adjoining order [19] , [20] . For example, Fig. 3 shows the adjoining order for the profile-csHMM shown in Fig. 2 (c) . At each step of the adjoining process, we find the optimal state sequence that corresponds to the portion of the profile-csHMM at the given step, as illustrated in Fig. 2 . By following these steps, we can ultimately find the optimal state sequence for the entire profile-csHMM. Detailed discussion on adjoining orders can be found in [19] and [20] .
Unlike the Viterbi algorithm and the CYK algorithm, the SCA algorithm has a variable computational complexity that depends on the adjoining order [19] . As the adjoining order is specified based on the correlation structure of the profilecsHMM, the computational cost of the SCA algorithm ultimately depends on the consensus secondary structure of the reference RNA. Table I shows the computational complexity 
of the SCA algorithm for various RNA secondary structures. L is the length of the observed sequence (target RNA) and M is the number of states in the profile-csHMM. Note that M is proportional to the length of the reference RNA. As we can see in Table I , the computational cost increases as the structure becomes more complex. For typical RNA pseudoknots, the computational cost for finding the optimal path and computing the maximum observation probability is O(L 4 M ). For RNA pseudoknots in the Rivas&Eddy class [8] , the complexity can be as high as O(L 6 ), and theoretically, the complexity can become even higher for RNAs with more complicated structures.
B. Optimizing the adjoining order
As mentioned in the previous section, the SCA algorithm has a variable computational complexity that depends on the adjoining order. However, the adjoining order is not unique, and for a given profile-csHMM, there typically exist many legitimate adjoining orders, where we can use any of these orders to find the unique optimal state sequence. 3 Although any properly defined adjoining order will find the optimal path, they may not necessarily have the same computational cost. Therefore, it is practically important to choose the "optimal" adjoining order that will minimize the computational cost for finding the optimal path. However, finding the optimal adjoining order can be quite difficult for profile-csHMMs that represent complex secondary structures, and we need an efficient method that can automatically find the optimal order for a given profile-csHMM. In fact, such an algorithm has been proposed in [20] , and it can be used to find the best order that minimizes the computational cost of the SCA algorithm. It was shown that using the optimal adjoining order can improve the alignment speed up to 3.6 times for RNA pseudoknots [20] .
C. Finding structural alignment of RNAs
Finding the optimal alignment between the reference RNA and the target RNA (whose structure is not yet known) gives us the probability of the target RNA, which can be used as a similarity score. Note that this score combines the contribution that comes from sequence similarity as well as the contribution from structural similarity. In addition to the similarity score, we can also predict the secondary structure of the target RNA based on this alignment [19] . Numerical experiments using several RNA families with pseudoknots obtained from the Rfam database [5] showed that profilecsHMMs could find highly accurate alignments at a relatively low computational cost. Table II summarizes the performance of profile-csHMMs [19] , [20] and that of PSTAGs [6] for comparison. These results have been obtained from crossvalidation experiments as described in [20] , using the optimal adjoining order. 4 The sensitivity (SN) and the specificity (SP) are computed by comparing the predicted base-pairs with the trusted base-pairs in the database, and they provide quantitative measures for evaluating the quality of the RNA alignments. Table II clearly shows that profile-csHMMs could find accurate alignments for all four RNA families that were used in the experiments. It should be noted that profile-csHMMs yielded good performance even for the FLAVI PK3 family, which has a complex secondary structure that cannot be handled by PSTAGs. Furthermore, using additional heuristics for minimizing the computational cost [19] , profile-csHMMs ran significantly faster than PSTAGs without sacrificing the prediction accuracy.
V. FAST RNA SEARCH USING PRESCREENING FILTERS
Although profile-csHMMs can find structural alignment of RNAs and compute their similarity scores reasonably fast, they are still too slow for scanning a large database, especially if the RNA of interest is long. In order to overcome this problem, two methods have been proposed to make profilecsHMM based searches faster [17] , [18] . This was inspired by the prescreening method proposed for expediting CM-based searches [13] . The basic idea of the prescreening method is to first scan the database using a simple prescreening filter. The prescreening filter is a simple statistical model (such as a HMM) that can quickly filter out the regions that are dissimilar and pass only the similar regions to the next stage. We use a full profile-csHMM in the second stage to investigate these regions further. Fig. 4 illustrates the basic idea of the prescreening method. If the prescreening filter runs much faster than the profile-csHMM, yet capable of filtering out most of the dissimilar regions, the overall speed of the search can be significantly improved.
There are many possible ways for implementing the prescreening filter. In the following, we review two different prescreening methods proposed in [17] and [18] .
A. Sequence-based prescreening
When carrying out an RNA similarity search, there will be many cases, where the target RNA is too different from the reference RNA in the sequence level that it cannot receive a high score even after considering the contribution that may come from structural similarity. As sequence similarity can be checked very easily using simple models, we do not have to use full profile-csHMMs for such RNAs. Based on this observation, a method has been proposed in [17] that uses conventional profile-HMMs as prescreening filters. It has been shown that the parameters of the profile-HMM prescreening filter can be chosen (based on the parameters of the profilecsHMM) such that there will be no loss in the prediction accuracy. Experimental results showed that the search speed could be improved up to eighty times using this method.
B. Structure-based prescreening
The main disadvantage of the sequence-based prescreening method is that it does not work well for RNA families whose members have low sequence similarity but reasonably high structural similarity. For such RNAs, the speed improvement using the method in [17] will be negligible. As these are the RNAs that we can benefit most by using a profile-csHMM based search, this can be indeed a serious disadvantage. In order to overcome this problem, a structure-based prescreening method has been proposed in [17] . This method constructs a matrix that reflects the consensus structure of the reference RNA, and uses this as a matched filter for finding RNAs with similar structures. This is illustrated in Fig. 5 , where we can see how the method works. Fig. 5(a) shows the base-pairing matrixP r of the reference RNA, which reflects the secondary structure of the RNA. AsP r is symmetric, we keep only the lower-triangular part to construct the matched filter matrix S (shown in Fig. 5(b) ). Given a target RNA with an unknown structure, we compute its base-pairing matrix for all possible base-pairs. Then we keep only its upper-triangular part and denote it asP t (see Fig. 5(c) ). Now, we can find out whether the target RNA has a similar structure as the reference RNA by finding the maximum overlap between the base-pairing matrices of the two RNAs. This can be done by computing the two-dimensional convolution Y =P t * S, and finding the largest element in Y. Let λ be the value of this largest element. This λ gives us the maximum number of base-pairs that the two RNAs have in common. So, the larger λ we have, the closer will be the structures of the reference and the target RNAs. Thefore, we can use this λ as a "structural similarity score". As we can construct the matched filter matrix S for any kind of RNA secondary structure, this method can be used for any kind of RNAs, also including pseudoknots. Despite this generality, the computational complexity of this method is relatively low, as it simply involves a two-dimensional discrete convolution. In fact, the complexity will be only O(L 2 N ), where L is the length of the target RNA and N is the number of base-pairs in the reference RNA.
In [18] , it was shown that this method could improve the search speed around 30∼50 times for two RNA families with pseudoknots. This method can also be used in combination with other sequence-based prescreening methods. We expect that the overall search speed will be improved even further by combining the methods in [17] and [18] .
VI. CONCLUDING REMARKS
In this paper, we reviewed the concept of profile-csHMMs and showed how they can be used in RNA similarity search. As shown throughout the paper, profile-csHMMs can conveniently represent RNAs with various secondary structures, and they provide a convenient framework for finding RNA homologues and building RNA sequence analysis tools. We also introduced a number of recent advances related to profilecsHMMs and profile-csHMM based search. Since the profilecsHMM is a recent invention, there exist many interesting theoretical and practical problems that need to be solved. For example, developing a more efficient prescreening method that can improve the search speed for general RNA families, the optimal parameterization of profile-csHMMs based on a small number of training sequences, and minimizing the memory requirement of the SCA algorithm are just a few examples of important topics for future research.
