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Statistics is the mathematical discipline that endeavours to gain insight into
various forms of data. In its most general form, we are given a collection
of data and we wish to draw some kind of useful conclusion from it. Often
we believe there is an underlying mechanism or concept of some kind and we
hope to discover it. Most often, we have some prior assumption on what this
mechanism might be or what the structure of the data is. This assumption is
most definitely always wrong, but may nevertheless be sufficiently close to the
truth to be of use.
Typically we capture our assumptions about the structure of the data using a
statistical model. This formally describes what we believe about this structure
in terms of a set of mathematical relations. Here there is a trade-off between
flexibility and usefulness. If we make very few assumptions, we end up guessing
randomly, which will not yield very sensible results. On the other hand, if
we assume too much, we constrain ourselves to a very limited set of data
structures. Given the inherent mismatch between any real world dataset and
the mathematical abstraction that tries to describe it, such a restriction leads to
models with very questionable applicability. We typically express the degree of
flexibility in the model using a parameter. A possible measure of the degree of
freedom permitted within the model is the dimension of the parameter, which
can be either finite (we speak of a parametric model) or infinite (we call this
non-parametric).
One of the aims of inferential statistics is then to estimate the value of such a
parameter from the data. When studying such an estimation method from a
theoretical perspective, we typically assume that we are given data that indeed
follows the assumed model, with a certain “true” value of the parameter. We
might then prove that the method works well in the sense that the estimator
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approaches the true parameter as the amount of data grows. However, this is
not very useful by itself: in practice we would like to gain some understanding
of how close the estimator is to the true parameter. This can be expressed
using a confidence set. This is a data dependent set that contains the true pa-
rameter with high probability. To make this precise, we require some statistical
formalism.
The main object of interest is the probability distribution. In a random experi-
ment, the distribution describes which outcomes are likely to occur and which
are not. It is a map that assigns probabilities to outcomes, or more gener-
ally to events: sets of outcomes. A statistical model P is then a collection of
probability distributions. Often we identify the elements of P with parameter
values θ in some parameter space Θ. This space might be (a subset of) the
Euclidean space Rk, or it might be some infinite-dimensional space, e.g. a space
of functions. We write
P = {Pθ : θ ∈ Θ}.
The assumption that there is a “true” value of the parameter means that there
is a θ0 ∈ Θ such that the observed data, which we will denote by Y , were
generated according to the distribution Pθ0 . A confidence set of level η ∈ (0, 1)
is then a random set in Θ that contains the true parameter θ0 with probability
at least equal to η, if the data were indeed generated according to Pθ0 . Hence
Cη is a confidence set if for all θ ∈ Θ we have
Pθ(θ ∈ Cη) ≥ η,
i.e. the coverage of the set is at least η. Confidence sets are useful since they
do not just provide you with a “guess” of the parameter value with unknown
reliability; they give a possible range of values and come with an indication of
accuracy. Ideally such a set Cη is as small as possible and the confidence η is
as large as possible, so that the set provides valuable information about the
location of the true parameter.
There is a large variety of techniques that can be employed in order to find
confidence sets for a given problem. In this thesis, we will consider several
methods to obtain confidence sets based on a Bayesian approach. Within the
Bayesian paradigm, the data are not assumed to be generated according to
a fixed distribution in the model, but the parameter θ is itself taken to be
random. That is to say, we do not believe in the existence of any fixed “true”
value of the parameter; instead, we use a probability distribution on the set
parameter values to represent what we believe to be true about the structure
of the data.
In other words, the parameter is a random variable ϑ that has a prior distri-
bution Π, which is a probability distribution on the set Θ. This distribution
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is chosen by the statistician and reflects her belief about the structure of the
data. Within this framework, Pθ is the distribution of the data given that
ϑ = θ. The Bayesian statistician is then interested in the posterior distribu-
tion: the distribution of the parameter ϑ given the data Y . If each distribution
in the model P admits a density pθ, the posterior distribution can be expressed
by Bayes’ rule, which states that for B ⊆ Θ we have







The posterior distribution can be seen as an updated version of the statistician’s
prior belief; we update the distribution on the parameter space so that it is a
better match for the data.
Once we have obtained a posterior distribution, an obvious strategy to con-
struct a confidence set presents itself: we might consider a set that has the
desired mass under the posterior. More precisely, we call Cη a credible set of
level η if
Π(ϑ ∈ Cη | Y ) ≥ η.
This is the Bayesian equivalent of a confidence set. Note that since the posterior
distribution depends on the data, the credible set will also be data-dependent.
Just as in the case of confidence sets, we would like to obtain credible sets that
are as small as possible.
We now have two contrasting approaches: the Bayesian idea where there is
no truth, and the frequentist approach that assumes the existence of a true
parameter value. Although there are many profound philosophical arguments
to be made about which approach is superior, the more pragmatic statistician
will combine elements from both paradigms. At this point, we might ask
whether credible sets obtained using the Bayesian approach might serve as
frequentist confidence sets.
In the case of a finite-dimensional parameter, the Bernstein-von Mises theo-
rem states that under certain regularity conditions, the posterior distribution
converges to a normal distribution as the number of observations grows. The
parameters of this normal distribution do not depend on the choice of prior.
As a corollary of this theorem, it can be seen that asymptotically credible sets
are indeed confidence sets. The situation is more interesting in the infinite-
dimensional setting, where this result generally does not hold, c.f. [Cox, 1993,
Freedman, 1999, Johnstone, 2010]. Throughout this work, we consider the
asymptotic behaviour of credible sets in this setting.
In particular, we consider a specific model with infinite-dimensional parameter:
the fixed design model. This model has widely been studied in the literature,
3
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e.g. [Kimeldorf and Wahba, 1970, van der Vaart and van Zanten, 2007, 2008,
Cox, 1993]. Here we observe
Yi,n = f(xi,n) + εi,n, i ∈ {1, . . . , n},
where the xi,n are fixed points in [0, 1], the εi,n are independent standard nor-
mal random variables and f : [0, 1] → R is the unknown parameter of interest.
Note that while we will usually consider the problem in this form, it is entirely
possible to use some arbitrary set X instead of [0, 1]. This is a relatively sim-
ple model, but nevertheless the problem of recovering information about the
unknown function is highly non-trivial and there are still many questions to
be answered about it, in particular with regards to the application of Bayesian
credible sets.
When studying the behaviour of such sets, we cannot expect to find meaning-
ful results for arbitrary functions f . Some kind of restriction or smoothness
assumption on f will be required. Throughout this thesis, various assumptions
will be considered. Depending on our approach, we will turn out to need both
local conditions such as Hölder continuity as well as more global results on the
behaviour of the coefficients in the function’s Fourier series expansion.
In this infinite-dimensional situation, the choice of prior is relevant. Through-
out, we will consider Gaussian priors and in particular (scaled) Brownian mo-
tion. The scaling of the Brownian motion will turn out to be very important
and much of this work is concerned with choosing the appropriate scaling for
a given class of functions, i.e. so that the credible set is honest: it works well
for the entire class at once (c.f. [Li, 1989]). In the first chapter, we take the
scaling to be fixed and study which choice is optimal for the class of functions
with a given Hölder smoothness. Here we limit ourselves to the problem of
constructing credible sets for a single value f(x), where x ∈ [0, 1] is fixed. The
objective here is to choose the scaling such that
(a) the obtained credible set is also a confidence set, i.e. it has at least
coverage η,
(b) the set is as small as possible under condition (a).
The main result here is that the credible set has favourable coverage asymp-
totically if the scaling is sufficiently large (i.e. the smoothness of the prior is
low relative to the function class considered). Taking the scaling as small as
possible within this range then gives a credible set of optimal size.
While this result is insightful, we can only obtain a confidence set of optimal
width if we know the precise smoothness of the unknown function f . In general,
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we want to apply the method over a larger class of functions and have it adapt
to the smoothness of the parameter function. We will consider two possible
approaches. One option is that we first estimate the optimal scaling from the
data and then plug this into our method. Alternatively, we might take a more
Bayesian approach and use another prior distribution for the scaling. These
approaches, which are known as empirical and hierarchical Bayes respectively,
are both considered in Chapter 2. In this chapter we construct credible sets





and show that these have coverage
one asymptotically for certain classes of functions. We assume here that the
functions satisfy a so-called polished tail condition, which roughly states that
the decay of the Fourier coefficients of the function should not be too irregular.
This condition is a discretised version of the one considered in [Szabó et al.,
2015].
This polished tail condition is a condition on the global behaviour of the func-
tion and allows us to obtain a useful credible set that gives information about
the behaviour of the entire function on points spread throughout the interval
[0, 1]. Nevertheless, when it comes to understanding the global behaviour of
the function, we much rather have a clear result that holds on the entire inter-
val: a credible band that gives a global region in which the function will lie with
high probability. In Chapter 3 we discuss a number of possible approaches to
this problem. We find that we require considerable restrictions on the class of
functions in order obtain a favourable result, since we now need both a form of
local condition as well as a global one. There is however a class of functions,
those itself generated by a Gaussian process, for which the method is seen to
work.
While the results in this dissertation are useful, there are still open questions.
We might want to find a method that adapts to the local Hölder smoothness of
the function to make a smaller credible band. Throughout there appears to be
a discrepancy between this local smoothness and the global conditions that are
required. An investigation of the richness of the class of functions that satisfy
both types of assumptions would be worthwhile.
Chapter 1 is a slightly modified version of [Sniekers and van der Vaart, 2014],
while Chapter 2 was adapted from [Sniekers and van der Vaart, 2015]. In
Chapter 1, we have since improved the permitted range of Hölder exponents
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1.1 Introduction and main result
We consider estimating the regression function f in the fixed design regression
problem, where we have data
Yi,n = f(xi,n) + εi,n, i ∈ {1, . . . , n}. (1.1)
Here (xi,n) is a known sequence of points in the interval [0, 1], and (εi,n) is a
sequence of unobservable i.i.d. standard normal random variables. We take a
nonparametric Bayesian approach, using a Gaussian process prior W = (Wt :
t ∈ [0, 1]) on f , and are interested in the resulting credible sets. These are
sets of prescribed posterior probability, which in the Bayesian paradigm are
used to quantify the remaining uncertainty of the statistical analysis. We
investigate the coverage of these sets when treating them as confidence sets in
the non-Bayesian setting. Specifically we focus on credible intervals for f(x),
the function f evaluated at a given point x, which can be derived from the
marginal posterior distribution of Wx.
As a prior for f we consider the distribution of a scaled Brownian motion.
Thus we are given a mean-zero Gaussian process W = (Wt : t ∈ [0, 1]) with
covariance function cov(Ws,Wt) = cn(s ∧ t), for given scale factors cn > 0.
We take this process to be independent of the sequence (εi,n). In the Bayesian
setup the observations are distributed according to the model
Yi,n =Wxi,n + εi,n.
Furthermore, the posterior distribution of f(x) is the conditional distribution
of Wx given Y1,n, . . . , Yn,n. In this Gaussian model the posterior distribution
1. Pointwise credible sets
is also Gaussian and hence is characterised by its posterior mean f̂n(x) =
E(Wx|Y1,n, . . . , Yn,n) and posterior variance σ2n = var(Wx|Y1,n, . . . , Yn,n). The
natural credible interval with level η for f(x) is the central interval
Cη =
(
f̂n(x)− σnζη, f̂n(x) + σnζη
)
,
where ζη is a standard normal quantile such that P (|Z| < ζη) = η for
Z ∼ N (0, 1). The coverage of this interval in the frequentist setting is the
probability Pf (f(x) ∈ Cη), where Pf refers to the distribution of Y1,n, . . . , Yn,n
in the original model (1.1), where a “true” f is given.
This model has been widely studied in the literature. In [Kimeldorf and Wahba,
1970], Kimeldorf and Wahba showed that the posterior mean is the solution to a
penalized smoothing problem. Rates of contraction of the posterior distribution
W | Y⃗n relative to the L2-metric were obtained in [van der Vaart and van
Zanten, 2007], [van der Vaart and van Zanten, 2008] and [van der Vaart and
van Zanten, 2011]. In this chapter we study the marginal posterior distribution
Wx | Y⃗n. The results on posterior mean and variance can be used to obtain
rates of contraction for this marginal posterior. Bayesian credible sets for
the function f in some infinite-dimensional space were considered in [Wahba,
1983], [Cox, 1993], [Leahu, 2011], [Knapik et al., 2011], but only in a heuristic
discussion and simulation study, without proofs, or only for the white noise
model. (Estimation of a smooth functional of f is a different problem, which
may be studied using Bernstein-von Mises theorems.) The present treatment
extends this to pointwise credible sets in the regression model. Scaling factors
cn in the variance were introduced in [van der Vaart and van Zanten, 2007]
with the purpose of adapting the prior to the smoothness of the underlying
regression function. These authors show that the rescaled Brownian motion
with cn = n(1−2α)/(1+2α) is a suitable prior for a true function f of Hölder
smoothness α, where α ∈ (0, 1]. In this chapter, we obtain a similar result in
the marginal setting for α ∈ (0, 2].
The prior W considered here takes the value W0 = 0 at the origin. This
could be remedied by adding an independent normal variable to W , but as we
consider the performance of the posterior distribution at fixed x > 0, this will
be irrelevant in the following.
The present model permits a fairly explicit solution. We will consider the case
where the design points are given by xi,n = i/n+ with n+ = n + 1/2. The
exact formulas cannot easily be extended to a more general choice of design
points. Furthermore, we take the scaling factors equal to cn = nβ+ for some
β ∈ (−1, 1).
Define Cα[0, 1] as the space of Hölder continuous functions with exponent α ∈
(0, 2]. The main result of the chapter is the following theorem.
10
1.1. Introduction and main result






• If α > ξβ, we have cfη → P (|U | < ζη) =: pη > η for all f ∈ Cα[0, 1],
where U ∼ N (0, 1/2).
• If α = ξβ, then for each p ∈ (0, pη] there exists f ∈ Cα[0, 1] such that
cfη → p.
• If α < ξβ, there exists f ∈ Cα[0, 1] such that cfη → 0.
In the first of the three cases the credible interval is a conservative confidence
set (i.e pη > η). Although it is wider than necessary for coverage, its width
shrinks to zero at the same order of magnitude as the frequentist confidence
interval based on the posterior mean, which would use the frequentist standard
deviation of the posterior mean, rather than the standard deviation of the
posterior distribution. This follows from the fact that pη is strictly smaller
than 1. As ξβ ↓ 0 as β ↑ 1, the range of α for which this favourable conclusion
holds can be made arbitrarily large by choice of β. However, we shall see that
σn ≍ n(β−1)/4.
Therefore using a large value of β will also increase the width of the credible
set, even by an order of magnitude.
In the third case the credible interval is too narrow to give positive coverage
for all functions of given Hölder smoothness. The standard deviation of the
posterior distribution is of smaller order than the bias of the posterior mean in
this case. This is due to oversmoothing of the true function by the prior, the
Bayesian way of choosing too large a bandwidth in a smoothing method.
Without scaling (i.e. β = 0) the cut-off between good and bad performance
of the credible sets is at ξ0 = 1/2. This can be viewed as the smoothness of
Brownian motion itself. In this case, functions of smoothness bigger than 12
yield credible sets with positive coverage, whereas functions that are rougher
than Brownian motion do not.
Inspection of the proof shows that the assumption f ∈ Cα[0, 1] can be relaxed
to Hölder continuity in an arbitrarily small neighbourhood of x.
In the next section, we gain insight into the posterior mean by analysing its
coefficients as an L2 projection. In the third section, we study the bias and
variance of the posterior mean as a frequentist estimator, as well as the posterior
variance. Combining these results, we arrive at our main theorem. Throughout,
we use A . B to mean A ≤ cB and A ≍ B to mean A . B and B . A.
11
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1.2 Understanding the posterior mean
In order to be able to analyse credible sets, we will need to know more about the
posterior mean f̂n(x) = E(Wx | Y1,n, . . . , Yn,n). Since conditional expectations
correspond to L2 projections, we may write
E(Wx | Y1,n, . . . , Yn,n) =
n∑
i=1
ani Yi,n = Y⃗
T
n a⃗n,
where the (ani ) are coefficients in R. Our aim in this section is to study the
asymptotic behaviour of these coefficients. We require the following technical
lemma:






4 + 1k for k ∈ R. Then λ+λ− = 1
and λ− ↑ 1 and λ+ ↓ 1 as k → ∞. Furthermore, for each γ ∈ R, there exists




Proof. Since log z ≥ 12 (z − 1) for z ∈ [1, 2], we have















In the following, we will use the rescaled index k = n+/cn = n1−β+ , since this
turns out to be computationally convenient. Note that we have cn = k
β
1−β .
We will study asymptotics of the sequence (ani ) in terms of k.
Let in = max{i : i/n+ < x}, the index i such that xi,n < x is closest to x.
The following theorem shows that coefficients ai, where i is far from in, tend
to zero exponentially fast. Specifically, applying the above lemma, it can be
seen that ani tends to zero exponentially fast if |i− in| ≫
√
k.




















for i ≥ in,
where An, Bn, Ãn, B̃n → 1. In particular, ani ≥ 0.
Proof. The coefficients ani satisfy the projection relations
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⟨
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which can be further simplified to

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ani−1 − ani−2, (1.3)
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in+2 = cn(x− xin,n). (1.4b)





































Using the first row, we have












from which we find
A = an1
1
k + 2− λ−
(λ+ − λ−)λ+
=: an1α, B = a
n
1
λ+ − 2− 1k
(λ+ − λ−)λ−
=: an1β.
Note that β = −α. Using (1.4a), we find




















































which has the same solution bni = Ãλi+ + B̃λi− for i ∈ {1, . . . , n− in}, where
Ã = bn1
1
k + 1− λ−
(λ+ − λ−)λ+
=: bn1 α̃, B̃ = b
n
1




1.2. Understanding the posterior mean
We apply (1.4b) to find
bn1 =
cn(x− xin,n) + bnn−in+1
α̃λn−in−1+
(




(2 + 1k )λ− − 1
)
=:
cn(x− xin,n) + bnn−in+1
D̃
.







− ). We substitute this in the above








− ) in (1.5).




















Our aim is to determine the asymptotic behaviour of bn1 and an1 . Note that
λ± → 1 and λ+ − λ− = 1√k
√
4 + 1k ∼
2√
k
, hence α ∼ 12
√
k, β ∼ − 12
√
k and
α̃ ∼ β̃ ∼ 12 . Furthermore, applying Lemma 1.2, we see that
D ∼ 12
√
kλin+ , D̃ ∼ 12λ
n−in
+ ,



















λ+ − (2 + 1k )λ+ + 1
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(2 + 1k )λ+ − 1
]2 − λ2+)+ · · · ∼ 12λn+.
From this we conclude bn1 ∼ 1√kλ
−(n−in)
+ . Additionally, we find
an1 =

























1. Pointwise credible sets
This theorem gives us insight into the behaviour of the coefficients (ani ). We
can further see that they asymptotically sum to one:


















ani = 1− kan1 .















Proof. Note that λt+(r − t+ 1)α ≥ λi+(r − i)α for t ∈ [i, i+ 1], hence
m∑
i=1
λi+(r − i)α ≤
∫ m+1
1








Similarly, since λt+(r − t− 1)α ≤ λi+(r − i)α for t ∈ [i− 1, i], we see that
m∑
i=1




1.3 Bias and posterior variance
In this section, we will study the bias and variance of the posterior distribution
using Theorem 1.3. In the proofs, we will encounter the coefficients A,B, Ã




λ−in+ An, B =
16





λ−in+ Bn, Ã = 12√kλ
−(n−in)
+ Ãn and B̃ = 12√kλ
−(n−in)
+ B̃n. For the most
part, we will ignore terms involving Bn and B̃n, since they are exponentially







, we can apply Lemma 1.2 to see that




To understand the behaviour of credible sets for this model, we will consider





Applying the above result, we obtain













λi+(x− xi,n)α + Ã
n−in∑
i=1



































This gives the desired result.
Using this specific result, we see that more generally we have













ani f(xi,n)− f(x) =: γn(f) + µ̃n(f).
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i . By Theorem 1.3, we have ani .
Aλ
n+(x−δn)
+ for i < n+(x−δn) and ani . (Ã+B̃)λ
n+(1−x−δn)


















which is exponentially small if ϵ < 11−β −
1
2 by Lemma 1.2. Finally, by Corol-








i ≈ 1 and hence for











ani |xi,n − x|α ≤
n∑
i=1
ani |xi,n − x|α = µn(gα),
where gα(t) = |t − x|α. The result now follows for α ∈ (0, 1) by applying
Corollary 1.6. For α ∈ [1, 2], we give a refinement of the characterisation of the



































λ± − 1 = λ2± by the characteristic equation. Hence the second









1 +O (e−kγ )
) = λn−2in−1+ (1 +O(e−kγ)).





























Using this, we see that we can bound
n∑
i=1
ani (xi,n − x) = A
in∑
i=1
λi+(xi,n − x) + Ã
n−in∑
i=1
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Now suppose that in ≤ n− in − 1 (the case n− in − 1 ≤ in is similar). Then













+ (xin+1,n − x) +
n−in−1∑
j=in+1












































i is exponentially small, we then also see that∑
|xi,n−x|≤δn a
n
i (xi,n − x) . 1n . Hence if f ∈ Cα where α = 1 + δ for some













f ′(ξi)− f ′(x)
)
(xi,n − x) + f ′(x)
∑
|xi,n−x|≤δn











ani |xi,n − x|1+δ +
1
n
. k( 12− 11−β )(1+δ) + 1
n
.




1−β )(1+δ) for all δ ∈ (0, 1). Note that the
result also holds for δ = 0 and δ = 1 (for δ = 1 we can repeat the application
of the mean value theorem above and obtain a second derivative). We see that
the result also follows for α ∈ [1, 2].
In order to derive results on the coverage, we will also need results on the
posterior variance and the variance of the posterior mean.




































1.3. Bias and posterior variance






































)2 | Y ].
Note that Wx − f̂n(x) is L2-orthogonal to Y , since f̂n(x) is the projection of
Wx onto Y . Since all quantities involved have multivariate mean-zero normal

























= s2n + t
2
n,
where the last equality defines s2n. To determine the behaviour of s2n, we require
the following result:








Then EΛ(s,m)2 ∼ 12
√
kλ2m+ .
Proof. We may write Ws −Wxi,n = (Ws −Wxm,n) +
∑m
j=i+1 Vj , where (Ws −
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Note that the condition |s−xm,n| = o(1/
√
k) is certainly satisfied if |s−xm,n| =
O(1/n). We are now able to conclude our analysis of s2n.





























i − 1 is exponentially small by Corollary 1.4. Now we use the fact
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where in the second equality we use the fact that the process
(W1+ 12n+
−W1+ 12n+ −t)t∈[0,1] is again a Brownian motion on [0, 1]. The result
follows.
Combining the above results, we understand the posterior variance.
Corollary 1.11. The posterior variance σ2n = s2n + t2n satisfies σ2n ∼ 12√k .
Finally, we arrive at the proof of our main result.







|f̂n(x)− f(x)| < ζησn
)
= P (|Vn| < ζη),








. We have t2n/σ2n → 12 , while by Corollary 1.7 we have
µn
σn
. k( 12− 11−β )α+ 14 .
This exponent is negative if α > ξβ , hence in this case we have Vn  N (0, 1/2).
For α = ξβ and f(t) = C|x− t|α, we have µn/σn →
√
2CΓ(α + 1). On the





(e.g. f(t) = |x− t|α), we have Vn  ∞.
As we noted in the introduction, we see that as β → 1, the range of α for which
we obtain a favourable coverage increases. Furthermore, the rate at which the
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bias tends to zero is also increasing in β. On the other hand, the rate σn at
which the credible set contracts decreases as β grows. More precisely, we have
µn . n−
1
2 (β+1)α, σn ≍ n
1
4 (β−1).
Equating these exponents, we obtain the optimal choice β = 1−2α1+2α . We see
that for α = 12 , the optimal choice is β = 0. As α decreases, larger values
of β (and hence a less smooth prior) are optimal. For α > 12 , we should use
negative values of β (and hence a smoother prior). Note however that the
optimal choice of β is not convenient in practice. Indeed, in this case we have
α = ξβ in Theorem 1.1, which does not guarantee a useful coverage. Hence it
is preferable to choose β slightly larger, so that we are in the case α > ξβ .
1.4 Discussion
The results in this chapter concern a Gaussian process prior with a fixed scaling,
given by a parameter β. If the smoothness level α of the true regression function
is known, then β can be chosen to obtain a conservative confidence level of
minimal width. In real-world applications the smoothness level will typically
not be known in advance. Within the Bayesian setting one might again take it
to be distributed according to a prior. Alternatively, one might replace it by
an estimator. In view of results in [Szabó et al., 2013] and [Szabó et al., 2015]
it is to be expected that such an adaptive procedure will destroy coverage for
some functions in the Hölder classes. We will study this problem in more detail
in the following two chapters.
Another possible extension is to consider functions that are smoother than
C2. In this case, we might replace the prior W by an integrated form of
Brownian motion. Here we obtain a system of equations similar to (1.2), but
significantly more complex. In the simplified form for the case of standard
integrated Brownian motion, there are now five rows with non-zero right hand
side, rather than two. The method used in this chapter cannot be applied to
solve this system; other techniques are required.
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Adaptive global credible sets
2.1 Introduction and main result
We consider the fixed design regression model, where we observe a vector Y⃗n :=
(Y1,n, . . . , Yn,n)
T with coordinates
Yi,n = f(xi,n) + εi,n, i ∈ {1, . . . , n}. (2.1)
Here the parameter f is an unknown function f : X → R on some set X ,
the design points (xi,n) are a known sequence of points in X , and the (unob-
servable) errors εi,n are independent standard normal random variables. We
are interested in the performance of a nonparametric Bayesian approach that
uses a scaled Gaussian process
√
cW as a prior on f . We investigate its effi-
ciency to reconstruct the true regression function, and its ability to quantify
the remaining uncertainty in the statistical analysis through the full posterior
distribution. Our main interest is in the dependence of the posterior distribu-
tion on the scaling factor
√
c in the Gaussian process, which can be viewed as
a bandwidth parameter that can adapt the prior and posterior distributions
to the unknown regularity of the regression function. We consider empirical
and hierarchical Bayes methods to determine this scaling factor, and study the
properties of the resulting plug-in or full posterior distributions.
We denote the prior process for f =
(
f(x) : x ∈ X
)
by W c = (W cx : x ∈ X ),
where c is the scaling factor, and it is assumed that the process W c is equal
in distribution to the process
√
cW 1. The index set X may possess a special
structure, but the general results allow it to be arbitrary. These results cover
both one-dimensional and multidimensional domains X .
As a particular example we consider the case that X = [0, 1] and W 1 is a
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standard Brownian motion. In this case W c is a mean-zero Gaussian process
with covariance function EW csW ct = c (s∧t), and can also be obtained by taking
a standard Brownian motion on the transformed time scale ct. More generally,
for every self-similar process W 1 of order α the process (
√
cW 1t : t ≥ 0) is equal
in distribution to (W 1
tc1/(2α)
: t ≥ 0) and hence our present sense of scaling is
equivalent to changing the length scale of the standard process. This applies in
particular to multifold integrals (indefinite integrals) of Brownian motion, as
considered in [Kimeldorf and Wahba, 1970] in connection to spline smoothing.
For a given scale c the Bayesian model is then described by
f | c ∼W c,
Y⃗n | f, c ∼ Nn(f⃗n, I), f⃗n =
(




The posterior distribution given c is by definition the conditional distribution
of f given (Y⃗n, c) in this setup. As Y⃗n depends on f only through f⃗n, the
conditional distribution of f given (Y⃗n, f⃗n, c) does not depend on the data Y⃗n
and is the same as the conditional distribution of f given (f⃗n, c), which is
determined by the prior only. Thus we focus on the posterior distribution of
f⃗n, which by standard Gaussian calculus can be seen to satisfy
f⃗n | Y⃗n, c ∼ Nn
(
f̂n,c, I − Σ−1n,c
)
,
f̂n,c = (I − Σ−1n,c)Y⃗n, Σn,c = I + cUn,
(2.3)
for Un the covariance matrix of the unit scale process W 1 restricted to the
design points xi,n. For instance, for scaled Brownian motion (Un)i,j = xi,n ∧
xj,n.
If Y⃗n follows the model (2.1) with a continuous function f , then for fixed c the
posterior mean f̂n,c tends to f⃗n and the posterior covariance matrix I − Σ−1n,c
tends to zero as n→ ∞ (see [Cox, 1993, van der Vaart and van Zanten, 2008]).
This remains true if c = cn is made dependent on n and allowed to tend to zero
or infinity at polynomial rates. Thus the posterior distribution given c = cn
contracts to the Dirac measure at f for reasonable cn. The rate of contraction
depends on cn and the regularity of the function f jointly. A smaller value
of c corresponds to less variability in the prior process, and yields a posterior
distribution with a less variable mean function and a smaller covariance. This is
advantageous if the true regression function f is fairly regular, but will lead to
a suboptimal contraction rate and a too optimistic quantification of remaining
uncertainty in the opposite case (see [van der Vaart and van Zanten, 2007]
and Chapter 1). It is therefore important to adapt c to the data. We discuss
three methods, which turn out to have similar behaviour, both in terms of
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contraction rate and uncertainty quantification, although the sets of functions
for which they work differ.
In the hierarchical Bayes setup the parameter c is equipped with a prior, and an
ordinary Bayesian analysis is carried out with the resulting mixture of normals
prior for f . We shall consider the situation that c follows an inverse Gamma
distribution.
In the empirical Bayes setup an estimator ĉn of the length scale is plugged into
the posterior distribution for given c. We consider two methods of estimation:
a likelihood-based and a risk-based method.
The likelihood-based empirical Bayes method defines ĉn as the maximum like-
lihood estimator of c within the marginal Bayesian model Y⃗n | c ∼ N (0,Σn,c),
which follows from (2.2). In this marginal model c is the only parameter, and
its maximum likelihood estimator is
ĉn = argminc∈In
[
log detΣn,c + Y⃗ Tn Σ−1n,cY⃗n
]
. (2.4)
The restriction of c to an interval In away from the extremes 0 and ∞ is
convenient. Throughout the chapter we shall use
In = [logn/n, nm−1],
wherem is chosen large enough so that the minimax scaling rates for all smooth-
ness levels are included. (If (2.12) holds, then it is chosen equal to the m in
this equation.) The likelihood-based empirical Bayes procedure ought to be
close to the hierarchical Bayes procedure, as the posterior density for c is pro-
portional to the marginal density of Y⃗n given c times the prior density by
Bayes’s rule, and hence ought to concentrate around ĉn in (2.4). Thus the
posterior distribution with a likelihood-based empirical Bayes plug-in for the
scale parameter is sometimes viewed a computationally cheaper version of a
true Bayesian analysis.
The risk-based empirical Bayes method uses an alternative estimator for c that
tries to minimize the risk of the posterior mean f̂n,c, which is given by
Ef
∥∥f̂n,c − f⃗n∥∥2 = ∥ − Σ−1n,cf⃗n∥2 + tr((I − Σ−1n,c)2). (2.5)
The first term on the right depends on the unknown function f , and hence
cannot be used in a criterion to estimate c. An obvious estimate for this term
is ∥ − Σ−1n,cY⃗n∥2, but it is biased, as
Ef∥ − Σ−1n,cY⃗n∥2 = ∥Σ−1n,cf⃗n∥2 + Ef∥Σ−1n,cε⃗n∥2 = ∥Σ−1n,cf⃗n∥2 + tr(Σ−2n,c).
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− tr(Σ−2n,c) + Y⃗ Tn Σ−2n,cY⃗n
]
. (2.6)
In the special case that W c is an (m−1)-fold integral of Brownian motion, this
estimator was introduced in the context of regression by spline-smoothing. The
posterior mean in our setup is then equal to a penalized least squares estimator
for the penalty λ
∫
f (m)(x)2 dx, with smoothing parameter λ equal to 1/(cn).
See [Wahba, 1983, Cox, 1993].
In Bayesian inference the posterior distribution is used both to reconstruct the
regression function f , typically by the posterior mean, and to quantify the
uncertainty in this construction, using the spread of the posterior distribution.
In this chapter we are interested in the accuracy of these procedures within
the so-called frequentist setup, which assumes that the data Y⃗n are generated
according to model (2.1) for a given “true function” f . The accuracy of the
posterior mean as a point estimator of f can be measured by its risk function
or the contraction rate of the full posterior distribution (see [Ghosal et al.,
2000]), as usual. The accuracy of the uncertainty quantification can be studied
through the coverage and size of credible sets, which are data-dependent sets of
prescribed posterior probability. In connection to the empirical Bayes methods
we shall first study credible sets of the form
Ĉn,η,M =
{
f : ∥f⃗n − f̂n,ĉn∥ < Mrn(ĉn, η)
}
, (2.7)
with ∥ · ∥ the Euclidean norm. Here rn(c, η) is for given η ∈ (0, 1) determined
such that the ball of radius rn(c, η) centred at the origin receives probabil-
ity η under the posterior law of f⃗n − f̂n,c given a fixed c, which by (3.3) is
the normal law Nn(0, I − Σ−1n,c). In the hierarchical Bayes setup we augment
the Bayesian model (2.2) with a prior on c. We then take η1, η2 ∈ (0, 1) and
select a pair of (nontrivial) quantiles ĉ1,n(η1) < ĉ2,n(η1) in the posterior dis-
tribution of c, i.e. such that the posterior c | Y⃗n assigns mass η1 to the interval[
ĉ1,n(η1), ĉ2,n(η1)
]





f : ∥f⃗n − f̂n,c∥ < Mrn(c, η2)
}
. (2.8)
This two-step construction can exploit that the credible sets for fixed c have a
simple description through the radii rn(c, η). An alternative would be a ball
around the hierarchical posterior mean
∫
f̂n,cΠn(dc | Y⃗n).
The uncertainty quantification, by either (2.7) or (2.8), is deemed accurate if
the sets Ĉn,η,M cover the true parameter f with high probability, if the data
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are generated according to the model (2.1). In particular, the credible sets are








The number rn(c, η) is the natural radius of the credible set for fixed c at level
η in the Bayesian framework. The additional constant M in the definitions
(2.7)–(2.8) of the credible sets is required because the Bayesian and frequentist
notions of coverage are not the same, and c is estimated.
It is well known that the size of an honest confidence set for a given model F is
determined by “worst case” members of F [Low, 1997, Juditsky and Lambert-
Lacroix, 2003, Cai and Low, 2004, 2006, Robins and van der Vaart, 2006,
Genovese and Wasserman, 2008, Hoffmann and Nickl, 2011]. For instance, if
F contains a Hölder ball of regularity α, then the (random) diameter of the
confidence set cannot be of smaller order than
√
nn−α/(2α+1), even if the true
function is much smoother. In other words, the size of honest confidence sets
cannot adapt to the unknown smoothness of the true regression function. On
the other hand, the posterior contraction rate of the hierarchical Bayes method
is known to adapt to unknown regularity, in that the rate is faster if the true
function is smoother. We show below that the empirical Bayes methods adapt
in a similar manner. Since the corresponding credible sets will have diameter
of order the contraction rate, it follows that these sets cannot be honest over a
“full” set of functions, such as a Hölder ball. Following [Giné and Nickl, 2010,
Bull, 2012, Szabó et al., 2015] we lower our expectation and investigate honesty
over a reduced parameter space, with certain “inconvenient” true parameters
cut out, as follows.
The distribution of the data depends on the function f only through the vector
f⃗n. A convenient way to describe this vector is through its coordinates relative
to the eigenbasis of the covariance matrix Un. Write f1,n, . . . , fn,n for the
coordinates of f⃗n relative to this basis, i.e.
fj,n := f⃗
T
n ej,n, j ∈ {1, . . . , n},
for e1,n, . . . , en,n the orthonormal eigenbasis of Un. Let λ1,n, . . . , λn,n be the
corresponding eigenvalues.
Definition 2.1 (Discrete polished tail). We say that the function f , or the
corresponding array (fj,n), satisfies the polished tail condition if there exist
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The condition may be paraphrased as requiring that the “energy” of the signal
f in the “large frequencies” {j : ρ ≤ cλj,n ≤ 1} is at least a fraction L−1
of the “energy” in the “frequencies” {j : cλj,n ≤ 1}. Perhaps a better name
would be “self-similar”, but this name is already taken in the literature for
a more special property. The following example shows that the condition is
similar to the polished tail condition introduced in [Szabó et al., 2015] when
the eigenvalues decrease polynomially in j.
Example 2.2 (Polynomial eigenvalues). If λj,n ≍ Kn/jk, for some constants
Kn and k > 0, then the discrete polished tail condition is equivalent to the








Indeed, the condition cλj,n ≤ 1 is equivalent to j ≥ (cKn)1/k =: J , whence the









j,n by (2.10). This is the left side of (2.9), with ρ−k instead of ρ.
In [Szabó et al., 2015] a condition similar to (2.10) is introduced in a continuous
time setup. We comment on the relationship of these conditions in Section 2.4.
The main result of this chapter is that all three types of credible sets are honest
confidence sets over polished tail parameters, of diameter that adapts to the














These norms are in terms of the restriction of f to the grid (xj,n). We comment
on their relationship to norms on the full function f in Section 2.4. (In general
the coefficients fj,n cannot be directly related to an infinite sequence of Fourier





n, is close to the jth Fourier coefficient.)
In the following theorem we assume that there exist constants 0 < δ ≤ δ <∞
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λj,nZj,nej,n for i.i.d. standard normal ran-
dom variables Zj,n, we have E∥W∥2n,α = n−1
∑n
j=1 j
2αλj,n. For the eigenval-
ues (2.12) this is uniformly bounded if and only if α < (m− 1)/2. Thus these
eigenvalues correspond to modelling the regression function a-priori as “almost
(m− 1)/2-smooth”.
Let Fn,L be the set of all functions that satisfy the discrete polished tail con-




j,n ≤ dn for some sufficiently small
constant d (that may depend on δ and m).
Theorem 2.3. Assume that (2.12) holds. For sufficiently large M and any




Pf (f ∈ Ĉn,η,M ) → 1.
Furthermore, for any α ∈ (0,m/2), the diameter of the credible sets Ĉn,η,M





uniformly in f with ∥f∥n,α . 1 or ∥f∥n,α,∞ . 1. For the risk-based empirical
Bayes method this is even true for α ∈ (0,m).
The theorem is a summary of the main results of the chapter as valid for all
three methods. More specific results for the individual methods, with relax-
ations of the polished tail condition tailored to the specific method, as well as
results that do not assume the eigenvalue condition (2.12), are described below.
For example, these results cover functions f on a two-dimensional domain with
eigenvalues of the forms (2.19) or (2.20), as introduced below.
The second and third assertions of the theorem show that the diameter of the
credible sets adapts to the regularity of the true regression function. The re-
strictions to regularity levels α < m/2 or α < m in the likelihood-based and
risk-based methods stem from the prior, through the rate of decrease (2.12) of
its eigenvalues, and the method used. The range (0,m) is bigger than could
be expected from the existing literature on Gaussian process priors. For in-
stance, (m/2 − 1)-fold integrated Brownian motion satisfies (2.12) and has
sample paths of regularity m/2 − 1/2. It has been documented to be an ap-
propriate prior for functions of exactly regularity m/2 − 1/2, and to become
appropriate for functions of regularities α ∈ (0,m/2] after appropriate (de-
terministic) scaling (see [van der Vaart and van Zanten, 2007, Knapik et al.,
2011] and Chapter 1). The latter property is retained under random scaling by
likelihood-based empirical Bayes and hierarchical Bayes methods considered in
the present context (although for α = m/2 an extra logarithmic factor may
come in; see Example 2.23; the definitions of regularity in the various papers
are also not directly comparable). Surprisingly the risk-based method performs
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better than the likelihood-based methods, in that it enlarges the good range to
α ∈ (0,m). This is caused by the closer connection of the risk-based empirical
Bayes method to the diameter of the credible set, yielding a more appropriate
scaling factor ĉn for minimizing this diameter.
The diameter of the credible sets is linked to the posterior contraction rate.
The rates OPf (n−α/(1+2α)) are attained irrespective of f satisfying the polished
tail condition, the latter condition being important only for the coverage.
The credible sets (2.7) and (2.8) are obtained by considering balls in the space
of function values of f at the design points. An alternative are (sets based on)
pointwise intervals of the form
Ĉn,η,M (x) =
{






f : |f(x)− f̂n,c(x)| < Mrn(c, η2, x)}, (2.14)
where f̂n,c(x) denotes the mean of the marginal posterior distribution of f(x)
given c and rn(c, η, x) is determined so that
P
(
|f(x)− f̂n,c(x)| < rn(c, η, x) | Y⃗n, c
)
= η.
Since this marginal posterior distribution of f(x) given c is normal with mean
f̂n,c(x), these intervals are easily determined. In particular, for a design point
x = xi,n the radius rn(c, η, x) is equal to zη(1−(Σ−1n,c)i,i)1/2, for zη the (1+η)/2-
quantile of the standard normal distribution. When used simultaneously for
multiple values of x, these intervals form a credible band.
The study of the coverage of such pointwise intervals and bands requires differ-
ent techniques from those in this chapter, and appears to be tractable only for
concretely specified prior processes. However, the methods developed here are
suitable when measuring coverage in an averaged fashion that focuses on the
fraction of the design points at which the intervals (2.13) or (2.14) cover the
true function. A similar point of view was taken by [Wahba, 1983, Cai et al.,
2014]. The following corollary gives such a result for a subset of design points
xi,n that are spread evenly relative to the prior process. More precisely, let










denote the posterior variance at the design point xi,n and set
Jn :=
{
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for some constant C that is independent of n. Then the corollary holds when
considering the design points in this set.
In Corollary 1.11 of Chapter 1, we have seen that Brownian motion satisfies
this condition for the set of all design points that satisfy xi,n ≥ C/
√
logn.
The following corollary shows that the uncertainty quantification through the
intervals Ĉn,η,M (xi,n) is correct at the design points in the set Jn as long this
set is large enough, except possibly a fraction.
Corollary 2.4. Assume that (2.12) holds and that the set Jn given in (2.15)
satisfies |Jn| ∼ n. Fix γ ∈ (0, 1), η > 0 and let ĉn be given by (2.4) or (2.6).






















n(c, xj,n) for i ∈ Jn, then for any α ∈ (0,m/2) the length of the




uniformly in i ∈ Jn,
uniformly in f with ∥f∥n,α . 1 or ∥f∥n,α,∞ . 1. For the risk-based empirical
Bayes method this is even true for α ∈ (0,m).
The proof of this corollary can be found in Section 2.6.
The multiplicative constant n in (2.12) is motivated by comparison with the
continuous time setup. If the covariance function K(s, t) = EW 1sW 1t of the
continuous time process W 1 has eigenfunctions ej satisfying∫
K(s, t)ej(t) dt = λjej(s),
then for equidistant design points one may expect that
n∑
i=1
K(x, xi,n)ej(xi,n) ≈ nλjej(x).
This suggests both that λj,n ≈ nλj and that the “discrete” eigenvectors ej,n
should be close to the eigenfunctions restricted to the design points. This is a
suggestion only, which already makes little sense when counting the numbers
of eigenvalues involved: n versus ∞. Nevertheless, for the Brownian motion
prior the correspondence is exact.
Example 2.5 (Brownian motion). The Brownian motion prior permits explicit
formulas for eigenbasis and eigenvalues, provided the design points are taken
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equal to xi,n = i/(n + 1/2) for i ∈ {1, . . . , n}, a slight shift from the usual
uniform grid. The formulas are interesting as they allow to make a connection
to the Fourier basis (see Section 2.4).
The eigenvectors of the covariance matrix Un of standard Brownian motion
















for j ∈ {1, . . . , n}. Here the functions ej are an orthonormal basis of {f ∈
L2[0, 1] : f(0) = 0}, and happen to be eigenfunctions of the covariance kernel of
continuous Brownian motion. A similar correspondence is valid for Brownian
bridge, but we are not aware of other examples where the continuous and
discrete setups match up so closely.





(j − 1/2)π/(2n+ 1)
) .
As the argument of the sine is in [0, π/2], for which 2x/π ≤ sinx ≤ x, there

















where this inequality holds for all n and j ≥ 1 if we take (δ, δ) = (π−2, 3) and
for j > 2 and n sufficiently large if we let δ = 4/10.
Standard Brownian motion has sample paths of regularity 1/2, and has been
documented to become an appropriate prior for functions of regularities α ∈
(0, 1) after appropriate scaling (see Chapter 1 and [van der Vaart and van
Zanten, 2007, Knapik et al., 2011]). We show in this chapter that the good
range is enlarged to α ∈ (0, 2) provided that the scaling by the risk-based
empirical Bayes method is used.
Example 2.6 (Discrete priors). Although it often helps intuition to model
a function f a-priori by a Gaussian process on a “continuous” space that en-
compasses the design points, nothing in the preceding setup requires this. In
fact, we may turn the construction around, by starting with an arbitrary or-
thonormal basis e1,n, . . . , en,n and eigenvalues λ1,n, . . . , λn,n, and next define
the prior covariance matrix Un to be the matrix that has this as its eigenbasis
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Given arbitrary points x1,n, . . . , xn,n the vector f⃗n is then a-priori modelled by
its coefficients fi,n relative to e1,n, . . . , en,n, which are independent N (0, cλi,n)-
variables.
One particular example is to retain the eigenvectors of Brownian motion, but
to change the corresponding eigenvalues to (2.12) for a general m. The inter-
pretation of the norms ∥·∥n,α and ∥·∥n,α,∞ would be the same as for Brownian
motion (as discussed in Section 2.4), but the good rates relative to these norms
would now be attained for α up to m (or m/2) rather than 2 (or 1). Our
theoretical results show only advantages to taking a larger value of m, but one
might guess that a deeper analysis could change this picture.
Example 2.7 (Discrete Laplacian). The discrete Laplacian is a useful tool to
construct “smooth priors” on a discrete set of design points. For a univariate
grid it is closely connected to the Brownian motion prior of Example 2.5. For
a countable set X equipped with a neighbourhood relation ∼ the Laplacian is








Small values of |Lf | indicate that f changes little across its neighbourhoods,
whence L can be used to model smoothness relative to the given neighbourhood
structure.
Identification of a function f :X →R with the infinite vector
(
f(x) : x ∈ X
)
gives an identification of L with an infinite matrix (with (x, y)th element equal
to 1 if y ̸= x and y ∼ x; equal to −#{y ∼ x} if y = x; and equal to 0 otherwise).
The restriction of this matrix to the rows x ∈ {x1,n, . . . , xn,n} will have nonzero
elements in columns y /∈ {x1,n, . . . , xn,n} with y ∼ xi,n for some i, and hence
a restriction of Lf to the design points may not correspond to simply taking
the appropriate (n × n)-submatrix of L. This is typically solved by imposing
boundary conditions, much as when considering a continuous partial differential
operator.
In the example of X = Z with the design points x1,n, . . . , xn,n identified with
the points 1, . . . , n and the neighbourhood system: i ∼ j if and only if |i−j| = 1,







= f(i+ 1) + f(i− 1)− 2f(i).
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The restriction of L(f) to the design points 1, . . . , n also involves the points
0 and n + 1, and there are various ways of imposing boundary conditions.
The natural choice f(0) = f(n + 1) = 0 is known as the Dirichlet boundary,
while the other natural choice given by f(0) = f(1) and f(n + 1) = f(n) is
the Neumann boundary. The eigenvectors and eigenvalues corresponding to
these boundary conditions are known explicitly, and so they are for the mixed
Dirichlet-Neumann conditions: f(0) = 0 and f(n + 1) = f(n). In fact, in the
latter case the eigenvectors are exactly equal to ej,n as given in (2.16) and the
eigenvalues are −1/((n+ 1/2)λj,n) for λj,n as given in (2.17). This close con-
nection to Brownian motion is not obvious, but also not entirely surprising as
minus the inverse Laplacian (the twofold primitive) is the covariance operator
of Brownian motion (restricted to the orthogonal complement of the constant
functions) and standard Brownian motion is tied at zero. The connection in-
vites to interpret the eigenvectors (2.16) as modelling smoothness in a discrete
sense, an interpretation that also makes sense if the design points xi,n are lin-
early ordered and roughly equally spaced, but not exactly equal to i/(n+1/2)
as in Example 2.5. For the special grid of the latter example the norm in (2.11)









(The norm on the left side is the Euclidean norm of Rn and the leading factor
1/n stabilises the sum involved in this norm; the factor n2 preceding L corre-
sponds to 1/h2, for h ∼ 1/n the mesh width of the grid.) Although the eigen-
values (2.17) come naturally with the discrete Laplacian, when defining the
prior they might be replaced by eigenvalues (2.12) for a general m. This would
correspond to describing a-priori smoothness by a power of the Laplacian. In-
deed, as noted following (2.12), for these eigenvalues we have E∥W∥2n,α <∞ for
α < (m− 1)/2. In view of the preceding display, this is equivalent to finiteness
of 1n E∥(n2L)α/2W⃗n∥2. So the prior with covariance matrix (2.18), for eigenval-
ues (2.12) and eigenvectors (2.16), corresponds to modelling f by a Gaussian
process W with finite discrete Laplacian (n2L)α/2W for α < (m− 1)/2.
Example 2.8 (Integrated Brownian motion). Once integrated Brownian mo-
tion W 1t =
∫ t
0
Bs ds, for B standard Brownian motion, possesses covariance
function cov(W 1s ,W 1t ) = s2(3t − s)/6 for s ≤ t. The eigenfunctions are given
by
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where the θj are the positive roots of the equation cos(θ) cosh(θ) = −1, for j ∈
{1, 2, . . .}. See [Freedman, 1999], Theorem 7. The corresponding eigenvalues
are λj = θ−4j and are of the order ((2j − 1)π/2)−4.
Thus this example appears to satisfy (2.12) with m = 4. However, exact
expressions for the discrete eigenvectors and eigenvalues appear not known.
Example 2.9 (Functions of two arguments). Functions f : [0, 1]2 → R on
the unit square may be modelled a-priori by the product W 1s,t = B1,sB2,t
of two independent standard Brownian motions B1 and B2. The covariance
function EW 1s,tW 1s′,t′ is the product K(s, s′)K(t, t′) of the covariance functions
K(s, s′) = s∧ s′ of the Brownian motions. While this process is not Gaussian,
we can replace it by a Gaussian process with the same covariance structure.
For a rectangular grid consisting of points (xi,n, xj,n) constructed from a given
univariate grid 0 ≤ x1,n < · · · < xn,n ≤ 1, the covariance matrix of the n2-
dimensional vector (Wxi,n,xj,n), for (i, j) ∈ {1, . . . , n}2, with its coordinates
ordered appropriately, is the Kronecker product of two copies of the covari-
ance matrix of the n-dimensional vector (Bxi,n). The eigenvectors are the ten-
sor products ei,n ⊗ ej,n of the univariate eigenvectors ei,n, with corresponding
eigenvalues the products λi,j,n = λi,nλj,n of the univariate eigenvalues λi,n.
Even though in this case the eigenfunctions and eigenvalues are more naturally
viewed as a two-dimensional array than a sequence, they may of course be
ordered in a sequence. Then this example fits the general setup, except that n
has been changed into n2.
In particular, for the grid in Example 2.5 the eigenvectors are the discretisations





, (i, j) ∈ {1, . . . , n}2 (2.19)
for m = 2. Theorem 2.3, which assumes (2.12), does not apply to this example.
However, the assumptions of the general results below are satisfied, also for a
general value of m ≥ 1, and hence the message of the theorem goes through.
The set of polished tail functions can be defined in the same manner by (2.10),
after ordering the array of coefficients fi,j,n in a sequence by order of decreasing
eigenvalues λi,j,n (that is, increasing values of ij).






2αf2i,j,n. While the eigenbasis is essentially the natural
two-dimensional Fourier basis, the restriction imposed by this norm is a bit
unusual, in its focus on the cross product ij. As the smoothness norm de-
scribes the prior process, this may be unsatisfactory. More natural “Sobolev
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, (i, j) ∈ {1, . . . , n}2. (2.20)
The Gaussian process W 1 corresponding to these eigenvalues has E∥W 1∥2n2,α <
∞ for every α < m− 1, and hence may be considered “Sobolev smooth almost
of order m− 1”.














for sufficiently large m. The theorems below show that the credible sets corre-
sponding to this prior cover functions that satisfy this condition.
Organisation of the chapter
We give an outline of the argument as presented in Section 2.2. Firstly, the
various parts of the criterion functions used to define the estimators ĉn in (2.4)
and (2.6) are studied. The behaviour of these estimators is then quantified
by Theorem 2.12. This result is applied in Theorem 2.17 to obtain our main
result on the coverage of the credible sets as defined in (2.7). We follow up
with results about contraction rates of oracle type and over various concrete
models (Section 2.2). The argument in the hierarchical case in Section 2.3 has
the same structure: first we quantify the behaviour of the posterior c | Y⃗n in
Theorem 2.25 and this is then applied in Theorem 2.27 to obtain coverage.
Again this is followed by a discussion of the contraction rates in Section 2.3.
The rest of the paper is structured as follows. Section 2.4 concerns the inter-
pretation of the polished tail condition, which is related to a similar condition
on the Fourier coefficients of f . It is shown to be satisfied with probability
one under the prior. This section also discusses various alternative smoothness
assumptions on the function f . Section 2.5 is a closing discussion, which ad-
dresses conditions, interpretations, and generalisations of our results. Finally
Sections 2.6 and 2.7 gather technical proofs and technical lemmas.
Notation
The notation an ≍ bn means that an/bn is bounded away from 0 and infinity, as
n→ ∞, and an ∼ bn means that an/bn tends to 1. If an and bn are functions,
then we say that an ≍ bn or an ∼ bn uniformly over a domain if the constants
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away from 0 and infinity can be chosen the same for every value in the domain,
or the convergence to 1 is uniform. The notation a . b means a ≤ Cb for a
universal constant C.
For a function g : X → R, the vector
(
g(x1,n), . . . , g(xn,n)
)
is denoted
by g⃗n. The same notational device is used for a vector ε⃗n composed of
variables ε1,n, . . . , εn,n. Unless stated otherwise the set In is the interval
In = [logn/n, nm−1].
2.2 Empirical Bayes
By substituting the model equation Y⃗n = f⃗n + ε⃗n, we can decompose the















n,cε⃗n, k ∈ {1, 2}. (2.21)
We next express both f⃗n and ε⃗n relative to the orthonormal eigenbasis
e1,n, . . . , en,n of Un. The coefficients of f⃗n are by their definition the num-
bers fj,n, while the coefficients of ε⃗n are i.i.d. standard normal variables Zj,n.
The matrix Σn,c = I + cUn and its inverses Σ−1n,c and Σ−2n,c have the same
eigenbasis as Un, with eigenvalues (1 + cλj,n), (1 + cλj,n)−1 and (1 + cλj,n)−2,
respectively, for λj,n the eigenvalues of Un. It follows that the two types of
empirical Bayes estimators ĉn minimize criteria LLn and LRn of the form
Ln(c, f) := D1,n(c, f) +D2,n(c) +R1,n(c, f) +R2,n(c) (2.22)
= Dn(c, f) +Rn(c, f).
For the risk-based empirical Bayes estimator (2.6) the functions and processes
D1,n, D2,n, R1,n and R2,n on the right side are defined by


















































2. Adaptive global credible sets
whereas for the likelihood-based empirical Bayes estimator (2.4) these functions
and processes are given by















































In general discussions we shall leave off the superscripts R and L, for “Risk”
and “Likelihood”, and denote both the risk- and likelihood-based functions by
D1,n, D2,n, R1,n, R2,n. In both cases we have shifted the criteria by the factor∑n
j=1(Z
2
j,n− 1), which does not depend on c, in order that the remainder term
R2,n be smaller.
The functions D1,n and D2,n are deterministic, whereas R1,n and R2,n are
random processes. The processes D1,n and R1,n depend on f , whereas the
other processes are free of the parameter. Even though the functions and
processes differ in the risk- and likelihood-based cases, for instance by the
power of 1+ cλj,n in the denominators, the two estimators ĉn can be analysed
by similar methods. In Lemma 2.14 it will be seen that under (2.12) the
two functions D2,n, even though quite different in form, are asymptotically
equivalent. The following proposition shows that in both cases the stochastic
process Rn is negligible relative to the deterministic process Dn.
Proposition 2.10. If (2.12), (2.19) or (2.20) holds, then for R1,n and R2,n
as given in (2.23) or (2.24) and the corresponding Dn = D1,n + D2,n in the






The proof of the proposition can be found in Section 2.6. In case of the eigen-
values (2.19) or (2.20), it should be understood that n is replaced by n2 in the
assertion (and the single sums in (2.23) or (2.24) by double sums).
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We may view the stochastic process Rn = R1,n + R2,n in (2.23) or (2.24) as
an “estimation error” when estimating an “ideal” criterion Dn = D1,n +D2,n.
The preceding proposition essentially says that this error can be ignored. As
a consequence the minimizer ĉn of Ln = Dn + Rn will behave similarly to
the (deterministic) minimizer of Dn. The latter functions consists of a part




j,n to D1,n(∞, f) =
0, and a part D2,n that is free of f and is strictly increasing in c, from D2,n(0) =
0 to D2,n(∞) ≥ n. Minimizing the sum Dn of these functions can be viewed
as an attempt to balance these two terms.
In the case of the risk-based empirical Bayes method D1,n(c, f) is exactly the
square bias of the posterior mean at the true regression function f , given a
fixed scale c, and D2,n(c) is its variance, which is independent of f (see (2.5)).
The square bias is decreasing in the scale c, while the variance is increasing,
and hence the empirical Bayes estimator ĉn tries to balance the square bias
and variance by minimizing an estimate of their sum. The likelihood-based
empirical Bayes estimator is not as strongly tied to the risk, but we shall see
that it performs in a similar manner. Here the essence will be that its bias term
D1,n is bigger than the bias term of the risk-based method, while its variance
term has the same order of magnitude.
For minimizing the risk the empirical Bayes methods always do the right thing.
However, the coverage of the credible sets depends not on the sum of square
bias and variance, but on their relationship, or rather the relationship between
square bias and the posterior variance
s2n(c) = E
(
∥f⃗n − f̂n,c∥2 | Y⃗n, c
)






If for a particular f the square bias exceeds the posterior variance, then the
empirical Bayes method will put a too narrow credible set too far from the
truth, which it will not cover in that case. The posterior variance, although
not equal to the variance terms D2,n, has the same order of magnitude as these
quantities (see Lemma 2.14). Thus a lack of coverage is caused by too small
a value of ĉn, giving too small a prior variance and posterior variance, i.e. by
“oversmoothing” the truth.
Notwithstanding the nice properties of the functions D1,n and D2,n for a
given n, such oversmoothing may occur for f for which the “bias” function
c 7→ D1,n(c, f) changes haphazardly with n. (We describe this here in an
asymptotic framework, with n → ∞, but a problem will arise for every given
n, albeit possibly for different f .) The point is that at different sample sizes,
different aspects of f determine the behaviour of the empirical Bayes estima-
tors ĉn. The assumption that f satisfies the polished tail condition prevents
41
2. Adaptive global credible sets
such haphazard behaviour for both empirical Bayes methods. When consider-
ing a given method, good behaviour can also be more precisely characterised
through the corresponding function D1,n, as follows.
Definition 2.11 (Good bias condition). We say that the function f , or the
corresponding array (fj,n), satisfies the good bias condition relative to D1,n if
there exists a constant a > 0 such that, for c ∈ In,
D1,n(Kc, f) ≤ K−aD1,n(c, f), for all K > 1. (2.27)
As a pendant to this condition we call D2,n good variance functions if there
exist constants b,B,B′ > 0, independent of n, such that for c ∈ In we have
BkbD2,n(c) ≤ D2,n(kc) ≤ B′kbD2,n(c) for all k < 1. (2.28)
Since the functions D2,n do not depend on f , the good variance condition
merely refers to the prior process. Priors satisfying (2.12) give D2,n(c) ≍
(cn)1/m (see Lemma 2.14) and hence yield good variance functions with b =
1/m.
The essence of these “good conditions” is captured in the purely analytical
Lemma 2.42 in Section 2.7, which is the basis of the proof of the second assertion
of the following theorem.
Theorem 2.12. Suppose the remainder terms R1,n and R2,n satisfy (2.25).
Then for any f and ε > 0 the empirical Bayes estimators ĉn given in (2.4) and









Furthermore, if f satisfies the good bias condition with constant a, D2,n are good








D1,n(ĉn, f) ≤ B−1(2 + 2ε)1+b/aD2,n(ĉn)
)
→ 1.
Proof. Let cn ∈ In be a minimizer of Dn and set Λn = {c ∈ In : Dn(c, f) ≤ (1+
ε)Dn(cn, f)}. For the first assertion it suffices to show that Pf (ĉn ∈ Λn) → 1.
By the definition of ĉn, this is the case if infc/∈Λn Ln(c, f) is with probability

































By the definition of Λn the infimum on the right side is at least equal
to (1 + ε)Dn(cn, f). Moreover, again by Proposition 2.10 we have that
Ln(cn, f) ≤ Dn(cn, f)
(
1 + oP (1)
)
. The desired result follows, as Dn(cn, f)
is strictly positive.
For the proof of the second assertion we define c̃n as the unique point of inter-
section of the graphs of the functions D1,n and D2,n, i.e. the unique solution
of the equation D1,n(c, f) = D2,n(c). If c̃n ∈ In, then by the first assertion
Dn(ĉn, f) ≤ (1+ε)Dn(c̃n, f), whence the assertion follows from Lemma 2.42(i).
If c̃n falls to the left of In, then D1,n(c, f) ≤ D2,n(c) throughout In by the
monotonicity of the two functions and the assertion is trivially true. The as-




j,n is below the maximum value of D2,n
prevents that c̃n falls to the right of In.
The good-bias condition on f is dependent on the prior and the method through
the function D1,n, which can be DL1,n or DR1,n. For both methods the condition
is implied by the discrete polished tail condition.
Lemma 2.13. Any f that satisfies the discrete polished tail condition also
satisfies the good bias condition, for both the risk-based and likelihood-based
bias functions D1,n(·, f).


















since 1+cλj,n ≤ 2 for j in the range of the sum. The left side is part of the sum
that defines the function DR1,n. Splitting this sum in the parts with cλj,n ≤ 1
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and with cλj,n > 1 and noting that ρ ≤ 1, we see that












since cλj,n/(1 + cλj,n) ≥ ρ/(1 + ρ) for j in the range of the sum. The sum on
the right side becomes even bigger if we let the sum range from 1 to n and is







Integrating this from c to Kc we find that logDR1,n(Kc, f) − logDR1,n(c, f) is
bounded above by −a logK, and the good bias condition (2.27) follows.
The proof for the likelihood-based function DL1,n differs only in that the power
of the factors (1 + cλj,n)2 in the denominator must be decreased from 2 to
1.
The following lemma gives the behaviour of the three variance functions if the
eigenvalues satisfy (2.12), (2.19) or (2.20). The lemma implies that these three
functions are good variance functions in the sense of (2.28).
Lemma 2.14. The functions DR2,n given in (2.23), DL2,n given in (2.24) and sn
given in (2.26) are strictly increasing on [0,∞). Furthermore, if (2.12) holds,
then
DR2,n(c) ≍ DL2,n(c) ≍ s2n(c) ≍ (cn)1/m,
uniformly in c in In as n→ ∞. The same is true (with n2 instead of n) under
(2.20). Moreover, if (2.19) holds, then














if cn2 ≥ nm
uniformly in c in In2 .















where in the second inequality we use that x 7→ x/(1 + x) is increasing. By
Lemma 2.43 in the appendix the sums are of the order (δcn)−2+1/m for c ∈ In.
The function sn can be treated analogously.

















The monotonicity of DL2,n is a consequence of the positivity of this function.
The value of DL2,n at c is the integral of this derivative over the interval [0, c].

















By Lemma 2.43 the integrands are asymptotic to a multiple of
(sn2)(δsn)−2+1/m = n1/ms−1+1/m uniformly in s ∈ [ln/n, nm−1], for any
ln → ∞ and δ = δ and δ = δ respectively. The integral of the latter function
over [0, c] is equal to a multiple of (cn)1/m, while its integral over [0, ln/n] is







−2m ds ≍ l2n. Hence both remainders are of lower
order than (cn)1/m for c ∈ In if ln is chosen equal to, for instance, log logn.
The proof under (2.20) is the same, except that we use Lemma 2.45 instead
of Lemma 2.43. The final assertion also follows along the same lines, but now
employing Lemma 2.44. The details are deferred to Section 2.6.
Coverage of the empirical Bayes credible sets
The function f is contained in the empirical Bayes credible sets (2.7) if ∥f⃗n −
f̂n,ĉn∥ ≤Mrn(ĉn, η). In view of (3.3) and (2.1), the square of the left side can
be decomposed for any c as
∥f̂n,c − f⃗n∥2 = f⃗Tn Σ−2n,cf⃗n − 2f⃗Tn Σ−1n,c(I − Σ−1n,c)ε⃗n + ε⃗Tn (I − Σ−1n,c)2ε⃗n
= DR1,n(c, f) +D
R
2,n(c) +R3,n(c, f) +R4,n(c), (2.29)
where the first two processes on the right are defined in (2.23) and (2.24) and
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The following proposition shows that the remainder R3,n + R4,n is negligible
relative to the deterministic process Dn, for both the likelihood-based and
risk-based functions.
Proposition 2.15. If (2.12), (2.19) or (2.20) holds, then for R3,n and R4,n






The proof of the proposition can be found in Section 2.6.
The radius rn(c, η) of the Bayesian credible set is the η-quantile of the posterior
distribution of ∥f⃗n − f̂n,c∥ given c. As the distribution of f⃗n − f̂n,c does not
depend on Y , the radius rn(c, η) is deterministic. Since the posterior distribu-
tion of f⃗n − f̂n,c is multivariate normal with mean zero and covariance matrix









where the Zj,n are independent standard normal random variables. The mean
of this variable is by its definition the posterior variance s2n(c), given in (2.26).
The following proposition shows that the variables Nn degenerate to their mean
as n→ ∞.




∣∣∣∣ P→ 0. (2.33)
The proof of the proposition can be found in Section 2.6.
We are ready for our main result on coverage. The result applies to discrete
polished tail functions and under every of the three eigenvalues conditions, but
we give a more general statement, which takes the output of the preceding
propositions as its conditions.
Theorem 2.17 (Coverage). Suppose the following conditions hold:
1. the remainders R1,n and R2,n behave as in (2.25) and R3,n and R4,n
behave as in (2.31),
2. (2.33) is satisfied,
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3. DR2,n(c) ≍ DL2,n(c) ≍ s2n(c) uniformly in c ∈ In,






Then Pf (f ∈ Ĉn,η,M ) → 1, for both the risk-based and likelihood-based credible
sets (2.7) and sufficiently large M . In particular, this is true if (2.12), (2.19)
or (2.20) and condition 4 above hold.
Proof. Since Nn(c)/s2n(c) → 1 in probability uniformly in c ∈ In, the quan-
tities r2n(c, η)/s2n(c), which are the η-quantiles of the variables Nn(c)/s2n(c),
tend to 1 as well, uniformly in c. In order to see this, suppose that




points ck ∈ In such that |r2nk(ck, η)/s
2
nk
(ck)− 1| > ϵ. We may assume that we
either have r2nk(ck, η)/s
2
nk
(ck) > 1+ ϵ for all k or r2nk(ck, η)/s
2
nk
(ck) < 1− ϵ for


















by (2.33). The case that rnk(ck) > 1 + ϵ can be treated similarly, where now
this probability tends to one. In either case, this contradicts the definition of
rn(c, η).
It follows that f is contained in the set Ĉn,η,M if ∥f̂n,ĉn − f⃗n∥2/s2n(ĉn) ≤
M2
(
1 + oP (1)
)
. By the decomposition (2.29) this is equivalent to
DR1,n(ĉn, f) +D
R




1 + oP (1)
)
.
By assumption s2n(ĉn) has the same asymptotic behaviour as bothDR2,n(ĉn) and
DL2,n(ĉn), up to a multiplicative constant. If f satisfies the good bias condition
for the risk-based procedure, then DR2,n(ĉn) & DR1,n(ĉn, f) with probability
tending to one by Theorem 2.12, whence DRn (ĉn, f) ≍ DR2,n(ĉn) ≍ s2n(ĉn). It
then follows that the first two terms in the display are bounded above, while
the remainder terms tend to zero by (2.31).
By definition we always have DR1,n(c, f) ≤ DL1,n(c, f). If f satisfies the good
bias condition for the likelihood-based procedure, then DL1,n(ĉn, f) . DL2,n(ĉn)
with probability tending to one by Theorem 2.12, while DL2,n(ĉn) ≍ DR2,n(ĉn)
by assumption. It follows that again DR1,n(ĉn, f) . DR2,n(ĉn), and the proof is
analogous to the risk-based case, where for the last two terms we use the fact
that DLn (ĉn, f) ≍ DL2,n(ĉn) ≍ s2n(ĉn).
47
2. Adaptive global credible sets
The final assertion of the theorem follows by Propositions 2.10, 2.15 and 2.16
and Lemma 2.14, which show that all assumptions hold under (2.12), (2.19) or
(2.20) and the conditions on f .
Contraction rates of the empirical Bayes posteriors
We first consider the risk-based setting. If the remainder processes in (2.29)
are negligible relative to DRn = DR1,n +DR2,n uniformly in c ∈ In, which is true
under our three eigenvalue conditions by Proposition 2.15, then





For the estimator ĉn the right side is by the first assertion of Theorem 2.12 of




with probability tending to one. Since DRn (c, f) is exactly the risk of the
estimator f̂n,c for a given c, these two assertions combined can be viewed as
an oracle type inequality for the risk-based empirical Bayes plug-in posterior
mean f̂n,ĉn : the empirical Bayes estimator manages to choose the best value
of c for each possible f . The family of estimators f̂n,c, where c ∈ In, turns
out be rich enough to give an optimal estimation rate for the usual regularity
classes. Thus the estimator f̂n,ĉn adapts to unknown regularity in the usual
sense. We formalize this in the next theorem, together with the observation
that the posterior variance also adapts correctly. From this we deduce that the









be the same object, but with c replaced by ĉn.
Theorem 2.18 (Contraction, risk-based EB). Suppose the following conditions
hold:
1. the remainders R1,n and R2,n behave as in (2.25) and R3,n and R4,n
behave as in (2.31),
2. DR2,n(c) ≍ s2n(c) uniformly in c ∈ In.
Then for ĉn given by (2.6) and any sequence Mn → ∞,
Πĉn
(
w : ∥w⃗n − f⃗n∥2 ≥Mn inf
c∈In
Ef∥f̂n,c − f⃗n∥2 | Y⃗n
)
Pf→ 0.
In particular, this is true if (2.12), (2.19) or (2.20) holds.
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Proof. Let W denote a variable that given Y⃗n and c is distributed according to
the posterior distribution of f . Then we have by Markov’s inequality
M2 Πc
(




∥W⃗n − f⃗n∥2 | Y⃗n, c
]
≤ ∥f̂n,c − f⃗n∥2 + E
[
∥W⃗n − f̂n,c∥2 | Y⃗n, c
]
for any M and c. The second term on the far right is the posterior variance
s2n(c), which by assumption is bounded by a multiple of DR2,n(c) ≤ DRn (c, f)
uniformly in c ∈ In. The first term on the far right evaluated at c = ĉn is
bounded above by DRn (ĉn, f) with probability tending to one, in view of (2.29)
and (2.25) and (2.31). It follows that with probability tending to one
Πĉn
(










by the first assertion of Theorem 2.12. Since DRn (c, f) = Ef∥f̂n,c − f⃗n∥2, the
proof is complete.
Thus the risk-based empirical Bayes method attains a rate of contraction equal
to the best estimator in the class of estimators f̂n,c, for c ∈ In. In standard
models this class contains a rate-minimax estimator.
Example 2.19 (Sobolev norm). Denote by Sαn the set all functions f for
which the discrete Sobolev norm ∥f∥n,α, defined in (2.11), is bounded by 1.


























In combination with Lemma 2.14 we find that
1
n
DRn (c, f) . (cn)−2α/m + n−1(cn)1/m.
The argument c = nm/(1+2α)−1 equates the two terms and gives a value of
the order n−2α/(1+2α). By Theorem 2.18 this is the square contraction rate of
the plug-in posterior distribution with the risk-based empirical Bayes estimator
(2.6) relative to the scaled Euclidean norm ∥ · ∥n,0.
For α > m the order of the square bias DR1,n(c, f) does not improve beyond the
rate n(cn)−2 found for α = m and hence nor does the contraction rate.
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Example 2.20 (Hyperrectangles). Denote by Θαn the set all functions f for
which the discrete Sobolev norm ∥f∥n,α,∞, defined in (2.11), is bounded by 1.















if α < m
n log(cn)
(cn)2 if α = m
n
(cn)2 if α > m.
















and applying a variant of the lemma to the second sum. The third case fol-
lows immediately by using jm + cn > cn. For α < m and α > m this is the
same result as in Example 2.19, leading to the same conclusions on the con-
traction rate. For α = m the additional logarithmic factor leads to the square
contraction rate n−2α/(2α+1)(logn)1/(2α+1).
The likelihood-based empirical Bayes method also satisfies an oracle type in-
equality, but relative to a loss function that is not as closely linked to the
L2-risk of the posterior mean. Because its “bias term” DL1,n is bigger (the in-
equality DL1,n ≥ DR1,n is immediate from definitions (2.23) and (2.24)), while
its “variance term” DL2,n has the same order of magnitude, in its attempt to
balance bias and variance the likelihood-based empirical Bayes method may
choose a bigger estimator ĉn than the risk-based method. This may have an
adverse effect on the contraction rate of the plug-in posterior distribution.
Theorem 2.21 (Contraction, likelihood-based EB). Suppose the following con-
ditions hold:
1. the remainders R1,n and R2,n behave as in (2.25) and R3,n and R4,n
behave as in (2.31),
2. DL2,n(c) ≍ s2n(c) uniformly in c ∈ In.
Then for ĉn given by (2.4) and any sequence Mn → ∞ we have
Πĉn
(
w : ∥w⃗n − f⃗n∥2 ≥Mn inf
c∈In
DLn (c, f) | Y⃗n
)
Pf→ 0.
In particular, this is true if (2.12), (2.19) or (2.20) holds.
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Proof. Since DLn & DRn we obtain as in the proof of Theorem 2.18 that





Next we can use the first assertion of Theorem 2.12 to replace the right hand
side by the infimum of DLn (c, f) over c. The posterior variance is of the same
order as DL2,n and hence the proof can be concluded as the proof of Theo-
rem 2.18.
Even though the loss function of the likelihood-based empirical Bayes estimator
does not relate correctly to the risk in general, the method does give optimal
contraction rates on the models in the preceding examples, albeit for a smaller
range of regularity levels.
Example 2.22 (Sobolev norm). For f ∈ Sαn for α ≤ m/2 and eigenvalues


























The upper bound has the same form as for the risk-based empirical Bayes
method. Since DL2,n ≍ DR2,n, we obtain the same contraction rate results. The
difference is that the rate does not improve for α ≥ m/2.
















if α < m/2
c−1 log(cn) if α = m/2
c−1 if α > m/2.
This leads to the contraction rate n−α/(2α+1) relative to the scaled Eu-
clidean norm ∥ · ∥n,0 if α < m/2 and the square contraction rate
n−2α/(2α+1)(logn)1/(2α+1) if α = m/2.
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Diameter of the empirical Bayes credible sets
The empirical Bayes credible sets inherit their diameter from the contraction
rate.
Corollary 2.24. Under the conditions of Theorems 2.18 and 2.21 the square of
the diameter Mrn(ĉn, η) of the credible sets (2.7) is of the order infc∈In DRn (c, f)
and infc∈In DLn (c, f) for the risk-based and likelihood-based empirical Bayes
procedures respectively with probability tending to one.
Proof. By Theorems 2.18 and 2.21 the empirical Bayes posterior distributions
concentrate all their mass on a ball of radius of the same order as the given
rate. Since the posterior distribution is Gaussian, the balls Bn of the same
radius centred at the posterior mean must also have mass tending to one. By
definition the credible sets are balls of posterior mass η ∈ (0, 1) around the
posterior mean, and hence are contained in the Bn.
Alternatively, the square radius r2n(ĉn, η) was seen to be of the same order as the
posterior variance s2n(ĉn), which was in turn seen to have the given order.
2.3 Hierarchical Bayes
The hierarchical Bayes method is closely related to the likelihood-based em-
pirical Bayes method, since the posterior density of c is proportional to the
product of the the prior density π for c and the marginal likelihood that de-
fines the latter method. More precisely, in the model (2.2) augmented with
c ∼ π it holds that







The likelihood-based empirical Bayes estimator (2.4) would be the posterior
mode if the prior density were improper. We shall analyse the hierarchical
Bayes method by exploiting this link.
We start with showing that the posterior distribution of c concentrates on the
interval where the deterministic part of the likelihood-based criterion DLn =
DL1,n + D
L
2,n is small. This criterion is derived from minus the log marginal
likelihood. On closer inspection it becomes evident that the prior density π,
which we will choose inverse gamma, also plays a role and adds a term 1/c to
this criterion. We truncate the inverse gamma prior to the interval In, so that
c has a prior density so that, for some fixed κ, λ > 0,
π(c) ∝ c−1−κ e−λ/c, c ∈ In.
Theorem 2.25. Suppose the following conditions hold:
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1. the remainders RL1,n and RL2,n satisfy (2.25),
2. the function DL2,n is a good variance function with DL2,n(c) ≥ log(nc),
3. there is a minimizer cn(f) of c 7→ DLn (c, f) + 2λ/c over c ∈ (0,∞) that
satisfies cn(f) ∈ In and 2cn(f) ∈ In.
Then for sufficiently large M
Πn
(













Furthermore, if f satisfies the good bias condition relative to DL1,n, then
Πn
(
c : DL1,n(c, f) +
1
c
. DL2,n(c) | Y⃗n
)
Pf→ 1.
Moreover, there exist constants 0 < k < K <∞ such that
Πn
(







In particular, these assertions are true if (2.12), (2.19) or (2.20) holds, for
every f satisfying condition 3.
Proof. For every measurable set J ⊆ In we have
Πn
(


































by the decomposition (2.22). Define ℓn(c, f) = DLn (c, f) + 2λ/c, so that cn :=
cn(f) is a minimizer of ℓn. In view of (2.25) we have for any δ > 0
ℓn(c, f)(1− δ) ≤ DLn (c, f) +RLn(c, f) +
2λ
c
≤ ℓn(c, f)(1 + δ),
with probability tending to one. Consequently, we see that
Πn
(











2 ℓn(c,f)(1+δ) c−κ−1 dc
.
with probability tending to one. Since DL2,n is a good variance function, we
have that DL2,n(2cn) ≤ (B′)−12bD2,n(cn). Because DL1,n is decreasing and DL2,n
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is increasing, we then also have that ℓn(c, f) ≤ (B′)−12bℓn(cn, f) for every
c ∈ [cn, 2cn]. Combining this with the fact that ℓn(c, f) ≥ 2λ/c, it follows that
Πn
(





















2 (1−δ)λ/c c−κ−1 dc
for M(1 − δ) ≥ (4κ + 2(B′)−12b)(1 + δ). If cn → 0, then this clearly tends
to zero. If cn is bounded away from zero, the above also tends to zero, by
the assumption that ℓn(c, f) ≥ log(cn). This concludes the proof of the first
assertion of the theorem.


















c : ℓn(c, f) ≤ Mℓn(c̃n, f)
}
, for c̃n the solution to the equation
DL1,n(c, f) + 2λ/c = D
L
2,n(c). Since ℓn(cn, f) ≤ ℓn(c̃n, f), we have that Πn(c :
c ∈ Λn | Y⃗n
)
→ 1 by the first part of the proof. Since ℓn is the sum of the
decreasing function DL1,n(c, f) + 2λ/c and the increasing function DL2,n, which
are both “good” functions, it follows that DL1,n(c, f)+2λ/c . DL2,n(c) for every
c ∈ Λn by Lemma 2.42(i). Furthermore, Lemma 2.42(ii) gives the existence
of constants 0 < k1 < K1 < ∞ with Λn ⊂ [k1c̃n,K1c̃n]. Since cn ∈ Λn, it
follows that also Λn ⊂ [k1/K1cn,K1/k1cn]. This proves the second and third
assertions of the theorem.
The theorem shows that under the posterior distribution the scaling c will
concentrate on the set of small values of the criterion c 7→ DLn (c, f) + 1/c.
This differs by the term 1/c from the criterion minimized by likelihood-based
empirical Bayes estimator ĉn defined by (2.4), whose behaviour is given in
Theorem 2.12. The additional term is due to the prior distribution. The usual
prior distribution, which we consider here, has very thin tails near 0, and the
extra term 1/c essentially prevents the posterior distribution to concentrate
very close to zero.
Very small values of the scaling parameter c are advantageous for very smooth
functions f . For such functions the bias term DL1,n(c, f) will be very small
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and the balance between square bias DL1,n(c, f) and variance DL2,n(c) will be
assumed for small c. The additional term can be viewed as adding an artificial
bias term of the order 1/c, thus shifting the bias-variance trade-off to bigger
values of c.
In most cases this is not harmful. In particular, the shift will not be apparent
in contraction rates over the usual smoothness models (see Example 2.29). The
following example shows that this is different for very smooth f .
Example 2.26. The smoothest imaginable function f is the zero function.
For f = 0, the bias function DL1,n(c, f) in (2.24) vanishes. If the eigenvalues
satisfy (2.12), then the variance DL2,n(c) is of the order (cn)1/m by Lemma 2.14
and the criterion becomes
c 7→ DLn (c, f) +
1
c
≍ (cn)1/m + 1
c
.
The right side is minimized by cn ≍ (1/n)1/(m+1). Theorem 2.25 shows that
the posterior distribution for the scale parameter c will concentrate on the
set of c that minimize the criterion up to a multiplicative factor. This set is
contained in an interval with boundaries of the order (1/n)1/(m+1).
The fact that this interval shrinks to zero is good, as the variance is smaller
for smaller c, while the bias is negligible. However, it is a bit disappointing
that the shrinkage is not faster than of order (1/n)1/(m+1). In comparison,
the empirical Bayes estimator ĉn will shrink at the order logn/n, the minimal
possible value permitted in our minimization scheme by Theorem 2.12.
Coverage of the hierarchical Bayes credible set
The hierarchical Bayesian credible sets cover true parameters under the same
conditions as the empirical Bayes sets.
Theorem 2.27 (Coverage, HB). Suppose the following conditions hold:
1. the remainders RL1,n and RL2,n behave as in (2.25) and R3,n and R4,n
behave as in (2.31),
2. (2.33) is satisfied,
3. DL2,n is a good variance function with DL2,n(c) ≥ log(nc),
4. there is a minimizer cn(f) of c 7→ DLn (c, f) + 2λ/c over c ∈ (0,∞) that
satisfies cn(f) ∈ In and 2cn(f) ∈ In,
5. DR2,n(c) ≍ DL2,n(c) ≍ s2n(c) uniformly in c ∈ In,
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6. the function f satisfies the good bias condition.
Then the hierarchical Bayes credible sets (2.8) satisfy Pf (f ∈ Ĉn,η,M ) → 1 for
sufficiently large M . In particular, this is true if (2.12), (2.19) or (2.20) holds
and conditions 4 and 6 hold.
Proof. The function f is contained in Ĉn,η,M as soon as there exists some
c ∈ [ĉ1,n(η1), ĉ2,n(η1)] for which it holds that ∥f⃗n − f̂n,c∥ ≤ Mrn(c, η2). Since
Nn(c)/s
2
n(c) → 1 in probability uniformly in c ∈ In by (2.33), the quantities
r2n(c, η2)/s
2
n(c), which are the η2-quantiles of the variables Nn(c)/s2n(c), tend
to 1 as well uniformly in c. In view of the decomposition (2.29) it follows








1 + oP (1)
)
.
By assumption s2n(c) is equivalent to both DR2,n(c) and DL2,n(c), up to a multi-
plicative constant. In particular, the second term on the left is bounded above.
By the second assertion of Theorem 2.25 the posterior probability of the set
Λn :=
{
c : DL1,n(c, f) . DL2,n(c)
}
tends to one in probability. Since ĉ1,n(η1) and
ĉ2,n(η1) are nontrivial quantiles of the posterior distribution of c, the interval
[ĉ1,n(η1), ĉ2,n(η1)] must intersect Λn with probability tending to 1. For c = c̄n
in this intersection it holds that DLn (c, f) ≍ DL2,n(c) and hence s2n(c) in the
preceding display can be replaced by DLn (c, f), up to a multiplicative constant.
This shows that the remainder terms tend to zero, in view of (2.31). The
first term DR1,n(c, f)/s2n(c) is bounded by a multiple of DR1,n(c, f)/DLn (c, f) ≤
DR1,n(c, f)/D
L
1,n(c, f) ≤ 1, by definitions (2.23) and (2.24). This proves the first
assertion of the theorem.
The final assertion of the theorem follows by Propositions 2.10, 2.15 and 2.16
and Lemma 2.14, which show that all remaining assumptions hold under (2.12),
(2.19) or (2.20).
Contraction rate of the hierarchical Bayes posterior




for the posterior distribution of f⃗n given c.
Then the hierarchical posterior distribution can be decomposed as
Πn
(






w : w⃗n ∈ B | Y⃗n
)
πn(c | Y⃗n) dc
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for B ⊆ Rn measurable. Here πn(c | Y⃗n) is the posterior density of c, analysed
in Theorem 2.25.
This hierarchical posterior distribution contracts to the true parameter accord-
ing to an oracle inequality, with the likelihood-based criterion augmented by
the extra term 1/c.
Theorem 2.28 (Contraction rate, HB). If conditions 1, 3, 4, and 5 of Theo-
rem 2.27 hold, then, for any sequence Mn → ∞,
Πn
(
w : ∥w⃗n − f⃗n∥2 ≥Mn inf
c∈In
[











c ∈ In : DLn (c, f) + 1/c ≤M1
[
DLn (cn, f) + 1/cn
]}
. (2.35)
By Theorem 2.25 the posterior probability that c ∈ Cn tends to 1 in proba-
bility, for sufficiently large M1. Therefore, for any M > 0 we apply the above
decomposition of the posterior to find
Πn
(






w : ∥w⃗n − f⃗n∥ ≥M | Y⃗n
)






∥f̂n,c − f⃗n∥2 + s2n(c)
]
+ oP (1)













Here DR1,n ≤ DL1,n, and DR2,n is of the same order as DL2,n and s2n. It follows
that the first two terms are bounded by a multiple of supc∈Cn DLn (c, f) ≤
M1
[
DLn (cn) + 1/cn
]
. The remainder terms are of the order DLn (c, f) uniformly
in c ∈ In with probability tending to one by (2.31) and hence are similarly
bounded.
Example 2.29 (Sobolev). It was seen in Example 2.22 that for eigenvalues
satisfying (2.12) and f ∈ Sαn for α ≤ m/2 we have
DL1,n(c, f) +D
L
2,n(c) . n(cn)−2α/m + (cn)1/m.
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The upper bound on the right side has minimum value n1/(2α+1) at cn ≍
nm/(1+2α)−1. In this point the term 1/cn is smaller than n1/(2α+1) (for α ≤
m/2). It follows from Theorem 2.28 that on the model Sαn the hierarchical
Bayes posterior distribution contracts at the same rate as the likelihood-based
empirical Bayes method.
Example 2.30 (Hyperrectangle). It was seen in Example 2.23 that, for eigen-





n(cn)−2α/m + (cn)1/m if α < m/2,
c−1 log(cn) + (cn)1/m if α = m/2,
c−1 + (cn)1/m if α > m/2,
It follows again that the hierarchical Bayes posterior distribution contracts at
the same rate as the likelihood-based empirical Bayes method.
Example 2.31 (Zero function). The square bias DL1,n of the function f = 0 is
equal to zero. For eigenvalues satisfying (2.12) the minimum of c 7→ DLn (c, f)+
1/c is assumed at cn ≍ (1/n)1/(m+1), resulting in a rate of contraction for the
scaled Euclidean norm ∥ · ∥n,0 of the order n−(m/2)/(m+1).
In contrast the empirical Bayes estimators attain a rate of contraction of the
order n−1/2 up to a logarithmic factor.
The same difference between the hierarchical and empirical Bayes methods
exists for (sequences of) functions f with a square bias DR1,n(c, f) that tends
to zero at an exponential rate.
Diameter of the hierarchical Bayes credible set
The diameter of the credible sets is again of the same order as the contraction
rate.
Theorem 2.32. Under the conditions of Theorem 2.28 the diameter of the






Proof. In view of Proposition 2.16, for fixed c the radius of the credible set
{w : ∥w⃗n− f̂n,c∥ < Mrn(c, η2)} is of the order the posterior standard deviation
sn(c) given by (2.26). Thus the triangle inequality gives that the diameter of
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The supremum of the function in this display over the set Cn defined in (2.35)
is shown to be of the desired order in the proof of Theorem 2.28. The theorem
would follow if the interval [ĉ1,n(η1), ĉ2,n(η1)] belongs to Cn with probability
tending to one.
By Theorem 2.25 the posterior distribution of c concentrates all its mass on the
sets Cn. Since ĉ1,n(η1) and ĉ2,n(η1) are nontrivial quantiles of this distribution,
we can conclude that they must belong to the convex hull of Cn with probability
tending to one. If this convex hull is [cm, cM ], then for any c in this convex
hull
DLn (c, f) +
1
c
= DL1,n(c, f) +
1
c











Thus the convex hull of Cn is contained in a set of the same form as Cn, but
with the constant M1 replaced by 2M1. The proof of Theorem 2.28 still shows
that the supremum over this bigger set is of the desired order.
2.4 On the polished tail condition
The parameter in the regression model (2.1) is a fixed function f , but most of
the results of this chapter are driven by the representation of the restriction
f⃗n of f to the design points in terms of the eigenvectors ej,n of the covariance
matrix Un of the (unscaled) prior restricted to the design points. It is clearly
of interest to relate the “continuous” object f to its discrete counterparts, but
this is more involved than it may seem.
In this section we investigate the relationship between the continuous and dis-
crete setups for the special case of the Brownian motion prior.
Aliasing
For the design points xi,n = i/n+, where n+ = n+1/2, the eigenvectors of the
covariance matrix Un of discretized Brownian motion are given in (2.16) for
j ∈ {1, . . . , n}. The formula shows that they are 1/
√
n+ times the restrictions
of the eigenfunctions ej to the design points. Using this correspondence we
may also define vectors ej,n ∈ Rn for j > n, again by (2.16), by discretizing
the higher frequency eigenfunctions of Brownian motion. Since the vectors
e1,n, . . . , en,n are an orthonormal basis of Rn, these further vectors are redun-
dant. It turns out that their linear dependency on the vectors ei,n for i ≤ n
takes a very special form:
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(i) The vectors ei,n are (2n+ 1)-periodic in i: ei+2n+1,n = ei,n for all i.
(ii) The vectors in the middle of a (2n+ 1) period vanish: en+1,n = 0.
(iii) The vectors within a (2n+ 1) period are anti-symmetric about the mid-
point: e2n+2−i,n = −ei,n for all i.
In particular, every ej,n with j > n is either zero or “loads” on exactly one ei,n
with i ∈ {1, . . . , n} with coefficient 1 or -1. This leads to a simple connection be-
tween the infinite expansion of a function f =
∑∞
j=1 fjej in the eigenfunctions
ej of continuous Brownian motion and the finite expansion f⃗n =
∑n
i=1 fi,nei,n
of the discretized function f⃗n in the eigenvectors ej,n of discretized Brownian
motion, as follows. Assuming that the series f(x) =
∑∞
j=1 fjej(x) converges
pointwise, we can use (2.16), which says that (e⃗j)n =
√
n+ej,n, and (i)-(iii) to










(f(2n+1)l+i − f(2n+1)l+2n+2−i). (2.36)
The terms of this last series correspond to the consecutive periods of lengths
(2n + 1). Exactly two of the inner products per period are nonzero and they
yield coefficients 1 and −1 respectively. The formula is an example of the
aliasing effect in signal analysis: the energy of the function f at frequencies j
higher than the Nyquist frequency n, whose fluctuations fall between the grid
points, is represented at the lower frequencies.
The scaling
√
n+ results from the normalisation of the vectors ei,n in Rn.
However, even apart from the normalisation the correspondence between the
discrete and continuous coefficients is imperfect. By writing (2.36) in the form
fi,n√
n+




we see that fi,n/
√
n+ is in general not equal to fi. The “harmonic frequencies”
at periods 2n + 1 add to a frequency at i ∈ {1, 2, . . . , n}, and the frequencies
mirrored around the midpoints of the blocks subtract from it.
It is clear from the preceding display that a given discrete sequence (fi,n) can
be obtained from the infinite sequence (f1,n, f2,n, . . . , fn,n, 0, 0, . . .)/
√
n+ of L2
coefficients, but also from many other infinite sequences (fj). Because the data
model (2.1) depends on f only through the discrete sequence (fi,n), there is
clearly no hope to recover which of these infinite sequences would be the “true”
sequence. Furthermore, for a given fixed infinite sequence the values of the
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array (fi,n) will change with n, and for some reasonable infinite sequences the
series defining the discrete coefficients may not even converge. (We obtained the
preceding display under the assumption that the series
∑
j fjej(x) converges
pointwise.) The following lemma shows that the infinite series is essentially a
Fourier series, and hence this less than perfect correspondence is disappointing.
Lemma 2.33. For a given f : [0, 1] → R in L2[0, 1], the expansion f =
∑
j fjej
is derived from the Fourier series of the function x 7→ eiπx/2f(x) on [0, 2], where
f is extended to [0, 2] by symmetry about 1. In particular, if f ∈ Cα[0, 1] for




fjej(x), uniformly in x.
Proof. The function x 7→ eiπx/2f(x), with f extended as indicated, is periodic
(i.e. it has the same value at 0 and 2) and contained in L2[0, 2]. Its Fourier












Since f is real, the complex part of the right side vanishes, while the real part














for aj , bj ∈ R. Since f is symmetric about 1, the antisymmetric cosine part
vanishes, while the terms with j ≤ 0 of the sine part can be united with terms
with j ≥ 1. This gives an expansion in terms of the eigenfunctions ej . By the
orthogonality of these functions the resulting expansion is unique.
If f ∈ Cα[0, 1], then the extended function x 7→ eiπx/2f(x) is contained in
Cα[0, 2] and hence we have uniform convergence in (2.37). The uniform con-
vergence is retained under multiplying left and right with e−iπx/2.
As a consequence of the lemma, the speed at which the fj tend to zero as
j → ∞ can be interpreted in the sense of Sobolev smoothness. However, this
is not easily comparable to the smoothness of the corresponding array (fi,n).
In fact, if f is contained in a Sobolev space of order α for α ≤ 1/2, that is∑
j j
2αf2j <∞, then the aliased coefficients may not even be well defined.
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Polished tail sequences
In [Szabó et al., 2015] a function f , or rather its infinite series of coefficients
(fj) relative to a given eigenbasis, is defined to be polished tail if for some







This reduces to the “discrete polished tail” condition (2.10) if applied to the in-
finite sequences (f1,n, f2,n, . . . , fn,n, 0, 0, . . .)/
√
n+. For general sequences (fj)
the relationship is less perfect, but for typical examples the two concepts agree.
Example 2.34 (Self-similar sequences). In [Szabó et al., 2015] an infinite
sequence (fj) is defined to be self-similar of order α > 0 if for some positive
constants M,ρ, L and every m
sup
j≥1




Particular examples are the sequences with the exact order |fj | ≍ j−1/2−α.
Self-similar sequences are easily seen to be polished tail for every α > 0 and
arbitrary ρ > 1. For α ≤ 1/2 the corresponding function is not necessarily well
defined at every point and the series (2.36) defining the aliased coefficients may
diverge. However, for α > 1/2 the induced array (fi,n) is well defined and also
discrete polished tail in the sense of (2.10).
To see this, first note that for ℓ ≥ 1 and taking M equal to 1 for simplicity we
have




This shows that the series (2.36) that defines the aliased coefficients converges.
Furthermore, we see that the rescaled coefficients f̃i,n = fi,n/
√
n+ satisfy |f̃i,n−













We wish to show that the right side of (2.10) is lower bounded by the expression
on the right, where we may assume that m satisfies ρm ≤ n, because otherwise
there is nothing to prove. First we note that
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For sufficiently large L the constant in the last display is positive.
Example 2.35. The sequence fj = j−1/2−α is easily seen to be polished tail
for every α > 0, as is also noted in Example 2.34. We shall show that the
corresponding array (fi,n) is also discrete polished tail in the sense of (2.10),
for any α > 0, thus extending Example 2.34 to the range α ∈ (0, 1/2]. This
refinement is possible by the exact form of the fj , which allows us to exploit
cancellation of positive and negative terms in (2.36).
To prove the claim we first apply the mean value theorem to find that, for
every ℓ ≥ 1,








































for i ≤ cn and any fixed c < 1. To bound the right side of (2.10) we may
assume that m satisfies ρm ≤ n, because otherwise there is nothing to prove.



















The right side is seen to be bigger than a multiple of the left side of (2.10).
This proves the claim.
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Prior polished tail sequences
According to the Bayesian model the true function f is a realisation of the prior
process W c. In this section we show that almost every such realisation gives
rise to a discrete polished tail array. Consequently, for a Bayesian who believes
in her prior, the polished tail condition is reasonable. For a non-Bayesian the
following proposition is also of interest, as it shows that polished tail functions
are abundant.
The proof of the statement will be based on the Karhunen-Loève expansion.







Here Z1, Z2, . . . are independent standard normal random variables. We see
that the priorW c is given by
∑
j fjej , for the infinite sequence fj =
√
cZj/((j−
1/2)π). We shall show that the induced array fj,n defined by (2.36) is discrete
polished tail, almost surely.
In fact a more general result holds for any Gaussian series with polynomially
decaying singular values relative to the eigenbasis of Brownian motion.






ej(t), t ∈ [0, 1],
where Z1, Z2, . . . are independent standard normal random variables. Then
almost every realisation of W is both polished tail in the sense of (2.38) and
discrete polished tail in the sense of (2.10).
Proof. The first claim is proved in Proposition 3.5 of [Szabó et al., 2015]. To
prove that W is discrete polished tail, we consider the coefficients given in






(δ + (2n+ 1)l + i)1/2+α
−
Z(2n+1)l+2n+2−i
(δ + (2n+ 1)l + 2n+ 2− i)1/2+α
)
.
In view of Lévy’s continuity theorem this array consists for each n of indepen-










((2n+ 1)l + i)2α+1
+
1




2.4. On the polished tail condition
























we see that Em has probability P (Em) = P (X < 0). We then have by Markov’s
inequality that for η > 0
P (Em) = P (X < 0) ≤ P (|X − EX| ≥ EX) ≤
E|X − EX|η
(EX)η .
We proceed to bound the expectation of X. Clearly the variance of W̃i,n is
















for some L1 > 0. It follows that




















(L− 1)(1− ρ−2α)− (1 + L1)ρ−2α
]
.
We choose L and ρ large enough so that this is positive. Applying the
Marcinkiewicz-Zygmund inequality and next Hölder’s inequality with conju-
gate parameters (η/2, η/(η−2)), we see that E|X−EX|η is for η > 2 bounded
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Since E|W̃ 2i,n − EW̃ 2i,n|η ≍ var(W̃i,n)η . i−(1+2α)η, we conclude that









. m1−(1/2+2α)η+η/2−1−η/2 = m−(1/2+2α)η,
hence the P (Em) are bounded by a multiple of m−η/2 and thus summable over
m for η > 2. It follows by the Borel-Cantelli lemma that the event Em occurs
at most finitely many times with probability one.
2.5 Discussion
The model (2.1) can also be formulated directly in terms of the coordinates
(fi,n) of f⃗n relative to the eigenbasis ej,n of the prior covariance matrix Un. For
On the orthogonal matrix with rows the eigenvectors ej,n of Un, the definition
of fj,n gives







By the orthonormality of On the error vector Onε⃗n is equal in distribution to
ε⃗n, whence Ỹn = OnY⃗n can be considered a vector of observations in a normal
mean model with mean vector (fi,n). Under the prior W c on f , given c the
vector (f1,n, . . . , fn,n)T = O−1n f⃗n possesses a mean zero normal distribution
with covariance matrix cO−1n UnOn = diag(cλi,n). Prior and data model both
factorise over the coordinates, and it can be seen that under the posterior
distribution given c the variables f1,n, . . . , fn,n are again independent with









This gives a representation of the posterior distribution different from, but
equivalent to (3.3).
In this form the model resembles the infinite Gaussian sequence model (or
white noise model). A difference is that presently the sequence is of length n
instead of infinite, and the parameter vector (f1,n, . . . , fn,.n) changes with n,
even it refers to a single true function f . The discussion in Section 2.4 shows
that this difference is not trivial.
Likelihood-based empirical Bayes and hierarchical Bayes estimation of the scale
parameter c in the infinite sequence model were studied in [Szabó et al., 2013].
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Besides considering the finite sequence model, here we also treat the risk-based
empirical Bayes method and allow more general priors. A main difference is
that we have focused on the coverage of the credible sets. Such coverage is
also studied in [Szabó et al., 2015], but only for the likelihood-based empiri-
cal Bayes method in the infinite-sequence model with N (0, i−1−2α)-priors and
α taken equal to the smoothing parameter. The same model is studied in
[Ray, 2015], where exact credible sets are obtained when considering Sobolev
spaces with negative exponent. The focus in this chapter on balls in the space
of the finite vectors f⃗n of function values allows us to make the connection
to the correctness of a fraction of the credible intervals, as in Corollary 2.4.
The present treatment also differs in its technical details and proofs, in that
our results are directly formulated in terms of the criterion that is optimized,
whereas [Szabó et al., 2015, 2013] make the derivative of the criterion intercede.
The present approach gives better insight and allows to state the contribution
of the (discrete) polished tail condition more precisely, with the possibility of
generalisation to the good bias condition (2.27), which is dependent both on
the method and the prior.
Throughout, we limit the estimator to the interval In. This is reasonable, since
the optimal rate of rescaling for functions in a class of smoothness α satisfies
cn ≍ nδ, where δ = m/(1 + 2α) ∈ (0,m] (if α ∈ (0,m) or α ∈ (0,m/2) in the
risk-based and likelihood-based methods).
We consider the hierarchical Bayes only with the usual inverse Gamma prior on
the scaling parameter. From the proof it is not difficult to see that the result
extends to more general priors. For instance if c−r ∼ Γ(κ, λ), for some r > 0,
then the theorem is again true, but with the term 1/c replaced by (1/c)r. A
choice r ≤ 1 does not change much, but the choice r > 1 has an adverse effect
on the rate of contraction for Sobolev classes: optimality is obtained only for
α ≤ (1/r +m− 1)/2.
The assumption that the errors in the regression model are normally distributed
is crucial to define the posterior distribution and credible sets. However, the
derivation of the properties of these objects uses only that the errors have
mean zero and finite fourth moments. Thus the standard normal model may
be misspecified. This is true in particular regarding the assumption of unit
variance, although it would be preferable to extend our results to allow for a
prior on this variance.
The study of credible bands, rather than credible balls or credible intervals
in a fractional sense, would require control of the bias of the posterior mean
in a uniform sense. This involves properties of the eigenvectors of the priors
and goes beyond the “ℓ2-theory” considered in this chapter. The bias in the
example of Brownian motion is considered in detail in Chapter 1. We will
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employ this in the study of credible bands in the next chapter.
2.6 Technical proofs
In this section we give the proofs of Corollary 2.4 and Propositions 2.10, 2.15
and 2.16.
Proof of Corollary 2.4
In the Bayesian model (2.2) we have Y⃗n = W⃗ cn + ε⃗n for independent vectors
W⃗ cn and ε⃗n. The marginal posterior distribution of f(x) given c and Y⃗n is the
conditional law of W cx given c and Y⃗n. By the assumed Gaussianity, this is a
normal law with mean the conditional expectation f̂n,c(x) = E(W cx | Y⃗n, c) and
variance equal to
s2n(c, x) = var
[










(W cx − aT Y⃗n)2 | c
]
.
When evaluated at a design point x = xi,n, this is equal to the ith diagonal
element of the posterior covariance matrix I − Σ−1n,c. Hence the sum of the
posterior variances over the design points is the trace of this matrix. It follows








where s2n(c) is given in (2.26). It follows that for i ∈ Jn the radius Mrn(c, xi,n)
of the empirical Bayes interval Ĉn,η,M (xi,n) is bounded from below (up to a
universal multiple) of Mzηsn(c)/
√
n.
The function f fails to belong to the empirical Bayes interval Ĉn,η,M (x) if and





















As noted in the first paragraph of the proof of Theorem 2.17, s2n(ĉn) is asymp-
totic to the square radius r2n(ĉn, η′) of the credible balls of the form (2.7), for
any η′ ∈ (0, 1). Therefore, if the left-hand is bigger than 1−γ, then f /∈ Ĉn,M ′,η
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for M ′ a multiple of Mzη. By Theorem 2.3 this is the case with probability























If the function f fails to belong to the hierarchical interval Ĉn,η,M (x), then
|f(x) − f̂n,c̄n(x)| ≥ Mrn(c̄n, η2, x), for c̄n as defined in the proof of Theo-
rem 2.27. The rest of the proof is similar to the proof of the empirical Bayes
intervals.
The assertions concerning the radii are immediate from the corresponding





n uniformly for i ∈ Jn under the extra assumption on the poste-
rior variances.
Proof of final assertion of Lemma 2.14
That DR2,n2 and sn2 behave as claimed is immediate from Lemma 2.44; we only
need consider the behaviour of DL2,n2 . The derivative of this function is given by
c 7→ c−1DR2,n2(c) and hence is asymptotic to c−1(cn2)1/mkn(c) uniformly on the
interval [ln/n2, n2m−2], for any ln → ∞. Here kn(c) = 1+log(cn2) for cn2 ≤ nm
and kn(c) = 1 + log(n2m/(cn2)) for cn2 ≥ nm. Now, as cn2 ≥ ln → ∞, we









u1/m−1 logu du = mt1/m log t − m2t1/m. Furthermore, we have for
cn2 ∈ [nm, n2m]∫ c
0
























Combining the two displays we see that in both cases the left side is asymptotic
to (cn2)1/mkn(c). This order does not change if we limit the integrals to the
interval [ln/n2, c], for ln → ∞ slowly. It follows that DL2,n2(c) has this order,
69









−2msn4, the latter integral is bounded by a multiple of l2n, which
is of lower order again if ln → ∞ sufficiently slowly.
Proof of Proposition 2.10
The proof is based on two lemmas.
Lemma 2.37. For the functions in both (2.23) and (2.24) and any c and s < t






































The bound on the variance of the likelihood-based remainder RL1,n in (2.24) is






























= 2DR2,n(c) ≤ 4DL2,n(c),
in view of the inequality log(1 + x)− x/(1 + x) ≥ x2/(1 + x)2/2 for x > 0.
The third and fourth assertions of the lemma follow by applying Lemma 2.47.
For the risk-based remainder given in (2.23), we use the lemma with the choices:
• for RR1,n: (α, β) = (0, 2), aj = 2fj,n, Uj = Zj,n and (δ, γ) = (0, 2), where
the sum in (2.42) becomes 4DR1,n,
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• for RR2,n: (α, β) = (0, 2), aj = 1, Uj = Z2j,n − 1 and (δ, γ) = (2, 2), where
the sum in (2.42) becomes DR2,n.
For the likelihood-based remainder, given in (2.24), we use the lemma with the
choices:
• for RL1,n: (α, β) = (0, 1), aj = 2fj,n, Uj = Zj,n and (δ, γ) = (0, 1), where
the sum in (2.42) becomes 4DL1,n,
• for RL2,n: (α, β) = (1, 0), aj = −1, Uj = Z2j,n−1 and (δ, γ) = (2, 2), where
the sum in (2.42) will become DR2,n, which is bounded by a multiple of
DL2,n.
This concludes the proof.
Lemma 2.38. For the functions in both (2.23) and (2.24) and any s < t in
In we have ∣∣D1,n(s, f)−D1,n(t, f)∣∣ . |t− s|D1,n(s, f)
s
,∣∣D2,n(s)−D2,n(t)∣∣ . |t− s|s2n(s)
s
.
Proof. By Lemma 2.46 with (α, β) = (0, 2) and DR1,n as in (2.23) we have











The function DL1,n in (2.24) can be treated similarly, with the choice (α, β) =
(0, 1).














The right side is s2n(s), by definition (2.26). Applying the mean value theorem
to DL2,n in (2.24) we find for some s ≤ ξ ≤ t,
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This concludes the proof.
Proof of Proposition 2.10. Applying Lemmas 2.37 and 2.38, we see that for


































since Dn(s, f) ≥ D2,n(s) & (sn)1/m ≍ s2n(s) by Lemma 2.14. Similarly, apply-










by Lemma 2.14. The result for R1,n follows from the preceding two displays,
by application of Lemma 2.48. The assertion for R2,n is proved analogously,
from the other parts of Lemmas 2.37 and 2.38.
Proof of Proposition 2.15
In addition to Lemma 2.38 we need the following lemma.





























Proof. For the first two inequalities we compute














The third and fourth inequalities follow by application of Lemma 2.47 with the
following choices:
• for R3,n: (α, β) = (1, 1), aj = −2fj,n, Uj = Zj,n and (δ, γ) = (0, 2),
where the sum in (2.42) becomes 4DR1,n.
• for R4,n: (α, β) = (2, 0), aj = 1, Uj = Z2j,n − 1 and (δ, γ) = (2, 2), where
the sum in (2.42) becomes DR2,n.
This concludes the proof.





































since DR1,n ≤ DRn and DRn (s, f) ≥ DR2,n(s) & (sn)1/m ≍ s2n(s) by Lemma 2.14.











by Lemma 2.14. The proposition with Dn = DRn follows by an application of
Lemma 2.48.
Since DLn ≥ DRn /2, this immediately implies the proposition for the likelihood-
based norming. The assertion for R4,n is proved analogously, from the other
parts of Lemmas 2.39 and 2.38.
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Proof of Proposition 2.16
Lemma 2.40. For s ≤ t we have
∣∣s2n(t)− s2n(s)∣∣ . |t− s|s2n(s)s .
Proof. This is immediate from the definition of s2n in (2.26) and Lemma 2.46
with (α, β) = (1, 0).







= 0, var [Nn(c)] . s2n(c).
Applying Lemma 2.47 with (α, β) = (1, 0), aj = 1, (γ, δ) = (1, 1) and g = s2n,




































The proposition follows by an application of Lemma 2.48.
For Brownian motion, we can gain more insight in the behaviour of (part of)
the function DL2 .


















































2 + cn+ −1 0 · · · 0
−1 2 + cn+ −1 · · · 0
0 −1
. . . ...
...
... 2 + cn+ −1
0 0 · · · −1 1 + cn+

.














− 1. Note that this is the





c2 + cn+(3− λ−) + n2+(1− λ−)
(λ+ − λ−)λ+n2+























θ(4 + θ)− θ
)√
θ(4 + θ)
+ o(1) → 1
2
.
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2.7 Technical results
Lemma 2.42. Let D1 : In → (0,∞) be a decreasing function and D2 : In →
(0,∞) an increasing function. Suppose that there exist a, b, B,B′ > 0 such that
D1(Kc) ≤ K−aD1(c), for any K > 1, (2.39)
B′kbD2(c) ≥ D2(kc), ≥ BkbD2(c) for any k < 1. (2.40)
Let c̃ satisfy D1(c̃) = D2(c̃), and for a given constant E ≥ 1, define Λ =
{
c :
(D1 +D2)(c) ≤ E (D1 +D2)(c̃)
}
. Then






Proof. (i). If c ≥ c̃, then D1(c) ≤ D2(c), since D1 and D2 are equal at c̃ and
decreasing and increasing respectively. The inequality in (i) is then satisfied,
since B−1(2E)1+b/a ≥ 1. If c < c̃, then by (2.39) with K = c̃/c we have
(c̃/c)aD1(c̃) ≤ D1(c).
If c ∈ Λ, then also
D1(c) ≤ (D1 +D2)(c) ≤ E(D1 +D2)(c̃) = 2ED1(c̃)
by the definition of c̃. Concatenating these inequalities, we conclude that
(c̃/c)a ≤ 2E, or c ≥ b1c̃ for b1 = (2E)−1/a < 1. Then, by monotonicity
and (2.40),
D2(c) ≥ D2(b1c̃) ≥ Bbb1D2(c̃).
This is equal to Bbb1D1(c̃) ≥ Bbb1/(2E)D1(c) by the second last display. This
concludes the proof of (i).
(ii). The lower bound on Λ in (ii) is equivalent to the inequality c ≥ b1c̃, which
was already obtained in the preceding proof of (i). For the upper bound we first
note that for every c ∈ Λ we have D2(c) ≤ D1(c) +D2(c) ≤ E(D1 +D2)(c̃) =
2ED2(c̃), by the definition of c̃. If c > c̃, then (2.40) gives that the right hand
side is bounded above by 2EB′(c̃/c)bD2(c). Concatenation of the inequalities
gives that 1 ≤ 2EB′(c̃/c)b.
The following lemma is applied throughout to handle the sums that occur in
both the deterministic and stochastic terms of L.
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γ/m−ν+1/m(1 + o(1)) (2.41)








Furthermore, the left side of (2.41) has the same order as the right side uni-
formly in c ∈ [ln/n, nm−1] , for any ln → ∞, possibly with a smaller constant.
Proof. If γ ≤ 0, then the function t 7→ g(t) = tγ/(tm + cn)ν is decreasing on
[0,∞), while if γ > 0 the function is unimodal with a maximum at k(cn)1/m









































If cn→ ∞ with (cn)1/m ≪ n, then for both a = 0 and a = 1 the integral on the
right approaches Cγ,ν,m, which is finite under the conditions of the lemma. The
maximum value in the second display satisfies g(k(cn)1/m) . (cn)(γ/m−ν) and
hence is of lower order than the right side of the preceding display if cn→ ∞.
This proves the first assertion of the lemma. For c as in the second assertion
we still have that cn→ ∞, so that the lower limit of the integral tends to zero,
but the upper limit n/(cn)1/m may remain bounded, although it is bigger than
1 by assumption.
77
2. Adaptive global credible sets

















if cn2 ≥ nm
uniformly for c ∈ [ln/n2, n2m−2] as n→ ∞, for any ln → ∞.
Proof. Since cn2 ≤ (ij)m+cn2 ≤ 2cn2 if (ij)m ≤ cn2 and (ij)m ≤ (ij)m+cn2 ≤
















Since cn2 ≥ ln → ∞, the first sum is never empty; the second is empty if
cn2 = n2m takes it maximally allowed value. To proceed we consider the cases
that N := (cn2)1/m is smaller or bigger than n separately. If N ≤ n, then the






























≍ (logN)Nγ+1−mν + (logN)Nγ−mν+1 +Nγ−mν+1.



































≍ Nγ−mν+1 + (log(n2/N))Nγ−mν+1 + (log(n2/N))Nγ+1−mν .
These bounds can be written in the form given by the lemma.










uniformly for c ∈ [ln/n2, n2m−2] as n→ ∞, for any ln → ∞.
Proof. Since the function (s, t) 7→ 1/
(
(s2 + t2)m + cn2







(i2 + j2)m + cn2













(i2 + j2)m + cn2





(s2 + t2)m + cn2
)ν dsdt.








































Since cn2 → ∞ the lower limit of this integral tends to zero. Combining this
with the fact that the upper limit is bounded from below by b, the result
follows.
The following three lemmas are used to establish uniform bounds on the
stochastic remainder terms.






where α, β ≥ 0 are integers. Then, for 0 < s < t <∞,
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Proof. We apply the mean value theorem to the function h(x) = xα
(1+x)α+β
.

































for some constants aj, i.i.d. mean-zero random variables Uj with variance one
and integers α, β ≥ 0. Suppose that for some γ, δ ∈ {0, 1, 2} and some non-


































Applying the previous lemma, we see that∣∣∣∣ (sλj,n)α(1 + sλj,n)α+β − (tλj,n)
α
(1 + tλj,n)α+β


























which holds for any γ, δ ∈ {0, 1, 2}. The result follows.
Lemma 2.48. Let ln → ∞ be a given sequence of numbers. If Un = (Un(s) :
s ∈ In) are continuous stochastic processes such that for all s < t in a closed









]2 . (t− s)2
nas2+a
,
then sups∈In |Un(s)| tends to zero in probability.




]2 . d20(s, t), for d0 the metric
d0(s, t) = K0|t− s|, K0 = n−a/2s−1−a/20 .
The d0-diameter of [s0, t0] is K0|t0 − s0| and the covering number




∨ 1. Therefore by Corol-





]2 . K20 |t0 − s0|2 = |t0/s0 − 1|2(ns0)a .
Fix M so that 2M−1 < 1/an ≤ 2M and N so that 2N−1 < bn ≤ 2N . Define
s−M = an, sN = bn and si = 2i for i ∈ {−M + 1, . . . , N − 1}. Then s−M <
s−M+1 < · · · < sN partitions In. Since si+1/si − 1 ≤ 1 for every i (in fact,















































3.1 Introduction and main results
We consider estimating the regression function f in the fixed design regression
model, introduced in Chapter 1. We observe a vector Y⃗n := (Y1,n, . . . , Yn,n)T
with coordinates
Yi,n = f(xi,n) + εi,n, i ∈ {1, . . . , n}. (3.1)
Here the parameter f is an unknown function f : [0, 1] → R, the design points
(xi,n) are a known sequence of points in [0, 1] and the (unobservable) errors
εi,n are independent standard normal random variables.
When visualising the uncertainty of an estimate of the function f at a point or
several points, credible intervals around the estimated function value or even
credible bands might be considered to be the most intuitive. The credible
balls relative to the Euclidian norm in the space of function values of f at
the design points studied in Chapter 2 are more complicated to interpret or
represent graphically. Therefore, in this chapter we focus on a uniform bound
for the width of the credible intervals for f at the design points (or at all
x), rather than bounding an average. We return to the setting of Chapter 1,
taking the design points xi,n to be equally spaced and equal to xi,n = i/n+
with n+ = n + 1/2 and f ∈ Cα[0, 1] for some α ∈ (0, 2]. It will turn out to
be essential to assume some “local” smoothness of the function f , since we are
studying the behaviour of this function and its estimators at specific points. In
particular, assumptions on the behaviour of f in terms of its Fourier coefficients
or variants thereof, such as the polished tail condition or a Sobolev smoothness
considered in Chapter 2, will turn out to be insufficient to fully determine this
local behaviour.
3. Credible bands




cWt, t ∈ [0, 1]) as a prior for f ,
independent of the sequence (εi,n). In the Bayesian setup the observations are
then distributed according to the model
Yi,n =
√
cWxi,n + εi,n, i ∈ {1, . . . , n}. (3.2)
When estimating the function at a fixed point x ∈ (0, 1) and constructing a
credible interval for given c, one considers the posterior distribution







The posterior mean is a linear combination of the observations and was studied




ani (x, c)Yi,n, a⃗n(x, c) = Σ
−1
n,ccv⃗n(x), v⃗n(x) = (i/n+ ∧ x)i.
Here Σn,c = I + cUn, where Un is the covariance matrix of standard Brownian
motion at the design points. Recall that the eigenvalues λj,n of this matrix
satisfy λj,n ≍ nj2 . The behaviour of the posterior variance was studied in the




formly for c ∈ [logn/n, n/ logn] and independently of x. The natural pointwise
credible interval of level η for f is
Cn,η(x) = {f : |f(x)− f̂n,c(x)| < ζησn(x, c)},
where ζη is a standard normal quantile such that P (|Z| < ζη) = η for Z ∼
N (0, 1).
In order to obtain a credible band rather than a credible interval, one considers
functions such that the supremum of |f(x) − f̂n,c(x)| over x is bounded. For
this we need a uniform result on the coefficients ani , which generalises the
results from Chapter 1. Throughout we will use results from this chapter with
k = n+/c. The following proposition shows that the result from Theorem 1.3
still holds for x = xn tending to zero sufficiently slowly.






4 + c/n+. If we take x = xn to be a sequence of design points jn/n
such that jn tends to infinity no slower than n+/
√


















for i ≥ in.
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The proof of this proposition can be found in Section 3.5.
Throughout, we will use that results on bias and variance from Chapter 1,
which are based on the behaviour of the ani , hold uniformly in both c and x.
For c, this follows since close inspection of the proofs reveals that it is sufficient
that we have c/n → 0 and this holds on [logn/n, n/ logn]. The same result
follows for x by arguments similar to those used in (3.9) in the appendix. It
follows that σ2n(x, c) ≍
√
c
n uniformly in x ≥ 1/
√
logn and hence the diameter
of a credible band is close to the width of a credible interval for a fixed x.
However, we will see that in order to obtain favourable coverage η, one should
blow up the radius by
√
logn, c.f. [Stone, 1982].
We have seen in Chapter 1 that when we consider the performance of the
Bayesian credible sets under the frequentist model (3.1), the optimal scaling c
depends on the smoothness of the function f . Since this is generally unknown,
we will here estimate c from the data using either the likelihood-based or risk-
based estimator ĉn defined in Chapter 2. Recall that for the Brownian motion
prior it was proved in Chapter 2 that in both settings, the estimator ĉn behaves
similar to the minimiser of a deterministic function Dn that is the sum of a
decreasing bias function D1,n depending on the unknown function f and an
increasing variance function D2,n, defined in (2.23) and (2.23). We then study















where ℓn is a sequence of numbers tending to infinity.
A main result we will prove is that these credible sets are honest confidence sets
for a certain class of functions. This result is in some sense surprising, since
many previous results on coverage of credible sets in the fixed design model
are negative in the sense that the obtained credible sets have zero frequentist
coverage, see e.g. [Cox, 1993, Freedman, 1999, Johnstone, 2010]. Previous work
on pointwise credible sets and credible bands can be found in for example [Bull,
2012]. Here adaptive confidence bands are constructed for functions satisfying
a self-similarity condition defined in terms of a wavelet basis of L2[0, 1]. Sim-
ilarly, [Hoffmann and Nickl, 2011] treats adaptive credible bands in density
estimation for Hölder smooth functions which satisfy some additional condi-
tion. In [Wahba, 1983] credible intervals at the design points are discussed;
simulations and heuristic arguments are given that suggest promising results,
but no formal proofs are provided. Positive results for the Gaussian white noise
model are for example the papers [Cai and Low, 2004] and [Ghosal, 2015]. In
the latter, L∞-credible sets with asymptotic coverage one and a nearly optimal
size are obtained when the Hölder regularity of the true function is known. The
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same paper also includes a heuristic discussion that indicates that the same re-
sult holds when instead an empirical Bayes estimate of the smoothness is used
for functions that satisfy the polished tail condition. The same applies here:
we need an extra assumption to ensure that the empirical Bayes credible sets
capture the truth with high probability.
Recall that we call a function self-similar of order β > 0 if its sequence of








for some positive constants M,ρ, L and every m. Let Fα,β,M be the set of all
functions that are self-similar of order β for a given M and satisfy a Hölder
condition with constant M , i.e. |f(x)−f(y)| ≤M |x−y|α if α ≤ 1 and |f ′(x)−
f ′(y)| ≤M |x− y|α−1 if α ∈ (1, 2].
Theorem 3.2. Let α ∈ (0, 2] and consider the credible sets given in (3.4). For
both the risk-based and likelihood-based empirical Bayes methods we have the
following result. If α ≥ β > 12 , we have
inf
f∈Fα,β,M
Pf (f ∈ Ĉn,η) → 1
for any sequence ℓn → ∞. Furthermore, for β < 1 the diameter of the credible






. For the risk-based empirical Bayes method
this is even true for β < 2.
The theorem shows that empirical Bayes works if the Hölder smoothness of
the function is at least the order of self-similarity. As we shall see later in
the proof, this is due to the fact that the behaviour of the estimator ĉn is
completely determined by this latter order. A value of β > α is equivalent
to overestimating the Hölder smoothness of the function, which leads to poor
coverage, as was already shown in Chapter 1. For functions that are Hölder
smooth of the order α, the minimax rate of estimation is known to be of the
order (n/ logn)− α1+2α , see [Stone, 1982]. The theorem shows that the diameter
of the credible band is determined by the order of self-similarity and in order
to obtain a (nearly) optimal diameter, we need equality α = β. In particular,
the size of the credible set adapts to the unknown Hölder smoothness if this is
equal to the self-similarity, which can be viewed as a global smoothness index.
In the next section we will prove this main result and give an example where
we suspect the theorem fails. We then proceed to derive another assumption
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on the function f for which the empirical Bayes procedure leads to coverage,















where L is a sufficiently large constant, and derive a set of conditions under
which this credible set has favourable coverage. We then show that these
conditions are satisfied for a large class of Gaussian-generated functions:






ej(t), t ∈ [0, 1],
where Z1, Z2, . . . are independent standard normal random variables. Then for
both the risk-based and likelihood-based empirical Bayes methods, for almost
every realisation of W , we obtain coverage tending to one for the credible sets
defined in (3.5), where ℓn ≥ L̃ logn and L̃ is sufficiently large. For the risk-
based method this holds if α < 2 and for the likelihood-based method if α < 1.
Furthermore, for the appropriate values of α, the diameter of the credible sets







Note that this results holds in particular for Brownian motion, by the
Karhunen-Loève expansion.
The third section deals with the proof of this main result. Finally, the
last section contains technical proofs. Throughout, we denote the interval
[logn/n, n/ logn] by In and [1/
√
logn, 1] by Jn.
3.2 Coverage for self-similar functions
Before we prove the first main result, we recall some facts about the two types
of empirical Bayes estimators ĉn. Both minimise a criterium of the form
Ln(c, f) = D1,n(c, f) +D2,n(c) +Rn(c, f) = Dn(c, f) +Rn(c, f),
where Dn is deterministic and Rn a stochastic remainder. We add the super-
script R when we specifically refer to the risk-based functions and the super-
script L for the likelihood-based functions. The functions D1,n are dependent
on the vector of function values f⃗n through its coefficients fj,n with respect to


















The functions D2,n do not depend on f . They are increasing and behave
asymptotically like
√
cn. In Chapter 2 it was proved that for both methods
the estimator ĉn is close to the minimiser of the deterministic part Dn. More
precisely, we have
Pf (ĉn ∈ Λn) → 1,
where
Λn = {c ∈ In : Dn(c, f) ≤ (1 + ε) inf
c∈In
Dn(c, f)}
for some ε > 0. In the following we will use an even more precise result on the
location of ĉn. For this, we need an assumption on f , expressed in terms of the
function D1,n, that was first introduced in the previous chapter.
Definition 3.4 (Good bias condition). We say that the function f , or the
corresponding array (fj,n), satisfies the good bias condition relative to D1,n if
there exists a constant a > 0 such that for c ∈ In
D1,n(Kc, f) ≤ C−aD1,n(c, f) for all C > 1.
If f is discrete polished tail, then it also satisfies this good bias condition. For
the Brownian motion prior this is equivalent to the existence of constants L







for all sufficiently large m. Now let c̃n be the unique solution to D1,n(c, f) =
D2,n(c). We have the following result on the location of ĉn for functions that
satisfy the good bias condition and hence for self-similar functions by Exam-
ple 2.34 in Chapter 2.
Lemma 3.5. Let f satisfy the good bias condition and c̃n ∈ In. Then there
are positive constants k < K such that
Pf (ĉn ∈ [kc̃n,Kc̃n]) → 1
for both the risk-based and likelihood-based empirical Bayes estimators ĉn.
Proof. Since Pf (ĉn ∈ Λn) → 1 and c̃n ∈ In, it follows that Dn(ĉn, f) ≤ (1 +
ε)Dn(c̃n, f) with probability tending to one. Recall that for the Brownian
motion prior it holds that D2,n(c) ≍
√
cn. Combining this with the fact that
f satisfies the good bias condition, the result follows by Lemma 2.42 from
Chapter 2.
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The function f is contained in Ĉn,η as defined in (3.4) if and only if
supx∈Jn |f(x)− f̂n,ĉn(x)| <
√
ℓn logn (ĉn/n)1/4. Writing
Tn(x, c) := f̂n,c(x)− Ef f̂n,c(x) and µn(x, c) := f(x)− Ef f̂n,c(x),





























2 =: t2n(x, c).
These quantities were studied in detail in Chapter 1. The following proposi-
tion shows that the random term Tn is negligible if f satisfies the good bias
condition.
Proposition 3.6. Let f satisfy the good bias condition and c̃n ∈ In. For both










for any sequence ℓn → ∞.
The proof of this result is given in Section 3.5. We now have a sufficient
understanding of the credible set Ĉn,η to be able to prove our main result.
Proof of Theorem 3.2. A function f is contained in Ĉn,η if and only if
supx∈Jn |f(x) − f̂n,ĉn(x)| <
√




|f(x)− f̂n,c(x)| ≤ sup
x∈Jn
(





|Tn(x, c)|+ |µn(x, c)|
)
,
we obtain coverage if





with probability tending to one.
If f is self-similar of order β > 12 , then the array (fi,n) is discrete polished tail






















by the last display of Example 2.34, where we take δ = 1 for DL1,n and δ = 2
for DR1,n. The first inequality holds if β < 2 for the risk-based empirical Bayes
method and if β < 1 for the likelihood-based method (see Examples 2.20 and









hence c̃n ≍ n
1−2β
1+2β . Noting that c̃n ∈ In, it follows by Proposition 3.6 that the
first term of (3.6) converges to zero in probability. Moreover, by Lemma 3.5
there are positive constants k < K such that Pf (ĉn ∈ [kc̃n,Kc̃n]) → 1. Con-






uniformly for c ∈ [kc̃n,Kc̃n] and x ∈ Jn by Corollary 1.7 in Chapter 1. We see


























with probability tending to one. It follows that Pf (f ∈ Ĉn,η) → 1. Finally, note
that since (c̃n/n)1/4 ≍ n−
β





1+2β with probability tending to one.
The theorem gives an example of a class of functions for which the empirical
Bayes credible band is an honest credible set. Although this positive result
is encouraging, it is not clear how rich this class of functions is. It follows
by inspection of the proof that the Hölder and self-similarity conditions are
both essential, since the former determines the bias and the latter the location
of the empirical Bayes estimator. If the two measures of smoothness do not
match, the bias and variance are not balanced, which can result in zero coverage
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or credible bands that are too wide. Unfortunately, one of these types of
smoothness typically does not imply the other. The following is an example
of a nicely behaved function of Hölder smoothness α, for which the order of
self-similarity is greater than the Hölder exponent for a whole range of values
of α. This suggests that the coverage will tend to zero for all possible values
of α in this range.
Example 3.7. Consider the function f(t) = |x− t|α, where α ∈ (0, 1) and x >
1
2 . We prove below that the Fourier coefficients of this function satisfy fj ≍ j−1
and hence this function is self-similar of the order β = 12 , which suggests that
c̃n satisfies c̃n ≍ 1. Since the square bias of this function at the point x is of
the order (cn)−α, it then follows that supx∈Jn |µn(x, c̃n)|2 ≫ logn (c̃n/n)1/2 for
any α < 12 and hence supx∈Jn |µn(x, ĉn)|2 ≫ logn (ĉn/n)1/2 with probability
tending to one. This suggests that the credible bands defined in (3.4) will not
have favourable coverage for any α < 12 .
Since f ∈ Cα, we have |
∑∞
j=n+1 fjej(t)| . n−α logn by Theorem 10.8 of
Chapter 2 in [Zygmund, 2002] and it can be shown that for α > 12 we have
D1,n(c, f) ≍ n(cn)−1/2 on In. From this it follows that the credible sets in (3.4)
have asymptotic coverage one if α > 12 , but the diameter is suboptimal; it is of
the order
√
ℓn lognn−1/4 ≫ (n/ logn)−
α
1+2α .



























∣∣∣α sin(πs) ds =: 2j∑
k=0
Ik.
We prove that for r sufficiently large this sum is bounded from above and
below by a positive constant. Note that if k mod 4 is either 0 or 1, Ik is
positive, otherwise it is negative. In the first case and for k+1 < 2xr, we have(





















≤ Ik ≤ −
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Setting k0 := ⌊2xr⌋, m0 = k0− 5− (k0 mod 4) and m1 = k0+5− (k0 mod 4)+

















(I4k + I4k+2) + (I4k+1 + I4k+3)
]
.


















































Here we use ξj ≥ x − b+4k2r , but we can apply the same argument with ξj ≤
x− a+4k2r to obtain a lower bound (changing the upper limit of the integral to
m̃0), which is asymptotically the same as the upper bound. Using this, we can
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bound
∑m̃0







































































































(I2j−4k + I2j−4k−2) + (I2j−4k−1 + I2j−4k−3)
]
,
where m̃1 = (2j − 3−m1)/4. Applying the mean value theorem again, we see







































= − (d− c)
4
[(















Here we use ξj ≥ 2j−4k−d2r − x, but applying the same argument with ξj ≤
2j−4k−c
2r − x we obtain a lower bound (changing the upper limit of the integral
to m̃1), which is asymptotically the same as the upper bound.
Proceeding as above and treating the cases j even and j odd separately, we
obtain a lower bound for
∑2j
k=m1
Ik that converges to − 12π (1 − x)α and an
upper bound that converges to 12π (1−x)α. Since x >
1
2 we have xα > (1−x)α
and the result follows.
By further subdividing each of the 2j parts, we can obtain better upper and
lower bounds for the integral. We believe that it is possible to obtain a more
accurate result this way and that the Fourier coefficients can be shown to satisfy
fj ∼ xα/(2π).
 
3.3 Coverage for Gaussian-generated functions
Since the combined Hölder and self-similar conditions appear to be restrictive,
in this section we discuss another class of functions for which we can obtain
honest coverage. In the previous section we have seen that we obtain coverage
for functions that satisfy the good bias condition, for which c̃n = c̃n(f) ∈ In



















and denoting the orthogonal matrix with rows the eigenvectors ej,n
by On, we see that we can write the bias in a grid point in terms of the
coefficients (fi,n) as
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with probability tending to one. Note that this is not enough to obtain a
credible band in the supremum norm. Instead, as stated in the introduction,













where ℓn is a sequence of numbers tending to infinity and L is a sufficiently
large constant. Since the number of design points increases with n, this gives
an increasingly accurate approximation of a credible band.
We make the above statements precise in the following proposition. Let FN,ℓn
be the set of all functions f that satisfy the good bias condition and c̃n ∈ In for















for n ≥ N , uniformly for j ∈ {1, . . . , n}. Here ℓn is a sequence of numbers
tending to infinity. Let Fℓn =
∪














Proposition 3.8. For both the risk-based and likelihood-based empirical Bayes
methods the credible sets given in (3.5) satisfy
inf
f∈Fℓn
Pf (f ∈ Ĉn,η) → 1.







uniformly in f with ∥f∥n,β . 1 or ∥f∥n,β,∞ . 1. For
the risk-based empirical Bayes method this is even true for β < 2.
Proof. We obtain coverage if







with probability tending to one. The first term tends to zero by Proposition 3.6.














is satisfied uniformly for c ∈ [kc̃n,Kc̃n] for certain constants K > k > 0. The
second term can then be made arbitrarily small with probability tending to
one by Lemma 3.5, by taking L to be sufficiently large. The assertions on the
diameter of the credible sets follow from Corollary 2.24 and examples 2.19,
2.20, 2.22 and 2.23 in Chapter 2.
The conditions of this proposition seem hard to interpret, but Theorem 3.3
shows that there is a large class of functions for which the coverage is fine,
in particular those generated by the prior. Recall that the Karhunen-Loève







where Z1, Z2, . . . are independent standard normal random variables. The the-
orem shows that we obtain coverage for W almost surely. In fact we even get
this result for any Gaussian series with polynomially decaying singular values
relative to the eigenbasis of Brownian motion.
We may now prove this last main result.
Proof of Theorem 3.3. We give the proof for the risk-based empirical Bayes
method. The proof for the likelihood-based method is analogous. By Propo-
sition 3.8 it suffices to show that W is in Fℓn almost surely. Denote the
coordinates of W⃗n relative to the eigenbasis of Un by Wi,n. The Wi,n are in-
dependent normal random variables with zero mean and variance satisfying
var(Wi,n) ≍ ni−1−2α, see the proof of Proposition 2.36 in Chapter 2. In the
same proposition it was shown that almost every realisation of W is discrete
polished tail and hence satisfies the good bias condition. We now prove that
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(cn)−1/2 if α < 7/4
(cn)−1/2 log(cn) if α = 7/4
(cn)2α−4 if α > 7/4.









for c ∈ In. Also recall that there are constants 0 < γ2 < C2 such that
γ2
√
cn ≤ DR2,n(c) ≤ C2
√
cn.















































where a := γ1 − C2 ε1/2+α > 0 for ε sufficiently small. Denote by ∥ · ∥ψ1 the






































In order to bound ∥Vn(c)∥ψ1 , we apply Proposition A.1.6 in [van der Vaart and
Wellner, 1996] with Xi = (W 2i,n − EW 2i,n)/(n(cn)−α(1 + cλi,n)2), Sn = Vn(c)
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and p = 1. Combining this with Lemma 2.2.2 from the same book, we see that

















∥W 2i,n − EW 2i,n∥ψ1
(1 + cλi,n)2
.
Since Wi,n is a mean zero normal random variable with variance of the order
ni−1−2α, it follows by Lemma 2.2.1 from [van der Vaart and Wellner, 1996]
that












n(cn)−1/2−α if α ≤ 3/2
n(cn)−2 if α > 3/2.










4 (1+β) if α < 7/4




























if α ≥ 7/4.









≤ Ke−knγ . The probability P
(
c̃n(W ) > Mn
β
)























It follows by the Borel-Cantelli lemma that almost surely there is an N such




and hence c̃n(W ) ∈ In for n ≥ N .
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uniformly for x ∈ (0, 1) and c ∈ In. For a design point x = xj,n this random
variable is exactly the bias at the point x if the “true” function is W . For
s < t ∈ In we have

































Denote by ∥·∥ψ2 the Orlicz norm corresponding to the function ψ2(x) = ex
2−1.
Since Un(x, s) − Un(x, t) has a normal distribution with mean zero, we then




∥Un(x, s)− Un(x, t)∥2ψ2 . var [Un(x, s)− Un(x, t)] . n
−2βn−α(1+β)(s− t)2
uniformly for x ∈ (0, 1). It then follows by Corollary 2.2.5 in [van der Vaart





























dε = n− α1+2α .
Applying Lemma 2.2.2 from [van der Vaart and Wellner, 1996] and noting that
∥Un(x, c)∥ψ2 .
√
varUn(x, c) . n−
α























logn · n− α1+2α





maxj∈{1,...,n} supc∈[εnβ ,Mnβ ] U2n(xj,n, c)
C̃2 logn · n− 2α1+2α
)]
≤ 2.


































































Hence the result follows by the Borel-Cantelli lemma if ℓn ≥ γC̃2 logn for some
γ > 1.
3.4 Discussion
The previous two sections give conditions under which empirical Bayes works,
when using the estimator ĉn based on the global risk or likelihood introduced in
Chapter 2. However, these conditions appear either restrictive or intractable.
An alternative might be to estimate the scaling parameter with a different
method that might be more natural for the current purpose. A criterion based
on a “local” risk might result in more natural conditions on the function f for
which we obtain coverage and for which the size of the credible sets adapts to




In this section we give the technical details of the proofs of Propositions 3.1
and 3.6.
Proof of Proposition 3.1. Note that the denominator of bn1 given in (1.6) in
































+ → e, hence for jn &
√































logn for any c ∈
[logn/n, n/ logn], the result follows.
Note that for jn ≪
√
k the factor (λjn+ − λ
jn
− ) is decreasing in k and hence bn1
and consequently all the ani are of smaller order.
Proof of Proposition 3.6. Since f satisfies the good bias condition and c̃n ∈ In,
it follows by Lemma 3.5 that Pf (ĉn ∈ [kc̃n,Kc̃n]) → 1. Denote by ∥ · ∥ψ2 the
Orlicz norm corresponding to the function ψ2(x) = ex



































where we define xn+1,n = 1. Now take x1 < x2 ∈ (xi,n, xi+1,n] and c1 < c2 ∈
[kc̃n,Kc̃n]. Since Tn(x1, c1) − Tn(x2, c2) has a normal distribution with mean
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zero, we see that
∥Tn(x1, c1)− Tn(x2, c2)∥2ψ2
. var [Tn(x1, c1)− Tn(x2, c2)]
. var [Tn(x1, c1)− Tn(x1, c2)] + var [Tn(x1, c2)− Tn(x2, c2)]
= ∥a⃗n(x1, c1)− a⃗n(x1, c2)∥2 + ∥a⃗n(x1, c2)− a⃗n(x2, c2)∥2.
For the first term, note that
(
c−11 I + U
)
a⃗n(x1, c1) = v⃗n(x1) =
(




∥a⃗n(x1, c1)− a⃗n(x1, c2)∥2
=
∥∥∥{(c−11 I + U)−1 (c−12 I + U)− I}a⃗n(x1, c2)∥∥∥2
≤
∥∥∥(c−11 I + U)−1 (c−12 I + U)− I∥∥∥2 ∥a⃗n(x1, c2)∥2 .
The eigenvalues of the matrix are given by c1−c2c2(1+c1λj) . We see that






















Here we use the fact that t2n(x, c) ≍
√
c
n uniformly for c ∈ In and x ∈ Jn
by Lemma 1.8 in Chapter 1. Note that by the remark following the proof of
Proposition 3.1, we also have t2n(x, c) .
√
c
n for x ∈ [1/n, 1/
√
logn]. In order
to bound the second term, we study the characterisation of the coefficients ani
in the proof of Theorem 1.3 in Chapter 1. They are given by















for i > in(x),
where in(x) = max{i : i/n+ < x} and an1 (x, c) and bn1 (x, c) are given in (2.5)
and the last display of the proof of Theorem 1.3. Note that for x1 < x2 ∈
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(xi,n, xi+1,n] we have in(x1) = in(x2), hence
























































|an1 (x1, c2)− an1 (x2, c2)|
=
∣∣∣∣c2(x2 − x1) + (bn1 (x1, c2)− bn1 (x2, c2))(α̃λn−in+ + β̃λn−in− )D
∣∣∣∣

















We then see that
∥a⃗n(x1, c2)− a⃗n(x2, c2)∥2 . (x1 − x2)2c2n t2n(x1, c2)




n1/4 ∥Tn(x1, c1)− Tn(x2, c2)∥ψ2 . d((x1, c1), (x2, c2))
for






+ n(x1 − x2)2c̃3/2n .
For this metric, using the fact that c̃nn → 0, we can bound the diameter of the
































Applying Corollary 2.2.5 in [van der Vaart and Wellner, 1996], we obtain∥∥∥ sup
(x1,c1),(x2,c2)∈T
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Statistiek is de wiskundige discipline die zich bezighoudt met het begrijpen
van data. Vaak krijgen we data waarvan we denken dat deze voldoet aan een
zeker patroon. We willen dan het patroon ontdekken of beter begrijpen. We
hebben gewoonlijk van te voren een idee over de structuur van de data, dat we
vatten in een statistisch model: een formele wiskundige beschrijving van deze
structuur.
Er is hier een afweging te maken tussen de mate van vrijheid die het model
toelaat en de toepasbaarheid ervan. Zonder al te veel restricties levert het
model weinig zinnige resultaten, maar aan de andere kant past het model slecht
bij praktische problemen als er te veel restricties zijn. De mate van flexibiliteit
in een model wordt vaak uitgedrukt door een parametrisatie. De ruimte van
mogelijke parameters kan groot of klein zijn. Een belangrijk onderscheid hierbij
is of de parameterruimte wel of niet eindige dimensie heeft. Dit kan van grote
invloed zijn op vereiste methodieken.
In de statistiek willen we dan op basis van data een schatting geven voor een
dergelijke parameter. Om de effectiviteit van een schattingsmethode te kun-
nen beoordelen, nemen we dan aan dat we data hebben die echt afkomstig uit
een model met gegeven parameterwaarde. De methode is dan goed als hij de
parameterwaarde goed benadert bij toenemende hoeveelheden data. Om meer
inzicht te krijgen in de werking van een dergelijke schatter is het wenselijk om
niet alleen een enkele waarde aan te wijzen met onduidelijke betrouwbaarheid,
maar een gebied te vinden waarvan we weten dat de echte waarde er met grote
kans in ligt. Op deze manier hebben we ook een indicatie van de betrouw-
baarheid van ons resultaat.
Er zijn verschillende methodes om een dergelijk betrouwbaarheidsgebied te con-
Samenvatting
strueren. De methodes die in dit proefschrift worden bestudeerd zijn gebaseerd
op de zogenaamde Bayesiaanse aanpak. Hierbij wordt er niet uitgegaan van
een vaste, “ware” parameterwaarde, maar is deze zelf ook weer aan toeval on-
derhevig. Men heeft van te voren een idee over waar de parameter zou kunnen
liggen, dat wordt weergegeven in een a priori verdeling. Deze wordt vervol-
gens aan de hand van de observaties bijgesteld om een a posteriori verdeling te
krijgen.
Op basis van deze a posteriori verdeling kan dan een zogenaamde credible
set worden geconstrueerd. Deze verzameling bevat de parameter met grote
kans onder deze verdeling en we kunnen ons dan afvragen of dit ook buiten
de Bayesiaanse structuur zinnig is. In het bijzonder vragen we ons of deze
credible set ook een betrouwbaarheidsgebied is. Voor een eindig-dimensionale
parameter blijkt dat inderdaad over het algemeen het geval te zijn, maar in
het oneindig-dimensionale geval is het antwoord minder eenvoudig en blijft dit
een open vraag.
In dit proefschrift proberen we deze vraag te beantwoorden voor een speci-
fiek model, het zogenaamde fixed design model, met een specifieke a priori
verdeling. Ons doel is hierbij om een credible set te construeren voor een pa-
rameterfunctie. Hierbij vragen we ons af of deze een betrouwbaarheidsgebied
is, en of deze verzameling zo klein mogelijk is. Kleine betrouwbaarheidsge-
bieden geven immers meer informatie over de ligging van de parameterwaarde.
Om tot zinnige resultaten te komen, moeten we bepaalde aannames doen over
de functie.
We bekijken verschillende klassen functies die corresponderen met verschillende
aannames. In eerste instantie gaan we er van uit dat we vrij veel weten over
de structuureigenschappen van de functie en zien we in dat we op deze manier
een werkende methode kunnen construeren (hoofdstuk 1). Vervolgens breiden
we dit uit naar een methode die zich aanpast aan de structuur van de functie
(hoofdstuk 2). Ten slotte bekijken we een uitbreiding naar zogenaamde credible
bands, die iets zeggen over het gedrag van de hele functie in plaats van alleen
bepaalde functiewaarden (hoofdstuk 3).
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