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ABSTRACT
Knowledge of elemental composition of biological systems has 
become particularly important as an index of health status. In 
this work techniques are developed, which allow body composition 
studies, based upon neutron activation analysis and.X-ray trans­
mission tomography.
The neutron irradiation facility comprises a 5Ci Am/Be neutron 
source and is designed to allow prompt, delay and cyclic activation 
analysis to be performed during the same experiment, thus extracting 
maximum information about body elemental composition for the same 
radiation dose.
The measurement of the liver concentration of selenium is 
performed, using cyclic neutron activation, via the isomer 77Se(17.6s). 
A detection limit of 0.6 ppm is obtained.
The combination of cyclic and prompt activation allows the 
measurement of both cadmium and selenium in liver, during the same 
.experiment. A detection limit for cadmium of 10 ppm is obtained.
The dose delivered to a 'patient' during the whole experiment is 
.0.5 x 10~2Sv.
A Monte Carlo code which allows the determination of the 
solid angle subtended by a collimated detector and a distributed 
photon source is developed. This information is essential in the 
quantification of activity. The code is modified to predict the 
best positioning of the detector., with respect to the neutron source, 
for minimum photon, interference in prompt activation when the 
detector and the source are proximal.
Qualitative and quantitative analysis of the cortical and 
trabecular bone regions of a long bone is performed using X-ray 
transmission tomography.
The cross-sectional area of the cortical bone is found to 
increase away from the proximal and distal ends whereas the reverse 
occurs for trabecular bone.
The specifc gravity of the two bone regions increases from 
the knee to the ankle end. A similar result is observed for the 
Ca/P ratio. A comparison of the anterior and posterior cortex 
reveals a higher specific gravity in the latter. These results are 
consistent with the distribution of weight on the human tibia.
ACKNOWLEDGEMENTS
I would like to thank my supervisor, N.M. Spyrou, for his 
help, advice and encouragement throughout the course of this 
project.
The financial support by the Onassis Foundation, Greece, is 
gratefully acknowledged.
I would like to thank Mr. C. Bennell, King Edward Hospital, 
Midhurst, for making available and operating the EMI CT scanner.
I am grateful to Mr. E. Bristow, mechanical workshop, and 
Mr. A. Dowding, electronics workshop, for their interest and 
effort in constructing the experimental facilities.
I would like to thank Mrs. M. Fortuna for her speedy and 
efficient typing of this work.
I would like to thank past and present fellow research 
students, and in particular, Mrs. P.M. Budd and Mr. C. Adesanmi, 
for useful discussions. Thanks are also extended to Dr. I.P. 
Matthews, Welsh National School of Medicine, for useful discussions 
and suggestions.
- iv -
TABLE OF CONTENTS
ABSTRACT i
ACKNOWLEDGEMENTS iii
INTRODUCTION 1
CHAPTER 1 THEORY OF NEUTRON ACTIVATION ANALYSIS 6
1.1 Neutron Interactions 6
1.2 Elemental Analysis by Radiative Capture 8
1.3 Neutron Sources 14
1.4 Gamma-ray Spectrometers . 17
1.5 Analysis of Gamma-ray Spectra 19
CHAPTER 2 EXPERIMENTAL SET UP FOR IN-VIVO NEUTRON
ACTIVATION ANALYSIS 22
2.1 The Irradiation Facility 23
2.1.1 Design of the experimental facility 23
2.1.2 The neutron source 25
2.2 Radiation Protection Calculations 30
2.2.1 Neutron dose rate 30
2.2.2 Gamma dose rate 35
2.2.3 Dose rate survey 36
2.3 Gamma-ray Detectors 39
2.3.1 Detector characteristics 39
2.3.2 Shielding of the Ge(Li) detector 46
2.4 Thermal Neutron Flux Distribution Within
the Phantom . 5 1
2.4.1 Cadmium ratio 52
2.4.2 Flux perturbation 53
Page No.
v -
OF SOLID ANGLES SUBTENDED BETWEEN RADIATION 
DETECTORS AND DISTRIBUTED SOURCES 58
3.1 Monte Carlo Principles 59
3.1.1 Random number generation 59
3.1.2 Monte Carlo methods 61
3.2 Applications in Radiation and Medical Physics 61
3.3 Solid Angle Subtended by a Collimated
Detector from Point and Distributed Isotropic 
Sources 62
3.3.1 Introduction 62
3.3.2 Solid angle subtended by a collimated
detector for point isotropic source 64
3.3.3 Distributed sources 72
3.3.4 Results and discussion 73
3.4 A Collimated Detector as an Imaging Device -
Analysis and Conclusions 77
3.5 Positioning of Detector in Prompt Neutron
Capture Analysis 85
CHAPTER 4 MICROPROCESSOR CONTROL OF THE NEUTRON
ACTIVATION SYSTEM 93
Page No.
CHAPTER 3 A MONTE CARLO SCHEME IN THE CALCULATION
4.1 The Activation Control Program
4.2 Determination of the Timing Parameters
94
100
- vi -
CHAPTER 5 DETERMINATION OF SELENIUM AND CADMIUM USING
IN-VIVO NEUTRON ACTIVATION ANALYSIS 106
5.1 Determination of Selenium 106
5.1.1 Introduction 106
5.1.2 Detection of selenium 109
5.1.3 Theory of cyclic activation 112
5.1.4 Optimisation of timing parameters 116
5.1.5 Detector response 121
5.1.6 Background interference 126
5.1.7 Results 128
5.1.8 Conclusions 132
5.2 Determination of Both Selenium and Cadmium
in Liver 135
5.2.1 Introduction 135
5.2.2 Measurement of cadmium 138
5.2.3 Experiments and results 139
CHAPTER 6 QUALITATIVE AND QUANTITATIVE ANALYSIS OF BONE
USING X-RAY TRANSMISSION TOMOGRAPHY 144
6.1 Introduction 144
6.2 Interactions of X- and Gamma Radiation with
Matter 148
6.2.1 Photoelectric absorption. 148
6.2.2 Compton scattering 150
6.2.3 Rayleigh scattering 152
6.2.4 Total Attenuation coefficient 152
6.3 The Principle of Transmission Tomography 155
Page No.
- v n  -
6.4 Bone Analysis Using CT Scanning 157
6.4.1 Qualitative analysis in bone 158
6.4.2 Quantitative analysis in bone 165
6.5 Sources of Errors in CT Analysis 179
CHAPTER 7 CONCLUSIONS AND FURTHER WORK 182
Page No.
REFERENCES 
APPENDIX 1
191
198
INTRODUCTION
During the past two decades, there has been an increasing 
realisation of the importance of elemental composition in biological 
systems. Body composition studies have therefore been, extensively 
used as an index of health status and in the monitoring of thera­
peutic programmes.
Elements are present in living tissues in a wide range of 
concentrations. Many of them occur in. such small amounts, of the 
order of yg/g, that highly sensitive techniques are required for 
their accurate measurement (Morrison, 1979). These elements have 
been described as trace elements and of particular importance is 
their beneficial or harmful effects on the biochemistry of men.
Of the 90 elements that occur in the earth's atmosphere only 
26 are known to be essential to human metabolism. An element is 
considered to be essential if its deficiency consistently results 
in impairment of a function from optimal to suboptimal (Mertz,
1970). According to Cotzias (1967) in order for a trace element to 
be considered essential, it should meet the following criteria:
(a) it should be present in all healthy tissues; (b) its concen­
tration in these tissues from one individual to the next is 
constant; (c) its removal produces similar anatomical and physio­
logical abnormalities to different individuals; (d) addition either 
prevents or reverses these abnormalities; (e) the abnormalities 
induced by deficiency are always accompanied by specific bio­
chemical changes which can be prevented or cured when the deficiency 
is corrected.
A technique that has been widely used in body composition 
studies is neutron activation analysis. The technique is based 
upon the measurement of induced radioactivity following exposure 
to neutrons. The first in-vivo measurements of body elements 
using delay gamma-rays from activated nuclides were reported by 
Anderson et al. (1964). They demonstrated the technique by 
measuring sodium and chlorine. Since then the method has been 
developed by a number of investigators and a list of the elements 
which currently can be measured in the body is presented in Table 
(1) ( Boddy, 1978; Cohn, 1980).
The technique has now been extensively used in the clinical 
environment and the resulting quantitative information on body 
composition being accumulated from normals and patients should 
form a firm basis for diagnosis and treatment.
Neutron activation analysis has been used with a great deal 
of success in bone mineral studies. The technique takes advantage 
of the fact that a large proportion of body calcium.and phosphorous 
are in the bones in the form of a crystalline apatite which is 
the mineral component of bone. Osseous tissue, however, varies 
structurally and metabolically in different parts of the skeleton. 
The responses of different sites of the skeleton thus also vary 
in different disease conditions.
Measurement of calcium and phosphorous concentrations can be 
made by partial body neutron activation analysis (PBNAA), or in 
the whole body by total body neutron activation analysis (TBNAA).
In the former a particular site of the skeleton is examined, e.g. 
the spine, whereas in the latter radiation emitted by the whole 
body is accumulated.
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However, in-vivo neutron activation analysis cannot 
discriminate between trabecular and cortical bone components and 
detailed information of distribution along the bone is necessarily 
limited by the dose given to the subject. The development of 
computerised tomography (CT) scanning has the potential advantage 
of being able to separate cortical and trabecular bone. The CT- 
scanner provides images of sections of the bone which represent 
the distribution of linear attenuation coefficients. The values 
are quoted as.differences in attenuation coefficients with respect 
to a reference material, usually water. The advantage of examin- 
ing trabecular bone lies with the fact that bone status is highly 
reflected in this bone region. Any changes in bone mass may 
appear as a.reduction in bone density and thickness. A method 
which enables the quantitative and qualitative analysis of bone is 
developed. The method, which is based on X-ray transmission tomo­
graphy, gives information of bone cross-sectional areas, and 
subsequently bone thickness and bone density, along the bone, is 
obtained. An indication of the Ca/P ratio along the bone is also 
obtained.
As more becomes known of the influential role of trace 
elements more effort is made in order to measure the accumulation 
of these at specific sites of the body. A method is therefore 
developed which allows the in-vivo detection of selenium using 
neutron activation analysis. Selenium is regarded as a biologically 
essential trace element whose deficiency may lead to liver necrosis, 
cardiovascular disease, pancreatic lesions, muscle calcification. 
Experimental and epidemiological studies suggest that selenium can 
actually be a cancer protecting element. Similar studies have
- 5 -
indicated that selenium counteracts the toxicity induced by 
cadmium. Cadmium is a highly toxic element with a tendency to 
accumulate in the kidneys and liver, causing damage of the organs. 
Chronic cadmium poisoning may lead to bone and pulmonary damage 
and may cause high blood pressure.
Studies on the importance of selenium in the body have been 
carried out in-vitro mainly by activating biological samples in 
high flux reactors. However, removal of biological specimens by 
biopsy from the body have problems, apart from being traumatic to 
the donor. It is never certain whether tissues once removed 
represented the status of trace elements in the living organism.
Many workers have shown the degree of degeneration and changes 
that occur in trace element concentrations (Iyengar, 1980 and 1982). 
In view of these problems a non-destructive technique which would 
allow the in-vivo measurement of selenium was developed. The 
technique was extended to allow the measurement of both selenium 
and cadmium in the same experiment.
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CHAPTER 1
THEORY OF NEUTRON ACTIVATION ANALYSIS
1.1 Neutron Interactions
Neutron activation is an analytic method based upon the inter­
action of neutrons with the target nuclei of the material being 
irradiated. The essential physical parameters involved in these 
interactions are the energy spectrum of the incident neutrons, the 
elemental composition of the material concerned and the energy 
dependent cross-section of the interactions that may take place.
The neutrons employed in neutron activation are classified 
according to their energies as follows (Lapp and Anderson, 1972):
Cold < 0.002 eV
Thermal 0.025 eV at 293K
Slow 0.03-100 eV
Intermediate 100 eV-10 keV
Fast 10 keV-10 MeV.
The thermal neutron energy corresponds to a Maxwellian distri­
bution with most probable energy at 293K.
In-vivo neutron activation is based upon the interaction of 
neutrons with tissue. Body tissue is composed of a number of 
elements at different concentrations. An indication of the relative 
amount of these.elements has been given in the introductory chapter, 
table 1, and any interaction of neutrons is in the main an interaction 
with these elements.
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The nuclear processes of interest in neutron activation 
analysis are inelastic scattering, transmutation, and radiative 
capture. All three processes occur via the formation of a compound 
nucleus fft an excited state. The compound nucleus may be radio­
active and measurement of delayed emissions of the radioisotope 
forms the basis of conventional neutron activation analysis.
Neutron-nucleus inelastic scattering results in identical 
initial and final constellations, with the product nucleus being 
in an excited state, and in the final total kinetic energy being 
less than the initial one by an amount equal to the excitation 
energy of the product nucleus. The sequence of events in inelastic 
scattering may be represented by the following reaction
for example 28Si(n,n'y)28Si. It may happen that the neutron is 
emitted with sufficiently low energy that the compound nucleus still 
has enough excitation energy to emit a second neutron. If it does, 
this is an (n,2n‘) reaction,
'v lCT10s I > + y(prompt) (1.1)
*
A+l
Z (1 .2 )
where the product nucleus if excited will subsequently decay by 
gamma emission, e.g. llfN(n,2n,y)13N.
- 8 -
Transmutations occur when the residual nucleus, formed from 
the interaction with neutrons, de-excites with the emission of a 
charged particle. The sequence of events in such reactions may be 
represented by the following equations
(n,a): + Jn •* A+l f h  + '’He + Q. L-t 2
e.g. 3iP(n,a)28Al
(n,p): ^X + Jn A+l ->7 1 Y +  H + 0 Z-l 1
e.g. 160(n,p)16N.
Most (n,a) and (n,p) reactions are endoergic, i.e. Q < 0, and extra 
energy is required before the reaction may proceed. Therefore, these 
reactions require, in most cases, fast neutrons in order to be 
initiated.
1.2 Elemental Analysis by Radiative Capture ’
Elemental analysis is performed by the detection of gamma-rays 
following neutron irradiation of the elements concerned.
The process of radiative capture is of particular importance 
since it is the mode of neutron interaction with most of the body 
elements, as shown in Table 1, as well as the elements.of interest 
in this work, namely selenium and cadmium.
This process, usually referred to as (n,yi) reaction, occurs 
when a target nucleus absorbs a neutron to form. a..compound nucleus, 
which then .de-excites by the emission of prompt .gamma-rays within 
an extremely short time ( ^10"ll|s). Radiative capture may be
- 9 -
represented by the following reaction
ZX + o" -
A + l y
zx - * A+‘ x +  y  + Q ( 1 . 3 )
Since the rest mass of gamma-ray is zero the Q value is just
A+lthe energy necessary to separate the neutron from the nuclide £X. 
Neutron separation energies are positive and therefore radiative 
capture is an exoergic reaction and neutrons of any energy may be 
captured. However, thermal neutrons predominate since the absorpt­
ion cross-section in the thermal neutron energy region is inversely 
proportional to the neutron velocity (-+ - law).
Following the capture of a thermal neutron, the compound 
nucleus is excited to a level with an energy given by the neutron 
separation energy since the thermal neutron energy., 0.025 eV, is 
negligible compared with the separation energy 8-10 MeV). Prompt 
de-excitation of the compound nucleus may occur by the emission of 
a single gamma-ray or a sequence of quanta in cascade. The total 
photon energy emitted is equal to the excitation energy of the 
compound nucleus. Therefore, during the irradiation procedure 
prompt gamma-rays are. emitted and their detection.constitutes what 
is termed prompt neutron activation analysis.
The compound nucleus may be either stable or radioactive. In 
the latter case it will decay, through the emission of 6+ 
particles and/or electron capture (E.C.), with a characteristic half- 
life. The daughter nuclide, following the decay.of the compound 
nucleus, may be left in an excited state. The de-excitation takes 
place through.the emission of delay gamma-rays and. may proceed via
- 10 -
intermediate energy levels giving rise to a complex delay gamma-ray
spectrum. The gamma-ray spectrum and the half-life characterise the
isotope concerned and form the basis of qualitative.analysis in a 
large matrix of elements.
The delay, due to decay, and the prompt modes may be
described by the following reactions
the delay mode. The two modes are shown schematically in Figure (1.1).
The prompt and delay processes may be described mathematically 
in the following way. Let a sample of a stable material be activated 
in a flux of thermal neutrons <j> per unit area per unit time. The 
reaction rate, that is the rate of formation of the compound nucleus, 
is
where NQ is the number of the compound nuclei formed, N the number 
of target nuclei, cr0 the activation cross-section and t. the
a  \
irradiation period. When the new nuclear species is radioactive, 
with a decay constant x» the reaction rate is equal to the rate of 
formation minus the rate of decay and is given by
( i )
(2)
A+lwhere is the compound nucleus, (1) the prompt mode and (2)
dNa
tfr = *’°a‘N (1 .4 )
dNa
S t T  = ♦’ V N ‘  x‘ Na 1
(1-5)
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At.
If equation (1.5) is multiplied through by e and integrated with 
respect to t^  will give
x t .  , x t .
N e  = <j> • a • N -r- e + C a a a
where C is an integration constant determined by the condition that 
NQ = 0 when t. = 0. Then the equation becomes
In an experimental situation a finite time t elapses between 
the end-of-irradiation and start-of-counting. Then
which is the number of the compound nuclei.at the start of the 
counting.
The activity of the sample, that is the number of disintegrat­
ions' per unit time, at time t after the start counting is AN", where 
N" is the number of the compound nuclei at that moment and
N" = N ‘e“Xt
The total number of disintegrations for the period t = 0 to t - t
(1 .6 )
and therefore equation (1.6) becomes
N 1 = <j> • a • N •—a A e
- 13 -
is
A = xN'e"Xtdt
o
and
A = N' 1 - e J
If the element of interest consists of a number of isotopes and the 
activation timing parameters are optimised for a particular one of 
isotopic abundance f and gamma-ray energy intensity I, the total 
number of disintegrations for this isotope is
where e is the intrinsic efficiency of the detector at the gamma-ray 
energy of interest. Equation (1.7) describes the measured detector 
response in conventional neutron activation.
In the case when the compound nucleus is stable X = 0 and the 
measured disintegration is
D *= e«K*<f>*aa»N-t.j 0*8)
where K is the number of photons emitted per neutron capture. This 
equation describes the measured.detector response in prompt neutron 
activation.
*
A = f-I-N* 1 - e
The detector response.to these disintegrations is D = e«A 
and upon substitution for A and N' gives
(1.7)
When the isotope produced from the (n,y ) reaction has a half- 
life less than a few minutes cyclic activation is employed (Kerr, 1978).
- 14 -
The technique involves the repeated cycling of a sample between 
the irradiating and counting facilities in order to. enhance the 
signal-to-noise ratio .for the energy of interest, (see detailed 
discussion on cyclic activation analysis in Chapter 5).
The variation of the isotope activity with time for both the
conventional and cyclic activation techniques is shown in Figures
(1.2) and (1.3) respectively.
1.3 Neutron Sources
A wide variety of techniques are available for the production
of neutrons at suitable fluxes for activation analysis. These
include isotopic and photoneutron sources, high energy charged 
particle accelerators, neutron generators and nuclear reactors. 
However, all except the isotopic (a,n) sources are outside the 
scope of this work and will not be further discussed.
Energetic alpha particles are readily available from the 
direct decay of a number of convenient radionuclides, e.g.
22bRa(xi > 1600y), zklkn(Tl > 400y). It is therefore possible to
2 2
construct a small selfrcontained neutron source.by mixing an alpha- 
emitting isotope with a suitable target material. .Several materials 
may be used as targets, leading to (a,n) reactions. The maximum 
neutron yield is obtained with beryllium as a target through the 
reaction 9Be(a,n)12C. Some of the characteristics of. Be(a,n) neutron 
3:.re 'diispTayed in Table (1.1), (Anderson and.Hertz, 1971; Geiger 
and.Van der Zwan, 1975). The neutron spectra from all such alpha-Be 
sources are similar (Anderson and Neff, 1972; Cochran and Henry, 
1955). Any differences are due to small variations in the decay 
alpha energies giving rise to different excitation.states in which 
the 12C product nucleus is left, (Kumar and Nagarajan,.1977). '
- 15 -
Activity
Half-lives
Figure 1.2
Activity
Saturation
Figure 1.3
- 16 -
Table 1.1
Source
239Pu/Be 
241Am/Be 
z62Ra/Be 
210P'o/Be 
227Ac/Be
Half-life
24000y 
43 3y 
1602y 
138d 
21.6y
Neutron yield 
per 10b alphas
57
70
500
69
700
Percent of yield
with En <1.5 MeV
9-13
15-23
33-38
12
38
Table 1.2
Neutron yield
Target Reaction Q-value (MeV)
per 106 alphas
10B 10B(a,n) 1.07 13 for 24JAm alphas
ajb 1 ^ (ajn) 0.16 13 for 241Am alphas
19p 19F(a,n) -1.93 4 for 24lAm alphas
13C 13C(a,n) 2.20 11 for 23BPu alphas
7Li 7Li(a,n) -2.80
18() 180(a,n) -0.70 29 for 21°Po alphas
25Mg 25Mg(a,n) 2.65 6 for 210Po alphas
Alpha particle-induced reactions in targets other than 
beryllium have been occasionally used for the production of 
neutrons. The characteristics of these reactions are shown in 
Table (1.2), (Lorch, 1973; Geigen and Van der Zwan, 1971). The
- 17 -
Q-value is less than that of beryllium reaction. This results in 
neutron spectra with lower average energy and therefore lower 
penetration in the human body.
1.4 Gamma-ray Spectrometers
Quantitative and qualitative multielemental analysis, using 
neutron activation analysis, relies upon the detection of the prompt 
and gamma-rays emitted by the compound nucleus. The detectors and 
the associated electronics employed in the detection of these photons 
form the gamma-ray spectrometers (Nicholson, 1974; Kandiah, 1979).
A schematic diagram of a gamma-ray spectrometer is shown in Figure 
•(1.4).
Semiconductor detectors are now extensively used in multi­
elemental analysis where the complexity of the spectra requires very 
high resolution. The interaction of the photons with the detector 
results in the formation of electron-hole pairs, along the path of 
the photons. When a strong electric field is applied across the 
detector, these charge carriers are swept apart to. their respective 
electrodes giving rise to a pulse proportional to the energy absorbed 
and thus allowing the energy spectrum of the incident radiation to 
be established.
The following are the electronic units which are associated 
with a gamma-ray spectroscopy system. The H.V. unit, which supplies 
.the required voltage, typically 1-5 kV, and polarity to the detector. 
The preamplifier which is mounted as close as possible to the 
detector so as to quickly terminate any capacitance.loading due to 
long cables and hence maintain good signal-to-noise ratio. It
Te
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provides a sufficient amplification so that the signal can be 
transmitted through long cables. The pulse generator provides 
pulses, at a set frequency and amplitude, resulting in a peak in 
the gamma-ray spectrum. The peak enables corrections for dead time 
and pulse pile-up to be performed as well as ensuring gain stabili­
zation in the system. The amplifier provides further amplification 
and pulse shaping. The purpose of pulse shaping is to reduce the 
long tail of the pulses from the preamplifier, so as to avoid pulse 
pile-up, while preserving the energy information carried by the 
amplitude of the pulse. The M.C.A. which, when operated as a pulse 
height analyser (P.H.A.), digitises any signal with amplitude 0-10 V. 
The resulting digital signal is used to increment the contents of the 
appropriate channel of an addressable memory. Once.the accumulation 
of a spectrum is completed results may be stored in floppy discs, 
magnetic tapes or in a print out form by means of the teletype.
1.5 Analysis of Gamma-ray Spectra
In nuclear activation analysis, the most important part of a 
spectrum is the photopeak at the photon energy of interest. It may 
be used in the identification of an isotope, by means of the energy 
calibration of the spectrometer, and determination of the isotopic 
mass.
The photopeak corresponds to the total deposition of energy, 
by the incident photons in the detector, through the photoelectric 
process. Energy deposition in the Compton process depends upon the 
photon scattering angle, e, and is distributed.according to the Klein- 
Nishina equation between the limits e = 0 and e = ± tt. . Hence the 
Compton process contributes to the background, continuum under lower
- 20 -
energy photopeaks and generally interferes with the detection of 
low-intensity peaks. For gamma-ray energies greater than 1.022 MeV 
the process of pair production is the dominant mechanism for photon 
interaction. It may yield one or two peaks, depending on whether 
one or both of the annihilation photons escape from the detector, and 
they are termed single and double escape peak respectively.
Quantitative analysis relies upon the estimation of the photo­
peak area above the background continuum. The technique employed 
in the computation of the area depends on the complexity of the 
spectra. Multi elemental analysis of complex spectra, typically 
obtained by high resolution detectors following neutron activation, 
may be performed by computer based techniques.
The analysis of spectra by computation is the fitting method 
in which an analytic function, usually a Gaussian, is fitted to the 
observed data. This method forms the basis of the SAMPO gamma-ray 
spectrum analysis code (Routti and Prussin, 1969). The central part 
of the peak is described by a.Gaussian and the tails by exponentials 
which join the Gaussian.so that the function and its derivative are 
continuous. The fitting is performed by minimising the x2 between 
the data and the sha:pe-fun,cti o n . .The ba'okg.rou.nd is repre-' 
sented by a polynomial function. In the fitting procedure it is 
important to select a fitting interval which is sufficiently wide to 
include the exponential tails and a representative portion of the 
background continuum.
In quantitative neutron activation analysis it is necessary 
to define the smallest.amount of an element that is detectable in 
a particular irradiation and counting set up.. A photopeak above
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the background continuum is statistically significant, that is, it 
is a signal detected and not part of the background if S > f/B where 
/B is the standard deviation associated with the background counts 
and S the photopeak area, (Spyrou et al., 1974).
The level of confidence that the true signal S be detected 
above the background B is 68.3%, for f = 1, 95.45%, for f - 2, and 
99.73%, for f = 3. S(= f/B) is said to be the minimum detectable
signal. The error associated with the quantity S.is ± /s + 2B.
1
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CHAPTER 2
EXPERIMENTAL SET UP FOR IN-VIVO NEUTRON ACTIVATION ANALYSIS
Elemental analysis by in-vivo neutron activation relies upon 
the detection of gamma-rays emitted following the irradiation, by 
neutrons, of the elements concerned.
The emission of the gamma-rays may take place promptly, i.e. 
in about 10“13s, or after a time varying from a few seconds to 
several days. The information carried by the prompt photons is 
available at no extra dose delivered and has to be collected during 
the irradiation period.
The detection of the delay photons is performed, after irrad­
iation, in a site well isolated from the irradiation facility in 
order to reduce any background interference originating from it.
Radionuclides with half-lives less than about five minutes can 
be analysed more sensitively by cyclic activation(Kerr, 1978; Spyrou 
and Kerr, 1979).
During irradiation of a matrix of elements radionuclides, of 
different half-lives, emitting prompt and delay gamma-rays are 
produced. In view of the different response of elements in a matrix, 
a system which would combine prompt, delay and cyclic measurements 
in a single experiment rather than considering the techniques as 
mutually exclusive is employed.
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2.1 The Irradiation Facility
2.1.1 Design of the experimental facility
The facility was designed and built in view of being used for 
prompt, conventional and cyclic activation analysis (Matthews, 1979.; 
Matthews and Spyrou, 1981).
It consists of two commercial water tanks made of plastic.
The two tanks are assembled together as shown in Figure (2.1). A 
perspex tube (length ^ 1.07m, inner diameter 'v 50mm) runs horizont­
ally along the length of the larger tank and at its centre. The 
tube provides a path for the transfer of the neutron source from 
its resting to the irradiation position. The resting position of 
the source is at the interface of the two tanks whereas the irrad­
iation position at the other end of the flight tube.
The transfer of the source is achieved by means of compressed 
air. The perspex tube is extended through the smaller.tank and 
connected to an air-pump, the volume of the pump being equal to the 
volume of the tube. When the pump expels air, the source is rapidly 
transferred to the irradiation position as the expelled air occupies 
the whole of the flight tube volume. Similarly., withdrawal of the 
air from the tube into the pump will cause the transfer of the source 
back to its resting position.
The source, prior to being loaded into the tube, is placed into 
a cylindrical teflon container of outer diameter 50mm. The container 
serves to reduce the impact when the source hits the source stop at 
the irradiation and resting ends. The source stop comprises a metal 
plate with a circular hole in it. The diameter of the hole is slightly 
less than that of the teflon container.
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Figure 2.1
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The length of the perspex tube ensures that neutrons emitted 
along the tube when the source is at the resting position will be 
considerably diminished due to the inverse square law by the time 
they arrive at the exit hole. This is an important radiation 
protection consideration since a minimum number of neutrons are 
wanted out of the system when the system is not in use and for the 
case when the ’patient' is alternately irradiated and counted. The 
smaller tank serves only as shielding when the source is at its 
resting position. In this position the source is shielded by about 
600mm of water in directions parallel to the source axis arid by 
about 300mm of water in directions at 90° to the source axis.
2.1.2 The neutron source
An 241Am/Be neutron source was employed in this work for three 
reasons:
(a) The half-life of the 241Am isotope, 433 years, ensures a very 
long term use at constant neutron yield without the need of 
corrections for decay of the americium isotope and eventual 
replacement of the source which would be a costly affair for 
a university department;
(b) The high proportion of fast neutrons emitted by the source 
would result in higher penetration inside the sample and 
hence achieve a good degree of uniformity of the activation 
flux;
(c) The high mean energy of the emitted neutrons, about 4.4 MeV, 
would allow the investigation of reactions whose threshold 
energy, Ey, would exclude the use of low energy neutrons, e.g. 
31P(n,a)28Al(ET = 2.01 MeV).
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The source consists of a compacted mixture of americium dioxide 
with beryllium metal powder and is doubly encapsulated in stainless 
steel. It is of cylindrical shape with dimensions 60mm in length 
and 30mm in diameter. The properties of the source employed are given
in Table (2.1), (Amersham, 1976).
The neutron spectrum of the 24Mm/Be source is shown in
Figure (2.2), (Lorch, 1973). Neutrons are produced according to the
reaction
9Be + 4He -j- 12C + !n + 5.7 MeV.
Table 2.1 
Ameri ci um-241/beryl 1i um
Half-life 
Mode of decay 
Neutron emission 
Activity
Fraction of neutrons 
below 1.5 MeV
Mean low energy
Mean high energy
y-ray emission per neutron
Neutron dose rate at 1m 
for emission 106 neutrons/s
y exposure rate at lm 
for emission 106 neutrons/s
433y
a(100%)
2.2 x 106/.Ci .s
5 Ci
23%
400 keV
4.3 MeV
0.7 at 4.43 MeV from (a,n)12C*
6 x 103 at 60 keV from 241Am decay
'v 1 mrem/h
'v- 1 mR/h
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Alpha particles originate from the decay of 291Am with a half-life 
of 433y to the excited state of 237Np. The energies of the emitted 
alpha particles range from 5.5 MeV to 4.8 MeV. However, out of the 
total number of alphas emitted per (disintegration 86% are of energy 
5.485 MeV, 13% of energy 5.443 MeV and 1.4% of energy 5.391 MeV 
(Lederer et al. 1967). The neutrons are subsequently produced 
following the interaction of the alphas with the beryllium target. 
The decay of 241Am to 237Np takes place through a number of neptu­
nium excited states the most prominent ones being at 60 keV (86%) 
and 103 keV (13%) with life .times of about 60ns.
The shape of the neutron spectrum in Figure (2.2) can be 
explained from the energy balance of the 9Be(a»n)12C reaction to 
the three available states in 12C. The peaks in the neutron spectrum 
marked n , n , n2 represent the neutron groups where the product 
nucleus 12C is left in the three possible states of excitation: 
nQ group: 9Be(a,nQ)12C (ground state) Q = 5.70 MeV; EnQ = 8 MeV
n group: 9Be(a,n )12C (4.44 MeV state) Q = 1.270MeV; En = 5 MeV
n .group: 9Be(a,n2)12C (7.65 MeV state) Q =-1.95 MeV; En£ *1-7 MeV.
In a neutron source, emission takes place at all angles in
relation to the incident alpha particles. After weighting the spectra 
with the appropriate solid angles, the composite spectrum may be 
obtained by summation. Geiger et al. (1970) verified the neutron 
spectrum of Figure (2.2) by bombarding a Be target by.a 5.45 MeV a- 
beam from an accelerator. Neutron spectra were taken at 15° intervals 
and they determined the average neutron energy at En = 4.3 ± 0.1 MeV.
j
\
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Although the neutron spectral features are well known, it is 
important to realize their dependence on the source construction 
and especially on .the particular size of the Am02 and Be powder as 
this will strongly influence the distribution of alpha particle 
energies.
The de-excitation of 12C from its excited states results in 
the emission of 4.44 MeV and 7.6 MeV photons. It has been found, 
(Shani, 1973; Spyrou and Matthews, 1981), that the region between 
3 MeV and 4.4 MeV in the response of a Ge(Li) detector is screened 
by the 4.44 MeV gamma peak, its. two escape peaks at.3.93 MeV (s.e.) 
and 3.42 MeV (d.e.) and the Compton continuum. The region above
4.5 MeV was found free of gamma peaks emitted by the source, indicat­
ing that the transition of 12C to its second excited state is not a 
frequent process.
Therefore, the production of neutrons by the ^Be(a,n)12C 
reaction is accompanied by an intense emission of photons with main 
components at 60 keV and 4.44 MeV. The.photon spectrum of the source 
is.shown in Figure (2.3). These photons result in a gamma dose rate 
which is about ten times that from a 252Cf source and about two times 
from a 238Pu/Be source for the same neutron emission rate.
Matthews (1979) compared the relative uniformity of thermal 
neutron flux obtained with 238Pu/Be and 241Am/Be neutron source. It 
was found.that the thermal flux profiles were similar for both sources. 
However, the lateral decrease in flux was less in the.case of 241Am/Be 
source, where the FWHM of the thermal fluence was 170mm, than in the 
case of 238Pu/Be where the FWHM was 120mm. The cadmium ratio with 
depth is slightly lower in the case of 24^m/Be source. This implies
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that there is a relatively large proportion of epicadmium to thermal 
neutrons at depth in the case of 241Am/Be source. This is due to the 
mean neutron energy being slightly higher for 241Am/Be than it is for 
238Pu/Ne. The gamma dose rates obtained with the 241Am/Be source were 
approximately twice as big as those obtained with the 238Pu/Be source 
at the same positions in the phantom.
It would have been considerably preferable to use a 238Pu/Be 
source form the radiation dose point of view but the source is not 
available in the U.K.
2.2 Radiation Protection Calculations
The dose rate at the surface of the water tanks was estimated 
in order to ensure that radiation exposure in the vicinity of the 
source was within safe limits, i.e. 2.5mrem/h for a designated worker.
The water shield that surrounds the neutron source acts as a 
distributed source of gamma radiation. This is because the capture 
of thermal neutrons by hydrogen atoms would result in the emission of 
2.22 MeV gamma-rays. Therefore, the dose rate in the vicinity of the 
source would be due to neutrons and gamma radiation.
The dose rates due to neutrons and photons was calculated sepa­
rately in order to take into consideration the different relative 
biological effectiveness of the two radiations.
2.2.1 Neutron dose rate
The attenuation and absorption of neutrons is a complex series 
of events. An accurate calculation of the dose rate at the surface of the 
tank would therefore require that a Monte Carlo approach to the 
problem.be adopted.
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For example, the MCNP code, (MCNP, 1979), accounts for the 
transport of neutrons as well as photons.resulting from the neutron 
capture in hydrogenous shielding materials. Therefore, this code 
could be used in the estimation of both neutron and.photon dose rates. 
The code is still being implemented at the University of London 
Computer Centre.
The calculation of the neutron dose.rate was performed as 
follows.
The mean energy of the emitted neutrons is * 4.4 MeV (figure
(2.2)). The dose equivalent per unit neutron fluence increases with 
increasing neutron energy and so the presence of higher energy 
neutrons would require a higher protection consideration. The neutron 
energy extends up to about 8 MeV. Therefore, it is assumed that all 
the neutrons emitted by the source, are 8 MeV and the dose rate 
calculated.accordingly. Then the dose rate obtained in practice would 
certainly be less than this value.
When the source is at its rest position it is surrounded by at 
least 300mm of water. The source emits 1.1 x 107ns"1 and is assumed 
to be a point isotropic source. The flux of 8 MeV neutrons at a 
distance r from the source is N, where
-Etr
N = (total emission rate) e
47?r2
where is the macroscopic removal cross-section; it gives the proba­
bility, per unit length travelled in an element, of an interaction 
occurring and
st = Y  (2-u
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a = microscopic removal cross-section (barns) 
p = density of the element 
A = Atomic weight of the element.
For a mixture of elements, of density pm
where N = Avogadro's numbers
For 8 MeV neutrons: aH = 1 barns, = 1.3 barns
Et(H20) = 0.010987mm-1
Therefore the flux of 8 MeV neutrons i-s 0.36mm~2's"1.
The dose equivalent per unit neutron fluence has been calculated 
(NCRP, 1971) for the cases where broad beams of neutrons of a given 
energy are incident on a cylindrical phantom of height 600mm and 
diameter 300mm. Consultation of the data concerning 10 MeV neutrons 
gives a value for the dose equivalent of 5 x 10“ 8 rems per unit neutron 
fluence. The value for 8 MeV neutrons would certainly not exceed this 
value. Therefore, the dose equivalent rate at the surface of the tank 
is 6.5mrem/h.
No.
Et = pm E T7~ pi
This is a very conservative estimate since it has been assumed 
that the total emission consists of 8 MeV neutrons whereas about 25% 
of the neutrons emitted have energies below 1.5 MeV (table 2.1).
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However, based on this initial estimate, it was decided to 
shield the facility further by a series of four commercial plastic 
tanks as shown in Figure (2.4). A considerable reduction in fast 
neutron flux and hence dose rate at.the surface of the tank was 
achieved. The extra 450mm thickness of water reduced the flux to 
< 0 .001n.mm“2s" 1 and the dose rate to < 0.02mrem/h.
In order to calculate the dose rate at the tank surface due to 
thermal neutrons the concept of lethargy and mean path length between 
collisions were considered.
(a) Lethargy. In neutron thermalisation problems, the energy loss 
in an elastic collision is considered as a percentage of the initial 
energy. Therefore, it is convenient to use the lethargy variable 
u = ln(EQ/E), where EQ is. the initial neutron energy and E some 
arbitrary value of energy. The change in lethargy of a neutron when 
it collides with a nucleus is independent of its energy.
The average lethargy loss, a u ,  in a collision with a nucleus 
of atomic weight A is given by (Kaplan, 1977),
Therefore, the average number of collisions needed to bring 
about a given energy loss is
(2 .2)
1n(E /E) 
n = -- --- (2.3)
The number of collisions needed to slow a neutron from 8 MeV 
to 0.025 eV is 19 in hydrogen and 160 in oxygen. However, since in 
water there are twice as many hydrogen atoms as oxygen atoms per unit
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volume, a value of 50 was chosen for the number of collisions needed 
to thermalize an 8 MeV neutron in water. In order to estimate the 
distance travelled by a neutron in water in slowing down from 8 MeV 
to thermal energies one can calculate the product of the mean path 
length between collisions and the mean number of collisions needed 
to achieve thermalization.
(b) Mean path length between collisions. The probability, per unit 
length travelled in material, of an interaction occurring is known
as the macroscopic cross-section Et and is.given by equation (2.1).
Therefore the probability of a collision between L and L +  dL
is
-E.L
p(L)dL = e E^dL 
and the mean path length between collisions is
L = * “EtL 1L e t E:dL =t z
Therefore the mean path length for several energies between 
8 MeV and 0.025 eV is found to vary from 91mm at 8 MeV to 1.8mm at 
thermal energies. A value of 30mm was chosen as a reasonable estimate 
of the average value.
The distance travelled by a neutron in slowing down from 8 MeV 
to 0.025 eV.was estimated to be about 1.5m. However, since neutrons 
follow random.paths inflowing down, a value of 300mm may be consid­
ered as the distance travelled by a neutron in any given direction 
from the point of the initial interaction.
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The mean, path length in water of a thermal neutron before it 
is captured was calculated as 900mm. By the same argument as given 
above a thermal neutron would not travel more than.about 200mm in 
any particular direction. Consequently a.reasonable estimate of the 
thermal neutron flux at the tank surface would be the 8 MeV neutron 
flux 200mm in from the surface.
The 8 MeV neutron flux.at 550mm from the source.is < 0.01n.mm"2s“ 1 
NCRP report No. 38 gives the dose equivalent per unit fluence for 
thermal neutrons as 10“9rems. Therefore, the dose equivalent rate 
from the thermal neutron flux calculated above is < O.Olmrem/h.
2.2.2 Gamma.dose rate
The gamma dose rate from the unshielded 5Ci 241Am/Be source is
12,5mR/h at 1m. This is due to 60 keV gamma-rays from the decay of
24^ m  and 4.44 MeV from the first excited state of. 12C. The 750mm 
water thickness attenuates the 60 keV by 100% and the 4.44 MeV by 
93%.
Therefore, the main gamma-ray contributor to the surface dose 
rate is the. (n,y) reaction with hydrogen in the water, shielding.
These prompt gamma-rays will originate from all depths in the tank 
and again the only really accurate way to estimate the dose rate is 
by Monte Carlo type computation.
As it was seen in the previous section, all the neutrons will
be absorbed and there is little or no significant neutron leakage out
of the tank. Therefore,the number of neutrons captured by hydrogen 
is 1.1 x 107s"1. To obtain a rough estimate of the surface dose rate 
it is assumed that all gamma-rays arrive from a central point which
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is surrounded by a reduced thickness of the shielding material, for 
example 150mm of water.
Since scattered gamma-rays can still contribute to the surface 
dose only the mass absorption coefficient and not the mass attenuation 
coefficient will be used. The mass absorption coefficient for water 
at 2 MeV is 3.4 x lO-^cmVg (Grodstein, 1957).
The gamma-ray flux at the tank surface is
I x l . I x l 0 7x l 0 “ 2 0 , -in-U i n  - 9  - i--------------- exp(-3.4 x 10 15)mm 2s 1
4ir(150)
where I is the number of gamma-rays emitted per thermal neutron 
captured in hydrogen and is equal to 0.97 (Bartholomew et al., 1967).
The gamma-ray flux is 37mm“2s" 1 and the absorbed dose rate is
0.16mrad/h.
The dose rate measured on the tank surface by means of TLD 
dosimeters was found to be 0.2mrad/h.
2.2.3 Dose rate survey
Figure (2.4) shows a drawing of the irradiation facility. The 
dose rates were measured by gamma-ray and neutron monitors. The 
positions indicated are in the same horizontal plane as the source.
The dose rates are those obtained when the source is in its resting 
position.
Figure (2.5) shows the dose rates in the vicinity of the irra­
diation facility when the source is at the irradiation position.
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Preliminary monitoring indicated that a very fine collimated 
beam of neutrons and photons existed at the interface between the 
larger tank and the water phantom. In order to eliminate this beam, 
extra shielding has been placed as shown in Figure (2.5). The 
shielding is a combination of wax, cadmium and lead so as to stop 
the neutrons and attenuate the prompt 2.2 MeV and .560 MeV photons 
due to neutron capture in wax and cadmium respectively.
2.3 Gamma Ray Detectors
2.3.1 Detector characteristics
In this study a Ge(Li) detector was used in connection with 
the elemental analysis of biological samples by neutron activation.
Three important parameters define the characteristics of the • 
detector.
(a) Size of the detector. Knowledge of the exact dimensions of the 
detector, that is radius and height, is essential in efficiency 
calculations where the solid angle subtended by the detector from a 
point or distributed sources must be evaluated.
. The dimensions of the detector were determined by scanning the 
detector along its length and radius. The scanning was performed by 
a collimated low-energy photon source. A 57Co source was placed over 
the aperture of the collimator giving a 1mm beam of gamma-rays. The 
resulting photopeak at 122 keV was counted at various positions on 
the detector.
The detector response curves along a radius and a length of the 
detector are shown in Figures (2.6) and (2.7) respectively.
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The dimensions of the detector were estimated by taking the•
Full Width at Tenth Maximum (FWTM) of the detector response curves.
The sensitive diameter of the detector was found to be 47.5mm with 
measurement error of 0.7mm. The sensitive length was estimated to 
be 43 ± 0.7mm.
The sensitive volume of the detector is therefore (76 ± 2) x  
T03mm3. The detector's volume is quoted by the manufacturers as
80 x  103mm3.
An explanation for the depression noted in Figure (2.6) at 
the centre of the detector is that the detector is a coaxial (p-i-n) 
type. The depression then corresponds to the insensitive p-type 
region. This response is consistent with responses obtained for a 
number of Ge(Li) detectors examined by other members of the group 
although such information has not been found in the literature. The 
volume of this region is (2.7 ± 0 .3)x 103mm3.
The radial response of the detector was also obtained using 
a 137Cs source. The higher energy, at 662 keV, makes it a less 
convenient source to use for determining the.size of the detector.
This is because its penetration through the collimator would intro­
duce a high uncertainty in the location of the edges of the detector. 
The depression still appears, however, it is less prominent. Figure
(2.8) shows the normalised radial responses.at the 57Co.and 137Cs 
photopeak energies.
The non-uniform variation of the radial response of the detector 
should be born in mind whenever small volume samples are counted. In 
this case, consistency in positioning of the sample with respect to 
the detector is essential if intercomparison of results is sought.
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In a number of applications a collimated detector.is essential.
In this case the aperture leaves only the central region of the 
detector for measurements. This will result in a rapid decrease of the 
detector efficiency since over the uncovered region of the detector 
the response is minimum.
(b) Detector.resolution. It is the ability of the detector to 
resolve peaks of similar energies, and is defined as the width of the 
photopeak at half maximum height of the peak (FWHM). It is a very 
important parameter in multielemental analysis of samples where 
separation of gamma-ray peaks is necessary.
The resolution of the Ge(Li) detector was measured as follows.
The peaks of a Ge(Li) detector are very narrow, usually a few 
channels wide, because of its high resolution. As it is anticipated, 
an attempt to measure the number of channels at FWHM would introduce 
large error, possibly up to 50%. This problem may be overcome by 
using the conversion gain switch on. the MCA. This would.result in an 
increase in the number of channels under the photopeak by a factor of 
8 , for a conversion gain of 8192. The error in. measuring the FWHM 
would be decreased by the sa>.me factor.
Figure (2.9) shows the variation of resolution, expressed in 
keV, as a function of energy. It is customary to quote the resolution 
of a detector at the 1.33 MeV peak of the 60Co source. At this 
energy, the resolution is 2.12 ± 0.14 keV.
(c) Detector photopeak efficiency. It may be divided into two classes 
(Knoll, 1979).
(i) absolute efficiency, e l ,  where
a
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, 
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V
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  photopeak area  .
Ea quanta emitted by source 9
it is dependent on the detector properties and the solid 
angle, a, subtended by the detector from the source;
(ii) intrinsic efficiency, , where
  photopeak area_______
0i quanta incident on detector
which does not include the solid angle.
The two efficiencies are related, for isotropic sources, by
Knowledge of the detector efficiency is not essential if 
results from an unknown sample are compared with a calibrated sample, 
irradiated and measured under the same conditions as the unknown. 
However, when the use of calibrated sources is not practical, absolute 
measurements may be made where effects of detector efficiency and 
source solid angle must be known.
Figure (2.10) illustrates the intrinsic photopeak efficiency as 
a function of energy for a source-to-detector distance of 170mm. The 
decrease in efficiency at 60 keV may be attributed to attenuation of 
those low energy gamma-rays by the aluminium container.
Efficiency is usually expressed for a Ge(Li) in terms of a 
75mm x 75mm Nal(Tl) detector. It was found that the detector had an 
efficiency of 11.4% relative to a 75mm x 75mm.NaI(Tl) detector for the
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1.332 MeV gamma-ray of a 60Co source placed at 250mm from the face 
of the detector.
Figure (2.11) shows the variation of the intrinsic photopeak 
efficiency with energy for the 75mm x 75mm Nal(Tl) detector for sources 
at a distance of 250mm from the front face of the detector along the 
central axis.
2.3.2 Shielding of the Ge(Li) detector
During prompt and cyclic activation analysis, the Ge(Li) 
detector is proximal to the source as shown in Figures (2.12) and 
(2.13). It is therefore necessary to shield the detector for two 
reasons. Firstly, to minimise the interactions of.neutrons with the 
crystal, and secondly, to reduce the dynamic gamma-ray background 
originating from the source and shielding materials.
(a) Shielding from gamma-rays
The gamma-ray background arises from the source itself, i.e.
60 keV and 4.44 MeV, and the neutron capture in the hydrogen of the 
water shielding and the water in the phantom, i.e. 2.22 MeV.
Preliminary experiments suggested that the neutron capture in 
the water shield contributed to a substantial intensity of the 2.22 
MeV peak and also the background continuum at lower energies. The 
intensity was reduced by the reduction of the production of the 2.22 
MeV. This was accomplished by placing boron loaded clay around the 
source at the irradiation end. Boron captures thermal neutrons with 
a capture cross-section of 755 barns, according.to the reaction 
10B(n,g)7Li, = 0.48 MeV. Prompt gamma-rays are emitted in 93% of
the captures giving an intense peak at 0.478 MeV which is Doppler
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shifted due to the recoil of the 7Li nucleus and increase the back- 
ground continuum below this energy. However, the boron leaded clay 
reduced the background continuum in the region 0.48-2.22 MeV by 
about 25%.
The detector was also shielded on all sides by 50mm thickness 
of lead. This thickness was found experimentally to attenuate the 
2.22 MeV and 0.48 MeV gamma-rays by 90% and 100% respectively.
(b) Shielding from neutrons
The importance of shielding the detector from neutrons is two­
fold. To avoid any damage created within the detector lattice and to 
reduce the interactions of neutrons with germanium nuclei. The former 
results in the degradation of the detector resolution. The latter 
gives rise to numerous gamma-rays, from the decay of several isotopes 
of the germanium nuclei in the detector, which may interfere with 
photopeaks of interest from a matrix being examined.
Bunting and Kraushaar (1974) investigated the response of a 
Ge(Li) detector to a broad neutron energy spectrum. The resulting 
photopeaks are shown in Table (2.2). A number of peaks result from 
the interaction of neutrons with the aluminium container.around the 
detector. The peak occurring at 162.0 keV is of particular importance 
since it coincides with the 77Sero photopeak whose detection forms 
part, of this work. A possible source of origin has been suggested 
by Penhale (1963) and will be further discussed in chapter'5.
The reduction of the.neutron interactions with the detector is 
accomplished by covering the detector with a perspex cap filled with 
lithium carbonate powder (Li2C03). Neutrons scattered towards the
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Table 2.2
Ey(keV) Origi n
22.70 7iGenis T = 21.5ms
2
53.53 73Gem , = 500ms
139.88 75Gem , = 46s
159.00 77Gem , Tj = 54s
2
3 3
162.00 ? 76Ge(nsY)77GelT£ 77A s ^  77Se
175.20 71Gem
198.00 71Geffl sum peak
472.60 27A1 (n,ctv)22Na
(Penhale, 1963)
585.08
596.06 7“Ge
693.40 72Ge
834.50 72Ge
843.62 27A1
1014.40 27A1
1368.80 27A1
1779.10 27A1
n,n'
n,n'
n,n'
n,n'
n,n'
21>HgI bn
f
n,iy)28Al -> 28Si 
2.3m
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detector had to penetrate a 15mm thickness of the powder to reach 
the crystal. 6Li with a natural abundance of 7.4% is the only real 
contributor to the macroscopic cross-section in natural lithium due 
to the high cross section (940 barns) of the 6Li(n,a)3He reaction.
It was calculated that 15mm thickness of Li C0„ would attenuate
2  3
60% of the thermal neutrons. However, it would also attenuate any 
useful, gamma-rays from the phantom. It was found experimentally 
that 0.122 MeV photons would be attenuated by 15% whilst the attenuat­
ion of 0.661 MeV and 1.173 MeV photons would be 9% and 6% respectively.
2.4 Thermal Neutron Flux Distribution Within the Phantom.
The slowing down process results in neutrons reaching a state 
in which their energies are in equilibrium with those of the atoms 
of the moderator in which they are moving.
In this situation the velocity distribution obeys the Maxwell- 
Boltzmann law and is described by the equation.(IAEA, 1970)
where n(v) is the number of neutrons per unit interval of velocity, 
n the total neutron density, m the neutron mass, k the Boltzmann 
constant, and T the absolute temperature of the medium. The value of 
v for which n(v) is maximum, is the most probable velocity, denoted
2
n(v) = n4ir 2 ^ 7 v2exp(-mv2/2kT) (2.4)
by v^ and can be determined by differentiating equation (2.4) with 
respect to v and setting the derivative equal to zero. Then
( 2 . 5 )
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The numerical value at T = 293 K, or 20°C, is 2200ms" 1 and 
corresponds to an energy of 0.0252 eV.
2.4.1 Cadmium ratio
The cadmium ratio, R^, is defined as the ratio of the activity 
of a bare detector to the activity of the same detector irradiated 
under a cadmium cover.
Consider the activity induced in a bare detector being repre­
sented by Atot> The detector irradiated under cadmium cover is only 
subject to reactions with the epi-cadmium neutrons, which have not 
been absorbed in the cover. If the activity of this detector is A 
the cadmium ratio is given by
and is a function of the temperature of the moderator.
epi9
(2 .6 )
epi
The difference between the activities Atot and Aepi. corresponds 
to that of the activity of a bare detector which is induced by the 
neutrons that are captured in the cadmium when irradiation is taking 
place under a cover. These neutrons are regarded as having an energy 
lower than the effective cut-off of the cadmium cover, Eq .^
The concept.of conventional thermal neutron flux is therefore 
defined as
■ n<°>ECd>vo <2-7>
where nfOjE^) is the total neutron density with neutron energies less 
than ECcj.
2.4.2 Flux perturbation
Foil activation is a commonly used technique to measure neutron 
flux. However, in order to calculate the thermal neutron flux from 
the activity induced in a foil it is necessary to make corrections 
for two distinct effects. Namely, sefif-shielding of the internal 
layers of the foil by the outer layers and absorption of neutrons by 
the foil with a consequent reduction of the flux in the neighbour­
hood of the foil.
The perturbation factor, F, which describes the above situat­
ion is defined as the ratio of the flux measured by the detector to 
the unperturbed flux. It may be experimentally obtained as follows 
(Sola, 1960). Let 4 be the unknown unperturbed flux. Since zero 
thickness foils cannot be used, it will be necessary to extrapolate 
to zero thickness the results obtained for small thicknesses. IfS
are the values obtained with stacks of 
thicknesses tQ > > t > t^ > ...., the following sequence may be
formed:
♦(ta) +(ta) *(ta)
*(tb) ’ ‘Ht c> ’ K 7 7  ’ ....
A plot of these values as a function of thickness gives a curve that 
may be extrapolated to zero giving the perturbation factor 
F(ta) = <j)(ta)/<f>o. The perturbation factor, E(tj)> for any foil 
thickness, t-, may then be obtained as
J
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Flux measurements were performed using indium foils, 132mm in 
diameter, 0.7mm thick and of 0.6g mass. Measurements under cadmium 
were made using cadmium boxes 0.41mm thick. The useful activation 
is obtained from the isotope 115In and for irradiations of about Ih 
a suitable 116lnm activity is produced. 118inm decays with a half- 
life of 54 min giving in the process a number of gamma-rays with 
energies 0.417 MeV (36%), 1.09 MeV (53%) and 1.29 MeV (80%). The 
activity induced was calculated by counting the 417 keV photons with 
a 75mm x 75mm Nal(Tl) detector. The flux perturbation factor was 
calculated using the procedure outlined above and found to be
0.57 ± 0.02.
The variation of thermal neutron flux with depth, at three 
horizontal planes, is shown in Figure (2.14) and refers to the set 
up of Figure (2.12). The plane at Z = 0 goes through the neutron 
source axis whereas the planes at Z = 75mm and Z = 50mm are 75mm 
above and 50mm below the Z = 0 plane respectively.. Figure (2.15) 
shows the variation of the flux with depth, at the plane Z = 0, at 
four different angles.
It is evident from Figure (2.14) that the flux on the right of 
the source is lower than at the opposite end. This is because the 
source axis was not along the middle of the phantom. The thickness 
of water to the right of the source was smaller thus allowing the 
diffusion of the neutrons out of the tank resulting in lower flux. 
.However, at the other end the presence of extra thickness of water 
caused the backscattering of.neutrons resulting in higher flux.
Figure (2.16) shows the variation of thermal neutron flux and 
cadmium ratio with depth in the phantom along the source axis.
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CHAPTER 3
A MONTE CARLO SCHEME IN THE CALCULATION OF SOLID ANGLES 
SUBTENDED BETWEEN RADIATION DETECTORS AND 
DISTRIBUTED SOURCES
Monte Carlo methods have been widely used with a great deal of 
success in radiation physics. Their main feature is to provide use­
ful preliminary information on a particular experimental situation, 
by simulation, so that optimum results are obtained. For example, 
the transport of radiation through matter is an important problem in 
radiation shielding and dosimetry and Monte Carlo may be used to 
optimise these two parameters. Monte Carlo may also be used in the 
solution of mathematical problems where the application of analytical 
techniques is difficult, such as the solution of complicated multi­
dimensional definite integrals.
In this chapter, a Monte Carlo code is developed to predict 
the solid angle subtended by a coTlimated detector from point and 
distributed sources. The program finds a direct application in the 
fields of in-vivo neutron activation analysis and nuclear medicine 
where quantification of the activity of a particular organ is per­
formed. In measuring the activity it is necessary to collimate the 
detector so that the background from neighbouring tissue is mini­
mised and only the organ of interest is seen. The quantification of 
activity involves knowledge of the solid angle subtended between the 
detector and the organ, an information which is supplied by this code.
The code may also describe the field of view of the collimator 
for different depths from the detector. This information is sub­
sequently used in the positioning of the detector, with respect to
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the organ, so as to enhance the organ activity over that of neighbour­
ing tissue.
In prompt neutron activation the detector is proximal to the 
object being irradiated and consequently to the neutron source. The 
Monte Carlo code is used to determine the solid angle subtended 
between the detector and the neutron/photon source of which either 
may be collimated. The background contribution to a gamma-ray 
spectrum is minimum when the solid angle is zero. The code may there­
fore be used in positioning the detector in this mixed neutron/ 
photon field for minimum photon interference from the source.
3.1 Monte Carlo Principles
3.1.1 Random number generation
Monte Carlo calculations require large supplies of random 
numbers, i.e. values of a continuous random variable uniformly, 
distributed in the interval [0 ,1].
A number of methods for obtaining random numbers have been 
developed, such as drawing samples from specially constructed tables 
(Tippett, 1927), monitoring the output from some physical device or 
using mathematical algorithms.
The most widely employed.method for random.number generation is 
the one involving the use of mathematical algorithms.. Several types 
of algorithms have been suggested and are reviewed by Page (1959). 
These algorithms are:
(1) The Middle of the Square Method (Metropolis, 1956): an arbitrary 
n-digit number, considered as the first random number of the
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sequence, is squared and the result is written as a 2n-digit 
number by inserting any necessary zeros at the most significant 
end. The middle n digits are then extracted to form the second 
random number of the sequence. The above process is repeated on the 
second.number to yield thenext element in the sequence and so on.
(2) Multiplicative Congruential Method (Lehmer, 1951): a sequence of 
numbers r , r , ... is generated according to the rule
r n+1 5 ^*rn9 for n = 2 •••» where r 0 1S a seec* number and
K a constant.
(3) Additive Congruential Method: this method has been investigated 
(Davis and Rabinowitz, 1956) due to the operation of addition 
being quicker than multiplication in most computers. The sequence 
of random numbers r , r , is generated according to the rule
rn+2 E rn+l + * V  ^ r  n = 0 , 1, 2 , ...
An essential requirement of the sequence employed is its high 
“quality", that is, the degree of frequency and repetition of each 
number. The "quality" of such a sequence is determined by the 
following randomness tests (Raeside, T976). The frequency test in 
which the ratio of the number of occurrences of any of the sequence 
elements to the total number of elements present must be close to 1/10 
for a high "quality" sequence. The serial test which is applied to 
pairs of elements. In that, an.arbitrary element is selected, and, 
for.a high "quality" sequence, the relative frequency of occurrence 
of any element following the arbitrary one must be equal to 1/10. The 
gap test in which a particular element is selected and a determination 
of the relative frequency of a single gap between successive occurrences 
of the element is made. For a high "quality" sequence, the relative
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frequency should be close to 9/100.
3.1.2 Monte Carlo methods
The aim of any Monte Carlo procedure is to draw independent
random samples from some probability law. This is achieved via 
intermediate steps involving the use of independent random 
numbers generated according to the schemes discussed in the 
previous section.
(1) Direct method: if the cumulative probability associated with
a random variable X is F(x) = Prob(X < x) then 0 < F(x) < 1.
A random sample xr may be formed from the distribution F(x)
by inversion such that x becomes a function of F(x). Following 
the definition of a random number, that is r:[0,l], F(x) may 
then be taken as a random number in the region [0 ,1].
(2) Variance reduction method: this method is designed to make
more efficient use of computation time by concentrating on 
events in regions most likely to contribute significantly to 
the desired situation. Once the density function p(x) is 
established, sampling of the variables may proceed within 
specific constraints.-, A weighting factor w(x.) = p(x.j)/p(x) 
may then be assigned for each sampling of the variables, where 
p(x) is the density function describing the process in the 
co-ordinate system employed.
3.2 Applications in Radiation and Medical Physics
The transport of radiation through matter has.been extensively 
studied in relation to radiation shielding and dosimetry. Neutron 
and photon transport in a medium is characterised:by travel without 
energy loss between collision points. When a collision occurs, the 
particle is scattered into a new direction with reduced energy.
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This process is repeated until the particle is totally absorbed or 
escapes from the medium. The Monte Carlo method simulates this 
behaviour, according to probability laws of interactions, and gives 
information about the flux of the particles per unit distance 
travelled in the medium and thus the energy deposited within the 
medium. This information may be subsequently used to optimise the 
shielding in a particular radiation environment e.g. Berger and 
Raso, (1960) and Berger (1963) have published optimum shielding 
thicknesses for different types.of radiation and various composit­
ion of shielding materials. Frigerio et al. (1973) calculated 
neutron and photon LET spectra and doses in a heterogeneous phantom 
with elemental composition of the body closely matched to ICRP 
specifications.
Monte Carlo simulations have been extensively used in the 
determination of the efficiencies of gamma-ray detectors. Peterman 
et al. (1972) and Aubin et al. (1969) have calculated the efficiencies 
of Ge(Li) detectors whereas Rieppe et al. (1975) and Steyn et al., 
(1973) have performed similar calculations for Nal(Tl) detectors.
3.3- Solid Angle Subtended by a Collimated Detector from Point 
and Distributed Isotropic Sources
t
3.3.1 Introduction
Knowledge of the solid angle, n, subtended by a nuclear detector 
with respect to a radioactive source is essential in a variety of 
problems involving the measurement of nuclear radiation.
The solid angle subtended by some point P.with position vector
£p IS
where _r is the variable position vector of the surface element ds, 
ji is the unit vector normal to ds and S(= Eds) is the surface area 
over which the integration is to be carried out, for example, the 
detector surface.
Solutions provided for the integral definition of the solid 
angle consist of numerical methods or series expansion of the inte­
gral (Gardner et al., 1971) and Monte Carlo methods (Wielopolski, 
1977). However, these solutions have been presented for the case 
of a bare detector.
Knowledge of the solid angle is equally important in colli­
mated detectors, which is the case in a variety of nuclear radiat­
ion problems, e.g. imaging in nuclear medicine and positioning of 
a collimated detector in a radiation field. The literature on the 
prediction of the solid angle in this case is very limited. A 
solution of this problem has been reported where the solid angle 
integral which describe the source-collimated detector geometry is 
solved (EURATOM, 1977). However, the difficulty of solving the 
integral for complicated geometries is clearly anticipated.
In view of the difficulty in solving this integral a method 
based on the Monte Carlo scheme developed by Mfelopolski (1977) 
for bare detector has been modified here to account for.the presence 
of a collimator.
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3.3.2 Solid angle subtended by a collimated detector for point 
isotropic source
The geometry considered incorporates a point source and a 
cylindrical detector collimated by a straight bore collimator with 
the centre of the aperture on the detector axis. The geometry is 
shown in Figure (3.1).
Applying the notation of Figure (3.1), there are two distinct­
ive cases. In the first one, the point under consideration is loca­
ted outside the -aperture area at SI which is the case when P > RD.
In the second case, the point is located within the aperture area 
at S2 and P < RD.
Since the point source is an isotropic one, it radiates in 4ir 
geometry. Considering spherical co-ordinates, the emission into a 
solid angle da within a sphere of unit radius can be stated as
da = sine do da (3 .2)
where e and a are the longitudinal and horizontal angles'respectively 
and 0. < e < 7T, 0 < a < 2ir. The density distribution p(0,a) which 
describes the fraction of radiation emitted in da is given by
The distributions of e and a may be obtained by integrating 
equation (3.3) with respect to a and e respectively, as follows
2tt
p(e,a)de da = (3.3)
o
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Figure 3.1
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p (e) = -£• sine (3.4)
and
p(a)da = sine de
o
P(a ) = y t 0 < a 2^ir . (3.5)
The random directions can be chosen by sampling equations 
(3.4) and (3.5). However, before this is done the selection of a 
and e is restricted in a way that each direction.will go through 
the aperture and intercept the detector. Such a restriction is 
associated with a weighting factor W.. In isotropic emission, a 
and e can be sampled independently since they are equally 
probable to occur (Sobol, 1975). Hence W.= W1-W2 and Wl, W2 are 
the weighting factors for the selection of a and e respectively.
Case I: the case of the point at SI, that is P > RD, is shown
schematically in Figures (3.2) (lateral view) and (3.3) (plan 
view). In Figure (3.3), S is a projection of SI on the horizontal 
plane at the top of the collimator.
The selection of a is performed through the random number 
generation. Let x be a random number uniformly distributed in 
[0,1]. The angle a is'derived from
p(a)da
a.maxx
a
' max
p(a)da
^ in
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Figure 3,2
Figure 3.3
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1
and since p(a) = ^ it gives
“ = W 2x - ’) • ’“max < “ < “max <3'6>
where «max is given by
“max = sin-1(RD/P) . (3.7)
The weighting factor associated with this selection of a is 
ramax
| p(a)da 
wi = ~ a m a x
;2tt
p(a)da
o
which, because of p(a) = J- , gives
Wl = (3.8)
Once a has been selected it is possible to calculate the 
corresponding emax and em -n . From Figures (3.2) and (3.3) since 
SI, S, I, K, F and E are on the same plane
V x  ■ tan-i(Yml/(H - Q)) (3.9)
where
Y = Pcosa + (RD2 - (P sina) 2 ) 1
and
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where
emin = t a n - MY / ( H -  Q - D))
Y = P-cosa - (RD2 - (P.sina)2)^
(3.10)
and the symbols P, RD, H, Q and D are explained in Figure (3.1).
The weighting factor associated with these particular angles
®min and V x  is 9iven bY
0.max
p(e)de
W2 = emin
f 7T
p(e)de
1which, because of p(e) = ^  sine, gives
W2 = -1 (cos(em . ) - cos(em;w)) . 
c ' v min' v max'' (3.11)
The total weighting factor for this selection of a and e is
W. = W1*W2
where W. represents the solid angle for this particular selection,
The solid angle for the configuration is given by
(3.12)
and the standard deviation of n is obtained from
CT = N ( N - T )
N
I  wj -  m 2 
■i=i 1
(3.13)
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where N is the number of selections considered.
It is possible that for some angle a, is such thatmax
although the direction sampled goes through the aperture area, it 
does not intercept the detector. In this case, GE is greater than 
RO where GE is shown in Figure (3.2) and RO is the radius of the 
detector. Therefore, the value of 0m has to be restricted s;o
ITI3X
that it is always less or equal to a critical angle e andcr
consequently GE < RO where
However, if > ec^ then the detector does not 'see' the point 
source and W2 = 0 . As a appraches amax, it may be that 0 . becomes 
equal or greater than 0mav and W2 becomes zero.
IJlaX
Case II: the case when the point source is located above the
aperture area is now considered and the geometry is given in 
Figures (3.2) and (3.4).
There is a critical angle e^R below which the angle a may vary 
over 27t and above which the variation of a is limited to 2amax
e = ta n " 1((P-cosa + (RO2 - (P*s1na)2)* ) /H )  . (3.14)
Then
V x  = tan_1((P + RD)/(H - Q)) (3.15)
and
0CR = tan"1((RD - P)/(H - Q)). (3.16)
In this case em .n = 0.
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Figure 3.4
Figure 3.5
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A particular selection of 0 will first allow one to determine 
“max’ Theref0»’e 
f9p(0)de
0
X = _ -------------
C max
p(0) 8
0
which because of p(o) = sin0, gives
0 = cos- * (1 - x(l - cos(0max)) . (3.17)
The weighting factor for this selection of 0 is given by 
equation (3.11). Once 0 is selected, then if e < ec ,^ 0 < a < 2ir 
and W1 = 1;if 0 > 0G^» 0 < a < ^amax an<^
amax = C0S"1(X/(2P(H - Q)tane)) (3.18)
where
X = P2 + (H - Q)2tan20 - RD2
and the weighting factor is given according to equation (3.8).
The solid angle for this particular selection is given by 
equation (3.12).
3.3.3 Distributed sources
So far the only parameters required by the scheme were the 
dimensions of the detector and the collimator and their location 
with respect to the point source. These parameters remain 
constant for a point source. However, when the solid angle from
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a distributed source is required, points have to be sampled 
separately within the source. The individual solid angle for 
each selection is subsequently estimated and the average solid 
angle of the system obtained. The parameters H and P, Figure 
(3.1), do not remain constant and their values depend upon the 
shape and dimensions of the source.
A thin disc source of radius RS with its centre located on 
the axis of the aperture, Figure (3.5), is used as an example.
In this case the variable position of the point is given by
P = RS-x-cosB
where B = 2 ttx and x is a random number uniformly distributed in 
the interval [0 ,1].
The variable H in this case is constant since all the points 
selected will be on the same plane.
3.3.4 Results and-discussion
A computer program, written in FORTRAN V and based on the 
mathematical analysis.presented in the preceding sections was sub­
sequently used to estimate solid angles in different configurations. 
A listing of the program under the name SOLID is included in 
Appendix l.and refers to the case of the disc source described in 
section (3.3.3).
The mathematical analysis and the program were tested for a 
number of cases of point and distributed sources.
Four cases were considered for a point source. They include 
the point above the aperture (cases a, b) and outside (cases c, d)
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and are shown in Figure (3.6). The results obtained by this 
program, ftc, and those obtained from trigonometric calculations, 
ft, are shown in Table (3.1) and show good agreement.
In the case of distributed sources, the solid angle was 
estimated for the geometry described in section (3.3.3)7 The 
results for two different heights of the source from the detector 
are shown in Table (3.1), cases e and f, and are in good agree­
ment with those found in the literature (EURATOM, 1977).
The standard deviation, as estimated by equation (3.13), 
associated with the values of the solid angles obtained was less 
than 1%.
The main advantage of the proposed method is.that it can 
be easily modified for distributed sources of irregular shapes 
and non-homogeneous sources. Non-isotropic sources could be 
considered by replacing equations (3.2) and (3.3) by their 
appropriate distributions.
The method does not include self-absorption and self­
scattering inside the distributed source although these can be 
included when selecting a point in the source (Nakamura, 1970).
In the mathematical analysis presented, it is assumed that 
the solid angle is defined by the edges of the aperture area, 
that is, there is total absorption inside the collimator. This 
assumption would result in the underestimation of the solid angle 
with increasing photon energy. It is found that an underestimat­
ion of. the aperture radius by.10% would result in the underestim­
ation of the solid angle by 20% for point sources on the axis.
To reduce the error on the estimation of the solid angle caused by
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Figure 3.6
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Case P H  D Q
a 0 10 2 5
b 3 10 2 5
c 1 10 2 5
d 6 8 2 5
e - 13.5 2 5
f - 63.5 2 5
Table (3.1)
RD ro RS ac
2 1 - 0.03
2 10 - 0.24
2 10 - 0.43
1 2 -  0 .0 0
1.785 15 1.5 0.132
1.785 15 1.5 0.003
a
0.03
0.24
0.45
0.00
0 ,131a
0.003a
(a: EURATOM, 1977)
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the transmission of photons through the collimator, a photon 
transport Monte Carlo code, such as MCP (MCP, 1979), which would 
follow the 'fate' of photons when they intercept the collimator 
is essential.
If the efficiency of a detector is required, then the program 
can be combined with a code such as the MCP code which would 
describe the transport of the photons inside the detector and 
hence provide information on the detector response. It should 
be emphasized that the analysis in the preceding sections is 
independent of the detector length. However, this parameter 
becomes of great importance when the program is combined with 
efficiency simulations of detectors. Then the transport of the 
photon in the detector is greatly dependent upon the dimensions 
of the detector.
3.4 A Collimated Detector as an Imaging Device - 
Analysis and Conclusions
A direct application of the computer program is in the fields 
of nuclear medicine, and in-vivo neutron activation analysis. One 
of the important aspects of these fields is the measurement of the 
activity of a particular organ in the body, such as kidney, liver 
or the thyroid gland. Therefore, it is necessary to.restrict the 
field of view of the detector so that only the organ of interest 
is seen. This is achieved using collimators, which permit the 
entry of radiation from the region of interest while minimising 
the contribution to the counting rate from activity in neighbouring 
tissue and from the environment.
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The program has been used to demonstrate some of the basic 
properties of collimators, e.g. field of view, resolution. The 
properties of collimators may be determined by scanning the colli­
mated detector along one of its diameters with an isotropic point 
source. Since the detector response is proportional to the solid 
angle subtended by the source and the detector, at various posit­
ions along the detector diameter, the solid angle itself may be 
used to describe the following properties of collimators.
(a) Field of view : ideally, the field of view is restricted to
that immediately below the aperture and.referred to as the ‘visual 
field1. However, an additional area of the source outside the 
visual field is viewed by the detector. This area is referred to 
as penumbra. When the measurement of the. activity of a particular 
organ in the body is required it is necessary to utilize a constant 
response over the visual field and a narrow penumbra. This would 
result in the enhancement of the organ activity with respect to 
that of .neighbouring tissue. However, since parts of the organ 
are at different depths from the detector, it is important that 
enhancement of the organ activity is achieved for-.different depths 
from the detector.
The variation of the field of view with depth was studied, 
using the program developed, by determining the solid angle for 
different positions, P, along a detector diameter and at different 
depths from the detector, H. The variation of the solid angle with 
P for different His shown in Figure (3.7) and is called Point 
Source Response (PSR). The region of width RD corresponds to the 
visual field. It is evident that the penumbra increases with depth 
from the detector, whilst the visual field is of constant size.
i‘r* Vv.’- ;
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Figure 3.7
P, 10mm
- 80 -
This results in the increase of the field of view and hence the 
response due to the activity of neighbouring tissues. Therefore, 
the collimator should be as close to.the organ as possible although 
this is not always possible due to the anatomical position of the 
organ.
In view of the difficulty in approaching an organ because 
of its anatomical position, the effect of the length of the colli­
mator hole on the field of view is now investigated. For a fixed 
depth.of an organ, the variation of the solid angle with position 
along a detector diameter, for different hole lengths, is shown 
in Figure (3.8), It is evident that as the hole length is 
increased, the visual field is unaltered while the penumbra is 
decreased. Therefore, it may be concluded that for an organ at a 
considerable depth, a collimator with a long hole and placed as 
close to the body as possible is required if enhancement of the 
organ activity is to be achieved.
(b) Spatial resolution : the distribution of an isotope within
an organ is often desirable for diagnostic information, e.g. 
tumour localisation in.liver. Such a procedure involves the 
scanning of the organ by collimated detectors so that the field 
of view is restricted to a very small area at any time. In this 
application of collimators, the most important property of the 
collimated system is its spatial resolution.
Spatial resolution refers to the ability of a collimated 
detector to distinguish between two radioactive sources placed 
close together. It is defined as the width of the point source 
response curve at half its maximum height (FWHM) at a particular 
depth.
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P, 10mm
Figure 3.8 \
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Closely related to the resolution of a collimated detector 
is the.concept of Modulation Transfer Function (MTF), (Beck, 1964). 
Consider the scanning of a radioactive source whose activity 
varies with position as a sine wave function, Figure (3.9). The 
modulation is a measure of the contrast in the source, source 
modulation Mg, and the image, image modulation Mj. Modulation 
transfer function is defined as the ratio of image to source 
modulation. It is a measure of the ability of the imaging system 
to transfer modulation, that is, information from the source to 
its image. The MTF is expressed as a function of spatial frequency,
i.e. line sources/unit length. Due to the resolution of the system, 
not all spatial frequencies in the object would be transferred to 
the image,. Poor resolution causes loss of image modulation and 
hence MTF.
The collimator.MTF may be obtained from.the point source 
response curves, Figures (3.7) and (3.8). Let Smav be the maximumM la a
height of the curve at P = 0, with points along the.curve defined, 
at different values of P and corresponding to S . . The ratio
(smax - SmirJ/(Smax + St W  is equal to the MTF of the col1imator 
at (1/P) lines/cm.
The MTF as a function of depth and length.of collimator hole 
is shown in Figures (3.10) and (3.11) respectively. It is evident 
from both graphs that maximum modulation transfer occurs for 
minimum depth from the detector and larger collimator.hole length. Both 
of these cases result in minimum penumbra, hence field of view, and 
therefore superior resolution.
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The analysis of collimators has been demonstrated, using 
the computer program developed, for the case of a straight bore 
collimator. However, a variety of other types of collimators are 
also in use in the field of nuclear medicine, e.g. divergent, 
convergent, multi hole collimators. The analysis can be easily 
modified to account for the other types of collimators.
3.5 Positioning of Detector in Prompt Neutron Capture 
Analysis
In prompt activation analysis the detector is proximal to 
the object being irradiated and consequently to the neutron 
source, Figure (2.12). In an attempt to reduce the dynamic gamma- 
ray background originating from the source, the front face of the 
tank has been covered by lead of 50mm thickness with a circular 
hole at the irradiation position of 50mm diameter. The source is 
therefore collimated, with respect to the photon emission by an 
aperture of 25mm radius and 50mm thickness.
The background contribution to a gamma-ray spectrum is 
minimum when the solid angle subtended between the detector and 
the collimated source is zero. Hence a Monte Carlo code was 
developed to predict this solid angle and therefore enable one to 
choose the best positioning of the detector so that the dynamic 
background is minimum. The method is based upon the Monte Carlo 
scheme used in section (3.3).
The geometry of the experimental set up is shown in the 
diagram of Figure (3.12). Both the source and the detector are of 
cylindrical shape with their lopg axis on the same plane. The
-  86 -
h * - SD * - l
A
HO
LA
DL
i
Figure 3.12
- 87 -
A variable point position P is generated within the source 
according to the following steps:
(a) Generate a position, within the source, along its central 
axis
X = RND(O)
Z = SL-X
(b) generate a length.along the radius of the source at the 
above position
X = RND(O)
R = RS-X
(c) generate an angle B of the above length with respect to a 
horizontal plane through the central axis of the source
X = RND(O)
B = 2tt-X
Then
P = ((SD + Z ) 2 + R2cos2B)J (3.19)
and
H 4 HO + R*sinB (3.20)
where P = 0A and H is the height of the point above the detector.
The selection of angle a, which determines the direction along 
which a vertical plane through P. intercepts the detector, is given
mathematical analysis is performed as follows.
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by equation (3.6), that is
(3.21)
where
(3.22)
as it can be seen from Figure (3.13). This is a top view of a 
plane through the top of the detector and Q is the projection of 
point P on this plane. However, the free selection of a is under 
the constraint that the direction of the vertical plane through P 
must be within the aperture. From Figure (3.12) the critical 
angles on a are
a — a - y maxi l Y
and
amax 2
for a negative and positive respectively where
and
Therefore
X: [0 ,0 .5 ) -> a < 0 and a must be < amaxi
X: (0.5,1] ->• a > 0 and a must be > amax2
X: [0.5] + a = 0
89 -
Figure 3.13
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Then, from Figures (3.12) and (3.14)
tnno -  (Z+SD-CD)/cos(g-y) 
min " R«"sinB +RC• cos3 (3.23)
where
= sin- l R«cosB+tan(a-y)•(Z+SD-CD)'
and
y = tan" 1 R-cosB~Z+SD
The direction defined by a and e . must be within the aperture 
and intercept the detector. Therefore, e . must always be less 
or equal to a critical angle 0mi-ncr* where
fano - P<COSa-(R02-P2sin2g): 
miner Ho+ft-sinB+DL (3.24)
Similarly
tanemax
P«cos +(R0 2-P2sin2q): 
HO+R-sinB (3.25)
If tanem .n > tanemaxtHen o = 0.
The solid angle for the configuration and the associated 
standard deviation are given by equations (3.12) and (3.13).
A listing of the program compiled for the above analysis is 
given, under the name POSITION!, in Appendix 1.
The analysis presented so far has considered the case when 
the detector is bare. However, if the detector is collimated by 
an aperture of radius RD and thickness D then
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a ( 3 .2 6 )
= P-cosa-(RD2-P2sin2a)^
(3.27)
and
tane,max
P-cosa+(RD2-P2sin2ct)^
HO+R-sinB
(3.28)
given by equation (3.23) for e .  >n x 7 min miner
A listing of the program compiled for this analysis is given, 
under the name P0SITI0N2, in Appendix 1.
The variation of the background, underlying the lllfCd photo­
peak (559 keV), with HO was determined experimentally and is shown 
in Figure (3.15). An increase in HO by 4cm results in a decrease 
of the background by a factor of 2 and-consequently in an impro­
vement of the detection limit by a factor of 1.4 (= /2). The 
variation of the solid angle, ftg, subtended between.the detector 
and the collimated source is also displayed. The solid angle has 
been determined using the program POSITION!. Both curves follow 
a similar trend which indicates that as the solid angle decreases 
and the detector 'sees' less of the source, the dynamic background 
due to the photons emitted by the source decreases. As the solid 
angle approaches zero the background reaches a constant value and 
is mainly due to the 2.22 MeV photons originating from the water 
shielding and phantom and any backscattering of the photons emitted 
by the source from the shielding surrounding the detector.
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CHAPTER 4
MICROPROCESSOR CONTROL OF THE NEUTRON ACTIVATION SYSTEM
In cyclic activation analysis the irradiation of the sample 
is followed by measurement of the induced activity, both being 
performed for a predetermined period of time. This process 
constitutes one cycle and the procedure is repeated for a 
number of cycles.
Typical timing parameters are of the order of 10s for half- 
lives of 15-20s. However, they can be as small as 1-2s for half- 
lives of a few milliseconds. It is evident that accuracy in 
achieving these parameters during an experiment is very important.
A third timing parameter involved in cyclic activation is
the waiting time, t , between end-of-irradiation and start-of-w
counting and ideally it should be zero (Kerr, 1978). This parameter 
is dependent upon the transfer of the source, tr, plus any time 
elapsing from the moment the source arrives at its resting 
position until counting starts, t1,. Therefore, t,, has a finite
W  W
value with a minimum when t^ = 0 since tr depends upon the mecha­
nical means employed for transferring the source.
In view of the accuracy required in the three timing para­
meters for maximum response, it was decided that the control of 
the irradiation and spectroscopy systems would be more efficiently 
accomplished by electronic means.
For this purpose a Motorola M6800 microprocessor (Motorola, 
1975) was employed and communication with it was achieved by means 
of a VDU. There are sixteen lines from the M6800 for controlling
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peripherals. Signals would appear on these lines as voltage 
levels (OV or 5V).
Two lines were used for controlling the position of the 
source by means of 5V positive signals of 3ms width. The control 
of the spectroscopy system was accomplished as follows. The ADC 
of the multichannel analyser incorporates a gate with two inputs 
II and I£, Figure (4.1). The gate may be operated, by means of 
a switch, either as an AND or NAND gate. A 5V positive signal 
along input 12 would open the AND gate allowing analogue signals, 
0-1OV in amplitude, from the Ge(Li) detector through to the ADC 
for conversion. However, if the gate is operated as a NAND gate 
then a 5V signal would inhibit any output from it.
During irradiation, prompt gamma rays are emitted. If two 
multichannel analysers are available then both delay and prompt 
spectra, may be collected as.follows. The 5V signal is produced 
with the source at the resting position thus allowing the accumu­
lation of the delay spectrum through an AND gate. With the 5V , 
signal returning to zero during irradiation the accumulation of 
the prompt spectrum is achieved.
Figure (4.2) shows a block diagram of the microprocessor 
controls of the accumulation of prompt:and delay spectra during 
neutron activation.
4.1 The Activation Control Program
The M6800controls peripherals via two Input/Output (I/O) 
ports. Each port consists of the Control Register (CR), Data. 
Direction Register (DDR), and Data Register (DR). The port is
AND Gate 
II 12 Output
0 0 0
0 1 0
1 0 0
1 1 1
NAND Gate 
II 12 Output
0 0 1
0 1 1
1 0 1
1 1 0
F i g u r e  4 . 1
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controlled by writing to the three registers as though they are 
ordinary locations in memory.
The DR and DDR share the same memory location. The CR 
determines which of the two registers is selected. The function 
of the DDR is to. determine whether the lines are inputs or outputs. 
Each bit of an appropriate binary pattern written to the DDR 
corresponds to a line, e.g. bit 2 = line 2 etc. A logic '1', that 
is a 5V signal, in a bit of the DDR makes the corresponding line 
an output, whereas logic 'O', i.e. OV signal, makes the line an 
input. Once the lines have been set as inputs or outputs the DR 
is now selected for inputing or outputing the data.
Port B on the M6800 was used for controlling the peripherals. 
Lines bo and bl were employed in transferring the source to and 
from the irradiation position respectively. Line b2 supplied the 
5V signal at the 12 input of the gate.
The flow diagram of the program written for controlling 
the movement of the neutron source and the accumulation of data 
in cyclic activation is given in Figure (4.3).
The major programming steps are described below. The program 
written in hexadecimal form is given in this section.
STEP 1. Assign addresses for constants used throughout the 
program. These are
. (a) number of cycles, n;
(b) irradiation time, t.;
(c) counting time, tc.
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STEP 2. Initialisation of the M6800. This is achieved through 
the following steps:
(a) write hex 00 to CR to select the DDR,
(b) write hex FF to the DDR to set all data lines as 
outputs,
(c) write hex 04 to CR to select the DR in preparation 
for outputing data,
(d) accumulator A is set equal to zero and is subsequently 
used as counter.
Memory locations : 0120-0133.
STEP 3. Line bO is set to high, that is 5V signal.of 3 ms width; 
this signal triggers the source to the irradiation position. A 
time delay loop.is set into operation, its duration being equal to 
the irradiation time. At the end of the loop, line bl is set high 
and the source is triggered to its resting position. A time delay 
loop is set into operation and is equal to the transfer time of 
the source.
Memory locations : 0134-0174.
STEP 4. Line b2 is.set to high; a time delay loop is set into 
operation, its duration being equal to the counting time. The 
line remains high until the end of the loop.
Memory locations: 0175-018A.
M e m o r y  l o c a t i o n s  : 0 1 0 1 - 0 1 0 3 .
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STEP 5. The counter is incremented by one and displayed on the 
VDU; it shows the elapsing numbers of cycles. . It is compared to 
memory location 0101 which contains the numbers of cycles, n. If 
it is lower than n the operation is transferred to STEP 3 otherwise 
it causes the end of the operation.
Memory locations : 018B-019F.
4.2 Determination of the Timing Parameters
The M6800 takes, on average, about 4 y s  to execute an 
instruction. The time delay loops used in the program are a 
combination of such instructions performed over a number of times. 
Therefore, delay loops and hence timing parameters of the order 
of < ms may be achieved.
ACTIVATION CONTROL PROGRAM
Memory Location Hexadecimal Code Mnemonic
0120 86 LDA#00
0122 B7 STA 801F
0125 86 LDA#FF
0127 B7 STA 801E
012A 86 LDA#04
012C B7 STA 801F
012F 86 LDA#00
0131 B7 STA 0105
0134 86 LDA#01
0136 B7 STA 801E
0139 86 LDA#04
013B CE LDX#000F
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0141
0142 
0144 
0146
0149 
014C 
014F
0150
0152
0153 
0155 
0157 
015A 
015C 
015F 
0160 
0162 
0163 
0165 
0167 
016A 
016C 
016F 
0170
0172
0173
0 1 3 E
0 1 3 F
DEX
BNE FD 
DECA 
BNE F7 
LDA#00 
STA 801E 
LDA 0103 
LDX//FFFF 
DEX
BNE FD 
DECA 
BNE F7 
LDA#02 
STA 801E 
LDA#00 
LDX#000F 
DEX
BNE FD 
DECA 
BNE F7 
LDA#00 
STA 801E 
LDA#00 
LDX#00FF 
DEX 
BNE FD 
DECA 
BNE F7
09
26
4A
26
86
B7
B6
CE
09
26
4A
26
86
B7
86
CE
09
26
4A
26
86
B7
86
CE
09
26
4A
26
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0175 86 LDA#04
0177 B7 STA 801E
017A B6 LDA-0101
017D CE LDX#FFFF
0180 09 DEX
0181 26 BNE FD
0183 4A DECA
0184 26 BNE F7
0186 86 LDA#00
0188 B7 STA 801E
018B 74 INC 0105
018E CE LDX#0105
0191 BD JSR(0UT2HS)
0194 B6 LDA 0105
0197 B1 COMPA 0102
019A 26 BNE 03
019C 7E JMP EODO
019F 7E JMP 0131
The duration of a time delay loop may be examined by looking 
at successive signals separated by the delay loop on an oscillo­
scope.
However, it was anticipated that it would be more realistic 
if the timing parameters of the cyclic activation were actually 
measured by means of the irradiation and spectroscopy systems.
For this purpose, the Ge(Li) detector was placed proximal to the 
irradiation end.of the tank, Figure (2.12). The output from the
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detector was fed, via a single channel analyser, to the MCA 
operated in the multi scaling mode. Suitable dwell times were 
chosen so that good resolution of the responses were obtained.
The timing parameters were determined as follows.
(a) Transfer time. This is the time required to transfer
the source between the resting and irradiation posit­
ions. In the former, the detector response is minimum 
whereas in the latter the response is maximum. The 
response as the source is approaching the detector is 
recorded, Figure (4.4), and the time it takes to reach 
a maximum value is equivalent to the transfer time.
For a dwell time of 10ms, the transfer time was found 
to be 0.30 ± 0.05s.
(b) Irradiation time. The period of maximum response of the
detector corresponds to the time spent by the source at
the irradiation end t.. This is equivalent to the
irradiation time. For a dwell time of 100ms the 
irradiation time for the response shown in Figure (4.5) 
was found to be 12.1 ± 0.7s.
(c) Counting time. Referring to Figure (4.5), the period
of minimum response of the detector corresponds to the
time spent by the source at its resting position, i.e.
the counting time t A  plu£ any waiting time t .c w
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An advantage of controlling the system by a microprocessor 
is that the waiting time may be made equal to the transfer time. 
That is to say, any time elapsing between the source arriving at 
its resting position and the start of counting may be reduced to 
zero which is important since the detector response decreases 
with increasing waiting time. This is achieved as follows. The 
time delay loop which allows for the transfer of the source to its 
resting position is varied so that the detector response is 
constant at the minimum value. If a higher count rate has been 
recorded at the lower end of the response it indicates that the 
source is not fully rested and the loop is increased accordingly 
until a minimum is obtained throughout.
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CHAPTER 5
DETERMINATION OF SELENIUM AND CADMIUM"USING IN-VIVO 
NEUTRON ACTIVATION ANALYSIS
5.1 Determination of Selenium
5.1.1 Introduction
Selenium is regarded as a biologically essential trace 
element since its deficiency consistently results in impairment 
of the function of an organ (Underwood, 1977). It is known to 
concentrate in all the cells and tissues of the body, e.g. liver, 
hair, heart, blood at normal trace amounts ranging from 0,05 to 
0.7ppm (Iyengar et al., 1978). The liver and kidneys usually carry 
the highest selenium concentrations, with much lower levels in the *> 
muscle, bone, and blood.
Selenium metabolism studies have indicated that the duodenum 
is the main site of selenium absorption (Wright and Bell, 1966). 
Absorbed selenium is at first carried mainly in the plasma, from 
which it enters all tissues (Buesher et al., 1960). Selenium is 
excreted in the faeces,urine and the expired air, the amounts and 
proportions of each depending on the level and form of the intake. 
Exhalation of selenium is an important route of excretion at high 
intakes of the element but is much less so at low intakes (Ganther 
et al., 1966). An increase in the protein content of a diet would 
increase the pulmonary excretion, of the injected selenium (Ganther 
et al., 1966). Selenium has a strong tendency to complex with 
heavy metals. Therefore, its metabolism is greatly influenced by 
the dietary levels of several such elements and the metabolism of
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these interacting elements is influenced, in turn, by selenium 
(Frost and Lish, 1975).
Deficiency of selenium results in a number of diseases such 
as liver necrosis, pancreatic lesions, muscle calcification and 
cataracts (Shamberger, 1981).
Of particular importance in selenium research is its relation 
ship with cancer. It is now evident that selenium, far from being 
carcinogenic as some early experiments appear to suggest, can 
actually be a cancer protecting element. Evidence that selenium 
has an inhibitory effect on carcinogenesis comes from both experi­
mental and epidemiological studies. It has been found that the 
inclusion of < 5ppm of selenium as selenite in a.purified diet 
reduced the incidence of liver tumours in rats that had been pre­
viously subjected to a carcinogenic agent (Clayton and Baumann, 
1949). Similar studies have shown that injection of Img of seleno- 
cystine/kg body weight significantly reduces the average size of 
the tumours in rats and inhibits any effects of carcinogenic 
agents in mice (Weisberger and.Surland, 1956; Shamberger and 
Rudolph, 1966). Epidemiological evidence has come from the exami­
nation by Shamberger and Frost (1969) of the human cancer death 
rates in parts of the U.S.A. They obtained a high inverse relation 
ship (r = 0.96) between the blood selenium levels and the human 
cancer death rates. Shamberger et al. (1972) calculated the cancer 
rate by organ site for males in high-Se and low-Se areas in the 
U.S.A. The mortality from cancer of the stomach, oesophagus and 
rectum was particularly increased in the low-Se areas. The area 
difference in the cancer death rate was smaller for cancers of the 
small and large intestine, kidney, pharynx and bladder and
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insignificant for cancers of the lung, pancreas, prostate gland 
and for leukaemia. When the selenium distribution in grains and 
forage crops were compared with female breast cancer mortality 
rates, the incidence was again shown to be higher in the low-Se 
areas. (Schrauzer and Ishmael, 19)74). Correlations do not necessa­
rily imply causal relationships and regional cancer mortalities 
correlate'withother parameters, but when the epidemiological data 
are taken in conjunction with the experimental data there seems 
little reason to doubt that selenium can actually have an inhibi­
tory effect on cancer.
The interconnection of selenium levels and cardiovascular 
disease has been suggested by a number of investigators (Shamberger, 
1975; PI antin, 1978). They observed that selenium concentrations 
in various organs was lower in subjects who died from cardiovascular 
disease than in other people. It has been suggested.that selenium 
deficient platelets might represent a risk factor, for thrombosis 
since selenoenzymes are particularly important-in the metabolism of 
platelets which in turn are crucial for triggering thrombosis 
(Kasperek et al., 1979). Kiem et al. (1981) have found a positive 
correlation between the selenium concentrations of erythrocytes, 
platelets and plasma and showed that selenium in platelets is low­
ered in selenium deficient states.
The effect of selenium treatment, supplemented with vitamin;
E administration, was investigated in 32 patients with cardiac pain 
resistant to conventional therapy of several years duration 
(Jaakkola et al., 1981). The effect of the treatment and the 
amelioration of the symptoms as well as improvement of the general
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condition was usually seen after one to two months. The longer 
the follow-up period was the more significant were.the optimal 
effects of the therapy, i.e. the physical fitness and working 
capacity improved continuously and reached an optimum after one 
to one and a half years of therapy. It is important to note that 
toxic or side effects caused by the treatment were not observed 
in the patients treated.
Selenium intakes at high levels (i.e. > lOppm) may result in 
poisoning. All degrees of poisoning exist from a mild, chronic 
condition to an acute form resulting in death of the species. 
Chronic selenium toxicity is characterised by anaemia, dull ness-or 
oedema. Acute poisoning results in abdominal pain, liver cirrhosis 
some degree of paralysis, respiration and loss of appetite.
5.1.2 Detection of selenium
Selenium levels in biological materials range from 'v Ippb to 
'u Ippm. Therefore, analytical methods of high sensitivity are 
required in the detection of selenium with the most widely used 
one being neutron activation analysis.
There are six naturally occurring stable isotopes of selenium 
and their characteristics are summarised in Table (5.1) (Lederer 
et al., 1967). In the majority of cases, the 75Se isotope is 
analysed. Due to its very long half-life of 120d, long irradiation 
decay and counting times are required for the measurement of this 
isotope (Plantin et al., 1981; Nadkarni and Morrison, 1974). Of 
the other selenium isotopes, the 77Se isomer is useful: because of 
the high value of the product of natural abundance and activation
-  n o  -
Table 5.1
Target Natural abundance x Product Half- Most intense
nuclide activation cross-section isotope life y-ray (keV)
ylfSe 26.1 75Se 120d 265 (60%)
76Se 568.3 77Se stable -
198 77Sem 17.6s 161.9(50%)
77Se 318.4 78Se stable -
78Se 1.17 79Se 104y -
8.47 79$em 3.9m 96 (9%)
80Se 25 81Se 18.9m 830 (0.2%)
5 81Sem 60m 103 (8%)
82Se 0.04 83Se 25m 360 (70%)
0.45 8 3sem 70s 1031 (?%)
cross-section, and of its intense gamma-ray. Diksic and McGrady 
(1976) studied the detection of selenium via the isotope 77Semby 
means of a single short irradiation and count. However, the short- 
half-life of 77Sem favours the use of cyclic activation analysis. 
Egan and Spyrou (1976) used cyclic activation in which the irradiat­
ion conditions were optimised ..for 207Pbm (0.8s) with a sensitivity 
for selenium of 50ng. Egan et al. (1977) measured the selenium 
content of bovine liver and animal blood by cyclic activation opti­
mised for 77Sem with detection limits of ^  50ppb.
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The measurements of selenium described so far have been 
performed 'in-vitro' by activating biological samples in high 
flux reactors 1012n cm“2s“1). The sample upon collection is 
processed, usually freeze-dried, before being subjected to irra­
diation. However, during the processing period, loss of a 
certain amount of the element under consideration may occur. 
Fourier and Peisach (1977) have shown that losses of up to 15% 
occur for selenium in oyster samples. Kiem et al. (1981) found 
that about 10% of the platelet selenium is lost during the proce­
dure of drying and washout of blood samples. During preparation, 
storage and analysis, samples are liable to contamination by 
storage vessels, reagents, air etc. The problem is particularly 
acute because of the very low concentration of trace elements in 
biological tissues.
In view of the risks of damage of the samples,.involved in 
destructive techniques of analysis, such as 'in-vitro* neutron 
activation, a non-destructive technique for determining selenium 
was sought.
In this section an 'in-vivo' method is described for the 
measurement of selenium levels in liver. The measurement of sele­
nium is performed via the short-lived isotope 77Sem making use of 
the cyclic neutron activation principle (Nicolaou et al., 1982). 
The irradiation facility described in chapter 2 was employed.
Liver has been chosen since it contains most of the selenium 
..present in the body as well as being an organ that, can be easily 
included,in the experimental set up without radical changes in 
irradiation and detection geometry. But also most importantly
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because in the monitoring of industrial workers who are exposed 
to cadmium, the liver and kidneys are the critical organs and 
knowledge of selenium concentrations in these is very useful.
All measurements were carried out with a perspex phantom represent­
ing the mid-section of the trunk region of dimensions 300mm x 
300mm x 200mm. The experimental set up showing the position of 
the water and liver phantoms with respect to the neutron source 
and the Ge(Li) detector is shown in Figure (5.1).
The relevant positions of the detector and the neutron beam 
with respect to a 'patient's' liver is shown in Figure (5.2).
This is a computerised tomography (CT) scan of the abdominal area 
just below the diaphragm. Note that the section scan is viewed 
from the feet upwards. The cylindrical container of dimensions 
170mm diameter x 200mm length placed in the trunk phantom (Figure
(5.1)) is in similar geometry as the liver.
5.1.3 Theory of cyclic activation
In cyclic activation analysis a short irradiation of the 
sample is followed by the counting of the delay.radiation emitted 
and the whole.process is repeated for a number of cycles (Spyrou, 
1981). The basic quantity of cyclic activation analysis is the 
cumulative detector response to radiation from the induced activity 
for n consecutive cycles.
The cycle period is
T = t. + t + t_ + t' i w c w
where t^  » time of irradiation;
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t = time between end of irradiation and start of count;
W
tc = time of counting;
t' = time between end of counting and start of the next
W
cycle.
The detector response to the gamma-rays emitted by the iso­
tope of interest after the first cycle is obtained from equation
due to the activity produced in the second irradiation plus any 
residual activity from the first cycle. Thus
(1.7)
(5.1)
all symbols being previously defined.
During the second cycle, the detector response D will be2
D2 = Dj  +  D1e" 'vT = D x (1 +  e - V l j
and for the nth cycle
Summing the terms of the series gives
The cumulative response for n cycles is
DC • D1 + ° 2 + ••• + Dn
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,-XT,, -nxT.
a n d  t h u s
DC = D:
' n _ e (1-e )~ (5.2)
■l-e"xT (l-e"xT)2 > 
which is the basic equation in cyclic activation analysis.
5.1.4 Optimisation of timing parameters
For a given total experimental time tt the maximum cumulative
detector response occurs when t. = t and t. = t1 =0. In.practice,I c w w
the transfer times cannot be zero but they should be kept as low 
as possible.
However, detection depends on the signal and the background 
in the presence of which the signal is measured. The number of 
cycles may be optimised by optimising the ratio Dq//5 ^  for a given 
total experimental time, where is the cumulative area of the 
photopeak and the equivalent background counts underlying the 
photopeak to which higher energy photons produced in the sample 
matrix, contribute (Kerr and Spyrou, 1978).
In practical situations the background associated with the 
signal will be due to. a number of isotopes of the matrix being 
measured. In order to optimise the ratio the half-life of
the background underlying the isotope of interest has to be known. 
The half-life of the background was estimated following the method
suggested by Ozek (1979). An inspection of equation (5.2) reveals 
that for large n the te 
varies linearly with n:
n \ Xrm (1 - e ) tends to unity, and Dc then
If the cumulative response Dq is then plotted against the 
number of cycles n the half-life of the isotope of interest is
0-693.T (5.4)
T j  ’  * n ( l -  ■ § )
with
a b =
where a and b are the slope and intercept respectively. The values 
obtained for the cumulative background signal (0qB) were plotted 
against the number of cycles in an experiment where a high concen­
tration of a selenium aqueous solution in the liver phantom was 
present. The half-life of the background activity was found to be 
178 ± 20s. The experiment was performed at optimum timing for the 
case when only the signal was considered; .these were t. = t = 10s,
t,, = t‘ = Is and n = 40. w w
The total experimental time can be written as a multiple of 
the cycle period (nT) or a multiple of the half-life of the isotope
of interest (mTl). Then
2
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Since for maximum detector response t. = tc and t = t^,
T = 2t. + 2tw, then
t. =  ---\ ---« (5.6)
Both Dq and D^g may now be calculated for a given experimental
time m Tl and different n from equation (5.2) in combination with
2
equations (5.5) and (5.6).
The variation of the signal-to-noise ratio 
with the number of cycles.for different experimental times is 
shown in Figure (5.3), indicating that there is an optimum number 
of cycles nQ for each total experimental time.
Figure (5.4) shows the variation of the optimum signal-to- 
noise ratio (Dq//6^)o with total experimental time, where. (Dg/vfi^ g) 
is obtained at the optimum number of cycles nQ for a particular 
total experimental time. It can be seen that beyond a total 
experimental time of 1800s, which corresponds to the 95% of the 
saturation value, no significant gain in signal-to-noise ratio is 
obtained and excess dose would be delivered to the 'patient1.
For total experimental times of 1100s and 1800s, the optimum 
value for n was found to be 36 and 57 respectively. These values 
were experimentally determined to be 42 and 69 respectively thus 
giving t. = tc = 12s for t = t^ = Is and were subsequently used.
It should be emphasised that this calibration, was performed prior 
to the installation of the microprocessor control, when operation 
was manual. The difference in the theoretically and experimentally 
predicted values of n may be attributed to differences in the
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values of t and half-life of the background in the theoretical 
and experimental situations. The effect of t and the background 
half-life is clearly demonstrated in Figures(5.5) and (5.6) 
respectively. Figure (5.5) shows the effect of tw = Is and 2s 
for both cyclic and conventional activation for 77Sem. Figure 
(5.6) indicates that the (Dc/^g)Q increases with increasing 
half-life of the background at a particular total experimental 
time. This is not an unexpected result since.the longer'the half- 
life of an isotope the slower the build up of its activity
A microprocessor was installed, for controlling the irra­
diation and counting facilities, at the very late stages of this 
work. For the total experimental times of 1100s and 1800s, the 
optimum value for n was found to be 48 and 78 respectively thus 
giving t- = t = 11.2s for tlf = t' = 0.3s.I u W W
5.1.5 . Detector response
\
As it is seen in Figure (5.1), the detector is shielded by 
lead from every side and is thus collimated.to 'look1 at a certain 
region of the water phantom.
The response of the detector to an isotropic point photon 
source, at different positions within the phantom, was examined in 
order to determine the volume of the detection and the effect of 
attenuation.
For this purpose a 3.7 x 105Bq (= 10 yCi)57Co point source 
.was used and the 122 eV gamma-ray energy response recorded. The 
experiment was carried out with the neutron source at the resting 
position (i.e. not irradiating the phantom).
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Figure (5.7) shows the variation of the detector response 
to the point source along the x-directi on, that is along lines 
parallel to the source axis, for different depths from the detector. 
The field of view along the x-directi on is about 210mm which is 
consistent with the width of the liver in the human body (^ 200mm).
The variation of the thermal neutron flux along the x-direction at
different depths from the detector is also shown in Figure (5.7).
The measurement and spatial distribution of the flux inside the 
phantom has been extensively described in chaper 2.
Having established the variation of the flux and detector
response within the phantom, the combination of the two integrated 
over the phantom volume would give the volume of neutron inter­
action within the phantom which would be detected.
Figure (5.8) shows an isometric projection of the variation 
of the product of the flux and the detector response along the 
source axis for different depths from the detector.. The variation 
is shown at planes through the source-detector axis (b), and at 
75mm (a) and 50mm (c) above and below this plane respectively.
The relative detection sensitivity of a neutron activation 
product at a point along the detector axis for depths of 10mm and 
60mm in the phantom is approximately 4 to 1. This of course assumes 
that the energy of the radionuclide produced is 122keV. Figure
(5.8) indicates that the variation of the combination.of the flux 
and detector response is dependent, upon the response variation.
This results in the volume of interest being confined to the 
region of the phantom between the source axis and the detector.
An increase in the distance of the detector from the phantom would
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result in the decrease of this volume of interest and hence the 
cumulative detector response to radiations from the induced 
activities. Therefore, it is very crucial that the detector is 
kept as close to the phantom as possible.
5.1.6 Background interference
The background at the energy of interest.may be divided into 
static and dynamic components. The former arises from the irra­
diation facility itself with the source at its resting position 
and includes photons of energy 4.4 MeV and 0.060 MeV emitted by 
the neutron source and 2.2 MeV photons produced from the capture 
of neutrons in the water shielding. The dynamic background includes 
any photons, emitted by radionuclides produced in the cyclic acti­
vation mode.
The static and dynamic background spectra were studied.and, in 
the latter, a small but not insignificant peak was found at 162 keV,.
The following possible origins of this peak exist:
(1) selenium contamination in the detector itself;
(2) a 'sum' peak of the lead X-rays produced in the lead shielding. 
There are four lead X-rays at 73 keV (ko^), 75 keV -.(ka ),
85 keV (kBx) and 87 keV (kf2)- The peak at 162.keV may be the
sum of ka and kg ;
2  2
(3) slow neutron transmutation effects in germanium. The follow­
ing reactions may take place with selenium as the end impurity 
(Penhale, 1963):
-  1 2 7  -
3  3
(a) Ge(n,y)77Ge --- >_77As----+77Se(stable)
lib. • 40h
however, this is not a very likely process since in 
99% of the disintegrations, 77As decays to the ground 
state of 77Se whereas in only 0.3% the decay is via the 
isomer 77Sem.
(b) 74Ge(n,y)75G e --->-78As
80m
3 ”
75As(n,y)76As --- >-76Se
26h
with the impurity being 76Se. The cross-section for 
the two reactions are 0.6 barns and 4 barns respecti­
vely. The interaction of 76Se with thermal neutrons
gives rise to 77Sem (Table (5.1).
A dynamic background spectrum was subsequently acquired with 
the surface of the lead exposed to the detector being covered by 
2mm of cadmium sheet. The effect of the inclusion of the cadmium 
on the background spectrum is summarised in Table (5.2). It can 
be seen that, there is a.reduction of the X-ray-photopeak areas due 
to their attenuation by the cadmium. However, the reduction in the 
area of the interfering peak is rather substantial. The photopeak 
area for 75Gem (49s) is reduced by about 5% implying that the flux 
of neutrons impinging on the.detector was reduced by the same 
margin (equation (5.2)). Therefore, if the interfering peak was 
due to the presence of selenium in the detector then its area should 
have been reduced by a margin similar to that of the 75Gem peak.
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Isotope E (MeV)
Table 5.2
Peak area counts Peak area counts
(no cadmium) (cadmium present)
Pb-ka 0.073 399 103
Pb-ka 0.075 768 347
2
Pb-k3 0.085 512 71
Pb-kB 0.087 116 15
2
75Gem 0.139 4100 3910
? 0.162 260 30 (2/B = 65)
Therefore, it may be concluded that the peak at 162 keV was 
a sum peak of the lead X-rays produced in the lead shield although 
perhaps not entirely. The reactions in the case (3b) with 76Se 
as the end impurity, however, should not be overlooked.
A 162 keV peak has been detected in spectra obtained follow­
ing the irradiation of a 50cm3 detector by fast neutrons (Bunting 
and Kraushaar, 1974). However, no explanation was given concer­
ning the origin of this peak.
5.1.7 Results
The liver phantom was filled with different concentrations of 
selenium in the form of SeOy The minimum detectable signal, 
taken as 2/B, where B was the area of the background underlying 
the photopeak of interest, was found to be 60 counts and 69 counts 
for total experimental times of 1100s and 1800s respectively.
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Figure (5.9) shows the spectrum obtained for the cyclic 
activation of a significant concentration of selenium in order 
to obtain a prominent selenium peak (number 4). Peak numbers 1 
and 2.correspond to the kaj and k3 lead X-rays. The very intense 
peak in the spectrum (peak 3) comes from the 46s isomeric state 
of 75Ge. The 190 peak (number 5) comes from neutron capture in 
the oxygen content of the shielding material and water phantom.
The detection limit for the two total experimental times may 
be obtained using equation (5.2). The solid angle subtended by 
the liver phantom and the detector is calculated using the program 
developed by Wielopolski (1977). The detection limit for the 
total experimental times of 1100s and 1800s was 1.1 and 0,6 ppm 
respectively. It should be noted that from the ratio of the 
detector responses, equal to 1.60, the first value, by calculat­
ion is equivalent to 0.96ppm. This indicates that background is 
not suppressed equally for the two experimental times as expected..
The liver phantom was then replaced by a pig's liver, obtained 
directly from the local abattoir, neatly enclosed in a polythene 
bag. Cyclic activation was repeated for the two experimental 
times and signal counts.of 82 and 132 respectively were obtained.
In both cases the 2/B (61 and 72 counts) were close to those found 
using the liver phantom.
Figure (5.10) shows the region of the spectrum where the 
selenium peak occurs as obtained for the total experimental time 
of 1800s; the selenium peak is clearly seen. The peak to its left 
» is due to 77Gem. (159 keV, 54s). The two peaks are clearly resolved, 
the resolution at this energy having been experimentally established
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Random samples of about 150mg were then removed from the 
liver and analysed by in-vitro cyclic activation analysis at the 
University of London Reactor Centre where the flux is 
2 x 1012n*cm"2vs~1. The timing parameters used were t^  = t = 10s, 
t,r = t' = 0.4s and n = 15 cycles. The results showed that thereW W
was a uniform distribution of selenium in the liver and the 
concentration was found to be 0.65 ± 0.05ppm. The concentrations 
were calculated based on a selenium standard, namely N.B.S. bovine 
liver with a certified value for selenium of 1.1 ± 0.1 ppm.
Following the installation of the microprocessor the esti­
mation of the selenium content in fresh pig's liver was performed.
A total experimental time of 1800s was used, with t^  = t = 11.2s 
and t = tj. = 0.3s, and a signal of 192 counts was obtained. Fromw w
knowledge of the solid angle subtended by the volume of the liver 
a value of the selenium concentration was estimated at lil ± 0.4ppm.
The dose delivered on the surface of the phantom was 
0.27 x 10"2Sv (Matthews, 1979).
5.1.8 Conclusions
An in-vivo technique was described which allows the determi­
nation of selenium concentrations in liver. Cyclic activation has 
been preferred to one shot conventional activation because of its 
superior sensitivity for the short lived isotope of interest,
77Sem (17.6s). A comparison of the detector response for the 
77Sero following cyclic and conventional neutron activation is shown 
in Figure (5.11).
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Experimental results were obtained using a 2.7 litres liver 
phantom. Calculations of the integrated efficiency for the 
volume of the phantom have indicated that a detection limit of 
.0.6ppm may be obtained for a total experimental time of 1800s.
When a pig's liver of 2.5kg weight and uniform mean concentrat­
ion of 0.65 ± 0.05ppm found by in-vitro techniques, was placed 
in the irradiation facility the photopeak counts obtained 
suggested a concentration of 1.05 ± 0.4ppm. The difference in 
the values obtained for the in-vivo and in-vitro techniques may 
be explained in the main by the difference in the distributed 
volume of the pig's liver and that of the liver phantom used, 
within the volume of.neutron interaction and detector response.
A proposed clinical arrangement showing a patient in relat­
ion to the source and the detector is indicated in Figure (5.12).
5.2 Determination of Both Selenium and Cadmium in Liver
5.2.1 Introduction
Cadmium is considered as a non-essential, highly toxic 
element whose biological significance is confined to its toxicity 
at trace amounts. However, minimum toxic levels cannot be given 
with any great accuracy since cadmium metabolism is so powerfully 
influenced by the presence of other elements with which it inter­
acts and in particular selenium.
Cadmium is found in most of the human organs at various 
concentrations. . For example, Hamilton et al. (1973) reported the 
..following mean values for adult human tissues in England: whole 
kidney, 13.9 ± 0.7ppm; kidney cortex, 14.3 ± 2.9ppm; liver 4.5 ± O.lppm
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It enters the biosphere as a byproduct of refining, machining 
and smelting of zinc, lead or copper ores, burning of oil and 
manufacturing of alkaline batteries. It is also generated through 
its increasing use in electroplating, in plastics as stabilizers 
and in paint as pigments.
After cadmium has entered the body it is transported from the 
lungs or gastrointestinal tract by the blood to the liver and 
kidneys. There, it gets strongly bound to a carrier protein and 
accumulates, due to the decrease in reabsorption of this protein. 
Thus detecting the amount of cadmium in the liver and kidneys is 
an important way of finding out how much cadmium has accumulated 
in the body (I.C.R.P., 1960).
Cadmium is toxic to virtually every system in the animal 
body, whether.ingested, injected or inhaled. Histological changes 
have been observed in the kidneys, liver, gastrointestinal tract, 
heart, pancreas, bones (Adams et al., 1969) and: blood vessels 
(Schroeder et.al., 1965; Stowe et al., 1972). Hepatic protein- 
bound cadmium has been associated with emphysema1, and other chronic 
pulmonary diseases in patients without unusual contact with 
cadmium (Lewis et al., 1969). Anemia is a.common manifestation 
of chronic cadmium toxicity in all species, partly due to its 
metabolic antagonism to copper and iron.
Reproductive disturbances due to cadmium toxicity have been 
observed. Parizek and Zahor (1956) showed that a.single injection 
of CdCl2 induced hemorrhage necrosis of the testes of rats.
l u n g ,  2 . 3  ±  0 . 8 p p m ;  b r a i n ,  . 0 . 3  ±  0 . 0 4 p p m  a n d  m u s c l e ,  0 . 0 3  ±  O . O l p p m .
-  1 3 7  -
Similar effects have been observed in other laboratory animals 
such as mouse (Meek, 1959), rabbit and guinea pigs (Parizek,
1960). The necrosis appeared to be caused by interference of 
cadmium with testicular blood supply (Gunn et al., 1973; Chiquoine, 
1964). Protection against these effects on the testes can be 
secured by injection of selenium (Mason et al., 1964). The toxic 
effects of cadmium on reproduction organs have been also observed 
on females. Injection of cadmium salts in pregnant animals 
resulted in the termination of pregnancy (Parizek, 1964). The 
cadmium induced toxemia of pregnancy can be completely prevented 
by selenium injected as selenium selenite or selenate (Parizek et 
al., 1968). The protection afforded by selenium is due to its 
reduction of cadmium concentrations and the diversion of cadmium 
to a higher molecular.weight inactive compound, however, the 
mechanisms by which these occur are not yet fully understood 
(Chen et al., 1972).
The relation of cadmium and arterial hypertension has been 
studied for a number of years now. It was observed that cadmium, 
induced hypertension in laboratory animals when injected or 
administered orally (Perry, and Yunice, 1965; Perry and Erlanger, 
1974a). Comparable increases in systolic pressure were observed 
in animals fed up to lOppm cadmium. This increase was entirely 
blocked by low doses of selenium (Perry and Erlanger, 1974b). The 
hypothesis that cadmium may be related to hypertension in man as 
it is in laboratory animals finds support in studies .showing that 
this metal is present in higher concentrations in hypertensive 
patients as compared to normotensive controls (Schroeder, 1965). 
Also patients who died of heart disease were found to have higher
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kidney cadmium levels than patients dying of other causes. The 
most serious objection to this hypothesis is that excess hyper­
tension has never been detected in workers exposed to high levels 
of cadmium (Ellis et al., 1980; Cummins et al.,.1982). All these 
discrepancies are not surprising. Cadmium, like most of the 
trace elements, may exert its biological action in one particular 
direction depending on dose, rate of administration, interaction 
with other elements etc. Therefore, it may cause hypertension at 
low dose and depress blood pressure at larger doses.
It is clear that selenium can counteract the toxicity of 
cadmium. However, the lack of consistent results on the inter­
action of these two elements in .human is evident. A detailed 
epidemiological study is therefore needed for the clear definit­
ion of their interaction. It is this antagonism that makes 
knowledge of the concentrations of the two elements very desirable.
Hepatic concentrations of selenium and cadmium are good 
indicators of health status. The fact that both elements are 
present in the liver at high concentrations makes their measure­
ment in the same experiment for diagnostic purposes an attractive 
possibility.
In this section, the method for the ’in-vivo' measurement of 
both selenium and cadmium is described (Nicolaou and.Spyrou, 1982).
5.2.2 Measurement of cadmium
The feasibility of measuring organ cadmium by in-vivo neutron 
activation analysis using isotopic neutron sources has been success­
fully examined (Vartsky et al., 1977; Thomas et al., 1979; Cummins 
et al., 1980).
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The measurement of cadmium relies on its large capture 
cross-section for thermal neutrons due to n ?Cd (f = 12.3%,
0 = 2450 barns). The capture of a slow neutron by the nucleus 
of 113Cd is followed by.prompt emission of cascade gamma-rays of 
which the most intense is at an energy of 559 keV which corre­
sponds .to the first excited state of 114Cd. The yield of the 
gamma-rays is about 80 per 100 neutron captured in natural 
cadmium (Senftle et al., 1971).
Some of the normal body constituents, namely Na, P and Mg, 
upon .interaction with neutrons emit gamma-rays at 559 keV which 
may interfere with the determination of cadmium. Interference 
may also arise from the interaction of Li, present in the shteld- 
ing of the detector, and neutrons. The reaction properties of these 
elements are shown in Table (5.3) (Senftle et al., 1971); the 
properties of cadmium are also included for comparison. However,
.due to their low cross-section and gamma-ray yield per neutron 
capture the contribution should be less than 2% (Vartsky et al., 
1977). In the absence of Li from the shielding a 565 keV peak is 
produced from the first excited state of 76Ge by inelastic neutron 
scattering in the detector.
5.2.3 Experiments and results
Experiments were performed using the set up of Figure (5.1). 
Control of the irradiation and counting facilities was achieved 
by means of the microprocessor as described in chapter 4. Results 
were obtained as follows: the timing parameters were optimised for 
the measurement of the short-lived isotope 77Sem (17.6s) detected 
via the cyclic activation mode, as described earlier in this chapter.
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Table 5.3
Element MeV a(barns) I(y/100n) Sensitivity(Ia/A)
Cd 0.559 2450 79 1698
Mg 0.560 0.063 5.06 0.131
P 0.558 0.190 3.77 0.023
Na 0.560 0.534 2.55 0.059
Li 0.559 0.033 5.43 0.026
During cyclic activation the total irradiation time was 772s, the 
period in which prompt counting for cadmium took place. Cyclic 
activation was then followed by continuous irradiation period of 
1028s. Thus the total irradiation/counting time for cadmium was 
1800s.
Figure (5.13) shows a prompt gamma-ray spectrum collected 
by irradiating the liver phantom containing a significant amount 
of cadmium in.the form of CdCl^. Preliminary accumulation of a 
spectrum in the absence of cadmium had indicated no interference 
at 559 keV. Peak 1, 478 keV, results from the prompt de-excitation 
of 7Li following the 10B(n,a)7Li reaction. Peak 3, 538 keV, is due 
to the radiative capture in the lithium shielding the detector from 
scattered neutrons. The cadmium peak, at 559 keV, is well resolved 
from the photopeak of 207Pbm (0.8s) at 570 keV. The peak at 596 keV 
is due to inelastic scattering of neutrons with.the germanium 
crystal of the detector.
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Figure (5.14) shows the variation of the photopeak counts, for the 
559 keV gamma-ray of cadmium, with cadmium concentration in the 
phantom (r = 0.998). The variation of twice the standard error 
of the background counts (2/B) with the cadmium concentration is 
also shown (r = 0.999,slope < 0.4°). The intercept of the two 
lines gives the detection limit as lOppm.
Cadmium is a strong.absorber for low energy neutrons due to 
its high cross-section. Thus at high cadmium concentrations in the 
organ there may be self-shielding of the slow neutron flux within 
the organ. This effect results in a non-linear relationship between 
counts and ppm. It has been observed that beyond 300ppm cadmium 
concentration the relationship becomes sublinear due to the self­
shielding of neutrons by the cadmium itself (Al-Hiti et al., 1979). 
This effect was investigated by examining the thermal neutron flux 
along the source axis for high cadmium concentrations. The response 
of a BFg neutron detector along the source axis indicated a thermal 
flux suppression of about 7% for cadmium concentrations of about 
300ppm. However, the latter part of the curve is less significant 
in medical applications since the highest quoted cadmium concentrat­
ion in workers exposed;to cadmium is about 250ppm.
The dose delivered during the whole experiment for measure­
ment of both Se and Cd.was 0 . 5  x  10"2Sv.
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CHAPTER 6
QUALITATIVE AND QUANTITATIVE ANALYSIS OF BONE USING X-RAY
TRANSMISSION TOMOGRAPHY
6.1 Introduction
Bone is a living tissue with two main functions. It provides 
a supporting structure for the surrounding tissue and serves as a 
storage area for mineral salts, especially phosphorous and calcium.
Bone consists of collagen, the major organic fraction, and 
bone mineral, the inorganic component of bone. The collagen compo­
nent of the bone matrix is responsible for the bone resilience when 
tension is applied. The minerals deposited in the matrix prevent 
crushing when pressure is applied. The in-vivo elemental composit­
ion of bone is shown in Table (6.1) (Tipton, 1969).
The mineral component of bone consists, mainly, of crystalline 
hydroxyapatite. The composition of these crystals corresponds to 
the formula: Ca10(PO4)6(OH)2. However, in bone there are several 
other ions such as carbonate (C032“), magnesium (Mg2+), sodium (Na+), 
potassium (K+) and chlorine (Cl-) as well as trace elements, such as 
copper and zinc, and toxric metals, e.g. lead, cadmium, (Iyengar et 
al., 1978).
The physiological importance of bone is reflected by the 
interest in the determination of bone mass (Cohn, 1981). The study 
of bone mass and the changes through life is of primary importance 
for diagnosis and treatment. A few years ago, bone disease was 
difficult to detect until a patient appeared with a broken hip or * 
a crashed vertebra. A number of techniques have now been established
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Table 6.1
Element Z A Z/A Elemental concentration
Hydrogen 1 1.01 0.99 7.0
Carbon 6 12.00 0.50 23.0
Nitrogen 7 14.01 0.50 3.7
Oxygen 8 16.00 0.50 44.0
Magnesium 12 24.31 0.49 0.1
Phosphorous 15 30.97 0.48 7.0
Sulphur 16 32.06 0.50 0.2
Calcium 20 40.08 0.50 10.0
that allow the early diagnosis^f bone disease so that prevention 
therapy may be-applied.
A loss in bone mineral, the essential feature of osteoporosis, 
appears as reduction in bone thickness. It results from an imba­
lance, primarily at the endosteal surface, between the rate of 
formation and the rate of resorption. The bone mineral present, 
although at a reduced amount, is normal in its elemental composit­
ion. Studies indicated that patients with osteoporotic fractures 
had reduced bone thickness and that the incidence of. these fractures 
increased with decreasing thickness (Meema, 1963). Further studies 
indicated the increased frequency of these fractures in older 
persons, which .can be accounted for by the loss of bone with age 
(Newton-John and Morgan, 1970).
Measurement of cortical thickness has been widely usej, for 
the assessment of the amount of bone. Initially, measurements were 
performed on an X-radiography of a long bone, e.g. femur. The 
difference of the bone thickness and the marrow cavity width were
i
found to correlate well with bone mass (r = 0.70), (Morgan et al., 
1967). However, a large change in bone mineral mass (30% to 50%) 
was necessary between the taking of two X-rays before a radiologist 
could be sure that changes had taken place.
An improved technique, called photon absorptiometry, based on 
the same physical principle, i.e. photon attenuation through matter, 
was developed by Cameron and Sorenson (1963). The transmission of a 
narrow monoenergetic photon beam was measured at many points across 
a section of a bone immersed in a uniform thickness of tissue 
equivalent material. The bone mineral mass .is then proportional to 
the logarithmic ratio of the number of incident and transmitted 
photons (West and Reid, 1970). An error in the bone mineral deter­
mination of about 5% has been reported for routine clinical scans 
(Johnston et al., 1973).
In-vivo measurement of bone mineral has been performed by 
neutron activation analysis (Cohn, 1980). The technique takes 
advantage of the fact that nearly all of the body calcium is in 
the bones and relies upon the detection and analysis of the delay 
gamma-rays from **9Ca formed.by the reaction 98Ca(n,Y)i+9Ca. An 
advantage of the technique is that quantitative information on other 
elements is also obtained. However, there is no information on the 
longitudinal or cross-sectional distribution of the elements in bone.
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The recently developed technique of CT scanning has the 
potential advantage of being able to separate cortical and trabe­
cular bone by transaxial display. The advantage of examining 
trabecular bone lies in the fact that any changes in.bone mass are 
highly reflected in this bone-region. The application of CT offers 
the possibility for assessment at sites other than peripheral bones, 
for example the spine and femoral head.
Bone mineral determination by CT depends upon the ability of 
CT to evaluate the attenuation to photons.by any region of interest. 
The method assumes that the bone mixture consists of bone mineral 
and soft tissue. Phantoms containing 'mineral equivalent' and 
'soft tissue equivalent' components (normally CaCl2 or K^HPO^ and 
water) are scanned simultaneously with the patient. Results are 
then expressed as a function of this mineral equivalent, i.e. in 
mgK2HP04 or.CaCl2/ml. The in-vivo determination of trabecular bone, 
however, measures mineral in the presence of soft tissue with variabl 
amounts of fat which, if uncorrected, can introduce substantial 
errors. The dual energy technique may correct for these inaccuracies 
The linear set of 'mixture rule' equations, containing the fat 
contributions and generated at the two values of kVp, are then 
solved simultaneously to yield the bone mineral content (Genant and 
Boyd, 1977).
In this chapter, CT has been used to obtain qualitative and 
quantitative information about-bone. Firstly, a method is developed 
in order to determine.the relative areas of cortical and trabecular 
bones along the length of a long bone. Secondly, a method.is 
proposed which allows the determination of the bone.density in cross-
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sections along the bone. This method is subsequently extended to 
establish the Ca/P ratio along the bone.
6.2 Interactions of X- and Gamma Radiation with Matter
The passage of photons through matter is characterised by degra­
dation of their energy. The processes resulting in this are 
(a) scattering, the scattered photon being deflected from the original 
direction with or without decrease in energy, and (b) absorption 
which is characterised by the disappearance of the photon. The type 
of the interaction depends upon the photon energy and the atomic 
number of the material.
In CT scanning typical photon energies employed are between 
60 keV and 90 keV. Therefore, the only modes of photon interactions 
with matter, which are of importance here, are the photoelectric 
effect and the Rayleigh and Compton scattering. The relative import­
ance of the three processes in the energy region 0-200 keV for 
photon interactions in water is shown in Figure (6.1).
6.2.1 Photoelectric.absorption
In this process the photon completely disappears and a bound
electron is ejected, resulting in an ionised atom. The energy of
the photon, E , goes into overcoming the binding energy, ET , of the 
Y e
electron with any remaining energy being transferred into the electron 
as a kinetic energy, E^ . Thus
V Be + Ek (6-D
The ejection of an electron from a shell leaves a vacancy.
This will be filled by an electron from another shell followed by
10
"2
8m
2/
mo
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Energy, keV
Figure 6.1
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the emission of an X-ray with an energy corresponding to the 
difference in the binding energy of the two shells. Not all the 
X-rays are emitted but some transfer their energy to an 'outer' 
electron resulting in its ejection from the atom as an Auger 
electron.
The photoelectric process is the predominant mode of inter­
action for photons of low energy. The process also predominates 
for materials of high atomic number. The probability of occurrence 
of photoelectric absorption per atom is
Y
where the exponent n varies between 4 and 5 over the photon energy 
of interest (Evans, 1955).
The linear attenuation coefficient is given by
where N is the number of atoms/mm3.
6.2.2 Compton scattering
This process is characterised by the interaction of the incid­
ent photon with a 'free' electron, that is, an electron with binding 
energy considerably lower than the photon energy.
The incoming photon is scattered through an angle e with respect 
to its original direction and transfers some of its energy to the 
recoil electron. The energy of the scattered quantum, E^, is then
mm2/atom (6 .2)
(6.3)
given by
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where m0c2 (= 0.511 MeV) is the rest mass of the electron and E^
the energy of the incident photon.
The probability of Compton scattering per atom of the absorber 
depends upon the number of target electrons available and therefore 
increases linearly with Z.
The angular distribution of scattered photons is predicted by 
the Klein-Nishina formula for the differential scattering cross- 
section do/da, (Evans, 1955). If this formula is integrated over a 
sphere.the probability, a, that a photon is removed out of the beam 
per electron by scattering is obtained. The total cross-section may 
be written as
° = as + CTa mm2/atom . (6.5)
where os and c?a are the cross-sections for the amount of energy in 
the scatter direction and the amount of energy transferred to the 
recoil electron respectively.
The linear attenuation coefficient is given by
Hq = N Za mm”1 (6.6)
The coefficient y^ is a measure of the probability that a photon is 
scattered out of the beam per unit length in the absorber.
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6.2.3 Rayleigh scattering
When a beam of photons is incident upon an atom containing Z 
bound electrons, the electron is made to oscillate with the wave­
length of the photons. This oscillating electron in turn radiates 
energy of the same wavelength as the primary. The differential 
cross-section for Rayleigh scattering is given by
2
^  (1 + cos2e)(F(e,Z))2
where F(e,Z) is a function of the atomic number of the scattering 
material and the.momentum transferred to the scattering atom which 
is itself a function of photon energy and scattering angle. F(e,Z) 
decreases with energy since the probability of momentum transfer 
without energy absorption decreases.
6.2.4 Total attenuation coefficient
The probability per unit length that a photon is removed from 
a beam is then the sum of the probabilities of all possible inter­
action processes in the energy range considered i.e. up to 200 keV
vt = '‘PE + VC + '‘coherent mm_1 <6'7)
and is called the total linear attenuation coefficient.
The total mass attenuation coefficient, y  ; is given by
Um = -ft mm2/g (6.8)
where p is the density of the material in g/mm3. Tabulated values
-  1 5 3  -
for both linear and mass attenuation coefficients may be found in 
the literature (Veigell, 1973).
The mass attenuation coefficient, for a mixture or a 
chemical compound can be calculated from the weighted sums of the 
mass attenuation coefficients of the constituent elements. Thus
^  = I fi ( V ,  mm2/g (6.9)
where f. is the proportion by weight of element i in the mixture and
(ym)i lts mass attenuation coefficient. The mass attenuation coeffi­
cient may also be written in terms of the atomic cross-sections
yM = No I  ( f i V Aj )  m \ 2 / q  ( 6 . 1 0 )
where is the total cross-section of element i, -A. its atomic
weight and NQ is the Avogadros number.
In the low-energy region of the mass attenuation discontinuities 
appear,, called 'absorption edges', and correspond to the binding 
energies of electrons in the various shells of the absorber atom.
The edge lying highest in energy therefore corresponds to the bind­
ing energy of the K shell electron. For photon energies slightly 
above the edge, the photon is able to undergo a photoelectric inter­
action in which a K electron is ejected from the atom. Photons with 
energies just less than the binding energy of a shell are unable to 
eject electrons from it and the interaction probability drops.
Similar absorption edges occur at lower energies for the L, M, ... 
electron, shells of the atom.
-  1 5 4  -
Tissue characterisation by CT is based upon the attenuation 
coefficients of the materials being scanned. Knowledge of these 
numbers with great accuracy is therefore essential.
The atomic cross-section is frequently written in the form 
cr( Z, E) = Kph(E)-Zm+ KC0h(E).Zn + „ctKN(E).Z
a G
where the first term represents the photoelectric contribution and 
any binding corrections to the incoherent term and the exponents 
m and n are determined by fitting data over a range of energies.
In this formula only the Klein-Nishina term separates into a function of 
E and a function of Z. This term therefore satisfies the require­
ment for the same energy dependence of all elements in a mixture, 
for E . > 250 keV and Z = 8. However, at lower energies or higher 
atomic numbers the other terms are significant and.neither of these 
terms has a common energy dependence for all the elements. Therefore, 
the photoelectric cross-section does not have the energy dependence 
for all Z and does not factorise in the form K^(E)*Zm. Similarly, 
the coherent cross-section does not have a common dependence for 
all Z and therefore is not of the form KC0^(E)*Zn. Hence, the use 
of tabulated attenuation coefficients would not fully exploit the 
accuracy now attainable for attenuation data.
An accurate parametarisation of the attenuation coefficient, 
in terms of Z and E, has been proposed by Jackson and Hawkes (1981) 
for the energy region 30 to 190 keV. The cross-section is now given 
by
aa(Z,E) = ao3T(Z,E)N(ZHl + F(p)] + (1 - Z'1) (Z/Z1)2aaCoh(Z1.E')
, -j KN / r \ + Zea (E)
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STwhere acr^ is the cross-section for the photoelectric effect in 
the K shell, N(Z) is a function which takes account of screening, 
and F(p) is a relativistic. correction with c£ = v, the velocity 
of the electron. The symbol c00*1^ ' ,E') represents the coherent 
cross-section of a standard element Z1 evaluated at an energy
1 3
E' = (Z'/Z) E, to which the coherent cross-section and binding 
corrections for all other elements may be related. For biological 
tissue Z1 .= 8 and if a significant amount of bone is present 
Z' = 20.
Cross-section values calculated by this parametarisation are 
tabulated with respect to Z‘ = 8  over the energy range 30 to 150 keV 
and for 1 < Z < 53. Errors of < 2.5% are quoted in comparison to 
the tabulated cross-sections by Hubbell et al. (1975).
6.3 The Principle of Transmission Tomography
The image obtained by a CT scanner is a point-by-point 
representation of the X-ray attenuation in a cross-sectional slice 
of the object (Hounsfield, 1973; Brooks and Di Chiro, 1976).
The field of view is divided by the computer into a matrix 
of uniform elements, usually referred to as pixels, each of 
dimension Ax by Ax. Each, pixel is a : small rectangular 
volume since the slice has a finite thickness governed by the size 
of the slit of the collimator. A typical slice thickness for a 
medical X-ray transmission.scanner is 13mm. The matrix size varies 
for different CT scanners from the 80 * 80 array of the earliest 
EMI system to a 512 * 512 array on some of the more recent systems.
A narrow X-ray beam penetrating the edge of a cross-sectional slice 
on one side and exiting on the edge of the other side transverses
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an entire row of pixels. The beam of initial intensity 1^ is 
attenuated by the tissue in this row. The attenuation due to a 
particular pixel m . . is governed by the exponential law,
■ J
I' = Uexp(- y.jj• Ax), where U  and I1 are the beam intensities 
before and after passing through the pixel and y.. the linear
■ J
attenuation coefficient of the material occupying the pixel. 
Therefore, the beam intensity transmitted through an entire row 
of pixels, for example the third row, is
I - I0*exP("(u31 + v 32 + ••• + u 310)a x )
10
= I exp(- IVii*Ax) (6.11) 
o j=1 IJ
where T y . . indicates the total linear attenuation coefficient
j 1J 
along the row.
It is evident from equation (6.11) that the value of £ y..
j 13
may be derived from the detector signal. However, the individual 
values of cannot be obtained from a single detector measure­
ment. Therefore, readings are taken with the beam in a large 
number of different angular orientations in order to interelate 
all of the y . .  linear attenuation coefficients. A solution of■ J
the system of the i * j simultaneous equations would yield.values 
for the individual y.. (Brooks and Di Chiro, 1975).
* J
The numeric value of y . . for any specific pixel may be
* J
displayed. For this purpose, a special scale (CT-scale) is 
generally employed, giving with respect to the linear attenuat­
ion coefficient for water, yw (McCullough, 1975).
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pi-ryw
CT number = 3 J- -- (6.12)
yw
where 3 is a calibration constant with usual values of 1000 
(Hounsfield scale) or 500 (EMI scale). The CT number is then 
called Hounsfield or EMI number respectively. The convention now 
is to use the Hounsfield number only.
6.4 Bone Analysis Using CT Scanning
Bone analysis was performed on human tibiae samples removed 
from elderly persons with no known metabolic bone disease. Three 
such tibiae were obtained from the University Department of 
Orthopaedic Surgery, Clinical Research Unit, Edinburgh.
The tibiae consisted mainly of the shaft of the bone, with 
distal and proximal metaphysis cut away. The bone had been 
sectioned longitudinally, and cleaned of any soft tissue and 
organic matter.
The analysis was carried out on the general purpose EMI 
CT5005 scanner at.the King Edward VII Hospital, Midhurst. A field 
of view of 320mm in diameter was used by employing the appropriate 
aluminium correction wedges.. An array of 320 * 320 pixels was used 
giving a pixel size of 1mm x 1mm. A slice thickness of 13mm was 
obtained per scan.
The CT5005 incorporates one X-ray tube and thirty two sodium 
iodide detectors. The X-ray beam has 10° indexing over 180°. 
Operating voltages for the X-ray tube of 100 kVp and 140 kVp are 
available.
Then
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Scan times of 27s and 72s are available for selection. In 
routine purposes the fast, scan speed is employed in the examinat­
ion of moving regions of the body, e.g. thorax, abdomen, so as 
to avoid .blurring of the image. In this analysis the slower speed 
was used for better counting statistics since stationary objects 
were scanned.
Each half of the bone was positioned in a phantom of double 
distilled deionised water. Measurements were taken by the scanner 
at X-ray tube settings of 100 kVp and 140 kVp. Scans were 
performed along the longitudinal axis of the bone at regular 
intervals. Reconstructed images, of slices of thickness 13mm, were 
obtained.
A computer print out, which is the numerical record of the 
320 x 320 matrix of linear attenuation coefficients expressed on 
the CT-scale by means of equation (6.12) was used for analysis. 
Figures (6.2) and (6.3) show two typical print-outs Of the bone 
scanned at X-ray settings of 100 kVp and 140 kVp respectively.
The highest values found within the solid lines correspond to high 
density, that is, bone while the lowest values are found in the 
surrounding water.
A comparison of the bone CT numbers at 100 kVp and 140 kVp 
reveal that they are higher at the former energy. This is due to 
the increase in linear attenuation coefficient with decreasing 
photon energy.
6.4.1 Qualitative analysis in bone
The application of CT in this analysis allows the separate 
determination of cortical, trabecular and integral bone areas.
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The advantage of measuring trabecular bone lies in the high level 
of metabolic activity of this type of bone which reflects on­
going changes in bone mass.
The determination of the bone areas involves the measurement 
of the number of pixels (1 pixel = 1mm2) within each region. How­
ever, prior to this the boundaries of each region'have to be defined. 
In practice, uncertainties are introduced in the location of the 
boundaries and arise from the partial volume effect. The partial 
volume effect is attributed to the relatively large volume element 
in CT (1mm * 1mm x 13mm). The CT number is then representative of 
the average linear attenuation coefficient of the material in that 
volume, which could represent.materials of considerable difference 
in attenuation coefficients such as bone and water. The partial 
volume effect may be reduced by.reducing the spatial resolution of 
the system,that is, the size of the pixels. This is achieved by 
decreasing the diameter of the field of view or increasing the size 
of the matrix.
The following method was developed in an attempt to overcome 
the uncertainty, due to partial volume effect, in locating the 
boundaries between different regions, (Spyrou et al., 1982),.
From the data obtained on the computer print-out of the 
320 x 320 matrix, a region of interest enclosing the bone was 
chosen, Figure (6.2). Assuming that the tibia is cylindrical,
Figure (6.2) may be simplified to the diagram of Figure (6.4).
An inspection of Figure (6.4) reveals the existence of three 
interfaces along the direction 00':
-  162 -
A 1
1 Water
2 Trabecular bone
3 Cortical bone
Figure 6.4
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(a) water-trabecular bone interface,
(b) trabecular bone - cortical bone interface,
(c) cortical bone - water interface.
The boundaries of the cortical region may now be chosen 
as follows:
(1) cortical bone - water interface. The CT values along a row 
through the cortical bone are plotted against pixel number,
Figure (6.5). Due to the partial volume effect, the response
at the edges of the bone extends over a number of pixels. The 
cortical bone at this interface is taken to occupy pixels with 
CT values greater than the full width at tenth maximum (FWTM) of 
the response.
(2) cortical bone - trabecular bone interface. The mean H andc
standard deviation cfc of the cortical bone are determined. 
Cortical bone is taken to extend towards this interface to pixels 
with CT value greater than (Rc - 3crc ) .
The boundaries of the trabecular bone.region are determined 
as follows:
(1) trabecular bone -water interface. A region within the water
surrounding the bone is sampled and the mean R and standardw
deviation a ., are determined. Trabecular bone is considered to w
occupy pixels with H values greater than (R +-3a ).
(2) trabecular bone - cortical bone interface. The mean R^ and
standard deviation cr. of pixel s . with CT values between (H - 3a_)
l c c
nad (R + 3a,,) are computed. The trabecular bone towards thisW W
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interface is considered to occupy pixels with H values less than 
(Ht + at ).
A plot of the histogram for the region of Figure (6.2), 
that is frequency of CT numbers versus H, indicates the existence 
of three distinct populations, Figure (6.6). These are taken to 
correspond to water, trabecular and cortical bones with mean CT 
values of 12.1 ± 3.2 (Rw), 265 ± 28 (Rt ) and 890 ± 18 (Rc ) at 
100 kVp. The corresponding values at 140 kVp are 3.8 ± 2.1,
219 ± 23 and 698 ± 18. The limits that define the boundaries of 
the three regions are shown in Figure (6.6). An intermediate 
region exists between the two bone areas of the same order of 
magnitude as the trabecular area, and is an interface region 
between trabecular and cortical bone.
The variation of the areas of the two regions and their ratio 
were calculated at regular intervals along a sample and are shown 
in Figure (6.7). The trend of the curves is as expected since it 
is known that the cross-sectional area of the cortical bone increases 
away from the proximal and distal ends and the reverse occurs for 
trabecular.bone. The error associated with the measurement of the 
areas is 5% and arises in the main, from the partial ‘volume effect.
6.4.2 Quantitative.analysis in bone
In this section a method of bone analysis is presented which 
uses the CT numbers in a cross-section scanned at two X-ray beam 
energies, making use of what is termed the dual energy technique.
-The analysis is confined in the determination of the bone density 
and the bone characterisation in terms of Ca/P ratio.
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It has been shown that the attenuation coefficients of 
soft tissue and bone may be reproduced by hypothetical mixtures 
of water and some reference material (Hawkes, 1982). The linear 
attenuation coefficient at a particular energy, y(E), of the tissue 
may then be written
where pw  is the density of water, uw and yr are the mass attenuat­
ion coefficients for water and the reference material, and m,,, inw* r
are the mass fractions of water and the reference material multi­
plied by the specific gravity of the hypothetical mixture.
Equation (6.13) involves the use of the effective energy of 
the X-ray beam, that is, the photon energy in keV equivalent to
the X-ray tube operating voltage.
In the determination of density, equation (6.13) is modified 
so that the analysis may be performed independently of the equiv­
alent photon energies. The modification is as follows. Let ft(E) 
be the photon spectrum being.detected through a sample. The 
effective linear attenuation coefficient in the sample is then
where y(E) is the linear attenuation coefficient at a particular 
energy.
p(E) = Pw - ( mw - K w ( E ) + n y n r(E)) (6.13)
n(E)*p(E).dE
w(E) = - (6.14)
The CT number H is given by
where the effective attenuation coefficient of the scanned material 
y and of the calibration material, i.e. water, jj are given by 
equation (6.14). Then
H(E) = 3 n(E)-dE.(y(E) - yw (E))
^(E)*Hw (E)*dE
H (E ) =    -------  f R(E)'dE(pw .mwyw (E) + Pwmrvr(E) - vw (E))
n (E )-uw (E )'dE
and since density of water, p.,, is unityw
H (E) = %(«v, - i) + *r (ny) (6.15)
where $w and are the CT coefficients for water and the reference 
material given by
and $w is equal to thie calibration factor 3.
The coefficient $w may be derived if one sets mr and mw equal 
to zero in equation (6.15). Then $ (E) = - H(E) and is experiment­
ally determined by scanning an empty container, thus mr = mw = 0.
Therefore, $W (E) is the negative of the H value for air at the 
particular energy E.
w ($/ J Si(E).pw (E).dE)- | Si(E).pw (E)-dE
4r = (3/ tl(E)-yw (E)-dE). SJ(E).pr(E).dE
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In the analysis of bone, CaCl^ is considered as a reference 
material since it exhibits similar attenuation.properties to bone 
mineral. A number of CaCl^ solutions were made up representing 
various concentrations of bone mineral. The composition of the 
solutions is given in Table (6.2a). The error associated with the 
measurement of the concentrations and the specific gravity is 0.3% 
and 0.6% respectively. The concentrations multiplied by the 
specific gravity of the solutions are given in Table (6.2b). They, 
therefore, represent the coefficients ml(, nu of equation (6.15).
W i
The error associated with these coefficients is 0.3%. The equation 
describing the variation of specific gravity and mr is obtained by 
least square curve fitting (r = 0.995)
p  = 0.662 mr +  1.002 (6.16)
and is subsequently used for the determination.of the specific 
gravity of the bone.
The solutions were scanned.in polythene containers of 20mm 
diameter. All scans were performed at 140 kVp and 100 kVp for a 
scan time of 72s and an image of 320 x 320 pixels. Computer print­
outs were obtained for each scan. A region was chosen well within 
the container so as to exclude any air present and the walls of the 
container. The mean CT number of this region was computed for each 
container.
The CT coefficient of water, $ , were found to be 411 ± 17 
and 427 ± 20 at 140 kVp and 100 kVp respectively. These values are 
then used to determine the coefficient $ f0r each solution by means 
of equation (6.15).
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Table 6.2
Concentration of Concentration Specific gravity
Solutions
calcium chloride of water of solution
Cl 0.35 0.65 1.32
C2 0.30 0.70 1.23
C3 0.25 0.75 1.20
C4 0.19 0.81 1.15
C5 0.12 0.88 1.09
(a)
Solutions mr mw
Cl 0.461 0.856
C2 0.374 0.861
C3 0.300 0.905
C4 0.215 0.930
C5 0.133 0.959
(b)
The results of these experiments are shown in Table (6.3). 
The second and third columns list the mean CT numbers, at 140 kVp 
and 100 kVp, for each solution as obtained from the scans. The 
fourth and fifth columns display the values of $ , at the two kVp 
values, as obtained by equation (6.15). As it. is seen from the 
last two columns, $r is heavily dependent upon the concentration
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Table 6.3
CT number CT coefficient
Solutions
140 kVp 100 kVp 140 kVp
r
100 kVp
Cl 220±16 273±18 605±36 725±45
C2 186±16 249+20 650±39 770±46
C3 163+ 9 195+15 673±40 785±47
C4 122± 7 145± 9 701±42 813±49
C5 77±14 90±11 705±42 810±49
of the reference material. This is due to beam hardening which 
arises from the multi energetic nature of the X-ray beam and the 
rapid increase in attenuation with decreasing energy. The CT 
coefficient corrected for beam hardening is determined by 
plotting $r versus mr and extrapolating the value of $r at mr = 0. 
Thus was found to be 705 ± 10 and 820 ± 10 at 140 kVp and 100 kVp 
respectively.
The feasibility of determining the specific gravity of a 
sample was examined. Aqueous solutions of K2HP04 , CaGl2/K2HP04 
and CaC1^6H20 of known densities were scanned at 140 kVp and 100 kVp. 
Their CT numbers at the two energies were established from the 
computer print-outs of the scans. Hypothetical mixtures of water 
and CaCl2 were fitted to the CT numbers of the samples by the 
simultaneous equations
CT(140 kVp) = 411 (ny - 1) + 705 mr
CT(100 kVp) = 427 (mw - 1) + 820 mr
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A solution of the system would yield a value for mp. The specific 
gravity of the solution may then be determined from equation (6.16). 
The results of the experiment are shown in Table.(6.4). The second 
column lists the specific gravity estimated by weighing and 
measuring the volume of the solution. The third column shows the
Table 6.4
Solutions
Spec, gravity Spec, gravity 
of solutions .determined by CT
51
52
53
54
55
56
57
58
59
510
511
512
513
514
515
516
1.65
1.55
1.44
1.35 
1.10 
1.10 
1.10 
1.11 
1.08 
1.27
1.19 
1.08
1.35
1.19 
1.14 
1.07
1.63
1.54
1.41
1.30
1.18
1.10
1.10
1.06
1.05
1.27
1.16
1.14 
1.32 
1.20
1.15 
1.09
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specific gravity estimated by dual energy analysis.with an 
associated error of ± 10%. A comparison of the two columns 
indicates good agreement between the expected and.observed values.
The variation of the specific gravity of the two bone regions 
and the integral bone along the sample are shown in Figure (6.8). 
The CT numbers of the integral bone have been obtained by adding 
the CT number of each region multiplied by its relative area.
It can be seen from Figure (6.8) that the cortical region is 
the main contributor to the integral bone specific gravity as the * 
trend of the two curves is the same and their corresponding values 
very close. The integral bone specific gravity increases from the 
knee to the ankle end which is also the case for the cortical 
region as indicated by the slopes. It should be noted that a 
similar increase in the ratio of the areas of the two regions is 
observed, Figure (6.7), thus emphasising the influence of the 
cortical.specific gravity on the specific gravity of the integral 
bone.
When the anterior and posterior cortex at.each interval were 
compared, it was,found that the mean CT number of the former was 
consistently lower than in the latter. The mean specific gravity 
along the anterior and posterior cortex was determined to be 
2.20 ± 0.06 and 2.35 ± 0.08 respectively. This indicates that 
differences were due to the amount of bone mineral per unit volume, 
which is consistent with the distributions of the weight on the 
human tibia. In that, the anterior cortex is under tension while 
the posterior under stress. Therefore, in the former there is more 
collagen, since it opposes tension, while in the latter more bone 
mineral which opposes stress.
1 -
 1---- 1---- 1---- 1---- i---- \---- i j r
Knee
Scanning position along bone
I Integral bone Slopes
c : 2.6°
I 8° 
t <1°
Ankle
Figure 6.8
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The preceding analysis has been performed without the 
knowledge of the equivalent keV energy to the X-ray beam. However, 
in the elemental analysis of bone that follows,knowledge of the 
equivalent energy is essential. A derivation of the equivalent 
energy has been proposed by a number of authors (Hawkes, 1982;
Mi liner et al., 1978; Rutherford et al., 1976). They have adopted 
the same principle, that is, a linear relationship exists between 
the measured CT numbers and corresponding attenuation coefficients 
of known materials at the equivalent energy of the beam. The 
equivalent energies were found to be 79 keV (at 140 kVp) and 72 keV 
(at 100 kVp).
The bone samples may now be characterised in terms of Ca/P ratio 
as follows.
The main constituent of the bone in the absence of organic 
matter would be hydroxyapatite. The Ca/P ratio, for the form of 
hydroxyapatite Ca1n(P01 (OH) , is 2.15., 10 4 6  2
Based on the composition of hydroxyapatite the total mass 
attenuation coefficient of bone at 72 keV and 79 keV, as calculated 
by equation (6.9), is 0.295 x 102mm2g-1 and 0.268 x 102mm2g"1 
respectively.
A hypothetical aqueous solution of CaCl2 is.now fitted to 
the bone of the above composition according to the system of 
simultaneous equations
0.295 = cxw-yw(72 keV> + V yr (72 keV>
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where « ,  are the mass fractions of water and CaCl„ and ylt(E),
W i z  w
yr(E) the mass attenuation coefficients for water and CaCl2 at the 
equivalent energy E. A solution of this system gives «= 0.6 
for a Ca/P ratio of 2.15.
0.268 = v y w (79 keV> + v M 79 keV)
Hypothetical aqueous solutions of CaCl2 are now fitted to 
the bone sample according to the equations
yw (72 keV) = (aw -yw (72 keV) + V vr(72 keV))-p
fCT(72keV) , ,1
-  4 z r  + 1
CT(4 n eV) + l ] - P w{79 keV) = (V PW(79 keV) + V iy(79  keV))-p
where CT(E) is the CT number of the bone region of interest at the 
equivalent energy E and p is the specific gravity of the region.
The variation of the coefficient ar along the bone is shown 
in Figure (6.9). Also indicated are the coefficients ar for 
different Ca/P ratios.and the slopes of the straight lines, through 
the points, fitted by the least squares method.. The error associated 
with the values of ar is 12%. There is an increase in the value of 
ar towards the ankle end of the bone for both the cortical and 
integral regions,“as shown by the slopes of the straight lines.
This indicates an increase in the Ca/P ratio towards this end and 
is consistent with the trend of the corresponding specific gravity curves 
shown in Figure (6.8).
Following the CT analysis, one half of the bone was sectioned 
at the scanning positions and was subsequently analysed using 'in-
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vitro' neutron activation analysis (Kidd et al., 1982). The 
analysis was carried out at the University.of London Reactor 
Centre by a fellow research student (P.M. Kidd). The samples 
were divided into two parts, so that they would fit the irradiat­
ion tube, and were irradiated in a thermal neutron flux of 
2 x 1012n cm‘"2s"1 thus allowing both qualitative and quantita­
tive elemental analysis to be performed. The ratio of Ca to P 
along the tibia, as obtained by NAA, is shown in Figure (6.10).
The Ca/P ratio along the bone, as predicted.by the CT and 
NAA techniques, show a similar trend and both increase towards 
the ankle end of the tibia. This variation is consistent with 
the distribution of weight on the human tibia. It should be 
emphasised, however, that the information obtained by NAA is due 
to integral bone made up of unknown fractions of cortical and 
trabecular bone. The CT has provided information on the individual 
bone regions. It is important to note that the slope of the 
variation of Ca/P ratio, as obtained by NAA, is similar to the 
slope predicted by CT for the cortical region and much smaller 
than the slope obtained by CT for the integral bone. This indicates 
that the samples analysed by NAA consisted, in the main bf cortical 
bone.
6.5 Sources of Errors in CT Analysis
There are a number of significant sources of error in attempt­
ing to analyse bone with CT:
1. beam hardening
2. partial volume effects
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3.. errors due to scanner operation
4. sample handling.
Errors due to beam hardening arise from the polyenergetic 
nature of the X-ray beams used for CT scanning. The lower energy 
region of the X-ray spectrum is more readily absorbed by the object 
resulting in the hardening of the beam as it propagates through 
the.object and is due to the energy dependence of the linear 
attenuation coefficient. Beam hardening produces a decrease in 
the CT numbers towards the centre of the field of view. This is 
because the outer regions of the circular field of view act as a 
high pass filter, by absorbing readily the low energy region of 
the spectrum, resulting in the elevation of the effective energy 
of the beam, and consequently the decrease in linear attenuation 
coefficient, towards the centre of the field. The effect may be 
minimised using a cylindrical water phantom to surround the sample 
which is well centered in the field scanned.
The partial volume effect.arises from the relatively large 
size of the pixels (1mm x 1mm x 13mm). The CT number, then, 
represents the weighted mean of the linear attenuation coefficient 
of the materials in that volume. The effect results in uncertainty 
with respect to locating the boundaries between regions of 
considerable difference in linear attenuation coefficient such as 
bone and soft tissue or water. The partial volume effect may be 
reduced by using a smaller diameter field, 240mm, which would give 
a smaller size pixel (0.75mm x 0,75mm x 13mm). However,-this is not 
always possible as it depends upon the size of the object being 
‘scanned.
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Errors due to scanner operation are due to the operating 
instability of the X-ray tube. This would result in changes of 
the X-ray spectrum with the consequence of obtaining different 
response for the same material.. The operating stability of the 
CT5005 scanner was tested frequently by scanning perspex and 
aluminium blocks under identical conditions. Changes, in the CT 
numbers, of less than ±0.5% were observed over a period of one 
year.
One of the most important sources of errors is sample 
preparation and handling. Errors in weighing of the compounds 
which make up the solution are greatly reduced now with the use of 
modern balances (< ± 0.5%). Purity of the compounds used is 
essential so as to ensure that they do not contain purities of 
high Z materials since attenuation coefficients are heavily 
dependent upon Z which would result in unreliable results. Filtrat­
ion of the solutions is necessary in order to remove any reactants 
which may be in solid form, e.g. CaCl2 + H20 -> CaOH J + HC1, and 
thus ensuring a better uniformity of the solutions. Attention, 
should be given to. the temperature of the samples and the water in 
calibration phantoms. A difference of 5 CT numbers has been 
observed between typical room and body temperatures (Bydder and 
Kreel, 1979). This is due to change in the density of water and 
consequently linear attenuation coefficients. The temperature 
dependence of the CT numbers is significant in the calibration of 
the CT scanners, in the determination of the CT numbers and 
attenuation values for body tissue and fluids and in comparing 
attenuation values obtained by in-vivo and in-vitro studies.
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CHAPTER 7 
CONCLUSIONS AND FURTHER WORK
An 'in-vivo' method has been developed which allows the 
measurement of the concentration of selenium in the liver via the 
short lived isotope 77Sern (162 keV, 17.6s). Cyclic activation has 
been used because of the superior sensitivity over the one shot 
conventional activation for the short lived isotope of interest.
Flux measurements were carried out in the trunk phantom, using 
indium foils, both with and without cadmium cover. A maximum thermal 
neutron flux of 2 x lO^n cm"2s-1 was found to occur along the source 
axis at 20mm depth within the phantom. The cadmium ratio, along 
the source axis was found to vary from 15 (at 20mm) to 35 (at 150mm).
The response of the detector to an isotropic point photon source 
was examined in order to determine the effect of attenuation of the 
162 keV photons emitted by 77Sem . The relative detector response 
along its axis, for depths.of 10mm and 60mm in the phantom, was 
approximately 4 to 1. The detector was therefore kept as proximal 
to the phantom as possible in order to minimize the. attenuation of 
the 77Sem photons.
Experimental results, using a liver phantom, have indicated 
that a detection limit of 0.6 ppm can be obtained for a total
experimental time of 1800s. When the liver phantom was replaced by
a fresh pig's liver the concentration of selenium was found to be
1.05 ±,0.04 ppm. Random samples, of about 150mg in weight, were
then removed from the pig's liver and were analysed by cyclic
activation using a reactor irradiation facility of thermal flux,
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2 x 1012n cm“2s_1. The selenium concentration obtained was .
0.65 ± 0.05 ppm. The difference in the values obtained.by the in- 
vivo and in-vitro methods of analysis is due, in the main, to the 
actual difference in the volume of the pig's liver and the liver 
phantom which acted as the reference standard, i.e. the irradiated 
volume 'in-vivo' for the sample and comparator was not the same.
The dose delivered to the patient for such an investigation 
was found to be 0.26 x 10“2Sv and is comparable to that of a routine 
liver scan using " T c m-sulphur colloid which is approximately 
0.3 x 10"2Sv. The value quoted for 'normal' human liver concentrat­
ion of selenium is about 0.5 ppm.
The beneficial effects on the biochemistry of man are directly 
proportional to the amount of selenium present as long as it does 
not exceed the normal level. An .improvement on the detection limit 
by, at least, a factor of five is, therefore, essential so as to 
obtain accurate information on the deficiency level of the element. 
This may be achieved by improving the signal-to-noise ratio either 
by increasing the photopeak area counts or decreasing the Compton 
continuum, due to the 2.2 MeV underlying the photopeak. Since noxgain 
is achieved in signal or the signal-to-noise ratio for longer 
irradiation, two detectors, operated in a sum:mode, may be used to 
look at the liver in order to enhance the detection limit. A low 
energy photon detector may also be employed so as to reduce the 
Compton continuum. The underlying Compton background.may also be 
reduced by operating the Ge(Li) detector in anticoincidence with an 
annular detector which surrounds it. Many.events due to Compton 
interactions in the Ge(Li) detector that do not correspond to full
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deposition of photon energy in the detector would then be rejected, 
although there may be a loss in efficiency of detection.
An 'in-vivo1 technique for the determination of both selenium 
and cadmium in the same experiment has been demonstrated as being 
possible using the cyclic activation facility. The fac.t that both 
elements occur in the liver at high concentrations makes their 
measurement for diagnostic purposes an attractive possibility. This 
method therefore lends.itself as a means of monitoring the levels 
of these two elements in workers occupationally exposed to cadmium.
Experimental results, using the liver phantom filled with 
different concentrations of cadmium, indicated a detection limit for 
cadmium of a, 10 ppm.
The response of a BF3 detector along the source axis has 
indicated a suppression on the thermal neutron flux of about 7%, for 
cadmium concentrations greater than 300 ppm. This was due to self­
shielding of the thermal neutrons by the cadmium itself, but is not 
important in these applications since the highest cadmium concentrat­
ion reported in the literature is about 250 ppm. However, .concentrat­
ions of one to two.orders of. magnitude higher have .been reported in 
the kidneys. The dose delivered during the whole experiment was 
0.5 x 10"2Sv.
The control of the irradiation and spectroscopy systems, in 
the.cyclic mode, was accomplished using a Motorola M6800 micro­
processor. The use of a microprocessor has a number of advantages.
It makes feasible a minimum waiting time to be achieved which is 
important since the detector response decreases with increasing 
waiting time. It allows the determination of very short lived iso­
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topes, e.g. 207Pbm (0.8s), since timing parameters^ the order of 
Is or less may be preset very accurately. The microprocessor can 
be made to accept digital signals from an ADC, thus replacing both 
the pulse height analysers with the delay and prompt spectra stored 
in different memory locations.
A new irradiation facility is proposed in which the resting 
position of the source is.at a lower horizontal plane to the irra­
diation position, Figure (7.1). This allows a more compact system 
to be built since neutrons travelling from.the resting position to 
the irradiation position must travel through shielding material 
rather than along the flight .tube. When a wax container of dimens­
ions 0.6m x 0.6m x 0.6m was .used for temporary storage of the source 
the dose at the surface of the container was similar to the dose 
at the surface of the water tanks.. The compactness of the facility 
makes it portable which allows in-situ investigations, on workers 
exposed to cadmium.to be performed. The availability of a portable 
system capable of performing cyclic activation analysis makes possible 
epidemiological studies, of the counter action of selenium and 
cadmium, to be carried out in populations working.under different 
conditions and fed. on different diets. The absence of water shield­
ing around the source at the irradiation would result in a decrease 
in the number of the 2.2 MeV photons from the neutron/capture in 
water. This would result.in the reduction of•the Compton continuum 
underlying the photopeak of interest and hence in the improvement of 
the detection limit for the elements of interest.
In-vivo cyclic activation analysis is proposed for the invest­
igation of other elements via their short lived isotopes. Oxygen 
may be determined via the reaction 180(n,y-)190 -(197 keV, 29s)
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although its measurement via the reaction 160(n,p)16N (6.1 MeV, 7s) 
is more sensitive because of the absence of Compton continuum above
4.4 MeV,. However, the latter reaction is only feasible with fast 
neutrons since the energy threshold of the reaction is about 10 MeV.
Lead may. be measured via its isomer 207Pbm (570 keV, 1064 keV; 0.8s).
Since 'in-vivo' cyclic activation analysis is possible with 
isotopic neutron sources an intercomparison of detection limits 
obtained by the different sources available e.g. 241Am/Be, 238Pu/Be 
and 252Cf, would be a useful exercise, especially with regard to dose, 
cost and transportability.
In prompt neutron activation analysis the detector is proximal 
to the object being irradiated and consequently to the neutron source. 
The source is collimated, with respect to .the photon emission. The 
background contribution to a gamma-ray spectrum is minimum when the 
solid angle subtended between the detector and the collimated source 
is zero. A Monte Carlo code which predicts the solid angle in sucli 
a geometrical configuration was developed. The code makes possible 
.the best positioning of the detector to be chosen so that the 
dynamic background is minimum.
In-vivo neutron activation analysis involves the quantification
V
.of the activity of a particular organ. This often requires the use 
of collimated detectors so.that only the organ of interest is seen.
.The Monte Carlo code may be used to describe the field of view of 
±he collimatop, for different depths from the detector. The information 
enables the positioning of the detector with respect to an organ so 
as to enhance its activity over that of the neighbouring tissue with 
depth from the detector. The quantification of the activity requires
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knowledge of the solid angle subtended between the detector and the 
organ, information which is supplied by this code.
The code developed in this work may be combined with a code 
such as MCP (MCP, 1977) to give information about the response, and 
hence the efficiency, of a collimated detector to a point or distri­
buted source. The present code would describe the directions of 
photons from the source within the solid angle subtended between the 
source and the detector; that is directions which go through the 
aperture and intercept the detector while the MCP code would 
describe the interactions of the photons within the detector. In 
the case where distributed source is considered self-absorption and 
self-scattering inside the source is necessary for each point 
selection. Again the MCP code may be employed which would follow 
the 'fate' of the photons inside the source.
The code may be.modified to account for other types of 
collimators such as divergent, convergent and multi hole collimators.
The implementation of large Monte Carlo codes such as MCNP 
.(MCNP, 1977) may prove useful for a number of applications. It 
.could be used to optimise the shielding of the source by examining 
the neutron properties of various materials. The code may follow 
the transport of the neutrons inside the phantom and the photons 
produced .from the capture of the neutrons by the elements of 
interest. This information may be used to predict the response of 
the.photon detector for the irradiation/detection set up of 
Interest. The detector response.may be subsequently used to optimise 
the position of the detector with respect to the.irradiation volume 
so as to maximise the volume which is detected.
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The qualitative and quantitative analysis of bone using X-ray 
transmission tomography was explored. ' The technique offers the 
possibility of examining the cortical and trabecular bone regions, 
as opposed to the bone in bulk by other non-destructive techniques 
such as neutron activation analysis.
Qualitative analysis is confined in the variation of the relative 
areas of the two bone regions along the bone. Statistical analysis 
of the CT numbers showed two distinct populations taken as cortical 
and trabecular bone with an intermediate region, of transition between 
the two bones. The areas of the two regions were calculated at 
regular intervals along a sample. The trend of the curves indicates 
that the cross-sectional area of the cortical bone increases away 
from the proximal and distal ends whereas.the reverse occurs for 
trabecular bone. A discrepancy, from this variation, would indicate 
loss of bone mineral and may serve as an indication of bone status.
The quantitative analysis is confined to the determination of 
the specific gravity and Ca/P ratio along the bone. The method 
involves scanning of the sample at two X-ray beam energies, termed 
dual energy analysis.
The cortical and integral bone specific gravity was found to 
increase from the knee to the ankle end. When the anterior and 
posterior cortex at each interval were compared it was found that 
the specific gravity in the former was lower, than in the latter.
The above results are consistent with the distribution of the weight 
on the human tibia. In that, the anterior cortex.is under tension 
while the posterior under stress. Therefore, in the former there is 
more collagen, which opposes tension,while in the latter more
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bone mineral which opposes stress.
A method was developed which described the regions in terms 
of the Ca/P ratio. The method indicated an increase in the ratio 
towards the ankle end, a result consistent with the trend of the 
corresponding specific gravity curves.
Following CT analysis., one half of the bone was analysed by. 
in-vitro neutron activation at. the scanning positions. The Ca/P 
ratio along the bone, as predicted by the two techniques, shows a 
similar trend and in both cases increases towards the.ankle end of 
the tibia. However, neutron activation provides information about 
integral bone whereas the information obtained by CT is about 
individual bone regions.
Future developments, in CT analysis include the use of intense 
sources emitting photons of distinct energies as opposed to X-ray 
tubes which give a continuous spectrum. Then, one would.use the 
attenuation of a particular energy for analysis rather than the 
attenuation of a spectrum. This.would result in the minimisation 
,of beam hardening.
The use of such polychromatic photon sources allows the 
construction of as many.mixture rule equations, and;hence elements 
of unknown concentrations, as the number of photon, energies available. 
This would then allow a more realistic and accurate quantitative 
elemental analysis of tissue by CT.
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APPENDIX 1
**** **** 
PROGRAM SOLID
C THIS PROGRAM CALCULATES THE SOLID ANGLE SUBTENDED 
C BY A COLLIMATED DETECTOR FROM A DISTRIBUTED SOURCE.
C THE DETECTOR IS COLLIMATED BY A STRAIGHT BORE 
C COLLIMATOR SYMMETRICALLY PLACED ABOUT THE DETECTOR.
C THE SOURCE IS' A DISC WITH ITS CENTRE ON THE DETECTOR 
AXIS.
THE FOLLOWING PARAMETERS CHARACTERISE THE GEOMETRY:
RO:DETECTOR RADIUS;RD:COLLIMATOR RADIUS;D:LENGTH OF 
COLLIMATOR HOLE;Q:DISTANCE OF COLLIMATOR FROM DETECTOR; 
RS:SOURCE RADIUS;H:HEIGHT OF SOURCE FROM DETECTOR.
IN THE CASE OF POINT SOURCE RS=0 AND P IS THE DISTANCE 
OF THE POINT FROM THE DETECTOR AXIS.
DIMENSION W(6000) 
X=RND(6000)
N=6000
PI=3.1415926 
SUM=0.
SUMSQsO.
H=63.5
D=2.
Q=5.
RD=1.785 
R0=15. 
RS=1.5
DO 8 1 = 1, N
X=RND(0) 
BETHA=2,*PI*X 
XsRNDCO) 
R1=RS*SQRT(X) 
P=R 1
8 CALL ANGLE(OMEGA, S,P,H,D,Q,RD,RO 11)
S0LID=4.*PI*0HEGA 
STDER=4.*PI*SQRT(S/N)
WRITE(1,1000)SOLID 
1000 FORMAT(1Xt6HS0LID=,(1X,F8.5)) 
WRITE(1,2000)STDER 
2000 FORMAT(1X 16HSTDER=,(1X ,F8.5)) 
STOP 
END
SUBROUTINE ANGLE(OMEGA,S,P,H,D f Q ,RDf RO,I) 
DIMENSION W(6000)
N=6000
PI=3.1415926
IF(P.GT.RD) GO TO 2
THMINsO.
THMAX=ATAN((P+RD)/(H-Q)) 
THCR=ATAN((P+R0)/H) 
TCRIsATAN((RD-P)/(H-Q))
t f / T U M f t V ‘ r i T  T u r p i  h n  T n : o
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X=RND(0)
C=COS (THM IN) -X * ( COS (THM IN) - COS (TilMAX)) 
THETA=PI/2.-ATAN(C/SQRT(ABS(1.-C*C)))
T=SIN(THETA)/COS(THETA)
W1=(COS(THMIN)-COS(THMAX))/2.
IF(THETA.GT.TCRI) GO TO 1 
W2=1 .
GO TO 7
1 S=(P*P+(H-Q)*(H~Q)*T*T-RD*RD)/(2.*(H-Q)*T*P) 
AMAX=PI/2.-ATAN(S/SQRT(ABS(1.-S*5)))
W2=AMAX/PI
GO TO 7
C
3 X=RND(0)
C=COS(THMIN)-X *(COS(THMIN)-COS(THC R ))
THETA=PI/2.-ATAN(C/SQRTCABS(1.-C*C)))
T=SIN(THETA)/COS(THETA)
W 1=(COS(THMIN)-COS(THCR))/2.
IF(THETA.GT.TCRI) GO TO 4 
W2=1 .
GO TO 7
4 S=(P#P+(H-Q)*(H-Q)*T#T-RD*RD)/(2.*(H-Q)*T*P) 
AMAX=PI/2.-ATAN(S/SQRT(ABS(1.-S*S)))
W2=AMAX/PI
GO TO 7
C
C
2 V=RD/P 
AMAX=ATAN(V/SQRT(ABS(1,-V*V)))
ALMN=-AMAX
X=RND(0)
ALPHA=AMAX*(2.*X-1.)
W1=AKAX/PI
IF(ALPHA.EQ.AMAX) GO TO 9 
S=SIN(ALPHA)
XMIN=P * COS(ALPHA)-SQRT(ABS(R D*RD-P *P *S*S))
XM A X=P * COS(ALPHA)+SQRT (ABS (RD*RD-P*P *S#S)) 
THMAX=ATAN(XMAX/(H-Q))
THMIN=ATAN(XMIN/(H-Q-D))
THCR=ATAN((P*COS(ALPHA)+SQRT(ABS(RO*RO-P*P*S*S)))/H)
IF(THMIN.GE.THCR) GO TO 9
IF(THMIN.GE.THMAX) GO TO 9
IF(THMAX.GT.THCR) GO TO 5
V/2 = (COS (THM IN ) -COS (THMAX ) ) /2.
GO TO 7
5 W2=(COS(THMIN)-COS(THCR))/2.
GO TO 7
C
9 W2=0.0
C
C
7 W(I)=W1*W2 
SUMSQ=SUMSQ+W( I)*W( I)
SUMsSUM+WU)
OMEGA=SUH/N
S=(SUMSQ-N*OMEGA*OI1EGA)/(N-1)
S=ABS(S)
RETURN
END
******* PROGRAM POSITION *******
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DIMENSION ¥(6000)
X=RND(6000)
N=6000
PI-3.1415926 
SUM=.0
C
SL=6 .
RS=3.
CD=10.
RC=5 •
SD=15•
RO=3.5 
DL=2.08 
110=21 .
C
DO 5 1 = 1 ,11
C
X=RND(0)
Z=3L*(X)'
X =RND (0)
R=RS’X'D3 QRT(X)
X=RND(0)
13=2." PI *X
C
?=D8QRT((SD+S Y-'(SD+Z) +R*R*D00S(B)*D003(B))
ii=h o+r *d s i n (b )
C
5 C ALL A NGLE1(OMEGA,RO,P ,EC,R ,B ,Z ,SD,C D , HO, DL, H , I , SUM)
C
S0LID=4."PI*0MECA 
WRITE(1,1000)SOLID 
1000 FORMAT(1X ,6HS0LID=,(1X ,F8.5))
STOP
END
C
SUBROUTINE ANGLE 1 (OTIEGA , RO, P , RC , R , B , Z , SD, CD, HO, DL, H , I , SUM)
C
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DIMENSION ¥(6000)
N=6000
PI=3-1415926
C
C
V=RO/P
AM AX-DATAN(V/DS QRT (DABS (1 . -V*V)) )
AMAX1=DATAN((RC +P*DC0S(B))/(Z+SD-C D))
AMAX2=DATAN( (RC-R*DC0S (B) ) /( Z+SD-CD) )
x =r n d (o )
Y=2.*X-1 .
ALPHA-AHAX*Y 
¥1=AMAX/PI 
IF(y )3,2,1
1 IF(ALPHA!GE.AMAX2) GO TO 8
2 GO TO 4
3 IF(ALPHA.GE.AMAX1) GO TO 8
4 GAMA=DATAN((R»DCOS(B))/(Z+SD))
A=ALPHA-GAMA
d t a n=d s i n (a >/d c o s-(a ) 
b s=(r *d c o s (b )+(d t a n*(z+s d -c d )))/rc
BETA=DATAN (BS/DS QRT (DABS (1 . -BS - BS ) ) )
THMIN=DATAN( ( Z+SP-CD)/(DC0S ( A)*( r*D3IN ( B)+RCx'DCOS ( BETA) ) ) ) . .
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QS=P*PC03(ALPHA )-D3QRT(RO*RO-P*P*DOII!(ALPHA )*D0IN (ALpH-\ )) 
TH*1IRC=M? AM (QS/( H+DL ) )
Q3I = P*I>C03( ALPHA )+D3QRT(R0*R0-P*P*D3TTI(AL?HA )*B3IN( ALPHA))
THHAX=DATA!'!(0SI/H)
ip (Tin hi . op . Tin a x ) go t o r
if (Tin: t h .l t . Tin i n c ) go t o 6
W 2 = (BOO S (TI n  IN ) -PC 0 0 (Tin A X )) /2.
GO TO 7
6 2 = (PC 0 S (T M  IN C ) -PC 0 3 (T M  A X )) /2.
GO TO 7
a wi = .o
7 W(l)=Y/1*U2
nim=rju:i+v/(i)
0!IEGA=3in/N 
PETURN 
END
- X - K - - X - PROGRAM PO01710X2
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IMPLICIT DOUBLE PRECISION (A-U,0-Z)
1)1 MEM SI OR V,r (6000)
X=RND(6000)
11=6000
?l=3.141 592.6 
3UM=.0
C
3L=0.
RS=0 .
CD=16.
RC=20.
311=19.
RD=2.
D= 1 .
H0=3.
C
LO 5 1 = 1 , M
C
X=RUD(0)
Z=3L*(x)
x =r n d ( o )
R=RS*D3QRT(X)
x =r m l ( o )
B=2.*PI*X
C
P=D3QRT ((SD+Z)*( SD+Z ) +R*R*DCOS ( B)*DCOS (B))
H=MO+R*DSIN(b )
C
5 C A LL A MGLE 2 (01 IE G A , RD, P , RC , R , B , Z , SD, C L , HO, L , H , I, STJM )
C
S0LIL=4.*PI*OMEGA 
¥RITS(1,1000)SOLID 
1000 FORMAT(1X ,6HS0LID=,(1X ,F8.5))
STOP
END
nu
SUBROUT HIE ANGLE2(OMEGA,RD,P ,RC,R ,B ,Z ,SL,CL,HO,L ,H ,I ,SUM )
C
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DIMENSION ¥(6000)
11=6000
PI=3*1415926
C
v =r d / p
AM AX=DAT AN(V /(D3 QRT(DA B3(1.-V*V))))
AMAX1=DATAN((RC+R*DC03(B))/(Z+3D-CD)) 
AMAX2=DATAN((RC-R*DC0S(b ) ) / ( Z + S D - C B ) )
x =r n d ( o ) 
y = 2 . * x - i .
ALPHA=AMAX*Y 
¥1=AMAX/PI 
IF(Y)3,2,1
1 IF (ALPHA.GE.AKAX2) GO TO 8
2 GO TO 4
3 IF(ALPHA.GE.AMAX1 ) GO TO 8
4 GAKA=DATAN((R*DCOS(B))/(Z+SD))
A=ALPIIA-GAMA
DTA=D3IN(A)/DG0S(A)
B3=(R*DC0S(B)+(DTA*(Z+SD-CB)))/EC .
BETA=DATAN(BS/D3 QRT(DABS(1.-BS*BS)))
TIIMIN=DATAN( ( Z+SD-CD)/( DCOS(A)*( R*X*D3IN (B)+RC*DCOS(BETA))) ) 
Y1=H0+R *D3IN (b ) - D .
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TH=?*DC03(ALPHA)-D3QRT(R D* R V— D8IN(ALPHA)*D3IN(ALPHA)*p*P)
t h : i i n c =d a ? a n ( t h /<Vi. )
Y2=HO+R*D3IN (B) ‘ vT.
?KC=P*DOOS ( ALPHA ) +1)3 QRT ( R D * R D -P * P * D 3 IN  ( ALPHA )*D S IN ( ALP! IA ) )
t h : i a x c =d a t a n ( t k c / y 2 )
I F ( THMAXC. L E . THMINO) GO TO 8  
IF (T H M IN .G E .T H M AX C) GO TO 8 
I F ( THMIN. L T . TllrlINC) GO TO 6 
¥2 = (DCOS ( THM IN ) -LC 0.8 ( THM AXC ) ) /  2 .
GO TO 7
6 ¥2 = ( DC 0 S (THMINC)-DCO S(THMAXC))/2.
GO TO 7
8 ¥1=.0
7  ¥ ( l ) = W 1 * ¥ 2  
3UM=SUH+V(I)
0HECA=3UU/N
RETURN
2ND
