









































































Belgium) was  investigated.  Although NIR  spectroscopy  is  a widely  used  technique  for  in‐20 
process  moisture  determination,  a  minority  of  NIR  spectroscopy  methods  is  thoroughly 21 
validated. 22 
A moisture quantification PLS model was developed. Twenty calibration experiments were 23 
conducted,  during  which  spectra  were  collected  at‐line  and  then  regressed  versus  the 24 
corresponding  residual  moisture  values  obtained  via  Karl  Fischer  measurements.  The 25 
developed NIR moisture quantification model was then validated by calculating the accuracy 26 











In  2004,  the  Food  and  Drug  Administration  (FDA)  launched  their  (Process  Analytical 35 
Technology) PAT‐Guidance for Industry’ [1]. One of the goals of this guidance is to encourage 36 




the  limitations  of  time‐defined  process  end  points,  which  are  commonly  used  in 41 
pharmaceutical  industry.  In case of fluid bed drying for example,  it  is not opportune to dry 42 
longer than necessary. Thanks to these  industrial drivers, recent   technological advances  in 43 
process analyzers make  real‐time measurement of  critical process parameters and quality 44 
attributes possible. To allow in‐line monitoring, analyzers should be non‐destructive, fast and 45 













by means  of  validation  parameters,  such  as  the  Standard  Error  of  Calibration  (SEC),  the 56 












method  and  therefore  applied  the  accuracy  profile  approach. More  case  studies  for  the 69 
application  of  accuracy  profiles  to mainly  off‐line  NIR  spectroscopic methods  have  been 70 
reported  by De Bleye  et  al.  [19]. Raman  spectroscopic methods  for  the  determination  of 71 
medroxyprogesterone in pharmaceutical suspensions [24] and metoprolol tartrate during hot‐72 
melt extrusion [25] have been validated using accuracy profiles as well. 73 
The aim of  this  study was  to validate a method  for  the  in‐line moisture determination of 74 
granules via NIR spectroscopy in the six‐segmented fluid bed dryer of a fully continuous from 75 







et Techniques Pharmaceutiques)  [20‐22]. Furthermore,  from  the validation measurements 80 
performed to apply the accuracy profile validation strategy, the measurement uncertainty was 81 
estimated as described by Feinberg et al. [26, 27]. As the final aim was to evaluate whether 82 




































the  calibration  and  validation experiments  (see below),  the  granulator  settings were  kept 113 
constant. The raw material premix was fed at a rate of 17.5 kg/h, a screw speed of 950 rpm 114 
was applied and the barrel temperature was kept constant at 25°C. The distilled water was 115 
added with a rate of 32 g/min. The same airflow was applied  in  the  fluid bed dryer  for all 116 
experiments: 360 m³/h.  117 
Development of the NIR moisture determination calibration model 118 




the  highest moisture  content was  aimed, were  only  dried  for  300s.  Each moisture  level 123 
experiment was repeated four times, spread over two days (hence resulting in a total of 5 x 4 124 










correlated  to  the  five  corresponding  collected  NIR  spectra  from  that  run.  Taking  the  20 132 
calibration experiments into account, the obtained KF moisture contents varied between 3.4% 133 













on  four  different  days.  A  total  of  four  blocks  of  three  experiments  resulted  in  twelve 144 
experiments per moisture level. The validation experiments were repeated on four different 145 






































If  so,  the  analytical procedure  can be  considered  as  acceptable.  In  this  study,  the wished 178 
proportion of measurements inside the acceptance limits (β) was set at 95%. It is clear that 179 
the classical determinations of trueness, precision, linearity etc.. as they are described in the 180 
ICH Q2 are not  sufficient  to decide whether  the objectives of an analytical procedure are 181 
guaranteed.  The  adapted  decision  tool  therefore  is  the  accuracy  profile  of  the  analytical 182 
procedure, which  is  constructed  from  the  total  error  (bias  +  standard  deviation)  of  the 183 
procedure.  This  is  obtained  by  computing  the  β‐expectation  tolerance  interval  at  each 184 
concentration level and allows evaluating the proportion of expected future measurements 185 
that will fall inside the acceptance limits. This enables to control the risk associated to the use 186 
of  the method. Using  the data  collected  for  the development of  the accuracy profile,  the 187 











alternative  in‐line  analysis  method.  Therefore,  it  is  necessary  to  demonstrate  that  the 196 
envisaged method  does  not  have  worse  performance  characteristics  than  the  reference 197 
method. Therefore, a comparison of the two fundamental performance parameters, precision 198 
and bias, was performed  as described by  [28, 29]    The  approach  for method  comparison 199 
proposed  in  those papers,  calculates  the number of measurements needed  to  assure  the 200 
preset  probability  (1‐β)  of  not  adopting  an  alternative  method  with  unacceptable 201 
performance  (α  and  β  error  are  under  control).  This  may  require  a  higher  number  of 202 
measurements  than  a  laboratory  can  perform.  This  was  the  case  in  our  study  (15 203 
measurement  days  required)  due  to  practical,  time  and  cost  reasons.  Therefore,  a  user‐204 







point  of  view,  there  is  always  a  bias.  Furthermore,  the  traditional  null  and  alternative 212 
hypotheses were exchanged  (thus  the  α‐  and  β‐error  are exchanged  too)  for  the  interval 213 












Hundred  spectra were obtained during  the  calibration experiments and used  to build  the 220 
calibration model (5 moisture levels * 4 repetitions * 5 spectra/experiment = 100 spectra, see 221 
Figure  1).  All  spectra  were  mean  centered  and  SNV‐corrected  after  which  a  principal 222 
component analysis (PCA) was performed, using the full spectral region from 10000 to 4500 223 
cm‐1. The  first principal component, capturing a variance of 90.58%,  represented moisture 224 
content. The  loadings of the  first principal component clearly  indicated the spectral region 225 
between 5350 cm‐1 and 4775 cm‐1 enclosed  the most variance, which  is  indeed where  the 226 








exactly  equal moisture  contents  when  repeating  the  validation  runs.  (e.g.  the  low  level 235 


















Experiment  yiref  yipred  yinor 
Low Day 1  3.51  3.56  3.73 
Low Day 1  3.53  3.43  3.57 
Low Day 1  3.73  3.49  3.43 




Low Day 2  3.58  3.46  3.54 
Low Day 2  3.57  3.45  3.55 
Low Day 3  3.78  3.48  3.38 
Low Day 3  3.54  3.38  3.50 
Low Day 3  3.73  3.45  3.40 
Low Day 4  3.72  3.83  3.78 
Low Day 4  3.79  3.78  3.66 
Low Day 4  3.95  3.81  3.55 
Mid Day 1  4.74  4.80  4.85 
Mid Day 1  4.81  4.74  4.71 
Mid Day 1  4.77  4.77  4.78 
Mid Day 2  5.07  4.94  4.66 
Mid Day 2  5.14  4.87  4.53 
Mid Day 2  4.87  4.62  4.54 
Mid Day 3  4.28  4.03  4.50 
Mid Day 3  4.89  4.33  4.24 
Mid Day 3  4.75  4.29  4.32 
Mid Day 4  4.15  3.85  4.44 
Mid Day 4  5.19  4.94  4.56 
Mid Day 4  4.77  4.69  4.71 
High Day 1  5.71  5.69  6.11 
High Day 1  5.85  5.81  6.08 
High Day 1  5.69  5.38  5.80 




High Day 2  6.5  6.23  5.87 
High Day 2  6.44  6.07  5.77 
High Day 3  5.7  5.91  6.36 
High Day 3  6.28  5.98  5.83 
High Day 3  6.09  6.15  6.19 
High Day 4  6.09  6.10  6.14 
High Day 4  6.16  6.12  6.09 



































































Level  Absolute total error  Relative total error  Relative  
β‐expectation 
tolerance limits  
Low  0.245 %  6.68 %  [‐11.94; 5.43] % 
Mid  0.409 %  8.54 %  [‐16.81; 7.81] % 















Mid  0.087  0.212  0.424  8.87 





at the  lowest examined residual moisture content  level are mentioned  in Table 4.  In a first 282 
step,  the  different  types  of  variances  at  this  low  level were  calculated  (Table  5).  These 283 
























The  α  error  of  these  F‐tests  (risk  to  wrongly  reject  the  conclusion  that  the  precision 287 
parameters  of  the  NIR  based  prediction  method  are  better  or  equal  to  the  precision 288 
parameters of the KF reference method) was set at 5%. For the evaluation of the bias, the 289 








KF   predicted  by  NIR 
calibration model 
day 1  low (3,6%)  exp 1  3,51 3,56 
day 1  low (3,6%)  exp 2  3,53 3,43 
day 1  low (3,6%)  exp 3  3,73 3,49 
day 1  mid (4,5%)  exp 1  4,74 4,80 
day 1  mid (4,5%)  exp 2  4,81 4,74 
day 1  mid (4,5%)  exp 3  4,77 4,77 




day 1  high (6,0%)  exp 2  5,85 5,81 
day 1  high (6,0%)  exp 3  5,69 5,38 
day 2  low (3,6%)  exp 1  3,63 3,50 
day 2  low (3,6%)  exp 2  3,58 3,46 
day 2  low (3,6%)  exp 3  3,57 3,45 
day 2  mid (4,5%)  exp 1  5,07 4,94 
day 2  mid (4,5%)  exp 2  5,14 4,87 
day 2  mid (4,5%)  exp 3  4,87 4,62 
day 2  high (6,0%)  exp 1  6,7 6,44 
day 2  high (6,0%)  exp 2  6,5 6,23 
day 2  high (6,0%)  exp 3  6,44 6,07 
day 3  low (3,6%)  exp 1  3,78 3,48 
day 3  low (3,6%)  exp 2  3,54 3,38 
day 3  low (3,6%)  exp 3  3,73 3,45 
day 3  mid (4,5%)  exp 1  4,28 4,03 
day 3  mid (4,5%)  exp 2  4,89 4,33 
day 3  mid (4,5%)  exp 3  4,75 4,29 
day 3  high (6,0%)  exp 1  5,7 5,91 
day 3  high (6,0%)  exp 2  6,28 5,98 
day 3  high (6,0%)  exp 3  6,09 6,15 
day 4  low (3,6%)  exp 1  3,72 3,83 




day 4  low (3,6%)  exp 3  3,95 3,81 
day 4  mid (4,5%)  exp 1  5,19 4,94 
day 4  mid (4,5%)  exp 2  4,77 4,69 
day 4  mid (4,5%)  exp 3  4,15 3,85 
day 4  high (6,0%)  exp 1  6,09 6,10 
day 4  high (6,0%)  exp 2  6,16 6,12 













































the  validation  of  the  in‐line  NIR  method,  assures  that  at  least  95%  of  future  routine 310 
experiments will be included within the preset acceptance limits (20%), which suits with the 311 
aim  of  the  developed  analytical  procedure.  Moreover,  the  data  used  in  this  validation 312 
approach were also used  to estimate  the uncertainty of  the bias as well as  the expanded 313 
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