Abstract-Bioanalytical chip-based assays have been enormously improved in sensitivity in the recent years; detection of trace amounts of substances down to the level of individual fluorescent molecules has become state-of-the-art technology. The impact of such detection methods, however, has yet not fully been exploited, mainly due to a lack of appropriate mathematical tools for robust data analysis. One particular example relates to the analysis of microarray data. While classical microarray analysis works at resolutions of 2-20 µm and quantifies the abundance of target molecules by determining average pixel intensities, a novel high-resolution approach [1] directly visualizes individual bound molecules as diffraction-limited peaks. The now possible quantification via counting is less susceptible to labeling artifacts and background noise. We have developed an approach for the analysis of high-resolution microarray images. First, it consists of a singlemolecule detection step, based on undecimated wavelet transforms, and second, a spot identification step via spatial statistics approach (corresponding to the segmentation step in the classical microarray analysis). The detection method was tested on simulated images with a concentration range of 0.001 to 0.5 molecules per square micrometer and signal-to-noise ratio (SNR) between 0.9 and 31.6. For SNR above 15, the false negatives relative error was below 15%. Separation of foreground/background is proved reliable, in case foreground density exceeds background by a factor of 2. The method has also been applied to real data from high-resolution microarray measurements.
I. INTRODUCTION

M
ICROARRAY technology is used in medical diagnostics and basic research for analyzing the global transcriptional state of biological samples. The massively parallel detection approach allows the determination of several thousand expression levels in a single experiment. Technologies for sample preparation like the fluorescence-activated cell sorting and the laser capture microdissection allow to isolate small subpopulations of cells and enable researchers to investigate heterogeneities within their samples. For the global expression analysis of such small samples, standard low-resolution methods require time-consuming and possibly distorting [2] preamplification steps. Recent developments in the readout [3] and platform/array technology [1] , [4] dramatically extended the range of directly accessible concentrations by increasing detection efficiency and the resolution to the optical diffraction limit.
In general, microarray technology is based on specific binding of fluorescent-tagged target molecules on different locations of the array and the subsequent determination of target molecule abundance by measuring fluorescence on the respective area. Classical methods use the pixel intensity values inside the predetermined spot regions of the microarray scans, which is an indirect measure for the presence of hybridized molecules. The analysis is divided into the following tasks: identification of spot locations in the pattern, segmentation of subimages containing single spots into signal and background pixels, construction of summaries of pixel intensity via appropriate statistics. Some further steps, typically background subtraction and normalization, are intended to remove all nonbiological variation of the data. Several overviews of the classical microarray image analysis are available (e.g., [5] - [7] ).
Conventional analysis is based on models of the microarray signal formation, like the ones proposed by [8] - [12] . These models include several aspects of the acquired data such as image intensity, spot shapes, and noise. However, the identification of true signal and the control of the unspecific intensity variation is not a trivial task. Some of the main problems are related to the difficulty of signal detection, especially in the case of low SNR, typical for small amounts of target molecules, correct background estimation and background subtraction, handling artifacts and accounting for the variability of the number of fluorophores per molecule (for example by dye swap). In this paper, we show that our approach brings considerable improvement in solving the aforementioned problems. Fig. 1 gives an insight into the difference between our single molecule and the classical microarray approach. It shows the images of four simulated spots at diffraction limited resolution (200 nm, upper row) and the same images downsampled to the scale of the classical microarray techniques (4 µm lower row). Due to the low SNR, background noise, and the fluctuations of the single-molecule signal intensities in the downsampled images, the foreground/background contrast is low, making the segmentation impossible at low concentrations (leftmost images). However, the analysis is still possible at the original resolution. The single bright peaks, representing the molecules, can be well detected and their concentration inside the spot of interest can be estimated. Note that the rectangular subimage, obtained after the gridding step, usually contains a background region in addition to the spot location (foreground), where the peaks correspond to unspecifically bound molecules or dirt that should not influence the concentration estimation of the hybridized molecules.
The technology of high-resolution microarrays offers direct access to the number of hybridized molecules. In the classical case, this information is hidden in the low-resolution pixel intensity value that integrates background information, possible artifacts, as well as the intensities of the hybridization signal inside the region corresponding to the respective pixel.
In this paper, we provide a method for the analysis of highresolution microarray images. The detection of single molecules is based on sparsity-adaptive wavelet thresholding, applied after a variance stabilization step. The estimation of the abundance of single molecules is performed on the detection results, and separates specific hybridization from clutter (unspecifically bound signal, impurities, etc.). We show that the approach outperforms classical counterparts for low-concentration samples. The results are not hampered by the effect of the unknown background, and normalization and dye swap postprocessing steps are not necessary.
The methods were validated by analyzing, on one hand, simulated data with known ground truth, and on the other hand, high-resolution microarray images.
II. METHODS
We describe here, an original framework to measure hybridization on high-resolution microarray data. The approximate positions of the microarray spots are found via the classical gridding methods (see for example [7] , [13] ) on a low-resolution (software-binned) image of the microarray pattern. The gridding procedure returns a rectangular subimage corresponding to the approximate area containing the spot of interest. Such a subimage is shown in Fig. 2(a) . We propose an approach that finds the position and shape of the spot as well as an estimate of the hybridization signal and the background.
Our approach relies on two independent steps. First, we present a wavelet-based method to detect single molecules in each subimage. Wavelet transform offers an attractive solution for the detection of small bright features, e.g., in astronomical images [14] or in the case of microscopy, for the detection of subcellular structures [15] . The detection is based on the property of the wavelet transform to concentrate the information in a few wavelet coefficients, and subsequently thresholding the pixels corresponding to the signal from background.
Second, we separate the detected molecules inside the spot of interest (the hybridization signal) from the unspecifically bound ones. We use two concentration estimation approaches based on spatial statistics. The first algorithm matches the empirical moments with the moments of a mixture of two Poisson distributions representing counts of molecules outside and inside the spot. The second algorithm separates spot-bound single molecules from dirt, based on nearest neighbor distances of all the detected peak locations, via an expectation-maximization (EM) approach. Since the surface was made antiadsorptive for target molecules, we can assume that the concentration of peaks outside the spot is lower than the concentration of the hybridized molecules inside the spot [1] . Each step of the high-resolution image analysis is illustrated on a real spot in Fig. 2 .
A. Detection of Single Molecules
1) Isotropic Undecimated Wavelet Transform (IUWT):
The wavelet transform is based on dilations and translations of a "father" and "mother" wavelet: family
can be arbitrarily well approximated by a wavelet series:
represent the approximations and detail coefficients, respectively. The functions φ and ψ fulfill the dilation equations (see [16] )
with h k , a discrete low-pass filter and g k , a discrete bandpass filter (followed by downsampling), the approximation and detail coefficients can be computed as
Note that the described wavelet transform is anisotropic 1-D and not translation invariant. However, these two properties are essential for a good detection scheme. We propose, therefore, to consider the IUWT. The "à trous" scheme is thus used [14] and wavelet coefficients are now computed over the entire grid as
The recursive computation of the dyadic wavelet transform becomes
In order to preserve isotropy, the filters h and g and the father and mother functions φ and ψ have to be nearly isotropic. A popular choice is based on the B 3 -spline scaling function, h k = [1/16, 1/4, 3/8, 1/4, 1/16] , and for the 2-D case, a separable filter
The wavelet detail coefficients are given by:
, and the reconstruction is the sum of all details and the coarsest approximation
When there is no confusion, a single index will be used to denote the 2-D index (k, l). The first index j denotes the scale. Further details on IUWT can be found in [17] .
2) Thresholding Based on False Discovery Rate (FDR):
The wavelet transform provides a sparse representation of signals, as the number of significant coefficients is small. The remaining coefficients of low amplitude can then be considered as noise and eliminated via thresholding. Hard thresholding of wavelet coefficients d j k can be written as
Since signals produce significant wavelet coefficients, correlated across wavelet planes, while noise is supposed to be uncorrelated. A pixel i is considered signal, if all its corresponding wavelet coefficients d j i , j = 1, . . . , J are exceeding the threshold T , e.g., T = cσ j , whereσ k is the robust estimate of the noise variance at scale k, and c is a constant.
As estimate of the noise variance in [18] , [19] is proposed:
.674 and c is appropriately chosen, e.g., c = 3 . The difficulty of the detection task lies in the fact that it has to be robust for a whole range of single-molecule concentrations. The unknown concentration of single molecules in the image influences the sparsity of the signal and implicitly the value of the parameter T that has to be chosen in order to obtain a correct detection. Therefore, the detection method has to be driven by the (unknown) sparsity of the data. Some recent thresholding algorithms are sparsity adaptive, as for instance the Stein unbiased risk estimator (SURE), the FDR [20] , [21] , and the empirical Bayes methods [22] , [23] .
The wavelet coefficient thresholding approach can be reformulated from a multiple hypothesis testing point of view. To each wavelet coefficient, a ("no-signal") hypothesis H j k : d j k = 0 is attached. The hypotheses are rejected, if d j k corresponds to signal (and the corresponding wavelet coefficient kept in the expansion). Ideally, no coefficients corresponding to noise should be rejected.
The FDR is defined as the expectation of the proportion of erroneously kept coefficients among all the coefficients kept in the representation. Applying the Benjamini-Hochberg method as described in [21] , one maximizes the number of kept coefficients controlling meanwhile the FDR to a predefined level q. The algorithm consists of the following steps: 1) For eachd j k calculate the two-sided p-value
2) Order ascendingly the computed
Compute
Again, the significant pixels are those that have nonzero coefficients in all the J detail levels (except the finest, which is usually contaminated by noise). The binary image obtained from the J detail levels, B = Π J j =1 {d j k > λ i 0 (j)} is an indicator image for the support of the detected single molecules.
A denoised image is additionally obtained after applying the reconstruction step (8) with threshold detail coefficients. The wavelet detection algorithm has a certain "resolution'; two molecules that are spatially close together will be detected as one. In order to correct the estimation of the number of molecules, the binary image obtained after the detection step is combined with the denoised image such that all the local maxima of the denoised image inside the support of the binary mask are considered distinct single molecules [see Fig. 2(c) ].
3) Variance Stabilization: Wavelet methods are typically designed for additive Gaussian noise: X i = µ i + i , where i ∼ N (0, σ). However, low intensities (small photon counts) collected by the sensor are not well modeled by Gaussian noise. A combination of Poisson (shot-noise) and Gaussian noise is more appropriate to describe photon count variations and readout noise. The main difference is the heteroskedasticity of the new model (the variance of the noise depends on the signal).
In order to takethe characteristics of the noise into account, variance stabilizing transforms are applied prior to wavelet detection to the input image, which transform the heteroskedastic noise into Gaussian noise of variance approximately equal to one. In case of a Poisson noise model (suitable to describe the photon count model), the well-known Anscombe transform can be used: t(X i ) = 2 X i + 3/8 (it underestimates the intensity for values under 30). Modeling both the photon count noise as well as the readout noise, one obtains the mixed PoissonGaussian image model [14] , X i = αN i + i , where α > 0 represents the gain of the detector, N i ∼ P oi(µ i ) and i ∼ N (0, σ) that can be stabilized via the generalized Anscombe transform (GAT): t G (x) = (2/α) αx + 3 8 α 2 + σ 2 − αµ. The parameters α, µ, and σ are determined from the image itself via robust fitting as described in [24] .
B. Foreground/Background Separation and Estimation of Single-Molecule Concentration
Not all the peaks detected in the subimage belong to the spot of interest [see Fig. 2(c) ]. The background might be heavily contaminated by unspecifically bound signal, impurities, etc. (clutter), which when unaccounted for could seriously distort the hybridization results. Therefore, peaks detected in the subimages have to be assigned either to foreground or background. In the concentration estimation step, we, thus, model both the spot and the background concentration.
In order to distinguish between peaks within the spot, representing true hybridization signal and those representing clutter, a spatial mixture model is used. A similar approach used for segmentation of classical microarrays, but based on Gaussian mixture models for pixel intensity values, was described in [25] , where the mixtures had two (signal/background) or three (signal/background/artifacts) components.
The peak locations obtained after the wavelet transform correspond either to peaks situated in the spot or to peaks in the background. Assuming that in case of strong hybridization, there are much more peaks inside the spot, we shall discriminate between foreground and background via the concentration of the peaks in the two regions. The model we adopt is that of a mixture of two Poisson processes with piecewise constant intensities λ 1 and λ 2 for foreground and background, respectively.
1) Estimation of Concentrations Based on Method of Moments (MoM):
A first approach for concentration estimation is to consider the count of the detected peaks inside nonoverlapping, systematic quadrats, covering the subimage y i , where i is an index over the lattice structure. The counts are modeled as a mixture of two Poisson distributions, with constant concentrations λ 1 and λ 2 (expressed in counts per quadrat):
, where η 1 denotes the weight of the first component. This simple model does not account for correlations between neighboring quadrats.
The three parameters λ 1 , λ 2 , and η 1 are determined via the MOMs for Poisson mixtures distribution discussed by Everitt, as described in [26] .
Although inefficient compared to other estimators, this simple method offers a closed-form solution in the case of mixture of two Poisson distributions, which is crucial for the speed of the analysis for such a large quantity of data.
Let Y i be the random variables representing the counts in the quadrat i and y i the measured value of these variables. The first three factorial moments
are matched with empirical moments obtained from y i ,
Since E(H j (Y )|λ k ) = λ k , the equation system for λ 1 , λ 2 , and η 1 becomes
We tested several quadrat sizes, but the results obtained on real images were robust for quadrats of size 20 × 20 pixels and above. However, further study is necessary to select the optimal quadrat size.
2) Concentration Estimation Based on EM Approach: As a second approach, we adopt the method of Byers and Raftery, used in minefield detection [27] . The location of the detected peaks are treated as a mixture of two spatial Poisson processes with different concentrations for foreground and background.
In the case of a single spatial Poisson processes with constant concentration λ, the distribution D k of the distance from a point of the Poisson process to its kth nearest neighbor (k-NN) can be written as
. (10) This leads to the density function
Here λ is measured in counts of single molecules per pixels squared.
The maximum likelihood estimate (MLE) of the rate of the Poisson process isλ
where d i , i = 1, . . . , n are the realizations of the k-NN distances.
In the case of a mixture of two Poisson processes with two intensity rates λ 1 and λ 2 , the model for D k can be written as:
As opposed to the MOMs', η and p represent a proportion of the samples D k . The three unknown parameters that describe the distribution D K : p, λ 1 , and λ 2 , are estimated via the EM algorithm, together with the assignments to components ("missing data") δ i ∈ {0, 1}, where δ i = 1, if the ith point belongs to the first component (signal), and δ i = 0 otherwise.
The expectation step is
and the maximization
As initial values for the three parameters, one can use the results obtained through the MOMs.
III. RESULTS AND DISCUSSION
The performance of the high-resolution microarray image analysis was extensively tested on simulations as well as real images.
A. Evaluation of the Detection Method
The detection algorithm was tested on a set of simulation images with varied image quality parameters (measured by the SNR), as well as several molecule concentrations. Each image is of dimension 512 × 512 pixels and contains N = 10, 50, 100, 500, or 1000 randomly located simulated single molecules.
To a single molecule corresponds a diffraction-limited spot, approximated by a 2-D Gaussian shape, with width s corresponding to the point spread function of the optical system (1.1 pixels [3] in our simulations). Both the constant background intensity and the peak intensity S were chosen on a logarithmic scale between 10 and 100. Noise is generated for each pixel as described in Section II-A.3: the photon count noise was modeled by draws from Poisson distributions, and finally Gaussian noise was added to each pixel from N (0, σ), where σ was chosen as 0%, 5%, 10%, 15%, and 20% of the maximum peak intensity. For this special case of Poisson-Gaussian model described, we used the following dimensionless SNR definition as in [28] : SNR = S/ √ B + σ 2 , where S represents the maximum intensity of the single-molecule profile, B represents the (local) background of the image, and σ represents the standard deviation of the readout noise.
The SNR for our simulations was between 0.9 and 31.6. For each set of parameters, ten images were generated and analyzed. The results are summarized in Fig. 3(a) and (b) . The fraction of correctly detected peaks over the number of simulated peaks gives the ratio of true positives, while the number of detected peaks that do not correspond to any simulated one represent the false positives of the method. For SNR above 10 (our fluorescence reader is at least 10, but more typically exceeds 15 [1] ), the detection rate is higher than 80% true positives for less than 500 simulated molecules per image, and decreases to ∼60% for high concentrations (N = 1000) due to overlapping peaks. Note that at this concentration, regime one can revert to classical ensemble analysis.
The ratio of false positives is below 5% for very low concentrations (N = 10) and substantially lower for N > 100. The detection performance was similar for simulation with the same SNR using different weights of Poisson and Gaussian noise in the generation of the simulated image.
B. Evaluation of Concentration Estimation
The concentration estimation algorithms were tested on data representing the position of single molecules and clutter, respectively. We assumed that signal (molecules' position) has a higher concentration than clutter. For each data set, two spatial Poisson processes are simulated: one of intensity λ 1 inside a disk of radius R (150 pixels in our case) and a second one of intensity λ 2 , independent of the first one, in a rectangle excluding this area. The parameter values were chosen such λ 2 ) parameter pair, ten data sets were generated. The results of the estimation of the signal concentration λ 1 are presented in Fig. 4 . The results in the case of MOM estimation are biased to lower intensities λ 1 than the true value. When the two concentrations are close together, one can see a stronger bias due to the failure of separating the two components of the mixture. In the case of EM estimation, there is almost no bias. The true value belongs to the estimated confidence interval. Although more computationally expensive, the increased accuracy of the EM method makes it preferable to the MOM. The method is insensitive to the shape that has to be detected, allowing for the analysis of anomalous spots due to uneven drying, spotting errors, etc. An example of unusual shape that could be analyzed is shown in Fig. 5 .
C. Correlation Tests
Finally, we have compared the results of our analysis to those obtained by classical low-resolution ensemble analysis on the downscaled images of the same data. Since our method results in peaks/pixel concentrations, while the ensemble approach gives mean pixel intensity values we compare the correlation coefficients of the estimated hybridization measures computed by each method with the ground truth concentrations used in the simulations.
For this purpose, 60 sets of images were generated with SNR between 2.85 and 31.6. Each set of image, characterized by a SNR value, contains 15 images. In each image, single molecules were simulated with concentrations λ 1 ∈ {0.003, 0.005, 0.007, 0.009, 0.01} peaks/pixels inside a disk of radius 150 pixels. The concentration λ 2 of peaks corresponding to clutter outside this disk was also varied from 0.001 to λ 1 − 0.002 by a step of 0.002. In Fig. 1 , the images corresponding to background value λ = 0.003, SNR = 12.52 are shown. The single-molecule simulation procedure is the same as the one described in Section III-A.
We have created the corresponding low-resolution images, by integrating the intensities of the high-resolution images over 20 × 20 pixel patches. The pixel intensities of the downscaled images were modeled as a Gaussian mixture of foreground (signal) and background pixels, respectively, and the parameters of the mixture were estimated via a ML approach. Moreover, we have applied the same downsampling and ML estimating procedure to the original high-resolution image after a wavelet denoising step. Thus, we eliminated the effect of the background on the hybridization measure.
We have compared our analysis also with two state-of-the-art microarray spot segmentation and intensity estimation methods. One segmentation method is based on the Mann-Whitney ranksum statistic (M-W) and is described in [29] . The second one uses a hierarchical Bayes approach to model the microarray spot parameters (spot shape and position, and signal intensity parameters) and uses a Markov chain Monte Carlo(MCMC) algorithm to sample these parameters. The parameter estimates are based on the samples obtained via Gibbs sampling (see [13] for details).
The results are visualized in Fig. 6 . Each point in Fig. 6 corresponds to a correlation coefficient computed between the hybridization measure (the estimated λ 1 values and mean foreground pixel intensities, respectively, corresponding to one of the five methods enumerated above) and the true λ 1 values used in simulations. For the whole range of different SNR corresponding to the test data, our approach (with EM concentration estimation) has higher correlation coefficients than any of the alternative four algorithms.
The lowest correlation value for single-molecule analysis, 0.77, was obtained at SNR = 3.99. Since some of the lowresolution spot analysis have failed for low-SNR image data, we show the results for the data sets with SNR ≥ 5. We mention that the analysis of a low-resolution microarray spot via the MCMC segmentation method takes approximately 10 min [13] for low SNR, this time complexity being a prohibitive factor for use on chips with several thousand spots. Our approach takes approximately 90 s/spot, and significantly less for lowconcentration spots. The mean of the correlation coefficients for these datasets are given in the following. 1) Our approach: 0.969.
2) Low resolution MLE: 0.858.
3) MLE on wavelet-denoised images: 0.809. However, on datasets with SNR > 16, the method outperforms the lowresolution MLE. 4) MCMC segmentation: 0.809. 5) M-W segmentation: 0.709.
IV. CONCLUSION
In this paper, we have presented the analysis of microarray images at single-molecule resolution. The concentration of single molecules as a new measure of hybridization offers attractive advantages in the case of low abundance of target molecules, for background suppression, photon count fluctuation, etc. We have shown that the single-molecule detection algorithm performs well across a wide range of concentrations and image SNRs. The separation of the specifically bound molecules from clutter was also thoroughly tested. Furthermore, we have shown that our approach provides good correlation results for concentrations and SNR values, where the low-resolution methods fail. The algorithms presented in this paper provide validated tools for other techniques based on the observation of individual fluorescent molecules.
