We apply the ideas from optimal design theory to the very specific area of monitoring large computer networks. The behavior of these networks is so complex and uncertain that it is quite natural to use the statistical methods of experimental design which were originated in such areas as biology, behavioral sciences and agriculture, where the random character of phenomena is a crucial component and systems are too complicated to be described by some sophisticated deterministic models. We want to emphasize that only the f i s t steps have been completed, and relatively simple underlying concepts about network functions have been used. Our immediate goal is to initiate studies focused on developing efficient experimental design techniques which can be used by practitioners working with large networks operating and evolving in a random environment.
Introduction
In most cases a computer network can be represented as a graph with a given number of nodes (vertices, or sites) and edges (links, communication channels). Possible objectives of experiment(s) may include evaluating such quantities as the following: delays on a given subset (subset of interest) of edges, processing times at a given subset of nodes, traveling times from one subset of nodes to another, et al. Existing software and hardware allow measuring (see, for instance, Paxson (1997) for details and a comprehensive list of references) a large variety of network performance indicators, i.e., in general our LLmeasurement" is a 1 vector. Types of measurement strategies may be very different. For instance, a meter can be installed at any chosen node to measure input and output flows; a measurement software or hardware device can be placed at a host node, and a preselected set of nodes or edges can be monitored; a practitioner can cooperate with others (i.e., there are a few host nodes) to monitor a network. Thus, if we have an opportunity to plan (design) experiments, we may look for the best subset of host nodes where devices must be allocated, find the most informative subset of nodes and edges to be monitored by the given host, or in the most general setting select the most effective team of host nodes (sites) and match them with the sets of nodes and edges to be monitored. In this paper we confine ourself to the single host problem. Other cases may be analyzed in the same setting but notation and calculus become too complicated and too long to be discussed here.
Our approach is essentially based on the theory of optimal experimental design for correlated observations and particularly on the ideas developed and discussed in Fedorov (1996) and Fedorov and Flanagan (1997).
In Section 2 we introduce the model which consists of two random components: the first one models the network variability, and the second one presents observational errors.
This model results in criteria of optimality which depend on the variance-covariance matrix comprising both types of randomness. We investigate the properties in Section 3 and develop the numerical method of construction of the corresponding designs in Section 4. In Section 4 we consider an example based on data collected from the Energy Sciences Network (ESnet) backbone (c.f. Paxson, 1997) .
Note that we consider the design of nonintrusive experiments, which are very close to what is called "sampling" in more traditional areas of statistics. The active experimentation techniques when the network parameters may be varied (controlled) would provide increased insight on how the particular network is functioning. We leave this more exciting approach for the more mature stages of experimentation on networks.
Model and optimality criteria.
Main assumptions. Let us assume that we have one host and S nodes X = (XI , . . . , xs) to be monitored. As it was mentioned, at every node we can observe a few response variables, such as flow rates, delays in various types of processing, queue lengths, etc. To keep notations simple we consider only the univariate case. The generalization is straightforward (c.f. Fedorov (1972) , Chpt. 5). We admit the possibility of repeated observations. For instance, a selected node may be interrogated several times during a relatively short period. If the long term trends are neglected (or properly eliminated) then the following model may be applied ~j k ( x i ) Introduction of c2 depending on x does not lead to any significant changes and is not considered here. The argument xi may be considered as a descriptor of site i and might be skipped to simplify notations. However, we will continue to use it to make it easier to bridge our results with standard convex design theory. .
Note that in this study we do not use any properties of the set X. For instance, we do not introduce a distance between two points xi and xi' (c.f. Fedorov (1996) ). The concept of a distance is much less natural in communication network measurements than in meteorology or seismology, where the physical distance 11 xi -xi' 11 between observing stations may define the behavior of elements K(xi,xir) of the matrix K as functions of 11 xi -xit 11. Introduction of concepts similar to "distance", such as number of switches or complexity of routes between xi and xi', may lead to more efficient and realistic modeling of communication networks, but it is beyond the scope of this paper.
We assume that for all j the identical (experimental) designs are used: 
where inequality must be understood in the sense of ordering of nonnegative definite matrices (c.f. Horn and Johnson, (1985) , Chpt. 7.7). From (1) and ( 5 ) it follows that
The objective of this study is to provide methods which allow the minimization of some 
where !@ is a selected objective function (criterion of optimality). In (8) the number of nodes (or supporting points) n is fixed. In general, n may be optimized as well.
3 Designs with continuous weights.
Properties of optimal designs. Two features of optimization problem (8) may cause serious computational hurdles: weights pi are discrete, and the optimal number of supporting points must be found, in general. The problem is simplified both theoretically and numerically if we allow weights to be continuous, so that 0 5 pi 5 1, Cy='=, pi = 1, and make n = S. If an optimal n is less than S then some of the weights are zeroes.
Zero weights may necessitate using the limit transition in (7). When n = S and Z coincides with X , then from (7) and the identity it follows that
The regularity of the matrix K is assumed in the latter formula. If Z is a subset of X then the covariance matrix (6) is an obviously defined submatrix of (8) . The subscript S will be skipped if it does not lead to ambiguity.
Using (9) we can reformulate the design problem as
Let us assume that (c.f. Cook and Fedorov A D-optimal design minimizes the maximal variance of prediction:
<* = arg min r n q Dii (<).
E a
In this theorem and in what follows maxi means maximization over all points from X ,
i.e., 1 5 i 5 S. Thus, observations in a D-optimal or minimax design must be placed at points (sites) where prediction might be the worst.
For linear criteria !€'(IF1) = trAD, where A 2 0 is the so-called utility matrix, we have and the following result holds. where y is a small positive number, put at+l = at and go to (a). Otherwise make at+l = at/2 and then go to (a).
Computations may be stopped when at is sufficiently small.
The choice of poi and a0 is a matter of convenience. For instance, the above choice guarantees that no more than a, ' observations are needed to avoid any "fractional" observation in design &, which is a frequent case in the continuous design theory setting. Actually in the "classical" version of the exchange algorithm a equals N -l , where N is a preselected number of observations. Unfortunately, in this case the limit design (if it exists) is generally not an optimal one. That is why we introduced the possibility of infinitely reducing the step length a.
The rule for adding and deleting weights becomes obvious if we note that 
-'B(I + B T A -' B ) B T A -l .
In the versions of (16) and (17) for the deleting procedure ct must be replaced by -It and tt by d.
Similar to the classical results of experimental design theory (see, for instance, Cook and Fedorov (1995)) the following result may be established.
Theorem 4 T h e sequence {ID(&)l} converges and
The proof is based on monotonicity of the iterative procedure, convexity of In 10(<)1 as a function of 5 and Theorem 2.
Note that formulae (15), (16) and their siblings for the deleting steps are very handy recursions for large size problems.
Example
We have used the Department of Energy's ESnet backbone, a portion of the Internet, as a testbed for the numerical procedure proposed in Section 4. Using a network host computer at Oak Ridge National Laboratory, we interrogated 39 other sites (see Table 1 that network routers may give to ping requests, the minimum response time (among three ping requests per interrogation) is used as the response variable. This also reduces the probability of "missing" observations (i.e.' there is more hope that at least one ping out of three will result in a response). All 39 sites were interrogated 50 times in random order. We estimated the elements of matrix K for each pair of sites separately without imposing any 9 conditions like positive-definiteness of K, for instance. We find this very simple approach is sufficient for the current exercise and understand that the estimation of K is a special and very delicate problem which is beyond the scope of this paper. The value of the standard error u was estimated through averaging differences between results of neighbouring in time interrogations over the whole set of interrogations for all sites. We found that u N 8.0ms.
It is not the best estimator, especially if one takes into account an obvious heterogeneity of ESnet. However, for our illustrative purposes it is not important. Note that the structure of an optimal designs depends on the ratio a 2 / N (see Theorems 2 and 3).
The algorithm from Section 3 is used with K replaced by k, and results appear in Table   2 and Figure 1 . Only the diagonal elements of matrix K are listed in Table 2 in order to conserve space. Table 2 also reports the optimal weights for each site and the variance of prediction (the diagonal elements Dii) for the D-optimal continuous and rounded designs.
Also reported is the variance of prediction for the uniform design containing all 39 sites.
The optimal design is nearly four times more efficient than the 39-point uniform design. The number of pings sent to a particular site must be proportional to the corresponding weight.
Obviously, in practice we used "rounded" weights. 6 Acknowledgment.
We thank Steve Batsell for his valuable comments and Tom Dunigan for writing the program to collect the raw ping data. Support from the Oak Ridge National Laboratory Directed
Research and Development Fund is gratefully acknowledged. 
