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Free Probability for Pairs of Faces III:
2-Variables Bi-free Partial S- and
T -Transforms
Dan-Virgil Voiculescu
Abstract. We introduce two 2-variables transforms: the partial
bi-free S-transform and the partial bi-free T -transform. These
transforms are the analogues for the bi-multiplicative and, respec-
tively, for the additive-multiplicative bi-free convolution of the 2-
variables partial bi-free R-transform in our previous paper in this
series.
0. Introduction
In the first paper in this series [9] we proposed an extension of free
probability to systems with left and right variables, based on the notion
of bi-freeness. Due to the recent work ([10], [7], [1], [2], [8], [3], [5])
we already have a much better understanding of bi-free probability.
Here, we complement our paper [10] on the 2-variables bi-free R-
transform with two further 2-variables partial transforms adapted to
the bi-multiplicative operation ⊠⊠ and to the additive-multiplicative
operation ⊞⊠. In view of free-probability it was obvious to use the
letter S for the first transform, while for the second which corresponds
to passing from bi-free pairs (a1, b1), (a2, b2) to (a1 + a2, b1b2) we went
for T the next letter in the alphabet.
Like in the case of addition [10] we found that also for multiplica-
tion instead of our original approach to the one-variable S-transform
[12], one of the proofs of U. Haagerup in [6] was very suitable as a start-
ing point for the bi-free generalization. The additive and multiplicative
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cases being closely related in [6], we will be able to make also substan-
tial use here of our work in [10] on the bi-free partial R-transform.
Since a combinatorial proof for the partial R-transform was found in
[8] and there is also combinatorial work for handling multiplication of
bi-free systems of variables using additive bi-free cumulants [1] it is to
be expected that a combinatorial approach to the 2-variables partial S-
and T -transforms we consider here is possible. On the other hand, the
study of infinite divisibility for additive bi-free convolution of probabil-
ity measures on R2 in [5] may not have an immediate analogue for the
operations considered here, since the result of the operations ⊠⊠ and
⊞⊠ on probability measures seems to produce signed measures only in
general.
The paper has five sections including the introduction and the pre-
liminaries in section 1. The next two sections, sections 2 and 3, deal
with the essential parts of the proofs for the partial S- and respectively
T -transforms. In the last section, section 4, we collect the immediate
consequences of the work in the previous two sections.
1. Preliminaries
1.1. Bi-freeness. For the definition of when two two-faced pairs
(a1, b1) and (a2, b2) in a non-commutative probability space (A, ϕ) are
bi-free we refer the reader to [9]. We should note that in the present
paper we actually will not have to take our arguments all the way to
the technical definition of bi-freeness, since we will in essence take as
starting point a result in [10], which is Lemma 2.3 of the present paper,
giving a certain consequence of bi-freeness. We will also use some of
the simplest properties of bi-freeness and the definition of multiplicative
bi-free convolution [9].
1.2. Notations. The notation we will use like in [10] is a combi-
nation of the usual notation from free probability for the S-transform
([12],[13]) with notations used in the paper of Haagerup ([6]) and some
natural two-variable extensions of these.
If (A, ϕ) is a Banach-algebraic non-commutative probability space,
that is, A is a unital Banach algebra over C and ϕ : A → C is a
continuous functional so that ϕ(1) = 1. If a ∈ A and t, z ∈ C are
so that z1 − a and 1 − ta are invertible we shall consider Ga(z) =
ϕ((z1 − a)−1) and ha(t) = ϕ((1 − ta)
−1). If t 6= 0, then ha(t) =
t−1Ga(t
−1). In the definition of the S-transform we also use ψa(t) =
ha(t)−1, which in part of [6] is also denote la(t). We shall also deal with
certain two variables analogues Ga,b(z, w) = ϕ((z1 − a)
−1(w1 − b)−1)
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and Ha,b(t, s) = ϕ((1 − ta)
−1(1 − sb)−1) where a, b ∈ A, z, w, s, t ∈ C
are such that the inverses of z1 − a, w1− b, 1− ta, 1− sb exist.
If ϕ(a) 6= 0, then ψa(0) = 0, ψ
′
a(0) = ϕ(a) 6= 0 so that ψa has an
inverse function Xa(z) in a neighborhood of 0. The S-transform is then
Sa(z) =
1+z
z
Xa(z). The key property of Sa(z) is that if a1, a2 ∈ (A, ϕ)
with ϕ(a1) 6= 0, ϕ(a2) 6= 0 independent, then Sa,a2(z) = Sa1(z)Sa2(z).
We also recall the R-transform ([11], [13]). LetKa(z) be the inverse
of Ga(z) in a neighborhood of 0 and then Ra(z) = Ka(z)− z
−1.
We will be dealing with these quantities as germs of holomorphic
functions and in this vein say that ha(t) is “holomorphic near 0” or
Ha,b(t, 0) “holomorphic near (0, 0) ∈ C
2”, etc.
We should remark that frequently the indices for previous quantities
are µa, µb, µa,b that is the distributions of the variables, instead of the
variables themselves. Clearly, the quantities
Ga, ha, ψa, Ga,b, Ha,b,Xa, Sa
depend only on the distributions of the variables, the present notation
using the variables is just a convenient abbreviation.
1.3. Formal Power Series. The quantities
Ga, ha, ψa, Ga,b, Ha,b,Xa, Sa
can also be defined in the purely algebraic context when A is an algebra
over C and ϕ : A → C is a linear map. Then
Ga(z) =
∑
n≥0
z−n−1ϕ(an),
ha(t) =
∑
k≥0
tkϕ(ak),
Ga,b(z, w) =
∑
m≥0,n≥0
z−m−1w−n−1ϕ(ambn),
Ha,b(t, s) =
∑
p≥0,q≥0
tpsqϕ(apbq),
and if ϕ(a) 6= 0 also Xa(z) and Sa(z) =
∑
kge0 skz
k are defined as
formal power series. See 4.5 below concerning why proofs carried out
in the Banach algebra context in the end give results which also hold
for formal power series.
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2. The partial bi-free S-transform Sa,b(z, w) for a two-faced
pair of variables
2.1. Throughout section 2 (A, ϕ) will be a unital Banach algebra
A endowed with a unit-preserving linear expectation functional ϕ.
Definition 2.1. If (a, b) is a two-faced pair of non-commutative ran-
dom variables in (A, ϕ) so that ϕ(a) 6= 0, ϕ(b) 6= 0, we define the
2-variables partial bi-free S-transform as the holomorphic function of
(z, w) ∈ (C\{0})2 when z, w are near 0,
Sa,b(z, w) =
z + 1
z
w + 1
w
(
1−
1 + z + w
Ha,b(Xa(z),Xb(w))
)
.
Since this involves only the joint distribution µa,b of (a, b), we shall also
write Sµa,b(z, w) for Sa,b(z, w).
Our aim in section 2 will be to prove the following theorem.
Theorem 2.1. Let (a1, b1) and (a2, b2) be a bi-free pair of two-faced
pairs of non-commutative random variables in (A, ϕ) so that ϕ(a1) 6= 0,
ϕ(a2) 6= 0, ϕ(b1) 6= 0, ϕ(b2) 6= 0. Then we have
Sa1a2,b1b2(z, w) = Sa1,b1(z, w)Sa2,b2(z, w)
for (z, w) ∈ (C\{0})2 near (0, 0).
2.2. In preparation for the proof of the theorem we will have a
few lemmas. The following result is from the paper by Haagerup ([6]),
a proof is given for the reader’s convenience.
Lemma 2.1. Let a1, a2 ∈ (A, ϕ). If t1, t2 ∈ C\{0} are near zero and
satisfy
ha1(t1) = ha2(t2) = h /∈ {0, 1}
then with ρ = (h(h− 1))−1 and
t =
h
h− 1
t1t2
we have
(1− t1a1)(1− ρa1(t1)a2(t2))(1− t2a2) =
1
h
(1− ta1a2).
Proof. We have expanding
(1− t1a1)(1− ρa1(t1)a2(t2))(1− t2a2) = c0 + c1a1 + c2a2 + c3a1a2
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where
c3 = t1t2(1− ρha1(t1)ha2(t2))
= t1t2(1− (h(h− 1))
−1h2) = −
t1t2
h− 1
,
c0 = 1− ρ(1− ha1(t1))(1− ha2(t2))
= 1−
(1− h)2
h(h− 1)
=
1
h
,
c1 = −t1(1 + ρha1(t1)− ρha1(t1)ha2)(t2))
= −t1
(
1 +
h− h2
h(h− 1)
)
= 0,
c2 = −t2(1− 1) = 0,
similarly. Thus c1 = c2 = 0 and
c3/c0 = −t1t2
h
h− 1
= −t.
This gives
c0 + c1a1 + c2a2 + c3a1a2 = c0
(
1 +
c3
c0
t1t2
)
=
1
h
(1− ta1a2).

2.3. In case a1, a2 are freely independent we can produce t1, t2
satisfying the assumptions of the preceding lemma using the quantities
in the definition of the S-transform ([12]).
Lemma 2.2. Assume a1, a2 ∈ (A, ϕ) are freely independent and
ϕ(ak) 6= 0, k = 1, 2. Then for z sufficiently close to 0 taking tk =
Xak(z), k = 1, 2, we have that
ha1(t1) = ha2(t2) = z + 1
and if, moreover, z 6= 0 then we also have
t =
z + 1
z
t1t2 = Xa1a2(z) and ha1a2(t) = z + 1.
Further, if z 6= 0 and ρ = (z(1 + z))−1, then
(1− t1a1)(1− ρa1(t1)a2(t2))(1− t2a2) =
1
z + 1
(1− ta1a2).
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Proof. Since ψak(z) = hak(z)− z and Xak is the inverse of ψak we get
that tk = Xak(z) will satisfy hak(tk) = z+1, k = 1, 2, and we can apply
Lemma 2.1 to these t1, t2 to get the remaining assertions. Note that if
z 6= 0 is sufficiently close to 0, then z + 1 /∈ {0, 1}. Then also
t =
z + 1
z
t1t2 =
z
z + 1
(
z + 1
z
t1
)(
z + 1
z
t2
)
=
z
z + 1
Sa1(z)Sa2(z) =
z
z + 1
Sa1a2(z) = Xa1a2(z).

2.4. The next result we record as a lemma is a variant of a result
from Part II ([10], Lemma 2.9). The proof being the same, with the
only difference that ‖ρa1(t1)a2(t2)‖ < 1, ‖σb1(s1)b2(s2)‖ < 1 are now
among the assumptions, instead of assuming |ρ| < C, |σ| < C and
deriving these inequalities from ‖ak(tk)‖ → 0, ‖bk(sk)‖ → 0 as tk → 0,
sk → 0.
Lemma 2.3. Assume the two-faced pairs (a1, b1), (a2, b2) in (A, ϕ) are
bi-free and that ‖ρa1(t1)a2(t2)‖ < 1, ‖σb1(s1)b2(s2)‖ < 1, ‖tkak‖ < 1,
‖skbk‖ < 1, where ρ, σ, t1, t2, s1, s2 ∈ C. Then we have
ϕ(((1− t1a1)(1− ρa1(t1)a2(t2))(1− t2a2))
−1
((1− s1b1)(1− σb1(s1)b2(s2))(1− s2b2))
−1)
=
(ϕ((a1(t1)b1(s1)) + ha1(t1)hb1(s1))(ϕ((a2(t2)b2(s2)) + ha2(t2)hb2(s2))))
1− ρσϕ(a1(t1)b1(s1))ϕ(a2(t2)b2(s2))
.
2.5. We can now start combining the preceding results in the next
lemma.
Lemma 2.4. Assume the two-faced pairs (a1, b1) and (a2, b2) in (A, ϕ)
are bi-free and assume that ϕ(ak) 6= 0, ϕ(bk) 6= 0, k = 1, 2. If z, w ∈
C\{0} are sufficiently close to 0 then
t = Xa1a2(z), tk = Xak(z), s = Xb1b2(w),
sk = Xbk(z), k = 1, 2, will be 6= 0 and will also satisfy ‖(z(z +
1))−1a1(t1)a2(t2)‖ < 1 and ‖(w(w + 1))
−1b1(s1)b2(s2)‖ < 1 and
ha1a2(t) = ha1(t1) = ha2(t2) = z + 1 /∈ {0, 1}
hb1b2(s) = hb1(s1) = hb2(s2) = w + 1 /∈ {0, 1}.
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Moreover, we have:
(z + 1)(w + 1)Ha1a2,b1b2(t, s)
=
Ha1,b1(t1, s1)Ha2,b2(t2, s2)
1− 1
zw(z+1)(w+1)
(Hz1,b1(t1, s1)− (z + 1)(w + 1))(Ha2,b2(t2, s2)− (z + 1)(w + 1))
.
Proof. As we saw in Lemma 2.2, since ψa(z) = ha(z)−1, if ϕ(a) 6= 0, so
that ψ′a(0) = ϕ(a) 6= 0 and Xa(z) exists, we have ha(Xa(z)) = z +1 for
z in a neighborhood of 0. This takes care of the fact that the assump-
tions for the application of Lemma 2.1 to a1, a2, t1, t2 and, respectively,
b1, b2, s1, s2 are satisfied. The fact that ‖(z(z+1))
−1a1(t1)a2(t2)‖ → 0 as
z → 0, z 6= 0 follows from ‖ak(tk)‖ = O(|tk|) = O(|Xak(z)|) = O(|z|)
so that ‖(z(z + 1))−1a1(t1)a2(t2)‖ = O(|z|) as z → 0. Similarly, if
w 6= 0, ‖(w(w + 1))−1b1(s1)b2(s2)‖ → 0 as w → 0. This verifies that
the assumptions for the application of Lemma 2.3 are satisfied.
In view of Lemma 2.1, the left-hand side of the equality in Lemma 2.3
becomes for the present choice of t1, t2
(z+1)(w+1)ϕ((1−ta1a2)
−1(1−sb1b2)
−1) = (z+1)(w+1)Ha1a2,b1b2(t, s).
On the other hand, the numerator of the right-hand side of the
equality in Lemma 2.3 is
Ha1,b1(t1, s1)Ha2,b2(t2, s2)
because
Ha1,b1(t1, s1) = ϕ((a1(t1) + ha1(t1)1)(b1(s1) + hb1(s1)1))
= ϕ(a1(t1)b1(s1)) + ha1(t1)hb2(s2)
and a similar equality holds for Ha2,b2(t2, s2). Further on, the denomi-
nator of the right-hand side in Lemma 2.3 is
1− ρσϕ(a1(t1)b1(s1))ϕ(a2(t2)b2(s2)) =
1−
1
z(z + 1)w(w + 1)
(Ha1,b1(t1, s1)
− (z + 1)(w + 1))(Ha2,b2(t2, s2)− (z + 1)(w + 1))
which concludes the proof. 
2.6. Proof of Theorem 2.1. The equality to be proved in The-
orem 2.1 is just another form of the equality in Lemma 2.4 and can be
obtained from the lemma by some simple algebraic manipulation.
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It will be convenient to use some abbreviated notation:
(z + 1)(w + 1) = β, zw = α
Ha1,b1(t1, s1) = H1, Ha2,b2(t2, s2) = H2
Ha1a2,b1b2(t, s) = H12.
Since we have t1 = Xa1(z), t2 = Xa2(z), t3 = Xa3a2(z) and similar for-
mulas for s1, s2, s, we see that the equality to be proved in Theorem 2.1
is:
β
α
(
1 +
α− β
H12
)
=
β
α
(
1 +
α− β
H1
)
β
α
(
1 +
α− β
H2
)
.
On the other hand the equality in the lemma after taking inverses gives
1
βH12
=
1
H1H2
−
1
αβ
(H1 − β)(H2 − β)
H1H2
.
This gives
1
βH12
=
1
H1H2
(
1−
β
α
)
+
1
α
(
1
H1
+
1
H2
)
−
1
αβ
.
The right-hand side becomes successively
1
α(α− β)
(
(α− β)2
H1H2
+
α− β
H1
+
α− β
H2
)
−
1
αβ
=
1
α(α− β)
(
α− β
H1
+ 1
)(
α− β
H2
+ 1
)
−
1
α
(
1
α− β
+
1
β
)
=
1
α(α− β)
(
α− β
H1
+ 1
)(
α− β
H2
+ 1
)
−
1
β(α− β)
.
Hence the equality in the lemma gives
1
β(α− β)
(
α− β
H12
+ 1
)
=
1
α(α− β)
(
α− β
H1
+ 1
)(
α− β
H2
+ 1
)
.
Multiplying with β
2(α−β)
α
we get
β
α
(
α− β
H12
+ 1
)
=
β2
α2
(
α− β
H1
+ 1
)(
α− β
H2
+ 1
)
,
which concludes the proof. 
3. The partial bi-free T -transform Ta,b(z, w) for a two-faced
pair of variables
3.1. Throughout section 3 (A, ϕ) will be a unital Banach alge-
bra A endowed with a unit-preserving linear expectation functional ϕ.
The T -transform will be a transform adapted to the bi-free additive-
multiplicative convolution, which could be denoted ⊞⊠. It corresponds
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to the operation on bi-free two-faced pairs of variables (a1, b1), (a2, b2)
which yields (a1 + a2, b1b2).
Definition 3.1. If (a, b) is a two-faced pair in (A, ϕ), so that ϕ(b) 6= 0,
we define the 2-variables T -transform as the holomorphic function of
(z, w) ∈ (C2\{0})2 near (0, 0) ∈ C2
Ta,b(z, w) =
w + 1
w
(
1−
z
Fa,b(Ka(z),Xb(w))
)
where Fa,b(t, s) = ϕ((t − a)
−1(1 − sb)−1). Since this involves only the
joint distribution of (a, b) we shall also write Tµa,b instead of Ta,b.
Our aim in section 3 will be to prove the following theorem.
Theorem 3.1. Let (a1, b1) and (a2, b2) be a bi-free pair of two-faced
pairs of non-commutative random variables in (A, ϕ), so that ϕ(b1) 6=
0, ϕ(b2) 6= 0. Then we have
Ta1,b1(z, w)Ta2,b2(z, w) = Ta1+a2,b1b2(z, w)
if (z, w) ∈ (C\{0})2 are near (0, 0).
3.2. The proof will be along similar lines to the proofs of the
partial bi-free R and S transforms. For the right half of T , which is
multiplicative, we will be able to use lemmas from section 2. To deal
with the left half, the additive half, of Ta,b some of the material used
in [10] can also be used here. Since this is another paper we will recall
the facts we need, sometimes leaving out the proofs.
3.3. The lemma which follows gives a result from the paper by
Haagerup [6], which we also used in [10] and accompanied there by a
proof, which will be omitted this time.
Lemma 3.1. Let a1, a2 ∈ (A, ϕ) and assume t1, t2 ∈ C are sufficiently
close to zero and satisfy t1ha1(t1) = t2ha2(t2) and ρ = (ha1(t1)ha2(t2))
−1
and t =
t1ha1(t1)
ha1(t1)+ha2(t2)−1
are defined. Then we have
(1−t1a1)(1−ρa1(t1)a2(t2))(1−t2a2) =
ha1(t1) + ha2(t2)− 1
ha1(t1)ha2(t2)
(1−t(a1+a2)).
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3.4. In case a1, a2 are freely independent we can produce t1, t2
satisfying the assumptions of the preceding lemma using the quantities
involved in the definition of the R-transform ([11]).
Lemma 3.2. Assume a1, a2 are freely independent in (A, ϕ) then if
z ∈ C\{0} is sufficiently close to zero taking tk = (Kak(z))
−1 we
will have t1ha1(t1) = t2ha2(t2) = z and ρ = (ha1(t1)ha2(t2))
−1, t =
t1ha1(t1)
ha1(t1)+ha2(t2)−1
will be defined and |ρ| < 2. Moreover, we will also have:
ha1+a2(t) = ha1(t1)+ha2(t2)−1 and tha1+a2(t) = t1ha1(t1) = t2ha2(t2).
Proof. We have that if tk = (Kak(z))
−1 then tkhak(tk) = Gak(t
−1
k ) =
Gak(Kak(z)) = z. This also gives in view of the freeness of a1, a2 that
if z 6= 0 is close to zero:
(Ka1+a2(z))
−1 = (Ka1(z) +Ka2(z)− z
−1)−1
= (t−11 + t
−1
2 − (hak(tk)tk)
−1)−1
= tkhak(tk)(ha1(t1) + ha2(t2)− 1)
−1 = t
and hence tha1+a2(t) = Ga1+a2(Ka1+a2(z)) = z. Moreover this also gives
z(ha1(t1) + ha2(t2)− 1)
−1 = t = z(ha1+a2(t))
−1
which implies
ha1+a2(t) = ha1(t1) + ha2(t2)− 1.
Remark also that if z → 0 then Kak(z) → ∞ so that tk → 0 and
hak(tk) → 1. Thus if z is close to 0 we will have ρ close to 1, in
particular |ρ| < 2. 
3.5. We will now apply Lemma 2.3 with t1, t2, t, ρ chosen like in
Lemma 3.2 and s1, s2, s, σ as in Lemma 2.2.
Lemma 3.3. Let (a1, b1) and (a2, b2) be two two-faced pairs in (A, ϕ),
which are bi-free and assume ϕ(bk) 6= 0, k = 1, 2. Let further z, w ∈
C\{0} be sufficiently close to 0 and let t = (Ka1+a2(z))
−1, tk = (Kak(z))
−1,
s = Xb1b2(w), sk = Xbk(w), k = 1, 2. Then we have:
t
t1t2
z(w + 1)Ha1+a2,b1,b2(t, s)
=
Ha1,b1(t1, s1)Ha2,b2(t2, s2)
1− t1t2
z2
· 1
w(w+1)
(
Ha1,b1(t1, s1)−
z(w+1)
t1
)(
Ha2,b2(t2, s2)−
z(w+1)
2
) .
Proof. We shall apply Lemma 2.3 with a1, a2, b1, b2, t1, t2, s1, s2 as
specified in the statement of the present lemma and ρ = (ha1(t1)ha2(t2))
−1,
σ = (hbk(sk)(hbk(sk) − 1))
−1. For z close to 0, tk are also close to 0
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and hence ρ will be close to 1 while ‖ak(tk)‖ will also be close to 0,
so that the condition ‖ρa1(t1)a2(t2)‖ < 1 will be satisfied. Similarly,
if w is close to 0, as explained in the proof of Lemma 2.4, we have
σ = (w(w + 1))−1 and we will have ‖σb1(s1)b2(s2)‖ < 1 since it is
O(|w|) as w → 0. Also clearly ‖tkak‖ < 1, ‖skbk‖ < 1 are satisfied for
small z and w.
In view of Lemma 3.2 and of Lemma 3.1 we have
(1− t1a1)(1− ρa1(t1)a2(t2))(1− t2a2)
=
ha1(t1) + ha2(t2)− 1
ha1(t1)ha1(t2)
(1− t(a1 + a2))
=
ha1+a2(t)
ha1(t1)ha2(t2)
(1− t(a1 + a2))
=
t1t2
tz
(1− t(a1 + a2).
Similarly using Lemma 2.2 and Lemma 2.1 we have
(1− s1b1)(1− σb1(s1)b2(s2))(1− s2b2) =
1
w + 1
(1− sb1b2).
It follows that the left-hand side of the formula in Lemma 2.3 equals
tz(w + 1)
t1t2
Ha1+a2,b1b2(t, s).
The numerator of the right-hand side in Lemma 2.3 always equals
Ha1,b1(t1, s1)Ha2,b2(t2, s2). To see that also the denominator in the right-
hand side of the present lemma equals the denominator in the right-
hand side of the formula in Lemma 2.3 it suffices to notice in addition
to the fact that σ = (w(w+1))−1 also that ρ = (ha1(t1)ha2(t2))
−1 = t1t2
z2
and that hak(tk)hbk(sk) =
z
tk
(w + 1). 
3.6. Proof of Theorem 3.1. To prove the theorem we need to
work more on the equality in Lemma 3.3. It will be convenient to
abbreviate notation by writing Hk for Hak,bk(tk, sk), k = 1, 2 and H12
forHa1+a2,b1b2(t, s). Taking inverses the equality in Lemma 3.3 becomes
t1t2
tz(w + 1)
·
1
H12
=
1
H1H2
(
1−
w + 1
w
)
−
t1t2
z2w(w + 1)
+
1
H1
·
t2
zw
+
1
H2
·
t1
zw
.
We use now tHa,b(t, s) = Fa,b(t
−1, s) and the abbreviations
Fk = Fak ,bk(t
−1
k , sk), F12 = Fa1+a2,b1b2(t
−1, s).
12 DAN-VIRGIL VOICULESCU
We have after multiplying by (t1t2)
−1w
w
z(w + 1)
1
F12
= −
1
F1F2
−
1
z2(w + 1)
+
1
z
·
1
F1
+
1
z
·
1
F2
= −
(
1
F1
−
1
z
)(
1
F2
−
1
z
)
+
w
z2(w + 1)
.
Multiplying with −
(
z(w+1)
w
)2
and moving terms we get
w + 1
w
(
1−
z
F12
)
=
w + 1
w
(
1−
z
F1
)
·
w + 1
w
(
1−
z
F2
)
which is what we wanted to prove. 
4. Concluding remarks
4.1. After having established the transforms in the preceding two
sections, it will be now easy to get some improvements of the results
and derive some consequences in the present section.
4.2. Analytic extension. In Definitions 2.1 and 3.1 the S and T
transforms were defined assuming that the variables satisfy z 6= 0 and
w 6= 0. These conditions will be removed now.
Proposition 4.1.
a) The transform Sa,k(z, w) extends to a holomorphic function of
(z, w) in a neighborhood of (0, 0) ∈ C2.
b) The transform Ta,b(z, w) extends to a holomorphic function of
(z, w) ina neighborhood of (0, 0) ∈ C2.
Proof. a) We recall that if ϕ(a) 6= 0, ϕ(b) 6= 0
Sa,b(z, w) =
z + 1
z
w + 1
w
(
1−
1 + z + w
Ha,b(Xa(z),Xb(w)
)
was defined originally for (z, w) ∈ (C\{0})2 close to (0, 0). We have
Ha,b(t, s) =
∑
p≥0,q≥0 t
psqϕ(apbq) in a neighborhood of (0, 0) so that
Ha,b(t, s) = ha(t) + hb(s)− 1 + stη(s, t)
where η(s, t) is a holomorphic function of (s, t) in a neighborhood of
(0, 0). Using ha(Xa(z)) = z + 1, hb(Xb(w)) = w + 1 we get
Sa,b(z, w) =
z + 1
z
w + 1
w
Xa(z)Xb(w)η(Xa(z),Xb(w))
Ha,b(Xa(z),Xb(w))
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which gives a holomorphic function in a neighborhood of (0, 0) since
z−1Xa(z) and w
−1Xb(w) have removable singularities at 0, their values
at 0 being (ϕ(a))−1 and (ϕ(b))−1 and moreover Ha,b(Xa(0),Xb(0)) = 1.
b) Similarly, if ϕ(b) 6= 0 we had defined
Ta,b(z, w) =
w + 1
w
(
1−
z
Fa,b(Ka(z),Xb(w))
)
where (z, w) ∈ (C\{0})2 are close to (0, 0). Here
Fa,b(t, s) = ϕ((t1− a)
−1(1− sb)−1)
=
∑
p≥0,q≥0
t−p−1sqϕ(apbq)
= Ga(t) + sθ(t, s)
where θ(t, s) ∈
∑
p≥0,q≥0 t
−p−1sq−1ϕ(apbp) is holomorphic in a neigh-
borhood of (∞, 0) ∈ (C ∪ {∞}) × C. Since Ga(Ka(z)) = z, Ka(z) =
zT−1K˜(z) where K˜(z) = 1+zRa(z) is holomorphic near 0 and Xb(s) =
wX˜ (w) where X˜ is holomorphic for w in a neighborhood of 0 we get
that
Ta,b(z, w) =
w + 1
w
Xb(w)Θ(Ka(z),Xb(w)
z−1Fa,b(Ka(z),Xb(w))
=
(w + 1)X˜ (w)Θ(Ka(z),Xb(w))
z−1Fa,b(Ka(z),Xb(w))
.
Since Ka is analytic from a neighborhood of 0 to a neighborhood of∞,
Θ(Ka(z),Xb(w)) is holomorphic in a neighborhood of (0, 0) ∈ C
2 and
thus the numerator in the last formula is holomorphic near 0. On the
other hand the denominator is∑
p≥0,q≥0
zp(K˜(z))−p−1(Xb(w))
qϕ(apbp)
which is holomorphic in a neighborhood of (0, 0) ∈ C2 and equal 1 when
z = 0, w = 0. Hence Ta,b(z, w) extends to a holomorphic function of
(z, w) in a neighborhood of (0, 0). 
Remark 4.1. In view of Proposition 4.1 we will go beyond Defi-
nition 2.1 and Definition 3.1 from now on and view Sa,b(z, w) and
Ta,b(z, w) as defined in a neighborhood of (0, 0).
4.3. The case of factorizing 2-band moments. In a sense the
transforms Sa,b(z, w) and Ta,b(z, w), behave “like covariances”, that is
they are trivial in the case of a and b which behave like classically
independent.
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Proposition 4.2. Let a, b ∈ (A, ϕ) be such that ϕ(apbq) = ϕ(ap)ϕ(aq)
for al p ≥ 0, q ≥ 0. Then if ϕ(b) 6= 0 we have Ta,b(z, w) = 1 and if
additional also ϕ(a) 6= 0 then
Sa,b(z, w) = 1.
Proof. Under the assumptions in the proposition we have Fa,b(t, s) =
Ga(t)hb(s) and Ha,b(t, s) = ha(t)hb(s). Hence we have
Fa,b(Ka(z),Xb(w)) = Ga(Ka(z))Ha(Xb(w)) = z(w + 1)
and
Ha,b(Xa(z),Xb(w)) = ha(Xa(z))hb(Xb(w)) = (z + 1)(w + 1).
This gives
Ta,b(z, w) =
w + 1
w
(
1−
z
z(w + 1)
)
= 1
and
Sa,b(z, w) =
z + 1
z
w + 1
w
(
1−
1 + z + w
(z + 1)(w + 1)
)
= 1.

Remark 4.2. Perhaps an adjective to point out this behavior of these
transforms could be to say they are “reduced” transforms. For the
partial two-variable R-transform there is a part of it which should be
called the “reduced” transform, we will use R˜ instead of R for it:
R˜a,b(z, w) = 1−
zw
Ga,b(Ka(z), Kb(w))
.
Under the factorization assumption in Proposition 4.2 we haveGa,b(z, w) =
Ga(z)Gb(w) and here
Ga,b(Ka(z), Kb(w)) = Ga(Ka(z))Gb(Kb(w)) = zw
so that R˜a,b(z, w) = 0 in this case.
4.4. Operations applied to probability measures yield signed
measures. In free probability and free convolution operations yield
free convolution operations on certain probability measures. The same
happens with additive bi-free convolution and compact support prob-
ability measures on R2. It seems that for the operations ⊠⊠ and ⊠⊞
and probability measures with compact support on (0,∞)×(0,∞) and,
respectively, (0,∞)×R one gets only signed measures with finite total
variation and integral 1. This is easily seen from the following consid-
erations. In the first case probability measures on (0,∞)× (0,∞) with
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compact support µ and ν will be the distribution of two two-faced pairs
(a1, b1) and (a2, b2) in a C
∗-probability space (A, ϕ) which are bi-free
and where ak, bk are ≥ 0 and invertible and [ak, bl] = 0, 1 ≤ k, l ≤ 2.
Then the moments ϕ((a1a2)
p(b1b2)
q) p ≥ 0, q ≥ 0 can also be writ-
ten in the form ϕ(a
1/2
1 b
1/2
1 (a
1/2
1 a2a
1/2
1 )
p(b
1/2
1 b2b
1/2
1 )
qb
−1/2
1 a
−1/2
1 ). Clearly
a
1/2
1 a2a
1/2
1 and b
1/2
1 b2b
1/2
1 are commuting positive invertible operators,
while the functional ψ on A defined by ψ(a) = ϕ(a
1/2
1 b
1/2
1 ab
−1/2
1 a
−1/2
1 )
is a bounded functional with ψ(1) = 1. This translates into µ ⊠ ⊠ν
being a complex measure of bounded total variation and integral 1.
Similarly for ⊠⊞ we consider ak ≥ 0 invertible, bk = b
∗
k, [ak, bl] = 0
and (a1, b1) and (a2, b2) bi-free in (A, ϕ). Then we have that the mo-
ments ϕ((a1a2)
p(b1 + b2)
q) can also be written ϕ(a
1/2
1 (a
1/2
1 a2a
1/2
1 )
p(b1 +
b2)
qa
−1/2
1 ) or ψ((a
1/2
1 a2a
1/2
1 )
p(b1 + b2)
q) where ψ(a) = ϕ(a
1/2
1 aa
−1/2
1 ).
Again the result µ⊠⊞ν, where µ, ν are probability measures on (0,∞)×
R, is a complex measure on (0,∞) × R with compact support, fi-
nite total variation and integral 1. To see that the complex measures
are actually signed measures, it suffices to remark that the moments
ϕ((a1a2)
p(b1b2)
q) in the first case and ϕ((a1a2)
p(b1 + b2)
q) in the sec-
ond case are real numbers. This is indeed so for the general reason
that (ak, bk) can be realized, as long as we look only at moments, as
the multiplication operators in the real Hilbert spaces L2red(R
2, dµ),
L2real(R
2, dν) with state vector the constant function 1. The free prod-
uct of these real vector spaces with state-vector can be then carried out
over R and the left and right operators we get on the real free product
have then real moments.
4.5. The S- and T -bifree partial transforms in the general
algebraic setting and formal power series. The two-variables par-
tial S- and T -transforms can also be defined in the purely algebraic
context as formal power series with complex coefficients and the ana-
logues of Theorem 2.1 and Theorem 3.1 remain valid. This is due to
the fact that these relations boil down to polynomial relations between
moments under bi-freeness assumptions an that the non-commutative
variables in the Banach-algebra context are sufficiently general to in-
sure that the polynomial relations hold in general. (Concerning the
free convolutions handled in very general algebraic settings see [4].)
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