Abstract. We generalize a method of Conrey and Ghosh [CG88] to prove quantitative estimates for simple zeros of modular form L-functions of arbitrary conductor.
Introduction
Let f ∈ S k (Γ 1 (N)) be a classical holomorphic modular form of weight k and level N. Assume that f is primitive, meaning that it is a normalized Hecke eigenform in the new subspace. Then it has a Fourier expansion of the shape
where the λ f (n) are multiplicative and satisfy the Ramanujan bound |λ f (n)| ≤ d(n). Let Λ f (s) = Γ C (s + In [MN14] , the second and third authors showed that if Λ f (s) satisfies the Generalized Riemann Hypothesis, then N s f (T ) ≥ T (log T ) −ε for any fixed ε > 0 and all sufficiently large T > 0. Unconditionally, when N = 1 and k = 12, Conrey and Ghosh [CG88] showed that −ε .
Moreover, their proof works more generally for N = 1 and arbitrary k, provided that N s f (T ) is not identically 0. In light of the first author's result [Boo16] that N s f (T ) → ∞ as T → ∞, (1.1) holds for all primitive f of conductor 1.
In this paper we aim to prove similar unconditional quantitative estimates of simple zeros for primitive forms of arbitrary conductor N. However, we encounter some obstacles that are reminiscent of the well-known difficulty of extending Hecke's converse theorem to arbitrary conductor, and are not present for N = 1. Taking inspiration from Weil's generalization [Wei67] of Hecke's converse theorem, we consider character twists. For (ii) Λ f (s) has simple zeros with real part arbitrarily close to 1.
Remarks.
(1) The exponent 1 6
in (1.1) is related to the best known subconvexity estimate for modular form L-functions in the t aspect; it can be replaced by any δ > 0 such that
−δ+ε holds for all primitive forms f and all ε > 0. In [BMN17] we showed that δ = 1 6 is admissible.
(2) In Theorem 1.1, one can take the conductor of χ to be 1 or a prime number bounded by a polynomial function of N. (3) The proof of Theorem 1.2 makes use of the idea originating with Conrey and Ghosh [CG88] of twisting the coefficients of L f (s) by (−1) n to prevent the main terms of our estimate from cancelling out. This relies implicitly on the fact that there is no primitive Dirichlet character of conductor 2, and is the ultimate reason for our restriction to odd N. (4) The improved estimate in Theorem 1.2 in the Galois and CM cases arises from Coleman's Vinogradov-type zero-free region for Hecke L-functions [Col90] .
Dirichlet series
In order to establish the existence of simple zeros it is useful to study not only L f (s), but some related Dirichlet series and their additive twists. This is one of the central ideas in [CG88] . A key role is played by the series
which has a meromorphic continuation to C with poles precisely at the simple zeros of L f (s) (including the trivial zeros s =
1−k 2
− n for n = 0, 1, 2, . . .). For α ∈ Q × and χ a Dirichlet character, let
Let ξ denote the nebentypus character of f . Set Q(N) = {1} ∪ {q prime : q ∤ N}, and for each q ∈ Q(N), define the rational functions
These are such that, if
For any a ∈ Z coprime to q, we define
f,a,q and their twists, we define completed versions Λ f , ∆ f , ∆ f,a,q , ∆ * f,a,q obtained by multiplying by Γ C (s+
is the root number of f and Na denotes a multiplicative inverse of Na (mod q).
Proof. For q = 1 the result follows immediately from [Boo16, (4)], so we may assume that q is prime. Let χ be a Dirichlet character of conductor q. Then the complete twisted L-function Λ f (s, χ) satisfies the functional equation
where ǫ ∈ C × is the root number of f . Applying [Boo16, (4)] to f ⊗ χ, we thus have (2.2)
) .
Next, we have
where χ 0 is the trivial character mod q. Combining this with (2.1) we get
Note in particular that D f,a,q (s) is a ratio of entire functions of finite order, with at most simple poles, and every pole is located at a simple zero of either
Note that P f,q satisfies the functional equation
and thus, by [Boo16, (4)],
Thus, replacing f byf , s by 1 − s, a by −Na and χ by χ in (2.3), we get
Applying the functional equations (2.2) and (2.4), together with the relation τ (χ)τ (χ) = χ(−1)q, we thus have
Finally, applying the classical Voronoi formula [KMV02, p.179, (A.10)]
we conclude the proof.
Next we define
where (y − iα)
is defined in terms of the principal branch of log(y − iα). Our goal for the remainder of this section is to derive the following expression for the Mellin transform of S f,a,q (y, α), up to a holomorphic function on {s ∈ C : ℜ(s) > 0}: Proposition 2.2. Let f, a, q be as in Proposition 2.1, and let α ∈ Q × . Define
The proof will be carried out in several lemmas, and involves the following auxiliary functions defined on H = {z ∈ C : ℑ(z) > 0}:
and
Fix a choice of f , q, a and α for the remainder of this section. We first derive the following expression for S f,a,q . Lemma 2.3. For z = α + iy ∈ H, we have
Proof. Let 0 < ε < 1 2
. For z ∈ H we define
For the remainder of the proof we let z = α + iy. Since ∆ * f,a,q (s) is a ratio of entire functions of finite order with at most simple poles, by the calculus of residues we have
Note that the residue term at s = 0 vanishes unless k = 1. We have
By the functional equation, we have
, where
Making the substitution s → 1 − s in (2.10), we get (2.12)
Next, note that the integrand in (2.11) is holomorphic for −
. Moving the contour to ℜ(s) = k 2 , we get a contribution from the pole at s = 0 (present only when k = 1) of
The reflection formula for Γ implies that ψ
, so
).
Therefore
By applying (2.8), (2.12) and by setting A(z) = I L2A (z) and B(z) = I L2B (z), we establish Lemma 2.3.
Next we evaluate
, considering each term on the right-hand side of (2.7) in turn. Proof. From the definition of F we compute that
Moreover, F (α + iy) decays exponentially as y → ∞, so the contribution to the integral from y > |α|/4 is entire.
Lemma 2.5. For any M ∈ Z ≥0 , (2.13)
continues to a holomorphic function on {s ∈ C : ℜ(s) > 1 − M}.
Proof. As the proof of this lemma is very similar to that of [Boo16, Lemma 5], we just provide a sketch and refer to the appropriate parts of loc. cit. for the relevant details. Fix y ∈ (0, |α|/4], and set z = α + iy, β = −1/Nq 2 α, and u = y/α. It may be checked that
It was shown in [Boo16, p. 820] that
and for M, K ∈ Z ≥0 and |u| ≤ 1 4
Thus, we obtain (2.14)
Nq 2 α 2 .
By the choice K = ⌊ k−1 2 ⌋ + 2, the error term converges and is O M (y M −K ). For the other term note that
Inserting this in the last term of (2.14) and using the Chu-Vandermonde identity
we arrive at
Taking the Mellin transform of both sides over (0, |α|/4], we see that (2.13) is holomorphic for ℜ(s) > 2 − M. Finally, replacing M by M + 1 and discarding the final term of the sum concludes the proof of the lemma. continues to an entire function of s.
, where φ(x) = By Mellin inversion, (2.15)
). Thus for z ∈ H,
where the last step follows from (2.15). For z = α + iy this simplifies to (2.16)
φ(x)e(αnx)e −2πnxy dx.
Using this expression, it follows that (2.17)
For j = 0, 1, 2, . . ., define the sequence of functions φ j (x, s) by
Integrating by parts, continues to an entire function of s.
Proof. Following the proof of [Boo16, Lemma 6], we obtain
Hence, dy y < ∞ for some σ ≥ 0, then the integral defining I f,a,q,α (s) converges absolutely for ℜ(s) > σ, and hence I f,a,q,α (s) is holomorphic in that region.
Estimates for
|γ| .
Proof. We begin by establishing, for s = σ + it and σ ∈ [ , 1],
|t| log 2 τ, where τ = |t| + 2. By [BMN17, Theorem 1.1], we have
+ it) ≪ τ 1 3 log τ. By the Phragmén-Lindelöf principle, using + it) ≪ τ 1 3 log 2 τ . By Cauchy's inequality and Rankin's estimate n≤x |λ f (n)| 2 ≪ x, we get
for ε > 0. Another application of the Phragmén-Lindelöf principle yields
, 1]. This, together with the Stirling formula estimate
. Differentiating the functional equation we obtain
where |ǫ| = 1. Applying (3.3) to Λ ′f (1 − ρ) it follows that
Combining (3.3) and (3.4) we obtain (3.1).
Lemma 3.2. Let f, a, q be as in Proposition 2.1, and let α ∈ Q × . Then for any fixed ε > 0 and all σ ∈ [ε, 2],
Proof. Throughout this proof we let ρ = β + iγ denote a pole of ∆ * f,a,q (s), and we set τ = 2 + |γ|. Recalling (2.5), observe that (y − iα)
Next, we treat the residue in (2.5). By (2.3), the poles of ∆ * f,a,q (s) arise from poles of ∆ f (s) and ∆ f (s, χ) with χ = χ 0 . The contributrion of an individual term of (2.3) to Res s=ρ ∆ * f,a,q (s), if nonzero, is of the form
Applying Lemma 3.1 (possibly replacing f by f ⊗ χ) to each of these expressions, it follows that (3.7) Res
It follows from (2.5), (3.6), and (3.7) that
By considering cases and using the bound arctan u ≥
, we have
for y ∈ 0, By the variable change u = cτ y, the last integral equals (3.12) 1 (cτ )
and thus (3.13)
For a meromorphic function h on {s ∈ C : ℜ(s) > 1}, define Θ(h) = inf θ ≥ 0 : h continues analytically to {s ∈ C : ℜ(s) > θ} .
Then, given two such functions, h 1 and h 2 , we have (3.14)
, with equality when Θ(h 1 ) = Θ(h 2 ).
We also set (1−θ f,a,q (T ))
(1 − θ f,a,q (T )) log 2 T , and there are arbitrarily large T > 0 such that (3.18) N s f,a,q (T ) ≥ log log log T.
Proof. Let β n + iγ n run through the poles of ∆ * f,a,q (s), in increasing order of |γ n |. For brevity, we write I(s), H(s), Θ, S(y), N(t), θ(t) and θ for I f,a,q,α (s), H f,a,q,α (s), Θ(H f,a,q,α ), S f,a,q (y, α), N s f,a,q (t), θ f,a,q (t) and θ f,a,q , respectively. By Lemma 3.2, we have
−σ log 2 (2 + |γ n |).
Suppose that (3.16) does not hold. Then there exists ε ∈ (0, Θ) such that N(t) = o(t ε dN(t)
. This is a contradiction, so (3.16) must hold.
Next suppose that Θ = 1 2
, and let ρ be a pole of H(s) with ℜ(ρ) = 1 2
. Then for sufficiently small δ > 0, by Proposition 2.2, we have
where we understand the right-hand side to be ∞ if the integral diverges. Applying Lemma 3.2, we thus have
In particular, the right-hand side must have infinitely many terms. Applying integration by parts, we get
where for the last inequality we have used the fact that θ(t) is nondecreasing and
log 3 t dθ(t).
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Suppose that (3.17) is false, so that the function ε(t) = N(t)t (θ(t)−1) (1 − θ(t)) log 2 t satisfies lim t→∞ ε(t) = 0. Then we have
By the standard zero-free region [IK04, Theorem 5.10], we have
≪ log max(t, 2), so that
This is a contradiction, so (3.17) holds. Finally, suppose (3.18) is false, so that N(T ) < log log log T for all sufficiently large T . Then there exists n 0 ≥ Z >0 such that |γ n | > exp exp exp n for all n ≥ n 0 . Since the terms from n < n 0 contribute a bounded amount to (3.19), we have
for all sufficiently small δ > 0. Next we claim that there are infinitely many m ≥ n 0 such that (3.20) log log |γ m+1 | ≥ 13 5 log log |γ m |.
If not then there exists n 1 ≥ n 0 such that (3.20) fails for all m ≥ n 1 , and by induction it follows that log log |γ n | ≤ (
) n−n 1 log log |γ n 1 | = c(
where c = (13/5) −n 1 log log |γ n 1 | > 0. Hence, n < log log log |γ n | ≤ log c + n log for all x > 1. To estimate the contribution from n > m we apply integration by parts. Set g(t) = t −δm log 2 t. Then g ′ (t) < 0 for t > e 2/δm = exp(2(log |γ m |) 12/5 ); in particular, if m is sufficiently large then, by (3.20), g ′ (t) < 0 for t ≥ |γ m+1 |. Hence, we have This is false for sufficiently large m, so (3.18) must hold for some arbitrarily large T .
4. Proofs of Theorems 1.1 and 1.2
Given a prime p and a ∈ Z coprime to p, define (4.1) C f,a,p (s) = ∆ f (s, a/p) − ξ(p)p 1−2s ∆ f (s).
Lemma 4.1. Let a ∈ Z, and let p and q be prime numbers such that pq ≡ −1 (mod Na). e − ℓt ϕ(Na) Rf ,q e ℓ ϕ(Na) q −s ,
