Abstract. We introduce new methods to compute the homogenized coefficients of divergence-form operators with random coefficients. We focus on a discrete-space setting with i.i.d. coefficients, and investigate algorithms which take a sample of the random coefficient field as input. In order to produce an approximation of the homogenized coefficients at precision δ, any algorithm must perform at least of the order of δ −2 operations. We present an algorithm that essentially achieves this lower bound, up to logarithmic factors. This improves upon the previously best known method by a factor of δ −1/d . An additional new feature is that the method is cumulative: all computations done at a coarse precision remain useful if the estimate needs to be refined.
Introduction
Let −∇ · a(x)∇ be a divergence-form operator with random coefficients. If the law of the matrix field (a(x)) is stationary and ergodic, then the operator homogenizes over large scales to an operator with constant, deterministic coefficients −∇ · a∇. The goal of this paper is to introduce and study new numerical methods to estimate the homogenized matrix a. We can formalize this task as follows.
Problem. Find an algorithm that, given δ > 0 and a realization of the random coefficient field (a(x)), outputs a matrix a δ such that
In (1.1), we chose to measure the quality of the approximation a δ in an L 2 sense for definiteness, but other choices (e.g. convergence in probability, or higher moments) are equally valid, and in fact would only marginally alter the results presented here. The point is that a δ should typically be within δ or less from a. Naturally, the real question is to find an efficient algorithm. We focus on a discrete-space setting, and assume throughout that the coefficients are uniformly elliptic and i.i.d. In order to measure computational effort, we use a slightly loosely defined notion of "elementary" operation: any memory access, boolean operation, floating point addition or multiplication counts as one operation. We first give a lower bound on the number of operations any algorithm must use. Proposition 1.1. No algorithm can output an approximation a δ of a in the sense of (1.1) within o(δ −2 ) operations.
The main result of this paper is that the lower bound of the order of δ −2 operations can essentially be achieved.
Theorem 1. For some k(d) < ∞, the algorithm described in Proposition 4.3 outputs an approximation a δ of a in the sense of (1.1) in O(δ −2 log k δ −1 ) operations.
To the best of my knowledge, the new method introduced here improves on the previously best known method by a factor of δ [25, 26, 23, 37, 10, 24, 9, 6, 7, 27] . The philosophy of [6, 7, 8] is to progressively "renormalize" or "coarsen the equation", and bring the coarsened coefficient field into a regime of small ellipticity contrast. Once in this regime, energy-type quantities become essentially additive, up to an error of the order of the square of the typical fluctuations of the coarsened field. In this regime, it therefore becomes elementary to compute the homogenized coefficients as simple averages, up to a very small error.
In order to translate this idea into efficient algorithms, the main task is to find a computationally tractable way to "coarsen the equation". In other words, we look for a computationally-friendly renormalization group procedure. Before doing so, let us recall that if ξ ∈ R d is a fixed unit vector and φ is the corrector in the direction of ξ, that is, the unique sublinear solution to (1.2) − D · a(ξ + Dφ) = 0, (see Section 2 for the notation), then the homogenized matrix a is such that
By the weak formulation of (1.2), we have This formula displays very concretely that indeed, in the regime of small ellipticity contrast, say 1 ≤ a ≤ 1 + η with η > 0 small, the distance between the matrices a and E[a] scales like O(η 2 ). There remains to find computable ways to "coarsen the equation" and bring ourselves into the regime of small ellipticity contrast. We will describe several ways of doing so, but focus on using the parabolic equation in this introduction (cf. also [27] ). Denoting by u t (a) = u t (t ≥ 0) the solution to
we will see that
The integral on the right side of (1.7) realizes our aim to "progressively homogenize" the equation and face a correction term of the order of the square of the remaining field fluctuations. A simple separation of time scales allows to compute this integral efficiently. Indeed, for t 1, the computation of
for a given sample of the coefficient field requires O(1) operations, which we can then average over O(δ −2 ) samples to get an approximation of the expectation. On the other hand, for t large, the computation of one sample is more demanding, but the value itself is so small that only a handful of samples need to be averaged in order to bring the standard deviation below δ.
We will describe the argument more precisely in the coming sections. For now, we only mention that in the paragraph above, we implicitly stated that the heat equation can be propagated over a unit amount of time in O(1) operations per unit volume. In practice, we will not rely upon this questionable assertion, but rather introduce variants of the method for which the claim becomes valid, possibly up to a logarithmic factor. The main variant is based on iterations of the resolvent (Id − D · aD) −1 . As becomes apparent, the method introduced here is very simple to implement from scratch. It has the additional advantage of being cumulative: all computations performed for the approximation to a at a given precision remain useful if the approximation needs to be refined. In contrast, in the older method, computations done for a coarse precision must be thrown away if greater precision is then desired.
The theoretical arguments are supplemented by numerical tests. The actual implementation takes full advantage of the discrete nature of the space, and uses yet another variant based on a discrete-time parabolic equation. This latter method may not generalize well to the continuous-space setting, but in the present case, reduces the number of operations by a logarithmic factor. The numerical results confirm the sharpness of the analysis.
As was said above, we assume throughout the paper that the coefficient field is uniformly elliptic and i.i.d., and we describe algorithms that perform well under these assumptions. In practice, it seems more appropriate to implement more "agnostic" algorithms, that would evaluate on the fly the behavior of the mean and variance of the integral in (1.8) as t varies, and adapt the numerical scheme accordingly. We will not discuss this possibility any further here.
It would be very interesting to implement these ideas for equations posed in a continuous space. In this case, we expect that the error analysis presented here remains unchanged. The complexity analysis would however have to also take into account the cost of the small-scale resolution of the equation, below the typical length scale of the fluctuations of the coefficient field. This problem is separate from the homogenization phenomenon, and is likely to come as the same multiplicative factor in the complexity analysis of any method.
Another interesting line of further research concerns the behavior of the effective conductivity of percolation clusters. We refer to [30, 35] for very nice surveys on this problem. The method presented here should allow for a much sharper numerical analysis of the effective conductivity as the percolation probability approaches criticality. Despite immense progress on the understanding of critical and near-critical percolation in two dimensions, it is still not known whether the effective conductivity behaves as a power law near criticality (let alone compute the exponent) in small dimensions. See however [32, 31, 16] , as well as [11, 34, 12, 13] for very fine results in high dimensions.
We conclude this introduction by a brief review of related work. It was quickly realized that the resolution of cell problems or the computation of adapted finite-element base functions can display so-called "resonant errors" due to inapropriate boundary condition [28, 29, 44, 18] . Oversampling was first studied as a way to dampen the resonant error. A more powerful approach was then introduced in [15, 26, 39, 21] , based on the introduction of a massive term that smoothly makes the faraway boundary condition irrelevant. The parabolic or elliptic problems considered here are faithful to this approach (see also [5] ).
A different line of research focused on developing more efficient methods for computing homogenized coefficients of small random perturbations of a simpler, e.g. homogeneous, medium, in the spirit of earlier fundamental insights [38, 43] . A typical example is that of spherical inclusions randomly placed at a small volume fraction p > 0 in an otherwise constant medium. One looks for asymptotic formulas of the homogenized coefficients involving easily computable coefficients, in the regime p 1. We refer to [33, 41, 14, 3, 4, 1, 2, 40, 17] for a mathematical analysis of the problem. Note that the seemingly simpler task of determining the value of the volume fraction p at precision δ from a sample of the coefficient field already requires of the order of δ −2 operations (the proof of the lower bound is a minor variant of the proof of Proposition 1.1).
Lastly, several techniques have been explored to reduce the size of the fluctuations of quantities of interest, typically by a constant multiplicative factor. We refer to [36] for a recent survey.
The paper is organized as follows. Section 2 lays down the notation and assumptions used throughout the paper. Section 3 presents two related methods based on the identity (1.7). The bulk of the section consists in justifying the error analysis of these methods. Included is also a loose discussion of the complexity of the methods. Section 4 then defines an alternative method based on iterated resolvents. The error analysis of this method can be deduced from the results of the previous section. The complexity analysis is then discussed rigorously, and completes the proof of Theorem 1. Section 5 introduces yet another variant of the method, based on discrete-time parabolic equations. We do not delve into the necessary adaptations that would allow to extend the previous arguments to cover the rigorous error analysis of this method. Section 6 exposes the results of numerical experiments, which confirm the validity of Theorem 1. The code can be downloaded from the source files of the arXiv posting of this paper. Finally, Section 7 contains the proof of Proposition 1.1.
We assume throughout that floating point operations can be performed with perfect numerical precision. An examination of the arguments reveals that the upper bounds on the number of operations would only be degraded by logarithmic factors if we were to choose more realistic assumptions.
Notation and assumptions
We focus on the discrete space Z d , d ≥ 2. We say that x, y ∈ Z d are neighbors, and write x ∼ y, if |x − y| = 1. This turns Z d into a graph, and we denote by B the corresponding set of undirected edges. For a fixed ellipticity parameter Λ ∈ (1, ∞), we let Ω = [1, Λ] B denote the set of coefficient fields, equipped with the product σ-algebra. We denote by a = (a e ) e∈B the canonical random variable on Ω. We let P be a probability measure on Ω under which the random variables (a e ) e∈B are independent and identically distributed (i.i.d.), and denote by E the associated expectation. Besides uniform ellipticity, this independence assumption is our main quantitative hypothesis. As a rule of thumb, every inequality derived in this paper requires this assumption, while every equality would actually hold under the weaker assumption of stationarity and ergodicity. The group Z d acts on Ω by translations via
where x+e denotes the edge e translated by the vector x. Let (e 1 , . . . , e d ) be the canonical basis of Z d . We may identify each vector e i with the corresponding edge {0, e i } when convenient. The discrete gradient ∇ acts on functions f :
while the discrete divergence acts on function
One can check that up to a minus sign, the gradient and divergence operators are formal adjoints of one another with respect to the counting measure on Z d . The operator of interest to us is defined by
where here we interpret a(x) as the diagnoal matrix diag(a x+e 1 , . . . , a x+e d ). More explicitly, for every f :
It is useful to lift this operator to stationary functions on Ω. We first define the corresponding discrete gradient D, which acts on functions f : Ω → R via
and the discrete divergence, which acts on functions
One can verify that up to a minus sign, the gradient and divergence operators are formal adjoints of one another under the measure P. The "lifted" (or stationary) operator is L := −D · aD, where we understand here that a = diag(a e 1 , . . . , a e d ). In a more explicit form, for every f : Ω → R,
Any function on Ω × Z d that can be written in this way is said to be stationary. We will often abuse notation and write f (x) instead of f (a, x).
We let
(Ω) can be realized as the gradient of a possibly non-stationary function Ω × Z d → R. Naturally, the gradient determines the function up to an additive constant. We will denote by Df any element of L 2 pot (Ω), keeping in mind that f may be a non-stationary function. We fix once and for all a unit vector ξ ∈ R d , and define the corrector in the direction of ξ as the unique Dφ ∈ L 2 pot (Ω) such that (1.2) holds. The equation (1.2) is interpreted in the weak sense of
The existence of Dφ can be showed by considering first the approximate correctors (φ µ ) µ>0 . For each µ > 0, the approximate corrector φ µ ∈ L 2 (Ω) solves an equation with an additional massive term:
Classical testing arguments ensure that
As is well-known, the discrete operator −∇ · a∇ homogenizes to the continuous differential operator −∇ · a∇, where a is the constant-in-space, deterministic matrix characterized by (1.3). The weak formulation (2.1) justifies (1.4), and therefore (1.5).
For concision, we denote the quantity on which we focus by (2.4)
Continuous-time parabolic equation
In this section, we show (1.7) and expose methods based on this identity that allow to compute I. We perform the error analysis of the methods precisely, but keep their complexity analysis slightly imprecise, in the spirit of the introduction. The latter will be taken up with more precision in the next section.
3.1. General identities. Recall that we denote by (u t ) t≥0 the unique bounded solution to (1.6). Since L is self-adjoint on L 2 (Ω), it is clear that this function is well-defined as the image of the function
by the semigroup P t := exp (−tL). The following proposition justifies (1.7), and is key to the methods developped here.
Proposition 3.1. We have
Proof. Recall the definition of I in (2.4). By (2.3),
By the weak formulation (2.1) and integration by parts,
t ] is finite, the summability of this integral poses no problem, and moreover,
and we recall that u 0 = d. This justifies (3.3), and therefore that
Since L is self-adjoint, we have
Passing to the limit µ → 0 and changing variables t/2 → t yields the result.
3.2. Basic algorithm. So far, we have not used the independence assumption on the coefficient field. This will change with the next proposition, which describes a first concrete algorithm for the approximation of a, and estimates its precision. We will then refine this algorithm in several stages below to reduce its complexity. For convenience, we now assume that we are given a sequence a (1) , a (2) , . . . of independent realizations of the random coefficient field. We write u t (a (n) ) for the solution to (1.6) associated with the coefficient field a (n) .
and
There exists
The key ingredient to prove this proposition is the following moment bound on u t , which is borrowed from [23, Theorem 1] .
Proof of Proposition 3.2.
We analyze the expectation and variance of I δ separately. For the expectation,
It therefore follows from Proposition 3.3 with p = 2 that
We now turn to the analysis of the variance. For each n ∈ N \ {0} and
We may thus rewrite I δ as (3.10)
By independence of the sequence a (1) , a (2) , . . ., we have
We bound each of these variances by the squared L 2 norm, and apply the integral triangle inequality:
By the definition of N δ (t) and Proposition 3.3 with p = 4, the latter quantity is bounded by a constant times ˆT
Therefore,
which concludes the proof.
Complexity analysis.
At the present stage, we ask the reader to take a temporary leap of faith and "pretend" that propagating the heat equation over a unit amount of time requires O(1) operations per site computed. We will make the discussion that follows rigorous in the next section, where we introduce a variant of the method that essentially jstifies this claim, up to logarithmic factors. With this caveat in mind, we want to convince the reader right away that one can compute I δ in O(δ −2 ) operations, up to a multiplicative logarithmic factor.
The stationary extension to u, that is, u(t, x) = u t (θ x a), solves the parabolic equation
By standard heat kernel bounds, in order to compute u t (a) = u(t, 0) up to a negligible error, it suffices to compute the solution to (3.11) in the time-space
for a sufficiently large constant C(d, Λ) < ∞, and with, say, Dirichlet boundary condition. Under our "make-believe" assumption, the number of necessary operations for this computation is simply the volume of the time-space domain, that is, t +1 , up to a logarithmic factor. Recalling from (3.10) that we need to compute u T δ (n) (a (n) ) for each n ∈ {1, . . . , δ −2 }, we conclude that up to a logarithmic factor, the total number of operations required to compute I δ is bounded by
as announced.
Remark 3.4. In fact, in dimension d > 2, Proposition 3.2 and the computation above can even be slightly optimized. Indeed, in this case, if instead of (3.4), one chooses
for some α ∈ (0, d − 2), then this corresponds to
and the complexity analysis above remains valid. Moreover, this choice of N δ (t) allows to remove the logarithm in (3.2).
3.4. Using spatial averages. We now explore a first variant of the algorithm described in Proposition 3.2. The idea is to perform all computations for a single coefficient field a, and rely on the mixing properties of u to recover independence, instead of using independent draws a (1) , a (2) , . . . This modification does not prevent a possible parallelization of the algorithm, provided that the patching of local solutions is suitably taken care of. The main advantage of this modification is that we then only need to introduce a "global" boundary layer around the sampled region, as opposed to one around each computed point. 
and let
There exists C(d, Λ) < ∞ such that for every δ ∈ (0, 1/2],
Note that up to integer parts, the side length of the box
The factor of √ t is the correlation length, and the factor (N δ (t)) 1 d ensures that there are about N δ (t) roughly independent samples inside the box.
In order to justify Proposition 3.5, we need to measure the mixing properties of u 2 . We write (3.14)
Proposition 3.6. There exists C(d, Λ) < ∞ such that for every r ∈ N and t ≥ 0,
A weaker version of Proposition 3.6, with (3.15) replaced by
can be obtained as an easy consequence of Proposition 3.3. Indeed, bounding the variance by the second moment, using Jensen's inequality and then Proposition 3.3 with p = 4, we get
Moreover, standard heat kernel bounds allow to show that u(t, x) depends only on the coefficient field in a ball of radius C √ t log(2 ∨ t) centered around x, up to an error of t −100d , say, for a constant C(d, Λ) < ∞. This suffices to justify (3.16), and then to prove (4.6) with a larger exponent on the logarithm.
It is however interesting to show that the extra logarithm in (3.16) is spurious, since this is the basis for the claim that the size of the boundary layers is reduced in this algorithm, compared with that of Proposition 3.2.
In order to do so, we will make use of [23, Theorem 3], which we now recall. For each e ∈ B, x ∈ Z d and t ≥ 0, we introduce the weight function
where we use the notation |x − e| to denote the distance between x and the endpoint of the edge e closest to x. 
holds almost surely.
In dimension d = 2, the following observation will also prove useful.
Lemma 3.8. There exists C(d, Λ) < ∞ such that for every t ≥ 0,
The proof of Lemma 3.8 is postponed to the next section, see the end of Subsection 4.1.
Proof of Proposition 3.6. By (3.17), we may and will restrict our attention to the case r ≥ √ t. We first recall the Efron-Stein, or spectral gap inequality. Let (a e ) e∈B be an independent copy of the environment (a e ) e∈B , defined on the same probability space. For each edge e ∈ B, we let a e be the environment defined by In other words, the environment a e is obtained from the environment a by resampling the conductance at the edge e. By the independence assumption on the conductances (a e ), every random variable f satisfies the Efron-Stein inequality
where ∂ e f denotes the Glauber derivative:
Applying this inequality to our problem yields that
For each edge e, we write
where we stressed the dependency on the environment a or a e in the notation. Note that the environment a e has the same law as a. Moreover, , where we dropped the arguments (t, x) in the last line for clarity. Therefore, 
If we temporarily admit that there exists a constant C(d, Λ, α) < ∞ such that for every e ∈ B, |∂ e u(t, x)| ≤ C |∇G(t, x, e)| +ˆt 0 |∇G(t − s, x, e)g(s, e)| ds, where g(s, e) is a random variable that satisfies, for each p < ∞,
By Proposition 3.7 with p = 1, the first term on the right side of (3.24) is handled without difficulty. It therefore suffices to show that
We first note for future reference that by Hölder's inequality, (3.25), Lemma 3.8 and Proposition 3.3, there exists a constant C(d, Λ) < ∞ such that
We now proceed to estimate the sum on the left side of (3.26) . By the integral triangle inequality, Applying the triangle inequality again, we arrive at ds.
We fix p = p 0 (d, Λ) > 1 as given by Proposition 3.7, and denote by q ∈ (1, ∞) its conjugate exponent. We also give ourselves an exponent β > 0 to be specified later. By Hölder's inequality, By Proposition 3.7, the first term is deterministically bounded by a constant times (1 ∨ |t − s|)
p . Moreover, using the triangle inequality one last time, we get
where we chose β < ∞ sufficiently large and used (3.27) and Proposition 3.3 in the last step. The quantity on the left of (3.28) is therefore bounded by a constant timeŝ
This completes the proof of (3.26), and therefore of (3.23) and of Proposition 3.6.
Proof of Proposition 3.5. We decompose again the analysis into expectation and variance.
The expectation is equal to the right side of (3.6), so we can conclude as in (3.7) for this part.
Turning now to the analysis of the variance, we note that
By the integral triangle inequality,
By Proposition 3.6, the latter is bounded by
which completes the proof.
Iterated resolvents
The goal of this section is to devise variants of the algorithms described in the previous section that do not involve the fine-scale resolution of the parabolic equation in time. In line with a coarse numerical scheme for this equation, we will show that we can instead rely on iterating the operator (Id−∇·a∇) −1 . This operator is essentially local in space, and therefore computationally affordable.
Spectral theory.
In order to achieve our goal, we first introduce a convenient tool from spectral theory. While this is not absolutely necessary, it brings a useful insight into the problem and allows for streamlined arguments.
Recall that L = −D · aD is a non-negative self-adjoint operator on L 2 (Ω). Hence, for every f ∈ L 2 (Ω), there exists a measure e f on R + such that for every measurable function Ψ :
The measure e f is supported on R + since the spectrum of the operator L is contained there. By self-adjointness, we also have, for every measurable
We call e f the spectral measure of L projected onto the function f . We are in fact only interested in the case f = d here. We start by formulating the quantity of interest I from (2.4) in terms of this measure. Proof. Recall from (2.4) that
The expectation on the right side is the limit as µ tends to 0 of
, and the proposition follows by monotone convergence.
Besides allowing for short proofs, the consideration of the integral in (4.1) is also intuitively revealing, since it displays a separation of scales. The part of the spectral measure away from 0 encodes the short-length properties of the random operator, and will therefore be easy to compute. Our attention should be entirely focused on finding efficient methods for computing the part of integral in (4.1) with small λ, which encodes the longest length scales of the medium.
In order to exemplify the usefulness of the notion of spectral measure, we now give an alternative proof of Proposition 3.1.
Alternative proof of Proposition 3.1. We havê
We apply Fubini's theorem and observe that
We conclude this subsection by giving the proof of Lemma 3.8 above.
Proof of Lemma 3.8. It suffices to prove the result uniformly over t ≥ 1. Since
, it follows from Proposition 3.3 with p = 2 that 1 tˆ2
By the spectral representation,
is monotone in s, so the proof is complete.
Iterated resolvents.
We are now ready to devise an algorithm based on iterations of the resolvent (Id − D · aD) −1 . As was clear in the alternative proof of Proposition 3.1 above, the algorithms based on the parabolic equation are derived from the observation that 1
We now use instead that
Integrating the equality above against the spectral measure e d and decomposing the sum according to the parity of k, we obtain that
where the functions v k ∈ L 2 (Ω), k ≥ 0, are defined recursively according to
In fact, v 1 is nothing but the "unit mass" regularized corrector φ 1 , the solution to (2.2) with µ = 1. Recalling (3.3), we have
More generally, for every k ≥ 1,
The estimates we proved for u k will therefore transfer to estimates for v k , as we show below. Moreover, as in (3.11), the stationary extension v(k, x) := v k (θ x a) solves the "spatial" elliptic problem
Recall that we often abuse notation and write v(k, x) instead of v(k, x). The next lemma provides us with quantitative information on the size and correlations of v.
Proof. We can benefit from a probabilistic representation of the formula (4.3). Let T 1 , T 2 , . . . be independent exponential random variables of mean 1, independent of the rest of the problem. We denote by P and E the probability and expectation with respect to these random variables, so that
By a standard large-deviation argument, the probability
The lemma therefore follows from Fubini's theorem and Propositions 3.3 and 3.6.
We could of course present an algorithm similar to that defined in Proposition 3.2, but based on v k instead of u t . We move directly to the method similar to Proposition 3.5, since it is the most convenient one in practice. 
The proof is identical to that of Proposition 3.5, using Lemma 4.2, so we do not repeat it.
Complexity analysis.
We can now fully justify the partly unfounded point of view discussed in Subesction 3.3. We first note that in order to compute v on a time-space rectangle [0, k] × B r , one may restrict to a domain of the form [0, k] × B r+C √ k log(δ −1 ) , with, say, Dirichlet boundary condition. Indeed, standard heat kernel estimates show that the error thus produced is smaller than any given power of δ if the constant C is chosen sufficiently large.
For the same reason, when computing v(k + 1, x) given v(k, ·), we can restrict ourselves to an elliptic problem posed on x + B C log(δ −1 ) with, say, Dirichlet boundary condition. The error can be made smaller than any power of δ provided that C is sufficiently large. This computation requires no more than a power of log(δ −1 ) operations. Neglecting multiplicative logarithms, we deduce that the number of operations required to compute the quantity S δ in (4.5) is simply the volume of the domain (4.7)
Indeed, by the definition of B δ (k), the side length of this box is
Moreover, the sets B δ (k) are decreasing as k increases, so we see that the necessary boundary layer does not increase the size of the set by more than a multiplicative logarithmic factor. To conclude, there remains to estimate the volume of the domain in (4.7). It is
This completes the proof of Theorem 1.
Finally, we point out that as in Remark 3.4, in dimension d > 2, we can slightly increase the side length of the averaging box, replacing B δ (k) by B δ (k 1−ε ) for some small exponent ε > 0. With this choice of box, the logarithm in (4.6) can be removed, while the condition ε < 1 −
Discrete-time parabolic equation
In this section, we explore the possibility to replace the continuous-time parabolic equation used in Section 3 by a discrete-time one. This possibility is probably only computationally useful when the underlying state space is discrete. However, in this case it does save some logarithmic factors, so it is the method we chose to implement numerically.
We set π(a) := x∼0 a 0x .
. We denote by ν its spectral measure projected onto the function π −1 d.
Proposition 5.1. We have
Proof. Recall from (2.4) that
where Dφ is the L 2 limit of Dφ µ , see (2.3). Let ψ µ solve
By the same arguments allowing to justify (2.3), we can verify that
Dφ.
The expectation on the right side equalŝ
The result follows from the monotone convergence theorem.
Note that
and therefore (Id − π −1 D * · aD) is the generator of a discrete-time Markov chain, and in particular is a contraction in L ∞ (Ω). Its spectrum is therefore contained in [−1, 1], and the spectrum of the operator −π −1 D * · aD itself is contained in [0, 2] . In particular, the measure ν is supported on [0, 2] . This is the whole point of considering the operator −π −1 D * · aD instead of −D * · aD. We now notice that for every λ ∈ [0, 2],
This motivates the definition of w k defined inductively by
By Proposition 5.1 and (5.2), we obtain
As before, if we write w(k, x) := w k (θ x a), then the function w solves the discrete-time parabolic equation
From now on, we simply write w(k, x) instead of w(k, x). We also write π(x) = π(θ x a). Recalling the definition of the box B δ in (3.12) and Proposition 4.3, the identity (5.4) suggests that we compute (5.6)
as an approximation of I. It is very likely that the proof of Proposition 4.3 can be adapted to show that
This would require to adapt some of the arguments of [23] to the discrete-time setting. We will not expose the necessary adjustments here. We simply mention that [22, Proposition 3.2] gives a quantitative upper bound on the tail behavior of the spectral measure ν near the origin. This estimate is already sufficient to show that there exists k < ∞ such that
Numerical tests
The goal of this section is to explore numerically the methods introduced in the previous sections. The code was written in the Julia language, and can be downloaded as part of the source files of the arXiv posting of this paper.
We focus on a two-dimensional case, with conductances taking the values c − = 1 and c + = 9 with probability 1/2 each. This is a rare example for which the homogenized matrix is know analytically (see e.g. [20, Appendix A]): it is a = √ c − c + Id = 3 Id. Hence, recalling that |ξ| = 1, we have I = 1 on this example. For the numerics, we fixed ξ = (1, 1)/ √ 2. It is more convenient to implement a method for which the averaging box B δ (k) in (5.6) remains of a fixed size over dyadic intervals of time. This changes nothing to the arguments exposed above. Recall from (3.12) the relation between the running time and the size of the box on which we perform spatial Table 6 .2. The variance of (6.1) divided by 2
averages. Using that d = 2 in our example and fixing the precision at δ = 2
for some integer L, we see that for a running time k 2 , we should take an average over a box of side length of order δ
We therefore define
We first study numerically the mean and variance of (6.1)
as a function of r and . We used a boundary layer of width 5( + 1) · 2 2 for the computation. The expectation of the quantity in (6.1) is of course independent of r. The discrete-time analog to Proposition 3.3 (with p = 2) would ensure that this expectation is smaller than a constant times 2 Table 6 .1 confirms the shaprness of this bound, and suggests that the multiplicative prefactor stabilizes at about 0.4. Moreover, denoting by (α ) the numbers in Table 6 .1 (that is, α 0 = 0.60, α 1 = 0.42, etc.), we expect that the difference
is of the order of 2 −7 . We can check that this is indeed the case. A discrete-time analog to Proposition 3.6 suggests that the variance of the quantity in (6.1) is bounded by a constant times
Again, Table 6 .2 confirms the sharpness of this bound, and reveals a small multiplicative prefactor which stabilizes at about 0.1. We now conclude by presenting the numerical analysis of D L itself. Figure 6 .1 displays the value of
as a function of L. Ignoring logarithms, the theoretical analysis suggests that this is bounded by an affine function of L with slope −1. Numerically, we observe a slope of −0.9 and no measurable intercept. The computations were performed on a laptop computer with a 2.30 GHz processor and 8 Go of RAM. On this architecture, it takes less than 4.5 minutes to compute D 13 . the theoretical analysis suggests that this is bounded by an affine function of L with slope 2. Numerically, we observe a slope of 1.8 and an intercept of about −15.6. The small discrepancy between the theoretical and observed slopes in Figures 6.1 and 6 .2 may be due to the logarithmic factors. Strikingly, the ratio of the two slopes is very close to the predicted value of −2, in full agreement with Theorem 1.
Complexity lower bound
The goal of this section is to prove Proposition 1.1. Since this proposition was stated relatively loosely, we first make more precise. The number of operations of a given algorithm is a random variable; at precision δ > 0, we call this random variable N δ . The assumption we wish to contradict is that δ 2 N δ tends to 0 in probability, as δ tends to 0. We will contradict it for a specific choice of the law of the random environment. However, it will be clear that the proof is very generic, and that the specific choice we make is only a matter of convenient notation and computation. Indeed, the only key point is to observe that "generically", the Kullback-Leibler divergence (a.k.a. relative entropy) responds quadratically to perturbations.
Proof of Proposition 1.1. For each p ∈ [0, 1], let P p denote the product measure
where δ x denotes the Dirac probability measure at x ∈ R. We denote by E p the associated expectation, and take (a e ) e∈B to be the canonical random variable on R B . Let a(p) be the homogenized matrix associated with the law P p . By [40] , the mapping p → a(p) is C 1 on [0, 1], and it is not constant since a(0) = a(1). We will argue that in order for a(p) to be determined within an error of δ, the algorithm must query the values of at least δ −2 conductances, and therefore perform at least δ −2 operations. Since the law is of product form, we may assume without loss of generality that the algorithm queries a e 1 , a e 2 , . . . in order, where e 1 , e 2 , . . . is an arbitrary sequence of distinct elements of B.
For every p, q ∈ (0, 1), every n ∈ N and every event A ∈ σ (a e 1 , . . . , a en , e ∈ E),
= E p 1 A exp kl(q, p, n) , (7.1) where we introduced the "empirical" Kullback-Leibler divergence kl(q, p, n) := n i=1 log q p 1 ae i =1 + 1 − q 1 − p 1 ae i =2 .
The "true" Kullback-Leibler divergence between Bernoulli random variables with parameters q and p is the expectation of each of these summands, that is, kl(q, p) := p log q p + (1 − p) log 1 − q 1 − p ≥ 0.
Differentiating with respect to q, we verify that for each η ∈ (0, 1/2), there exists C(η) < ∞ such that ∀p, q ∈ (η, 1 − η), kl(q, p) ≤ C(q − p) 2 .
We also verify that ∀p, q ∈ (η, 1 − η), log q p
In particular, uniformly over p, q ∈ (η, 1 − η) and n ≥ 1,
2) E p kl(q, p, n)
If an algorithm can compute a δ in o(δ −2 ) operations, we can define a deterministic N δ = o(δ −2 ) such that the algorithm queries only the edges e 1 , . . . , e N δ with probability at least 1/2. Denoting by E δ the event that only edges e 1 , . . . , e N δ are queried, we have E q ( a δ − a(q))
2 ≥ E p ( a δ − a(q)) 2 1 E δ exp kl(q, p, N δ ) .
We choose q δ in such a way that , in the sense that the ratio of the right to the left side of both inequalities diverge to infinity as δ → 0. Let E δ be the conjunction of E δ with the event that kl(q δ , p, N δ ) ≥ −1. Combining the three previous displays, we obtain, for δ > 0 sufficiently small,
Since E p | a δ − a(p)| 2 ≤ δ 2 , we deduce that
Since our choice of p ∈ (0, 1) was arbitrary, and p → a(p) is C 1 and non-constant over the interval [0, 1], this contradicts (7.3).
