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RESUMO 
Avaliam-se neste trabalho, as principais caracteristicas 
numéricas dos algoritmos de integração direta para a anãlise dinã 
mica não-linear pelo Método dos Elementos Finit6s. 
Este estudo inclue o Método de Newmark e Diferença Cen--
tral. Analisa-se também o tratamento das parcelas não-lineares co 
mo pseudo-forças. 
Alguns procedimentos iterativos para a verificação de 
equilibrio dinâmico e estabilidade dos algoritmos, baseados no con 
ceita de conservação de energia, são examinados e confrontados com 
os critérios usualmente implementados. 
Diversos resultados são apresentados e discutidos, com a 
finalidade de se fornecer subsidias para as anãlises de problemas 
prãticos da engenharia. 
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ABSTRACT 
ln this work we study numerical aspects of direct 
integration algorithms for non-linear dynamic analysis by the 
Finite Element Method. 
Included here are the Newmark Method, the Central 
Difference Method and also the treatment of the non-linear terms 
as pseudo-forces. 
Some criteria based on energy conservation concepts 
which are used to check both the dynamic equilibrium and algorithm 
stability are examined and compared with criteria usually 
employed. 
Numerical results are presented and discussed in arder 
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CAPÍTULO I 
INTRODUÇÃO 
Os mêtodos de integração direta no tempo, sao atualmente 
muito utilizados em diversos problemas prâticos de engenharia. 
O comportamento destes mêtodos na anâlise dinâmica linear, 
e bem conhecido no que diz respeito ã convergência e estabilidade. 
Recentemente a anâlise nao linear de estruturas tem sido 
necessâria em diversas âreas, sendo mais comum em problemas que 
envolvem impacto, como na engenharia nuclear, problemas com gran-
des deslocamentos e interações de meios, como na engenharia de es 
truturas offshore. 
Nestes casos, nao existe consenso geral sobre o comport! 
mento destes algoritmos. 
O procedimento usual envolve exaustivos experimentos nu-
mêricos, tentando-se obter dados empíricos para contribuírem na 
escolha de um ou outro algoritmo. 




Na anâlise linear de estruturas, entre os mêtodos mais difundidos, 
estão os de Newmark (implícito) e o da Diferença Central (expllcito). 
O mêtodo da diferença central, por ser explicito, ê con-
dicionalmente estâvel, estando o intervalo de tempo utilizado, li 
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mitado por um intervalo mãximo (6t .t), para garantir a estabili cri -
dade. Por outro lado, este ê um mêtodo de fãcil implementação e 
baixo custo computacional para transientes de curta duração. O me 
todo de Newmark, que ê incondicionalmente estãvel, permite a uti-
lização de intervalos de tempo maiores, entretanto, traz a desvan 
tagem de se ter que fatorar a matriz de rigidez efetiva toda a vez 
que os efeitos não lineares se tornam significativos. 
A escolha entre um mêtodo impllcito ou expllcito, depen-
de do problema em questão, assim como a prõpria escolha do modelo 
de elementos finitos a ser utilizado. 
Os problemas de dinâmica, podem ser divididos .em dois 
grandes grupos, cada um dos quais conceituados por Bathe como se 
segue: 
- Grupo I 
Estão incluldos neste grupo, problemas em que apenas os 
modos inferiores (ou somente alguns intermediãrios) do sistema fl 
sico são excitados pelo vetor de carregamento. 
Desenvolvendo-se o carregamento em sêrie de Fourier, po-
de-se constatar qual a frequência mãxima wn contida no carregame~ 
to dinâmico. A malha de elementos finitos adotada deverã repre-
sentar os modos de vibração com ate 4wn. A contri-
buição de frequências acima destas.não influem decisivamente na 
solução na maioria dos casos. Para este tipo de problema, normal-
mente, um algoritmo de integração impllcita ê mais eficiente, e o 




, onde w. e a maior frequência do modelo discreto. E usual 
1 
tambêm neste caso, no modelo de elementos finitos, dar-se preferê~ 
eia a utilização de elementos refinados e de formulação consisten 
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te. 
- Grupo II 
Nos problema.s incluldos neste grupo, a resposta e rica 
em todo espectro de frequências, como problemas de choque, por exe~ 
plo. Desenvolvendo-se o carregamento em sêrie de Fourier, deve-
se escolher uma frequência de corte, wn, suficientemente grande 
para representar bem o carregamento. A dificuldade esta na deter 
minação desta frequência, para que a solução dada pelo modelo dis 
ereto possa representar bem a solução do sistema continuo. 
De modo a obter-se uma malha apropriada para a analise 
de problemas deste tipo,Bathe sugere: 
t w = 
L w 
c onde 
c - velocidade da onda 
L - comprimento de onda a ser representado. w 
Assumindo-se que n intervalos de tempo sao necessarias 
para a representação desta onda: 
t w 
n 
e o ''comprimento efetivo" do elemento a ser empregado deve ser 
No presente trabalho, examinam-se situações e testam-
se alguns critêrios propostos para verificação da estabilidade 
dos dois algoritmos mencionados, ja que os mesmos, sao-os mais 
comumente empregados na pratica. 
4 
Estes criterios propostos, foram implantados no sistema 
LORANE-NL, fazendo-se uso de precisão simples do -computador B-6700, 
que considera 12 algarismos significativos. 
No capitulo II, apresenta-se um resumo dos conceitos e 
do estudo da estabilidade dos algoritmos de Newmark e Diferença 
Central, quando aplicado a anãlise linear de estruturas. 
No capitulo III, estuda-se o algoritmo de Diferença Cen 
tral. Utiliza-se o conceito de conservação de energia, na deter-
minação de ótcrit' e no criterio sugerido por Belytschko, Chia -
petta e Bartel 40 , para se detetar a instabilidade na solução.Exe~ 
plos tipicos são analisados, tentando-se esclarecer o comporta -
mento do algoritmo e a validade da verificação sugerida, fren 
te a diversos tipos de não linearidade. 
O algoritmo de Newmark e abordado no capitulo IV, faze! 
do-se considerações sobre o estudo de sua estabilidade. Utiliza-
se para aproximação da não linearidade, a rigidez tangente ou o 
tratamento por pseudo-forças. 
Testam-se os criterios para verificação do equilibrio d.:!_ 
nâmico em alguns casos, procurando-se examinar os resultados e .. a 
performance computacional. No capitulo V, faz-se um resumo das 
conclusões obtidas nos experimentos numericos dos capitulos III 
e IV, sugerindo-se ainda aspectos que devem ser examinados para 
continuação ao presente trabalho. 
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CAPÍTULO II 
ANÁLISE LINEAR~ UMA REVISÃO 
2.1. O PROBLEMA 
As equaçoes de equilibrio dinâmico de um sistema estru-
tural podem ser colocadas na formaf 
M u + C ~ + K u = P{t) (2.la) 
onde Me a matriz de massa, ~ a matriz de amortecimento,! a ma-
triz de rigidez. Todas constantes, simêtricas e em banda,·resaltantes de 
uma discretização espacial pelo Mêtodo dos Elementos Finitos. 
Me K sao positivas e definidas e~. positiva, semi-definida ; 
u, u e ü os vetores dos deslocamentos, velocidades e acelerações 
respectivamente. 
Deseja-se resolver o problema de valor inicial, que co~ 
siste em encontrar ~(t) que satisfaça simultaneamente a (2.la) e 
as seguintes condições iniciais: 
u(O) = ~o 
(2.lb) 
0(0) = ~o 
em todo t € (O,T). 
A resolução de (2.1) poderia ser feita via de regra, por 
qualquer procedimento numêrico clâssico para resolução de probl~ 
mas de valor inicial, mas foi constatado que na maioria dos pro-
blemas, deve-se preferir mêtodos especialmente adaptados para as 
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caracteristicas prôprias da dinâmica estrutural. Os processos 
mais utilizados para resolução de tais problemas sao usualmente 
classificados em dois grupos: 
a) superposição modal 
b) integração direta 
O mêtodo da superposição modal, se aplica com mais efi-
ciência a problemas onde hâ predominância dos modos inferiores so 
bre os mais elevados e as matrizes~. f e K nao variam ao longo 
do tempo. Jâ o mêtodo da integração direta, nao faz restrições as 
mesmas matrizes. 
O termo "direta" ê utilizado, uma vez que esta têcnica nao 
requeria priori, transformações no sistema de equações de equill 
brio dinâmico, o que nao acontece na anâlise modal, onde inicial 
mente se faz uma mudança de base. 
No presente capitulo são revisados alguns aspectos dos 
mêtodos de integração direta no tempo. 
Entre os mais utilizados na prâtica, estão o mêtodo das 
diferenças centrais, e o de Newmark. 
2.2. CARACTERÍSTICAS GERAIS 
Com relação a esses mêtodos de integração direta faz-se 
a seguir algumas considerações no que diz respeito a estabilida-
de, precisão e eficiência computacional dos mesmos. 
A experiência tem mostrado que métodos de. se-
gunda ordem, são muito superiores aos de primeira ordem, e um re 
sultado devido a Dahlquist mostra que não existem mêtodos de ter 
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ceira ordem, incondicionalmente estãveis. 
Quando se estuda um problema de resposta dinâmica, pod~ 
se identificar 4 tipos de soluções 7 , 16 : 
1) A solução exata das equações de movimento do sistema con 
tinuo; 
2) a solução exata das equaçoes de movimento jã discretiz~ 
das no espaço (eq. 2.1), com numero ilimitado de digI 
tos; 
3) a solução exata das equaçoes de movimento (2.1), porem 
com numero limitado de digites; 
4) a solução aproximada de (2.1) usando-se um operador de 
integração direta e com aritmêtica de precisão finita. 
A diferença entre a solução exata do sistema continuo e 
a do sistema discreto, denomina-se erro de truncamento e ê adi-
ferença entre as soluções descritas nos itens 1 e 2. 
Quando se trabalha com aritmêtica de precisão finita, 
tem-se o erro de arredondamento (round-off error) que e a diferen-
ça entre as soluções dos itens 2 e 3. 
O erro cometido entre as soluções em 3 e 4 ê o erro de 
integração e depende do algoritmo de integração utilizado. 
A discretização de um operador diferencial, pode ser 
feita de. vãrias formas, como por exemplo, com o uso de f6rmulas 
de diferenças finitas - como no mêtodo das diferenças centrais -
ou então, assumindo-se uma forma de variação para deslocamentos, 
velocidades e acelerações a cada intervalo de tempo e satisfaze~ 
do-se as equações de movimento em algum ponto do intervalo, como 
e o caso dos metades de Wilson e e de Newmark. 
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Qualquer que seja a metodologia utilizada, chega-se a 
uma relação de recorrência da seguinte forma: 
A X = A X + P 
-1 -n+l -o -n,n-1, ... ( 2. 2) 
que permite o avanço da solução no tempo. O vetor ~n+l e o vetor 
dos deslocamentos, velocidades e acelerações no tempo t+Lit; 
~n,n-l, ... ' o vetor dos deslocamentos, velocidades e acelerações 
nos tempos t,t-Lit, ... ; o vetor~ depende da excitação externa e 
as matrizes ~o e ~1 dos parâmetros fisicos da estrutura (matri-
zes de massa, rigidez, amortecimento e do intervalo de tempo Lit). 
Assim, 
Supondo A inversivel, pode-se escrever: 
-1 
X l. -n+ = A-
1 A X + A- 1 P 
-1 -o -n,n-1,... -1 
Chamando-se: 
X · = A X + L -n+l - -n,n-1,... -
( 2. 3) 
( 2 • 4 ) 
onde A e denominada de operador de aproximação ou de integração. 
Se as matrizes M, C e K não são dependentes dos desloca 
mentas ou de suas derivadas, a transformação ê dita linear. 
Um algoritmo ê dito explicito, quando ~1 puder ser colo 
cada na forma triangular. Quando houver necessidade de se fazer 
uma fatoração para se resolver o sistema, o algoritmo ê dito im-
plicito. 
Quando o vetor ~n,n-l , ... contem somente informações do 
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tempo anterior ao considerado, ou seja, X =X o mêtodo -n,n-1, ... -n 
ê dito de um passo (one-step), caso contrário, de múltiplos pas-
sos. 
Os mêtodos de um passo, têm a vantagem de serem auto-ini 
ciãveis, pois necessitam apenas de informações do passo anterior, 
necessitando dessa forma, armazenar menos informações de tempos 
anteriores. 
Considere a equaçao (2. l). Supondo-se que nao haja exci 
tacão externa (t=Q) e que o sistema não seja amortecido (C=O): 
Mü+Ku=O ( 2 • 5 ) 
A equaçao (2.5) pode tomar então, a seguinte forma para um algo-
ritmo de um passo: 
X = A X -n+l - -n ( 2 . 6 ) 
Para se colocar ~n+l em função de ~o' utiliza-se recur-
sivamente (2.6) e obtem-se: 
X -n+l ( 2. 7) 
As definições dadas a seguir, baseiam-se no trabalho de 
Guimarães'. 
2,3, CONVERGÊNCIA 
Para o estudo da convergência dos algoritmos de integr~ 
çao direta, utiliza-se o ''Teorema da Equivalência'' de Lax que 
estabelece: 
l o 
"Dado um problema de valor inicial bem posto e um oper~ 
dor de aproximação ~(6t) consistente, este operador serã conver-
gente se e sõ se, for estãvel''. 
Com objetivo de esclarecer melhor, define-se a seguir, 
problemas bem postos, consistência e estabilidade, embora no pr~ 
sente trabalho sõ se faça o estudo da estabilidade. 
2.3.1. PROBLEMA BEM POSTO 
Tendo-se o problema de valor inicial (2.1), cuja solu-
çao pode ser colocada na forma 
~(t) ; U(t) ~(O) 
sendo U(t) um operador, ~(t) o vetor contendo a função 
deslocamentos u e suas derivadas no instante t e X(O) o vetor 
das condições iniciais.Diz-se que o problema e bem posto se 
U(t) for uniformemente limitada ou seja, ao se dar uma variação 
6 nas condições iniciais X(O) a variação na solução X(t) e da 
o ( 6) • 
Isto ê,deverã existir uma constante k tal que 
11 {~(tl}~II ~ kll 211 O < t < T ( 2. 8) 
Sendo · 11 • li uma certa norma . 
. - . 
2,3,2, CONSISTÊNCIA 
Seja 
d at ~(t) ; § ~(t) ( 2. 9) 
l l 
onde G e um operador. 
se, 
Pode-se aproximar (2.9) da seguinte forma: 
X -X -t+l'>t -t 
t, t 
A X -X - -t -t 
t, t 
l i m 1-11~- l -G) X li = O t,t+O l'>t - -t 
(2.10) 
(2.11) 
para qualquer O~t~T, diz-se que o operador de diferenças finitas 
A(t,t) ê uma aproximação consistente para o operador G. 
2.3.3. ESTABILIDADE 
A noçao de estabilidade para sistemas discretos, cor-
responde a noçao de problemas bem postos em sistemas contfnuos. 
Para se verificar se um algoritmo ê estãvel analisa-se 
a influência de uma perturbação em um passo, nos passos subsequen-
tes; ou seja, todos os operadores do conjunto ~n(t,t), n=D,1,2, ... , de 
vem ser uniformemente limitados. 
Sendo 1 a perturbação dada aos dados iniciais~. deverã 
existir uma constante finita k tal que: 
li {~}!ll 2- klJ ~li O < nt, t < T (2.12) 
Uma forma de se fazer este estudo e utilizando-se o raio 
espectral de A que ê definido como 1 : 
p = ma x J À i 1 (2.13) 
sendo IÀiJ o mõdulo dos autovalores de A. 
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Decompondo-se a A da seguinte forma: 
A= PJ p-1 (2.14) 
onde P e uma matriz contendo os autovetores de A e J uma matriz 
diagonal contendo os autovalores de A. 
Dessa forma, tem-se: 
(2.15) 
Logo para que todos os operadores do conjunto ~n sejam limitados, 
os mõdulos dos autovalores desses operadores tem de ser limita -
dos pela unidade. 
Assim, pode-se notar que a solução aproximada de (2.5), 
comporta-se da seguinte forma: 
- se p>l, a solução e amplificada quando t+oo 
- se p<l, a solução e amortecida quando t+oo 
- se p=l, a amplitude da solução numérica se mantém quando t+oo. 
Para que o operador de aproximação represente perfeita-
mente a resposta de um problema oscilàtÕrio não amortecido,e· ne~ 
cessãrio que os autovalores de A sejam complexos e que tenham mo 
dulo unitãrio, i.e. 
i +ie À 1 , 2 = a ± s = p e- (2.16) 
onde 
p = 1 À 1 '2 1 
8 are tg s = -a (2.17) 
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A matriz A(ót) na maioria dos métodos de integração pa~ 
soa passo, é de segunda ordem com os dois autovalores complexos 
conjugados. Em alguns casos, como no método de Newmark, é de ter 
ceira ordem, tendo um autovalor real e dois complexos conjugados. 
Nestes casos as raízes complexas, À 1 , 2 , são chamadas de raízes 
principais e a real, À 3 , raiz "falsa" e IÀ 3 l<IÀ1, 2 l.::_l. 
Se IÀ 3 J/O, introduz-se uma função exponencial na solu -
çao. 
- Se para qualquer valor do intervalo de tempo utilizado, tem-se 
p>l, o algoritmo é dito incondicionalmente instavel; 
- se p.::_l somente para intervalos de tempo menores que um valor 
crítico, o operador é dito condicionalmente estavel; 
- se para qualquer valor do intervalo de tempo, tem-se p.::_l, o op~ 
rador é denominado incondicionalmente estavel, ainda que com 
p<l ele introduza um amortecimento artificial na solução apro-
ximada. 
Pelo teorema de Lax, desde que o mõdulo dos autovalores 
seja limitado pela unidade, o algoritmo e estavel e converge qua~ 
do ót+O. 
Dois tipos de erros sao normalmente introduzidos pelos 
operadores de aproximação: 
- erro na amplitude 
- erro no período 
- o erro na amplitude, tende a introduzir um amortecimento fict! 
cio na resposta do sistema, e a amplitude decai com o tempo. E 
o caso de p<l. 
- o erro no período, em geral, aumenta o valor do mesmo na solu-
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çao numêrica, e temos como medida do erro relativo no periodo: 
T-T wtit l T = -e- -
onde: 
T - e o periodo da solução numêrica 
T - e o periodo do oscilador 
e - definido como em (2.17) 
2.3.4, ESTUDO DA ESTABILIDADE 
2.3.4.1. INTRODUCÃO 
(2.18) 
Revisa-se a seguir o estudo da estabilidade de um siste 
ma massa-mola não amortecido. No caso de um sistema com vãrios 
graus de liberdade, onde as equações de equilibrio dinâmico sao 
modalmente desacoplãveis, pode-se obter ''n'' equações independen-
tes no tempo. 
Utilizando-se um algoritmo de integração passo a passo, 
com o mesmo intervalo de tempo para todas as ''n'' equações de mo-
vimento jã desacopladas, tem-se uma anãlise equivalente a do sis 
tema como um todo 1 • Assim, pode-se analisar a estabilidade para 
uma das "n" equaçoes, que têm a forma: 
Ü .;_ ~ 2 U = p ( t) (2.20) 
Uma vez que a norma do carregamento externo e limitada, 
o vetor L de (2.4) não infl~i na pesquisa da estabilidade do al-
goritmo, logo, considera-se f(t)=O. 
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2.3.4.2. MÉTODO DAS DIFERENCAS CENTRAIS 
Neste metodo aproximam-se as acelerações e velocidades 
em termos dos deslocamentos da seguinte forma: 
(2.21) 
(2.22) 
Com erros da 0{ât2 ) para deslocamentos e velocidades. 
Os deslocamentos no tempo t+6t são obtidos, substituin 
do-se (2.21) e (2.22) na equação de movimento para o tempo t que 
se escreve: 
M ~t + e ~t + K ~t = p -t (2.23) 
logo: 
Giz M+ 1 uu ~ -K- 2 ~~n "2"TI = KV -- -n+ 1 -n -
Giz M- 1 ~ ~n-1 - "2"TI - ( 2. 24) 
Para inicialização do processo de resolução, necessit~ 
se de ~- 1 , que e obtido a partir dos dados iniciais ~o' ~o' ~o 
e das relações (2.21) e (2.22) resultando 
(2.25) 
Se a matriz de massa e a matriz de amortecimento forem 
diagonais, não hã necessidade de se resolver um sistema de equ~ 
l 6 
çoes a cada passo, como tambêm, pode-se trabalhar com as matri-
zes a nivel de elemento, não sendo necessãria a montagem das 
matrizes globais da estrutura . Em contrapartida, o algoritmo 
em questão ê condicionalmente estãvel como se mostra a seguir. 
Considerando-se a equaçao de equilibrio dinãmico de um 
oscilador harmônico simples, sem amortecimento 
(2.26) 
A utilização de (2.21) e (2.22) em (2.26) permite es-
crever como em (2.4): 
onde 





Para que l"i 2 i<l => tit< I logo tit .t< .I , - - w cri - TI 
No caso de um sistema com vãrios graus de liberdade 
Tn 
tit "t < -cri - TI (2.28) 
onde Tn e o periodo minimo do modelo discreto. Com esta condi -
ção,(2.28),pode-se garantir que a parte imaginãria de À existe 
e a solução ê oscilatôria. 
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2.3.4.3. MÉTODO DE NEWMARK 
Neste mêtodo desenvolvem-se os deslocamentos e velocida 
des em ~eries de Taylor, sendo os restos calculados aproximadamente em 
função de dois parâmetros livres que são fixados a posteriori a 
fim de garantir que o mêtodo seja estãvel. 










~ n +· l = U + Ü (T ) d T -n O -
(2.29) 
(2.30) 
resolvendo-se a integral de (2.30) aproximadamente, supondo que 
a aceleração ê uma função seccionalmente conhecida, no intervalo 
de O a t,t, Fig. 2.1, tem-se 5 : 
Ü('l:,) 
(1- l).6 t 1S'.6t 
o .6t 




Ü(T)dT. = (1-y)t,t (2.31) 
obtem-se: 
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Procedendo-se da mesma forma para o cilculo de (2.29), 
J
tit 
Q (tit-T)Ü(-r)dT = (2.31) 
Substituindo-se (2.31) em (2.30) e (2.31) em (2.29): 
un· 1 . = un + tit Ü + (-2
1 -B)tit2 u + B tit2 u · - + - -n -n -n+l 
u . = 
-n+l ~n + (l-y)tit ~n + y tit ºn+l 
(2.32) 
( 2. 33) 
De posse das equaçoes (2.32) e (2.33) e colocando-se o 
sistema (l.l) no tempo t+tit: 
M ºn+l + e ~n~l + K ~n+l = l:.n~l (2.34) 





l l - l ªo = Bti t2 ª1 = Stit = Btit ª3· = 213 
a, = 
y - l e as = 
tit(y ze -2) 
Como se vê em (2.35) o mêtodo ê impl1cito, uma vez que 
hi necessidade de se fatorar a matriz K=K+a M+a C. - o- 1-
Assim, como se viu anteriormente em 2.3.4.2, desacopla~ 
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do-se o sistema (2.34), pode-se estudar o comportamento do algo-
ritmo de Newmark, fazendo-se estudo da estabilidade de uma das 
equaçoes desacopladas. 
Considerando-se o sistema nao amortecido abaixo e as 
relações (2.32) e (2.33), e colocando-se na forma de (2.3) tem-
se: 
= A + L (2.36) 
Sendo 
l tit tit2 ({ -sl aS lif 
A - l 
- - 1 +Síl -yíl/tit l ~íl( B-y) tit[{l-y)+íl(S- flJ L = 
So 
w2lit 
-íl/tit l -íl/ ót2 -íl(2 -sl f3 íl 
Calculando-se os autovalores de A: 
À1 2 = , 
2 l l . l l 1/2 l+[S- -z(y+ -z)]íl±l{[B- 4(y+ -zl ]íl
2 +íl} 
l +B íl 
À3 = Ü 
Para que IÀ 1 2 i =l: , 
. . l l . . l 
l+{l+2[B- -z(y+ 2)J}íl+[B+S
2 -S{y+ 2)]íl
2 = l+2Sílrf32 íl 2 
e 
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Igualando-se os termos íl e íl 2 , tem-se: 
. . 1 
1 + 2 S - ( y + 2 ) ; 2 S => 
1 
y ; 2 
· · 1 1 
s + s 2 - s(y+ 2 l ; s2 => s(2 -yl ; o 
(2.37) 
1 - -Logo, com y; 2 , garante-se que os aut-0valore! tem modu 
lo unitirio, Para que a solução seja oscil~tõria (b>O): 
1 para y; 2 
1 . 1 2 [S- 4 (y+ 2 ) ]íl
2 + íl > O 
f(íl) ; ( s- {líl2 + íl > Ü (2.38) 
A expressao a esquerda do sinal de desigualdade, repre-
senta uma paribola que tem por raizes: 
íl 1 ; D 
íl2 l ; - -::--r 
B- 4 
Como íl;w26t2>0, para que f(íl)>O, tem-se que,para qual-
quer valor pos.itivo de íl, íl 2 deveri ser sempre menor que zero co 
mo mostra Fig. 2.2. 









Com as condições (2.37) e (2.39) garante-se que o mêto 
do nao introduz amortecimento artificial e é incondicionalmente 
estavel. 
Variando-se os valores de 8, obtêm-se os métodos: 
8 
l Fox Goodwin : 2 - e 
s l mêtodo das acelerações lineares : 6 -
s l método das acelerações mêdias : 4 -
Dos erros comentados anteriormente no item 2.3.3 o me-
l todo de Newmark com y: 
2 
nao introduz erros nas amplitudes e o 
erro no per1odo ê mostrado na Fig. 2.4. 
i!.( t l 
~n 
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Fig. 2.4. Variação do perlodo 
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CAPÍTULO III 
ALGORITMO DE DIFERENÇA CENTRAL 
3.1. INTRODUÇÃO 
Apesar de ser condicionalmente estãvel quando aplicado a 
problemas lineares, a facilidade de implementação e o custo com-
putacional, sugerem o emprego do algoritmo de diferença central 
a sistemas não lineares, sobretudo em problemas de propagação de 
ondas, onde o intervalo de tempo a ser utilizado jã e, por defi-
nição, relativamente pequeno. 
Como serã visto mais detalhadamente no prõximo capftulo, 
o estudo da estabilidade quando se trata de problemas que envol-
vem algum tipo de não 1 inearidade, deve ser feito definindo-se es 
tabilidade na energia. Estuda-se nestes casos, para um determina 
do algoritmo, como a energia de um sistema em um certo instante, 
se comporta em relação ã energia do instante anterior. 
3.2. ESTABILIDADE 
A forma mais simples de se fa2-er o estudo da estabil ida 
de na energia para o algoritmo de diferença central e partir do 
sistema de equações de equilfbrio dinãmico, pré-multiplicado por 
um vetor de velocidades. Desta forma pode-se verificar como a 
energia total em um determinado tempo "t+llt" e 1 imitada pela ener 
gia total do tempo "t". 
Vãrios autores 11 • 17 fizeram este desenvolvimento, che -
24 
gando a resultados contraditõrios. 
Belytschko, Holmes e Mullen 17 , consideraram grandes des 
locamentos e Park 11 aborda apenas o caso de não linearidade fisica. 
O desenvolvimento aqui apresentado e que pretende escl~ 
recer melhor este procedimento ê feito para materiais elãsticos 
nao lineares. 
Sendo o sistema de equaçoes: 
( 3 . l ) 
e, definindo-se: 
- o vetor de deformações como 
E = B u ( 3. 2) 
- o vetor de forças equivalentes ao estado de deformação atual co 
mo: 
e, matriz de rigidez tangente, como: 
K = J BT ao B dV 
V - ãE -
sendo a o estado de tensões. 
( 3. 3) 
( 3. 4) 
Sabe-se 1 1, 17 que a frequência mãxima, wmax' tem a se-
guinte limitação: 
Ü T K u < w2 uT M Ü 
max - ( 3. 5) 
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devido a simetria de~ pode-se afirmar que: 
d (l ,T , ) d ( ) 
; ãt 2 1:!t ~ 1:!t ; ãt Tt 
( 3. 6) 
d sendo Tt a energia cinética no tempo "t". Aproximando-se ãt (Tt) 
por uma fõrmula de diferença central: 
• T M •. 
1:!t 1:!t ( 3. 7) 
No desenvolvimento do termo~! ~(1:!t) da equaçao 3.6 ad-
mite-se que exista uma função potencial,~;~(~), tal que a ener-
gia de deformação, seja definida como: 
u; J ~(E)dV 
V -
Expandindo-se ~(~t+i\t) e ~(~t-i\t) em serie de Taylor em torno de 
~(~t) tem-se: 
;: ct>t + l c)
2 d,I T + -2 ~ LIE 1LIE oE Q - -1 - LIE; 
( 3. 8) 
; ~t - -ª-11 LI T dE Q §:2 - LIE; 
l -ª--=--11 T + -2' 2 LIE LIE 
oE A -Q -2 -2 
- uE-
( 3. 9) 
integrando-se (3.8) e (3.9) ao longo do volume e notando que 





Subtraindo-se (3.10) de (3.11) e dividindo-se por 2At: 
(3.12) 
Substituindo-se (3.2) e (3.4) em (3.12) e rearranjando-
se os termos: 
t+At t-At ; Ü 8T O dV + At (-t+At -t) K(-t+At -t) _ 
U · -U J u -u T u -u 
2At -t V - -t 4 At - At 
u -u T _ At (-t -t-At) · 
4 . At · (3.13) 
o termo do lado esquerdo da igualdade ê uma aproximação para 
Ot;(Ut+At-Ut-At)/2At. Uma outra aproximação possivel seria: 




Substituindo-se as relações (3.3) e (3.14) em (3.13),o~ 
tem-se: 
u · -u T u -u 
• ( ) ] ( ) 1'\t (-t+L\t -t) (-t+L\t -t) 
~t ~ ~t = L\t Ut+Llt/2-Ut-Llt/2 - T L\t ~ L\t + 
(3.15) 
e agora, (3.15) e (3.7) podem ser substitu1das em (3.6) para dar. 
u -u T u -u 
_ L\t (-t+L\t -t) K(-t+L\t -t) 
- T L\t - . L\t 
u -u T u -u 
_ L\t (-t -t-L\t) K(-t -t-L\t) 
T . L\t - . Llt (3.16) 
De posse da relação (3.5) e sabendo-se que o ultimo ter 
mo de (3.16) ê sempre positivo definido, tem-se: 
ou: 
{\ t2 
< w2 T 
2 tmax t+l'lt/2 
{\ t2 2 . . 
(l- 2 "'t )Tt+Llt/2 + ut+Llt/2 ~ Tt-l'lt/2 + ut-Llt/2 
max 
(3.17) 
Numa tentativa de se ·1 imitar energia total em um determi 
nado instante, pela do instante anterior, ou seja, para que: 
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deve-se garantir que: 
1 - 6t2 W2 > Ü 
2 tmax 
ou: 
6t < (3.18) 
que ê uma estimativa para o limite de estabilidade do algoritmo 
de diferença central, para materiais elãsticos não li.neares. · 
No caso nao linear para se garantir a estabilidade durante todo 
o processo, esta frequência mãxima do modelo discreto, tem que ser 
a mãxima frequência local encontrada em todo o dominio O<t<T. 
Procedimentos de integração explicita com intervalo de 
tempo variãvel têm sido propostos por diversos autores,entre eles 
Park e Underwood 31 • 37 • 
No presente trabalho nao se farã nenhuma consideração 
deste tipo, tentando-se apenas, atravês de exemplos numêricos, co-
lher dados sobre os atrativos do mêtodo quando aplicado a probl~ 
mas não lineares. 
3.3. UMA APROXIMAÇÃO PARA 6TCRIT 
Vãrios autores 13 , 17 , 19 , 22 , 23 sugerem uma aproximação do 
intervalo de tempo critico do problema linear, baseado no menor 
tempo que uma determinada onda leva para se propagar entre dois 
29 
pontos nodais de um elemento. 
Holmes e Belytschko 13 , provam que para uma barra subdi-
vidida em elementos de comprimento''!'' e com ambas as extremida-
des livres, que: 
w2. 
n 
4 ;;;; F c2 
sendo "c", a velocidade da onda, dada por: 
C = IA 
onde E e o mõdulo de elasticidade, p a densidade do material e 
wn a mais alta frequência do modelo discreto. 
2 Desta forma, como 6tcrit < w , pode-se dizer 
1 
6 t . t < cri - c (3.19) 
Afirmam ainda que, se a barra for subdividida em elemen 
tos de tamanhos diferentes, uma aproximação para w poderã ser 
. n 
obtida, tomando-se para ''1'', o comprimento do menor elemento. 
Se o sistema e constituldo de uma malha de elementos de 
campo de deslocamentos linear, os resultados numéricos comprovam 
que pode-se tomar "1" como sendo a menor distãncia entre dois nõs 
consecutivos do elemento e ''c'', a velocidade da onda longitudi -
nal, que para casos de deformação plana, e dada por: 
e _, / E(l-i.il -y p t 1 +µ i t 1 - z µ i (3.20) 
sendoµ o coeficiente de Poisson. 
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Baseados tambêm, em dados empiricos, sugerem que para el~ 
t mentos quadráticos, se multiplique o valor encontrado para 6t< 
- c 
por um coeficiente y. 
No trabalho de Chang et al 23 o valor de y ê sugerido va 
riar entre 0.2 e 0.6 para elementos quadráticos e de 0.9 a 1.0 P! 
ra elementos lineares. 
Nos exemplos analisados no final do capitulo, faz-se uma 
comparaçao entre os intervalos de tempo em função das frequências 
calculadas para o modelo discreto e o valor deste intervalo, em 
função do tempo que uma onda longitudinal leva para percorrer o 
elemento. 
3.4. VERIFICACAO DA INSTABILIDADE 
Neste item, procura-se tecer algumas considerações so-
bre um tipo de instabilidade numêrica que pode ocorrer em probl~ 
mas não lineares bem como a forma de alertar ao usuário se em al 
gum instante da análise esse tipo de instabilidade perturbou os 
resultados obtidos. 
Isto se faz neces5ário, uma vez que em estruturas de 
comportamento vibratõrio envo,l,vendo materiais elásticos não l inea-
res ou inelásticos, esta instabilidade pode ser mascarada, nao 
sendo desta forma, tão facilmente detectada. Shantaram22 afirma 
que, problemas deste tipo, podem ocorrer com materiais dissipatl 
vos como o solo ou metais elastoplásticos. 
Nestes casos, a energia gerada pela instabilidade nume-
rica pode ser dissipada e os deslocamentos podem não crescer sem 
limites, gerando respostas aparentemente bem comportadas mas com 
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erros que podem atingir a mais de 100%. 
Este tipo de instabilidade e chamado de instabilidade li 
mitada (arrested instability) e um exemplo ilustrativo e mostrado 
na Fig. 3.1. 
Neste exemplo, em que 6tcrit calculado para k=9xl0 8 e: 
2 6t ·t = = 0.00106 
cri wmax 
ocorre uma solução "instãvel'' para 6t=0.001. 
Neste caso, em que o material não e dissipativo, a diss1 
paçao de energia, que manteve a resposta limitada, deve-se a pro-
blemas na aproximação da curva não linear. 
No Ap~ndice A, esclarece-se melhor o erro cometido nesta 
aproximação. 
Em vista da dificuldade de se detectar este erro e de co 
mo se precisar o intervalo de tempo critico numa anãlise nao li-
near, Belytschko, Chiapetta e Bartel 4 º propuseram que se verifi -
casse a ''identidade fundamental da energia", que todo problema de 
valor inicial deve satisfazer,ou seja, dado o problema de 
inicial 
e, 
u(O) = O 
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Et - a energia total no tempo t 
Tt - a energia cinetica no tempo t 
Ut - a energia de deformação no tempo t 
Wt - o trabalho mecânico das forças externas durante o intervalo 
(o, t) 
A energia cinetica e calculada como: 
l • T • 
Tt; 2 ~t M ~t 
Partindo-se da equaçao (3.10) definiu-se a ''energia in-
terna discreta'' como: 
l f = ut + 2 
V 
(3.21) 
sendo ~Ena variação da deformação durante um intervalo de tempo, 
isto e, 
A equaçao (3.21) representa a integração trapezoidal da 
curva tensão-deformação não linear. 
Substituindo as equações (3.2) e (3.3) na equaçao (3.21), 
tem-se: 
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e, da mesma forma: 
Admitindo-se um sistema nao amortecido e que a energia 
inicial e nula; e, chamando-se de res1duo de energia a 
então se este valor nao for nulo, mas for menor que uma certa po~ 
centagem da energia total, admite-se que o valor encontrado deve 
se a algum erro de arredondamento ou integração, caso contrãrio, 
admite-se que houve geração de energia devido a uma instabilida-
de numérica. 
A verificação do balanço de energia sugerido, toma en-






sendo B a tolerãncia adotada. 
( 3 . 2 2 ) 
Belytschko, Chiapetta e Bartell 4 º sugerem que se faça e~ 
ta verificação cada 1000 ou atê 5000 intervalos.de tempo e que, 
o res1duo de energia não ultrapasse a 2% da energia total, isto 
ê, B~0.02, sendo Ut e Wt calculados a cada incremento de tempo e 
a energia cinética calculada quando se efetua esta verificação. 
Pelos exemplos analisados concluiu-se que compensa fa-
zer esta verificação de 10 a no mãximo 500 intervalos de tempo, 
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dependendo do problema em questão, uma vez que o esforço numêrico 
dispendido no câlculo da energia cinêtica e no valor de À, não e 
excessivo, principalmente se comparado ao esforço desnecessãrio a 
ser gasto, quando ao fim de 1000 intervalos de tempo fosse identi 
ficada uma instabilidade. Um outro aspecto que justifica esta op-
- -çao, e o fato da energia gerada pela instabilidade poder ser dis-
sipada. Assim, ao se fazer um numero menor de verificações, corr~ 
se o risco deste teste estar sendo feito em pontos onde o valorde 
À satisfaz a equaçao (3.22). 
No entanto, como ê constatado no Exemplo II, em tempos a~ 
teriores pode-se encontrar valores de À muito superiores ao permi 
tido. 
3.5. EXEMPLOS 
Foram analisados três exemplos tlpicos: 
- simulação de cravação de uma estaca 
- treliça espacial sugerida por Noor e Peters 
- estado plano de tensões com discretização por elementos 
finitos isoparamêtricos, com equação constitutiva elas-
toplâstica. 
3,5,1, ExEMPLO 1 
O primeiro exemplo analisado, corresponde a simulação 
da cravação de uma estaca. Suas caracterlsticas, bem como, os p~ 
râmetros das curvas não lineares do solo e o carregamento exter-
no, estão apresentados na Figura 3.2. 
, ___ .,.. 
' ' ~ ,J ... _, 




u ( in) 
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! P( t) 
m1 •0.0168 Kips . .2/in 
E1 =458,4 Ksi 
m2 =0.0024 Kips . .2/in 
E2 •312,5 Ksi 
TODOS OS ELEMENTOS DE 3 A 13 
A= 9 1 817 in
2 
E = 3.0 X I04 Ksi 
-6 2 4 ,P= 0.74xl0 Kips.s/in 
{ b) 
Rp P( t ) 
( K ips) ( Kips) 
u( in) 0,0002 0,0008 0,001 
Figura 3.2 
A estaca foi discretizada em 12 elementos de treliça e 
foi encontrado para periodo fundamental, 4.696xlo- 2 s e para pe-
T 
riodo minimo, l.3512xl0- 3 s. Dessa forma L'ltcrit= 7 = 4.30lxlü-"s. 
A aproximação d~ste intervalo de tempo, em função da ve 






------------ ------------- --------- .-------
• • • •• • • • • •••• 
O.OI 0.02 0.03 0.04 0.05 006 t( s) 
---------~ 
Figura 3.3 
para Jl = 9 6m · 
Foram feitas comparações para os seguintes intervalos de 
tempo: 0.000125s; 0.00025s; 0.0004s e 0.0004301s. 
Os grificos apresentados nas Figuras 3.4 e 3.5, mostram 
os deslocamentos na extremidade inferior da estaca e as forças na 
barra 3 respectivamente. 
Os resultados de deslocamentos e forças para os interva-
los de tempo de 0.000125s e 0.00025s, forneceram a mesma aproxim~ 
çao e para 6t=0.0004s, forças e deslocamentos foram praticamente 
coincidentes com os dois primeiros. Para 6t=6tcrit=0.000430ls os 
resultados de deslocamentos parecem satisfatõrios ati 6t=0.06s, a 
partir dal, começam a crescer sem limites. No entanto, para for-
ças, a soluçio ji começa a se deteriorar entre 0.04 e 0.05s. 
O valor de À permaneceu menor que o permitido (0.02) ati 
6t=0.05s. A partir dal, assumiu valores inaceitiveis ati o final 
do processo (Figura 3.3). Conclui-se dal que o critirio adotado, 
detectou a instabilidade. 
Numa tentativa de se avaliar a eficiincia do processo f~ 
ram medidos os tempos de processamento (C.P.U.) obtidos com À cal 
culado a cada l, 10 e 100 intervalos de tempo, em relaçio ao tempo 
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3,5,2. ExEMPLO li 
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Sem Verificação 
Verificação a cada 
lOOLlt 
lOLlt 
l LI t 
l , o 
l , O 3 
l , O 5 
l , 08 
O exemplo analisado a seguir, e uma treliça espacial com 
deslocamentos impedidos nos extremos e com quatro cargas iguais, 
aplicadas nos n6s centrais, como mostra a Figura 3.6. Este exem -
pl o foi sugerido por Noor e Peters 2 1, embora os resultados aqui o~ 
tidos, não possam ser comparados com os do trabalho acima citado, 
uma vez que este considerou não linearidade fisica, e neste caso, 
considera-se somente o problema da nao linearidade geomêtrica. 
z,w 
E = 7,17xlO'°N/m2 
f =2768 Kg/m5 
,) 








O menor periodo de vibração linear da treliça e: 
T n - , 
dessa forma, Lltcrit = n = l .9lxlo- s. 
Fazendo-se a aproximação para o intervalo de tempo, como 
citado no item 3.3 e que estabelece: 
e tomando-se porto comprimento da menor barra, o valor encontra 
do e: 
Llt = 0.982xlQ- 3 s 
Pode-se notar, que este e um valor conservador, comparado com o 
limite de estabilidade do problema linear. 
A seguir, apresentam-se nas Figuras 3. 7, 3.8 e 3. 9 os 
deslocamentos verticais do nô 21 e das forças na barra 29 e 21 res 
pectivamente. Os resultados obtidos com Llt=0.0002s e Llt=0.0018s, 
são praticamente coincidentes. Com Llt=0.00195s, que e um interva-
lo de tempo ligeiramente maior que Lltcrit' para deslocamentos, ob 
teve-se um resultado que poderia ser considerado satisfatôrio, no 
tando-se uma ligeira discrepãncia a partir de 0.6s. No entanto, o 
erro nas forças, e logo, nas tensões nas barras são inaceitãveis. 
A Figura 3.10 mostra o valor de À descrito no item 3.4. 
Ate 0.6s, este valor e praticamente nulo para os .intervalos de 
tempo 0.0002s, 0.0018s e 0.00195s. A partir de t=0.4s, o valor de 
À para L1t=0.00195s começa a crescer atingindo valores da ordem de 
0,98 oque significa um acréscimo de 98% da energia em relação ao 
w(m) 
l( Newtons) x 10-4 
0.0018 s 
----- 0.00195s 
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passo anterior. Como o material nao ê dissipativo o decrêscimo de 
energia mostrado na Figura 3.10 deve-se provavelmente a erros na 
aproximação da função não linear. Quando hã enrijecimento, o erro 
na integração se torna mais grave. 
Da mesma forma que no exemplo anterior, fez-se a verifi-
caçao do valor de À a cada 10, 50 e 100 intervalos de tempo e ob-
teve-se para 6006t a seguinte relação entre os tempos de C.P.U.: 
3.5.3. ExEMPLO III 
Sem Verificação 





l . O 68 
l . O 7 5 
l. 09 
Tentando esclarecer melhor o comportamento do mêtodo da 
diferença central quando aplicado a problemas que envolvem plastl 
cidade, analisou-se um caso simples de estado plano de tensões,utl 
lizando-se um ünico elemento isoparamêtrico quadrãtico, com esqu! 
ma de integração numêrica de Gauss de 2x2. 
A equação constitutiva ê elastoplãstica e o critêrio ado 
tado ê o de von Mi ses. A figura 3.11 apresenta o problema, bem co 
mo suas caracterfsticas. 
Para o perfodo mfnimo encontrou-se: 
Tn = 0.1045s para matriz de massa discreta e, 
1 




e, 6tcrit = = 0.0332s 'IT 
T 
n2 
6t . t . = = 0.0221s cri 2 'IT 
-/-2m--+ 
Í, ---E -N • + 














O tempo gasto para que uma onda longitudinal atravesse o 
elemento, ~ dado pela f6rmula: 
6 t. = y 9, Jp ( l +µ) ( l - 2µ) 
E ( l -µ) 
(5.3.1) 
sendo 9, a menor distância entre dois nos consecutivos. Para ele-
mentos quadrãticos, como foi visto no item 3.3, o coeficiente y 
foi sugerido variar de 0.2 a 0.6. No exemplo analisado, o valor 
de y=O. 7, dã uma boa aproximação do intervalo de tempo crTtico p~ 
a matriz de massa discreta e y=0.5 para a consistente. Assim, uti-
46 
lizando-se a relação (5.3.1), encontrou-se 
ti t = yx0.0435 
Para y = O. 7 -> ti t = 0.0298s 
Para y = 0.5 -> ti t = 0.02125s 
A Figura 3.12 apresenta a hist6ria no tempo do desloca-
mento horizontal do n6 7, para intervalos de tempo 0.003s, O.Ols 
e 0.025s, utilizando-se matriz de massa discreta. _Os resultados 
obtidos com 0.003s e O.Ols foram praticamente coincidentes, ja a 
solução com tit=0.025s apresentou resultados desastrosos. 
O coeficiente À, mostrado na Fig. 3.13, também neste pr~ 
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CAPÍTULO IV 
ALGORITMO DE NEWMARK 
4.1. INTRODUCAO 
1 
(y= 2 e 
Comentou-se no capitulo II, que o 
1 ( 1)2) - . d" . 1 t 6~ l y+ 2 , e 1ncon 1c1ona men e 
Metada de Newmark 
estivel quando apli-
cada a sistemas estruturais dinimicos lineares, e e um dos mais 
utilizados na pritica. E natural, que se queira avaliar seu de-
sempenho quando aplicado a sistemas de comportamento nao linear. 
O estudo da estabilidade neste caso,ji não pode ser fe! 
to como no capitulo II, uma vez que a prõpria aproximação dada p~ 
lo processo iterativo - tipo Newton-Raphson, por exemplo - para 
solução das equações não lineares, influi decisivamente nesta es 
tabilidade. Virias autores tratam este tema 15 , 18 • 2 º• 24 chegando 
as vezes a resultados divergentes. 
No presente trabalho faz-se uma abordagem do metada se 
gundo Hughes 15 • 2 º e Belytschko e Schoeberle 24 , por se entender 
que a definição da estabilidade como limitação da energia do sis 
tema, parece ser a mais adequada. Tenta-se esclarecer alguns as-
pectos do comportamento do algoritmo em questão, quando se usa 
para a aproximação da não linearidade, a rigidez tangente ou o 
tratamento como pseudo-forças. 
4.2. CARACTERÍSTICAS GERAIS 
O problema de valor inicial a ser resolvido, e do tipo: 
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M ü + e ú + F(u) = P(t) - - - -
com as seguintes condições iniciais: 
~(O) = ~o 




As matrizes,~.~.~·~ e ü sao definidas como no capitulo Il,e~ 
tando a não linearidade contida em~(~). Assume-se que haja uma 
função escalar, U(u), energia de deformação e que F ·= élU sendo 
. - . 1 au:-
1 
ui e Fi' componentes de~ e de~(~) respectivamente. 
Fazendo-se o produto escalar de (4.la) por~ e integra~ 
do-se de zero a t, pode-se mostrar que o problema de valor ini-
cial (4.1), satisfaz a seguinte identidade de energia: 
( 4. 2) 
onde 
a energia cinética e energia de deformação no tempo t, respecti-
vamente. Pode-se notar de (4.2) que a parcela que envolve a ma-
triz de amortecimento, tende a dissipar energia, uma vez que C e 
positiva, semi-definida e a parcela devida a~ gera energia. 
Se C=O e P=O a energia total se conserva e tem-se que: 
( 4 • 3 ) 
Hughes 15 faz o estudo do algoritmo de Crank-Nicholson 
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aplicado a um sistema de equaçoes nao lineares de primeira ordem, 
e prova que, independente do tipo de não linearidade, o algorit-
mo ê estãvel e converge. Mostra também que a regra trapezoidal 
( k l l) - . l l . d Newmar com a; 2 e S; 4 e equ1va ente a este a gor,tmo estu a-
do (Apêndice B). A estabilidade definida desta forma, não ê apr~ 
priada a problemas de dinâmica estrutural, uma vez que desloca -
mentos e velocidades, crescem exponencialmente com o intervalo de 
tempo. 
Surge então, a necessidade de uma definição mais rigor~ 
sa de estabilidade, e para tal, define-se "estabilidade na ener-
gia", uma vez que a energia pode ser tomada como uma norma equi-
valente â soma das normas dos deslocamentos e velocidades. Assu-
mindo-se que a energia em um determinado instante, ê limitada p~ 
la energia no instante anterior da seguinte forma: 
( 4 . 4 ) 
pela desigualdade de Gronwall (Apêndice B); com: 
b2 ; ncllt 
tem-se: 
( 4 • 5 ) 
Dessa forma, a energia cresce exponencialmente com o ·in 
tervalo de tempo, como mostrado no Apêndice B. 
Hughes 15 sugere então que, b2 não seja uma constante, e 
sim, uma função de llt, de tal forma que: 
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a) b2 + O, quando 6t + O 




E [-1,0J, quando 6t + oo 
Das condições (a) e (b) e da desigualdade (4.5) pode-se 
notar que, para pequenos intervalos de tempo, a energia e assin-
toticamente conservada e para grandes intervalos de tempo, esta 
energia não serã amplificada. Se c 1 =0, o algoritmo e assintotica 
mente conservativo. 
4.3. VERIFICAÇÃO DO EQUILÍBRIO DINÂMICO - RIGIDEZ TANGENTE 
Em geral, não e poss,vel resolver (4.1) exatamente, de-
vido a parcela não linear contida em~(~). O que se faz e resol-
ver (4.1) aproximadamente, por um processo iterativo encontrando 
se um sistema de equaçoes da forma: 
M ~t+ót + C ~t+ót + ~(~t+ót) = P(t) ( 4. 6) 
onde Fe · e o vetor das forças nodais desbalanceadas. Surge en--t+ót 
tão, a necessidade de um processo iterativo, para diminuir o efei 
to de Fe na solução geral. Na anãlise dinâmica não linear, este 
processo se torna imprescind,vel, uma vez que a estabilidade do 
algoritmo estã relacionada com a medida deste erro. 
Os procedimentos iterativos normalmente utilizados sao: 
- o Metodo de Newton-Raphson 
- o Metodo de Newton-Raphson modificado. 
No Metodo de Newton-Raphson, a matriz de rigidez e cal-
culada a cada iteração, o que torna o processo muito dispendioso. 
No metodo de N.R. modificado, a matriz de rigidez permanece cons-
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tante a cada incremento, e a convergência pode ser lenta, ou o 
processo iterativo pode atê mesmo divergir. Para tornar este me-
todo mais eficiente nos casos de convergência lenta, vãrios es-
quemas aceleradores foram propostos. O acelerador de Aitken e um 
dos esquemas frequentemente utilizado 28 • 
Uma forma alternativa para o critêrio iterativo de N.R. 
sao os mêtodos quasi-Newton. Um destes mêtodos ê o BFGS (Broyden-
Fletcher-Goldfarb-Shanno). 
No presente trabalho, a iteração para o equilíbrio dinâ 
mico e feita com a matriz de rigidez constante durante cada in-
cremento, como exposto por Ebecken 45 • 
4.4.- DISCRETIZACÃO DA ENERGIA 
Para simplificação das equaçoes da energia discreta,uti 
lizou-se o algoritmo de Newmark com a=} e S= { (regra trapezoi-
dal), ficando as aproximações para deslocamentos e velocidades , 
da seguinte forma: 
!:lt+ót !!t 
ót 
(~t+ót+~t) - = 2 (4.7a) 
u . !! t 
ót 
( ~t+ó t- ~ t) -t+ót - = 2 (4.7b) 
A identidade de energia descrita em(4.2) pode ser escrita, como: 
(4.8) 
logo, 
( 4. 9) 
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sendo 
1 ·T ·T (4.10) Tt = 2 ~t ~ ~t 
Expandindo-se a energia de deformação em sêrie de Tay-
lor finita e substituindo-se (A.3) (Apêndice A) e (4.10) em(4.9), 
tem-se: 
(4.11) 
De posse das relações (4.6), (4.7a) e de (4.11) pode-se 
afirmar que: 
(4.12) 




Os dois ultimas termos de (4.13) .representam os erros de 
vidas aos efeitos não lineares. Fazendo-se iterações, o termo que 
envolve fe, pode ser controlado, mas a parcela que envolve ~t fi 
ca definida, uma vez determinado o intervalo de tempo. A menos 
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dos dois termos citados no parãgrafo anterior, pode-se notar que 
(4.13) ê uma forma discretizada da identidade (4.2). Como, 
. . 
u -u 
tit -t+tit -t 
2 = u - u -t+tit -t 
então: 
pode ser visto como a integração trapezoidal das integrações con 
tidas em (4.2). 
4.5. ESTUDO DA ESTABILIDADE 
Na desigualdade (4.4) pode-se supor que para um determi 
nado tit fixo, l+clit=C, sendo C uma constante pouco maior que· l, 
ou seja: 
C-1.0<<1 
Assim, pode-se escrever (4.4) da seguinte forma: 




Desenvolve-se o primeiro termo de (4.14), sendo 
discretizado como no apêndice A para obter: 
(4.15) 
(4.16) 
T Somando-se e subtraindo-se 6~t ~(~t+6t+~t) e rearranjando-se os 
termos, tem-se: 
(4.17) 
Substituindo-se as equaçoes (4.6) e (2.32) obtem-se: 
(4.18) 







Comparando-se (4.21) com (4.4), pode se notar que se E=C~t e obe 
decendo a condição (a) o algoritmo é estivel. 
Pode-se também observar que se o problema for linear, 
e e l 1 ~t+~t=~t=Q e o algoritmo de Newmark com y= 2 e B= 4 conserva a 
energia total. 
Hughes 24 prova também que para grandes intervalos de tem-
po, o método é assintoticamente conservativo e que para interva-
los de tempo intermediirios, a energia total e uniformemente li-




Quando se faz a discretização da energia total: 
sendo Ut aproximado pela regra do trapêzio, nao se pode afirmar 
a priori que: 
serã positivo. Neste caso, nao se pode garantir que deslocamen -
tos e velocidades sejam uniformemente limitados. Contudo, para 
materiais elastoplãsticos e para os materiais mais utilizados na 
prática, Ut>O o que acarreta a limitação das velocidades e deslo 
camentos. 
Hughes 18 tambêm prova que, o estudo da estabilidade fel 
to anteriormente, pode ser estendido para grandes deformações de 
materiais não lineares, definindo-se o gradiente de deformações 
-
~=~~e assumindo que o primeiro tensor de Piolla-Kirchoff P e 
função não linear de~. de tal forma que: 
4.6. CRITÉRIOS DE CONVERGÊNCIA 
t usual, na maior parte dos sistemas computacionais,utl 
lizar na verificação iterativa do equilibrio dinâmico critêrios 
de convergência baseados em normas euclideanas de deslocamentos. 
Entretanto estes critêrios devem ser usados cuidadosamente jã que 
a obediência aos mesmos nem sempre implica na convergência da so 
lução. 
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No item anterior, comentou-se um criterio sugerido por 
Belytschko e Schoerbele 24 que consiste em satisfazer: 
(4.19) 
sendo: 
e ( i ) 
- Et+ât a força nodal desbalanceada na iteração "i", do tempo 
t+ât 
- Fe a força modal desbalanceada no final do intervalo de tem -t 
po anterior e, 
- Ut aproximada pela regra do trapezio 
Um outro criterio sugerido por Bathe e Cimento 28 • 41 con 
siste em satisfazer simultaneamente a duas verificações: 
e 
li p. -F(i-l)_M Ü(i-1)11 -t+ât -t+ât - -t+ât 2 
li. p F . M .. . . li max . -T--T-ât-- ~T-ât 2 
< FTOL 
lâu(i)T(P . -F(i-l)_M Ü(i-1))1 - -t+ât -t+ât - -t+ât 
< ETOL 
lâ~( i) (~t+ât-Et-~ ºt)I 
(4.22a) 
(4.22b) 
A primeiro delas, e uma relação baseada nas forças no-
dais desbalanceadas, onde toma-se a norma euclideana destas for-
ças, calculada a cada iteração, e no denominador, por problemas 
de convergencia, adota-se a maior norma ji ocorrida em todo pro-
cesso. 
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O segundo critêrio, assemelha-se a um incremento de ener 
gia, tambêm calculado a cada iteração. 
Quando a não-linearidade provoca enrijecimento, a pri -
meira verificação deve ser mais rigorosa, jã que nestes casos,as 
forças crescem muito mais do que os deslocamentos. Caso contrã -
rio, esta norma não fornece informações a respeito dos desloca -
mentos e um maior rigor na verificação de (4.22b) se faz necessa 
rio. 
Finalmente como (4.22a) e (4.22b) tendem a zero à medi-
da que a resposta da estrutura se aproxima da solução, Bathe e Ci 
mento sugerem que ambos os critêrios sejam verificados. 
4.7. ANÃLISE DE RESULTADOS 
Os critêrios mencionados foram implantados no sistema 
LORANE/NL, com a finalidade de testar alguns casos tfpicos de si 
tuações prãticas. 
Analisaram-se quatro exemplos, e convencionou-se chamar 
de critêrio I ao fornecido em (4.19), critêrio II ao descrito P! 
la relação (4.22) e de critêrio III ã norma de deslocamento: 
11 i + l . i li ~t+l\t ~t+i\t 
< DTOL 
4.7.1. ExEMPLO 1 
O primeiro exemplo analisado ê o do pêndulo simples su-
gerido por Bathe e Cimento 28 • 41 '. O pêndulo foi idealizado como 
um elemento de treliça com uma massa concentrada em sua extremi-
60 





1~ I \ T =4.13 sec 
60 gl \-e L~ I \ At=O.lsec \ 
\ 60=90º ~ 1 m éo=O ., :, '30 o 
a, - 2 4 (D o l(s) o 
:, I 
e,, ~ e 
o -30 I -7 
I • ETOL =10 
I -5 
I o ETOL = 10 






O exemplo foi processado com intervalos de tempo O.ls, 
O.Ols e 0.001s. Para o critêrio II adotou-se ETOL=l0· 3 , ETOL=l0· 7 
e FTOL=lü·'. Os resultados obtidos e que coincidem com a solução 
dada por Bathe e Cimento 41 , estão na Figura 4.2. 
Nota-se a importância da verificação de ETOL neste exem 
p lo. 
Para intervalos de tempo D.Ols e O.OOls o denominador da 
expressão (4.22a) forneceu valores muito pr5ximos de ze-
ro, não permitindo a aplicação do critêrio II com a utilização da 
precisão simples. Para o critêrio I, não se conseguiu convergên-
cia para õt=O.Ols e at-0.ls. Para õt=O.OOls e E=D.0001 obteve-se 
a mesma solução dada para at-0.ls, ETOL=l0· 7 e FTOL-10· 4 • 
t importante ressaltar que no caso analisado, a solução 
que se vale do critêrio de norma de deslocamento, efetuada com a 
tolerância de 0.001 (usualmente adotada como default) forneceu re 
sultados inaceitiveis. Este problema não foi contornado nem com 
uma tolerância de 10· 7 como mostra a Tabela I. 
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Critêrio III Critêrio I I 
Tempo DTOL=l0- 2 DTOL=l0- 7 ETOL=l0-
7 
FTOL=l0- 3 
O. 5 71. 4 71. 4 71. 3 
1. o 1 7 . 1 1 5. 2 13. 2 
1. 5 - 41 . 7 -49.6 -53.18 
2.0 -84.0 -86.9 -88.02 
. 
2.5 -59.7 -80.1 - 7 7. 7 
3. O - 1 3. 2 - 31 . 6 -25.3 
3. 5 37.8 34.9 43.0 
4.0 62.5 81. 6 8 5. l 
4.5 48.3 8 6. 1 82.8 
5.0 38.9 46.7 36.8 
Tabela I 
Critêrio I I I Critêrio II 
DTOL=l0- 2 DTOL=l0- 7 ETOL=l0- 7 
FTOL=l0- 3 
NQ total 
49 281 986 
de Iterações 
Tabela II 
4.7.2, ExEMPLO II 
Analisa-se a seguir, o comportamento da viga bi-engast~ 
da cujas caracterlsticas estão apresentadas na Figura 4.3. 
Este ê um exemplo tlpico de enrijecimento da estrutura, 
que ocasiona usualmente problemas de convergência nos algoritmos 
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iterativos. 
1 1 1 
1 P( t } 
h =0,2 ln ! b=l,Oin P(lb} 
1 • CJ+h 320 
5 6 7 +-bi-2 3 4 
+------IOin ------1- o t 
E =0,1 xl08 lb/in2 
Figura 4.3 
A viga foi discretizada em 7 elementos como mostra a Fi 
gura 4.3 e os periodos fundamental e minimo calculados para este 
modelo de elementos finitos são mostrados a seguir: 
' Tf ( s ) Tm ( s) 
com i nêr-
eia de ro D.l7375x10- 1 0.435llxlO-' -
tacão 
sem i nêr-
eia de ro O. l7366xl0- 1 0.32265xlo- 4 -
tacão 
e, ntcrit = l.385xl0- 5 s (com inêrcia de rotação) 
ntcrit = l.027xl0- 5 s (sem inêrcia de rotação) 







Para o intervalo de tempo 0.00001s, houve convergência 
na norma dos deslocamentos e, com a utilização do critério I com 
E=Ü.00001. O critério II, não foi satisfeito para valores razoã-
veis da tolerãncia. Para os intervalos de tempo 0.00005s e O.OOOls, 
hã convergência segundo os três critérios quando se considera as 
seguintes tolerâncias: 
- Criterio I -> 
- Critério II -> 
- Critério III-> 
E=Ü.00005 e 0.005 
ETOL=0.001 ; FTOL=0.0001 
DTOL=0.01 e 0.0001 
Para 6t=0.0005s houve convergência segundo o critério I com 
E=0.001. 
A convergência, segundo o critério II nao ocorre para ETOL=0.001 
e FTOL=0.0001 e o uso do critério III com DTOL=0.001 fornece uma 
aproximação melhor que com DTOL=0.01. Finalmente para 6t=0.00ls, 
os critérios I e II não foram satisfeitos com valores normalmen-
te utilizados de tolerância. Jã o critério III não detetou insta 
bilidade quando se usa DTOL=D.001 porem,a partir de t=0.008s os 
deslocamentos crescem indefinidamente. 
A Figura 4.4 apresenta o resultado para deslocamentos p~ 
ra intervalos de O.OOOOls, 0.0005s e O.OOls. Pode-se notar que 
para 6t=0.0005s apesar de não se ter uma boa aproximação o resul 
tado ê estãvel. Para 6t=0.00ls tem-se uma fraca aproximação atê 
o tempo 0.007s e a partir dal, a sol~ção se instabiliza. O tempo 
de CPU dispendido quando se emprega os critérios I e II medidos 
v7 (in) 
1,0 
A t= O .00001 s 
------ A t= 0.0005 s 
••••• At=0.001 s .,.,. -... ,, 
' ,I \ / 
\ / 
\ . / 
I \ I 
1 • I 
1 I • \ 
°' 0,5 
/ \ .,,. 1 
\ 







0,1 0,2 0,3 0,4 0,5 0,6 t( s) X 10-2 
Figura 4.4 
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I I I 
l , 5 
l , 9 
l , o 
Tabela III 
4.7.3. ExEMPLO III 
O estudo dos criterios discutidos anteriormente aplica-
dos ã anãlise do comportamento dinâmico não-linear de estruturas 
em que ocorre instabilidade,e realizado com o arco da Figura 4.5 
que foi analisado por Humphreys 47 e Landau''· 
IOllt 
D ESTADO Pi,,ANO DE TENSÃO FORMULAÇAO LAGRANGEANA GAUSS 4x4 











R : 67.115 in 
h : 1.0 in 
R b : 1.0 in 
1~ =15º 
q = 2220.040056 lb/in2 H =2.287in 
Figura4.5 
66 
Neste exemplo vale-se da simetria do problema utilizan-
do-se na discretização 12 elementos de p6rtico plano com formula 
ção Lagrangeana atualizada (35 graus de liberdade). Para avaliar 
a aproximação do modelo e dos mêtodos de integração, escolheu - se 
o valor de P=0.25, que corresponde a uma carga superior a carga 
crftica e, apresenta-se na Figura 4.6 a hist6ria da deflexão cen 
tral. Nesta mesma figura são apresentados tambêm os resultados ob 
tidos com a utilização na discretização de 6 elementos isoparam~ 
tricos quadrãticos com formulação Lagrangeana. Finalmente mostra 
tambêm a mesma figura,a resposta pelo mêtodo da superposição mo-
dal. 
O interesse da presente anãlise ê motivado pelas discr! 
pâncias ocorridas nas soluções para as situações p6s-crfticas. Es 




Para o critêrio I, utilizou-se tolerâncias que variaram 
de 0.000002 a 0.0001. 
As soluções são praticamente coincidentes fornecendo r! 
sultados precisos mesmo para a deformada que corresponde a defle 
xao central mãxima que atinge cerca de 2.8H. Entretanto ao retor 
nar ã posição correspondente a W=H (cerca de 140ót) a solução e 
interrompida por não mais atender ao critêrio. 
O critêrio II não foi satisfeito. Mesmo utilizando-se va 
lares relativamente grandes para ETOL e FTOL, não se conseguiu i~ 
tegrar mais do que 40ót. Para DTOL=0.01 e 0.001 e para os inter-
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sentou resultados coincidentes (Figura 4.6), no entanto para 
õt=D.OOOOls e DTOL=D.01, o processo divergiu, sendo interrompido 
(overflow) em 0.0021s, ou seja, quando a deflexão tende a atin-
gir o valor de H. 
4.7.4. EXEMPLO IV 
Analisou-se a seguir a estaca do Exemplo 3. 1. Fez-se uma 
comparação para õt=D.000125s, 0.0004s. Nas Figuras 4.7 e 4.8 apr~ 
sentam-se os resultados para deslocamentos na extremidade infe-
rior da estaca e a força na barra 3. A aproximação dada para 
õt=0.000125s ê praticamente coincidente com a solução por Dife -
rença Central com o mesmo intervalo de tempo. Para õt=0.0004s a 
solução para deslocamentos jã apresenta pequena defasagem em re-
lação ao intervalo anterior. Para forças, como indicado na Figu-
ra 4.8, a aproximação no que diz respeito a defasagem e amplitu-
de ê razoavelmente bem comportada atê cerca de 0.03s. A partir de~ 
te valor as soluções apresentam comportamento bastante discordan 
te. O critêrio I foi utilizado com E=D.0001 e o resultado foi bas 
tante semelhante ao obtido com o do critêrio III, sendo DTOL=D.0001. 
Comparando-se o tempo de processamento dispendido para se obter o 
resultado com diferença central, (À calculado a cada 10 interva-
los) e Newmark (adotando o critêrio III e o mesmo intervalo de 
tempo) a solução que se vale deste ultimo e 50% mais dispendiosa 
que a do primeiro. Com o critêrio II, não se obteve resultados, 
por questões de convergência. 
4.8. COMENTARIOS GERAIS 
Pelos exemplos analisados concluiu-se que: 
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- O critêrio fornecido em (4.19) se aplica satisfatoriame~ 
te a problemas em que o intervalo de tempo a ser utilizado e pe -
queno. Caso contririo, a aproximação para Ut' fica de tal 
comprometida que a verificação sugerida, não mais se aplica. 
forma 
- Os critêrios indicados em (4.22) se comportaram muito bem 
em problemas em que o intervalo de tempo ê relativamente grande. 
Com intervalos muito pequenos, surgiram problemas de convergência 
e que em muitos casos, provavelmente se devem a utilização de pr~ 
cisão simples. 
- Para o critêrio !, foi comentado anteriormente no item 
4.2 que: 
c + O quando 6t + O , sendo E=6tc . 
Pelos exemplos analisados, pode-se considerar razoivel o 
valor de E ser da ordem de 10- 7 aproximadamente. 
- Para o critêrio II, os valores de ETOL e FTOL, possuem 
maior faixa de variação, dependo do tipo de não linearidade. Nos 
exemplos analisados, conseguiu-se bons resultados com ETOL e FTOL 
variando na seguinte intervalo: 
10-" < ETOL < 10- 7 e 10- 2 < FTOL < 10- 5 
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4.9. VERIFICACÃO DO EQUILÍBRIO DINÃP1JlCO - PSEUDO-FOR_CAS 
No procedimento de rigidez tangente a matriz de rigidez 
efetiva, necessita ser atualizada a cada intervalo de tempo, para 
ser então decomposta e passar por um processo de retro-substitui-
çao at~ que a converg~ncia seja alcançada para uma tolerincia pr! 
fixada. 
Num outro enfoque sugerido por .Stric~lin 27 , todos os ter 
mos não-lineares, são colocados no segurido membro da equaçao de 
equilibrio dinimico como pseudo-f6rças, evitando assim, a atuali-
zação e posterior redecomposição da matriz de. rigidez efetiva a 
cada intervalo de tempo. Neste trabalho Stricklin sugere que este 
vetor contendo a parcela não linear, seja aproximado por uma ex-
pansão de primeira ordem em s~rie de Taylor, em torno do interva-
lo de tempo anterior. 
Um procedimento semelha.nte foi sugerido por Hofmei.ster 3 5, 
que preferiu entretanto, adotar na estimativa do vetor de pseudo-
forças, uma outra aproximação, inclusive de natureza iterativa, e 
que e a adotada no presente estudo. 
O tipo de problema exposto por Hofmeister35 , que desper-
ta interesse, e o de uma estrutura de comportamento linear na qual 
são acopladas molas não lineares, como um sistema estaca-solo por 
exemplo. Nestes casos, o sistema de equações a ser resolvido: 
pode ser colocado na forma: 






onde ~o e a matriz de rigidez efetiva e ~m' contem os coeficien -
tes de rigidez das molas. Esta matriz sera diagonal, se as molas 
nao conectam graus de liberdade entre si. 
Utilizando-se o algoritmo de Newmark para a integração di 
reta de (4.25), tem-se: 
K
0 
= 1 M + _s_ e + K 
- yli"V - yllt - (4.26) 
. s . s . . llt s .. 
+C[-,-t ut+(- llt-l)ut+ --,,-(- -2)ut] - yu - y - L y -
e, (4.25) toma a forma: 
K )i+l) * (i) (i) 
-O -t+l\t. = ~t+l\t - [~(!!t+llt)]!!t+llt i=l,2, ... ,j (4.27) 
sendo ~m aproximado como se segue: 
(4.28) 
. Pode-se notar que a equaçao (4.28) corresponde a uma ex-
trapolação linear das pseudo-forças. 
O criterio comumente adotado no teste de convergencia,p! 
radar termino ao processo iterativo, e uma relação de normas eu-
clidianas dos deslocamentos, como a descrita no item 4.7. 
Da mesma forma que, no caso em que se faz uma aproxima-
çao do vetor não linear por rigidez tange.nte, o estudo da estabi-
1 idade e baseado numa limitação da energia. Assim, a expressão CO.!!_ 
tida em A.3, fazendo-se F(!!t+llt)=~ !!t+l\t+~m(!!t+l\t), toma a forma: 
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e, o estudo da estabilidade, como feito no item 4.5, continua va-
lido, sendo: 
e' 
( i) e .. 
F =P -Mu --t+bt -t+bt - -t+bt 
K u ( i) 
- -t+bt 
O crit~rio adotado para verificação da convergencia do 
processo iterativo, e o mesmo da desigualdade (4.19), ou seja 
Foram analisados dois exemplos de interesse: 
I. a simulação da cravação de uma estaca, sugerida nos exem 
plos 3.1 e 4.4 
II. modelo simplificado para a simulação da interação solo-
estrutura de uma estaca sob a ação de carga de onda. 
4.9.1. ExEMPLO 1 
Para este exemplo fez-se uma compara_çao com bt=0.000125s e 
0.0004s. Nas figuras 4.9 e 4.10 apresentam-se os resultados para 
os deslocamentos na extremidade inferior da estaca e a força axial 
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dos obtidos pelo metodo de .diferen_ça central e Newmark (com rig_!_ 
dez tangente) para 6t;Q.000125s .. Os deslocamentos obtidos com os 
intervalos de tempo analisados, foram menores do que aqueles to-
mados como comparação, isto pode ser notado na Figura 4.9. 
Para 6t=0.000125s, conseguiu-se conv~rgencia com os cri 
terios sugeridos em (4.19} e (4.23). Para At;o.0004s, os resulta 
dos foram obtidos com o criterio (4.23), uma vez que, nao se con 
seguiu convergencia para este intervalo de tempo com a verifica-
çao indicada em (4.19). 
Para aproximação de forças, o resultado para Lit,;Q.000125s 
e praticamente coincidente com o obtido com o metodo de diferen-
ça central e Newmark com o mesmo intervalo de temp·o. 
Para 6t=0.0004s, o resultado para forças, foi de inlcio 
defasado daquele tomado como comparação. A partir de um certo ins 
tante (t=0.03s) os resu.ltados foram discordant~s. 
Como nos exemplos anteriores, tomou-se o tempo de pro-
cessamento, como uma medida relativa do esforço computacional. 
Dessa forma, o tempo dispendido com o procedimento em questão com 
6t=0.000125s, medido com relação ao tempo gasto no metodo de di-
ferença central com o mesmo intervalo de tempo (e com verifica -
ção do valor de A feita a cada 106t) e: 
4. 9,2, ExEMPLO 11 
No segundo exemplo, procurou-se examinar o comportamen-
to de um modelo bidimensional simplificado de uma estrutura "off-
shore" fixa. Tal modelo, cujas caracterlsticas, estão indicadas 
Pi ( t) M 
2 





AX= 1. IZ =0.1 M = 1. 
1.5 
E= 1000. f =0.1 p=0.01 
P, ( t) =0.02 sen ( 2irft) 
1.5 
P2 (t) =0.014 sen ( 21tft) 
P, (t) =0.008 sen (21rft) 


















na Figura 4.11 é idealizado visando representar os mesmos mecanis 
mos e carregamentos da anãlise de uma estrutura real. 
Fez-se uma compara~ao para 6t=0.00ls e 6t=0.02s. 
O critério sugerido em (4.19) foi utilizado, e não se con-
seguiu convergén~ia, para 6t=0.02s. 
A aproximação obtida para 6t=0.00ls, foi a mesma obtida 
para 6t=0.02s, empregando-se a relação entre normas de deslocamen 
tos exposta em (4.23) (com DTOL=0.001), e para o método de Newmark 
direto (rigidez tangent~). 
Quando se utilizou a aproximação por pseudo-forças e 
DTOL=O.l, a solução se afastou daquela tomada como comparaçao, co 
mo pode ser constatado na Figura 4.12, onde são mostrados os des-
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Na anãlise dinâmica não-linear de estruturas, embora gra~ 
de parte dos problemas prãticos sejam resolvidos efetivamente,! 
xiste um nümero de importante ãreas de pesquisa que carecem de 
atenção. Os problemas espec1ficos a serem considerados sao, em 
essência, os relacionados com a estabilidade, precisão e custo da 
solução. 
Em geral.os sistemas computacionais dispon,veis nao for 
necem ferramentas para que o usuãrio possa escolher a opção mais 
adequada de modo a controlar e acessar informaç6es· durante a ana 
lise. Desta forma.procurou-se implementar alguns critêrios suge-
ridos na literatura e confrontar os seus desempenhos em situaç6es 
t1picas. 
Pode-se notar dos problemas analisados nos cap1tulos III 
e IV que, os critêrios adotados introduzem uma segurança signifi 
cativa na verificação da estabilidade e convergência do processo 
iterativo considerado. Entretanto o custo computacional pode se 
tornar excessivo em alguns casos, principalmente na verificação 
do equil1brio dinâmico do Mêtodo de Newmark. 
No algoritmo de Diferença Central, em que o intervalo de 
tempo e, relativamente pequeno, o critêrio de verificação da ins 
tabilidade se aplicou satisfatoriamente. Uma vez que para este 
algoritmo normalmente se vale de matriz de massa diagonal, o tem 
po consumido no cãlculo da energia cinêtica não parece ser exces 
sivo. O mesmo pode nâo ocorrer com o algoritmo de Newmark, nota-
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damente quando a matriz de massa ê do tipo consistente. 
A norma de deslocamentos utilizada na verificação do equ! 
l1brio dinâmico do Mêtodo de Newmark, não pode ser utilizada in-
discriminadamente. Embora o esforço computacional dispendido nes-
te processo, seja relativamente pequeno, quando comparado aos cri 
têrios de forças e energia, esta norma pode conduzir a resultados 
desastrosos como comentado neste trabalho. 
Dos critêrios implementados, o sugerido por Belytschko 24 
obteve resultados satisfatõrios para pequenos ~t, e o sugerido por 
Bathe 41 se aplicou com mais eficiência, para At relativamentegran 
des. 
Resta considerar nestes critêrios, a parcela devida ao 
amortecimento. 
Alem disso os critêrios examinados deveriam ser estendi -
dos para soluções que se valessem de processos iterativos assoei! 
dos a aceleradores de convergência. Entretanto, nos sistemas com-
putacionais usuais, estes processos nem sempre estão dispon1veis. 
E usual na prâtica simplesmente diminuir o intervalo de tempo, P! 
ra que o esquema utilizado atinja a tolerância desejada. 
Neste trabalho não foram considerados critêrios que in-
cluissem alterações do intervalo de tempo de forma a tornar a so-
lução auto-adaptativa. 
Atualmente encontra -se na literatura propostas de algo-
ritmos que conservam a energia do sistema. 
A implementação destes algoritmos e a verificação de sua 
eficiência ê uma alternativa que desperta interesse. 
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APÊNDICE A 
Expandindo-se em sêrie de Taylor finita, a energia de de 
formação no tempo t+LI t ( Ut.;_LI t) em torno de ut, tem-se: 
u t-i-LI t 
T 
~(llt) 
1 T :l~(ll~) 
LI li t ut +Llllt + 2 LI li t :lu -
expandindo-se tambêm, Ut em torno de Ut+Llt: 
sendo: 
llt1 e u2 ·~ . -t 
- u -t 
definida como no cap1tulo IV 
algum ponto do intervalo llt a llt+Llt 
Subtraindo-se (A.2) de (A. 1 ), obtem-se: 
Os dois primeiros termos do lado direito da 




podem ser vistos como a integração trapezoidal que foi usada nos 
cap1tulos III e IV para o cãlculo de Ut+L1t· 
Pode-se dizer que: 
90 
3F(ut1 ) 
- - ) 
au 
e a medida da nao linearidade. 
No caso linear, ~t=2 e Ut+At ê calculado exatamente. 
A interpretação fisica de ~t' pode ser vista no caso uni 
dimensional. Neste caso ~t representa a ãrea entre a curva do ma-
terial e a aproximação secante, como pode ser visto na Figura A.l. 
Assim, quando se faz o cãlculo de Ut+At pela regra do 
trapêzio, pode se estar aumentando ou diminuindo a energia do sis 
tema, dependendo se se trata de carregamento ou descarregamento 
ou se o material enrijece ou nao. 
Dessa forma, pode-se notar quatro casos distintos: 
se o material enrijece, a aproximação: 
gera energia no processo de descarregamento (Figura A.la) 
dissipa energia no processo de carregamento 
se o material não enrijece a aproximação: 
gera energia no processo de carregamento (Figura A.lb) 
dissipa energia no processo de descarregamento. 
K(u) K(u) 





(a) Figura Al ( b) 
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APENDICE B 
O ALGORITMO DE CRANK-NICHOLSON E A 
REGRA TRAPEZOIDAL 
Seja o sistema de equaçoes nao lineares de l~ ordem: 
'f_ ; !(y_,t) ( B. l ) 
e o rroblema de valor inicial que, consiste em encontrar y_ que 
satisfaça a (B.l) e a 
O algoritmo de Crank-Nicholson consiste em satisfazer a: 
( B • 2 ) 
sendo, ~t uma aproximação para Yt• t E {0,1, ... ,nl\t}. Conside-
rando-se o sistema de equaçoes ( 4 . l ) se: 
1 
':!t l ( B. 3) ~t ; 
r ':!t 
' ) 
!(~t,t) l ':!t l ( B. 4) e' ; M- 1 (P -C Qt-E(':!tl - -t 
(B.3), (B.4) e (B.l), sao equivalentes ao algoritmo de Newmark 
com a;l/2 e B;l/4. 
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Para garantir solução unica, assume-se que f satisfaça 
a condição de Lipschitz. 
Para o estudo da estabilidade e convergência da regra 
trapezoidal necessita-se definir o erro de truncamento local Tn: 
( B. 5) 
Expandindo-se lt+At em s~rie de Taylor em torno de lt e 
igualando-se com (B.5}, conclui-se que Tn ~ o(t•). Dessa forma, 
pode-se dizer que: 
-sendo T uma constante positiva. 
Al~m disso, torna-se necessãrio o conhecimento da desi-
gualdade discreta de GRONWALL 15 : 
sendo a 1 , i E {1,2, ... ,n} uma sequência de 
nao negativas, se: 
então, 





Definindo-se estabilidade como: sendo ~o e ~o condições 
iniciais para ~te ~t respectivamente, deve existir uma constan-
93 
te c 1 tal que: 
sendo c1 e c 2 constantes positivas. Dessa forma pode-se dizer que: 
ou 
( B. 7) 
sendo f Lipschitz continua e La constante de Lipschitz isto e: 
Substituindo-se (B.8) em (B.7): 
Se t<2/L, tem-se: 
. li tl 
l+ --z 
l 
li t[ - -z-
e, finalmente utilizando-se (B.6) chega-se a: 
( B • 8 ) 
e 
94 
li z -z li< enlitl/(l-Litl/2) li z -z li 
-t -t - -o -o 
Tem-se então que: 
2 
c2 < I 
= nnlitl/(l-Litl/2) c1 ~ 
- Convergência 
Um algoritmo para (B.l) ê dito ser convergente, se para 
cada t G [0,TJ, a aproximação ~t+lt• quando Lit+O. 
Chamando-se o erro no tempo t de ~t=lt-~t então, 
e · - e = y - y - z · - z -t+Lit -t -t+Lit -t -t+Lit -t ( B • 9 ) 
Substituindo-se (B.2) e (B.5) em (B.9), tem-se: 
(8.10) 
Fazendo-se o tempo assumir valores discretos de O a t=nlit, pode-
se colocar ~t na seguinte forma: 
~t = Li/ [f(lt,t)-f(~t't)J + 
n-1 













li ~til.::. 2 li ~tll + l'ltl m~O li ~ml'ltll + t T l'lt2 
Se l'lt<2/L, pode-se dizer que: 
que pode ser colocado como: 
lltl _l 
sendo b1 =t, l'lt
2 (l- --z-l 
b2 = tl(l- ~)-
1 
e, li et li -+ O, quando ti t-+O. 
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