In this article the rank-numerical range Λ (A) of an entrywise nonnegative matrix A is investigated. Extending the notion of elements of maximum modulus in Λ (A), we examine their location on the complex plane. Further, an application of this theory to Λ (L(λ)) of a Perron polynomial L(λ) is elaborated via its companion matrix C L .
Introduction
Let M (C) (M (R)) be the algebra of matrices A = [ ] =1 with entries ∈ C ( ∈ R) and ≥ 1 be a positive integer. The rank-numerical range Λ (A) of a matrix A ∈ M (C) is defined by Λ (A) = {λ ∈ C : PAP = λP for some P ∈ P } where P is the set of all orthogonal projections P of C onto any -dimensional subspace K of C . Equivalently, Λ (A) = {λ ∈ C : X * AX = λI X ∈ M (C) X * X = I } For any , the sets Λ (A) are generally called higher rank numerical ranges. The concept of higher rank numerical range has been introduced by Choi et al. in [4] and studied thoroughly in [9, 10, 15] . For = 1, Λ (A) yields the classical numerical range of a matrix A [7] , i.e. We recall that an × matrix A is said to be nonnegative when each ≥ 0, and this is denoted by writing A ≥ 0.
Similarly, A is said to be positive whenever each > 0, denoted by A > 0. The matrix A ∈ M (C) is called reducible when there is a permutation matrix P such that
where R T are both square. Otherwise, A is said to be irreducible. If A is nonnegative and irreducible having > 1 eigenvalues of maximum modulus ρ(A), then it is called imprimitive and is referred to as index of imprimitivity. In case = 1, A is characterized as primitive.
The Perron-Frobenius theory concerns the spectral properties of positive and nonnegative matrices, namely the existence of positive or nonnegative eigenvalues and eigenvectors [6] . The authors of [8, 11, 12] in their treatment, contribute extensions of the Perron-Frobenius theorem to the numerical range of a nonnegative and irreducible matrix A, relating ρ(A) with (A). These results give the motivation for further investigation of Λ (A) in the case of a nonnegative and irreducible matrix A, Section 2. In Section 3, we present applications of the Perron-Frobenius theory derived for a matrix polynomial, considering the higher rank numerical range of matrix polynomials.
Nonnegative and irreducible matrices
According to [11, Theorem 1.1] , if the numerical range F (A) of a nonnegative and irreducible matrix A has maximal elements, then they are equally spaced around a circle centered at the origin through a constant angle, with one of them lying on the real positive semi-axis. In particular,
is exactly the set of all the maximal elements in F (A) and to the numerical radius (A) ∈ F (A) there always corresponds a positive unit vector. Furthermore, it is stressed that the cardinality of the set F(A) coincides with the index of imprimitivity of A.
In this section, we investigate to what extent do the aforementioned results apply to Λ (A) of a nonnegative and irreducible matrix A, taking into consideration that it is a non-empty set [9] . At this point, we define the maximal elements in Λ (A) to constitute the set F (A) = { ∈ Λ (A) : | | = (A)} which for = 1 coincides with F(A). Although the numerical range F (A) of a nonnegative matrix A always contains the numerical radius (A) ≥ 0 [11, 12] , it is not generally true that (A) ∈ Λ (A), as we may observe in the following example.
Example 2.1.
Consider the 8 × 8 nonnegative irreducible matrix 
The outer curve in Figure 1 illustrates the boundary of F (A), whereas the second and third inner curves illustrate the boundaries of Λ 2 (A) and Λ 3 (A), respectively. We notice that the boundaries ∂Λ (A), for = 1 2 3, are traced by the points (θ) * A (θ), θ ∈ [0 2π), where (θ) is the unit eigenvector associated with the -th largest eigenvalue λ (H( iθ A)) and H(·) is the Hermitian part of a matrix [7, 10] . For the reason that for some θ ∈ [0 2π), 2 (θ) * A 2 (θ) / ∈ ∂Λ 2 (A), black-shaded triangular shapes appear on the four corners of the boundary of Λ 2 (A) and should be ignored. It is apparent that 0 < (A) ∈ F (A), but in the figure we easily recognize that 0
Note that A has four maximal eigenvalues, which are marked by "+" and F (A) has four maximal elements, as well. The following lemma generalizes a familiar condition in [8, 14] for rotational invariance and symmetry about the origin to the case of the higher rank numerical range.
Lemma 2.2.
Let A ∈ M (C) be permutationally similar (hence unitarily similar) to the matrix
with the zero blocks along the main diagonal square matrices. For = 1 such that (A) > 0, we have
III. Λ (A) is symmetric with respect to the origin if = 2 .
where P is the permutation matrix such that A = P T C P, and Λ (A) = Λ ( iθ A), for any = 1 . II is a re-statement of I. For III we merely use II. Figure 2 by the arched triangle, ignoring again, as in Example 2.1, the black-shaded regions. Λ 2 (A) is rotationally invariant about the origin through an angle of 2π /3 for = 0 1 2, confirming I and II of Lemma 2.2.
Example 2.3.

Consider the matrix
Any matrix A being permutationally similar to the matrix C in (1) is said to be -cyclic and the largest positive integer such that A is -cyclic is called the cyclic index of A. Regarding the number of maximal elements in Λ (A) and their location on the complex plane, we refer to the following result, which elaborates the case of A ≥ 0 being irreducible, involving the special notions of imprimitivity and primitivity, as defined before the last paragraph of the introduction.
Theorem 2.4.
Let A ∈ M (R) be imprimitive with index of imprimitivity > 1 such that (A) > 0. Then
for every = 1 with θ = 0 or θ = π/ . If A is primitive ( = 1) and (A) / ∈ Λ (A), = 2 , then Λ (A) has more than one maximal element.
Proof.
Since > 1 is the index of imprimitivity of A, there is a permutation matrix P such that
Then, by II of Lemma 2.2, we have (A) i(θ +2π / ) ∈ Λ (A) for = 0 1 − 1 and = 1 , whereupon we obtain
The index of imprimitivity is equal to the largest positive integer such that A is unitarily diagonally similar to the matrix i2π/ A, equivalently, the matrices −iθ A and i(−θ +2π/ ) A are unitarily diagonally similar for the largest positive integer . Therefore, the set 0 2π
2π( − 1)
is the cyclic group modulo 2π of the largest order, concluding that there does
Hence we establish the equality
In addition, if we denote by · the conjugate of a set, it is clear that Λ (A) = Λ (A), since A ∈ M (R), i.e. Λ (A) is symmetric with respect to the real axis. Due to this symmetry and the equation (2), if we assume that θ = 0, then we obtain 2π − θ = θ + 2π( − 1)/ . Hence, θ = π/ .
On the other hand, if we consider the primitive class of nonnegative matrices A, = 1, then the sets Λ (A) for = 2 do not necessarily have only one maximal element, contrary to the case of F (A). This implication is justified by the symmetry of the sets Λ (A) with respect to the real axis: when (A) iθ ∈ Λ (A) for some θ ∈ (0 2π), then also (A) −iθ ∈ Λ (A).
In view of the preceding proposition, the number of elements of maximum modulus in each Λ (A) of a nonnegative and irreducible matrix A, for = 1 2 , is equal to the index of imprimitivity . Especially, they all are successively distributed around a circle centered at the origin through the constant angle of 2π/ . Furthermore, it is also observed that after a clockwise rotation of Λ (A) about the origin through the angle of π/ , it is achieved 0 , are symmetric with respect to the real axis. Hence, we have (A) ∈ Re Λ ( iθ A) ⊆ Λ (H( iθ A)) = λ − +1 (H( iθ A)) λ (H( iθ A)) [10] , which is a contradiction. 
Proposition 2.5.
Remark 2.7.
It is quite interesting to note that the -cyclic permutation matrix
is a special form of an imprimitive matrix of index , with spectrum the -th roots of unity = 2π i/ , = 0 − 1. P is unitary and F (P ) = co({ In addition, for the powers of P , we have that Λ (P α ) = Λ (P ), 1 ≤ α ≤ −1, since the matrices P α are permutationally similar to P . Also, P = I , whereupon Λ (P ) = {1}. For instance, F (P 5 ) and Λ 2 (P 5 ) for the 5-cyclic permutation Investigating Λ (A) of a nonnegative matrix A further and taking into consideration an analogous discussion developed in [11, 12] , we generalize Theorem 2.4. In this case we study the maximal elements in Λ (A) assuming the hermitian part H(A) of the matrix A is irreducible instead of A itself. It is apparent that the irreducibility of A readily implies that of H(A), whereas the converse does not hold in general. 
The equality of the sets, with θ = 0 or π/ is established similarly as in the proof of Theorem 2.4, since is identified with the largest positive integer such that −iθ A is unitarily diagonally similar to the matrix i(−θ +2π/ ) A and Λ (A) are symmetric with respect to the real axis for every = 1 .
Theorem 2.9 along with its proof are used to deduce the arguments combined in the next proposition.
Proposition 2.10.
Let A ∈ M (R), A ≥ 0, with irreducible hermitian part such that (A) > 0. Then the following hold:
is a circular disc, then Λ (A) is also a circular disc for every = 2 .
II. If (A) / ∈ Λ (A) for some = 2 and Λ (A) is not a circular disc, then Λ (A) is symmetric with respect to the lines L ± = { ±iπ/ : ∈ R}, where is the largest positive integer such that A is diagonally similar to i2π/ A. Proof. I is evident from the proof of Theorem 2.9 using Lemma 2.8. Now we prove II. By Theorem 2.9, F (A) = (A) iπ(2 +1)/ : = 0 − 1 , whereupon
for all = 2 . Clearly, Λ ( ±iπ/ A) is symmetric with respect to R, implying Λ (A) = ∓iπ/ Λ ( ±iπ/ A) is symmetric with respect to the lines L ± .
Any matrix of the form (1) with C 1 = 0 and > 1 is called a block-shift matrix. It is already known that for real nonnegative matrices with irreducible hermitian part, which can be put into the block-shift form by means of a permutation, we obtain the circularity of the numerical range [14, Theorem 1] . Due to I of Proposition 2.10, it is immediate that these type of matrices also characterize the circularity of the higher rank numerical range.
Proposition 2.11.
Let A ∈ M (R), A ≥ 0, with H(A) irreducible. If A is permutation similar to a block-shift matrix, then Λ (A) is identified with the circular disc D(0 (A)) for = 1 .
We should note that the conclusion of the preceding proposition does not hold in general for any complex matrix A being unitarily similar to a block-shift matrix. For the general case, we present the next result.
Proposition 2.12.
Let A ∈ M (C) be unitarily similar to
Then
where σ (A 1 ) denotes the -th largest singular value of A 1 and then (A) = σ (A 1 )/2, for = 1 .
Proof. It only suffices to prove that 
It is known that the eigenvalues of the hermitian matrix
Application to matrix polynomials
An extension of the aforementioned results to the higher rank numerical range of a matrix polynomial arises naturally and it is the purpose of this section. For this reason, we consider Perron polynomials L(λ), which are × monic matrix polynomials of th degree,
with A nonnegative matrices, for = 0 − 1. The higher rank numerical range Λ (L(λ)) of L(λ) has been recently defined in [1, 2] to be the set Λ (L(λ)) = {λ ∈ C : Q * L(λ)Q = 0 for some Q ∈ M Q * Q = I } which for = 1 is the numerical range (L(λ)) = {λ ∈ C : * L(λ) = 0 for some ∈ C * = 1}
The notion of the Perron polynomial L(λ) in (3) is equivalent to the nonnegativity of its × companion matrix
hence an extension of the main Perron-Frobenius theorem concerning the spectrum σ (L) of L(λ) and the results on the numerical range (L(λ)) are established via the companion matrix C L [13] . Further, we denote the rank-numerical radius of Λ (L(λ)),
and consequently, the set of maximal elements in Λ (L(λ)),
As we have noticed in Section 2, clearly Λ (L(λ)) does not always contain the element (L) > 0.
The following lemma is a generalization of a corresponding result in [13] , which identifies Λ (L(λ)) with a specific subset of Λ (C L ) of the companion matrix C L of a matrix polynomial L(λ). We should recall that Λ (C L ) always contains Λ (L(λ)), as has been proven in [2, Proposition 16].
Lemma 3.1.
Let the × matrix Y (λ Q) = (1 λ λ −1 ) T ⊗ Q with λ ∈ C and Q ∈ M . Then
Next we present the main result in this section, which also extends the corresponding statement in Theorem 2.9 for matrices.
Proposition 3.2.
Let L(λ) be a Perron polynomial as in Proof. The companion matrix C L ≥ 0 is an imprimitive matrix with index of imprimitivity > 1, since σ (L) = σ (C L ).
Hence is the largest positive integer such that C L is unitarily diagonal to i2π/ C L . Therefore, i2π / C L = D −1 C L D, = 0 1 − 1, for some unitary diagonal × matrix
) is the principal argument such that 0 < (L) ∈ Λ ( −iθ L(λ)), then by Lemma 3.1 we have
for any scalar λ. It is apparent that
Further, as in the proof of Theorem 2.4, we establish the equality of the sets in (4), with θ = 0 or θ = π/ for = 1 , since the coefficients of L(λ) are real, whereupon Λ (L(λ)) is symmetric with respect to the real axis.
Open problem
In Section 2 of the paper, the computation of the maximal elements (A) has been achieved graphically, sketching Λ (A) with respect to the equality proved in [10] ,
with λ (H(·)) denoting the -th largest eigenvalue of the hermitian part H(·) of a matrix. Unfortunately, with this procedure (A) appears occasionally to have "wings", since the line L (θ) = { ∈ C : Re = λ (H( iθ A))} is not always tangential to Λ ( iθ A), θ ∈ [0 2π), and (θ) * A (θ) does not necessarily lie on the boundary of Λ (A), where (θ) is a unit eigenvector of H( iθ A) corresponding to λ (H( iθ A)). Thus a more precise and accurate algorithm would be necessary for the computation of the maximal elements (A). The determination of (A) numerically remains still an open problem, despite the fact that (A) has been clarified theoretically as a limit in [1, 3] . The computational search of (A) should be attained analogously to the numerical radius (A) of the numerical range F (A) [7] . In addition, this problem could be studied in the case of matrix polynomials L(λ).
