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STABILITY ESTIMATES FOR THE INVERSE BOUNDARY VALUE
PROBLEM BY PARTIAL CAUCHY DATA
RU-YU LAI
Abstract. We study the inverse conductivity problem with partial data in dimension




+σ(Ω) regularity for 0 < σ < 1.
1. Introduction
In 1980 A. P. Caldero´n published a short paper entitled “On an inverse boundary value
problem” [6]. This pioneer contribution motivated many developments in inverse problems,
in particular in the construction of “complex geometrical optics” (CGO) solutions of partial
differential equations to solve inverse problems. The problem that Caldero´n considered was
whether one can determine the electrical conductivity of a medium by making voltage and
current measurements at the boundary of the medium. This inverse method is known as
Electrical Impedance Tomography (EIT). EIT arises not only in geophysical prospections (See
[30]), but also in medical imaging (See [14], [15] and [16]). We now describe more precisely
the mathematical problem. Let Ω ⊂ Rn be a bounded domain with smooth boundary. The
electrical conductivity of Ω is represented by a bounded and positive function γ(x). In the
absence of sinks or sources of current, the equation for the potential is given by
∇ · γ∇u = 0 in Ω
since, by Ohm’s law, γ∇u represents the current flux. Given f ∈ H1/2(∂Ω) on the boundary,
the potential u ∈ H1(Ω) solves the Dirichlet problem{ ∇ · γ∇u = 0 in Ω
u = f on ∂Ω.
(1.1)
The Dirichlet-to-Neumann map, or voltage-to-current map, is given by
Λγf = γ∂νu|∂Ω,
where ∂νu = ν · ∇u and ν is the unit outer normal to ∂Ω. The well-known inverse problem
is to recover the conductivity γ from the boundary measurement Λγ .
The uniqueness issue for C2 conductivities was first settled by Sylvester and Uhlmann
[24]. Later, the regularity of conductivity was relaxed to 3/2 derivatives in some sense in [4]
and [21]. Uniqueness for conductivities with conormal singularities in C1,ε was shown in [9].
See [27] for the detailed development. Recently, Haberman and Tataru [10] extended the
uniqueness result to C1 conductivities or small in the W 1,∞ norm. It is an open problem
whether uniqueness holds in dimension n ≥ 3 for Lipschitz or less regular conductivities.
For the stability result, in 1988, a log-type stability estimate was derived by Alessandrini
[1]. Mandache [19] has shown that this estimate is optimal. Later, Heck [11] proved the
stability for conductivities in C1,
1
2+ε ∩H n2 +ε with smooth boundary in 2009. For the case
γ ∈ C1,ε, 0 < ε < 1, Caro, Garc´ıa and Reyes used Haberman and Tataru’s ideas to derive
the stability result with Lipschitz boundary. For a review of stability issues in EIT see [3].
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2All results mentioned above are concerned with the full data. In several applications
in EIT one can only measure currents and voltages on part of the boundary. A general
uniqueness result with partial data was first obtained by Bukhgeim and Uhlmann [5] when
the Neumann data were taken on part of ∂Ω which is slightly larger than the half of the
boundary. Their result was improved in [17] where the Cauchy data can be taken on any part
of the boundary. In [5] and [17], the conductivities are in C2. The regularity assumption on
the conductivity was relaxed to C1,
1
2+ε, ε > 0 by Knudsen in [18]. In 2012, Zhang [29] gave
the uniqueness result with C1 ∩H3/2 conductivities by using the idea in [10] and following
the argument in [18]. The stability estimates for the uniqueness result of [5] were given by
Heck and Wang in [12]. Heck and Wang proved the log-log type stability estimate with
partial data. They improved their result to the log type stability in the paper [13] in 2007
by considering special domains.
In this paper, we derive a log-log type stability estimate for less regular conductivities.
To state the main result, we first introduce several notations. Picking a η ∈ Sn−1 and letting
ε > 0, we define
∂Ω+,ε = {x ∈ ∂Ω : η · ν(x) > ε}, ∂Ω−,ε = ∂Ω\∂Ω+,ε.
The localized Dirichlet-to-Neumann map is given by
Λ˜γ : f 7→ γ∂νu|∂Ω−,ε .
So Λ˜γ is an operator from H
1/2(∂Ω) to H˜−1/2(∂Ω−,ε), the restriction of H
−1/2(∂Ω) onto
∂Ω−,ε. The operator norm of Λ˜γ is denoted by ‖Λ˜γ‖∗.
Theorem 1.1. Let Ω ⊂ Rn, n ≥ 3, be an open, bounded domain with C2 boundary. Let
γj ∈ C1,σ(Ω) ∩H 32+σ(Ω) with 0 < σ < 1 such that γj > γ0 > 0 and
‖γj‖C1,σ(Ω) + ‖γj‖H 32+σ(Ω) ≤M
for j = 1, 2 and some constants γ0, M > 0. Suppose that
γ1 = γ2 and ∂νγ1 = ∂νγ2 on ∂Ω+,ε.
Then there exist constants θ, θ˜, σ˜ ∈ (0, 1) and constant K such that
‖γ1 − γ2‖C0,σ˜(Ω) .
(
‖Λ˜γ1 − Λ˜γ2‖θ∗ + ‖Λ˜γ1 − Λ˜γ2‖1−θ∗ +
1
K







Note that the symbol . means that there exists a positive constant for which the estimate
holds whenever the right hand side of the estimate is multiplied by that constant.
Along our discussion we follow a recent improvement of the classical method introduced
by Sylvester and Uhlmann in [24] and based on the construction of CGO solutions. This new
improvement is due to Haberman and Tataru (see [10]) and it has allowed us to improve Heck
and Wang’s result in [12] relaxing the smoothness of the coefficients and the smoothness of
the boundary of the domain. To deriving the estimate (1.2), we adapt Zhang’s argument
[29] to the case Λ˜γ1 6= Λ˜γ2 . Then we will get an estimate of the Fourier transform of
q := (ik)∇v +∇(log√γ1 + log√γ2)∇v on some subset of Rn where v = log√γ1 − log√γ2.
Since q can be treated as a compactly supported function, its Fourier transform is real
analytic. We use Vessella’s stability estimate for analytic continuation [28] to our case here.
This idea was first introduced in [12] to get the log-log type stability estimate with partial
measurements.
2. Preliminary result
Let n ≥ 3 and Ω ⊂ Rn be an open bounded domain with C2 boundary ∂Ω throughout
the paper. Assume that γj ∈ C1,σ(Ω) ∩ H 32+σ(Ω) with 0 < σ < 1 and γj > γ0 > 0 for
3j = 1, 2. Let Ω ⊂ B. We can extend γj to be the function in Rn such that γj ∈ C1,σ(Rn)
with positive lower bound and γj − 1 ∈ H 32+σ(Rn) with supp(γj − 1) ⊂ B .
Let Ψt = t
nΨ(tx) where Ψ ∈ C∞0 (Rn) supported on the unit ball and
∫
Ψ = 1. Denote
that φ = log γ and A = ∇ log γ. Define φt = Ψt ∗ φ and At = Ψt ∗ A. Then the following
results are from [18] and [22].
Lemma 2.1. Let γ ∈ C1,σ(Rn) for 0 ≤ σ ≤ 1 and γ−1 ∈ H 32+σ(Rn) with compact support.
Then
‖∇ ·At‖L∞(Rn) ≤ Ct1−σ,
‖φt − φ‖L∞(Rn) ≤ Ct−1−σ,
‖At −A‖L∞(Rn) ≤ Ct−σ,
and
‖∇ ·At‖L2(Rn) ≤ Ct
1
2−σ,
‖φt − φ‖L2(Rn) ≤ Ct−
3
2−σ,
‖At −A‖L2(Rn) ≤ Ct−
1
2−σ.
The following lemma is taken from [29].
Lemma 2.2 (Zhang [29]). Let Ω ⊂ Rn, n ≥ 2, be a bounded domain with C2 boundary and
















We will need the stable determination of the conductivity at points on the boundary of Ω.
Since the stability estimate derived in [2] is local, the same estimates hold for the localized
Dirichlet-to-Neumann map. This result can be proved by the same arguments in [2].
Theorem 2.3. Let γj ∈ C1,σ(Ω) satisfy γj > γ0 > 0 for j = 1, 2. Then
‖γ1 − γ2‖L∞(∂Ω) . ‖Λ˜γ1 − Λ˜γ2‖∗(2.1)
and ∑
|α|=1
‖∂αγ1 − ∂αγ2‖L∞(∂Ω) . ‖Λ˜γ1 − Λ˜γ2‖θ∗(2.2)
for some 0 < θ < 1 depending only on σ. Here the implicit constants depend on n,Ω, σ, γ0
and ‖γj‖C1,σ(Ω) for j = 1, 2.
We will use the following theorem to obtain the stability estimate on a large ball B(0, R)
by controlling an open subset of B(0, R). This idea was introduced in [12].
Proposition 2.4 (Vessella [28]). Let τ0, d0 > 0. Let D ⊂ Rn be an open, bounded and
connected set such that {x ∈ D : d(x, ∂D) > τ} is connected for any τ ∈ [0, τ0]. Let E ⊂ D




, for all α ∈ Nn
for some M,ρ > 0, then
|f(x)| ≤ (2M)1−θ˜(|E|/|D|)(‖f‖L∞(E))θ˜(|E|/|D|),
where θ˜ ∈ (0, 1) depends on d0, diamD, τ0, n, ρ and d(x, ∂D).
43. Complex geometrical optics solutions
In this section, we will review the construction of CGO solutions for the conductivity
equation following the arguments presented in [29], but with the conductivity in C1,σ(Ω) ∩
H
3
2+σ(Ω), 0 < σ < 1. Note that the regularity assumption H
3
2+σ(Ω) is used to control the
H1/2 norm of the conductivities on the boundary. The detailed discussion will be presented
in Section 4.
First, we introduce the spaces X˙bζ and X
b




‖u‖Xbζ = ‖(|ζ|+ |pζ(ξ)|)
buˆ(ξ)‖L2 ,
respectively. Here pζ(ξ) = −|ξ|2 + 2iζ · ξ is the symbol of ∆ + 2ζ · ∇.
Let Ω be an open bounded domain in Rn, n ≥ 3 with C2 boundary. Let γ ∈ C1,σ(Ω) and
let u be the solution of ∇ · γ∇u = 0 in Ω. Then u satisfies
(−∆−A · ∇)u = 0 in Ω,(3.1)
where A = ∇ log γ ∈ C0,σ(Ω). Suppose that the CGO solutions of (3.1) are of the form
u = e−
φt
2 ex·ζ (1 + w(x, ζ)) ,
with φt = Ψt ∗ φ and ζ ∈ Cn, ζ · ζ = 0. Here we denote φ = log γ. Then the function w
satisfies the following equation
(−∆+ (At −A) · ∇+ qt)
(





2∇ · At − 14 (At)2 + 12A · At. Equivalently, w is the solution of
(−∆ζ + (At −A) · ∇ζ + qt)w = (A−At) · ζ − qt,(3.3)
where −∆ζ = ∆+ 2ζ · ∇ and ∇ζ = ∇+ ζ.
We let η ∈ Sn−1. Fix k ∈ Rn satisfying η·k = 0. Let η1 ∈ Sn−1 such that k·η1 = η·η1 = 0.










such that |k|2/4 + r2 = s2,
ζi · ζi = 0 and ζ1 + ζ2 = −ik.
The following lemma lists some inequalities between the norms in ordinary Sobolev spaces
and the spaces Xbζ . The inequalities in this lemma are taken from Lemma 2.2 in [10] and
Lemma 3.3 in [29].
Lemma 3.1. Let ΦB be a fixed Schwartz function and write uB = ΦBu. Then the following
estimates hold:
‖uB‖L2(Rn) . s−1/2‖u‖X˙1/2ζ ; ‖uB‖H1/2(Rn) . ‖u‖X˙1/2ζ ;
‖uB‖H1(Rn) . s1/2‖u‖X˙1/2ζ ; ‖u‖X−1/2ζ . s
−1/2‖u‖L2(Rn).
The following result is contained in Lemma 3.4 and 3.5 in [29].
Theorem 3.2 (Zhang [29]). Let γi ∈ C1(Rn) with γi > γ0 > 0 and γi = 1 outside a ball.











→ 0 as sn →∞.(3.4)
Moreover,




















i is a solution of (3.3) with t = sn and Ai = ∇φi = ∇ log γi for i = 1, 2.









































































i . For simplicity, we will not
write the superscripts (n) and the subscripts of sn unless otherwise particularly specified.
Note that by lemma 2.1 and Theorem 3.2, we have
‖ψi‖L2(Ω) . s−1−σ + s−1/2‖wi‖X˙1/2ζi .(3.6)







‖(As −A) · ζ + qs‖2X˙−1/2ζ dsdη . λ
−2σ + λ−1.(3.7)
Proof. Let Φ be a cut-off function on the support of As and A. Then, by Lemma 2.2 in [10]






. ‖(As)2‖2X−1/2ζ . s
−1,





. ‖A · As‖2X−1/2ζ . s
−1.
Observing that |(∇·As)ˆ(ξ)| = |ξ ·Aˆs| = |ξ ·Ψˆ( ξs )Aˆ(ξ)| ≤ ‖Ψˆ( ξs )‖L∞(Rn)|ξ ·Aˆ| . |(∇·A)ˆ(ξ)|.








. Let h =
√
λ and Ψh = h



































‖∇ · (Ψh ∗A−A)‖2X˙−1/2
ζ
dsdη.(3.8)







‖∇ ·As‖2X˙−1/2ζ dsdη .
1
λ




h1−2σ + h−1−2σ . λ−
1
2−σ.(3.9)
























6Applying Lemma 2.2 in [10] and Lemma 3.1, we get
‖(As −A) · ζ‖2X˙−1/2ζ . s
2‖Φ(As −A)‖2X˙−1/2ζ . s










‖(As −A) · ζ‖2X˙−1/2ζ dsdη . λ
−2σ(3.11)





















dsdη . λ−2σ + λ−1.(3.12)
The following Carleman estimate is deduced by Zhang by using the Carleman estimate
in the paper [18].
Theorem 3.4 (Zhang [29]). Let η ∈ Sn−1 and u ∈ H2(Ω). Suppose that γ ∈ C1(Ω). Then















4sℜ(∂νu∂ηu)− 2s(ν · η)|∇u|2 + 2s3(ν · η)|u|2dS
≤ ‖e−x·sη (−∆+ (As −A) · ∇+ qs) (ex·sηu) ‖2L2(Ω).(3.13)
We also need the following result.
Proposition 3.5 (Knudsen [18]). Suppose γj ∈ C1(Ω) and uj ∈ H1(Ω) satisfy ∇·γj∇uj = 0









γ1∂ν (u˜1 − u2) u1dS +
∫
∂Ω
(γ1 −√γ1γ2)(u1∂νu2 − u2∂νu1)dS,(3.14)
where the integral is understood in the sense of the dual pairing between H1/2(∂Ω) and
H−1/2(∂Ω).
Note that this proposition is slightly different from the Lemma 4.1 in [18] due to different
assumptions on γ|∂Ω. In [18], they have γ1 = γ2 on ∂Ω, so the second term on the right
hand side of (3.14) vanishes.






. ‖γ1 − γ2‖2L∞(∂Ω)‖∇u2‖2H1(Ω)‖u1‖2H1(Ω)
. ‖Λ˜γ1 − Λ˜γ2‖2∗‖u2‖2H2(Ω)‖u1‖2H1(Ω).(3.15)
Note that since γ2 ∈ C1,σ, the elliptic regularity theorem implies that u2 ∈ H2(Ω). By using
the equality that
γ1∂ν(u˜1 − u2)u1 = (γ1∂ν u˜1 − γ2∂νu2)u1 + ((γ1 − γ2)∂νu2)u1






. ‖Λ˜γ1 − Λ˜γ2‖2∗‖u2‖2H2(Ω)‖u1‖2H1(Ω).(3.16)










γ1∂ν (u˜1 − u2)u1dS
∣∣∣∣∣
2
+ ‖Λ˜γ1 − Λ˜γ2‖2∗‖u2‖2H2(Ω)‖u1‖2H2(Ω).(3.17)
In the remaining part of this section, we will estimate the first term on the right hand
side of (3.17). Denote u0 = e
φ1s






























is small compared to 1 according to Theorem
3.2. Thus
‖1 + w1‖2L2(∂Ω+,ε) . 1 + ‖w1‖2X˙1/2ζ . 1
by applying Lemma 2.2.
Lemma 3.6. Let Ω ⊂ Rn, n ≥ 3, be an open and bounded domain with C2 boundary. For
i = 1, 2, let γi ∈ C1,σ(Ω) ∩ H 32+σ(Ω) be a real-valued function and γi > γ0 > 0. Suppose










s−2−2σ + ‖Λ˜γ1 − Λ˜γ2‖2∗
)
.(3.20)
Moreover, we have ∫
∂Ω+,ε
e−2x·sη|∇δu|2dS . s−2σ,(3.21) ∫
∂Ω+,ε
e−2x·sη|δu|2dS . s−2−2σ(3.22)
when s is sufficiently large.
Proof. We will prove the estimate for
∫
∂Ω−,ε











∣∣∣eφ1s2 − eφ2s2 ∣∣∣2 |∇u2|2dS.(3.23)


























We use similar arguments to estimate the second term of (3.23).∫
∂Ω−,ε
e−2x·sη



































































is small compared to 1 when s is large, we complete the proof. 
Lemma 3.7. Under the same assumption as Lemma 3.6, we have∫
∂Ω+,ε
e−2x·sη|∂νu|2dS . s−2σ + s−1 + ‖Λ˜γ1 − Λ˜γ2‖2θ∗ + s2‖Λ˜γ1 − Λ˜γ2‖2∗
+ ecs(‖Λ˜γ1 − Λ˜γ2‖∗ + ‖Λ˜γ1 − Λ˜γ2‖2∗)‖u2‖2H2(Ω)(3.24)
9for some 0 < θ < 1 when s is sufficiently large.
Proof. Since γ1 > γ0 > 0, we have
|∂ν(u˜1 − u2)|2 ≤ |γ1∂ν u˜1 − γ2∂νu2|2 + |(γ1 − γ2)∂νu2|.
The interpolation theory implies that
‖γ1∂ν u˜1 − γ2∂νu2‖2L2(∂Ω−,ε) . ‖γ1∂ν u˜1 − γ2∂νu2‖H1/2(∂Ω−,ε)‖(Λ˜γ1 − Λ˜γ2)u2‖H−1/2(∂Ω−,ε)
. (‖u˜1‖H2(Ω) + ‖u2‖H2(Ω))‖Λ˜γ1 − Λ˜γ2‖∗‖u2‖H1(Ω).
Thus we can deduce
‖∂ν(u˜1 − u2)‖2L2(∂Ω−,ε) . (‖u˜1‖H2(Ω) + ‖u2‖H2(Ω))‖Λ˜γ1 − Λ˜γ2‖∗‖u2‖H1(Ω)
+ ‖Λ˜γ1 − Λ˜γ2‖2∗‖u2‖2H2(Ω)






e−2x·sη |∂ν(u˜1 − u2)|2 dS
. ecs(‖Λ˜γ1 − Λ˜γ2‖∗ + ‖Λ˜γ1 − Λ˜γ2‖2∗)‖u2‖2H2(Ω)(3.25)
by using the fact that u0|∂Ω = 0. Let v = e−x·sηu. We plug v into the Carleman estimate
in Theorem 3.4, then we get that∫
∂Ω+,ε


















4ℜ(∂νv∂ηv)− 2(ν · η)|∇v|2dS
=: I + II + III + IV + V.




















s−2σ + s2‖Λ˜γ1 − Λ˜γ2‖2∗
)
.
















































































e−2x·sη|((A1s −A1)− (A2s −A2)) · ∇(ex·ζ2(1 + w2))
+ (q1s − q2s)ex·ζ2(1 + w2)|2dx.











































. s−2σ + s−1 + s−2σ‖w2‖2X˙1/2ζ2
from Lemma 2.1.
Finally, for V , since u0|∂Ω = 0 implies that ∇u0 = ∂νu0 on ∂Ω. Then we have∣∣∣∣∣
∫
∂Ω−,ε
























Combining the estimates from I to V , we obtain∫
∂Ω+,ε
4ℜ(∂νv∂ηv)− 2(ν · η)|∇v|2dS













can be neglected when s is sufficiently large.
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Moreover, for (ν · η) > ε > 0, we have∫
∂Ω+,ε











Combining (3.25), (3.26) and (3.27) and Lemma 3.6, the proof is completed. 






. s−2σ + s−1 + ‖Λ˜γ1 − Λ˜γ2‖2θ∗ + s2‖Λ˜γ1 − Λ˜γ2‖2∗
+ ecs(‖Λ˜γ1 − Λ˜γ2‖∗ + ‖Λ˜γ1 − Λ˜γ2‖2∗)‖u2‖2H2(Ω).(3.28)




γ1∇√γ2 −√γ2∇√γ1) · ∇ (u1u2) dx
∣∣∣∣2
. s−2σ + s−1 + ‖Λ˜γ1 − Λ˜γ2‖2θ∗ + ecs(‖Λ˜γ1 − Λ˜γ2‖∗ + ‖Λ˜γ1 − Λ˜γ2‖2∗).(3.29)
from (3.17) and (3.28).
4. Stability result
We consider the function v := log
√
γ1 − log√γ2 ∈ H1(Ω). This function v is a weak
solution of
∆v +∇(log√γ1 + log√γ2)∇v = F in Ω(4.1)
v|∂Ω = (log√γ1 − log√γ2)|∂Ω,
with F ∈ H−1(Ω).
Since v is also a weak solution of the elliptic equation ∇ · (√γ1√γ2)∇v = (√γ1√γ2) · F
in Ω, we get the following estimate
‖v‖H1(Ω) . ‖F‖H−1(Ω) + ‖v‖H1/2(∂Ω).(4.2)
Using interpolation theory, Theorem 2.3 and γj ∈ H 32+σ(Ω), we get
‖v‖H1/2(∂Ω) . ‖v‖1/2L2(∂Ω)‖v‖
1/2




‖v‖H1(Ω) . ‖F‖H−1(Ω) + ‖Λ˜γ1 − Λ˜γ2‖1/2∗ .(4.4)
The stability will now follow after treating ‖F‖H−1(Ω). Following the argument in [11]
and (4.1), let g = ∇(log√γ1+ log√γ2) and denote by f˜ the extension of f ∈ L2(Ω) by zero




















∣∣∣(ik)F∇˜v + F(g∇˜v)∣∣∣2 (1 + |k|2)−1 dk) 12 ‖ϕ˜‖H1(Rn).
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∣∣∣(ik)F∇˜v + F(g∇˜v)∣∣∣2 (1 + |k|2)−1 dk








1 + |k|2) 12 ∣∣∣F∇˜v∣∣∣2 (1 + |k|2)− 12 dk




















































































(∇ψ1 +∇ψ2 +∇ (ψ1ψ2)) dx
∣∣∣∣2
=: I + II.














ψi1 + ψi2, we can deduce from (3.6) that
I .
(|k|2 + 1)(‖ψ1‖2L2(Ω) + ‖ψ2‖2L2(Ω) + ‖ψ1‖2L2(Ω)‖ψ2‖2L2(Ω))
.





































=: J1 + J2.
13
For J1, using Lemma 2.1,
J1 . s






















To estimate J2, first we have

























by applying ‖w‖L2(Ω) . s−1/2‖w‖X˙1/2ζ1 from Lemma 3.1.















2−σ‖wj‖X˙1/2ζj + ‖w1‖X˙1/2ζ1 ‖w2‖X˙1/2ζ2
+ s−2σ + s−1 + ‖Λ˜γ1 − Λ˜γ2‖2θ∗ + ecs(‖Λ˜γ1 − Λ˜γ2‖∗ + ‖Λ˜γ1 − Λ˜γ2‖2∗).(4.7)






































2−σ‖wj‖X˙1/2ζj + ‖w1‖X˙1/2ζ1 ‖w2‖X˙1/2ζ2
)
dsdη












dsdη . λ−2σ + λ−1,
we have
|F(q)(k)|2 . |k|2 (λ−1−2σ + λ−2)+ λ−2σ + λ−1
+ ‖Λ˜γ1 − Λ˜γ2‖2θ∗ + ecλ(‖Λ˜γ1 − Λ˜γ2‖∗ + ‖Λ˜γ1 − Λ˜γ2‖2∗).(4.8)
Varying η in a small conic neighborhood Uη ∈ Sn−1, we get the estimate (4.8) uniformly for
all k ∈ E = {k ∈ Rn : k orthogonal to some η˜ ∈ Uη}.
Fixed R > 0 and k ∈ Rn. Let f(k) = F(q)(Rk). Since q is compactly supported, F(q) is












for any α ∈ Nn. Let D = B(0, 2) and E˜ = E ∩B(0, 1) with M = CenR and ρ = diam(Ω)−1.
From Proposition 2.4, there exists θ˜ ∈ (0, 1) such that
|F(q)(k)| = |f(k/R)| ≤ CenR(1−θ˜)‖f‖θ˜
L∞(E˜)
≤ CenR(1−θ˜)‖F(q)(k)‖θ˜L∞(E)(4.9)
for all k ∈ B(0, R).
Using (4.9), together with (4.8) and (4.5), we get
‖F‖2H−1(Ω) . Rne2nR(1−θ˜)
(
λ−2σ + λ−1 + ‖Λ˜γ1 − Λ˜γ2‖2θ∗
+ ecλ(‖Λ˜γ1 − Λ˜γ2‖∗ + ‖Λ˜γ1 − Λ˜γ2‖2∗)
)θ˜
+R−1

















θ˜ ecλ(‖Λ˜γ1 − Λ˜γ2‖∗ + ‖Λ˜γ1 − Λ˜γ2‖2∗) +R−
1
θ˜ .(4.10)
Here we denote {
β = σ if 0 < σ ≤ 12 ,
β = 12 if
1












θ˜ λ−2β = R−
1
θ˜ ,













θ˜ ecλ(‖Λ˜γ1 − Λ˜γ2‖∗ + ‖Λ˜γ1 − Λ˜γ2‖2∗) +R−
1
θ˜ .(4.11)































for all R > 0.




















The arguments above are valid if λ ≥ λ0. There exists a small δ such that if ‖Λ˜γ1−Λ˜γ2‖∗ <
δ and R = 1K log | log ‖Λ˜γ1 − Λ˜γ2‖θ∗|, we have λ ≥ λ0. To be more precise, if












3n+ 1− 2nθ˜ logλ0 =: R0.





‖Λ˜γ1 − Λ˜γ2‖θ∗ + ‖Λ˜γ1 − Λ˜γ2‖1−θ∗ +
1
K







For any f ∈ L∞(Rn) and 0 < σ˜ < 1, we deduce that




for almost every x ∈ Rn. Then we have




From Theorem 5 in Ch. 5 in [8], we obtain that
‖γ1 − γ2‖C0,σ˜(Ω) . ‖γ1 − γ2‖W 1, n1−σ˜ (Ω).(4.15)
Applying (4.4), (4.13), (4.14) and (4.15), the estimate
‖γ1 − γ2‖C0,σ˜(Ω) .
(
‖Λ˜γ1 − Λ˜γ2‖θ∗ + ‖Λ˜γ1 − Λ˜γ2‖1−θ∗ +
1
K






Now if ‖Λ˜γ1 − Λ˜γ2‖∗ ≥ δ > 0, then we have











for some C > 0. The proof of Theorem 1.1 is completed.
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