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Abstract
The aim of the present work is to investigate and develop the Multiple MappingConditioning (MMC) modelling framework in conjunction with LES into a reliablemodelling tool for mixed-mode turbulent combustion. Recent studies showpromising results using this approach for diffusion flames and it is important toexpand its usability to more complex flame configurations involving finite-rateeffects and mixed modes of combustion.In the first part of this thesis fundamental combustion modelling principlesare presented followed by the description of the MMC model for turbulentcombustion. From this point, this thesis develops a set of computational elementsto produce a more general code using object-oriented programming. As a resultof these improvements, the implementation of different combustion solvers canbe achieved in a fast and intuitive way.In the second part of the work, the different models developed for the specificcombustion modes are described and this is followed by the application to twotest cases: (i) a set of partially premixed piloted methane jet flames with localextinction and re-ignition, (ii) mixed mode combustion using the Sydney Burnerwith Inhomogeneous inlets (Flame H and Flame I). Results from these simulationsshow the requirement to expand and improve the available models in the presenceof mixed mode combustion. One of these requirements is density coupling wherea new approach is introduced and tested with excellent improvements.A second need, is the introduction of a MMC model to handle premixedflames, to address the challenges of mixed-mode combustion. Here, A recentlyproposed modified shadow position reference variable for premixed combustionis used and its characteristics are demonstrated in 3D simulations of two Bunsenpiloted jet configurations studied in Toronto and in Aachen.
x
The findings of this work suggest that the newly expanded MMC model is anexcellent approach to produce improved models able to describe more complexcombustion regimes, while keeping simulations tractable.
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Chapter 1
Introduction
1.1 Motivation
Combustion powers modern society and remain highly relevant in the powergeneration, transportation and process industries. According to the World EnergyOutlook of 2017 [1], the biggest part of energy consumption is supplied by fossilfuel with participation over 75%. Additionally, energy demands continue to grow,with increases of about 2% annually across the board. The largest constituent ofprimary energy is oil, followed by coal and gas, with natural gas leading the risein energy consumption for 2017 [2, 3]. Increasing focus on environmental issueshas resulted in steady, incremental design improvements producing combustorswhich have progressively higher thermal efficiency and lower pollutant emissions.While renewable sources of energy continue to gradually penetrate the energyconversion market, combustion systems will remain indispensable, at least inthe foreseeable future, but the pressure on them to become cleaner and moreefficient will increase [1]. In the power and transportation sectors, combustorswill likely remain a crucial and high value component in the mix with a premiumon designs that are capable of rapid start with an inherent stability and flexibility
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over a wide load range so that they may be integrated into highly intermittentsystems such as distributed electricity grids and hybrid propulsion systems [4–6].There is also a growing role for combustion in the process industries. Flamesynthesis of nanoparticles, including carbon black and fumed silicon, titaniumand aluminium oxides is expanding and there is now growing potential for theflame synthesis of catalysts, smart sensors and biomaterials [7].To take advantage of such opportunities and face the new challenges, com-bustor engineers and operators need predictive computational models that areboth accurate and affordable to use. However, such developments must resolvecompeting needs since key aspects of combustion physics like mixing and chem-ical reactions occur at the molecular scales which are much smaller than thescale of the computationally affordable grids. Additionally, combustion processesin practical devices occur in turbulent environments, thus introducing a widerange of scales ranging from geometrical scales to the sub-grid scales where theturbulence interacts with the molecular processes. To deal with this large-scaleseparation, filtering or averaging techniques are applied to the governing equa-tions and the interaction between turbulence and molecular processes arises asunclosed terms in the filtered or averaged equations. The source terms for theformation of species or pollutants such as soot are the most problematic due totheir high non-linearity. The study of turbulence-chemistry interactions (TCI)has led to the formulation of various closure models for turbulent combustion[8, 9]. While validation, improvement and wider application of these models is anongoing process, it may be said that at the present time, models for premixedcombustion are underdeveloped when compared to those for non-premixedcombustion, while the genesis of models for mixed-mode combustion startedvery recently.
1.1 Motivation 3
TCI models may be broadly divided into reduced manifold models [10, 11] andtransported probability density function (PDF) models [12]. Reduced manifoldmodels include flamelet approaches [10] and fundamentally rigorous conditionalmoment closure (CMC) [11]. The reduced manifold approaches parametrise theTCI in terms of one or more key quantities. This parametrisation is achieved indifferent ways. Flamelet approaches assume that the flame is composed by anensemble of locally laminar flame structures (flamelets) and uses a coordinatetransformation to parametrise the composition manifolds. CMC introduces thisparametrization via conditioning variables and solves transport equation of theconditioned reactive scalars. Such models are economical and provide a goodresolution in the conditioning variable space, from which reactive species maybe determined, but they are formally or practically restricted to cases whichcan be effectively parametrised by the conditioning variables. PDF models aremore general in their formulation. Since there is no need to filter or average thenon-linear reaction, nucleation and growth rates, those terms appear naturally inclosed form.The PDF transport equation is highly dimensional and the most economicalsolution method, albeit still significantly more expensive than reduced manifoldmodels, involves a stochastic Monte Carlo simulation utilising an ensemble ofLagrangian particles [13]. In principle, PDF methods may be applied to non-premixed, premixed and mixed-mode combustion regimes. However, one of thedifficulties is that the molecular mixing appears as an unclosed, conditionallyfiltered or averaged term. While various mixing models have been developed overthe years [14], none may yet be applied universally to all regimes of combustion.The multiple mapping conditioning (MMC) combustion model is a logicalextension of the CMC and PDF methods [15], combining their attributes more
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generality can be included while making use of the efficiency of reduced manifoldtechniques. There are deterministic and stochastic versions of MMC. The latter,which is the focus of the present work, is in fact a PDF method in which MMCplays the role of a mixing model that incorporates the conditioning ideas that existin reduced manifold approaches. Since real mixing occurs by molecular motionbetween fluid elements of exceedingly similar composition (i.e. which are localto each other in composition space), it is desirable that the mixing model shouldemulate this. MMC achieves localisation via the introduction of a reference spaceand the concepts of mapping closure. This reference space is mapped to onemore key quantities which parametrise the composition. The concept is simpleto implement. In addition to the thermodynamic and composition variables,each Lagrangian particle also carries information about the evolving referencespace. Prior to mixing, the particles are ordered in that reference space andthe mixing interactions occur between pairs or groups of particles which areadjacent or close to each other in that ordered list. The mapping used in MMCis statistical in that the reference variables and the quantities to which they aremapped describe the same statistical distribution, but they are mathematicallyindependent of each other [16]. This indirect enforcement of localness is essentialelse it would violate the mixing model linearity and independence principlesleading to deficiencies such as stranding of the composition space [17]. MMC isa modelling framework rather than one specific combustion model. In stochasticMMC, the conventional PDF transport equation [12] is solved with the addition ofthe constraint that the mixing is local in the reference space. The introductionof this constraint combined with a new interpretation in the context of LES forLagrangian simulations allow for the use of a significantly reduced number ofparticles while keeping quality simulations.
1.2 Thesis Outline 5
In this thesis, the aim is to continue the development of the MMC frameworkto evaluate and expand its applicability to conditions relevant to practical devicesin combination with LES. To this end, this thesis includes computational develop-ments to add flexibility and generality for simple implementation of new MMCmodels. The thesis starts by validating and identifying needs for the existingMMC models through the simulations of the Sydney Inhomogeneous Burnerwhich can stabilise a variety of flames that exhibit different combustion modesresembling inlet mixture conditions in practical devices. Throughout the previoussimulations, it is identified the need to improve density coupling methods forsparse-Lagrangian simulations and a new approach is proposed. Furthermore,the results of the early simulations of mixed mode combustion, pointed out thatadditional efforts are required to capture premixed flame structures. Since theworks on MMC for premixed combustion have been scarce and in an earlystage of development, it is intended to implement a recently proposed modelby Sundaram and Klimenko [18], and to demonstrate its characteristics in 3Dsimulations of two laboratory scale premixed flames.
1.2 Thesis Outline
This thesis is structured as follows. Chapter 2 will outline fundamental back-ground for combustion processes and the set of variables required to describecombusting flows accompanied by the instantaneous equations of motion. Keyfeatures used to characterise different combustion modes are also presentedsince many of these concepts are used for combustion modelling. In Chapter3, the fundamentals of turbulence modelling will then be briefly described withemphasis on the concept of Large Eddy Simulations. A brief review of the closureapproaches used in combustion is provided with a focus on models associated or
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related to MMC. Chapter 4 will introduce the fundamental concepts of MultipleMapping Conditioning Framework and its conceptual evolution to what is todayreferred as Generalised MMC. Following the presentation of MMC, a descriptionof sparse Lagrangian simulations is given and the requirement for quality mixingmodels for their viability is outlined. The combination of these two concepts isintroduced as a general modelling framework for computational implementation.Chapter 5 develops the computational framework that implements the conceptsof Chapter 4 in a C++ library called mmcFoam which is coupled with Open-FOAM. Focus is on the developments achieved during this thesis to provide acode with flexibility to include multiple reference variables to deal with morecomplex combustion systems as well as sub-models used for density coupling.Chapter 6 will present the specific model for non-premixed combustion withthe accompanying computational solver. The model is evaluated against the Syd-ney Burner with inhomogeneous inlets, which is an excellent platform to studymulti-mode combustion. Simulations include a case that exhibits a homogeneouspartially premixed diffusion structure and a case with multi-mode combustionpresenting both premixed and diffusion structures. In Chapter 7, the new shadowposition premixed MMC model is described and its features are showed againsttwo experimental set-ups located in two different flamelet regimes. The overallconclusions and discussion are in the final chapter.
Chapter 2
Physics of Turbulent ReactingFlows
This chapter describes elements used in the study of turbulent reacting flows.This includes the fundamental thermochemical relations to describe the stateof a gaseous mixture followed by instantaneous transport equations for theirevolution in time and space. The final part contains some aspects of the scalesof turbulence, continued by a description of combustion systems.
2.1 Property Relations for Gas Mixtures
Two important and useful concepts used to characterise the composition of agas mixture are the constituent mole fractions and mass fractions [19]. For amixture composed by 𝑁𝑠𝑝 number of species, the mole fraction for specie 𝛼, 𝒳𝛼,is defined as the fraction of the total number of moles in the system that arespecies 𝛼, 𝒳𝛼 ≡ 𝑛𝛼∑︀𝑁𝑠𝑝𝛼=1 𝑛𝛼 = 𝑛𝛼𝑛𝑡𝑜𝑡 . (2.1)
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Similarly, the mass fraction of species 𝛼, 𝑌𝛼, is the of mass of species 𝛼 comparedwith the total mixture mass:
𝑌𝛼 ≡ 𝑚𝛼∑︀𝑁𝑠𝑝𝛼=1𝑚𝛼 = 𝑚𝛼𝑚𝑡𝑜𝑡 (2.2)
The mixture molecular weight 𝒲, can be computed from the knowledge ofthe species mole or mass fraction:
𝒲 = 𝑁𝑠𝑝∑︁𝛼 𝒳𝛼𝒲𝛼 (2.3)𝒲 = 1∑︀𝑁𝑠𝑝𝛼 𝑌𝛼/𝒲𝛼 (2.4)
The equation of state for a mixture of ideal gasses is expressed as:
𝑝 = 𝜌ℛ𝑢𝑇𝒲 , (2.5)
where 𝑝 is the pressure, 𝜌 is the mass density, 𝑇 is the temperature and ℛ𝑢 isthe universal gas constant. To characterise the calorific state it is used the totalenthalpy, ℎ𝛼, composed by sensible and chemical enthalpy,
ℎ𝛼 = ∫︁ 𝑇𝑇0 𝐶𝑝,𝛼𝑑𝑇⏟  ⏞  Sensible
+ ℎ0𝛼⏟ ⏞ Enthalpy of Formation . (2.6)
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For the ideal-gas mixtures, the mixture enthalpy and specific heat at constantpressure, are computed from mass fraction weighted sums:
𝐶𝑝 = 𝑁𝑠𝑝∑︁𝛼=1 𝐶𝑝,𝛼𝑌𝛼, (2.7)
ℎ = 𝑁𝑠𝑝∑︁𝛼=1 ℎ𝛼𝑌𝛼, (2.8)
and with these definitions the mixture enthalpy can be written as:
ℎ = ∫︁ 𝑇𝑇0 𝐶𝑝𝑑𝑇⏟  ⏞  Sensible
+ 𝑁𝑠𝑝∑︁𝛼=1 ℎ0𝛼𝑌𝛼⏟  ⏞  Chemical
(2.9)
Typically, the non-linear behaviour of the specific heats for each species 𝛼 isapproximated as a temperature dependent polynomial
𝐶𝑝,𝛼 = 𝑁𝑝𝑜𝑙∑︁𝑖=0 𝒞𝑖+1𝑇 𝑖. (2.10)
and integration with respect to temperature provides the enthalpy,
ℎ = 𝑁𝑝𝑜𝑙∑︁𝑖=1 𝒞𝑖𝑇
𝑖𝑖 + 𝒞𝑁𝑝𝑜𝑙+1, (2.11)
where 𝒞𝑖 are the JANAF (Joint Army Navy Air Force) coefficients [20]. Thelast coefficient is set such that when evaluated at the reference temperature theenthalpy of formation is obtained. It is important to note that these coefficients areobtained experimentally hence they are only valid within a range of temperatures.
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2.2 Governing Equations of Reacting Fluid Flows
The task of numerical modelling commences with the presentation of the equa-tions governing reacting flows. The set of equations fully describing reacting gasmixtures comprises equations for conservation of mass, momentum, energy andspecies, which are summarised in the following and can be found in classicaltextbooks - for example in the book by Williams [21] or Poinsot & Veynante [22],on which this chapter is based.For the derivation of the transport equation, classical assumptions to describemulti-component reacting gas mixtures in combustion applications are employed.Foremost, the continuum hypothesis is adopted, meaning at the smallest geometricscales of the flow fields an ensemble of molecules can be represented by afluid particle. That is, properties such as density, pressure, temperature, andvelocity are taken to be well defined at infinitely small points which can beconsidered as a volume average of molecules on all scales relevant to the problem.These properties are then assumed to vary continuously and smoothly from onepoint to another such that it can be described by means of partial differentialequations. Furthermore, ideal behaviour is presumed for the gas mixtures andits components, i.e., the ideal gas law can be used to relate (partial) pressure,(partial) density and temperature to each other, and to be in thermodynamicequilibrium.The conservation of mass can be expressed by the continuity equation
𝜕𝜌𝜕𝑡 + 𝜕𝜌𝑢𝑗𝜕𝑥𝑗 = 0 (2.12)
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Conservation of momentum is represented by
𝜕𝜌𝑢𝑖𝜕𝑡 + 𝜕𝜌𝑢𝑖𝑢𝑗𝜕𝑥𝑗 = − 𝜕𝑝𝜕𝑥𝑖 + 𝜕𝜏𝑖𝑗𝜕𝑥𝑗 + 𝜌𝑔𝑖 (2.13)
For a Newtonian fluid, the viscous stress tensor can be written as
𝜏𝑖𝑗 = 𝜇(︂𝜕𝑢𝑗𝜕𝑥𝑖 + 𝜕𝑢𝑖𝜕𝑥𝑗
)︂− 23𝜇𝜕𝑢𝑘𝜕𝑥𝑘 𝛿𝑖𝑗 (2.14)
The transport equations for the mass fractions of the reactive species are
𝜕𝜌𝑌𝛼𝜕𝑡 + 𝜕𝜌𝑢𝑗𝑌𝛼𝜕𝑥𝑗 = −𝜕𝐽𝛼,𝑗𝜕𝑥𝑗 + 𝜌?˙?𝛼(Y, 𝑇) (2.15)
where Y = {︀𝑌1, . . . , 𝑌𝑁𝑠𝑝}︀ is the set of species.The modelling of the diffusion flux is complex and is extensively discussedfor example by Libby [21]. Commonly, Fick’s law is applied [23], neglecting theSoret effect (mass diffusion due to temperature gradients), pressure gradients(low-Mach number formulation) and volume forces, it states that
𝐽𝛼,𝑗 = −𝜌D𝛼𝜕𝑌𝛼𝜕𝑥𝑗 (2.16)
The Schmidt number is defined as
𝜎 = 𝜇𝜌D , (2.17)
and it represents the ratio of momentum to scalar diffusion.Conservation of energy is written using enthalpy ℎ see Eq. (2.9)
𝜕𝜌ℎ𝜕𝑡 + 𝜕𝜌𝑢𝑗ℎ𝜕𝑥𝑗 = 𝜕𝑝𝜕𝑡 + 𝜏𝑖𝑗 𝜕𝑢𝑖𝜕𝑥𝑗 + ?˙? − 𝜕𝐽ℎ𝑗𝜕𝑥𝑗 . (2.18)
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The source term ?˙? may contain heat sources such as radiation or spark inducedenergy. The diffusive flux, 𝐽ℎ𝑗 , is the sum of a heat diffusion term obtained fromFourier’s law and a term which includes the species diffusion terms along withtheir respective enthalpies.
𝐽ℎ𝑗 = −𝜆 𝜕𝑇𝜕𝑥𝑗 + 𝜌D
𝑁𝑠𝑝∑︁
𝛼=1 ℎ𝛼𝜕𝑌𝛼𝜕𝑥𝑗 = − 𝜇Pr 𝜕ℎ𝜕𝑥𝑗 + 𝜇
(︂ 1𝜎 − 1Pr
)︂ 𝑁𝑠𝑝∑︁
𝛼=1 ℎ𝛼𝜕𝑌𝛼𝜕𝑥𝑗 (2.19)
where 𝜆 is the heat diffusion or thermal conductivity coefficient. Pr is thePrandtl number, which represents the ratio of momentum diffusivity and thermaldiffusivity: Pr = 𝜇𝐶𝑝𝜆 . (2.20)
The Lewis number, which represents the ratio of species diffusivity andthermal diffusivity: Le = 𝜎𝑃𝑟 = 𝜆𝜌𝐶𝑝D = D𝑡ℎD . (2.21)
In hydro-carbon combustion of fuel of small complexity, the Lewis number isapproximately unity and thus the last term in Eq. (2.19) vanishes. Then the energyequation reduces to
𝜕𝜌ℎ𝜕𝑡 + 𝜕𝜌𝑢𝑗ℎ𝜕𝑥𝑗 = 𝜕𝜕𝑥𝑗
(︂𝜇𝜎 𝜕ℎ𝜕𝑥𝑗
)︂+ ?˙?. (2.22)
Equations (2.15) and (2.22) using Eq. (2.16) have the same form, they can bewritten in terms of a single reactive scalar vector 𝜑 = {︀𝜑1, . . . , 𝜑𝑁𝑠𝑝+1}︀,
𝜕𝜌𝜑𝛼𝜕𝑡 + 𝜕𝜌𝑢𝑗𝜑𝛼𝜕𝑥𝑗 = 𝜕𝜕𝑥𝑗
(︂𝜇𝜎 𝜕𝜑𝛼𝜕𝑥𝑗
)︂+ 𝜌?˙?𝛼(𝜑, 𝑇), (2.23)
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where 𝜑𝑖 . . . 𝜑𝑁𝑠𝑝 = 𝑌1 . . . 𝑌𝑁𝑠𝑝 and 𝜑𝑁𝑠𝑝+1 = ℎ with ?˙?𝑁𝑠𝑝+1 = ?˙?. As a final remarkit is noted that these equations are valid for laminar and turbulent flows, yet thereader should be aware of the limitations introduced with the assumptions ofunity Lewis number and Fickian Diffusion. The unity Lewis assumption does nothold well with very complex fuels as well as in Hydrogen combustion where thesmall elements can diffuse at different rates.
2.3 Turbulence
Now that the equations of motion were introduced, a look into some basicaspects of turbulence should be discussed to be able to appreciate the multi-scalecharacteristics of turbulent combustion and the theoretical basis of some of theassumptions.As a first step the Reynolds is defined as follows,
𝑅𝑒 = 𝜌𝑈ℒ𝜇 = 𝑈ℒ𝜈 (2.24)
where 𝑈 and ℒ are characteristic velocity and length scales, respectively. TheReynolds number represents the ratio of inertial to viscous forces and forturbulent flow this number is large indicating that viscous effect are negligible.A key concept in turbulence is the energy cascade process. Turbulence can bethought as a conglomerate of eddies of multiple time and length scales interactingwith each other. In this conglomerate, eddies of size ℓ have a characteristicvelocity 𝑢(ℓ) and time scale 𝜏(ℓ) = ℓ/𝑢(ℓ). For eddies at the largest scales itscharacteristic lengths (i.e ℓ0) are comparable to the macro scale Reynolds number(eq. 2.24) thus at the large scale direct effects of viscosity are negligibly small. Inthe energy cascade, the large eddies are considered unstable and break-up into
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smaller eddies and these smaller eddies further break up into yet smaller eddies.During this break-up process energy is transferred from the larger eddies to thesmaller eddies an so on to produce an energy cascade. The cascade continuesuntil eddy scales are small enough such that their Reynolds number reaches apoint where the molecular viscosity is effective in dissipating the energy of theturbulent motions.
2.3.1 Turbulent Scales
The relations describing the dissipative scales were introduced by Kolmogorov[24]. The theory relies on three hypotheses, which in a concise way state that1) for sufficiently large Reynolds numbers at the fine scales, turbulence has nopreferred direction and hence is locally isotropic. 2) the statistics at the finescales have a universal form that is uniquely determined by molecular viscosity 𝜈and the dissipation rate of turbulent kinetic energy 𝜖 , and 3) there is a universalform for the statistics at scales in the range ℓ0 >> ℓ >> ℓ𝑑𝑖𝑠 and it is determinedby 𝜖 independent of 𝜈. The Kolmogorov length scale is
𝜂𝑘 ≡ (︂𝜈3𝜖
)︂1/4 , (2.25)
the time scale 𝜏𝑘 ≡ (︁𝜈𝜖)︁1/2 , (2.26)
and the velocity scale 𝑢𝑘 ≡ (𝜖𝜈)1/4 . (2.27)
These scales, are the smallest scales of turbulence and are of importance formodelling purposes as will be seen in Chapter 3.
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2.4 Combustion
In Section 2.2 the equations of motion for the fluid system were introducedalong with simplifications and common models for fluxes and stresses, butno description was provided for the evaluation of chemical reaction rates. Ingeneral, the chemical conversion of species can be expressed with a one-stepglobal reaction between fuel and oxidiser to yield products
𝑣𝑓ℱ + 𝑣𝑜𝑥𝒪 Ï 𝑣𝑝𝒫, (2.28)
and the rate of change of the chemical species can be described from the law ofmass action, i.e the fuel consumption rate is
𝑑𝑐𝑓𝑑𝑡 = −𝑘𝐺 · 𝑐𝑣𝑓𝑓 · 𝑐𝑣𝑜𝑥𝑜𝑥 (2.29)
where 𝑐𝛼 is the molar concentration of the 𝛼 species and computed as 𝑐𝛼 = 𝜌𝑌𝛼𝒲𝛼 .The coefficient 𝑘𝐺 is the global rate coefficient. The exponents 𝑣𝑖 are the globalreaction orders.The description of the combustion process by a global step reaction is usefulfor a first analysis but global chemical reaction in reality is a result of series ofelementary reactions. A general elementary reaction
𝑁𝑠𝑝∑︁
𝛼=1 𝑣 ′𝛼𝐴𝛼 ⇀
𝑁𝑠𝑝∑︁
𝛼=1 𝑣 ′′𝛼𝐴𝛼, (2.30)
where 𝑣 ′𝛼 and 𝑣 ′′𝛼 are the stoichiometric coefficients of reactants and products,respectively. 𝐴𝛼 is the corresponding symbols specie 𝛼. The reverse reaction
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often plays an important role as well
𝑁𝑠𝑝∑︁
𝛼=1 𝑣 ′𝛼𝐴𝛼 ↼
𝑁𝑠𝑝∑︁
𝛼=1 𝑣 ′′𝛼𝐴𝛼, (2.31)
combining Eqs. (2.30) and (2.31) and writing it for a system of 𝑁𝑟 reactions, thekth reaction is 𝑁𝑠𝑝∑︁
𝛼=1𝒱′𝛼,𝑘𝐴𝛼 

𝑁𝑠𝑝∑︁
𝛼=1𝒱′′𝛼,𝑘𝐴𝛼 (2.32)where 𝒱′𝛼,𝑗 and 𝒱′′𝛼,𝑗 are the stoichiometric coefficient matrices. From this generaldescription, the reaction rate 𝒬 for reaction 𝑘 is
𝒬𝑘 = 𝑘𝑓,𝑘 𝑁𝑠𝑝∏︁𝛼=1 𝑐𝒱
′𝛼,𝑘𝛼 − 𝑘𝑟,𝑘 𝑁𝑠𝑝∏︁𝛼=1 𝑐𝒱
′′𝛼,𝑘𝛼 (2.33)
with 𝑘𝑓,𝑘 and 𝑘𝑟,𝑘 the forward and reverse rate coefficients. Finally, the chemi-cal source term for species 𝛼 is calculated by summation over all elementaryreactions ?˙?𝛼 (Y, 𝑇) =𝒲𝛼 𝑁𝑟∑︁𝑘=1 (︀𝒱′𝛼,𝑘 −𝒱′′𝛼,𝑘)︀𝒬𝑘 (2.34)The specific reaction rate coefficients 𝑘𝑓,𝑘 have a strong dependence ontemperatures. Arrhenius [25, 23] proposed an equation that with some latermodifications takes the form
𝑘𝑓,𝑘 =𝒜𝑘𝑇𝛽𝑘 exp(︂ 𝐸𝑎,𝑘ℛ𝑢𝑇
)︂ (2.35)
where the activation energy for reaction 𝑘 is 𝐸𝑎,𝑘.Last, it should be noted that
𝑁𝑠𝑝∑︁
𝛼=1 ?˙?𝛼 = 0 (2.36)
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2.4.1 Combustion modes
The study of combustion systems is separated into different modes based on thestate of the fuel mixture prior to combustion. Premixed combustion requiresfuel and oxidiser to be completely mixed before a source of energy ignites themixture, whereas in non-premixed combustion the reactants are separated andthey burn as they mix and acquire an adequate air-fuel proportion. For thissection some description for each combustion mode is provided, accompaniedby some core concepts that are used for combustion modelling.
2.4.1.1 Non-Premixed Combustion
In this combustion mode, fuel and oxidiser enter the combustion chamberseparately, where they are mixed and burnt inside the reaction zone [26, 27, 8].Non-premixed combustion is governed by the mixing process between fueland oxidiser. Chemical reactions take place in the regions that are within theflammability limits around stoichiometry. This means that for the limit of infinitelyfast chemistry, the rate of the mixing controls the reaction rate. One characteristicof non-premixed flames is that they do not exhibit propagation speeds and no riskof flashback. Therefore, non-premixed combustion is relatively easy to controland is used in the majority of technical applications where stability and safety areparamount. However, this mode of combustion could produce more pollutantsthan premixed combustion [19].The structure of non-premixed flames is better studied by looking at themixing process [29, 19]. Let us first consider a pure mixing process of fuel andoxidiser without combustion and suppose that 𝑌𝐹 and 𝑌𝑂 are the local massfractions of fuel and oxidiser gases in the system [21]. The mixing of two streams(see Fig. 2.1), one with fuel and one with oxidiser, can be described using the
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Fig. 2.1 Opposed flow burner [28].
concept of conserved scalars specifically by the so-called mixture fraction Z. Forthe situation where only fuel is present in one stream and only oxidiser in theother stream, the mixture fraction is
𝑍 ≡ mass of material having origin in fuel streammass of mixture . (2.37)
More formally it can be defined considering Eq. (2.28) and using the stoichiometricair-fuel ratio or the equivalence ration as
𝑍 = 𝑠𝑌𝐹 − 𝑌𝑂 + 𝑌 2𝑂𝑠𝑌 1𝐹 + 𝑌 2𝑂 = 1𝜑 + 1
(︂𝜑𝑌𝐹𝑌 1𝐹 − 𝑌𝑂𝑌 2𝑂 + 1
)︂ , (2.38)
where the superscript "1" and "2" denotes the mass fraction in fuel and oxidiserstreams respectively. With the mixture fraction defined, the mixing can bepredicted with a transport equation for Z. Using Equation (2.23) for fuel and
2.4 Combustion 19
products with equal Schmidt numbers the mixture fraction transport equation is
𝜕𝜌𝑍𝜕𝑡 + 𝜕𝜌𝑢𝑗𝑍𝜕𝑥𝑗 = 𝜕𝜕𝑥𝑗
(︂𝜇𝜎 𝜕𝑍𝜕𝑥𝑗
)︂ (2.39)
It should be noted that even in the presence of reactions this transport equationdoes not have reaction source terms. That is if 𝑌𝐹 decreases by an amount 𝑥 dueto chemical reaction, 𝑌𝑂 decreases by an amount 𝑠𝑥, hence 𝑠𝑌𝐹 − 𝑌𝑂 remainsconstant and so does Z.With the assumption that, in non-premixed combustion, chemistry time-scalesare much smaller than mixing time scales then the thermochemical state thatcan be parametrised using the mixture fraction.
𝑌𝛼 = 𝑌𝛼 (𝑍) (2.40)
𝑇 = 𝑇 (𝑍) (2.41)
𝜌 = 𝜌 (𝑍) (2.42)
In addition, if a single step infinitely fast irreversible reaction is considered; thereis an infinitely thin combustion layer where all reactants are consumed andtransformed into products [22] as follows
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𝑌𝐹 =
⎧⎪⎪⎨⎪⎪⎩
𝑍 − 𝑍𝑠𝑡𝑜𝑖𝑐1− 𝑍𝑠𝑡𝑜𝑖𝑐 if 𝑍 > 𝑍𝑠𝑡𝑜𝑖𝑐0 if 𝑍 ≤ 𝑍𝑠𝑡𝑜𝑖𝑐 (2.43)
𝑌𝑂 =
⎧⎪⎪⎨⎪⎪⎩
0 if 𝑍 > 𝑍𝑠𝑡𝑜𝑖𝑐
1− 𝑍𝑍𝑠𝑡𝑜𝑖𝑐 if 𝑍 ≤ 𝑍𝑠𝑡𝑜𝑖𝑐
(2.44)
𝑌𝑃 =
⎧⎪⎪⎨⎪⎪⎩
1− 𝑍1− 𝑍𝑠𝑡𝑜𝑖𝑐 if 𝑍 > 𝑍𝑠𝑡𝑜𝑖𝑐𝑍𝑍𝑠𝑡𝑜𝑖𝑐 if 𝑍 ≤ 𝑍𝑠𝑡𝑜𝑖𝑐
(2.45)
A similar expression can be written for temperature but it is omitted here. Thesepiecewise linear function for the solution of a diffusion flame are known as theBurke-Schumann solution and are depicted here in Fig. 2.2. In practical systems,however, reversible reactions do play a role as well as finite-rate chemistry thusproducing more complex profiles and models able to capture phenomena wherethis finite rate effects are predominant are the focus of many research effortsand collaboration [30, 22]. Despite the apparent simplicity of this concept it is verypowerful, and it is the corner-stone for many combustion modelling approaches.
2.4.1.2 Premixed Combustion
In premixed combustion, fuel and oxidiser are completely mixed before combus-tion is allowed to take place [31]. The flame is characterised by a thin combustionzone self-propagating against a fresh unburnt mixture of fuel and oxidiser gases.The self-propagation characteristic is a result of the strong gradients present inthe flame (thin combustion zone) thus favouring diffusion of heat and speciesradicals from the thin combustion zone. Because of this characteristic, the
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Fig. 2.2 Burke-Schumann Solution. 𝑌𝑂 continuous line (–); 𝑌𝐹 dashed line (- -);𝑌𝑃 dotted line (· · · ).
velocity at which the flame front propagates normal to itself and relative to theflow into the unburnt mixture is of utmost importance and termed the laminarburning velocity (𝑠𝐿) [22, 23].The study of the response of the combustion front to the presence of turbu-lence then requires a scaling analysis that incorporates the flame properties [29].Starting with a flame length scale, the laminar flame thickness is
𝛿𝑠𝑐 = D𝑡ℎ,𝑢𝑠𝐿 = 𝜆𝑢𝜌𝑢𝐶𝑝𝑠𝐿 , (2.46)
where the subscript "u" denotes the properties in the unburnt mixture. Analternative definition based on the temperature gradient [22] known as thethermal thickness is 𝛿𝑡ℎ = 𝑇𝑏 − 𝑇𝑢max (|𝑑𝑇/𝑑𝑥|) . (2.47)
Although Eq. (2.47) provides a better estimate of the flame thickness, it cannot beused in a priori estimation for calculations. Other estimates have been proposed
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for the flame thickness, denoted here by 𝛿𝐵 [22]
𝛿𝐵𝛿𝑠𝑐 = 2
(︁ 𝜆𝐶𝑝)︁𝑏(︁ 𝜆𝐶𝑝)︁𝑢 (2.48)
using a constant Pr number and introducing the Sutherland Law,
𝜆𝜆0 = 𝑇𝑟𝑒𝑓 + 𝑆𝑇 + 𝑆
(︂ 𝑇𝑇𝑟𝑒𝑓
)︂𝑛 (2.49)
where S is the Sutherland constant and is characteristic of the gas, 𝑇𝑟𝑒𝑓 is usually273𝐾, and 𝑛 is the temperature exponent. Eq. (2.48) can be expressed in termsof fresh and burnt gasses temperatures
𝛿𝐵𝛿𝑠𝑐 = 2
(︂𝑇𝑏𝑇𝑢
)︂0.7 ⇔ 𝛿𝐵 = 2D𝑡ℎ,𝑢𝑠𝐿
(︂𝑇𝑏𝑇𝑢
)︂0.7 . (2.50)
Lastly, a flame time scale can be evaluated from laminar the flame speed andlaminar flame thickness as 𝜏𝑐 = 𝛿𝑠𝑐𝑠𝐿 = D𝑡ℎ,𝑢𝑠2𝐿 (2.51)and would represent the time required for the flame to travel a distance equal toits thickness [22].Comparison of the flame scales with the scales of turbulence provides defini-tions for non-dimensional numbers that are of interest in combustion. The ratioof a turbulent time scale at eddy size ℓ and the flame time scale is the Damköhlernumber Da(ℓ) = 𝜏𝑡(ℓ)𝜏𝑐 . (2.52)
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At the integral scale specifically, the Damköler number is
Da(ℓ𝐼) = 𝜏𝑡(ℓ𝐼)𝜏𝑐 = ℓ𝐼/𝑢′𝛿𝑠𝑐/𝑠𝐿 . (2.53)
The ratio between the flame time and the smallest (Kolmogorov) scales ofturbulence, Kolmogorov scale (𝑛𝑘), is the Karlovitz number (related to the inverseof Da at 𝜂𝑘) Ka = Da−1(𝜂𝑘) = 𝜏𝑐𝜏𝑘 = 𝑢′(𝜂𝑘)/𝜂𝑘𝑠𝐿/𝛿𝑠𝑐 . (2.54)
It may be written in terms of length scales as
Ka = (︂𝛿𝑠𝑐𝜂𝑘
)︂2 . (2.55)
The turbulence Reynolds number can be expressed using the flame scales as:
Re𝑡 ≡ Re(ℓ𝐼) = 𝑢′ℓ𝑡𝜈 =
(︂𝑢′𝑠𝐿
)︂(︂ ℓ𝑡𝛿𝑠𝑐
)︂ (2.56)
On the basis of this scaling, regime diagrams [32, 33, 29, 34, 35] have been pro-posed to characterise the premixed flame structure in a turbulent flow. Figure 2.3show an example proposed by Peters [29] of such regime diagrams.The line Re𝑡 = 1 separates all turbulent flame regimes characterised by Re> 1 from the regime of laminar flames (Re < 1). In the region where Ka <1, the flame time scale is smaller than the turbulent time scales and the flamelength scale is smaller than the Kolmogorov scales and this is denominatedthe flamelet region. For the case where the laminar flame speed is higherthan turbulence intensity, the inner structure of the flame remains laminar(flamelets) and turbulence has a mostly kinematic effect on the front producingwrinkling, therefore, this zone is termed theWrinkled Flamelets Regime. For
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Fig. 2.3 Turbulent premixed combustion regime diagram in log-log scale [29].
increased levels of turbulence intensity, higher than laminar flame speed, the eddystructures are able to induce flame front interactions leading to the formation ofpockets of burned gas without disturbing the internal structure of the flame, thiszone is termed Corrugated Flamelets Regime. The Klimov-Williams criterion(Ka = 1) separates the previous regime with the Thickened-Wrinkled FlameRegime. In this regime, the flame time scales are larger than the Kolmogorovscale but smaller than the turbulent integral time scale. As a consequenceturbulence can modify the flame structure. However, not all the flame front isaffected since in the flame zone there is a thinner region that is most chemicallyactive (reaction zone) and turbulence only affects the preheat zone (see Fig. 2.4).This new regime has an upper limit at Ka ≈ 100, which uses the approximationthat the reaction zone is about 10 times smaller than the laminar flame thickness.The remaining region is the Thickened Flame Regime where the smallestscales of turbulence can disrupt all zones in the flame [29].As explained above, turbulence affects the flame structure in multiple ways.One effect from the interaction between flame and turbulence is the increase
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Fig. 2.4 Premixed flame structure.
of the overall mass consumption rate and it is common to use the concept ofTurbulent flame speed, 𝑠𝑇 . It is defined as the velocity needed at the inlet of acontrol volume, V, to keep a turbulent flame stationary in the mean inside thisvolume. A first analysis from Damköhler [36] concludes that
𝑠𝑇𝑠𝐿 = 𝐴𝑇𝐴 . (2.57)
where 𝐴 is a the nominal cross sectional area and 𝐴𝑇 the active flame surfacearea. With the reasoning that turbulence increases the active flame surface area
𝐴𝑇 ∼ 𝐴𝑢′𝑠𝐿 , (2.58)
it has been proposed on different grounds [37, 38] that the turbulent flame speedmay be modelled by: 𝑠𝑇𝑠𝐿 = 1 + 𝛼
(︂𝑢′𝑠𝐿
)︂𝑛 (2.59)
where n and 𝛼 are model constants. It should be noted that there are manyexpressions for 𝑠𝑇 and there is an excellent review on the topic is available forinterested readers [39].
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An important and common concept used for the study and simulations ofpremixed flames is the progress variable c. It can be defined in many waysbut in general, as its name indicates, c, represents the transition of reactivescalars as one move across the flame front. Some definitions may be based ontemperature or linear combinations of mass fraction of combustion products oras the complement of fuel mass fraction. In addition, it is customary to normalisethe variable such that it goes from 0 to 1 across the flame, e.g:
𝑐 = 𝑇 − 𝑇𝑢𝑇𝑏 − 𝑇𝑢 (2.60)𝑐 = 𝑌𝑃𝑌𝑃,𝑏 (2.61)
The principal criteria are that c must be monotonic, and provide a reasonablerepresentation of the flame structure in terms of its thickness and location [22, 29].A transport equation for progress variable can be derived from the relevanttransport equations for species mass fraction.
𝜕𝜌𝑐𝜕𝑡 + 𝜕𝜌𝑢𝑗𝑐𝜕𝑥𝑗 = 𝜕𝜕𝑥𝑗
(︂𝜌D𝑐 𝜕𝑐𝜕𝑥𝑗
)︂+ 𝜌?˙?𝑐(𝜑, 𝑇). (2.62)
in which ?˙?𝑐 is the chemical production rate of c and D𝑐 is the molecular diffusivityof c [23].
2.4.1.3 Compositionally Inhomogenous (Mixed-Mode) Combustion
Partially premixed combustion includes a wide range of possible situations whichlie in-between the two limiting combustion modes previously described. In prac-tice, most combustion systems have some degree of compositional inhomogeneity.By inhomogeneity, it is meant that fluid mixtures cover a wide range of mixturefractions including flammable and non-flammable fluid. As the fluid mixture
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continue to mix, different reaction layer can be formed with different flame struc-tures. A special case of inhomogeneity is stratified premixed combustion, wheremixture composition varies within the flammability limits. Partially premixedcombustion where a premixture of air and fuel is outside of the flammabilitylimits with no variation in that composition at the inlet as in the case of the Sandiaflames D, E and F, are referred homogeneously partially premixed [40].In some combustion devices compositional inhomogeneity improves efficiencyand reduces pollutant emissions and this is the basis of several emerging gasturbine and automobile engine technologies [41], while other systems experienceinhomogeneity due to practical limitations [40]. An example of inhomogeneityby design is the presence of small fuel rich regions in an overall lean systemcan allow engines to be operated more aggressively while retaining conditionsthat minimise NOx formation. A classical case where this inhomogeneity is apractical limitation of the process is lifted flames where fuel and oxidiser streamsundergo some mixing prior to ignition [29].One characteristic of compositionally inhomogeneous (C/I) flames is thatthere are non-premixed and premixed structures embedded in the flow and thesestructures interact with each other with some the common effects to enhanceflame stability and resistance to stretch. For example, in a two-stream flow witheach stream containing air-fuel mixtures outside flammability limits, one nearthe lean limit and one near the rich limit, the presence of three reaction zoneswill be observed. In these triple flames the two streams mix until they form acombustible mixture and once they meet an ignition source two premixed frontsform where the deficient reactant is consumed, the intermediate products ofthe rich flame will then further mix with additional oxidiser available from thelean front to form a non-premixed front in the middle [40]. Due to the complex
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characteristics of C/I combustion, indicator functions, commonly known as flameindices, are used to study the characteristics of the flame structures present inthe flow. One of the first proposed flame indices was by Takeno [42]. In principle,most of these indexes are based on the assumption of one dimensional flameand the direction of the gradient of fuel and oxidiser in the reaction zone. Itcan be seen in Fig. 2.5a that for a premixed flame both fuel and oxidiser are onthe same stream hence their gradients are aligned. In the opposite combustionmode, fuel and oxidiser are in separate streams and their gradients point inopposite directions. From these observations then a flame index is constructedas, 𝐹𝐼 =∇𝑌𝐹 · ∇𝑌𝑂. (2.63)
In a normalised version of this index, a flame index equal to 1 is a premixedflame and 𝐹𝐼 = −1 indicates a non-premixed structure. Further refinementsto this flame index or other approaches have been used and reported in liter-ature offering a wider range of applicability and higher dimensionality [42–48].For combustion modelling, the concept has been used to combine traditionalcombustion models design for non-premixed and premixed combustion, but itsapplicability is yet to be demonstrated in general with initial efforts from [49].With the substantially expanded variety of flames that are possible in C/Icombustion, it is clear that it is necessary to find models that are as general aspossible while being computationally affordable.
2.5 Summary
In this section, a review of the required thermochemical relations required forthe study of turbulent reacting flows has been presented. Many of these use
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(b) Non-PremixedFig. 2.5 Gradient alignment for fuel and oxidiser mass fractions [45].
relations for ideal gases and employ common assumptions in combustion mod-elling. Transport equations for quantities representing the hydrodynamics andthermochemical state are stated with simplified models for the terms requiringmodelling along with non-dimensional numbers of importance in turbulent re-acting flows. A brief description of turbulence and combustion principles areprovided as a foundation to support and give a motivation for the rest of the workpresented in this text. In the upcoming chapter further elements and challengesthat modellers face for the computation of turbulent reacting will be discussed.

Chapter 3
Modelling of Turbulent ReactingFlows
This chapter introduces the different approaches that can be used for the mod-elling of turbulent flows with a brief discussion of their advantages and challenges.Particular attention is paid to large eddy simulations (LES) being the approachused in this thesis. The issues that arise in LES for combustion are explainedand a short review of models used to for turbulent combustion is provided.
3.1 Direct Numerical Simulations (DNS)
Direct numerical simulations (DNS) corresponds to the solution of the 3D unsteadygoverning equations [50] whereby, the use of sufficiently refined mesh and timestep, allow for the resolution of all spatial and temporal scales involved in theproblem studied. This means that from turbulence perspective, it is not amodelling approach per se. However, a typical combustion problem is definedby length and time scales that span multiple orders of magnitude which entailresolution requirements of the order of trillions of grid points or higher and
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tens of millions of time steps [51]. Furthermore, the computational requirementsfor DNS vary depending on the level of description of the chemistry, moleculartransport and radiation as well as the representation of the governing equations.Yet, DNS is still a very valuable tool to support the development of new modelsand further our understanding of turbulent combustion. To date DNS of turbulenthave been limited to small domains and more recently to some laboratory scaleflames [52–59].An estimation of the number of grid nodes required for a DNS simulationcan be obtained by the integral and Kolmogorov length scales:
𝑁𝐷𝑁𝑆 ∼ (︂ ℓ𝐼𝜂𝑘
)︂3 ∼ 𝑅𝑒9/4𝑡 (3.1)
where 𝑅𝑒𝑡 is the turbulent Reynolds Number which can be assumed to beproportional to the mean flow Reynolds Number [60, 50]. In confined flowswhere boundary layers are present, these requirements increase even further inorder to capture the steep gradients and laminar sub-layer. In addition to therequirements to resolve the flow turbulent scales, in combustion problems, thescales related to the reactive scalars can be smaller than the Kolmogorov scalethus even finer resolution is demanded.For DNS simulations where Δ𝑥 ≈ 𝜂𝑘 to simulate a turn over time Δ𝜏 thenthe required number of time steps,
𝑁𝑠𝑡𝑒𝑝𝑠 = Δ𝜏Δ𝑡 ∼ ℓ𝑡/𝑢′Δ𝑥/𝑢′ ∼ 𝑅𝑒3/4𝑡 (3.2)
To this physical reasoning, it is also necessary to consider numerical aspects.Linear stability analysis demands, for explicit schemes, the Courant Number to belimited with the Courant-Friedrich-Levy (CFL) condition [61, 62], not exceedingunity.
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CFL = 𝑘1/2Δ𝑡Δ𝑥 < 1 (3.3)
With this prospects, DNS of turbulent combustion for practical devices, at thisstage is not at our reach but will continue to be without doubt a useful source tofurther combustion modelling.
3.2 Reynolds Averaged Navier Stokes (RANS)
The Reynolds averaged Navier-Stokes (RANS) formulation is based on timeor ensemble averaging of the instantaneous transport equations. As such allturbulent motions and scales associated with combustion processes are unresolvedover the entire range of length and time scales of the problem. The averagingprocedure leads to unclosed terms stemming from non-linear terms in thetransport equations [50]. These terms need to be modelled and this need isusually referred to as the closure problem. For turbulent combustion, theclosure problem is particularly critical for the reaction source terms [51] becauseof its high non-linearity and dependence on the complete reactive scalars set 𝜑.Since in this approach we solve for the mean fields then, using simple models,relatively coarse and affordable computational grids can be used. However, asall of the turbulent motions need to be accounted for in the models, strongdependencies on model parameters are usually present and these limit its rangeof applicability in the absence of expert knowledge [63].
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3.3 Large-Eddy Simulations (LES)
Large Eddy Simulation is another modelling approach that reconciles the diffi-culties that are faced in the other two modelling approaches described already.It consists of spatially filtering the transport equations for mass momentumand scalars [22]. Because they are fully three-dimensional and time-dependent,large-eddy simulations are still relatively expensive compared with RANS models[64].With respect to DNS, computational expense in LES is significantly reduced,since as stated in Pope [50] at high Reynolds numbers over 99 per cent ofthe computational expense of DNS is used to resolve the dissipation range ofthe turbulent energy spectrum and this dissipation range is modelled in LES.Moreover, LES is also physically sound when one considers that flow-dependenttransport properties and other turbulent quantities such as turbulent scalar fluxesare mostly dependent on the energy-containing part of the spectrum [51]. Thelatter together with the concept that at high Reynolds number the small scaleswill be flow-independent, provides an advantage over RANS were the modelsattempt to describe the effect of all scales. For combustion, LES is still quitechallenging as chemical reactions are small-scale phenomena that in general arenot resolved in the LES grid.Considering that this thesis focuses on the use of LES, further description ofthe filtering procedure is presented in the next section.
3.4 Filtering
Filtering is defined as the convolution of an arbitrary function 𝑓 (𝑥, 𝑡) with aspatial filter function 𝐺(𝑥 − 𝑥′;Δ(𝑥)). In LES a spatial filter (Δ denotes the filter
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width) is applied to the equations for mass, momentum and scalars, resultingin a distinction between the large (greater than the filter size) and small highfrequency scales [22]. This means that all finer fluctuations are removed, so thatthe governing equations only describe the space-averaged fields. The filteringoperation over a domain Ω is defined as
𝜑 = ∫︁Ω𝐺 (x− x′;Δ(x))𝜑(x′, 𝑡)𝑑x′. (3.4)
In most applications, implicit filtering is used and the filter size is computedfrom the grid size, Δ = (Δ𝑥Δ𝑦Δ𝑧)1/3 , (3.5)
whereas, in explicit filtering, the filter size is independent of grid size [65, 66].Explicit filtering is useful to evaluate numerical convergence as the computationalgrid is refined. The objective in this analysis would be to evaluate the resultsusing a filter scale larger than the numerical mesh to avoid the use of valuesaffected by numerical dissipation at the smallest resolved scales. However, sincemesh requirements are still much larger than RANS this kind of exercise is fartoo expensive and is preferred to use implicit filtering to resolve more of theturbulent scales as the mesh is refined to reduce potential error introduced byclosure models [50].For a box filter, which is the most commonly used in combustion LES, thefilter function G is,
𝐺(x− x′;Δ) =
⎧⎪⎪⎨⎪⎪⎩
1Δ3 if |x− x′| < Δ2
0 otherwise (3.6)
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For flows with large density changes as occur in combustion, it is convenientto introduce density-weighted filtering. For a scalar 𝜑 the Favre filtered scalar is
̃︀𝜑 = 𝜌?¯?𝜌 (3.7)
Instantaneous quantities may be decomposed into a resolved filtered mean andan unresolved sub-grid scale (sgs) fluctuation:
𝜑 = 𝜑 + 𝜑′ (3.8)
𝜑 = ?˜? + 𝜑′′ (3.9)
𝜑′ and 𝜑′′ are the unresolved fluctuations for a conventional filter or a density-weighted filter respectively [29].Prior to the application of the density-weighted filter to the equations ofmotion, some rules for the manipulation of the filtered quantities should be takeninto consideration.
𝑎𝜑 = 𝑎𝜑 (3.10)
𝜑1 + 𝜑2 = 𝜑1 + 𝜑2 (3.11)
these rules apply as well for the ensemble averaging procedure in RANS. However,consecutive filtering produces different results from those in RANS, as additional
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filtering causes additional smoothing, such that
𝜑 ̸= 𝜑 (3.12)
𝜑𝜑′ ̸= 0 (3.13)
𝜑1𝜑2 ̸= 𝜑1𝜑2. (3.14)
In the same way, filtered correlations produce unknown moments
𝜑1𝜑2 = 𝜑1𝜑2 +𝒯12 (3.15)
where 𝒯12 are unknown moments. Finally, the requirement that conventionalfilter commutes with the derivative operators.
𝜕𝜑𝜕𝑥𝑖 = 𝜕𝜑𝜕𝑥𝑖 (3.16)
It should be noted that this exchange is not always valid and its effects arepresumed to be incorporated in turbulence models [22, 59].
3.5 Filtered Transport Equations
To obtain the LES equations, the governing equations presented in Section 2.2must be filtered. Using the properties from the previous section, the Favrefiltered continuity equation reads as,
𝜕?¯?𝜕𝑡 + 𝜕?¯??˜?𝑗𝜕𝑥𝑗 = 0 (3.17)
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the Favre filtered momentum equation is
𝜕?¯??˜?𝑗𝜕𝑡 + 𝜕?¯??˜?𝑗?˜?𝑗𝜕𝑥𝑗 = − 𝜕?¯?𝜕𝑥𝑖 + 𝜕𝜕𝑥𝑗
(︂2𝜇?˜?𝑖𝑗 − 23𝜇?˜?𝑘𝑘𝛿𝑖𝑗
)︂+ 𝜕𝜏𝑠𝑔𝑠𝑖𝑗𝜕𝑥𝑗 + ?¯?𝑔𝑖 (3.18)
with the filtered strain rate,
?˜?𝑖𝑗 = 12
(︂𝜕?˜?𝑖𝜕𝑥𝑗 + 𝜕?˜?𝑗𝜕𝑥𝑖
)︂ (3.19)
and the sub-grid scale (sgs) stresses are,
𝜏𝑠𝑔𝑠𝑖𝑗 = ?¯? (̃︂𝑢𝑖𝑢𝑗 − ?˜?𝑖?˜?𝑗) . (3.20)
The transport equations of scalars is
𝜕?¯??˜?𝛼𝜕𝑡 + 𝜕?¯??˜?𝑗?˜?𝛼𝜕𝑥𝑗 = 𝜕𝜕𝑥𝑗
(︃?¯?D 𝜕?˜?𝛼,𝑗𝜕𝑥𝑗
)︃− 𝜕𝐽𝑠𝑔𝑠𝛼,𝑗𝜕𝑥𝑗 + 𝜌?˙?𝛼(𝜑, 𝑇) (3.21)
where 𝐽𝑠𝑔𝑠𝛼,𝑗 are the sub-grid scale turbulent fluxes.
3.6 Sub-Grid stress modelling
The Navier Stokes LES filtered equations are unclosed and modelling is requiredfor the unknown sub-grid stress tensor 𝜏𝑠𝑔𝑠𝑖𝑗 . Unlike RANS, the sub-grid stressesin LES are expected to be small, if the filter width is chosen in such a mannerthat most of the energy containing spectrum is resolved [22].
3.6.1 Model Overview
Several approaches to model the sub-grid stresses have been proposed in theliterature, see for example [67–71, 65]. The focus of this work is not on developing
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sub-grid stress models and here a few aspects of the most common approachesused to achieve closure for 𝜏𝑠𝑔𝑠𝑖𝑗 are discussed.One popular approach is based on the so-called Boussinesq approximationor eddy viscosity model. It relies on the basic concept that at the small scales,turbulent energy is dissipated by viscous stresses. Eddy viscosity approachesrepresent sub-grid effects by a viscous action and model the sub-grid stresstensor as an additional turbulent (or eddy) viscosity [65].
𝜏𝑠𝑔𝑠𝑖𝑗 − 𝛿𝑖𝑗3 𝜏𝑠𝑔𝑠𝑖𝑗 = −2𝜇𝑠𝑔𝑠
(︂?˜?𝑖𝑗 − ?˜?𝑖𝑗 𝛿𝑖𝑗3
)︂ (3.22)
Although the main attraction of this model and the reason why they are usedis its simplicity, some of the drawbacks are that they may be over-dissipativeand since they only remove energy from the grid scales, they are not able todescribe a possible reverse energy transfer from the sub-grid to the resolvedscales (backscatter)[72, 73].
3.6.2 The Smagorinsky Model
The most popular of the Eddy-Viscosity Models in LES is the Smagorinsky model[74]. The model uses an algebraic expression to compute the sgs viscosity as:
𝜇𝑠𝑔𝑠 = ?¯? (𝒞𝑠Δ)2 ‖?˜?𝑖𝑗‖, (3.23)
where the characteristic filtered strain rate is given by
‖?˜?𝑖𝑗‖ =√︀2?˜?𝑖𝑗 ?˜?𝑖𝑗 . (3.24)
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The standard Smagorinsky constant is 𝒞𝑠 ≈ 0.17. However, Fox [51] mentionsthat for inhomogeneous flows, a value of 0.17 has been shown to be too largeand that for LES of turbulent channel flow a value in the range 0.065−0.10 yieldsbetter agreement with experimental data.
3.7 Sub-Grid Scalar Flux Modelling
For the closure of sgs scalar fluxes, the general approach is to use a classicalgradient assumption. This is based on the reasoning that turbulence enhancesmixing and unresolved scales contribute as extra diffusion.
𝐽𝑠𝑔𝑠𝛼,𝑗 = −𝜌D𝑠𝑔𝑠𝛼 𝜕?˜?𝛼𝜕𝑥𝑗 = −𝜇𝑠𝑔𝑠𝜎𝑠𝑔𝑠 𝜕?˜?𝛼𝜕𝑥𝑗 (3.25)
where D𝑠𝑔𝑠𝛼 is the sgs diffusivity and in the second equality sgs Schmidt number(𝜎𝑠𝑔𝑠) is invoked [22].
3.8 Filtered Chemical Source Term
As seen in Section 2.4 the chemical source term for species mass fractions is ahighly non-linear expression and the evaluation of reaction rates using filteredvalues is not equivalent to the filtered reaction source term,
?˙?𝛼 (𝜑, 𝑇) ̸= ?˙?𝛼 (︁𝜑, ?¯?)︁ . (3.26)
Expansion of the chemical term using a Taylor series usually leads to complicatedexpressions including higher moments, which in turn will need to be modelledusing algebraic expressions or extra transport equation for these moments[29, 63, 59]. Hence closure of the filtered chemical term is a great challenge faced
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in combustion modelling and the focus of many research efforts and the rest ofthis thesis will revolve around this problem and the particulars for the modellingin different combustion modes. Here a brief review of models relevant to theMultiple Mapping Conditioning Framework is presented.
3.8.1 Laminar flamelet models
The fundamental idea of the flamelet modelling is that the flame can be conceptu-alised as an ensemble of thin stretched laminar flames (flamelets) embedded in aturbulent flow [75]. This means that the model assumes flame scales are smallerthan turbulent scales down to the Kolmogorov scale and within these eddies, itis a quasi-laminar flow [10]. In some implementations of the flamelet conceptthen aim at locating the flame surface defined by the location of an iso-surfaceof a non-reacting scalar quantity and laminar flame profiles are attached to thissurface and transported by the turbulent flow [29].On recasting the conservation equations for reactive scalars in terms of thenon-reacting scalar previously mentioned and considering it as an independentvariable the flamelet equations can be derived. For non-premixed flames, there-fore, mixture fraction, Z, is used so that under the steady assumption and in thevicinity of the flame surface, 𝑍(𝑥, 𝑡) ≈ 𝑍𝑠𝑡 the flamelet equation is,
−𝑁𝜕2𝑌𝛼𝜕𝑍2 = ?˙?𝛼, (3.27)
where 𝑁 = D𝛼∇𝑍∇𝑍 is the scalar dissipation rate [75, 29]. Once the statisticaldistribution of these non-reacting scalars is determined, moments for the reactingscalars can be computed. Commonly the shape of the pdf of the non-reacting
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scalars is presumed, and for non-premixed combustion, a 𝛽-pdf shape is thestandard [64, 63].One important consequence of this steady flamelet concept is the decouplingof turbulent flow simulations and chemistry computations hence chemistry canbe precomputed and tabulated for retrieval during the turbulent flow calculationsmaking this approach very efficient computationally. Another very importantaspect is that, similar to the Burke-Schumann solution, the reactive scalarscan be mapped (parametrised) by a single independent variable for the basicmodel, and more advanced flamelet models by a number of variables significantlysmaller than the number of species. The drawback, however, is the limitation intheoretical applicability given the assumptions used [26, 63].
3.8.2 Conditional Moment Clousure
The Conditional Moment Clousure model is another method developed initiallyfor non-premixed combustion by Klimenko and Bilger [76, 11, 77]. Conceptuallyit exploits the same idea as in flamelet models that reactive scalars are stronglycorrelated with the mixture fraction where fluctuations in reactive scalar spacecan be associated with fluctuations in mixture fraction space [78]. Because ofthis strong correlation, the conditional fluctuations are small and a first orderapproximation for the chemical source term is possible. Following conventionalnomenclature, the conditional moments are designated with 𝑄𝛼 and defined as,
𝑄𝛼 = ⟨𝑌𝛼|Z = z⟩ (3.28)
where Z is the conditioning vector and z is the sample space. Here a conditioningvector is used to highlight that the concept is not limited to a single conditioning
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variable and that any other variable that has strong correlation with the reac-tive scalars could be used. The instantaneous values can be decomposed intoconditional filtered mean and conditional fluctuations,
𝑌𝛼 = 𝑄𝛼 + 𝑌 ′′′𝛼 . (3.29)
The transport equation for the conditional scalars with a high Reynolds numberassumptions and conditional fluctuation terms is
⟨𝜌|z⟩𝜕𝑄𝛼𝜕𝑡 + ⟨𝜌𝑢𝑖|z⟩𝜕𝑄𝛼𝜕𝑥𝑖 − ⟨?˙?𝛼|z⟩+ ⟨?˙?𝑗 |z⟩𝜕𝑄𝛼𝜕𝑍𝑗 =+⟨𝜌D𝛼𝜕𝑌𝑗𝜕𝑥𝑖 𝜕𝑌𝑗𝜕𝑥𝑖
⃒⃒⃒⃒z⟩ 𝜕2𝑄𝛼𝜕𝑍𝑗𝜕𝑍𝑗 +
⟨𝜌D𝛼𝜕𝑌𝑗𝜕𝑥𝑖 𝜕𝑌𝑙𝜕𝑥𝑗
⃒⃒⃒⃒z⟩ 𝜕2𝑄𝛼𝜕𝑍𝑗𝜕𝑍𝑙 . (3.30)
Most terms in this equation require modelling, and further details can be foundelsewhere [11]. The emphasis here is that conditional variables should be selectedsuch that conditional fluctuations are small such that
⟨?˙?𝛼|z⟩ = ?˙?𝛼 (Q, z) . (3.31)
The most commonly used conditioning variable is the mixture fraction for non-premixed flames [77, 78]. In more complex cases, for example flames withsignificant local extinction, double conditioning is required, with conditioningvariables being scalar dissipation or sensible enthalpy or higher order closures.For premixed combustion, Bilger [79] proposed the use of sensible enthalpy andthis approach was tested in [80]. Although conceptually it is straightforward toincrease the number of conditioning variables to improve simulations, this alsoincrease the difficulty in the modelling of unclosed terms. Namely, an example isthat the dimensionality of the pdf and its shape cannot be easily presumed [78].
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It should be noted that the conditional moment equations have extra di-mensions that add computational time and complexity. However, in many cir-cumstances, conditional moments do not change as strongly as unconditionalmoments in physical space and can be solved on a coarser mesh reducing com-putational effort [78]. Compared to flamelet models, CMC is more general inthe derivations and does not imply the same limiting assumptions used in theflamelet equations.
3.8.3 Transported PDF methods
The Transported Probability Density Function (PDF) model approaches thetransport of reactive scalars through the solution of a transport equation forthe evolution of the one-point, one-time joint PDF of the reactive scalar vector(species + energy) to account for the unresolved fluctuations of the scalars orother fluid flow properties [12, 14]. In the context of LES, the methodologyis termed the transported filtered density function (FDF) method where thetransport equation is solved for the probability density function PDF of sub-gridscale (sgs) scalar quantities [81, 51, 82]. The most advantageous property ofthe approach is that the effect of chemical reactions appears in a closed form.However, the influences of scalar mixing and convection within the sub-grid aremodelled [14, 82]. The mass weighted FDF function can be obtained using thefine grained density and the filter kernel G,
ℱ𝑠𝑔𝑠 ≡ ∫︁ 𝜌𝐺 (x− x′;Δ(x))𝛿 (𝜓 − 𝜑(𝑥′, 𝑡))𝑑x′ (3.32)
where 𝛿 (𝜓 − 𝜑(𝑥, 𝑡)) ≡ 𝑁𝑠𝑝+1∏︁𝛼=1 𝛿(𝜓𝛼 − 𝜑(𝑥, 𝑡))
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is a multidimensional delta function. Using this definition and standard techniquesand equivalent closure for turbulent fluxes as in previous sections the transportequation is [81],
𝜕ℱ𝑠𝑔𝑠𝜕𝑡 + 𝜕?˜?𝑖ℱ𝑠𝑔𝑠𝜕𝑥𝑖 + 𝜕?˙?𝛼(𝜓)ℱ𝑠𝑔𝑠𝜕𝜓𝛼 =𝜕𝜕𝑥𝑖
[︂(?¯?D +D𝑠𝑔𝑠)𝜕ℱ𝑠𝑔𝑠/?¯?𝜕𝑥𝑖
]︂− 𝜕2𝜕𝜓𝛼𝜓𝛽
[︂⟨𝜌D 𝜕𝜑𝛼𝜕𝑥𝑖 𝜕𝜑𝛽𝜕𝑥𝑖
⃒⃒⃒⃒𝜓⟩ℱ𝑠𝑔𝑠/?¯?]︂ , (3.33)
Here, the last term on the rhs, contains the conditional sub-filter scalar dissipation,which is unclosed because the FDF does not have information of the scalargradients and is the subject of multiple research efforts [12, 51].A drawback of the PDF methods however, is that for detailed chemistry thispartial differential equation is highly dimensional and its solution using finitevolume methods is intractable [63]. In order to reduce the computational cost ofFDF methods, they are commonly implemented in a stochastic way involvingthe use of a Monte Carlo method. Particles are used such that they mimic thechange in the composition of the fluid particles due to mixing and reaction in aturbulent flow [12, 13]. For a time increment dt, each particle evolves in physicaland scalar space according to the following set of Ito Stochastic DifferentialEquations (SDE):
d𝑥𝑝𝑖 = [︂?˜?𝑖 + 1¯𝜌 𝜕𝜕𝑥𝑖 (?¯?D𝑒𝑓𝑓 )
]︂𝑝 d𝑡 + [︁√︀2D𝑒𝑓𝑓]︁𝑝 d𝜔𝑖 (3.34)
d𝜑𝑝𝛼 = [𝑆𝑝𝛼 + ?˙?𝑝𝛼] d𝑡 (3.35)
where the effective diffusivity is the sum of molecular and turbulent components(D𝑒𝑓𝑓 = D + D𝑠𝑔𝑠) and d𝜔 is the increment of an independent Wiener process.Equation (3.35) accounts for changes in composition variable 𝛼 due to the source
46 Modelling of Turbulent Reacting Flows
term, ?˙? , and molecular mixing, S [14]. The former is the rate of chemicalreactions or heat loss due to radiation. Since expressions for these are known(e.g. Arrhenius expressions) ?˙? is in closed form. S is a mixing operator torepresent the effects the conditional sub-filter scalar dissipation and requiresmodelling. Different models have been suggested in the literature for S, theso-called mixing models. The most important among them are briefly presentedin the next section.
3.8.3.1 Mixing Models
Subramaniam and Pope [17] outline desirable characteristics of mixing modelsand chief among them is the requirement that the mixing conserves the posi-tionally local mean values of the composition. This constraint on the mixingoperation can be expressed symbolically as ⟨𝑆𝛼|X⟩ = 0 where the mean is takenby summation over all particles in the ensemble on the condition that the quantityto the right of the vertical line is constant. The upper case X is the sample spacefor particle position, that is, a particular value in the range of x. Other require-ments of mixing [17, 51] are that it should be local in composition space, and beboth linear and independent with respect to the composition values. A plethora ofmixing models exist in the literature [83–91, 17, 92–95] and two of the simplest aredescribed in the following since many other models are improvements on thisbasic ones. The simplest micro-mixing model is called Interaction by Exchangewith the Mean (IEM) also known as Linear Mean Square Estimation (LMSE)model, proposed by Dopazo [84, 85]. It is defined as a deterministic relaxation ofall scalar values to the local mean,
𝑆𝛼 = − 1𝜏𝑚𝑖𝑥 (︁𝜑𝛼 − ?˜?𝛼)︁ (3.36)
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where 𝜏𝑚𝑖𝑥 is the mixing time scale and customarily modelled assuming a constantratio of mechanical to mixing time scale with a value chosen to be 2.0 to yieldthe desired scalar variance decay rate
𝐶𝜑 = 𝜏𝑡𝜏𝑚𝑖𝑥 . (3.37)
IEM is very simple to implement and the model guarantees the conservationof the scalar mean and the correct variance decay, linear independence andboundedness of the scalars. The principal shortcoming is that the model leavesthe shape of an initial FDF unchanged which does not allow for the evolutionand relaxation of the distribution to a Gaussian [51]. Since filtered quantities arecomputed from the ensemble of particles, localness is not automatically satisfiedunless the filter size is very small and a significant number of particles are usedto reduce inter-particle distance.The coalescence-dispersion (CD) model proposed by Curl [83] uses a stochasticjump process to imitate mixing. In this process, the mixing events occur witha frequency characteristic of turbulent mixing and for each event, two fluidparticles with distinct compositions first ’coalesce’ and then ’disperse’ with identicalcompositions. Mathematically, for particle p and q, scalars are updated as follows:
𝜑𝑝𝛼 = 𝜑𝑝𝛼 + 𝜑𝑞𝛼2𝜑𝑞𝛼 = 𝜑𝑝𝛼 + 𝜑𝑞𝛼2 . (3.38)
This model preserves the mean composition and it is also possible to reproducethe correct scalar dissipation rate for an inert scalar. Additionally, it preserveslinearity and boundedness. Some of the setbacks of CD is that the limiting
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form is not Gaussian; furthermore, since the particle selection is at random thelocalness principle is not satisfied.Mapping closures [96–98] provide an alternative avenue to modelling the effectsof scalar mixing in PDF methods. In this closure, the scalar fields are mapped toa reference field where the pdf is known or prescribed. For practical purposes,the reference field is a statistically homogeneous, isotropic, time-independentGaussian random field since all multipoint statistics are known in terms of themean, the variance, and the two-point correlation function.One strength is that mapping closures cause the PDF of conserved scalars torelax to a Gaussian distribution in statistically homogeneous systems. In addition,the particle implementation [16] complies with the properties of localness incomposition space and satisfies the criteria of variance decay. The multi-scalarimplementation is difficult and violates independence principles. The Euclideanminimum spanning tree (EMST) mixing model of Subramaniam and Pope [17]draws from the ideas of mapping closures and could be considered a moregeneral procedure. In EMST only particles which are close to each other,connected by edges in the tree, in scalar space can interact. This aspect ofthe model means that it possesses the three most essential characteristics ofa mixing model, and has the property of locality. It does not, however, satisfythe independence and linearity properties. Multiple Mapping Conditioning is amodel that shares elements with mapping closures and EMST with the differencethat it does comply with independence and linearity principles.
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3.9 Summary
This chapter presented the challenges and requirements to solve the fundamentalequations describing turbulent combustion. The alternate options of RANS andLES to solve and study these flows are briefly described.The filtering approach is introduced and some of its properties before pre-senting the filtered equations of motion and the filtered scalar transport equations.A Smagorinsky approach for the arising unknown sub-grid stresses along with agradient diffusion model for the unknown sub-grid fluxes in the filtered scalartransport equations are described since these are the typical closures used inturbulent combustion modelling.The reaction source term closure problem is portrayed in a succinct wayand a cursory description of common combustion models applied in LES waspresented with emphasis on those sharing some principles, and are relevant to,the Multiple Mapping Conditioning framework introduced in Chapter 4.

Chapter 4
Multiple Mapping Conditioning(MMC) for Turbulent ReactingFlows
The purpose of the current chapter is the introduction of the Multiple MappingConditioning (MMC) model for turbulent combustion. The reasoning behindthe model and principles are provided such that a general modelling frameworkfor the implementation and development of problem dependant applications ispossible in a straightforward and intuitive way. Details of specific MMC modelsfor the different modes of combustion considered in this thesis are delayedto later chapters to emphasise that it is a modelling framework and that theforms used in practice are a consequence and not a trait of Multiple MappingConditioning.
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4.1 Principles
The MMC model was introduced by Klimenko and Pope [15]. As its namesuggests it incorporates aspects of mapping closures [96–98] and CMC [11]together with the transported probability density function methods [12], however,MMC goes beyond just a simple mechanical combination of these models. Ituses a mapping closure as a concept (rather than an individual methodology)in order to rigorously unite the advantages of the PDF and CMC methods. Indoing so, MMC becomes a general model that is not restricted to homogeneousflows in the way that earlier mapping closures were.The development of MMC starts from the same physical reasoning that isused for example in Flamelet Models [10] and CMC [11] through which theaccessed region in scalar space is assumed to be confined to a low dimensionalmanifold. This restriction is a practical consequence of the conservation ofelements and other conservation principles. Furthermore, the scale separationof the chemical and hydro-dynamical processes in turbulent combustion usuallyleads to only a small influence from a subset of scalars on the major combustionprocesses. In other words, they are not rate-controlling and their fluctuationsmay be ignored. Pope [99] shows that for cases with equal diffusivities theboundary conditions, of course, affect the accessed scalar region. Providedboundary conditions are supplied; diffusion, reaction and their combinationaffect the area and dimensionality of the accessed region in different ways. Forthe case of diffusion where the boundary conditions (B.C)s are in a reducedspace, the composition remains confined to the same accessed region as theBCs. When reaction is the only process present the reaction mapping of theinitial accessed region delimits the dimension of the accessed region. In thereaction/diffusion case, the dimensionality of the accessed region can be of much
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greater dimensionality than with either mixing or reaction alone, but it is notedthat in regions with strongly attracting intrinsic low dimensional manifolds, theaccessed compositions may be very close to a low dimensional manifold [99, 100].From these observations, it can be hypothesised that modelling of turbulentcombustion can be accurate and efficient through the exploitation of reduceddimensionality.To address some of the problems present in the modelling of transported PDFmethods and CMC, MMC models utilise the principles of Mapping closure in thata reference space and actual scalars are associated via a mapping function [15].In the reference space, the PDF is prescribed a priori or is simulated by somemeans such as a Markov diffusion process or Lagrangian traced path generatedfrom LES or DNS simulations. However, as mentioned before, MMC does notuse the mapping closure to directly model the reactive scalars but as a tool toimprove the modelling of turbulent fluctuations. The turbulent fluctuations of allscalars in this method are conceptually divided into major and minor groups,and the former is associated with a so-called reference space via a mappingfunction. The reference space describes a low-dimensional manifold which canfluctuate in any given way, while the fluctuations of the (real) scalars are fully orpartially confined relative to that reference space [101, 59].In the original version of MMC if the major species are appropriately selected,then the joint PDF of all species ℱ𝑌 can be replaced by the marginal PDF ofmajor species, ℱ𝑀 (︀yM;x, 𝑡)︀. This is supplemented by the conditional means ofthe minor species 𝑄𝛼 (︀yM;x, 𝑡)︀ = ⟨︀𝑌𝛼⃒⃒YM = yM⟩︀ such that
ℱ𝑌 = ℱ𝑀 · 𝛿 (𝑄𝛼 − 𝑦𝛼). (4.1)
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This expression represents the confinement of minor species to a manifolddescribed by major species. In other words, in the original MMC, there are nofluctuations of the minor species about their adequately conditioned means [15].This last restriction is relaxed in the evolution of MMC known as GeneralisedMMC [102]. The transport equation of the marginal PDF of conditioning variables(major species) reads
𝜕?¯?ℱ𝑀𝜕𝑡 + 𝜕?¯?UYMℱ𝑀𝜕𝑥𝑖 + 𝜕?¯?𝑊𝑘ℱ𝑀𝜕𝑦𝑘 + 𝜕2?¯?𝑁𝑘𝑙ℱ𝑀𝜕𝑦𝑘𝜕𝑦𝑙 = 0 (4.2)
and the conditional expectation of minor species is
𝜕𝑄𝛼𝜕𝑡 +UYM · 𝜕𝑄𝛼𝜕𝑥𝑖 +𝑊𝑘𝜕𝑄𝛼𝜕𝑦𝑘 −𝑁𝑘𝑙 𝜕2𝑄𝛼𝜕𝑦𝑘𝜕𝑦𝑙 =𝑊𝛼. (4.3)
In these equations there are terms that require modelling, those being theconditional velocity UYM ≡ ⟨U|YM = yM⟩ and the conditional scalar dissipation𝑁𝑘𝑙 ≡ ⟨𝜌D 𝜕𝜑𝛼𝜕𝑥𝑖 𝜕𝜑𝛽𝜕𝑥𝑖 ⃒⃒⃒𝜓⟩. A problem for the implementation and solution of the PDFtransport equation is its inverse parabolicity (The term with 𝑁𝑖𝑗 has a negativesign)[15, 101]. In MMC the concept of mapping closures is used, hence thereference space is formally introduced as an 𝑛𝑟-dimensional set of randomvariables, 𝜉 = {𝜉1, . . . , 𝜉𝑛𝑟}. However, mapping closure is not only used as anexternal model for the scalar dissipation terms but is used to model the scalartransport by the attribution of a PDF transport equation to the reference space.The reference space is the generator of the stochastic behaviour for othermodelled values via the mapping functions. The distribution of the referencefields is represented by the joint PDF, ℱ𝜉 (𝜉, 𝑥, 𝑡). A set of mapping functions,𝑋(𝜉;𝑥, 𝑡) = (𝑋1, . . . , 𝑋𝑁𝑠𝑝 ), is to be found, such that X is statistically equivalent tothe reacting scalar space. At this point it is important to stress that referencevariables remain a mathematical construct and although they are assumed to
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be transported in a similar way to any physical scalars such that emulates theproperties of each major species, reference variables do not directly model thephysical quantities. There is nevertheless statistical equivalence between thereference and real scalar fields.In the original presentation of MMC by Klimenko and Pope [15], it was shownthat the model is both CMC and PDF compliant (Eqs. (4.2) and (4.3)). Dependingon the implementation can take two forms deterministic and stochastic. Theformer is a natural extension of CMC with generalised mapping closure, while thelatter is an equivalent stochastic formulation similar to particle implementation ofPDF methods, but with the particles having additional properties and the mixingmodel keeps the scalars close to its conditional expectations [103, 104].
4.2 Deterministic MMC
MMC is represented by an equation which governs the transport of all specieswithout discrimination in the 𝑛𝑟-dimensional manifold 𝑋 (𝜉 ;𝑥, 𝑡),
𝜕𝑋𝐼𝜕𝑡 +U · 𝜕𝑋𝐼𝜕𝑥𝑖 + 𝐴𝑘𝜕𝑋𝐼𝜕𝜉𝑘 − 𝐵𝑘𝑙 𝜕2𝑋𝐼𝜕𝜉𝑘𝜕𝜉𝑙 =𝑊𝐼 (4.4)
which is to be solved in the space of the reference variables 𝜉𝑘 (𝑘 = 1, 2, ..., 𝑛𝑟).The subscript 𝐼 represents both major and minor scalars while 𝑘 and 𝑙 areexclusive to the major scalars. The conditional velocity U (𝜉 ;𝑥, 𝑡), the driftcoefficient 𝐴𝑘 (𝜉 ;𝑥, 𝑡) and a diffusion coefficient 𝐵𝑘𝑙 (𝜉 ;𝑥, 𝑡) are introduced andmust be selected to ensure consistency with the equation for the one-point,one-time joint PDF of the stochastic reference field given by
𝜕?¯?ℱ𝜉𝜕𝑡 + 𝜕?¯?Uℱ𝜉𝜕𝑥𝑖 + 𝜕𝐴𝑘?¯?ℱ𝜉𝜕𝜉𝑘 + 𝜕2𝐵𝑘𝑙?¯?ℱ𝜉𝜕𝜉𝑘𝜕𝜉𝑙 = 0. (4.5)
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Further details on the modelling of these terms can be found in the literature[15, 101]. Equations (4.4) and (4.5) have 4 + 𝑛𝑟 dimensions and as with standardPDF methods and CMC the solution using traditional numerical techniques isonly possible for a small number of reference variables. Applications of deter-ministic MMC includes a three stream mixing case using two reference variablesemulating mixture fractions [15] with good matching between simulation andanalytical solution. In a series of papers by Cleary and Kronenburg [105–107],the concept was applied in reactive flows for cases of homogeneous, decayingturbulence with strong finite rate chemistry effects. In those situations a singlemixture fraction is not adequate to describe the major fluctuations and additionalvariables are used. In [106] the extra reference variables represent scalar dissipa-tion, with some improvements but remain insufficient to capture re-ignition. Dueto the strong dependence of reaction rates on the temperature, later enthalpy-likevariables were used to better account for local extinction and improve predictionof reactive scalars [107, 108]. A RANS implementation introduced by Vogiatzakiet al. was used for the simulation jet diffusion flames [109, 110]. The Gaussianreference variable maps to a mixture fraction-like variable and the results are ingood agreement with experiments. Simulations of a Lifted jet flame in a vitiatedco-flow were performed in the LES context by Devaud et al. [111], the referencevariable maps onto a mixture fraction to reproduce the main turbulent mixingcharacteristics. Reasonable agreement is found for radial profiles for first andsecond central moments of the mixture fraction. It is pointed out that some ofthe deficiencies can be attributed to the linear model for the conditional velocityand requires also further work to find alternatives to generate sgs fluctuations inMMC.
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4.3 Stochastic MMC
Stochastic MMC is an alternative formulation of MMC devised to produceeconomical numerical implementations when 𝑛𝑟 > 1. The formulation uses aMonte Carlo method with Lagrangian notional particles in the same vein as themethod proposed by Pope [13] and described in Section 3.8.3. The system of ItoSDEs
d𝑥𝑝𝑖 = 𝑈 (𝜉𝑝, 𝑥𝑝, 𝑡) d𝑡, (4.6)d𝜉𝑝𝑘 = 𝐴0𝑘 (𝜉𝑝, 𝑥𝑝, 𝑡) d𝑡 + 𝑏𝑘𝑙 (𝜉𝑝, 𝑥𝑝, 𝑡) d𝜔𝑙, (4.7)d𝑋𝑝𝐼 = [︀𝑆𝑝𝐼 +𝑊𝑝𝐼 ]︀d𝑡, (4.8)
with the following condition
⟨𝑆𝐼 |𝜉𝑝 = 𝜉, 𝑥𝑝 = 𝑥⟩ = 0, (4.9)
replaces Eqs. (4.3) and (4.4). The drift and diffusion coefficients in Eq. (4.8) are
𝐴0𝑘 ≡ 𝐴𝑘 + 2ℱ𝜉 𝜕𝐵𝑘𝑙ℱ𝜉𝜕𝜉𝑙 , (4.10)2𝐵𝑘𝑙 ≡ 𝑏𝑘𝑗𝑏𝑙𝑗 . (4.11)
Equations (4.6) to (4.8) account for the transport in physical space, referencespace and composition space, respectively. The condition of the mixing operatorindicates that it does not alter conditional means. In a CMC interpretation the goalis to find ⟨︀𝑋𝑝𝐼 ⃒⃒𝜉𝑝 = 𝜉, 𝑥𝑝 = 𝑥⟩︀ in order to comply with Eq. (4.3) thus the mixingoperator keeps the values of 𝑋𝑝𝐼 close their conditional value and scatter is to beminimised. In a probabilistic interpretation where 𝑋𝑝𝐼 represents observations of
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the composition scalars, the mixing operator controls the dissipation of minorfluctuations such that it matches the characteristics of the composition scalars[104].The system of SDEs has a corresponding Fokker-Plank equation,
𝜕ℱ𝑋𝜉𝜕𝑡 + 𝜕𝑈𝑖ℱ𝑋𝜉𝜕𝑥𝑖 + 𝜕 (𝑊𝐼 + 𝑆𝐼)ℱ𝑋𝜉𝜕𝑋𝐼 + 𝜕𝐴𝑘ℱ𝑋𝜉𝜕𝜉𝑘 − 𝜕2𝐵𝑘𝑙ℱ𝑋𝜉𝜕𝜉𝑘𝜕𝜉𝑙 = 0, (4.12)
and integration over reference space 𝜉 , gives the PDF equation for the scalarsX𝐼 , 𝜕ℱ𝑋𝜕𝑡 + 𝜕𝑈𝑖|𝑋ℱ𝑋𝜕𝑥𝑖 + 𝜕𝑊𝐼ℱ𝑋𝜕𝑋𝐼 + 𝜕𝑆𝐼|𝑋ℱ𝑋𝜕𝑋𝐼 = 0. (4.13)
where Eq. (4.5) is used. Consistency between this equation and the transportequation of the scalars Eq. (2.23) is required to produce a valid model. The term,
UX = ⟨U*|X* = X,x* = x⟩ ≃ uY, (4.14)
is a model for the conditional velocity. For the mixing operator,
𝑆𝐼|𝑋 = ⟨𝑆*|X* = X,x* = x⟩ , (4.15)
the following requirement is necessary for consistency of the modelling:
𝑆𝐼|𝑋ℱ𝑋 ≃ 𝜕𝑁𝛼𝛽ℱ𝑌𝜕𝜓𝛽 . (4.16)
The mixing operator can take many forms as long as it complies with modellingrequirements. In practice this operator is usually one of the simple mixingmodels described in Section 3.8.3.1 which has been modified to enforce thelocalness condition Eq. (4.9). In the case of IEM the mean value is calculated
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within narrow (i.e. local) 𝜉 bin. For particle interaction models the particle pair pand q is selected such that they are close in 𝑥, 𝜉 space. This will be discussed inmore detail in Section 4.5 where the specific MMC model used here is discussed.Application of stochastic MMC includes DNS studies [112] to establish therelationship between dissipation time-scales of major and minor scalars and itsinfluence in the conditional means. Vogiatzaki et al [113] applied the conceptin RANS for the computation of the Sandia flame D using a single Markovianreference variable with a Gaussian distribution and mapped to the mixturefraction space with mixing performed in an IEM fashion. Results are in goodagreement, however, sensitivity to the minor dissipation timescale is shown.Straub [114], further studied the effects of that time scale with the values obtainedin the DNS study of Wandel [112] giving good results for flame D. In addition,Vogiatzaki [101], compared simulation results with a traditional PDF methodwhile varying the number of particles, with results produced by MMC in betteragreement with experiments and less sensitivity to number of particles. Morerecently, using the same formulation as in Straub [114], simulations in turbulentlifted jet diffusion flames in a vitiated co-flow were performed by Ghai et al [115].The results show good agreement for radial profiles of mean and variance ofpassive and reactive scalars. The conditional statistics and the lift-off heights arecaptured well.
4.4 Generalised MMC
Generalised MMC is the evolution of the MMC model just presented and wasfirst introduced by Klimenko [116]. It should be noted that generalised MMCis a stochastic model and it does not generally have a deterministic version[116, 104]. This form of MMC relaxes some of the requirements and the strictness
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implied in the previous sections. The principal aspect of generalised MMC liesin the separation of the reference variables into subsets, where 𝑛𝑐 of thesevariables are used for conditioning while the remaining variables are used toassist the simulations in other ways. The 𝑛𝑐 set thus is expected to emulateimportant properties of the turbulent flow at the same time that they have astrong influence in the combustion processes [102]. A simple observation then isthat for the case 𝑛𝑐 = 𝑛𝑟 recovers the original formulation which is one of thenuances to use the term generalised. The driver for such separation comes frompractical reasoning. Application of conditioning in the mixing operator for a largenumber of reference variables demands a higher number of particles to ensurelocality. This means that conditioning variables have a higher computationalcost. Meanwhile, non-conditioning variables assist the simulations only and donot imply a major additional burden [116, 104]. Examples of non-conditioningvariables could include velocity or dissipation like variables.A feature of all MMC models is that they comply with the features of conser-vation of means, boundedness of scalars and their linear combinations, linearityand independence, equal treatment of all scalars, decay of variances and relax-ation to a Gaussian PDF distribution in homogeneous turbulence while enforcingcomposition locality via the requirement that mixing is local in conditioning spaceand physical space (Eq. (4.9)) [104]. This means that the functional form of theoperator 𝑆 in MMC has the same form for ℱ𝑌 |𝜉𝑐 than for ℱ𝑌 in traditional PDFmethods. Sundaram [117] showed that the conditioning of the mixing opera-tion on reference variables maintains consistency with the modelling of scalarPDF. What is more, in MMC, conditional scalars 𝑄𝛼 do not depend directly onthe mixing operator and are determined by the properties of the conditioningreference variables. This feature is remarkable as it generalises the modelling
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of the mixing in a framework where the task is directed to identify adequateconditioning variables while keeping a simple and tractable implementation ofthe mixing operation which is more amenable for physical interpretation.Another remark on generalised MMC is that conditioning reference variablescan represent various properties of turbulent flows and as stated in [116, 102]any physical stochastic process can be approximated by a Markov process ofsufficiently high dimension. Klimenko and Cleary then developed generalisedMMC for LES and DNS in which they replaced Markov reference variableswith Lagrangian variables traced within an Eulerian field. That is to say that ingeneralised MMC computation of reference variable can be achieved in manyways that can provide a more natural understanding of the reference variables.The main condition on the computation of these reference variables is thatconditioning reference variables should be obtained independently from thequantities to which they map, i.e the mixture fraction carried by the scalar vectoris not the same as the Lagrangian traced DNS or LES mixture fraction. Hencethe real mixture fraction is calculated as the other scalars by means of the SDEsystem and the DNS/LES mixture fraction is just a mixture fraction like referencevariable that mimics very closely the actual variable. Guidelines for the featuresthat a good generalised MMC model should have are listed by Klimenko andCleary [104] and reproduced here as follows:
• The conditioning reference variables should emulate as closely as possiblethe Lagrangian properties of the key major species to ensure accurateevaluation of conditional species expectations without compromisingthe independence of the reference space. This can be done with theassistance of non-conditioning reference variables.
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• The surrogate mixing operator, 𝑆𝐼 , should set the dissipation of minorfluctuations to correspond to the dissipation of physical conditional fluc-tuations. (Due to the independence of the reference and the compositionscalar fields, minor fluctuations and conditional fluctuations are not thesame things but they are linked).
• The conditioning reference variables should be selected so that minorfluctuations are not too large. This ensures that scalar dissipation ispredominantly modelled by diffusion in reference space rather than bythe surrogate mixing operator.
4.5 Sparse Lagrangian FDF methods
So far the discussion focus has been along the lines of MMC as a powerfulconceptual and/or mathematical tool for the development of specific combustionmodels that can impose desired properties in a transparent way and improvethe quality of simulations. In particular, in stochastic simulations, the traditionalmixing models can be greatly improved by incorporating MMC into them. Thissection focuses on the computational efficiency of stochastic combustion mod-elling. In practice, a successful model should produce a good approximationof the turbulent flow and of the combustion processes in an efficient way. Byefficient, it is meant that simulations can be performed in a shorter time usingthe same resources (e.g computational Mesh, number of particles) while keepingthe same quality for the results. Multiple studies [118–124] show that traditionaltransported PDF methods perform well under a good variety of circumstancesthus fulfilling to a good degree the first component of the formula for a suc-cessful model. The second component is jeopardised since a significant number
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of particles or stochastic fields are required to reduce errors associated withstochastic simulations to acceptable levels. In RANS application this condition isnot too restrictive as symmetry and 2D configurations can be used. However, inLES this requirement implies the use of 10s or 100s of millions of particles forlaboratory flames and even higher number for industrial cases which for detailchemistry simulations result in computational demands on par with simplifiedDNS cases [64]. This, of course, can be expected as computational cost increases𝒪(𝑁2𝑠𝑝), where 𝑁𝑠𝑝 is the number of chemical species. Before continuing, it shouldbe pointed that the statement in regard to the quality is not necessarily true forall mixing models in RANS. The quality of traditional FDF models in the contextof LES do not face the same strong sensitivity to the mixing model [125], forexample, Raman [123] reports excellent results, for Sandia flames E and F, usingthe IEM mixing model. Klimenko [126] has shown that Lagrangian simulationswill approach DNS and that under certain conditions many conventional mixingmodels are effectively the same when the distance between particles becomesinfinitesimally small [126, 127]. These limits, while of theoretical interest, are farfrom the intended purpose of quality results at minimum cost. In the remainderof this section sparse-Lagrangian methods will be presented as means to reducecomputational cost in LES-FDF simulations and under such sparse conditions, thesensitivity to the mixing model is, once again, a major consideration. The sparseconcept is independent of MMC, and their link comes from the requirement thatthis type simulations need a quality mixing model of which MMC is an example.Sparse-Lagrangian simulations, as its name indicate are simulations with asignificantly smaller number of particles than traditionally used in FDF simulations.For the remainder of this discussion, it is assumed that the variables not includedin the FDF vector (i.e: U, p) are resolved on a computational grid with spacing
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Δ𝑔 using an Eulerian scheme. To distinguish the new from the old, the latter areoften referred to as intense-Lagrangian simulations [125]. In Lagrangian FDFsimulations, particles are used to represent the sub-grid distribution of the scalarvector and it is important to understand the purpose of these simulations andthe interpretation that is given to them. The cornerstone of sparse-LagrangianFDF simulations is a different interpretation of Lagrangian FDF modelling andit is through this new interpretation that sparse-Lagrangian methods becomepossible. First, it is needed to reconcile that stochastic simulations can approximateprocesses either strongly or weakly. That is, for a strong approximation thesimulation approaches the full realisation of the processes, for example, DNS is astrong approximation of the turbulent field. For the case of LES, the simulationsproduce a strong approximation of the filtered fields but it does not provide fullinformation about the unfiltered fields. In contrast, weak approximations matchstochastic distributions [102, 128] this is the case of PDF/FDF simulations. Asa consequence, strong approximations are also weak approximations but theopposite is not necessarily true.The conventional perspective of FDF modelling is that the target is to repro-duce the joint composition distribution in every Eulerian cell while producinga strong approximation of the filtered fields. Hence, many particles per LEScell are required and this type of simulation is referred to as intense. In theseintensive methods, both the velocity (i.e. LES) and scalar (i.e. FDF) filteringscales are all associated with the grid size Δ𝑔 . However, It could be argued thatin many studies or engineering applications it is not necessary to have a strongapproximation on the same scale as the Eulerian field. In sparse-Lagrangian FDFsimulations the objective is weak approximations of the scalar vector distribution,hence, different filtering scales can be implied in the Lagrangian scheme Δ𝐿 and
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the Eulerian scheme Δ𝐸 and based on what is to follow the number of particlescan be reduced significantly. For generality, in the sparse context, there are fourscales: the two previously mentioned as well as the size of the Eulerian grid Δ𝑔and the distance between Lagrangian particles Δ𝑝. For LES, the restrictions onthese scales are Δ𝐸 ≥ Δ𝑔 and Δ𝐿 ≥ Δ𝑝. This situation was described previouslyin Section 3.4 for the Eulerian scheme where Δ𝐸 > Δ𝑔 would correspond toexplicit filtering while Δ𝐸 ≈ Δ𝑔 is the situation of implicit filtering. In terms ofquality simulations, implicit filtering is preferred such that the simulation resolvesas many scales as possible at minimum computational cost. Implicit filtering isthe common practice in Eulerian LES and sparse-Lagrangian simulations in thatΔ𝐿 ≃ Δ𝑝. The link between the Lagrangian scales, Δ𝐿 and Δ𝑝, was studied byKlimenko [127, 129, 128] who showed that the mixing operation under a finitenumber of particles has a numerically diffusive effect and that this effect, whichwas traditionally viewed as a numerical error that should be minimised, couldactually be used for modelling purposes by being conceptualised as a filteringoperation. Since the mixing operation is the only one that requires interactionamong particles, the characteristic Lagrangian filtering scale Δ𝐿 is connectedto the characteristic mixing scale Δ𝑚. Sundaram [117] further explains thatΔ𝑚 is the characteristic distance between the particles that are allowed to bemixed and that it does not necessarily coincide with distance amongst the closestparticles Δ𝑝. This would mean that over a volume of characteristic size Δ𝑚 therecould be more than two particles and increasing the number of particles onlyreduces the stochastic error of the simulations but does not increase the detailof the simulation. This is analogous to reducing Δ𝑔 while holding Δ𝐸 constantin explicitly filtered LES. In practical simulations, the implicit filtering limit wasΔ𝐿 ≈ Δ𝑚 ≈ Δ𝑝 is wanted to achieve as much scale resolution as possible at
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minimum computational cost. An important remark is that as particle numberincreases the Lagrangian filter cannot be smaller than the Eulerian filter sincethere will not be a sufficiently resolved velocity field to evolve the scalar vector.As noted before sparse-Lagrangian FDF simulations is a weak approximationof the distribution of the composition scalar and the Lagrangian filtering scalesare larger than (Δ𝐿 > Δ𝐸), this means that in comparison with intensive FDFmethods particles mix with other particles that are in the close proximity but notrestricted to the Eulerian cell and the intensive simulations are a special case ofthe sparse-Lagrangian simulation whereby Δ𝐸 ≈ Δ𝑔 ≈ Δ𝑚 ≈ Δ𝐿.In the previous paragraph, it was mentioned that the effect of increasingparticle number (i.e. reducing Δ𝑝) while Δ𝑚 is kept constant is the reduction ofstochastic error but no further explanation was provided for what is meant bystochastic error. In transported PDF/FDF the particle discrete representationshould converge in distribution to the actual modelled distribution, ergo anyevaluated average (filtered) should converge to the actual mean. In this sense,the errors are qualified as stochastic error, bias and discretisation error.The stochastic error arises in simulations due to the finite number of particlesused to represent the FDF. Mean estimation through this finite number ofparticles are random variables that carry statistical fluctuations - statistical error.For statistical error it has been shown [12, 130] that the error converges at a rateof 𝒪 (︀𝑁−1/2𝑝𝑐 )︀, where 𝑁𝑝𝑐 is the number of particles used for the estimation. Inintensive PDF methods 𝑁𝑝𝑐 is the number of particles per cell and in a moregeneral sense, it would be the particles inside of the kernel volume. As a result,strong approximations of the instantaneous fields are only possible in sparse-Lagrangian FDF simulations at scales where Δ ≥ Δ𝑚. Bias is a deterministicerror resulting from the stochastic error, it arises because the evolution equations
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for the stochastic system depend on mean quantities computed using the finitenumber of particles that contain an error (fluctuations around the real meanquantity). This bias is thus mostly associated with the independence of particlesand non-locality. The bias error is what sparse-Lagrangian FDF simulationsreinterpret and instead of giving it a detrimental connotation (error), requiringminimisation, it gives modelling attributes to represent sub-grid effects [127] andthen is termed mixing induced diffusion. Klimenko [129, 128] shows that toleading order, the diffusion induced by the mixing model would not vary withthe number of particles if the characteristic mixing scales Δ𝑚 and 𝜏𝑚 are keptconstant. It is therefore critical for sparse-Lagrangian simulations to select themixing time scale in a way that produces the correct levels of diffusion to emulatesub-grid effects.To sum up, sparse-Lagrangian simulations are not just the mechanistic ap-proach of reducing the number of particles but the result of a new interpretationof stochastic Lagrangian simulations. Under this different interpretation, ourpurpose could vary depending on the problem at hand to achieve maximal qualityat the lowest cost possible. Of course, this new interpretation still needs to adhereto correct physical and desired modelling principles of which compositional local-ness along with linearity and independence [125] becomes critical for turbulentcombustion.
4.6 Sparse-Lagrangian MMC
At the end of the previous section it was indicated that while a new interpretationof stochastic Lagrangian simulations allows for the reduction in the numberof particles, correct modelling of the processes under sparse conditions needscareful analysis. More explicitly, the mixing operation need to be formulated to
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account for the sparseness of the simulations. In combustion problems finite rateeffects lead to many different phenomena. One example of such phenomenais local-extinction and re-ignition which in a Lagrangian simulation means thatsome particles would attain a low temperature in spite of possessing a burnablemixture [131, 117]. If a small number of particles is used the extinction or re-ignition phenomena could be exacerbated by the mixing model causing excessivediffusion specially for traditional mixing models were compositional localnessis not enforced. In order to produce sparse simulations, it is important tocreate mixing models that can account for multiple combustion phenomena.The Generalised MMC [102] is a framework where additional desirable features(such as localness, independence and linearity) can be added to the standardmixing operators in a conceptually simple way, thus an excellent candidate tobe used in sparse-Lagrangian simulations. This section presents some of thegeneral features required for development of sparse-Lagrangian MMC solvers[131], including application of conditioning for the mixing operator, modellingof mixing time scales and density feedback from the Lagrangian scheme to theEulerian scheme in hybrid solvers. Before continuing, the system of equationsused for the Sparse-Lagrangian MMC model include Eqs. (3.34) and (3.35)
d𝑥𝑝𝑖 = [︂?˜?𝑖 + 1¯𝜌 𝜕𝜕𝑥𝑖 (?¯?D𝑒𝑓𝑓 )
]︂𝑝 d𝑡 + [︁√︀2D𝑒𝑓𝑓]︁𝑝 d𝜔𝑖,
d𝜑𝑝𝛼 = [𝑆𝑝𝛼 + ?˙?𝑝𝛼] d𝑡,
with the additional constrain of Eq. (4.9), modified now to only use the 𝑛𝑐 subsetof conditioning reference variables, as
⟨𝑆𝐼 |𝜉𝑝𝑐 = 𝜉𝑐, 𝑥𝑝 = 𝑥⟩ = 0. (4.17)
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4.6.1 General Concepts
The expression for the evolution of the particles by the mixing operator is
d𝜑𝑝𝛼,𝑚𝑖𝑥 = − 1𝜏𝐿 (𝜑𝑝𝛼 − ⟨𝜑𝛼|𝜉𝑝𝑐 = 𝜉𝑐, 𝑥𝑝 = 𝑥⟩) d𝑡, (4.18)
where 𝜏𝐿 is the Lagrangian mixing time scale. For a pairwise operator theconditional mean may be approximated as
⟨𝜑𝛼|𝜉𝑝𝑐 = 𝜉𝑐, 𝑥𝑝 = 𝑥⟩𝑝𝑞 = 𝑚𝑝𝜑𝑝 +𝑚𝑞𝜑𝑞𝑚𝑝 +𝑚𝑞 (4.19)
where q is the nearest particle to p in (𝜉𝑐, 𝑥)-space and 𝑚 represents the mass ofthe particle. Integrating Eq. (4.18) over a time step of Δ𝑡 , leads to the followingvariation in the compositions of both p and q:
𝜑𝑝𝛼(𝑡 +Δ𝑡) = 𝜑𝑝𝛼(𝑡) + 𝛾 (︀⟨𝜑𝛼|𝜉𝑝𝑐 = 𝜉𝑐, 𝑥𝑝 = 𝑥⟩𝑝,𝑞 − 𝜑𝑝𝛼)︀ , (4.20)𝜑𝑞𝛼(𝑡 +Δ𝑡) = 𝜑𝑞𝛼(𝑡) + 𝛾 (︀⟨𝜑𝛼|𝜉𝑝𝑐 = 𝜉𝑐, 𝑥𝑝 = 𝑥⟩𝑝,𝑞 − 𝜑𝑞𝛼)︀ . (4.21)
Here 𝛾 = 1− exp(︂−Δ𝑡𝜏𝐿
)︂ (4.22)
is the mixing extent that is determined locally and instantaneously for each pairof mixing particles.Selection of particle pairs such that particles are in close vicinity in referencespace while keeping a reasonable distance in physical space is achieved byminimising the effective square distance between particles defined as
?^?2𝑝,𝑞 = 3∑︁𝑖=1
(︂ 𝑑𝑥𝑝,𝑞𝑖𝑟𝑚√3
)︂2 + 𝑁𝜉𝑐∑︁𝑗=1
(︃𝑑𝜉𝑝,𝑞𝑗𝜉𝑗,𝑚
)︃2 , (4.23)
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where 𝜉𝑖,𝑚 is a characteristic distance in the reference (conditioning) space,and 𝑟𝑚 a characteristic mixing distance in x-space and the factor √3 in thedenominator is based on the assumption that particle mixing distance is isotropic[131].
4.6.2 Time scales
Modelling of time scales follows the approach used in intensive FDF simulationsand LES, whereby a mixing time scale is related to a scalar, in this section themixture fraction 𝜉 = 𝑓 [132], but other choices are possible such as a progressvariable 𝑐 as in [133]. The time scales are computed as the ratio of the varianceand dissipation rate of the scalar [81, 123] as,
𝜏𝑖 = ̃︁𝑓 ′′2𝑁𝑓 , (4.24)
where algebraic models [123] are used for the variance,
̃︁𝑓 ′′2𝑖 = 𝐶𝑓Δ∇𝑓 · ∇𝑓, (4.25)
and the dissipation rate,
𝑁𝑖 = 2 (D +D𝑠𝑔𝑠)∇𝑓 · ∇𝑓. (4.26)
The index i in this case runs over {𝐸, 𝐿} to indicate Eulerian and Lagrangianscales. In the Eulerian case the gradients are computed from the values of thefield simulated on the computational grid and Δ𝐸 ≈ Δ𝑔 . For the Lagrangiancase Δ𝐿 ≈ Δ𝑚 and at the implicit limit, Δ𝑚 ≈ Δ𝑝. Approximations for thegradients or the scalar dissipation rate associated with the Lagrangian fields were
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previously modelled with different levels of detail and consistency and reviewedin [134]. For the Cleary and Klimenko [131] model (C&K) the scalar dissipationis approximated as 𝑁𝐿 ≈ 𝑁𝐸 assuming that both Lagrangian and Eulerian scalesare in the inertial sub-range of turbulence and the gradients are computed usingstraight line distances in f and x-space 𝑑𝑓/𝑑𝑥. The equation after manipulationand replacement of Δ𝑝 by 𝑑𝑥 reads,
𝜏𝐶&𝐾𝐿 = 𝐶−1𝐿 𝛽𝐶𝑓𝑑𝑓22 (D +D𝑠𝑔𝑠)∇𝑓 · ∇𝑓 (4.27)
where the parameter 𝛽 = 3 is introduced to compensate for modelling incon-sistencies between variance and scalar dissipation. The model constants are𝐶𝐿 = 1, 𝐶𝑓 = 0.1. In practice, 𝐶𝐿 can be used as a parameter to control sub-gridscale fluctuations but care must be taken to avoid inconsistencies [134, 117]. Thenew model introduced by Vo et al. [134] treats both terms in a more consistentway and takes an anisotropic (a-ISO) view to define the gradients to improvedeficiencies in the C&K model. The final equation obtained is
𝜏𝑎−𝐼𝑆𝑂𝐿 = 𝐶−1𝐿 𝐶𝑓𝑑𝑥22 (D +D𝑠𝑔𝑠,𝐿) (4.28)
where D𝑠𝑔𝑠,𝐿 = 𝑑𝑥Δ𝐸D𝑠𝑔𝑠.
4.6.3 Density Coupling
As explained before, sparse-Lagrangian FDF methods are weak simulators whichmeans that neither the turbulent fields of reactive scalars nor the density fieldsare reproduced strongly at the Eulerian grid scale. This is very obvious as thenumber of particles used to represent the reactive scalars is much smaller thanthe number of cells used for the Eulerian scheme [131, 135]. In addition to this
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issue, all PDF/FDF stochastic simulations face the stability issues due to the natureof the simulations [136, 14]. The MMC-style solution of this problem is in usinga conditional average approach to reconstruct Eulerian fields of reactive scalarsas well as density or sensible enthalpy. This follows observations and practicesof the CMC method whereby gradients of conditional quantities do not varyas strongly as unconditional quantities [78]. Consequently, for density coupling,if a conditioning variable evaluated at Eulerian grid resolution Δ𝑔 is provided,meaning a strong approximation of the conditioning variable, the fields at theEulerian resolution can be reconstructed from conditional means computed fromthe particle information.In order to produce smooth fields an adaptation of the equivalent enthalpyconcept [137] is used. Additional Eulerian transport equations are solved for thecomposition. The real (and statistically correct) composition is modelled on theLagrangian particles and, to differentiate it, the Eulerian composition is describedas an equivalent composition field and given the notation 𝜑𝐸. From 𝜑𝐸 theEulerian density is then obtained through the pressure and the equation of state.The transport equation for filtered or averaged equivalent composition is
𝜕?¯?̃︁𝜑𝐸𝛼𝜕𝑡 + 𝜕?¯? ̃︀𝑢𝑖̃︁𝜑𝐸𝛼𝜕𝑥𝑖 − 𝜕𝜕𝑥𝑖
(︃?¯?D𝑒𝑓𝑓 𝜕̃︁𝜑𝐸𝛼𝜕𝑥𝑖
)︃ = ̃︁𝑊𝐸𝛼 . (4.29)
The influence of the Lagrangian composition field is restricted to the sourceterm which is modelled as [131]
̃︁𝑊𝐸𝜑𝛼 = ?¯?𝜑𝐸𝛼 |𝜑𝐸𝑐 − ̃︁𝜑𝐸𝛼𝜏𝑟𝑒𝑙 . (4.30)
where 𝜑𝐸𝛼 |𝜑𝐸𝑐 is the Favre mean of equivalent species 𝛼 conditional on a particularvalue of the set of coupling equivalent species 𝜑𝐸𝑐 . Here the subscript 𝑐 refers to
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the variable used for density coupling. In general, 𝜑𝐸𝑐 is used for different purposesthan the reference space, 𝜉 , and the two may be computed independently orthey may share some elements. For example, as explained in Ref. [131] inMMC-LES of non-premixed combustion there are both 𝜉 = ̃︀𝑓 and 𝜑𝐸𝑐 = ̃︀𝑓 butother combustion modes and versions of the MMC model will require alternativetreatments. In Eq. (4.30) 𝜏𝑟𝑒𝑙 = 𝐾Δ𝑡 is a relaxation time scale and 𝐾 ∼ 10 hasbeen found to produce smooth ̃︁𝜑𝐸 fields in most circumstances. The source isnot stiff, and the equivalent composition simulation does not add a significantcomputational cost. The remaining part of the problem is to obtain smooth 𝜑𝐸𝛼 |𝜑𝐸𝑐and different methods to compute these quantities will be discussed in the nextchapter.
4.7 Summary
In this chapter, the Multiple Mapping Conditioning framework for the modellingof turbulent combustion is introduced. Initially, the original presentation fromKlimenko and Pope is delineated with some of the primordial equations used inMMC. This first presentation of MMC allows for a deterministic and a stochasticimplementation and details are provided. Description of the basic componentsfor each implementation is described. The evolution of the understanding ofMMC into a framework for the modelling of turbulent combustion, known asGeneralised MMC, is presented with some of the reasoning behind this evolutionas well as key aspects for the use of MMC. The main difference betweengeneralised and original MMC is the separation of the reference variablesinto conditioning and non-conditioning variables, such that they have a moregeneral purpose beyond conditioning. The quality of MMC is attributable to thefact that there exists independence of, but correlation between the reference
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variables 𝜉 and those representing composition Y. From this correlation, localityin composition space is achieved via enforcement of localness in the referencespace. The independence of reactive scalars 𝑌 and reference variables givesa good degree of freedom for the reference variables such that fluctuations inreference space can be generated in multiple ways. In generalised MMC theuse of Gaussian variables is replaced by other possibilities such as DNS/LEScomputed Lagrangian quantities, and in doing this the interpretation of particularMMC models is more transparent. It should be noted that generalised MMConly has a stochastic representation and as such it losses the CMC compliance.A short review of the use of MMC with different implementations is providedas evidence of its effectiveness to simulate turbulent combustion. In addition toMMC modelling, the possibility of sparse-Lagrangian simulations is presentedthrough a new interpretation of Lagrangian FDF simulations to achieve the goalof efficiency. The emphasis is on the fact that sparse-Lagrangian is not a synonymof MMC, but quality mixing models are needed. The combination of both modelsresults in a model referred to in the literature as sparse-Lagrangian MMC-LES.The upcoming Chapters will follow the principles of generalised MMC and willpresent different specific MMC models for the modelling of different combustionmodes. This will be implemented in a general computational platform to easethe creation of computational solvers in an efficient and simple way.
Chapter 5
Implementation of MMC usingObject Oriented Programming(OPP)
This section describes the numerical implementation of the model [132]. Theresults of the implementation of these principles is a C++ package called mmc-Foam which has been collaboratively developed by a number of research groupsand led by the clean combustion group at the University of Sydney. The code iscompatible with the OpenFOAM suite of libraries [138] and can use both LES andRANS modelling approaches along with sparse and intensive particle methodsusing various formulations of reference variables. Complex physics, includingmixing, reaction and particle synthesis, and robust numerical schemes, includingalternative chemical integrators, are implemented using a hierarchical and nestedtemplate structure and abstract sub-model classes. Here, the description is limitedto elements relevant to MMC-LES and for further information on other capabili-ties of mmcFoam refer to the work in [132]. The focus is on the architecture ofthe code and some sub-models. Although, the general architecture and blocks
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of the code pre-date the code development of this thesis, an attributable to M.J.Cleary and Y. Ge, one of the contributions of the author is to document many ofthese elements as this has not been done before. Additionally, the description ofthe models used in RANS from authors 8 and 9 and for particle synthesis fromauthors 5 to 7 in [132] are not presented here as they are deemed not relevant forthe content of this chapter. The current presentation and the main contributionin this thesis thus correspond to the evolution of the general architecture andnew classes that resulted from the refactoring of the code to generalise thecode to support multiple references variables and to incorporate the aspect ofGeneralised MMC whereby reference variables can be computed in multipleways. As a consequence, nearly 80% to 90% of the pre-existing code requiredintervention during the course of the PhD, not to mention the extra modificationsrequired to update mmcFoam to be compatible with new releases of OpenFOAM.The inclusion of a newer method for the computation of the conditional quantitiesfor density coupling 𝜑𝐸𝛼 |𝜑𝐸𝑐 not present in previous implementations along withthe analysis and evaluation of the older method highlighting its deficiencies isanother contribution of this thesis.
5.1 Code Structure
mmcFoam is a C++ code that is compatible with, and has a structure that is similarto, OpenFOAM. It is divided into two directories; solvers and pre-processing
utilities are found in the applications directory, and core libraries arein the src directory1. The applications are high-level code routines thatinitialise the objects and advance the fields in time by linking dynamically to
1To enhance readability, a different font is used in this section of the paper to distinguish codeelements such as code blocks, templates, classes and objects.
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the src libraries which contain all the detailed implementation of the numericalalgorithms and the IO (input-output) code for reading and writing of data to fileand parallel computing. Each of the solvers performs a very specific task. Forexample, the basic MMC solver deals with turbulent non-premixed combustionof gaseous fuels while others deal with turbulent multiphase, premixed andstratified combustion. The base solver is an extension of OpenFOAM’s low-Machcompressible solver called rhoPimpleFoam.
MMCBlock
PopeParticles/TPDFDataPopeClouds Submodels
mmcVariables
Reacting
Mixing
Thermo
Advection
OpenFOAMClass
MixingReacting Thermo
MMCCurl CurlFiniteRateFlameSheet DensityCoupling
KernelEstimationFlameletCurves
Fig. 5.1 mmcFoam blocks diagram.
Figure 5.1 presents the structure of the mmc block. Template classes are usedto segregate the different physical processes and, at compile time, they are nestedtogether in different combinations to form derived classes with all the desiredphysical features of the model. The starting points for this architecture are theOpenFOAM particle and cloud classes. The particle class contains thebasic variables and tools needed for Lagrangian modelling such as position. The
cloud is a container class with the capability of adding and deleting particles.
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On top of these basic features the physics of the stochastic MMC model areadded by nesting up to five template class layers with each layer being derivedfrom and inheriting the properties of the preceding layer. The five layers areshown in Fig. 5.1. The Advection layer implements transport in physical spacewhereas the Thermo, Mixing and Reacting layers implement the evolution inscalar space.Encapsulation of the different physical processes within their own templateclass provides code security, which is useful in large collaborations such as this,and it also gives great flexibility. As can be seen in Fig. 5.1, each of these classesforms a layer that can be stacked by means of inheritance such that Lagrangianparticles for the simulation, referred as PopeParticles to distinguish themfrom other Lagrangian particles, can be tailored to include the pieces relevantto the case studied. From a numerical point of view the multi-layer structure isakin to the fractional step method. For the case of turbulent combustion, thecomputational object is by combining the following layers:
ReactingÎ MixingÎ ThermoÎ AdvectionÎ particle
Simpler combinations are also possible. For example, if modelling non-reactingscalar mixing the following combination may be used:
MixingÎ ThermoÎ AdvectionÎ particle
The simplest way to build up the capabilities of the derived PopeParticlesclasses would be in a series as shown on the left-hand side of Fig. 5.2. However,this simplicity is complicated by the fact that there is an interconnection betweenthe physical processes. For example, mixing affects gaseous chemical species,
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which are data members in the Thermo template class which in turn are alsoaffected by reaction. Moreover, each of the template classes has their ownsupporting member data which are essential for computational purposes thatare not transported elements of the composition space, 𝜑. Temperature in the
Thermo layer and interpolated velocity in the Advection layer are obviousexamples. To handle this interconnection an additional family of classes called
TPDFData are defined concurrently with the PopeParticles template classes.The TPDFData classes extract the transported variables from each layer andstack them together into an object on which the transport processes are applied.This hub-and-spoke type of architecture is shown schematically on the right-handside of Fig. 5.2.
OF
A
T
M
R DP
A
T
M
R
Fig. 5.2 Concept depiction of PopeParticle (left) and TPDFData (right). R: reaction,M: mixing, T: Thermo, A: Advection, OF: OpenFOAM Particle, DP: TPDFDataParticle.
Two final aspects of the code structure shown in Fig. 5.1 remain to be discussed.The first is the Submodels which are abstract classes designed to incorporatealternative runtime selectable physical models for each of the template classlayers. The implementation follows that found in the main OpenFOAM code and
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the details of the existing mmcFoam sub-models are discussed in the followingsubsections. The second aspect is the mmcVariables which is a generic classplatform that controls the purpose of the chosen reference variables, 𝜉 , andcoupling variables, 𝜑𝐸𝑐 2. Different weightings may be applied to each of thereference and coupling variables and the best choice of these weightings dependsstrongly on the combustion mode. For non-premixed combustion, the mixturefraction is a suitable quantity for both localisation and density coupling and itis simplest, but not compulsory, to choose the same weighting for the mixturefraction in both operations while the weighting for other scalar quantities is zero.Alternatively, it would be possible to use a shadow position reference variable [95]to localise the mixing operation while choosing the mixture fraction or progressvariable for the density coupling in non-premixed and premixed combustion,respectively. In that case, the mixture fraction or progress variable could begiven a zero-weighting for localisation and the shadow position could be givena zero-weighting for density coupling. Furthermore, the mmcVariables classcontrols whether the reference variables are obtained by interpolation of anEulerian reference field to the particle location, as is done MMC-LES, or bysolving stochastic equations, as is done for MMC-RANS.
5.2 Advection template class layer
This layer handles advective movement of PopeParticles, their initialisationand boundary conditions, and their spatial resolution.Advective transport occurs in a Lagrangian sense by integration of Eq. (3.34)using a temporally first-order Euler-Maruyama scheme [139]. The filtered velocity
2These are variables that are used for the conditioning of in the computation of 𝜑𝐸𝛼 |𝜑𝐸𝑐 inEq. (4.30)
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and density and the effective diffusivity are estimated at the particle locations bytri-linear interpolation from the three-dimensional finite volume fields. PopePar-
ticles enter and leave the computational domain at boundary patches. Inflowsare controlled by the InflowBoundary sub-model. Presently the FreeStreamoption is implemented whereby PopeParticles enter the domain after being ac-cumulated on the boundary with a mass flow that is equivalent to the inflow massflux on the LES or RANS finite volume mesh. At solid walls PopeParticlesare rebounded with a consistent wall-normal displacement.In addition to the standard finite volume mesh for solving the LES equations,a superMesh is defined to control the particle resolution. This is shown schemat-ically in Fig 5.3 where the LES/RANS mesh is represented by thin lines and the
superMesh by thick lines. In the figure, which depicts a sparse simulation, the
superMesh is the coarser of the two meshes and there are fewer PopePar-
ticles (represented by points) than mesh cells. In intensive simulations thetwo meshes can be the same. The number of PopeParticles is controlledon the superMesh within a specified range. It is emphasised that Eulerian flowproperties are registered to the mesh and the superMesh is only employedfor particle number control. At initialisation PopeParticles are randomlydistributed and their mass is stochastically equivalent to that of the Eulerianfield. Since it is a mass density function method, as the simulation proceedsthe PopeParticles will tend to redistribute according to the density and thismay not coincide with the required resolution. A number control algorithm isemployed whereby PopeParticles are cloned or killed if the number fallsbelow or above the lower and upper limits, respectively. Cloning is achievedby halving the mass of an existing particle and then replicating it. Killing isachieved by doubling the mass of an existing particle and then deleting it from
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memory with a 50% probability. To alleviate situations where particle massdisparity becomes unbalanced the cloning is weighted towards heavier particleswhile killing is weighted towards lighter particles.
Fig. 5.3 Cloud In Super Cell for sparse-Lagrangian simulations
5.3 Thermo template class layer
The Thermo layer encapsulates the composition properties of the PopeParti-
cles, thus all variables related to the thermochemical state are template classmembers, including species mass fractions, standardised enthalpy, pressure, tem-perature and the sensible enthalpy. It is noted that the last two scalars are nottransported quantities and while they are members of this layer they are notpart of the TPDFData class.The modelling of the composition, radiation and density coupling are con-trolled by Submodels in the Thermo layer. Presently the composition modellingis derived from OpenFOAM’s SinglePhaseMixture sub-model it defines mix-
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ture of ideal gases using the thermodynamic relations presented in Section 2.1and transport properties are computed using Sutherland’s expression [140] andconstant Schmidt number and Prandtl number and the radiation is modelledaccording to the optically thin assumption [141].Two density coupling models are available in the code for estimating the condi-tional equivalent species 𝜑𝐸𝛼 |𝜑𝐸𝑐 in Eq. (4.30). These are called FlameletCurves,which is based on sparse MMC-LES coupling method suggested in Ref. [131],and KernelEstimation which is based on non-parametric techniques [142] andsome concepts developed in the field of smoothed particle hydrodynamics (SPH)[143].
5.3.1 FlameletCurves
The FlameletCurves method involves a pre-processing step to compute a tableof flamelet-like curves for species mass fractions and sensible enthalpy as afunction of the coupling equivalent species, 𝜑𝐸𝑐 . Then during the simulation aleast squares analysis is performed which aims to find the flamelet curve thatbest matches the conditionally averaged composition of the PopeParticlesensemble in each superMesh cell (see Fig. 5.4), here 𝜑𝐸𝑐 = 𝑍.Once the flamelet curve is selected, the value of 𝜑𝐸𝛼 |𝜑𝐸𝑐 in the LES mesh cell isapproximated from the flamelet curve using the Eulerian value 𝜑𝐸𝑐 as the inputparameter,
𝜑𝐸𝛼 |𝜑𝐸𝑐 = 𝜑𝐹,𝑖𝛼 (︀𝜑𝐸𝑐 (xLES))︀ , (5.1)
where the super index 𝐹 indicates that is a flamelet like curve and 𝑖 runs overthe number of precomputed curves.
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Fig. 5.4 Flamelet curves density coupling method and particles inside a given cellof the superMesh
5.3.2 KernelEstimation
The KernelEstimation method does not require pre-computed flamelet tablesbut instead estimates 𝜑𝐸𝛼 |𝜑𝐸𝑐 on the fly by a Kernel estimator. For the kernelestimation, given a series of observation (particles), a interpolation at new pointis computed as weighted sum of of these observations. The weights in this sumoriginate from a kernel function Ω(𝑢) that decays ideally smoothly to zero aswe move away from the point of interest. In addition the kernel satisfies themoment conditions
∫︁ 1
−1Ω(𝑢)𝑑𝑢 = 1, (5.2)∫︁ 1
−1 𝑢Ω(𝑢)𝑑𝑢 = 0 (5.3)
These conditions indicate 1) a normalisation condition were the sum of the weightsadd-up to one and 2) that the kernel is symmetric. From these considerations
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the conditional values can be computed as,
𝜑𝐸𝛼 |𝜑𝐸𝑐 = ∫︁ ∞−∞ 𝜑𝐸𝛼 (r′)Ω(r− r′,Δ)𝑑r′, (5.4)
where Ω is expressed a radial basis function with dimensions (3 + 𝑛𝜑𝑐) and 𝑑r′indicates integration over (︀𝜑𝐸𝑐 ,𝑥)︀-space, the parameter Δ is a length scale alsoknown as bandwidth or smoothing parameter and defines the support of thekernel. The interpolation exactly reproduces the scalar value 𝜑𝐸𝛼 if the kernel isa Delta function which would imply a resolution length scale of Δ = 0. However,the composition values are known only at discrete locations and the number of
PopeParticles is finite. Therefore integral interpolation is approximated by asummation over the entire ensemble,
𝜑𝐸𝛼 |𝜑𝐸𝑐 ≃∑︁𝑝 𝑚𝑝𝜑
𝑝𝛼𝜌𝑝Ω(𝑟 − 𝑟𝑝,Δ). (5.5)
In dense simulations there are many particles in each Eulerian cell and theinterpolation may be easily performed in physical space only with the weightingon the coupling variable set to zero, i.e. r = {𝑥} while the kernel is given by theconvolution of linear basis functions with the length scale Δ equal to the cell sizeof the mesh. In sparse simulations, coupling variables become very importantsince the scalar variations in physical space may be large. Here r = {𝜑𝐸𝑐 ,𝑥} andthe kernel function is
Ω(r− rp,Δ) =∏︁𝑖 Ω𝑖(𝑟𝑖 − 𝑟𝑝𝑖 ,Δ𝑖), (5.6)
where the index 𝑖 runs over each dimension of r. For instance, in the mixturefraction based simulations presented where 𝜑𝐸𝑐 = ̃︀𝑓 we have r = {𝑥, 𝑓} at the cell
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centres of the Eulerian mesh on which the equivalent species transport equationare being solved and rp = {𝑥𝑝, 𝑍𝑝} are the values on the PopeParticles. Inthe present implementation, the characteristic length in conditional space, Δ𝜉 , isfixed while the characteristic length scale in physical space, Δ𝑥 is dynamicallycomputed by an efficient search algorithm, such that in the limit their beinginfinite particles the kernel would reduce to a Delta function. Results in the nextChapter will demonstrate the aspects of this newer method and some of theadvantages over the FlameletCurves method.
5.4 Mixing template class layer
Mixing is the only multipoint operation performed on the PopeParticlesresulting in an exchange of scalar information between them. Both dense andsparse mixing schemes have been implemented via the Submodels for this class.The MMCCurl sub-model is applicable to both dense and sparse schemes whilethe Curl sub-model, which follows the standard Curl’s mixing model [83], isapplicable only to dense simulations.The MMCCurl sub-model implements the concepts described in Section 4.5.The main component for the implementation of the pairwise MMCmixing modelsis the matching of the particles such that effective square distance is minimised.To achieve this minimisation, the particles are therefore sorted in Θ = {𝑥, 𝜉𝑐}space using a divide and conquer approach. In this particular implementation,a 𝑘 dimensional binary tree (k-d tree) data structure is used [144]. For a k-dtree, each level splits all data points (particles) along a specific dimension, usinga hyperplane that is perpendicular to the corresponding axis such that valuesto the left are less than the splitting value and values to the right are greaterthan splitting value (Fig. 5.5). Each level down the same procedure is called
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recursively on each particle subset. The splitting strategy proposed by Friedman
Fig. 5.5 Representation of k-d Tree in a 2-D space. Thin Lines: splitting planes;Circles: data points in k dimensional space (2D here)
et al. [145] is used to build the tree. In this strategy the splitting dimension 𝑠𝑑used for partition is the one with the largest spread,
𝑠𝑑 = {︂𝑗 ⃒⃒⃒⃒max(︂max(Θ𝑗)−min(Θ𝑗)Θ𝑗,𝑚
)︂}︂ . (5.7)
Here, Θ𝑗,𝑚 is the normalization vector composed by {𝑟𝑚, 𝜉𝑗,𝑚}. Once the di-mension is selected, the splitting value (𝑠𝑣) is the median of data in the (𝑠𝑑)dimension.In general for the MMCCurl mixing operation, especially in sparse-Lagrangiansimulations, the algorithm is not limited to LES cells or Super cells; hence thek-d tree is called on the full set of particles.
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5.5 Reacting template class layer
The Reacting template class deals with the variation in composition due tohomogeneous gas-phase reactions. Presently two finite rate kinetics and onefast chemistry Submodels are available. In the former grouping there is finit-
eRateParticleReaction which integrates the composition of the PopePar-
ticles using the various stiff ODE solvers that are available in OpenFOAM’s
chemistrySolver class. In the latter group a Burke-Schumann flamesheet fastchemistry model that is described in [131] implemented in the flameSheet-
ParticleReaction method.
5.6 Summary
In this section, the implementation of the MMC principles into a C++ librarywas described. This library called mmcFoam is a general computational plat-form that allows for the creation of specific MMC models for the simulation ofturbulent combustion. The development using the OpenFOAM suit of librariesprovides flexibility and ample set sub-models that readily implemented in complexgeometries and unstructured meshes. The classes created in the mmcFoamlibrary encapsulate different processes or aspects of the physics of turbulentreacting flows allowing for easy continued development and the introductionof more physics can be fitted into the hierarchical structure seamlessly. Theuse of sub-models allows for different ways to compute key quantities withoutmajor intervention to the core routines of the code. The flexibility introducedby Generalised MMC is translated into the mmcVariables. The classes featurethe possibility to have multiple reference variables and various means to com-pute their evolution. Some details of important elements to be able to perform
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sparse-Lagrangian are also included for completeness. In the upcoming chapters,the description of the specifics of each solver created for the simulations in thisthesis will be provided as well as numerical schemes for the Eulerian Scheme.

Chapter 6
MMC-LES of Turbulent PilotedFlames with Inhomogeneous Inlets
This section presents simulations of piloted turbulent flames where compositionalinlet conditions vary from homogeneous to inhomogeneous. The motivation toperform simulations of these flames is driven by the necessity to develop andtest combustion models in conditions closer to practical combustors. Typically, inactual combustion devices, there is a transition across a broad mixture fractionrange leading to multiple modes of combustion in the same flame. This meansthat models for mixed-mode flames need to account for a much wider range forflame structures, which can be characterised into a broad range as describedin Section 2.4.1.3, that are not necessarily accounted for in their derivation. Agood platform for validating such models is the Sydney piloted burner withcompositionally inhomogeneous inlets, which can stabilise multi-mode flamesco-existing within the same jet [146, 147]. This is a simple variant of the standardpiloted burner [148] which has already formed a very effective platform toadvance the modelling of turbulence-chemistry interaction in non-premixedflames [30].
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The current study aims to test the validity of the sparse-Lagrangian multiplemapping conditioning model in the LES framework (MMC-LES) for flameswith inhomogeneous inlets and multi-mode flame structures. MMC-LES hasproven to be a very affordable and accurate combustion model for a range ofnon-premixed flames [149]. It is, therefore, important to continue the validationof the MMC-LES framework in more complex structures while keeping a smallnumber of Lagrangian particles. As such this chapter reports on the first attemptat modelling multi-mode conditions. These results are also reported in condensedform in Galindo et al [150]. A homogeneous case and an inhomogeneous caseare considered. In the latter, the compositional inhomogeneity is such that themixture at the interface between the jet and the pilot is close to the stoichiometricmixture fraction so the flame features a premixed structure close to the nozzleand a transition to a non-premixed structure at downstream locations. Thespecific generalised MMC model used here is the approach in the work ofGe, Cleary and Klimenko [135, 149, 131] whereby a single mixture fraction likereference variable is used for conditioning. The aim, in this case, is dual; first,it is to verify how well the conditioning on this reference variable accounts forinhomogeneity and second is to test the extent to which this model can approachthe premixed structure close the nozzle. The chapter first provides a descriptionof the experimental set-up and the cases selected for simulation. This is followedby a description of the particular MMC-LES model and solver. In the next section,a detailed account of the numerical set-up used for the simulations accompaniedby results and discussion is provided.
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6.1 Sydney piloted burner with inhomogeneous in-
lets
A complete experimental data set has recently been provided by the CleanCombustion Group of the University of Sydney for a series of piloted flames withvariable inlet conditions [146, 147, 151, 152]. The experiments were performedusing the well-known Sydney piloted jet burner [148] modified to include twoconcentric tubes surrounded by the pilot stream. The inner tube may be recessedwithin the outer tube to vary the degree of premixing between the two streams.A schematic of the burner is shown in Fig. 6.1 and more details can be foundin Ref. [146, 151]. The burner assembly is centred in a wind tunnel providing auniform air co-flow which is fixed at 𝑈𝑐 = 15𝑚/𝑠. Changes in the conditions atthe burner exit are achieved by varying the recess distance, 𝐿𝑟 . At sufficientlylarge values of 𝐿𝑟 , homogeneous, partially premixed conditions are produced,while the non-premixed condition prevails when both tubes are flush at theburner exit plane. The burning mode for the flames with the inhomogeneouscomposition at the exit plane will depend upon the equivalence ratio at the jetedge encountered by the pilot. Figure 6.2 presents the blow-off velocity (𝑈𝑏𝑜)versus recess distance at conditions where the volumetric air to fuel ratio in theinner tube and the annulus is 𝑉𝐴/𝑉𝐹 = 2 [153]. Abbreviation FJ refers to thecondition where the fuel is issued from the inner tube whereas the air is carriedby the outer tube. The reverse condition is labelled FA. A five-gas pilot, labelledas 5GP, is employed in the experiments. The pilot fuel is a stoichiometric mixtureof acetylene, hydrogen, oxygen, nitrogen and carbon dioxide. The pilot has thesame C/H ratio and adiabatic flame temperature as the methane/air mixture. Ascan be seen, the FJ and FA cases have very different stability characteristics. For
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𝜑18
𝜑7.5
𝜑4
Lr
0.25
Fig. 6.1 Sydney burner with inhomogeneous inlets [146].
the FJ configuration, the optimal stability (max. blow-off velocity) is obtained forLr = 75 mm. In contrast, the stability of the FA flames increases slowly andmonotonically with increasing Lr.Two cases, FJ200-5GP-Lr300-59 and FJ200-5GP-Lr75-80, are selected for simu-lation, these are referred to herein as Flame H and Flame I, respectively. Bothare indicated by the cross symbols in Fig. 6.2. The first case with 𝐿𝑟 = 300𝑚𝑚has a compositionally homogeneous mixture at the burner exit whereas thesecond case with 𝐿𝑟 = 75𝑚𝑚 is inhomogeneous. The bulk jet exit velocities are59 and 80 m/s, respectively, such that both flames are at 70% of the blow-off
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Table 6.1 Experimental parameters for selected cases.
Flame Lr (mm) Ub (m/s) UAir (m/s) UFuel (m/s) ReH 300 59 61.5 69.2 27600I 75 80 83.4 93.8 37500
0 50 100 150 200 250 30040
60
80
100
120
𝐿𝑟 mm
𝑈 𝑏𝑜
FJFA
Fig. 6.2 Blow-off velocity (𝑈𝑏𝑜) versus recess distance (𝐿𝑟)
velocity at that value of 𝐿𝑟 . Table 6.1 contains further details of the selected cases.The Reynolds number is computed using the bulk jet velocity (𝑈𝑏) and diameter(𝐷𝑗 = 𝜑7.5) at the exit plane of the burner.
6.2 MMC-LES model
The MMC-LES model is presented in Chapter 4 and here details specific to thiscase are added to serve both as a remainder of the key model parameters andfor completeness. It consists of a hybrid model composed by Eulerian schemeand Lagrangian scheme. The filtered continuity, velocity, pressure and turbulentfields are simulated using the Eulerian LES, whereas a stochastic Lagrangianscheme is employed for the reactive scalar fields. Here, as in previous MMC-LESapplications [135, 149, 131], the sparse Lagrangian MMC model uses a mixture
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fraction like reference variable. The reference variable is computed by solving afiltered mixture fraction equation (simulated by the Eulerian LES) and interpolatedto the particles location 𝜉𝑐 = 𝑓 . The equation for the filtered mixture fractiontransport equation using the gradient diffusion approximation for the sub-gridscalar fluxes is 𝜕?¯?𝑓𝜕𝑡 + 𝜕?¯??˜?𝑗𝑓𝜕𝑥𝑗 = 𝜕𝜕𝑥𝑗
(︃?¯?D𝑒𝑓𝑓 𝜕𝑓𝜕𝑥𝑗
)︃ . (6.1)
It is important to note that under intensive simulations the filtered mixture fractionwould not provide any sub-grid information and would not be adequate referencevariable so that subgrid effects would have to be included [116],
𝑓𝑝 = 𝑓𝑝 + 𝑓 ′′. (6.2)
However, as shown by comparison to DNS [134] for the sparse-Lagrangiansimulations where the particle spacing is greater than Eulerian filter (grid) size,Δ𝐿 > Δ𝐸 , neglecting Eulerian sub-grid fluctuations does not have a major effectin the results.The mixing operation is computed as explained in Section 4.6.1 and the particlepairing is based on an approximate minimisation of the extended square distance
?^?2𝑝,𝑞 = 3∑︁𝑖=1
(︂ 𝑑𝑥𝑝,𝑞𝑖𝑟𝑚√3
)︂2 + (︂𝑑𝑓𝑝,𝑞𝑓𝑚
)︂2 . (6.3)
Localness between mixing particle pairs is controlled by the selection ofcharacteristic physical and reference mixture fraction scales, denoted as 𝑟𝑚 and𝑓𝑚, respectively. Figure 6.3 depicts conceptually the effect of MMC mixing usingmixture fraction. Cleary and Klimenko [131] proposed a model to relate the𝑟𝑚 and 𝑓𝑚 parameters based on a fractal/gradient approximation such that theonly free parameter is 𝑓𝑚. The correspondence between the 𝑟𝑚 and 𝑓𝑚 scales is
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x
y
Fig. 6.3 Conceptual illustration of MMC mixing with conditioning referencevariable 𝜉𝑐 = 𝑓 . Dashed are iso-lines of 𝑓 . Green Line particles close in 𝑓 -spacebut far in physical space; Blue line close in physical space but far in 𝑓 scape; Redline particle pair selected for mixing.
achieved by considering iso-scalar contours in a turbulent field. For the pairwisesparse-Lagrangian FDF method, the nominal distance among particles Δ𝑝 andthe volume of fluid represented by a single particle can be estimated as 𝑉𝑝 ≈ Δ3𝑝.The nominal distance between particles Δ𝑝 is the mean distance between nearestparticles in physical space without any consideration of those which actuallyform mixing pairs [131]. The particle mixing volume expressed in terms ofthe iso-sliver thickness 𝑙𝑓 is 𝑉𝑚 ≈ 𝑙𝑓𝐴𝑓 , where 𝐴𝑓 is the iso-sliver surface area.Using the gradient normal to an iso-scalar sliver the thickness is 𝑙𝑓 ≈ 𝑓𝑚/(𝑑𝑓/𝑑𝑛).Experimental studies [154], suggest that an isoscalar surface in a turbulent mixingfield has fractal properties and a predictable area 𝐴𝑓 . With inner cut-off scaleequal to the LES filter width Δ𝐸 , and then the surface area scales as
𝐴𝑓 ≈ Δ2−𝐷𝑓𝐸𝑟𝑚 𝑟2𝑚 (6.4)
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where 𝐷𝑓 is the fractal dimension, and the experimentally observed [154] valueof 2.36 is used here. Since the mixing operation does not change the particlespatial distribution, which remains uniform, the expressions for 𝑉𝑚 and 𝑉𝑝 canbe equated, resulting in the expression
𝑟𝑚 = 0.5(︃ 𝑑𝑓𝑑𝑛 Δ3𝑝Δ2−𝐷𝑓𝐸 1𝑓𝑚
)︃1/𝐷𝑓 . (6.5)
If 𝑓𝑚/𝑟𝑚 Ï∞, then Eq. (6.3) defines the conventional distance normalised by 𝑟𝑚.If 𝑓𝑚 is sufficiently small, then the mixture fraction term becomes very significant.In the present modelling both parameters have global values. The optimal valuefor 𝑓𝑚 is likely to be chemistry dependent with different fuels exhibiting differentreaction zone thickness [131, 149, 155]. A recent paper by Vo et al [134] exploresthis issue in more detail and proposes a new model which appears to exhibit lowsensitivity to the value of 𝑓𝑚 but that has not been used here.For convenience, the the equations for the evolution of particles are repeated,
d𝑥𝑝𝑖 = [︂?˜?𝑖 + 1¯𝜌 𝜕𝜕𝑥𝑖 (?¯?D𝑒𝑓𝑓 )
]︂𝑝 d𝑡 + [︁√︀2D𝑒𝑓𝑓]︁𝑝 d𝜔𝑖
d𝜑𝑝𝛼 = [𝑆𝑝𝛼 + ?˙?𝑝𝛼] d𝑡.
and 𝑓𝑝 = 𝑓 (x𝑝) (6.6)
where 𝑓 (𝑡+Δ𝑡) is obtained by solving Eq. (6.1) in the Eulerian scheme. Calculationof mixing time scales can be performed using Eq. (4.27) or Eq. (4.28). Finally,for the conditional filtered equivalent species in the source terms in Eq. (4.30),mixture fraction is also used 𝜑𝐸𝑐 = 𝑓 .
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6.3 Numerical implementation
The mixture fraction based MMC-LES model is implemented in mmcFoamand a diagram of the solver algorithm is shown in Fig. 6.4. The Eulerian(LES) scheme solves the equations for mass (Eq. (3.17)), momentum (Eq. (3.18)),equivalent species (Eq. (4.29)) and reference mixture fraction (Eq. (6.1)). Thepressure-implicit with splitting of operators (PISO) algorithm is employed forthe pressure-velocity coupling. After their integration, properties required bythe Lagrangian scheme are interpolated to the particle location. Evolution ofthe particles is evaluated using a fractional step scheme where particles areintegrated first in physical space to update the particle position, followed bymixing and finally reaction. Once the evolution of the particles is finished,filtered conditional means are evaluated and fed back to the Eulerian scheme toensure mass consistency between the two schemes.The computational domain consists of a 3D rectangular mesh that extends 50jet diameters axially and 10 jet diameters in both transverse directions. The meshconsists of 1.4 million cells and it is refined in the jet and pilot regions resulting amesh size of 0.4 mm cubed near the centreline. In the sparse-Lagrangian MMC,1 particle per 8 Eulerian LES cells (1L/8E) is used. Particle number control isassociated with supercells consisting of 4 x 4 x 8 LES cells with on average 16particles in each. The (1L/8E) configuration is used based on extensive validationin [131]. The supercells used for particle control are also for density coupling if the
FlameletCurves method is used. For both flame cases, zero-gradient pressureboundary conditions are applied at the inlets and fixed total pressure conditionsat the domain sides and outflows. Composition and velocity boundary conditionsdiffer between the two cases. For Flame H, the composition at the burner exitis homogeneous and the time-varying velocity has a turbulence intensity of 8%
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Fig. 6.4 Non-Premixed Solver Diagram.
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and an integral length scale of 1/8th the jet diameter. Both values are foundto give the correct jet breakup location and subsequent scalar profiles alongthe centreline. On the other hand, Flame I has an inhomogeneous compositionat the exit plane. The correlated turbulent composition and velocity boundarydataset is generated a priori by performing an LES simulation of the internalpipe flow in the burner. Turbulence viscosity is calculated using the standardSmagorinsky sub-grid model [74], which is implemented in OpenFOAM from the𝑘-equation model assuming local equilibrium which provides estimates of both 𝑘and epsilon separate from the sub-grid scale viscosity. Numerical discretisation ofthe filtered transport equation in the LES scheme uses a second order backwardscheme in time, the diffusion terms use a Gauss scheme and divergence termsuse a Total Variation Diminishing (TVD) scheme. The computational time stepfor integration is determined based on a CFL number. For the reactive scalars,chemical reaction rates are calculated according to the DRM-22 reduced kineticsscheme [156] which includes 22 reactive species plus argon and nitrogen and104 reactions.For the parameters of the Lagrangian scheme, for pure methane, 𝑓𝑚 = 0.02 issuggested [131] while it was found that 𝑓𝑚 = 0.03 can provide a better predictionfor broader reaction zones such as found in partially premixed methane-airflames [149]. Here, it is used 𝑓𝑚 = 0.03, while 𝑟𝑚 computed from Eq. (6.5) usingas a characteristic location the interphase between jet and pilot for flame H andthe region with maximum radial mean mixture fraction gradient at the inlet forflame I. For the density coupling, a relaxation time equal to ten computationaltime steps produces stable results in previous simulations [131, 149] and the samevalue is used for these simulations.
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6.4 Results
In this section results of simulations using the sparse-Lagrangian MMC-LESmodel just described are presented. The initial set of results corresponds tosimulations performed in [150]. At the time, the FlameletCurves was the onlydensity coupling scheme available in mmcFoam. Discussion and advantages ofthe newer KernelEStimation method are delayed to Section 6.4.1.Figure 6.5 shows radial profiles of the steady-state mean and rms of mixturefraction, temperature and CO mass fraction at various axial locations for Flame Hwith the homogeneous inlet conditions. There is a very good agreement betweenthe predicted and measured quantities near the burner and up to z/D = 15.Predictions of CH4, O2, CO2 and H2O show similar accuracy as the temperatureand predictions of minor species including H2 show similar accuracy as CO.The effect of the pilot in the form of double-peak rms profiles is evident in thenear-burner region. At z/D = 30, the simulations appear to under-predict the jetspreading with the mean mixture fraction at the centreline failing to decay asquickly as was experimentally observed. The mixture fraction rms is, however,reasonably well predicted throughout the domain. Consistent with the mixturefraction field, the model under-predicts the mean values of temperature and COmass fraction at z/D=30 while their fluctuations are reasonably accurate.Comparisons of the mean measured and computed radial profiles are shownin Fig. 6.6 for the more challenging case Flame I with the inhomogeneous inletcompositions. The computed mean mixture fraction and temperature agreed wellwith the experiment near the burner and up to z/D = 15. At further downstream,the mean profile of mixture fraction is well predicted showing good decay ofcentreline values as well as jet spread, however, the level of extinction is over-predicted resulting in lower mean temperatures. It is important to note that
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Fig. 6.5 Radial profiles of mean and rms of mixture fraction, temperature andspecies mass fraction for flame H. Axial location is indicated at the top (z/D = 1,5, 15, 20). Solid lines: simulations; squares: experiments.
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although the peak values of mixture fraction rms are under-predicted, the locationis well captured and this location corresponds approximately to the location ofthe maximum gradient of the mean profile. It can be seen that mean CO valuesare under-predicted in the most part of the flame.In order to examine the multi-mode flame structure in detail, it is now con-sidered instantaneous and mean and rms quantities in mixture fraction space.Figure 6.7 shows measured and computed scatter plots for temperature versusmixture fraction for both flames at z/D = 1, 5, 15 and 30. For Flame H shown inFig. 6.7a, the dominant diffusion flame structure is clearly evident and as expectedbased on past experience with similar flames [131] the MMC-LES performs verywell. At z/D = 1 and 5, the flame appears to be close to chemical equilibrium,displaying a flamelet-like structure which is easily captured by the model evenwith a sparse distribution of Lagrangian particles due to the enforcement ofmixing localness in the reference mixture fraction space. A small degree of localextinction is detected downstream of the exit plane between z/D = 10 and z/D =15 and the MMC-LES model also reproduces these features very well. Furtherdownstream the flame returns to a fully-burning state. MMC-LES captures thisquite well although the exact location of reignition is a little further downstreamthan in the experiments. As an aside, the dual rich-side branch observed inthe experimental data at z/D = 1 is due to asymmetry caused by difficulties inperfectly aligning the inner tube in the burner.The scatter plots, for Flame I, shown in Fig. 6.7b reveal a very differentflame structure, especially in the near-nozzle region where the inhomogeneityof the burner exit composition produces mixtures close to the stoichiometricmixture fraction. A premixed mode is observed in the experimental data at theinterface between the main jet and the pilot characterised by a steep increase
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in temperature from cold unburned to hot burned conditions. On the leanside of stoichiometric at z/D = 1, corresponding to the outer pilot region, anon-premixed structure occurs. The MMC-LES closely approaches the premixedmode of combustion at z/D = 1 although the finite slope in the temperaturescatter indicates that the non-premixed structure remains albeit with most of theheat release occurring in a very narrow band on the rich side of stoichiometry.This behaviour is a consequence of the mixture fraction dependence of theMMC mixing model. Downstream of z/D = 1, the flame transitions from thepremixed to the diffusion mode and by z/D = 5 diffusion burning is evident in thedata although there are some remnants of premixed fluid samples. Calculationsreproduce these trends but slightly over-predict the rate of broadening of thereaction zone at this location. At z/D = 15 where the flame has completed thetransition to a non-premixed structure, the simulations are in good agreementwith the experiments albeit with a bit less conditional scatter.Figures 6.8 and 6.9 present conditional means and rms for the tempera-ture and the mass fraction of CO, CO2 and H2O at various axial locations forflame H. The computed conditional mean and conditional rms of temperatureare in excellent agreement with the experiment while the MMC-LES modelunder-predicts conditional mean mass fraction of CO. A similar discrepancyis observed for hydrogen (not shown) while the agreement for major speciessuch as carbon dioxide and water is very similar to that of temperature. Asimulation performed using the GRI-3 mechanism containing 34 species and 219reactions (NOx excluded) [157] has shown that the more detailed chemistry onlymarginally improved the computed CO mass fraction. It is worth noting that thethickness of mixing layers is slightly over-predicted by the MMC-LES at the axiallocation close to the exit plane. It is evident from the profiles shown in Fig. 6.5
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that the computed mixture fraction in the shear layer is gently decreased whilethe experiment shows a very steep gradient of mixture fraction. Simulationsof similar flames like the Sandia piloted flame D and E reported in the TNFworkshop [30], show a range of results for conditional CO with either underprediction or over prediction with respect to the experiments. The models usedfor the simulations reported in the TNF workshop range from PDF methodsusing modified Curl mixing model and variants of flamelet models. Yet, it shouldbe noted that the reported regions start from 15 jet diameters and no informationis given as to what is the performance of the models near the exit plane. At thisstage, it is believed that uncertainty in the boundary conditions in the pilot regioncould be a reason for the difference as no experimental profiles are available.Profiles of conditional mean and rms for Flame I with inhomogeneousinlet are presented in Figs. 6.10 and 6.11. Consistent with the scatter plots,these conditional profiles reveal that the MMC-LES with a mixture fractionreference variable cannot quite capture the premixed structure at z/D = 1,instead showing a broader non-premixed zone of reaction at near stoichiometry.However, accuracy improves further downstream where the burning modetransitions to non-premixed combustion. The computed rms of temperature andCO near stoichiometric mixture fraction at z/D = 1 are under predicted andthis is consistent with the observed scatter were fluids samples do not extendfrom fresh gases to burnt gases. This also reflects that in the mixing operationLagrangian particles could be mixing without passing through the premixedfront. The slightly over-predicted mean temperature with under-predicted rmsvalues at z/D = 15 are consistent with the reduced scatter in the model results atthat location as shown in Fig. 6.7b.
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An important remark for these simulations is that for the Flame I, due tothe nature of the flame with mixed mode combustion a single coupling variable𝜑𝐸𝑐 = 𝑓 is insufficient and leads to instability with the FlameletCurves methodfor density coupling. The issue is better understood by looking at Fig. 6.12. In theinitial region where the flame structure is premixed stratified, contiguous cellsthat belong to different supercells could select different Flamelet Curves and verydifferent equivalent species values obtained leading to undesirable jumps in density.To avoid instability, the flamelet table entries with steep gradients in mixturefraction space (i.e. with premixed structures) are eliminated and consequently, themethod does not produce a consistent density distribution. In the next section, thenewer KernelEstimation method to compute 𝜑𝐸𝛼 |𝜑𝐸𝑐 is described as it resolvessome of the difficulties faced when using FlameletCurves.
Fig. 6.12 Scatter plot of temperature in region with transition between combustionmodes overlapped with some precomputed Flamelet Curves with different levelsof premixing.
6.4.1 Density Methods
Mass consistency between the coupled Eulerian and Lagrangian representationsof the turbulent fields requires that the two fields have equivalent initial andboundary conditions, that particle number control algorithms are mass conser-
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vative and that an accurate density coupling scheme is employed. Here theemphasis is on the last of these elements since its implementation is unique tommcFoam while the other elements are standard [14].Density coupling follows the adapted equivalent enthalpy method in whichestimation of the conditional mean equivalent species, 𝜑𝐸𝛼 |𝜑𝐸𝑐 in Eq. (4.30), isnon-trivial. Two mmcFoam submodels called FlameletCurves and KernelEs-
timation are described in Sec. 5.3. The former method has been used in allpast MMC-LES publications and to compute the results presented above whilethe latter is a new approach that is used here for the first time.
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Fig. 6.13 Total mass in the Eulerian (denoted FV mass) and Lagrangian (denotedParticle mass) computational domains versus time step for Flame H (left) andFlame I (right) using KernelEstimation.
Figure 6.13 shows the total Eulerian and Lagrangian domain masses versusthe time step index. The results are for simulations using the KernelEstima-
tion method. The figures show that over the course of 20,000 time-steps themass of two fields is in reasonable agreement, generally differing by less thana few percents. This relatively small difference reflects the fact that each hasits own independent numerical schemes and equivalent although mathemati-cally independent boundary conditions. The mass discrepancy has been foundto diminish when the domain size increases due to reduced influence of the
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stochastic particle outflow boundaries. Figure 6.14 present similar plots for thesimulations with the FlameletCurves method. As expected for flame H themass consistency between both schemes has only a few per cent difference,while for the flame I there is a larger mass difference.
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Next, the consistency of the mass distributions is investigated. In orderfor there to be consistent density distributions in the two fields the smoothedLagrangian composition and the Eulerian equivalent composition must be similar.First, the temperature is considered since it has the dominant effect on fluiddensity. Figure 6.15 shows segments of the Eulerian equivalent temperature field,̃︀𝑇𝐸 , for Flame H and the corresponding conditional temperature, 𝑇𝐸|𝜑𝐸𝑐 , that isobtained from the Lagrangian particle ensemble. Each row represents a differentinstant in time and has upstream and downstream segments. Differences betweenthe Eulerian and (smoothed) Lagrangian fields are almost indistinguishable,giving an excellent account of the capacity of the KernelEstimation methodto reconstruct a smooth three-dimensional composition field from a sparse setof particles.
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Fig. 6.15 Equivalent temperature fields in Flame H at four different time steps(top to bottom) and two different axial zones. The upstream zone is from 0.09 mto 0.14 m above the burner and the downstream zone is from 0.33 m to 0.37 mabove the burner. ̃︀𝑇𝐸 : Eulerian equivalent temperature given by Eq. (4.29), 𝑇𝐸|𝜑𝐸𝑐 :smoothed Lagrangian temperature given by summation over the Lagrangianparticle ensemble according to Eq. (5.5).
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Time sequences of scatter plots of Flame H hydrogen and carbon monoxidemass fractions versus the mixture fraction are presented in Fig. 6.16. Torigorously test the method a transient response is imposed on this sequence. Ashort time before 𝑡 = 0.01446 s the fields were reinitialised with an equilibriummixture of major combustion species (fuel, oxygen, nitrogen, carbon dioxide andwater gas) while hydrogen and carbon monoxide were absent. As the finite ratechemistry calculated on the Lagrangian particles ensues, the two species areproduced and reach a statistically steady state as may be seen in the progressionfrom left to right. The KernelEstimationmethod attempts to produce a similartransient response for the Eulerian equivalent hydrogen and carbon monoxidemass fractions. The coupling correctly captures the transient variations and aconsistent level of local flame extinction which produces the vertical scatter inthe plots. As may be expected due to the numerically diffusive nature of finitevolume solutions, the Eulerian data points have slightly more rounded profilesnear the stoichiometric peaks but overall the consistency between the two fieldsis very good.Finally, two MMC-LES simulations using the FlameletCurves and Kerne-
lEstimation methods are compared against each other and the experimentaldata. Radial profiles of Favre mean and RMS of mixture fraction, temperatureand hydrogen mass fraction are presented in Figs. 6.17 and 6.18 for FlamesH and I, respectively. As expected for the non-premixed Flame H in whichthe filtered mixture fraction is a very suitable MMC-LES reference variable,there is a very good agreement to the experimental data for all quantities. The
FlameletCurves and KernelEstimation approaches give very similar results.As explored in detail in the previous section, the agreement with the data forMMC-LES with a mixture fraction reference variable is not as good for Flame I as
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Fig. 6.16 Scatter plots of species mass fraction versus mixture fraction in Flame H.Red dots are particle data, (𝑍𝑝, 𝜑𝑝𝛼), and black dots are equivalent species computedon the Eulerian grid, (̃︀𝑓,̃︁𝑌𝛼𝐸). Data is obtained for locations from 0.1𝐷 to 0.4𝐷downstream of the burner.
it was for Flame H. Additionally the results obtained with the FlameletCurvesand KernelEstimation sub-models exhibit greater differences than they dofor Flame H. The compositional inhomogeneity at the burner tip and the ensuingpremixed flame structure produces gradients of 𝜑𝐸|𝜑𝐸𝑐 in mixture fraction spacethat approach infinity (noting that, here, 𝜑𝐸𝑐 = 𝑓 ). As explained previously, dueto the issues faced with the FlameletCurves method, density distributions areinconsistent and could only be avoided using more conditioning variables. The
KernelEstimation method is much better in this respect since the kernel isweighted in both 𝑥-space and 𝑓 -space and the former dominates the evaluationof 𝜑𝐸𝛼 |𝜑𝐸𝑐 when the mixture fraction gradient is very large permitting a smooth
6.5 Summary 119
and consistent evaluation of the density field on the Eulerian mesh. Due tothe improved quality of the computed target conditional fields, this method ispreferred. To date, this new method has been used for other flames not partof this thesis. For example, a soon to appear paper by Huo et al. [158] uses the
KernelEstimation method for a non-premixed swirl flame which presents amuch more complicated flow field.
Z
 
Fig. 6.17 Flame H radial profiles of mean and RMS of mixture fraction, tem-perature and hydrogen mass fraction. Symbols - exp. data [146], black lines -MMC-LES using FlameletCurves, green lines - MMC-LES using KernelEs-
timation.
6.5 Summary
Turbulent piloted flames with both homogeneous and inhomogeneous inletcompositions have been simulated using MMC-LES. The predictions for the
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Fig. 6.18 Flame I radial profiles of mean and RMS of mixture fraction, temperatureand hydrogen mass fraction. Symbols - exp. data [146], black lines - MMC-LESusing FlameletCurves, green lines - MMC-LES using KernelEstimation.
homogeneous inlet case, where non-premixed flame structures are dominant,are in good agreement with the experiments although the jet spread is under-predicted far downstream. The inhomogeneous inlet case with mixed-modecombustion represents an extreme test for the model. The inhomogeneity isevident in the calculations, and while the premixed structure near the nozzle isapproached it is not fully captured with a narrow non-premixed flame persisting.The return to a broad non-premixed flame structure at downstream locations isvery well captured. These results, while promising, reflect the need to incorporatea specific premixed MMC model to reproduce the extent of premixing observedin the inhomogeneous case Flame I. The models by Sundaram et al. [159, 18]are good candidates for this. They replace the reference mixture fraction by a
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distance-like reference variable to improve the computations of the premixedflame structure. Alternative approaches based on a reaction progress variablehave been considered in MMC of homogeneous turbulence [108] and in stratifiedflames [133] and may be possible in the current flames as well, although the needto model the progress variable source term may be a complicating factor. Thenext section will focus and will discuss an MMC model for premixed combustion.

Chapter 7
MMC-LES for Premixed TurbulentCombustion
7.1 Introduction
The work in this chapter is motivated by the observations reported in theprevious chapter that point out that improvements for the multiple mappingconditioning / large eddy simulation (MMC-LES) approach require the additionof a premixed model alongside the existing non-premixed model. Separate fromthe challenges that come from mixed-mode combustion, it is also desirable toestablish modelling tools suitable to purely premixed combustion modes. Inpractice, many combustion devices operating in a premixed mode are in theflamelet regime [160] and this has motivated the development of flamelet-basedpremixed combustion models [64, 161, 162] which assume a thin coherent innerflame structure with a balance between reaction and diffusion in the reactionzone. This assumption may be questionable in emerging technologies (e.g. verylean combustion) where there is a shift in the relative magnitudes of the turbulentand chemical time scales. Even in the flamelet regime, there are both fast and
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slow reactions and the latter (e.g. NOx and soot chemistry) may not comply withthe flamelet assumption [41]. A more general approach is required. TransportedPDF methods are more general in their derivation and do not make assumptionsabout the flame structure but the effects of molecular mixing appear in unclosedform and closure is achieved via mixing models which continue to be developed.Reactions do not significantly affect scalar gradients in the distributed regime(Ka >> 1) and hence mixing models for distributed flames were initially adaptedfrom non-premixed models or based on the characteristics of inert mixing [163].It may be surmised that flamelet and PDF models represent viable approachesfor the small and large Karlovitz number limits. Here it is demonstrated that acombination of the flamelet and PDF methods through the multiple mappingconditioning (MMC) framework provides a platform for computing turbulentpremixed flames across different premixed combustion regimes.MMC for Premixed combustion is in its infancy with initial applicationsprimarily focusing on homogeneous [159] or stratified combustion [18, 164]. Thischapter performs an analysis of a recently proposed premixed multiple mappingconditioning (MMC) model in a hybrid Eulerian-Lagrangian approach similarto the one in Section 6.2. The model here introduces locality of the mixingoperation in a shadow position space which is modified from the original shadowposition proposed by Pope [95] in that it contains a diffusion coefficient whichmay be adjusted so that the shadow position follows the ensemble position ofthe premixed flame front. The predicted flame structure can be flexibly variedbetween the distributed and flamelet regimes through localisation of the mixingoperation. For now, the model is examined by simulations of the experimentalBunsen flame studied by Tamadonfar and Gülder [165] which is located in theflamelet regime according to the Borghi/Peters Diagram shown in Section 2.4.1.2.
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A second simulation is performed using the flame studied by Chen et al.[166],which is located in the thickened preheat zone regime. The objective is to analysethe performance of the new premixed MMC for a realistic 3D Bunsen-type flameconfiguration, providing insights into the MMC - premixed shadow position(PSP) model. Testing the model across the entire premixed regime diagram isbeyond the scope of this thesis which aims to establish a platform for premixedcombustion which can subsequently be applied in broader environments.
7.2 MMC-LES-PSP
For premixed combustion in the flamelet regime, traditional PDF/FDF mixingmodels are not local in composition space, and for most simulation where theflame thickness is smaller than the filter size the mixing model would allow fordirect mixing of the fluid parcels that are in the unburned state with fluid parcelsthat are burnt state. This problem is not solved even with the use of an intensivenumber of particles. The MMC model, which enforces localness, is proposedto prevent this direct mixing between burned and unburned fluids. In addition,the progression of the fluid parcels in a flame results in a gradual increase oftemperature in a series of incremental steps to the point where chemical and heatrelease rates take over. For this reason, an adequate reference variable not onlyshould be able to discriminate between the two extreme states but also shouldprovide a method to accurately predict this internal structure of the premixedflames.The requirements in the previous paragraph seem quite obvious and logical,yet mixing models like IEM and Curl do not necessarily respect those physicalrestrictions. The selection of reference variables for an MMC model that complywith such requirements, however, is challenging. Sundaram and Klimenko [18]
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have analysed a series of possibilities for such MMC reference variables. It ismentioned that one important aspect is that since reference variables are usedfor conditioning, only the topological structure of these variables matters, that is,conditioning on reference variable 𝜉 and conditioning on 𝜉 ′ = 𝑋(𝜉) where 𝑋 isa strictly monotonic function, are conceptually equivalent. It is also mentionedthat the use of an adequate reference variable is important for the efficiency ofsimulations because some of them can increase computational cost significantly.
 ...< A3 < A2 < A1< ... ξ = ξf
n
U
n
b
u
rn
e
d
B
u
rn
e
d
ξ = const
Fig. 7.1 Schematic of the level-set reference variable for a turbulent premixedflame [18]; a) the reduction of drift velocity from the turbulent propagation speedto the laminar flame speed in 𝜉-space as the flame front 𝜉 = 𝜉𝑓 is approachedand b) the increase in the area 𝐴𝜉 of the 𝜉 iso-surfaces.
A distance-like reference variable appears to be a natural choice in premixedcombustion. For example, the distance from the flame front, which is the conceptof the level set approach, offers a clear and simple physical interpretation of areference variable that could be used to localise mixing in premixed flames.
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For the field 𝜉 , consider unburnt (𝜉 < 𝜉𝑓 ) and burnt gases (𝜉>𝜉𝑓 ) are separatedby the flame surface, 𝜉𝑓 . With a system attached to the flame, the particle-assignedvalues of 𝜉𝑝 evolve according to a general Markov model that is specified by theIto equation d𝜉𝑝 = 𝑢 (𝜉𝑝) d𝑡 +√︁2D𝜉 (𝜉𝑝)d𝜔 (7.1)
where the coefficients 𝑢 (𝜉𝑝) and D𝜉 (𝜉𝑝) represent the propagation speed andthe diffusion coefficient in the 𝜉-space. Looking at Fig. 7.1 it can be seen that thecharacteristics of the iso-surfaces, as the distance from the front (𝑑 = |𝜉𝑝 − 𝜉𝑓 |)increases, are affected with the corrugation decreasing and the correspondingspeed increasing to preserve mass flux across surfaces of constant 𝜉 . This meansthat effectively the drift and diffusion coefficient depend on the distance from theflame front, that is the coefficients will depend on the characteristics across thescales as the distance from the flame goes from zero to infinity. It is this variationacross different scales that limits a level set model as there is a restricted amountof information for the scaling of premixed flames.For practical purposes it is convenient hence to use fixed scaling. Indeed, aninner scaling, 𝛿𝜉 = 𝛿𝜉𝑛 ∼ 𝛿𝑥𝑛, where the subscript 𝑛 indicates normal direction,the diffusion coefficient is the laminar coefficient, D𝜉 = D0 and 𝑢 = 𝑠𝐿; and anouter scaling, 𝛿𝜉 = 𝛿𝜉𝑥 ∼ 𝛿𝑥 where the diffusion coefficient is a modified one tobe defined later, and 𝑢 = 𝑠𝑇 are possible choices.An important aspect from Fig. 7.1 is that the distance from the flame toanother iso-level can be also interpreted as a filtering (observation) scale, wherebyfluctuations of the flame below this scale are averaged (See Fig. 7.2).From the discussion above a model proposed by Sundaram and Klimenko[18] using the outer scaling to also localise the flame as part of the simulationwas introduced. Hence, the location of the flame in the shadow position space
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Fig. 7.2 Instantaneous and filtered flame front position [167].
may be interpreted as the average position of the flame in physical space [18].The evolution equation for the reference variable takes the form of a modifiedversion of the shadow position reference variable proposed by Pope [95]. Thestochastic MMC model is represented by the traditional set of stochastic Itoequations:
d𝑥𝑝𝑖 = [︂?˜?𝑖 + 1¯𝜌 𝜕𝜕𝑥𝑖 (?¯?D𝑒𝑓𝑓 )
]︂𝑝 d𝑡 + [︁√︀2D𝑒𝑓𝑓]︁𝑝 d𝜔𝑖,
d𝜑𝑝𝛼 = [𝑆𝑝𝛼 + ?˙?𝑝𝛼] d𝑡.
An additional stochastic differential equation is used for the reference variable.In this case, the modified shadow position the reference variable equation readsas d𝜉𝑝𝑖 = [︂?˜?𝑖 + 𝑥 − 𝜉𝜏𝜉
]︂𝑝 d𝑡 + [︁√︀2D𝜉]︁𝑝 d𝜔𝜉,𝑖, (7.2)
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where ?˜?𝑖 is the velocity at particle location 𝑥𝑝, 𝜏𝜉 is a characteristic time scale(also called flame span parameter) and D𝜉 is the diffusion coefficient in shadowposition space. The flame structure can be accurately produced with a properselection of these parameters and effective mixing in reference space. For thediffusion coefficient, D𝜉 , one have that
𝑠2𝐿 = 2D0𝜏𝑐 , (7.3)
where 𝜏𝑐 is the chemical time scale. If the time scale is not changed, for theturbulent velocity, 𝑠2𝑇 = 2D𝜉𝜏𝑐 , (7.4)
and equating for the chemical time scale the diffusion coefficient is,
D𝜉 = 𝜆2D0 = (︂𝑠𝑇𝑠𝐿
)︂2
D0 (7.5)
where 𝑠𝐿 is the laminar flame speed. Compared to the shadow position mixingmodel proposed by Pope [95], D𝜉 used in the MMC model is not directly linked tothe turbulent diffusivity but may be adjusted to match the turbulent propagationspeed 𝑠𝑇 .For MMC mixing, particle mixing pairs are selected based on their locationin the extended (𝑥, 𝜉 )-space. The extended square distance reads
?^?2𝑝,𝑞 = 3∑︁𝑖=1
(︂𝑑𝑥𝑝,𝑞𝑖𝑟𝑚
)︂2 + (︂𝑑𝑓𝑝,𝑞𝜉𝑚
)︂2 . (7.6)
For the mixing operation, particle pair selection is determined by gathering theparticles in the domain and sorting them such that the effective square distancebetween them in (𝑥, 𝜉 )-space is minimised common to all past MMC-LES work.
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Since both physical space and shadow space scale in the same way, enforcingmore localness in shadow space is very simple and is produced by an increasedweighting in 𝜉 -space.In the original presentation from Sundaram and Klimenko [18], a simpledemonstration of this approach was conducted using a 2D case with a series ofsimplifications, including only axial velocity components and constant densityfield thus neglecting effects of heat release. For this reason, the aim is to testthe model in real environments, that implies 3D simulations with realistic flowconditions and turbulence, as well as heat release effects on the flow field. Inaddition, the selected cases will be flames in the flamelet regime, to explore thepotential of MMC to generate models that can bridge transported PDF modelswith traditional mixing models and flamelet like models.
7.3 Simulations
This section presents results obtained using the premixed shadow position MMC-LES model. The simulations comprise, first, simulations of a flame located in thecorrugated flamelet regime. Using this experimental configuration, the featuresof the model are illustrated and some basic comparison with some experimentalfigures is provided. Following, a second simulation of the Bunsen flame studiedby Chen et al [166] in Aachen located in the thin flamelet regime is performedaccompanied by a comparison with experiments.
7.3.1 Turbulent Piloted Bunsen Flame of Toronto
The experimental configuration of Tamadonfar and Gülder [165], who studiedpremixed flames in the thin reaction and corrugated flamelet regimes is chosen
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to conceptually demonstrate the premixed MMC-LES model. Specifically, thegeometry (see Fig. 7.3) and boundary conditions for their Case M4 in the flameletregime near the thin reaction zones regime with Ka = 0.9 and Zel’dovichthickness of 0.056 mm is used. It is a Bunsen-type burner with a nozzle diameterof 11.2 mm and an annular premixed ethylene/air pilot flame anchors the flameto the rim of the burner. The jet is a stoichiometric methane/air mixture andthe jet and pilot velocities are 21 m/s and 11.6 m/s, respectively, as calculatedfrom the experimental flow rates.The measurements comprised two-dimensional particle image velocimetry,where the flow is seeded with olive oil sub-micron droplets produced in anebuliser to obtain the velocity components in the axial and radial directions.This provides information for the conditions close to the exit plane of the burnerto be considered in the boundary conditions as well as turbulence quantities tocharacterise the nature of the turbulence- flame interactions. The flame frontcorrugations were visualised using the Mie scattering technique. The imageswere then binarised with the pixel value of 0(white zone) indicates the progressvariable of 0, that is, unburned zone, and the pixel value of 1 (black zone) specifiesthe progress variable of 1, that is, fully burned zone. Form this data informationof the flame characteristics such as the characteristic flame height is extracted.
7.3.2 Numerical Set up
The Premixed Shadow Position based MMC-LES model is implemented inmmcFoam and a diagram of the solver algorithm is shown in Fig. 7.4. TheEulerian (LES) scheme solves the equations for mass (Eq. (3.17)), momentum(Eq. (3.18)), equivalent species (Eq. (4.29)). The pressure-implicit with splitting ofoperators (PISO) algorithm is employed for the pressure-velocity coupling. After
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Fig. 7.3 Schematic of the Toronto Bunsen Piloted burner [168].
their integration properties required by the Lagrangian scheme are interpolatedto the particle location. Evolution of the particles is evaluated using a fractionalstep scheme where particles are integrated first in physical space, then theshadow position reference variable is evolved according to Eq. (7.2), followedby mixing and finally reaction. Once the evolution of the particles is finished,filtered conditional means are evaluated and fed back to the Eulerian scheme.At this stage, the model is implemented in an intensive framework, so there aremore particles than LES cells.
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Fig. 7.4 Premixed Solver (MMC-LES-PSP) Diagram.
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A detailed comparison with the experimental configuration is not possible dueto the lack of detailed data, but the case configuration was chosen to demonstratemodel concepts. This case was specifically selected because it is in the flameletregime where the benefits of enhancing a PDF method by the MMC - shadowposition mixing model are most apparent. In these simulations, 𝜆, in Eq. (7.5))takes as a global value in which the turbulent flame speed is evaluated as
𝑠𝑇 ≈ 1.3𝑢′(︂0.508Ka1/2
)︂4/7 (7.7)
as suggested in [18] where the velocity RMS, 𝑢′, and Ka are set to the experimen-tally observed values at the nozzle exit.The computational domain is a cylinder extending 12 jet diameters axially and4 jet diameters radially. The mesh has approximately 0.5 M hexahedral cells witha cell size of 0.5 mm near the jet and pilot. Zero gradient pressure boundariesare applied at the inlets whereas fixed total pressure conditions are applied atthe domain sides and outflows. The inflow to the jet has a time-varying realisticturbulent spectrum which was computed in a separate 100 mm long pipe itselfhaving a synthetic turbulence profile, produced using the diffusion-based methodproposed in [169], at its inlet with an integral length scale equal to the size ofthe perforation in the generating plate. Figure 7.5 shows a comparison of thenormalised velocity obtained for a non-reacting jet using the pipe simulationsjust described. The results at z/D = 0.5 are in good agreement with experiments.For the base case, the Lagrangian domain has two stochastic particles per LEScell. In our simulations the weight during the mixing pairing is a factor of 10 incomparison to x-space, 𝑟𝑚𝜉𝑚 = 10 and the characteristic scale in physical space isselected as the laminar flame thickness, 𝑟𝑚 ≈ 𝛿𝑠𝑐. The chemical reaction ratesare evaluated using a two-step, six-species mechanism for methane [170].
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Fig. 7.5 Velocity boundary radial profiles at z/D =0.5. Continuous line: Simulation;Squares: Experiments [165].
To establish the flow, simulations were performed for an initial time periodwithout shadow position conditioning. Then mixing localness in shadow positionwas introduced and the computation continued for another period until a statis-tically steady state developed. Finally, the statistics were collected until smoothmean fields were obtained. A single simulation using an Intel Xeon E5-2697A-V4(16 cores) required 12 hours to compute a characteristic flow through time,estimated to be 6.4 ms.
7.3.3 Results
First, it is investigated the differences in the flame structure viewed in bothphysical space and shadow space. Figure 7.6 illustrates the structure of theflame at different axial locations. The plots present temperature (T) and progressvariable (c) computed from methane mass fraction against both physical radialcoordinate and its corresponding shadow position radial coordinate. It can beseen clearly that a more coherent structure resembling a flamelet is present inthe shadow space (blue dots). This is also indicative of a stronger correlation
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of the reactive scalars with the shadow position providing better localness forthe mixing operation and more gradual evolution of reactive scalars across theflame front. The red dots, show fluid samples in physical space, as expected theyfluctuate around the flame in shadow space and this dispersion represents thefluctuations of the instantaneous flame front with respect to the ’filtered’ frontand is controlled by 𝜏𝜉 as will be shown later. This also shows that as with allMMC models major fluctuations are a result of the fluctuations of the referencevariable. As the thin front moves in shadow space, the broad brush in physicalspace will move accordingly.In comparison, when mixing is localised in physical space 𝑟𝑚𝜉𝑚 = 0.1, It can beidentified in Fig. 7.7 that the flame front is not thin in shadow space. Since mixingis localised in physical space then the strong correlation of reactive scalars islost in shadow space and as result, the blue dots look very similar to the red dots.This shows that without localisation in reference space a thin front cannot besustained and the scalars evolve in line with turbulent motion.Further illustration showing the dispersion of shadow position around thephysical location is presented in Fig. 7.8, where the points are coloured byprogress variable, were green dots are in the flame front. In the left column,where mixing is localised in 𝜉-space it is clear again that the flame is located in anarrow band, while in the right column, where mixing is localised in physicalspace, the fluid samples inside the flame occupy a broader range in 𝜉-space.The degree of dispersion between shadow space and physical space as ex-plained before is controlled by 𝜏𝜉 . This means that the degree of dispersion inphysical space is affected by this time scale and it should be selected such thatthe filtered flame thickness is correctly matched. Here, for the base simulations,it is selected as the sub-grid turbulent time scale. For Fig. 7.9, the value used for
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Fig. 7.6 Particle distributions of temperature (left column) and progress variable(right Column) in physical and reference space for simulations with mixingenforced in 𝜉 . Blue: 𝜉-space; Red: x-space.
𝜏𝜉 is varied to show the effect on the average flame thickness. The values usedin these simulations are 𝜏𝜉 = 𝜏𝑠𝑔𝑠, 𝜏𝜉 = 𝜏𝑠𝑔𝑠4 and 𝜏𝜉 = 𝜏𝑠𝑔𝑠8 .
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Fig. 7.7 Particle distributions of temperature (left column) and progress variable(right Column) in physical and reference space for simulations with mixingenforced in 𝑥. Blue: 𝜉-space; Red: x-space.
Comparing with experimental results, the average flame height, 𝐻⟨𝑐⟩=0.5,computed as the height at the centre line for the iso-contour of progress variable
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with value 0.5, is over estimated with a reported experimental value of 𝐻⟨𝑐⟩=0.5/𝐷 ≈7.2. Figure 7.9a shows the computed iso-contours at 𝑐 = 0.05 and 𝑐 = 0.5.From these two iso-contours the horizontal average flame thickness, 𝛿𝑐,ℎ, iscalculated and compared with the reported values in Fig. 7.9c. The results showan increasing trend with axial distance. Yet, both thickness and slope are incorrectwith simulations showing larger flame thickness values and a less pronouncedgradient. To further analyse these observations, simulations with different valuesfor the time scale, 𝜏𝜉 are performed. As can be seen variation of this time scaleallows some control over the degree of dispersion of the flame and consequentlythe flame thickness. To explore what could be the source for the discrepancywith the experimental data, a comparison with the results for the case withmixing localisation in physical space is included. For this case the flame heightis shorter than the case with localisation in 𝜉-space but the length is still overpredicted (see Fig. 7.9c). It is presumed that an important source for uncertaintyis the boundary conditions for the pilot since the mass flow rates and equivalenceratio are not defined in the paper presenting the experiments. The values usedin the simulation were values obtained via internal communication and evenin this situation, it appears that there were not clear recorded values for thesequantities. Another suspected source of uncertainty is the direct comparison ofthe progress variable computed from methane and the experimental data. Inthe experiments, the progress variable comes from a binarization of the imagesobtained from mie scattering with a threshold equivalent to a temperature 700K,which is the evaporation temperature of the oil droplets. A simulation usingthis binarization procedure was also performed and the results do not exhibitsubstantial difference with the values of progress variable obtained from methane.At this point, the issues appear to be not directly related to the model, and as the
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objective of this section is mainly on demonstrating the features of the model, itis decided to move to next section that presents simulations of the flames studiedby Chen et al. [166].
7.3.4 Aachen Turbulent Piloted Bunsen Flame
The turbulent premixed F3 flame which has been studied experimentally by Chenet al. [166] is considered to evaluate the model. This flame is a stoichiometricmethane-air flame produced with a Bunsen-type burner with a large Pilot tostabilise the turbulent flame. The schematic of the burner can be seen in Fig. 7.10.The burner consists of a nozzle with diameter 12 mm for the main stream, thelarge pilot stream is generated by an array (1165 holes of diameter of 1mm) ofsmall jets issued through a cooled perforated plate. Both streams consist of astoichiometric methane-air mixture (equivalence ratio 𝜑 = 1) and issue into airat rest. Entrainment of surrounding air happens at distances greater than 4.5jet diameters (𝑧/𝐷 = 4.5), changing the flame brush to non-perfectly premixed.The main jet stream issues at a bulk velocity of 30 m/s with a correspondingReynolds number of 24200 (Re = 24200). The centreline turbulent kinetic energyis given by 𝑘0 = 3.82𝑚2/𝑠2. The exit pilot cold-flow velocity is 84𝑐𝑚/𝑠 througheach hole.Based on the reported values for the time scales and length at the burnerexit, Chen et al. [166] found a Damköhler number, Da = 2.5, and a Karlovitznumber, Ka = 3.4. This locates the flame in the thickened wrinkled flame regime(Fig. 2.3). This means that the flame structure will present a broadened preheatzone due to turbulent motions but the reaction zone will not be affected. Themeasurements are presented as radial profiles at different axial locations of themean velocity, the turbulent kinetic energy, mean and variance of the progress
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Fig. 7.10 Schematic of Aachen Bunsen Piloted burner [166].
variable computed from temperature, and the mean mass fractions of the majorspecies and minor species such as OH and CO. This flame has been the targetfor many studies using different modelling techniques including G-equation inboth RANS [171, 172] and LES context [173], as well as the thickened flame model[174, 175] and PDF approaches [176, 177] making it a good candidate for modelvalidation.
7.3.5 Numerical Set up
The computational domain is a cylinder extending 15 jet diameters axially and 5jet diameters radially. The mesh has approximately 1M hexahedral cells witha cell size of 0.5 mm near the jet and pilot. Zero gradient pressure boundariesare applied at the inlets whereas fixed total pressure conditions are applied atthe domain sides and outflows. The inflow boundary conditions for the jet areobtained from a separate pipe simulation, to provide realistic turbulence inlet
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conditions. The composition is a stoichiometric mixture of air and methane.For the pilot burnt gases are provided for the composition with a temperatureof 1785 K to account for heat losses [176]. The pilot velocity is set to 1.32 m/ssimilar to other numerical studies of this flame. Pressure boundary conditionsare set as a zero gradient at the inlets and total pressure condition in all otherboundaries. Numerical schemes for the Eulerian scheme are composed by asecond order backward scheme in time, the diffusion terms use a Gauss schemeand divergence terms use a Total Variation Diminishing (TVD) scheme. Thecomputational time step for integration is determined based on a CFL numberset 0.3 here. For the Lagrangian scheme, 5 particles per LES are used. Inour simulations a factor of 10 in comparison to x-space is used for the shadowposition, 𝑟𝑚𝜉𝑚 = 10 and the characteristic scale in physical space is selected as thelaminar flame thickness, 𝑟𝑚 ≈ 𝛿𝑠𝑐. The chemical reaction rates are evaluatedusing a two-step, six-species mechanism for methane [170].
7.3.6 Results
First looking at results of the velocity fields, Fig. 7.11 shows radial profilesof the normalised mean axial velocity and the normalised turbulent kineticenergy at different axial positions. The agreement between the simulation resultsobtained close to the exit plane, where the influence of the boundary is stronger,indicate the pipe simulations used to generate the inflow data produce a meanfield close to that of the experiments and the turbulent kinetic energy is underpredicted but follow correctly the trends of the experimental profile. As onemove downstream the velocities are under predicted with slower spread of thejet in general, however, the centre line jet decay is correctly captured. By lookingat the turbulent kinetic energy on the right column, one can see that in line with
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the mean velocity profiles the location of the peak is shifted inwards compared toexperiments and locations downstream the peak values are under predicted. Theincrease of axial velocity at locations further downstream is a clear effect of thethermal expansion, which indicates these issues are associated with predictionsof temperature fields.The progress variable fields are next presented. Here the mean progressvariable and corresponding RMS are computed from temperature as,
𝑐 = 𝑇 − 𝑇𝑢𝑇𝑏 − 𝑇𝑢 (7.8)𝑐′ = 𝑇 ′𝑇𝑏 − 𝑇𝑢 (7.9)
where 𝑇𝑏 = 2248𝐾 and 𝑇𝑢 = 298𝐾. In Fig. 7.12 it can seen that progress variablefields overpredict the values. The over prediction could be associated in partwith the simplified chemical mechanism, i.e. [175] indicates for their case withsimplified chemistry, adiabatic temperatures can be 100K larger compared tothe more detailed composition. At locations z/D = 4.5 and 6.5 the radial locationof the point where temperature is equivalent to a progress variable of 𝑐 = 0.5is close to the experimental values, yet if the locus of 𝑐 = 0.5 is analysed it canbe seen for the simulations it does not produce a "cone" and the contributiontowards axial velocity is reduced.Overall it can be deduced that the most probable cause for these discrepanciesis an under prediction of the flame propagation since no local values are computedfor the diffusion coefficient. Turbulence varies in the domain, thus affectingpropagation speeds, not to mention that curvature or stretch effects are notaccounted for as well. As an initial step increase the effective diffusion coefficientin 𝜉-space, D𝜉 or a reduction of the weight towards the shadow position space
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during mixing could enhance the quality of the simulations. For flames in theflamelet regime, an expression for the The flame wrinkling factor could be usedto compute 𝜆 in Eq. (7.5), i.e.: the expression proposed by Charlette [178]:
𝜆 = (︂1 +min(︂Δ𝛿0𝐿 ,Γ𝑢
′Δ𝑠𝐿
)︂)︂𝛽 (7.10)
where 𝛿0𝐿 is calculated from 𝛿0𝐿𝑠𝐿/𝜈 = 4, Γ = Γ(︁ Δ𝛿0𝐿 , 𝑢′Δ𝑠𝐿 )︁ is an the efficiencyfunction that takes into account the net straining effect at the sub-filter scale and𝛽 is a model exponent related to the fractal dimension.
7.4 Summary
A recently proposed premixed MMC mixing model has been implemented andanalysed in the context of LES of the Bunsen flame studied by Tamadonfarand Gülder [165], which is in the flamelet regime. The model complies with thedesirable properties of a good mixing model, in particular being local, independentand linear. The mixing localness is in a modified shadow position space whichfollows the ensemble position of the flame front. The time 𝜏𝜉 allows to controlthe degree of dispersion of the flame in physical space. With an increase inthis relaxation time, the shadow position takes a greater dispersion relative tothe physical position thus broadening the flame. Three different values wereused and these produced differences in both the mean and instantaneous flamestructures. Changing the weighting during the mixing operation permits variationof the flame structure from more coherent flame when mixing is localised inshadow position space to more perturbed structures when mixing is localised inphysical space. Further simulations are performed using the experimental set-upstudied in Aachen by Chen et al [166]. The results indicate that use this type of
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reference variable can be used to enforce desirable properties in the mixingmodel. At this stage, results indicate that a more accurate method to determinethe effective diffusion coefficient is required to be able to match more accuratelythe characteristics of the flame.

Chapter 8
Conclusions
8.1 Conclusions from the present work
The research work presented in this thesis deals with the development of com-putational tools for combustion modelling using Multiple Mapping Conditioningin a broader range of combustion regimes than the pure non-premixed con-sidered in the past. MMC is a universal and flexible framework that facilitatesthe hybridisation of combustion models using transported PDF principles andreduced manifold methods like CMC and flamelet. In its evolved interpretation,the model acts by conditioning traditional mixing operators on a variable or setof variables, known as reference variables, that represent important properties ofthe turbulent reacting flows, yet are computed independently from the reactivescalar vector represented on the Lagrangian particles, to preserve desirableproperties on mixing models such as linearity and independence.The use of MMC to improve and impose desirable properties on mixingmodels in combination with a different interpretation of Lagrangian simulationsbrings the possibility to perform simulations with a sparse number of particlesand hence with significant computational cost reductions.
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Similar to other combustion modelling approaches, MMC started its devel-opment in non-premixed combustion systems. In this work, the limitations andrequirements of the existing MMC models were tested in circumstances thatpushed them to their limits. To this end, the Sydney burner with inhomogeneousinlets was used as a platform due to its capacity to produce mixed mode flames,more similar to combustion regimes of modern combustors. For flame H, resultsusing the non-premixed MMC-LES are in good agreement with the experimentsand confirms previously observed results of the Sandia flame series [149]. Forflame I, in spite of using a single reference variable to resemble mixture fractionthe simulations show that comparison with mixed-mode flames with regions ofpremixing are reasonable downstream yet found the need for a premixed modelparticularly in the upstream zone. Due to the sparse nature of the simulations,density coupling is a critical aspect and causes significant problems for Flame I.In this work it is introduced a new approach denominated KernelEstimation.This technique is more general and does not require a pre-processing stage. Aspart of the development of the KernelEstimation method, significant codewas required to produce smooth fields at a reasonable computational cost. Ourtests show that the model can produce a good agreement between Eulerian andLagrangian schemes including transients. Additionally, the method has beenapplied in simulations of other challenging cases, not part of this thesis, includinga swirling flame and spray flames with success [158, 179].An important conclusion from the simulations of the Flame I, was the necessityto incorporate a specific premixed model and possibly the necessity to use multiplereference variables. In line with the Generalised MMC concept, these referencesvariables can be produced by multiple means and that possess a challenge forthe development of software. One of the main contributions of this work is the
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development of a more general code that uses object-oriented programmingconcepts. To introduce these developments, during this thesis 80% to 90% ofthe original code has been intervened in addition to the creation of new classesaccounting for no less than 15000 lines of code. This expansion facilitates thequick and intuitive development of new solvers for the simulation of turbulentreacting flows in both non-premixed and premixed regimes. Multiple referencevariables can be handled easily and their purpose easily assigned. In this thesis,for example, a first solver with a single reference variable computed in Eulerianfashion is described along with a second solver requiring three reference variablescomputed from a system of stochastic differential equations in Lagrangian fashion.What is more, using hierarchical code structures produces a highly modularcode that can be reused and expanded more easily and safely thus facilitatingcollaborative development efforts.For the final stage of this work, a modified shadow position model for pre-mixed combustion is investigated to address the need for a specific model forthis combustion mode. The model aims to improve traditional mixing modelswhere the evolution of Lagrangian particles could be non-physical, i.e. directmixing of unburnt and burnt particles across the premixed flame front. In thisrespect, this is the first attempt in the combustion field to use the concept inan inhomogeneous turbulent flow simulation of laboratory flames which is asignificant advance compared to the original demonstration of this model thatconsidered a simplified 2D case [18] without density variation. The present resultsindicate that MMC effectively allows us to generate flamelet like structures whenlocalisation is enforced in reference space. This implies that there is a strongercorrelation of the reactive scalar fields with the premixed shadow position thanwith physical global location and better compositional localness is achieved with
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MMC compared to traditional PDF approaches which are normally restricted tothe distributed regime, this is an important step forward. Furthermore, someextra insight into the model is provided, showing the effects of the relaxationtime 𝜏𝜉 . The variation of this time scale controls the degree of dispersion ofthe flame in physical space with respect to the flame location in the referencespace. Comparison with results indicate that more developments are required;at this point, propagation speeds are underpredicted and positioning the flame isnot adequate. Since flow characteristics depend very strongly on flame positionfor premixed flames, more detailed and localised computation of the effectivediffusion coefficient, D𝑒𝑓𝑓 , is the priority at this point. An initial step could be touse the flame wrinkling expressions proposed by Colin [180] or Charlette [178].Additionally, the effects of differential diffusion, stretch and curvature need to beintroduced and the use of DNS would be instrumental for that endeavour.All in all, the Generalised MMC framework for turbulent combustion mod-elling is a powerful approach that benefits from other traditional modellingmethods. With respect to CMC the method, MMC can introduce conditioningvariables without adding significant complications. Similarly, in flamelet mod-elling, the addition of more complicated problems requires the definition of morevariables to describe the composition manifold, which reduces the efficiencyand increases significantly the memory requirements of the store and retrievalmethod. In comparison, MMC uses the same general framework and basicmodel does not require modification which advantageous for future additionaldevelopments. Due to its PDF nature, MMC has the advantage that it allowsfor departures from the conditional manifold producing better results whenthe level of conditioning is insufficient to describe the accessed compositionalspace. Since PDF methods require the modelling of molecular diffusion via a
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mixing model, multicomponent diffusion and differential diffusion effects areconsidered challenging and standard joint scalar PDF methods cannot handlethese situations. Yet, in the MMC framework, these effects can be incorporatedvia reference variables and some initial theoretical work already by Dialameh andKlimenko [181] show promise. It is evident that the simulation of mixed-modeflames remains a challenge. Significant steps towards this overall goal have beenreported in this thesis with respect to Multiple Mapping Conditioning in thecontext of LES and such steps can also find applicability in RANS as well. Thedifficulties for multi-mode combustion modelling not only apply to MMC but tomost modelling strategies and there are continuous efforts from the combustioncommunity [182–184, 49].
8.2 Outlook and Future Work
Future work in the foreseeable future includes implementing improvements inthe modelling of the effective diffusion coefficient in the reference space forthe premixed shadow position model. Preferably, the simulations should becarried with more detailed chemistry to rule out issues as the ones pointed outin Chapter 7. As an overall goal for the modelling of premixed combustion, themodel should be tested with flames in different regimes of the Borghi/Petersdiagram. The series of flames studied in Aachen [166] are ideal for this task.Integration of both premixed and non-premixed MMC models should bestraightforward in themmcFoam platform using the code developments discussedin this thesis. Continuation of the simulations of Sydney inhomogeneous burnerfor validation is of utmost importance for the continuing development of multi-mode combustion modelling capabilities. In order to assess the effects of finiterate chemistry, the full set of inhomogeneous flames covering different departures
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from blow-off should be studied. The natural extension is to study this flamesat conditions relevant to gas turbines, that means higher pressures, to that end,experiments are being carried out at the moment for the Sydney burner withinhomogeneous inlets.An important necessity for the efficient modelling of multi-mode combustionis developments in reduced manifold approaches so that computational costcan be maintained at an acceptable level. The ability to describe the accessedcomposition space in these challenging environments with a reduced set ofvariables is of great importance.For reaction manifolds, as an initial step reduced chemistry mechanismscould be used, but in most cases, the mechanisms are optimised for a particularenvironment that may fall outside of the extensive range spanned in flames withmulti-mode combustion. If more detailed chemistry is to be used then tabulatedchemistry would be preferable. Due to storage and retrieval requirements, pre-tabulation of detail chemistry is not feasible, here in situ tabulation techniquessimilar to ISAT [185] could help but are still limited by chemical dimensionality.Hence, for large detailed chemical schemes, the dimensionality needs to be highlyreduced. For this reduction, many tabulated chemistry methods use laminarpremixed, or non-premixed configurations to parametrise the composition witha small number of variables, but that means they may only be accurate forflames in their corresponding regimes and do not account for the interactionof flame structures. For example, production of pollutants such as CO stronglydepends on the combustion regime. Another example is auto-ignition, wherechemical paths are very different for low-temperature chemistry than for high-temperature chemistry. In this respect, multidimensional flamelet approaches arebeing developed with some initial works from Nguyen el al.[186] and Knudsen
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[46]. An alternative that it is promising for transported PDF methods would bethe use of in situ dynamic adaptive chemistry (DAC) [187], in this way chemistrywould be reduced using local conditions of the flow, allowing for more detailedchemistry in regions of importance while using simplified chemistry in big partsof the domain.For modelling purposes, information from chemistry reduction and tabulatedchemistry techniques would be very useful for turbulent combustion such thatmore adequate conditioning variables in approaches like CMC [11], CSE [188]and MMC [15] can be defined. An alternative view used in flamelet modellingis to blend, via a flame index, source terms obtained from non-premixed andpremixed combustion modes, and this could also be used in traditional transportedPDF model when they are combined with tabulation techniques as in [183].Conceptually, the idea of a flame index could be also used to directly conditionthe mixing operation in MMC, such that mixing across different mode flamestructures is avoided.Another aspect that stems from the inhomogeneity of flame regimes andgives rise to the necessity to use more dimensions to parametrise the reactivescalar manifolds, is the modelling of the cross-scalar dissipations and presumedjoint PDFs in flamelet and CMC. The work by Perry [189] is an initial step forthe construction of higher dimensional presumed PDFs, but attention is neededfor the convolution procedure to compute filtered or averaged quantities.Overall, it is of great importance to note the capacity that the MMC frameworkhas to produce hybrid models that can unify conceptually different combustionmodels such as transported PDF and flamelet. The simulations of stratified andmulti-mode combustion remain a challenge, and questions that need to be solvedin the future, are mostly related to the combination of MMC models proposed
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for premixed and non-premixed combustion. Elements that require attentionfor this merge, include simple and efficient methods for localisation in higherdimensional spaces when multiple reference variables are used and the scaling ofeach reference variable is likely to be different, especially in sparse-Lagrangiansimulations. Moreover, it could be beneficial for computational efficiency todevelop methods that can identify preferential directions for mixing. That is, inmulti-reference variable spaces, locality in higher dimensions is reduced due tothe “curse of dimensionality” and would require an increase of the number ofparticles which in turn would reduce computational efficiency. The combinationwith efficient chemistry calculations should be considered to further enhancethe computational efficiency of both sparse and intensive PDF/FDF simulations.
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