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I. INTRODUCTION
I N [1] , Abbe, Alon and Bandeira consider linear Boolean classification which is the problem of determining via linear queries which of two given sets of Boolean vectors an unknown vector belongs to. Determining the least number of queries is equivalent to finding the minimal rank of a binary matrix whose kernel does not contain any vector of a some fixed set S. A special case of this classification problem is when S is a ball. This special case is equivalent to one of the fundamental open problems of coding theory, namely of determining the maximal dimension of a binary linear code with given length and distance. Abbe, Alon and Bandeira consider the special case in which S is an annulus, motivated by the problem of correcting a black and white pixel image with respect to two possible corrected images, one light and one dark.
These problems are special cases of the Critical Problem posed in 1970 by Crapo and Rota [2] . This is the problem of finding the maximum dimension of a subspace that contains no element of a fixed subset S of F n q , or in the original statement of the problem, of finding the least number of hyperplanes whose intersection contains no element of S. This least number was introduced in the context of matroid theory where it has attracted attention as the critical exponent c(M, q) of a F q -representable matroid M. See [3] - [10] for general results on the Critical Problem. For the critical exponents of certain binary and transversal matroids, see [11] - [17] . For results on tangential k-blocks over F q , i.e., F q -representable matroids whose critical exponent is k + 1 and whose proper loopless minors have critical exponent k, see [18] - [23] and see [24] - [26] for generalisations of the critical exponent to linear codes over groups and to polymatroids. The excellent monograph-length survey [7] by Kung provides an in-depth and extensive overview of the Critical Problem and of the critical exponent.
There are only few general results on the critical exponent, one of which is the following bound by Kung [7, eq. (4.10)]:
where g denotes the girth of M, that is, the minimum cardinality of circuits of M.
The purpose of this paper is to introduce the covering dimension for linear codes over a finite field F q which is analogous and, as we shall see, equivalent to the critical exponent for representable matroids. In Section III, we prove an upper bound on the covering dimension (cf. Theorem 13) that improves Kung's bound above. Furthermore, in Section IV, we provide constructions of linear codes over finite fields that attain our improved bound, thus proving that it is tight. First however, we present preliminary definitions and notation in Section II.
II. PRELIMINARIES
Set E := {1, . . . , n}. Let F n q := F E q be the vector space of ordered n-tuples of elements from F q indexed by E. The support and weight of each vector x = (x 1 , . . . , x n ) ∈ F n q are given by supp(x) := {i :
Similarly, the support and weight of each subset B ⊆ F n q are defined as follows:
For vectors x = (x 1 , . . . , x n ), y = (y 1 , . . . , y n ) ∈ F n q , define the inner product
Let C be an [n, k] code over F q ; that is, a k-dimensional subspace of the vector space F n q , and let G be a k ×n generator matrix over F q whose rows form a basis for C. The dual code C ⊥ of C is defined by where y T is the transpose of y. The minimum Hamming weight of C is defined by
The minimum Hamming weight of the dual code C ⊥ is often simply denoted by d ⊥ := d(C ⊥ ). It is easy to show that d ⊥ is the smallest integer for which there exist
We now introduce the covering dimension of C, denoted by γ (C), as follows:
The covering dimension γ (C) and the critical exponent c(M; q) for matroids are closely related, so let us now introduce c(M; q). For each subset X ⊆ E, the shortened code, denoted by C/ X, is the linear code obtained by deleting the (zero) coordinates X from each codewords x ∈ C with supp(x) ∩ X = ∅. The punctured code, denoted by C \ X, is the linear code obtained by deleting the coordinate X from each codeword in C. Note that one of the generator matrices for the code C \ (E − X) is G X , the submatrix of G containing the columns indexed by X. The function ρ given by ρ(X) := dim C \ (E − X) = rankG X for X ⊆ E induces a matroid M C = (E, ρ) (the interested reader can find more information on matroids in [27] and [28] ; however apart from this section, the present article does not assume such knowledge). The critical exponent c(M C ; q) of M C is defined by
if M C has a loop; min{ j ∈ Z + : p(M C ; q j ) > 0}, otherwise where p(M C ; q j ) is an evaluation of the characteristic polynomial of M C , defined by
The Critical Problem of matroid theory is to determine c(M C ; q) (see for instance [2] - [7] ). One of the main tools that has been used to address the Critical Problem is the following result widely known as the Critical Theorem by Crapo and Rota [2] (see also [4, Th. 2] ). Theorem 2 (The Critical Theorem): Let C be an [n, k] code over F q . For any X ⊆ E and any m ∈ Z + , the number of ordered m-tuples
By applying E := X to the Critical Theorem, we see that the covering dimension γ (C) of a linear code over F q is equal to the critical exponent c(M C ; q) of its induced matroid M C . Lemma 3 implies that the covering dimension γ (C) of a linear code is fundamentally set-theoretical and combinatorial, rather than algebraic. Conversely, the lemma implies that the critical exponent of a representable matroid M does not depend on any particular linear code C for which M = M C ; this also follows directly from the Critical Theorem. As a corollary to Lemma 3, and using the fact that the circuits of M C are also the minimal nonempty codeword supports of the dual code C ⊥ (cf. [27] ), we may re-cast Theorem 1 as follows:
Here, the condition d ⊥ ≥ 3 re-phrases the statement in Theorem 1 that the matroid M C is simple: it has no loops or parallel elements; in other words, each generator matrix G of C has no zero column vectors or any linearly dependent pair of column vectors, so any linearly dependent set of column vectors of G must have cardinality at least three.
The following lemma provides a very useful correspondence (cf. [29, Lemma 2]):
Then A has a generator matrix MG where M is an r × k matrix over F q , and each column of MG is a non-zero vector. Hence, the null space of M is a (k − r )-dimensional subspace of F k q that contains no column vector of G.
Conversely, let U be a (k − r )-dimensional subspace of F k q which contains no column vector of G. Let M be a parity check matrix for U ; then each column of MG is a non-zero vector. Then the row span A of MG is an [n, r ] subcode of C with support Supp(A) = E. We summarize the above results as follows: Proposition 6: Let C be an [n, k] code over F q with generator matrix G. The following are equivalent:
(3) m is the smallest integer for which a (k−m)-dimensional subspace U of F k q exists that contains no column vector of G. Let us conclude this section with an example to illustrate γ (C) and c(M C ; q).
Example 7: Let C be the binary [n, k] linear code with n = 3 and k = 2 that is generated by the matrix
Since [111] is not a codeword of C, we see that A (1) 3 = 0. On the other hand, A
The minimum Hamming weight of the dual code C ⊥ is d ⊥ = 3, so C attains Kung's Bound tightly:
As Lemma 3 and Proposition 6 assert, we see that
III. AN IMPROVED BOUND
We will now take a closer look at Kung's Bound (Theorem 4) in order to sharpen it, which we do in Theorem 13 of this section. First, we consider codes that attain Kung's Bound.
A. Codes Attaining Kung's Bound
Let G be a k × n matrix over F q which contains as columns exactly one multiple of each nonzero vector in F k q . Then the
Hamming code. It is known that, for each r = 1, . . . , k,
where k r q denotes the Gaussian binomial coefficient (cf. [29] ). We see that i = n if and only if r = k. Therefore, γ (H ⊥ ) = k(= k − 3 + 3), and H ⊥ attains the bound in Theorem 4.
A maximum distance separable (MDS) code over F q is an [n, k] code over F q whose minimum Hamming weight is n − k + 1. Since the dual code of an MDS [n, k] code over F q is also an MDS code, it follows that an [n, k] code C is an MDS code if and only if d ⊥ = k + 1. According to [30, Th. 6, p . 321], the number A w of codewords of weight w in an MDS [n, k] code over F q is given by
From Equation (2), we have that
Therefore, if A n = 0, then A n−1 = (−1) k n n−2 k−1 = 0 and k is even, and so γ (C) = 2(= k −(k +1)+3). It is remarkable that A n /(q − 1) and thus γ (C) do not depend on q; this is due to the extremal nature of MDS codes whose codeword weights and supports are given by code parameters as demonstrated by the above expression for A w ; see also Remark 10 below.
We summarize the above results as follows:
Hamming code or an MDS code having no codewords of weight n, then C attains Kung's Bound.
Example 9: The binary [3, 2] linear code C from Example 9 is an MDS code with no codewords of weight n = 3. As Proposition 8 asserts, and as we saw in Example 9, the code C attains Kung's Bound.
Remark 10: In [31] , it is shown that if C is an MDS code over F q of length n ≤ q + 2 with no codewords of weight n, then C is a binary [n, n − 1] code with odd n or a [q + 1, 2] (dual Hamming) code over F q .
We now classify two important classes of codes that attain Kung's bound, in the following propositions that will be used in the next subsection.
Proposition 11: Let C be a linear [n, k] code over F q with d ⊥ = 3. Then
if and only if C is isomorphic to a dual Hamming code.
Proof: From Proposition 6, γ (C) = k if and only if each 1-dimensional subspace of F k q contains one column vector of a generator matrix for C; since d ⊥ = 3, any two such column vectors are linearly independent, so C is isomorphic to the dual Hamming code.
Proposition 12: Let C be a binary linear [n, n − 1] code with d ⊥ = n. Then
if and only if n is odd.
Proof: C is isomorphic to a binary code C having generator matrix of the form G = [I n−1 1 T ] where 1 : =  (1, . . . , 1) . Therefore, C contains (1, . . . , 1, 1 + · · · + 1) = (1, . . . , 1, n − 1) (mod 2) as a codeword, so 1 / ∈ C if and only if n is odd.
B. An Improved Bound
We now turn to the main aim of the paper which is to sharpen Kung's bound for codes (Theorem 4). In light of Proposition 8 and inspired by Remark 10, we prove that Kung's bound may be sharpened as in the following theorem.
unless C is isomorphic to a dual Hamming code or C is a binary [n, n − 1] code such that d ⊥ = n is odd, in either which case γ (C) = k − d ⊥ + 3.
Example 14: Let C be the [11, 5] Then the dual code C ⊥ is an [11, 6, 5] quadratic residue code. By Magma calculations (cf. [32] ), we have that
so we see that C attains equality in the bound of Theorem 13.
This section serves to prove Theorem 13. We first require two auxiliary lemmas.
Proof: The only scalars in F q that satisfy a 1 (u 1 + αu t ) + · · · + a t −1 (u t −1 + αu t ) = 0, or, equivalently,
are a 1 = · · · = a t −1 = 0. Lemma 16: Let {u 1 , . . . , u t } ⊆ F m q be linearly independent and let D, D , and D 0 be subspaces generated by vectors
then a 1 = · · · = a j −1 = a j +1 = · · · = a t −1 = 0, a j = 1, and α = β. The converse is trivial, so D = D if and only if α = β. Now suppose that α = β.
for some a 1 , . . . , a t −1 , b 1 , . . . , b t −1 ∈ F q . Then a i = b i for all i = 1, . . . , t − 1, and so (a 1 + · · · + a t −1 )(α − β) = 0.
We see that a 1 + · · · + a t −1 = 0, so v = a 1 (u 1 + αu t ) + · · · + a t −1 (u t −1 + αu t )
and we conclude that v ∈ D 0 . We now prove that Theorem 13 is true for a large class of binary linear codes.
Proposition 17: Let C be a binary [n, k] code with 3 < d ⊥ < k + 1. Then
Proof: Assume that the proposition is false; then by Kung's Bound (Theorem 4),
contains at least one column vector of a generator matrix G of C. Since t + 1 ≤ k, there are t + 1 linearly independent column vectors g 1 , . . . , g t , g t +1 of G. By Lemma 15, g 1 + g t , . . . , g t −1 + g t are linearly independent. Their span D is a (t −1)-dimensional subspace of F k q and therefore contains a column vector of G, say
If a i = 0 for some i , then {u, g 1 , . . . , g i−1 , g i+1 , . . . , g t } is linearly dependent, a contradiction since d ⊥ > t. It therefore follows that a i = 0 for all i , and so u = g 1 + · · · + g t −1 + (t − 1)g t (mod 2).
If t is odd, then u = g 1 + · · · + g t −1 and so {u, g 1 , . . . , g t −1 } is linearly dependent, a contradiction. Therefore, t is even. Similarly, the (t − 1)-dimensional subspace D generated by g 2 + g t +1 , . . . , g t + g t +1 contains a column vector v = g 2 + · · · + g t +1 of G. Since {g 1 , . . . , g t +1 } is linearly independent, we have that u = g t +1 and v = g 1 . It follows that u + v = g 1 + g t +1 and so {u, v, g 1 , g t +1 } is linearly dependent. Hence, d ⊥ ≤ 4 and since d ⊥ ≥ 4, we see that d ⊥ = 4. However, t is even, so d ⊥ = t + 1 is odd, a contradiction. We conclude that the proposition must be true for C.
Let us now consider linear codes over odd fields. Lemma 18 [30, Th. 11, p. 326 ]: If C is a nontrivial [n, k ≥ 3, n − k + 1] MDS code over F q with q odd, then n ≤ q + k − 2.
Proposition 19: Let C be an [n, k] code over F q with d ⊥ > 3 and q odd. Then
Proof: Assume that the proposition is false for C; that is,
Assume further, without loss of generality, that G = [I k A] is a generator matrix for C. By Proposition 6, we see that our assumptions imply that each (t − 1)-dimensional subspace of F k q contains at least one of the n column vectors of G. Let g 1 , . . . , g t be t column vectors of G and note that they are linearly independent since d ⊥ = t + 1. For convenience, write F q = {α 0 = 0, α 1 , . . . , α q−1 }. For each i = 0, 1, . . . , q − 1, let D i denote the subspace generated by g 1 + α i g t , . . ., g t −1 + α i g t . From Lemmas 15 and 16, D 0 , . . . , D q−1 are mutually distinct (t − 1)-dimensional subspaces of F k q . By assumption, each subspace D i contains a column vector u i of G of the form
Now consider the matrix
Each of the columns in G are also columns of G and we claim that these columns are distinct. Clearly, the t columns g i are distinct since they are linearly independent, so assume that u i = g j for some i, j . Then
If j < t, then a j = 1 and a = 0 for all = j and t −1 =1 a = 0, a contradiction. Otherwise j = t, and a 1 = · · · a t −1 = 0 and α i t −1 =1 a = 1, also a contradiction. Hence, no column u i is equal to any column g j . Finally, assume that u i = u j for some distinct i, j ; then by Lemma 16, u i ∈ D i ∩ D j ⊆ D 0 . Therefore, u i is linearly dependent on g 1 , . . . , g t −1 , a contradiction since any t columns of G are linearly independent. We conclude that the columns of G are distinct.
Since these are also columns of G, any t of these columns are linearly independent and, for instance, the first t + 1 column vectors are linearly dependent by construction. Since all columns of G are contained in the span of the t vectors g i , the dimension is exactly t. We see that the code C is an
However, t + q − 1 > q + t − 2, so Lemma 18 implies that C is not an MDS code, a contradiction. Now let C be an [n, k] code over F q with d ⊥ := d(C ⊥ ). It is possible to determine many of the higher weights of C as follows (cf. [33] , [34] ).
Lemma 20:
Using the above lemma, we can verify Theorem 13 for the cases in which d ⊥ = 4.
Proposition 21: Let C be an [n, k] code over F q with d ⊥ = 4. Then
Proof: The Singleton Bound implies that 4 = d ⊥ ≤ k + 1 and so k ≥ 3. By Lemma 20,
We are now almost ready to prove Theorem 13 and only need one more result, namely Theorem 22 below, first proved by Casse [35] (see also [36] , [37] ), which verifies a special case of the following famous conjecture (cf. [38, p. 265] ).
The MDS Conjecture: Suppose that there is a nontrivial [n, k] MDS code over F q .
Then n ≤ q + 1, except when q is even and k = 3 or k = q − 1 in which case n ≤ q + 2.
Theorem 22 [35] : The MDS conjecture is true for each [n, 4] MDS code over F q where q is even and q ≥ 4.
Proof of Theorem 13: Let C be an [n, k] code over F q with d ⊥ ≥ 3. If C is isomorphic to a dual Hamming code or an MDS code having no codewords of weight n, then γ (C) ≤ k − d ⊥ +3 by Proposition 8. Suppose then that C is not isomorphic to either of these types of codes. If d ⊥ = 3, then since C is not isomorphic to a dual Hamming code, Proposition 11 implies that γ (C) = k − d ⊥ + 3; hence by Kung's Bound, γ (C) ≤ k − d ⊥ + 2. If d ⊥ = 4, then the latter bound is also true, by Proposition 21. Suppose therefore that d ⊥ > 4. If q is odd, then γ (C) ≤ k − d ⊥ + 2 by Proposition 19. Suppose therefore that q is even. Now suppose that q = 2. If d ⊥ = k + 1, then C is a binary MDS code and so n = k + 1 = d ⊥ ; also, we have supposed that C must have a codeword of weight n, so by the arguments in the proof of Proposition 12, n must be even, and Proposition 12 and Kung's Bound imply that γ (C) ≤ k − d ⊥ +2. If, on the other hand, d ⊥ ≤ k, then γ (C) ≤ k −d ⊥ +2 by Proposition 17.
Finally, suppose instead that q is even and q ≥ 4. Define t := d ⊥ −1 and note that we have supposed that t > 3. Assume that γ (C) > k − d ⊥ + 2 = k − (t − 1); then by the proof of Proposition 19, we may construct a [t +q −1, t] MDS code C . Then for some t −4 element subset X ⊆ E, the shortened code C / X is a [q+3, 4] MDS code. However, the MDS Conjecture, which by Theorem 22 is valid for these parameters, asserts that no such MDS code can exist, a contradiction. Hence, γ (C) ≤ k − d ⊥ + 2.
IV. A CONSTRUCTION OF MINIMAL BLOCKS
In this section, we present an infinite class of linear codes that each attains the bound in Theorem 13.
As defined in [39] and [40] , a set M of points of the projective geometry PG (k − 1, q) is an r -block over F q for some integer r
A construction of minimal blocks from binary vectors is given by Kung [39] . Our present construction of minimal blocks is new and follows a different approach.
In the following, let k and m be positive integers with m ≤ k. Set K := {1, . . . , k} and let U ∈ K m . Also, suppose that V is a family of m − 1 distinct points v 1 
where e i denotes the vector in F k q with a 1 in the i th coordinate and 0's elsewhere.
Theorem 23: M is a (k − m)-block over F q . To prove this theorem, we need the following lemma. Lemma 24: For any j ∈ U , define
Then the following hold:
(1) |M j | = q k−m .
(2) For any distinct points x = (x 1 , . . . ,
The equation follows.
(2) Set z = x −1 j x − y −1 j y and note that x, y / ∈ X U and that j / ∈ supp(z). If x, y ∈ Y U V , then supp(z) ∩ U = ∅ and so λz ∈ X U ⊆ M for some λ ∈ F q − {0}. Next, suppose that x ∈ Y U V and y = y j e j + y e ∈ Z U and note that x − μ e j = μv i for each v i ∈ V and any μ, μ ∈ F q −{0}. Then supp(z)∩U = { } and z + y −1 j y e = x −1 j (x − x j e j ) = μv i for any v i ∈ V and any μ ∈ F q −{0}, Hence, λz ∈ Y U V ⊆ M for some λ ∈ F q −{0}. By symmetry, the same is true if x ∈ Z U and y ∈ Y U V . Finally, suppose that x, y ∈ Z U . Since x and y are distinct, the support supp(z) consists of either one or two elements of U , and so
Choose any j ∈ U . For any point x = (x 1 , . . . , x k ) T ∈ M j , H x = 0 and so it follows that
For any distinct points x = (x 1 , . . . ,
By Lemma 24 (1),
By (3) and (4), the column vector a j is not in F k−m q , a contradiction. To prove the theorem, we must show that there is at least
Consider first the case x ∈ X U . Set := max{ j ∈ K : x j = 0} and note that ≤ m − k. Consider a (k − m) × k matrix H := e 1 , . . . , e −1 , b, e +1 , . . . , e k−m , y 0 , y 1 , . . . , y m−1 ,
x j e j , otherwise and y 0 := e , y 1 , . . . , y m−1 are mutually distinct points in
We note that there always exist these m points whenever m ≤ q k−m−1 . Let W be the null space in PG(k − 1, q) of the matrix H . Then W has dimension m and x ∈ W but y / ∈ W for any y ∈ M − {x}.
Next we consider the case x ∈ Y U V . Assume without loss of generality that supp( Finally, consider the case in which x ∈ Z U . Assume without loss of generality that supp(x) = {k − m + 1, k − m + 2}; then we can construct the null space W by replacing c by −x −1 k−m+1 x k−m+2 w 1 in the above matrix H . Again, W has dimension m and contains x and no other points of M.
From the definition, M is a minimal r -block over F q if and only if γ (C) = r + 1 for the linear code C having generator matrix G whose column vectors are all points in M (cf. [41, p. 168] ).
Corollary 26: Let M be the set of points defined in Theorem 23 with m = 2, and let C be the linear code over F q whose generator matrix is obtained from M. Then C attains the bound in Theorem 13.
Proof: From the definition of M, we see that d ⊥ = 3 since there are three linearly dependent column vectors in G. Thus, k − 2 + 1 = k − 1 = γ (C) ≤ k − 3 + 2 = k − 1.
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