Abstract. In complex network graph, cut model based on edge centrality doesn't apply to overlapping community detection by minimizing the algebraic connectivity of complex networks. The problem can be resolved by calculating node Correlation coefficients. It cuts one edge at one time, which is the fastest decline in the algebraic connectivity, until to divide into two communities. When components of fielder vector is less than threshold level 'a' and the difference of node adjacent edges which belong to two groups is less than 2, correlation coefficients is calculated. This node's community can be detected by the correlation coefficients. We concluded that elapsed time by ordering matrix is less than before. The advanced cut model can be used in overlapping community detection with higher efficiency and accuracy.
Introduction
With the rapid development of many social networks in the last decade, the social network has a huge amount of data. The number of network nodes can reach millions or billions [1] .The processing of large data also promotes the development of complex network models and methods. Although some community detection algorithms can effectively identify communities in complex networks, the algorithm complexity is still high, and the efficiency is not high. For example, GN (GirvanNewman, 2002) [2] is the classical community detection algorithm. Its main drawback is that each iteration can only delete one edge the time complexity of GN algorithm is O n . A cutting edge model based on the edge centrality measure is proposed in the [18] (Edge Centrality Cut Model, ECCM, Zhang, 2012) . Although the model in a certain extent reduces the time complexity, but it did not consider the overlapping community nodes. The cut model uses the Lanczos algorithm [8] for calculating the second smallest eigenvalue (graphs by algebraic connectivity) of Laplacian matrix. The Related software packages are ARPACK [9] and Irbleigs [10] . The methods based on trace minimization include TraceMin-Fiedler [11] , MC73_FIEDLER [12] and NewTraceMIN [13] . Different solutions lead to differences in computational speed. The speed of matrix reordering before and after is worth further study. In the reference [14, 15, 16] , community is detected by the laplascian matrix and the module matrix. Their eigenvalues are used to reflect the significance of each eigenvector, and the gap between the two eigenvalues can be used as an important basis for the multi-scale community structure detection.
Related Work
Given a network or graph
, V is a set of n nodes and E is a set of m edges. G can be represented by adjacency matrix or incidence matrix. If graph G is sparse networks, nonzero elements in a Matrix is called nz for short. l ij is an edge connecting nodes i and j, ( , ) l i j  . The sparse matrix reordering [17] is shown in Fig. 1 (a) . Where the black point is non-zero elements. The elements in the matrix are scattered and the bandwidth is very large. So the convergence speed can be reduced by using the iterative method. The elements of the matrix are reordered to be shown in Figure 1 (b) , the node distribution is more compact, the bandwidth is significantly reduced. is called the algebraic connectivity of the graph G, and the corresponding normalized eigenvector is called the Fiedler vector. The algebraic connectivity is considered to be a measure of how well-connected a graph is.
That is, the more connected graph has the greater algebraic connectivity on the same vertex set. The algebraic connectivity reflects the degree of connectivity between the nodes in the connected
is monotone increasing in the edge set. The algebraic connectivity function of complex networks is a monotone convex function, which is defined as:
Where 1 l x = if edge l belongs to the edge subset, and 0 l x = otherwise. We study the following problem. Choose k edges from candidate edges that lead to the greatest decrease in algebraic connectivity when cut from G. That is, we want to solve the problem that the following convex function is minimal:
The Application of Correlation Coefficients in Community Detection Algorithm
The reference [18] Edge Centrality Cut Model (ECCM), which is different from the traditional social network Community Detection algorithm, is proposed to deal with the large-scale community structure based on the edge centrality measure. The model is taken by the method of spectral analysis, and the edge centrality of each edge is calculated. The edge which is the greatest decrease in algebraic connectivity is cut. And then the spectral center of the updated graph is calculated iteratively. Once cut an edge, until to 2( ) 0
The model has a great speed improvement in the community division of the social network. Its results are satisfactory, but the model did not consider the overlapping community nodes.
In contrast to the traditional algorithms used to detect communities, the ECCM defines edge centrality by spectral analysis. This cut algorithm is better for medium-size networks with higher efficiency and accuracy. It deletes the node with the highest spectral centrality, and then recalculates the spectral centrality of the remaining nodes.
The algebraic connectivity function of the cut edge model based on the edge centrality measure is 
However the values of the components of the fiedler eigenvector are not well distinct overlapping Community. Thus one has to look at correlations between corresponding components of different eigenvectors, rather than the value of the components itself.
Where the average  is over the first few nontrivial eigenvectors. The quantity ij r measures the community closeness between node i and j.
ECCM with correlation coefficient is as follows:
(1) Calculate the spectral centrality for each edge of graph G based on the edge centrality function and sort them.
(2) Find k edges with the highest spectral centrality ( k 1 ≥ ), and then, delete them; renew the complex network to new G . The choice of k is based on the edge sparse degree of complex networks. When G is a sparse graph, k is equal to one. Otherwise, k is more than one.
(3) Calculate algebraic connectivity of a graph. If 2 0 λ = , the algorithm goes to step (4)， otherwise step (1).
(4) When the corresponding component value of the Fiedler vector of a node is less than the thresholdα, we should analyze the necessity of computing the correlation coefficient. Moreover, we should calculate the correlation coefficient of the node if the difference in the number of edges that it connects to the two communities is less than 2.
(5) Use formula (3) to calculate the correlation. By comparing the two correlation coefficient of the nodes in the two communities, we can determine to which community the node belongs to. 
Test results

Matrix reordering experiment
Matrix reordering experiments use 4 matrices: Dolphin, Football, Netscience and rail_1357. The second smallest eigenvalue and consume time are calculated respectively for matrix no reordering and matrix reordering. As shown in Table 1 , four methods are used for the sparse matrix decrease to a certain degree. 
Test cut model on real network
The real network is the American college football network, a well-known graph regularly used as a benchmark to test community detection algorithms. There are 115 vertices and 613 edges, representing the teams, and two vertices are connected if their teams play against each other. Four cut edge methods are used in the experiments: Random, GN, GACEM(Greedy Spectral Optimal Cut edge Model) [18] and ECCM. GN method is used to delete the edge with largest betweenness. Fig.2(a) shows the test results. The spent time of ECCM is shorter than GN and GACEM, as shown in Table 2 . 
Test cut model on artificial network
Artificial network consists of 1000 vertices and 7572 edges. Its pout is 0.1. Fig.2(b) shows the test results. The initial value of λ 2 of artificial network is 0.919444 and bigger than 0.8 after deleting 80 edges randomly. λ 2 equals to zero after deleting 25 edges with the highest edge betweenness by GN algorithm, and the cutting time is too long. λ 2 equals to zero after deleting 23 edges by GACEM method, and the cutting time is shorter than GN algorithm. ECCM has the same result as GN and GACEM with the shortest time.
The real network is Zachary's network of karate club members [19] , a well-known graph regularly used as a benchmark to test community detection algorithms. It consists of 34 vertices and 78 edges, the members of a karate club in the United States, who were observed during a period of three years. The result of the ECCM is same as for the Laplacian matrix by calculating karate network. Compared to the results using the actual network, the result is wrong. The modularity method is the same as for the actual network. As shown in Figs.3, the eigenvalues of nodes 3, 15 and 21 are close to zero. It is difficult to distinguish which community the nodes 3, 15 and 21
Cutting squence Time(s) Cutting models belong to. When absolute values of the difference between the eigenvalue and 0 are less than the threshold value a. But the difference in the number of edges 15 and 21 that it connects to the two communities is not less than 2. Therefore, correlation coefficient between the node 3 and other is calculated. Node 3 should have same community with node 1 and 2. The result of community detection by the improved ECCM is shown in Fig.4 . 
Conclusion
The Edge Centrality Cut Model with correlation coefficient can apply to overlapping community detection by minimizing the algebraic connectivity of complex networks. When components of fielder vector is less than threshold level a and the difference of Node adjacent edges Belong to two groups is less than 2, correlation coefficient is calculated. Although the ECCM time complexity is relatively low which solve the second smallest eigenvalue of Laplacian matrix by Lanczos algorithm, calculating correlation coefficient also need spend extra time. At the same time, how to detect the large-scale complex network by this model and calculate the second smallest eigenvalue by parallel processing method, these require further study in the future. 
