In this paper we study the global null controllability with bounded controls of perturbed linear systems in R". More explicitly, a globally null controllable autonomous system is perturbed by "suitably small" terms V(f) and B(t) to obtain a system of the form 1= (A + V(t))x+ (E+ B(t))u and sufficient conditions are given to ensure the global null controllability of the resulting perturbed system.
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In this paper, we consider the problem of global null controllability of a linear system i = A(t)x + B(t)u, 2 E [to, a), (S) where x(t) E R", u(t) E R", and A( .) and B( .) are continuous matrix functions of appropriate dimensions. Null controllability means the ability to steer the state of the system from a specified initial condition x(t,) = x0 to the origin by choice of a control function u belonging to some set of admissible controllers U. Null controllability with constrained controls means that the steering is to be accomplished by means of controllers u E U which are restricted in various ways. The natural choices for the set U are the following. We will denote throughout by (A(t), B(t), U) the linear system (S) with u E U. The standard definition of global null controllability is the following: DEFINITION. The linear system (A(r), B(t), U) is globally null controllable on [to, cc) if given any initial condition x(t,) = X~E R", there exists a control function UE U such that the solution x(t) of (A(t), B(t), u(t)) satisfies x(T)=0 for some TE [r,, co).
The majority of results for controllability with constrained controls have been established for autonomous systems. When Q = R", Kalman [7] has shown that a necessary and sufficient condition for global null controllability is rank[B, AB, . . . . A"-'B] = n. Lasalle [IS] considered the case where 52 is a unit ball in R" and has shown that necessary and sufficient conditions for global null controllability were (i) rank[B, AB, . . . . A"-'B] =n and (ii) each eigenvalue /z of A satisfies Re( I.) G 0.
Saperstone [lo] and Brammer [ 1 ] have extended the previous results by examining the case where 0 $ int(Q) and gave necessary and sufficient conditions for global null controllability with positive controllers.
For nonautonomous systems, Kalman [7] has shown that when Q = R'", (S) is globally null controllable on [t,, co) iff the controllability matrix K(t,, t,) is positive definite for some t, E [to, co), where K(t,, tr) = I::, &I,, ~1 B(z) BT(r) d'( z,, r) dz and &t, 7) is the state transition matrix for (S). When the control is constrained, the major global results are those by Conti [3] . Conti gives the necessary and sufficient condition (A(f), B(t)> U,h 1 <q< +.a, is globally null controllable on [to, cc) iff 1; IIB'(r) #T(tO, t) yjl p dt = +co for all nonzero vectors 4' E R". Here p is conjugate to q, i.e., l/q + l/q = 1. Schmitendorf and Barmish [ 111 extended Conti's result in the case where Q is a compact subset of R" containing 0 not necessarily as an interior point (i.e., a translate of U, passing through the origin).
Throughout this paper, the starting point is a linear, autonomous, globally null controllable system which is subsequently perturbed by "suitably small" nonautonomous terms. The problem is to find conditions on the perturbations that ensure the global null controllability of the resulting time varying system. First, sufficient conditions for global null controllability by means of unconstrained controls are given. Thereafter, the controls are constrained either by norm or by range. It is then shown that asymptotically stable or stable autonomous systems, when appropriately perturbed, are also globally null controllable by means of these constrained controls. In the second section of this paper, with the help of asymptotic integration theorems, more general perturbed systems are then considered and further sufficient conditions are established for global null controllability by means of constrained controls. The main tools used to establish these various sufficient conditions for global null controllability are Conti's general controllability criteria, classical asymptotic integration theorems such as Levinson's, and Kalman's concept of uniform controllability.
Notation.
We will use 11. I( z to denote the euclidean norm of a vector in R" or R". The matrix norm used throughout is the corresponding induced norm. Whenever we denote a linear control system by (A(t), E(t), U), any statement about its controllability refers to controllability by means of the set of admissible controllers U. If the symbol U is omitted in the notation, then controllability means controllability with unrestricted controls, i.e., u= ~:,,cto, 02 1.
GLOBAL NULL CONTROLLABILITY OF PERTURBED LINEAR SYSTEMS
In this section, we show that global null controllability with constrained controls is preserved under "suitably small" perturbations. As a preliminary step we establish the following three lemmas. The first and second lemmas give conditions under which a perturbed linear system is controllable and the third states that if your perturb a uniformly controllable system by perturbations satisfying these same conditions, then uniform controllability is in some sense also preserved. (1.1) Let 4 and 6 denote the respective transition matrices for (A, 0) and (A + V(t), 0). Using the variation of parameter formula, 4 is given implicitly, for all t > s 2 t,, by Therefore, using Gronwall's inequality and (1.1 ), we have for all t 3 t, II&t + CT, t)ll ,< Ke"" exp < K,e"".
(1. 3) In the previous inequality, we used the fact that ilb(t, s)ll = jjeA(t-s)jl < Ke '('-') for some appropriate c( and K> 0. Moreover, using (l.l), (1.2), and (1.3), we have for all r > t, and SE [t, t+cT],
I
(1.4) I Let K and R denote the respective Kalman controllability matrices for (A, B) and (A + V(t), B). For all f > fl, with lJBI[ = M and using (1.3) and (1.4), we obtain the following estimate: II (t + 0, s)-ti(t + 0, s)ll IPII llBTll Ili'U + q, s)ll ds I Ii-L7 + j, ll4( + r g> s)ll lI4/ llB7l ll$'U + 0, $I-4T(t + 0, ~111 ds
The previous inequality implies that the norm IIR-K/l can be made arbitrarily small be choosing f sufliciently large. It follows therefore that R(t, t + a) is positive definite for sufficiently large t and hence that the pair (A + V(t), B) is controllable on [to, co).
At this point we can complete the previous lemma by including a perturbation term in the control matrix B and we obtain the following result. ProoJ: Let K, z, I? be the respective controllability matrices of (A, B), (A + V(t), B), and (A + V(t), B + B(t)). For any fixed positive number (T, we have for all t > t,
Given E > 0, there exists t, > t, such that for all t > t,, \IR(t, t + r~) -K( t, t + o)ll < 42 (see previous lemma). The first term on the right hand side of (1.5) can be estimated explicitly as llI?(t, t+o)-R(t, t+a)ll <(+" (II&t + 6, s)ll [IIB(s)ll JIB=+ B'(s)11
For the same E > 0 given above, there exists t, 3 t, such that for all t 2 t,, l:+O IIB(s)ll dsd (2NZ$ e2aa)-1&, where N is a bound for ljBl\ and l/B+B(s)(l. Thus, IIK(t, t+u)-R(t, t+a)ll<~/2 for all t>,t2. We conclude from (1 S) that
for all t Zmax{t,, t2).
This implies that k((t, t + a) is positive definite for sufficiently large t and any fixed positive number cr. Hence the pair (A + V(t), B + B(t)) is controllable on [to, co). The last lemma shows that the perturbed linear systems considered so far are in a certain sense uniformly controllable, if the unperturbed autonomous system is controllable. Assume that lim,, += J:+' l/V(s)(i ds=lim,, +mJ:+' IIB(s)ll ds=O. rf (A, B) is controllable, then (A + V(t), B + B(t)) is uniformly controllable on [t 1, 00) for sufficiently large tl .
Proof Let K and k denote respectively the controllability matrices of (A, B) and (A + V(t), B+ B(t)). By hypothesis (A, B) is controllable, therefore uniformly controllable. Hence, for any fixed positive number 0, there exists a positive number p depending on e (and A, B) such that K( t, t + a) > ~1 for t > t,. Letting y be any nonzero vector in R", we have for all t 3 to Ywt, t+4YwlYll:-IlRt, t+a)-K(t, t+a)l/ IIYII:.
From Lemma 1.2, given E > 0, there exists t, > t, such that for all t 2 t, rm, t+fJ)Y2(P-E) IIYII:.
Therefore there is a choice of a positive number p depending only on c such that for all t 3 t 1 ywt, t+4Ywlyll:.
This implies that (A + V(t), B + B(t)) is uniformly controllable on [tl, co).
Remarks. We note that the condition lim,, +1o s:+ l I( V(s)11 ds includes in particular perturbations V(t) such that lim,, +rc V(t) = 0 or V(t)ELP[to, co) (1 <p< +co).
We are now in a position to apply the preceding lemmas to obtain global null controllability results for perturbed linear systems with constrained controls.
It is a known fact that an autonomous linear system (A, B) is globally null controllable by means of U,, if A is a stability matrix (see Lee and Markus [9, p. 851 ). In the following theorem, we extend this idea by giving some sufficient conditions for global null controllability of a perturbed asymptotically stable system. Then (A + V(t), B + B(t), U,) is globally null controllable from t,.
Proof: By Lemma 3, conditions (a) and (c) imply that (A + V(t), B + B(t)) is uniformly controllable on [tl, + co) for tl suf-liciently large. Condition (b) implies that the homogeneous system (A, 0) is asymptotically stable, i.e., there exists positive constants K, c1 such that lie +S)II <Kc-d-S) for t, < s < t < + co. If we denote by d(t, to) the transition matrix of (A + V(t), 0), we obtain using standard arguments that lld(t+a, t)li <KeP""exp{K~:+" llV(s)(l ds} for tbt,. Given E>O (0 <F < I), there exists t, such that for all t > t, II&t +a, t)ll < KeC""e"< Keep"".
Letting M= Ke and choosing 0 such that UC b In A4 we obtain for any positive integer k and all t > t, II&t + ka, t)ll < MkedkXu.
It follows that for all YE R" IIdT(t> t+ko)yllz3 k Ilyll,.
(1.6)
Using the uniform controllability of (A, B), we obtain for any fixed g>O, TE [to, co)), and PER" for all sufficiently large r, any fixed r~ >O, and some pP>O depending only on (T and p (also on A, B). In case p = + co, (1.9) becomes esssup II~~T+~T~~~~~T~~+~~~~yll,~~~II~ll~ (1.10) SE[I.T+ (T] for sufficiently large T', any fixed CJ > 0, and pL, > 0 depending only on c. TO prove global null controllability, we will use Conti's criterion. In the case of U = U, with 1 < q < +co, the criterion assumes the form t)ylIfdt= +a for all nonzero y E R".
Letting t be sufficiently large, we obtain c(7)=J+x II(BT+B'(f))d'(7, t)~ll$dt 7 = k:l s.r:,:-I )n lI(BT+ LIT(t)) d'(z + ka, t) q5T(z, z + ko)yllf dt.
Using (1.9) and (1.6) we have
IlYllf.
Choosing cr such that cw 2 In M, it follows that C(r) = +co. Since C(z) and C( to) converge or diverge together for all nonzero vectors y E R", it follows that C(t,) = +co. This completes the proof of global null controllability of (A + V(t), B+B(t), U,) with 1 <qd +co.
In the special case q = 1 (i.e., p = +a), Conti's criterion for global null controllability assumes the form C(t,)=esssup II(BT+BT(t))q4T(f0, t)yJ12= +cc tc [ro.z) for all nonzero vectors y E R".
Letting r be large enough so that (1.10) holds, we obtain ck(7) = ess sup ll~~T+~T~~~~~~~7,~~Yll~~~~ll~7~7,7++~~YII,.
Using the estimate (1.6) we conclude that
This implies that C, (7) is an increasing function of k EN. Therefore C(T)= ess sup II(BT+BT(f)) bT(7, f)Yllz It CT, + '*)) Hence C(r) = +co, which proves the global null controllability of (A + v(t), B + B(t), U,).
The second application of Lemma 1.3 treats the case of a system with bounded solutions. 
c) V(t) and B(t) are continuous on [to, a) and satisfy V(t)E L'[t,, co) and j ~+'liB(s)lj ds+Oas t-+ Sax. Then (A+ V(t), B+B(t), U,) is globally null controllable from t,.
Proof: Condition (a) implies that (A + V(t), B + B(t)) is uniformly controllable on [r, + ~10) for T sufficiently large. Condition (b) implies that the homogeneous system (A, 0) is stable; i.e., there exists a positive constant K such that lie A(fp.')I( <Kfor t"<sgt< +co.
If we denote by q4(t, to) the transition matrix of (A + V(t), 0) and use the fact that V(t)tzL'[t,, co), we obtain Ild(t, to)11 d K, for an appropriate K, > 0 and all t 3 t,. It follows that (1.11) for all t, < r d t and y E R".
Subsequently for sufficiently large r and any fixed c > 0, C(s)=l+l Il(B7fBT(t))dT(r, t)y(l$'dt T (using (1.11) ).
Since the last series is clearly divergent, this completes the proof of the theorem.
Remarks and examples. (i) We note that in Theorem 1.2, we do not allow the case q = 1. In fact, the result is not true as the following example shows i-=24 on [to, cc) with UE U, is not globally null controllable since all initial states x(t,) outside the interval [ -1, l] cannot be driven to the origin.
(ii) It turns out that for the systems we are considering, that is, systems which differ from autonomous systems by "small" time-varying perturbations, the boundedness of the solutions is a sufficient condition for global null controllability with constrained controls. This is true because of the "almost time-invariant" behavior they exhibit as t + +cc. However, we must note that in general, the boundedness of the solutions of a timevarying linear system is a not a sufficient condition for its global null controllability with constrained controls. It can be shown very easily that the linear system
on Cl, a3)
is not globally null controllable for any U, (1 d q d +a).
(iii) We also observe that we cannot relax the condition on V(t) in Theorem 1.2 to P'(~)EL"[~~, cc) for some p> 1. An example illustrating this fact is f=fx+u t on [to, cc) with a>0 and t, B 1. Here V(t) = a/t E L'[t,, co). The global null controllability of the system by means of U = U, (1~ q < +cc) depends in an essential manner on the number a. Indeed we conclude using Conti's criterion, that the system is globally null controllable by means of U,iff aq > q -1.
In the next section, we will deal in more detail with problems of this kind. As the previous example shows, in order to generalize Theorem 1.2, we have to establish conditions (on perturbing term) that will depend in an essential way on the chosen set of admissible controllers U,.
GLOBAL NULL CONTROLLABILITY OF PERTURBED LINEAR SYSTEMS USING CLASSICAL ASYMPTOTIC INTEGRATION THEORY
The results in this section are extensions of Theorems 1.1 and 1.2 of Section 1, in the sense that in the hypotheses we relax the conditions on the eigenvalues of the matrix A (therefore allowing unbounded solutions) and strengthen those on the perturbing term V(t). We observe that in the proof of Theorems 1.1 and 1.2 only estimates on the norms of the solutions were needed to establish the global null controllability property. However, in light of the example at the end of the preceding section, we will need a more explicit knowledge of the structure of the solutions than just normestimates on their growth as t -+ +co. This is why the results of the theory of asymptotic integration will become relevant to our work.
As observed before (see remark (iii), at the end of Section l), whether a given system is or is not globally null controllable will depend on the choice of the set of admissible controllers. Therefore, in the sufficient conditions we give, there is an obvious interplay between the number q and the perturbation term V(t).
We start by stating the following theorem (see Conti [3, p. 1621) which is especially important since it characterizes the basic assumption for the perturbation problems we give in this section.
THEOREM (Lasalle, Conti) . Consider the linear autonomous control system (A, B, U,) where 1 < q < + 00. Then (A, B, U,) is globally null controllable tf and only tf: In the proofs of the perturbation results, we make use of the following easy lemma. LEMMA 2.1. Let J be an n x n Jordan matrix given by J= @ C; = I Jk, where Jk = n,I, + N,, Re(&) GO (k= 1, . . . . s), I, is the nk x nk identity matrix, Nk is the nk x nk nilpotent matrix (i.e., zeros everywhere except for l's on the first superdiagonal), and xi=, nk = n. Then for each nonzero vector y E R" and all t 2 t,, IIexp( -J*t) yII$a exp( -2~) t2"(a + a(t)), where u E R, v E N, a E R, and a(t) depend in general both on the matrix J and the vector y and satisfy the following:
(1) min l~i~sW~J~~~O, (2) O<v<max,GiG,(ni-l) and We now give a slight generalization of Theorems 1.2 and 1.3 by showing that global null controllability is preserved under suitably integrable perturbations of the coefficient matrix A. No assumption is made on the multiplicity of the eigenvalues of A with real parts equal to zero. 
t r by #'(iI, t)=(Z+DT(t))-'exp(-J*(t-t,))(Z+DT(t,)).
We observe that since D(t) -+ 0 as t -+ x, (I+ D'(t)) is invertible for large t, say for t 2 t,. Therefore we may write This completes the proof of Theorem 2.1.
Remark. The assumption V(t) in Theorem 2.1 cannot be relaxed to j; (1 P'(t)\1 dt < +co. Not only would the asymptotic integration result not apply, indeed, in case A is nondiagonalizable, an absolutely integrable perturbation may modify the nature of the solutions of the homogeneous system (A, 0) so drastically that the global null controllability property of (A + V(t), B + B(t), U,) is lost.
This can be shown using the following example Therefore it can be checked very easily using the initial condition y = (1,0) that the system is not globally null controllable by any U, (1 < q d + aj ).
In the case where A has distinct eigenvalues (but not necessarily distinct real parts), we can generalize the previous result by relaxing the conditions on the perturbing term V(t). The asymptotic representation of the solutions in this case will be given by Levinson's theorem in asymptotic integration theory (cf. Coddington and Levinson [2, p. 921).
We now state Levinson's theorem and apply it thereafter to a control problem.
THEOREM (Levinson). Let A be a constant matrix with all distinct eigenvalues, V'(t) be continuous for t> t,, V(t)-+0 as t -+ +so, I/ V'(t)11 E L'(t,, co), R(t) be continuous for t> t,, IIR(t)ll E L'[t,, a), and assume that the eigenvalues of the matrix (A + V(t)) satisfy the condition that for each index pair j # k there exists K > 0 such that either (i) .f:, ReMs) -J,(s)) d s+ +a as t + +oo and J": Re(l,(s)-Ai( ds > -K for all t, 6 s < t, or
(ii) si Re(&(s) -Aj(s)) ds < K for all to <s < t.
Then the linear system x = (A + V(t) + R(t))x has a fundamental matrix satisfying as t + +a3
where P is a constant invertible matrix that diagonalizes A and A(t) is a diagonal matrix with components the eigenvalues of A + V(t).
Remark. The statement of Levinson's theorem might give the impression that it is very hard to apply because the asymptotic representation of the solutions involves the diagonal matrix A(t). It turns out, however, that one does not need to compute A(t) exactly but only up to integrable terms as these terms can be combined with the term o(1) in the asymptotic representation. Indeed, A(t) = ,4 + ;i( t), where I?(t) + 0 as t -+ +co and A(t) can be computed relatively easily up to integrable terms by solving a system of linear equations (for more details cf. Harris and Lutz [S, 61) . This is important in that the sufficient condition we give in the following controllability theorem depends directly on computing J(t) up to integrable terms. THEOREM 2.2. Consider the linear control system (A + V(t) + R(t), B + B(t), U,) on [t,, co), where 1 < q < +co. Assume that the homogeneous system (A + V(t) + R(t), 0) satisfies the conditions of Levinson's theorem. Assume :
(a) lim,+ +oc j-i + ' 1) B(s)11 ds = 0. (b) K,, +m l/in t s:, Re(l,(s)) ds < l/p (where l/p + l/q = 1) for those eigenualues 2, + xi(t) of (A + V(t)) with Re(;l,) = 0.
If (A, B, U,) is globally null controllable, then (A + V(t) + R(t), B + B(t), U,) is also globally null controllable.
Proof Without loss of generality assume A is already in diagonal form since a change of coordinates does not destroy the validity of the hypotheses of Levinson's theorem or the conclusions of this theorem. Using Levinson's theorem, there exists a fundamental matrix X(t) of the homogeneous system (A + V(t) + R(t), 0) satisfying for all t 3 t, sufficiently large: X(t) = (I+ D(t)) exp(J:, (A + ii(s)) ds), where D(t) + 0 as t + +co. The last series is clearly divergent, therefore C( t 1) = + 00. This completes the proof of Theorem 2.2.
