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A natural generalization of the finite-dimensional semisimple Lie algebras 
to the infinite-dimensional case is the Kac-Moody Lie algebra G(A) or more 
generally, the contragredient Lie algebra associated to an arbitrary square 
matrix A [9a, 111. The category a introduced in [la, b] to study the 
representations of finite-dimensional semisimple Lie algebras was extended 
[9b] to the case of Kac-Moody Lie algebras. In [lo], Kac and Kazhdan 
describe the irreducible subquotients of Verma modules. Using this a decom- 
position of the category B was obtained in [3]. In both [3] and [lo] the 
center 3 of the universal enveloping algebra plays no role, since there is no 
analog to the theory of central characters in the infinite-dimensional setup. 
Let G = G(A) be the Kac-Moody Lie algebra associated to a 
symmetrizable generalized Cartan matrix A, and let H = H(A) be the abelian 
diagonalizable subalgebra of G(A). In this article we introduce alalgebra % 
(&i(U(G), a)) of operators on the category P and a surjectio2 /I of % onto 
U(H). The Weyl group W acts on U(H) and the restriction of /3 to the cznter 
3 of (li maps into the invariants U(EQW. In Section 3, we prove that /3 Ij is 
injective and that 3 injects into 3, i: 3 4 3. If G(A) is infinite dimensional, 
then the existence of the Casimir operator [5, 9b] implies that i(j) f 3, and 
hence it follows that the Harishchandra homomorphism is never surjective. 
In Section 4, we deal with the case of affme Kac-Moody Lie algebras. 
Using a theorem of Hochschild and Mostow [6], we deduce that U(H)W is 
the polynomial algebra on two generators. This disproves the conjecture in 
[3] that the image of the Harishchandra homomorphism separ$es the Weyl 
group orbits.* Further, we show that the restriction of p to 3 is an 
isomorphism onto U(H)W. 
* See also 91dJ. 
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1. CONTRAGREDIENT LIE ALGEBRAS 
We recall the definition and some elementary properties of a 
contragredient Lie algebra associated to a Cartan matrix A (cf. [9a, Ill). 
Let A = (aij) be an n x n matrix over 6. Let G(A) be the associated 
contragredient Lie algebra. G(A) is defined uniquely up to an isomorphism 
by the following properties: 
(a) G(A) contains an abelian diagonalizable subalgebra H such that 
G(A) = @ G, 
aEH* 
where G, = (x E G(A): [h, x] = u(h)x Vh E H) and G, = H. 
(b) There exists a linearly independent system a, ,..., a, E H* and 
elements e 1 ,..., e,, j”, ,..., f,, in G(A) such that 
(i) Gai = @ei, G-, = Cfi ((1 < i < n); 
(ii) [ei,fj] = 0 if i$ j; 
(iii) {e, ,..., e,,f, ,..., f,} u H generates G(A) as a Lie algebra; 
(iv) the elements hi = [ei, fi], 1 < i ,< n, are linearly independent; 
(v) aj(hi)=aij, l<i.j,<n; 
(vi) if h E H is such that cl,(h) = 0 for all j = l,..., n, then 
hE jy Ch,. 
i=l 
(c) Any ideal of G(A) which intersects H trivially is zero. 
Let r denote the additive subgroup of H* generated by (a, ,..., a,,) and set 
f+ = {Cy=r kiai: ki E L, ki>O, i= l,..., n}. Call an element 0 #a E r a 
root of G(A), if G, # (O}, and let A denote the set of roots of G(A). Set A+ = 
Anr,. Clearly if aEA, either aEA+ or -aEA+. Set N+=BaEd+Ga, 
N- = OaEA+ G-,. ThenwehaveG(A)=N-@H@N+. 
For a subalgebra C of G(A) let U(C) denote the universal enveloping 
algebra of C, identified as a subalgebra of U(G(A)). Thus 
U(G(A)) = U(N-) 0 U(H) 0 U(N+). 
In particular we may write U(G(A)) as the direct sum of two subspaces 
U(GV)) = U(H) 0 (N- U(G(A)) + U(G(A)) N,). 
Let /3: U(G(A)) + U(H) denote the projection of U(G) on U(H). 
478 CHARIANDILANGOVAN 
Fix p E H* such that p(hi) = 1 for i= l,..., n. Let <: U(H) M U(H) be 
defined by 
l is an automorphism of U(H). Set @= <. p. 
Call an element I E H* integral, if J(hi) E Z for all i = l,..., n. The set of 
all integral elements is Zariski dense in H*. 
The Cartan matrix A is said to be symmetrizable iff there exists a 
nondegenerate diagonal matrix D = diag(d,,..., d,) such that DA is 
symmetric. In that case we have the following result [9a, Proposition 7 and 
11, Lemma 71: 
PROPOSITION 1.1. There exists a nondegenerate C-valued symmetric 
bilinear form ( , ) on G(A) such that: 
(a) ( , ) is G(A) invariant, i.e., (a, [b, c]) = ([a, b], c) Va, b, c E G(A). 
(b) The restriction of ( , ) to H and to G, @ G-,(a E A+) is 
nondegenerate. 
(c) (G,,G,)=O ifa+P#O. 
(d) For each a E A+, e, E G,, e-, E G-, one has: 
where h, = Cyzl kidihi ifa = Cy=, kiai. 
(e) (hi, hj) = dy ‘aij. 
The restriction of ( , ) to H induces a nondegenerate bilinear form on H* 
which satisfies (A, u) = J(h,), L E H*, q E IY 
We assume now that A is symmetrizable, and such that aii = 2, aij = 0 
implies aji = 0, and aij are nonpositive integers for i # j. G(A) is called a 
Kac-Moody Lie algebra. Define reflections si on H* by s,(A) = A- n(hi) ai, 
I E H*. The group W generated by the reflections {Si}l~i(n is called the 
Weyl group of G(A). W leaves ( , ) invariant, i.e., (WA,, WV) = (A, v), 
VW E W, A, q E H*. Clearly the action of W on H* induces an action on H 
and hence on U(H). Let U(H)w denote the algebra of invariants under this 
action. 
The following result may be proved exactly as in the case of finite- 
dimensional semisimple Lie algebras [7, Sect. 23.31. 
LEMMA 1.2. The restriction of B to the center 3 of U(G(A)) is a 
homomorphism, and j!?(j) c U(H)W. 
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2. THE ALGEBRA ‘U(U(G(A)), ~9’“) 
Let R be an associative algebra (over C) with unit, and let @ be a full 
subcategory of the category of R-modules. 
Let Z + be the set of all nonnegative integers. 
DEFINITION 2.1. Let a = (aJnez+, a, E R, be any sequence of elements 
in R. Say a is g-admissible if the following property holds: VA4 E g’, 
m E M, there exists an integer N(M, m) such that if n > N(M, m), then 
a,m=O. 
Let U(R, g) be the set of all %!Y-admissible sequences in R. Define addition 
and multiplication in U(R, g) by 
where a = (a,), b = (b,) are any two elements of ‘u(R, F). It is easy to check 
that a + b and a . b are both in %(R, @Y) and that this defines the structure of 
an associative algebra on ‘u(R, g). Fix an inclusion R 4 ‘U(R, g) by 
x w (x, 0 )...) 0 )... ). 
Let a E U(R, g), Then a defines an operator a, on any module M E g by 
~,~(m) = x arm, m E M. 
E-Z, 
Clearly (a + b), = aM + b,, (ab), = aM . b,v for any a, b E ‘u(R, 9). Thus 
any R module in %Y is automatically an YI(R, g) module. 
Let .S-(R, @Y) denote the ideal 
.Y(R, g) = {a E U(R, SF): u,~ = 0 VM E g) 
and let ‘%(R, @?) denote the quotient a/3’. Let a E %(R, 5Y) and let {a,} E 
2I(R, g) be any representative of a. For ME g’, set a,W = aM. Clearly fiM is 
well defined. Let u: L + H Z + be any bijection of 2,. Set a, = ((I,~,~),~ 8+. 
Clearly ti = 5,. Let 3 denote the center of ‘%. It is easy to see that following: 
3 = {E E %(R, g): &,W is an R-module map VM E g}. 
From now on, we will deal only with the algebra U(U(G(A)), P), 
henceforth denoted by ‘?I. Recall that P is the category consisting of 
U(G(A)) modules M such that [9b]: 
0) M = OpEH- M, where M,, = {m E M: hm = ,u(h)m, Vh E H} and 
dim M,, < 03. 
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(ii) There exist finitely many elements ,~i ,...,pk E H* such that, if 
,U E H*, M, # 0, then ,D belongs to some D(,uJ (where for y E H*, D(y) = 
{y- cyEl niaj: ?ziE Z,}). 
The morphisms in B are G(A)-module homomorphisms. An important 
class of modules in d are the highest-weight modules. Among these are the 
Verma modules. For ,l E H*, let I(A) be the left ideal of U(G(A)) generated 
by {h - 1(h): h E H} and N, . Set M(J) = U(G(A))/I@). 
It is easy to verify that M(J) is U(N-) free. Also if r E I-+, then 
dim M(A), _ ~ = P(q) w h ere P(q) is the partition function of G(A) [9b]. 
Remark 2.2. (a) Let x E U(N+) N, . The sequence {x”: IZ E Z, } is an 
element of ‘u. Hence U(G(A)) f 2I. 
(b) Let 5 E 3. Then E acts on a highest-weight module with highest 
weight A, by a scalar, say, ~~(a). The assignment 6~ x1(E) defines a 
homomorphism xn from j to C. 
Cc> Let (en,j)nc~+,j=l,...,dimG be a basis of N+, e,,jE G,, and let 
(e- -a,j)neA+,j=1,..., dimG, be a dual b&is of N- with respect to the form ( , ) 
of Section 1. Then e -a,j E G-, by Proposition 1.1(c). Further let {ki},gi6m 
and {kll,<i<m be dual bases of H with respect to ( , ) IHXH. Set Q, = 
C’(C2~ kikl), and for n > 1, Q, = 2 cj,, ee,,jea,j where the sum varies 
over all a with ht a = n, and j = l,..., dim G,. Let R denote the sequence 
CQnLP,. It is easy to see that $2 E 2I. 
Further if J. E H*, n(Q,) = (A + p, 1+ p). By [5, Proposition 4.2; 9b] it 
follows that, for M E b, QM is the Casimir operator on M and hence 0, is a 
G(A)-module map VA4 E 8’. B acts on a highest-weight module with highest 
weight 1 by the scalar (A + p, J + p). Thus J2 @ J and fi E 3. 
Recall the map /I: U(G(A)) ++ U(H) defined in Section 1. 
PROPOSITION 2.3. Let {a,,} E 8. Then P(a,) = 0 for all but finitely 
many n. 
Proof: Let S denote the set 
s= {nE Z+:&2,)#0}. 
Choose A E H* such that A(P(a,,)) # 0 if n E S, and let Us denote a highest- 
weight vector of the Verma module M(A). Thus 
a,zi,, = n(/3(a,)) Us + terms of weight strictly less than A. 
Since {a,) E U, it follows that S is finite. 
Remark 2.4. We have used the fact that given any countable set X of 
elements in U(H) there exists A E H* such that n(x) # 0 if x E X. 
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DEFINITION 2.5. For any a E ‘?I define P(a) E U(H) by 
If a E ,Y’ then the argument in Proposition 2.3 sho:s that P(a) = 0 and 
hence /I factors to aLinear map b of % onto U(H). Set p = c. /?. By abuse of 
notation we denote /I by E Let E E 3. Then 
Since x,1 : 3 w C is a homomorphism it follows that the restriction of p 
(resp. /I) to 3 is a homomorphism. 
We now state our main result. Recall that 3 is the center of U(G(A)). 
THEOREM 2.6. (i) The intersection U(G(A)) n 3’ is zero, and U(G(A)) 
injects into iii. 
(ii) The restriction of p to 3 is an injection into the algebra of W- 
invariant elements in U(H). 
(iii) Assume A is an affine Cartan matrix. Then U(H)W is the 
polynomial algebra on two generators and ,L% 3-+ U(H)W is an isomorphism. 
We will deduce the following theorem from Theorem 2.6 and 
Remark 2.2(c). 
THEOREM 2.6’. (i) The restriction PI,: 3 + U(H)” is an injective 
homomorphism. 
(ii> If G(A) f is in mite dimensional, PI, is not surjective. 
(iii) If A is an affine Cartan matrix, 3 is the polynomial algebra on 
one generator-namely, the unique element (up to scalars) in the center of 
G(A). 
Remark 2.7. If G(A) is a finite-dimensional semisimple Lie algebra, Part 
(ii) of Theorem 2.6 along with the Harishchandra isomorphism theorem 
[ 7, Sect. 23.31 shows that 3 = 3. 
The rest of the paper is devoted to proving Theorem 2.6. We begin with 
the following proposition. 
Let y: U(G(A)) w N- U(N- CiJ H) be the projection of U(G(A)) on 
N- U(N- @ H) corresponding to the decomposition U(G(A)) = U(H) @ 
N- U(N- 0 H) 0 U(G(A)) N, . 
PROPOSITION 2.8. Let a = (a,) E ‘11. Then ~(a,) = 0 for all but finitely 
many n. 
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ProoJ: Suppose the proposition is false. Then for each n with ~(a,) # 0, 
we can find an integer I,, , a set { yj,, } 1 <jG r, of linearly independent elements 
in N- U(N-), and nonzero elements {hj,n}lSjgr, in U(H) such that 
Y(u~) = 2 Yj,nhj,n* 
j=l 
Choose A E H* such that n(h,,,) # 0 for all j, IZ. Let oA be a highest weight 
vector of M(A). Then 
an va = P@J Da + r@n> va 
= wbz)) ua + nonzero terms of weight strictly less than A. 
Hence a,~, # 0 for infinitely many n, contradicting {a,} E 3. 
COROLLARY 2.9. Any {a,} E U may be written as the sum of three 
sequences in ‘u, viz., 
where y’: U(G(A)) ++ U(G(A)) N, is the natural projection. 
COROLLARY 2.10. Let ~7 E 3. Then {~(a,)} E 7 and we can choose a 
representative {a,,} of 5 such that y(a,) = 0 Vn. 
ProoJ Let a E 3. Then ti acts on the highest-weight module M(1) by the 
scalar ~~(6). By Corollary 2.9, we have 
Since C W,> va E 0, +a M(A), , it follows that C ~(a,) vA = 0 and hence 
C y(a,) = 0 (since A is arbitrary). Thus {r(u,)} E 3’. 
3. PROOF OF THEOREM 2.6(i), (ii) 
The r-gradation on G(A) induces a r-gradation on U(G(A)) 
U(W)) = @ WW), - 
rlcr 
For nEr+, set U(N+), = U(G(A)), n U(N+), U(K), = U(G(A))-,, n 
U(N-). Note that dim U(N+), = dim U(N-), = P(r), where P(q) is the 
Kostant partition function. Clearly, 
V’W)), = 0 W-L,, VW U(N+),,,, y” - r’ = r. 
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Let A E H*, and 0 # vA be a fixed highest-weight vector of weight A in the 
Verma module M(1). For any q E I’+ define a bilinear pairing B,,,l: 
M(L, x WV+), -+ C by 
B,,A(Y~,I> xl = W(XY)), YE UK1,. 
Recall the form F” [ 10, Sect. 21 on the module M(A). Let c be the anti- 
automorphism of U(G(A)) with a(e,) = fi, u(fi) = ei, r~ IH = id. Define 
FO: M(A) x M@) + c 
FO(Y,h, Y*V,) = W4Yl)YJ)~ YI > Y, E f-v-). 
For y E U(N),, x E U(N+), we have 
F”W) u,t > YV,) = B,,,(Yv,I 3 xl. (*I 
LEMMA 3.1. Let A E H* be such that M(A) is irreducible [ 10, 
Proposition 3.11. Then B,,, is nondegenerate. 
ProoJ F” has the following properties [ 10, Sect. 21. 
(a) F’(gv, w) = F’(v, a(g)w) for any g E U(G(A)), U, w E M. 
(b) J’“W(~),,, M@),J = 0 ifp, fiu,. 
(c) F” is nondegenerate, since M(A) is irreducible. 
The relation (*) now shows that B,., is nondegenerate and the proof of 
the lemma is complete. 
Fix a basis (xi) of U(N+) with x0 = 1, xj E U(N+),,, and vj < qk implies 
j < k. 
PROPOSITION 3.2. Let EE (u. There exists a representative a = (a,,JnC I, 
of ti such that a, =/?(a), a, E AC U(N- @ H), and a, E U(N- @ H)x,_, if 
n > 2. 
Proof: By Corollary 2.9, it is clear that we may choose a representative 
{b,} of 5 with b, =&d), and b, E NP U(N- OH), and b, E U(G(A)) N, for 
n > 2. For n > 2, write b, as a sum (uniquely), 
(3.3) 
where { ,I$“‘} E U(N-) is a linearly independent set, 0 # { hr’} E U(H) and 
xP’ E ixjJjsL; 
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Choose j, minimal such that for some k, n, xjJ’ = xjo. Choose L E H* 
such that M(A) is irreducible, and J(hp’) # 0 for all n and k with $’ = xjO. 
Let {b,,} be the subsequence of all terms of b, such that for each m,, 
there exists k with xi”‘n’ = xjO, where x~~J is as in (3.3). Choose u E 
M(l),-,jO such that B,jO ,(u, Xl,) f 0 and B Vj,,A(~, Xj) = 0 if j f j,, and 
qj = qj,. The choice of v ‘and j, ensures that bm,v # 0 for all m,. Since 
{b,,} E 2I it follows that {b,,} is a finite sequence. 
Let {cy’} be the sequence { y!J’h~‘x~‘),,,. With j, chosen as above we 
have seen that the set 
Sj, = {(k, n): xp’ = xj,} 
is finite. Since {b,}\{b,,J E U, let j, be the minimal such that for some n & 
{m,}, xp’ = x. . Define Sj, analogously to Sj,. The previous argument shows 
that Sj, is f&e. Repeating this procedure infinitely many times, one shows 
that for all j# 0, the set Sj, 
Sj = {(k, ?I): Xp’ = Xj} 
is finite. This implies immediately that the sequence {cp’} is in ?I. 
Define uj = C(k,n)~.?~ cp’ for j> 2, co= b,, a, = b,. Clearly {a,} 
satisfies the conditions of’the proposition. 
We now prove parts (i) and (ii) of Theorem 2.6. Let 5 E 3 be any element 
in the kernel of p”ij. Clearly d acts trivially on all highest-weight modules. If 
hf 0, choose a representative (a,} E ‘8 as in Proposition 3.2. Then a, = 0, 
and by Corollary 2.10 we have a, = 0. Let m > 2 be the smallest integer 
such that 
Ofu,E U(G(A))x,-,. 
Write a,,, = (CL=, ykh,) x,-i where { yk}igkgr E U(K) are linearly 
independent, and {hk}i Sk.,r are nonzero elements of U(H). 
Choose II E H* such that d(h,) # 0, k = I,..., r, and M(k) is irreducible. 
Further choose v E M(l)n-Vmm, such that BV,-,,A(~, x,-i) = 1 and 
B ~ -, ,A(v, x,J = 0 for all k # m - 1 with rk = n,-, . By the choice of m and 
v it” follows that u,v = 0 Vn # m and hence 
contradicting the assumption. 
Hence ti = 0 and p/j: 3 + U(H) is an injective homomorphism. A similar 
proof shows that U(G(A)) n 7 = 0 so that U(G(A)) injects into 8, say, i: 
U(G(A)) 4 8. Clearly i(j) G 3. 
We now prove that &) E U(H)W. The proof is the same as in the case of 
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finite-dimensional semisimple Lie algebras, as given in [7, Theorem 23.3 ]. 
We include it for the sake of completeness. 
Let i E H* be integral, i.e., l(hi) E Z Vi = l,..., n, and let si: H* -+ H* be 
a simple reflection. Set s;J. = si(3L + p) -p. 
As in [7, Sect. 23.21, either M(sin) 4 M(J.) or M(A) 4 M(s,‘A). Hence 
xn = x,;~ and we have [see Remark following Definition 2.51 
For any integral weight ,U E H*, we thus have p(p(u)) = ,~(s&(a))). Since 
the integral weights are Zariski dense in H*, for any v E H* we have 
@(a)) = v(si(~(~))), and SO 
P”((a) = si(F((d))> i = l,..., n. 
Since the (si)iGiGn generates W, it follows that p”(E) E U(H)W. 
This proves parts (i) and (ii) of Theorem 2.6. 
Remark. The methods of this section can be used to prove the following 
theorem. The theorem is an analog in the infinite-dimensional case of well- 
known results in the representation theory of finite-dimensional Lie algebras. 
THEOREM 3.4. (i) Let 0 # ti E (zi. There exists /z E H* and m E M(A) 
such that Cm # 0. 
(ii) Let 0 # EE % There exists A E H”, A+-dominant integral 
@(hi) E Z+ Vi = l,..., n) such that CL(A) # 0 where L(A) is the unique 
irreducible quotient of M(l). (L(A) is the quasi-simple module associated to A 
[5, Sect. 61.) 
ProoJ (i) Let 0 # C? E %I and let a = { anJnE z be a representative of a 
as in Proposition 3.2. Let i be minimal such that CZ: # 0. If i = 0, 1 the result 
is easily seen. 
Suppose i 2 2. The techniques used in proving Theorem 2.6(ii) yield the 
following: There exists ;I E H*, mEM(A) such that a,m#O, ajm=O if 
j> i. This proves part (i). 
(4 Let k4nsh+ be a representative of d as before, and let i be 
minimal with ai # 0. If i = 0 the result is obvious. For i > 1 write 
where for each k, 0 # h; E U(H), y; E U(N-),k, 6, E Tt and the set 
wJIMy is linearly independent. 
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We can choose I E H* such that 
(a) A(h;)#O, k= l,..., r, 
(b) A is A+-dominant integral with A(h,), i = l,..., n, so large that 
w4-8, = W-8p k = l,..., Y 
and 
Fix one such 1. The form F”: M(A) x M(A) E+ C defined earlier in this 
section is degenerate and yields a nondegenerate contravariant bilinear form 
[ 10, Sect. 21 
By the choice of 1, any u E L(3L)A-l)im, may be written uniquely as yv, for 
some y E U(N-),,-I. 
Since the restriction of F” to L()i)A-,i-l x J~(A)~-~~_~ is nondegenerate, 
there exists v’ E J~(A)~-,~~, such that 
F”(o(xi~l) UA\, u’) = 1 
and 
F(O(Xj) U*) U’) = O if j > i. 
This implies that xi- I v’ = nA and xju’ = 0 if j > i. We therefore have 
a,u’= i y;/z;u, = i qh;)y;# 0 
k=l k=l 
by choice of A. This proves part (ii). 
Remark 3.5. Let E E 3 and let {a,} E ‘?i be a representtive of h as in 
Proposition 3.2. If a,, # 0 for some IZ then E is not zero. This follows from 
the proof of the above theorem. 
4. PROOF OF THEOREM 2.6(iii) 
Throughout this section we shall assume that A is an affine Cartan matrix. 
Let g be a finite-dimensional simple Lie algebra over 6, and let 7c = 
la 1,*-*, a,} denote a set of simple roots of g with respect to a fixed Cartan 
subalgebra h. Let 7~~ (resp. X-) denote the corresponding set of positive 
(resp. negative) roots. Let a, denote the negative of the highest root in 7~‘. 
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The restriction, u, of the killing form of g to $ induces a nonsingular 
bilinear form c* on Ij*. Let A be the n + 1 x n + 1 matrix defined by 
a,. = 2a*(aiy aj> 
V u*(a,, cq) ’ 
i, j = 0, 1 ,..., n. 
A is called an affine Cartan matrix. Let G(A) be the associated Lie algebra 
and H be the abelian subalgebra of G(A) as in Section 1. Then H is of 
dimension II + 2. Let (a,,..., a,) be the set of simple roots of G(A). There 
exists an element d E H, linearly independent with (hi: i = O,..., n), such that 
ai = 0 if i = l,..., n and a,(d) = 1. (G(A) is called the extended affme 
Kac-Moody Lie algebra. For details and references on G(A) see [4,1 lb].) 
Recall the form ( , ): G(A) x G(A) ++ C of Section 1. The restriction of 
( , ) to H is nondegenerate. It is easy to check that in addition to conditions 
(a)-(e) of Proposition 1.1, we can choose ( , ) so that it satisfies 
(4 h,) = 1, (d> hi) = 0, i = l,..., n, (d, d) = 0. 
We shall denote this form by r. Clearly r 1 Cr= I Ghi X Cr=, Chi = u. Let H, 
denote the subspace C1=O Chi. The restriction r( , ) Iq,X,,,, is degenerate, 
and the radical is one dimensional. Let h, denote the unique element in the 
radical with (d, hJ = 1. Clearly a,($,) = 0, i = O,..., n and h, is in the center 
of G(A). 
Let W denote the Weyl group of G(A), and W, the finite Weyl group of g. 
Let D denote the subgroup ({sYpai. s,~: i = l,..., n}) (y E A+ is the smallest 
imaginary root [SC]). D is a normal subgroup of W isomorphic to L”. In 
fact, W is a semidirect product D W,, = W,D of D and W,, where W, is iden- 
tified with the subgroup of W generated by {si: 1 < i < n}. 
Consider the polynomial algebra U(H). We are interested in computing 
the algebra of invariants IY(H)~. Clearly h,E U(H)W. Recall the element 
B E j defined in Section 2, Remark 2.2(c). Then fi, =p’<fi) E U(H)W. In fact 
6, = 2d_hy + x1= 1 hihf, where hi E H,, i = l,..., n, and s(h,, hi) = 6,. Thus 
h, and fi, are algebraically independent elements of U(H)“‘. 
PROPOSITION 4.1. U(H) w is the polynomial algebra C [h,, A,,]. 
The above proposition clearly implies part (iii) of Theorem 2.6. 
Proof. 
&. 
We in fact prove that U(H)D is the polynomial algebra on h, and 
Let SO(r) (resp. SO(a)) be the special orthogonal group with respect to r 
(resp. 0). Fix a basis (h,, h, ,..., h,, d) of H. Let Q denote the matrix of CJ with 
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respect to the basis (hi,..., h,) of H. The Lie algebra so(r) consists of 
matrices of the form 
(4.2) 
where a E 6, b and do are n X 1 matrices, and C is an IZ x n matrix with 
C E so(a). Let p denote the maximal parabolic subalgebra of so(r) consisting 
of matrices of type (4.2) with d, = 0. Let m denote the reductive part of p 
and let u be the unipotent radical. Then 
m= 
and 
U= 
a 0 0 
# 
0 c 0 
0 0 -a 
: a E C, C E so(a) 
1 
: b is any n x 1 matrix i . 
It is easy to see that u is an abelian subalgebra of dimension n. 
Let P be the parabolic subgroup of SO(r) with Lie algebra p, and let M 
(resp. U) be the reductive part (resp. unipotent radical) ofP. 
A simple computation shows that the group D maps into U. Since U is 
isomorphic to C”, and D is isomorphic to H”, it follows that D is Zariski 
dense in U. 
Clearly the group SO(r) acts on U(H) and since D is Zariski dense in U, 
it follows that U(H)D = U(H)‘. Since U is the unipotent radical of a 
maximal parabolic subgroup, it follows by the Theorem in [6] that U(H)” is 
finitely generated. U is a unipotent subgroup of dimension n acting on the 
polynomial algebra U(H) on n + 2 generators. Clearly the general orbits of 
U have dimension n. Hence U(H)” has at most two algebraically 
independent generators. 
Let A, ,U E H* be such that I($,) = ,u(/z,) # 0, and @,,) = ,@,). A simple 
computation shows that there exists g E U such that gA =p. (gA E H* is 
defined by gk(h) = A(g-‘h) Vh E H.) 
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For A E H*, let [,I] denote the orbit of 1 under U in H*. Let X be the set 
{[l]:JEH*, n(h,,#O}. X is well defined. Let 4: X w C* be given by 
#([A]) = (A($,), IQ?,)). By the earlier discussion, 4 is injective. Let Y denote 
the closure of 4(X). The field of rational functions of X and Y are (fract 
U(H))’ and C(h,, d,), respectively. By [ 12, Proposition 3.171 it follows that 
(fract U(H))’ = C(h,, B,,), and hence 
U(H)” = @ [hy, ti,]. 
Since h, and fi,, are W-invariant, U(H)W = @ ]A,, .n”,] and Proposition 4.1 
follows. 
Proof of Theorem 2.6’. Parts (i) and (ii) of Theorem 2.6’ are immediate 
from Theorem 2.6. We shall prove part (iii). 
Let 0 # z E 3 and write 
where P, is a polynominal in h,. 
Claim. P, = 0 if s > 0. 
The claim clearly proves part (iii). 
Proof of Claim. Let (aj;i))nEL be a representative for J2’ as in 
Proposition 3.2, where the basis lxiJisI+ for U(N+) is chosen so that 
(XL)aed+ c {x~}~~~+. Let XL = xica). Then a!(,,+ I = (YL + terms in 
U(N- @ H) whose N- degree is less than r) XL and a&+, does not have 
the term YLXL for s < r. 
Consider C:=OPsQs and let (bJneH+ be an expression for this element. 
Then hi(a)+ I # 0 for every a E A+. Let (zJnsL+ be the expression for z. 
Since z, = 0 for all but finitely many n we have bi(,,+ , - zica)+ I # 0 for 
infinitely many a fZ A+ . By Remark 3.5 this means that z - CLZO P,y is a 
nonzero element of % if P, # 0 for r > 0. The claim follows. 
Remarks. (1) The results of Section 4 hold for Euclidean Lie algebras 
[SC, 1 lb] since the Weyl group W is the semidirect product of a finite group 
W,, and a normal subgroup D 1: L” [SC, Proposition 3.41. The proof is iden- 
tical to the one given in the affrne case. 
(2) The referee has pointed out that (U(G(A)), @) is just the 
completion of the ring U(G(A)) for the topology defined by the powers of the 
left ideal U(G(A)) N, . Let k be any algebraically closed field of charac- 
teristic zero, and let g be the category of finitely generated U(G(A)) 
modules on which N, acts locally nilpotently. (Here G(A) is defined over k.) 
The completion of U(G(A)) with respect to U(G(A)) N, acts on the category 
V and the results of the paper extend to the field k. 
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