ABSTRACT
INTRODUCTION
Currently, available genome data are increasing exponentially with the completion of more and more genome sequencing projects. Driven by this explosion of genome data, computational gene recognition programs are critical for the automatic annotation of such a large amount of uncharacterized DNA * To whom correspondence should be addressed.
sequences. In the past 20 years or so, the accuracy of computational gene-finding methods has been improved significantly and many algorithms have been proposed, such as GeneMark (Borodovsky and McIninch, 1993) , GeneID (Guigo et al., 1992) , MZEF (Zhang, 1997) , Genscan (Burge and Karlin, 1997) , GeneMark.hmm (Lukashin and Borodovsky, 1998 ) and many others (Salzberg et al., 1998) . At the core of most gene recognition algorithms are one or more coding measures which calculate, for any window of sequence, a number or vector intended to measure the 'codingness' of the sequence (Fickett and Tung, 1992) . Common examples include the codon usage vector, base composition vector and some types of Fourier transform of the sequences. These classical methods have been comprehensively reviewed by Fickett and Tung (1992) . However, several problems still remain to be solved. Among them, the issue of finding short genes in prokaryotic genomes and finding short exons in eukaryotic genomes urgently needs to be solved today. In order to find the best composition-based algorithm for the identification of short coding regions in human genes, various algorithms are assessed in this paper, which is organized in a style similar to Fickett and Tung (1992) and Guigo (1999) .
DATABASES AND METHODS Databases
The databases consist of two sets, called the dataset-1 and dataset-2. The dataset-1 contains two subsets, i.e. coding and non-coding fragments of the human DNA sequences, respectively. Each subset of the dataset-1 includes 4000 fragments with length of 200 bp. Coding sequences were extracted from the file 4813_Hum_CDS.fa at the website ftp://genome.lbl.gov/pub/genesets/Human/, Release June 5, 1999. The file contains 4813 complete coding sequences of human genes, beginning from the start codon and ending with one of the stop codons. Non-coding sequences were extracted from the files in the directory intron_v105 at the above website, including complete intron sequences of 462 human genes. The coding fragments were used as positive samples, whereas the non-coding fragments were used as negative samples. The detailed procedure for the construction of the dataset-1 is as follows. The first 4000 genes in the file 4813_Hum_CDS.fa with length longer than 210 bp were used to construct the positive sample set. For each positive sample, a fragment of 200 bp was used. The negative sample set contains 4000 non-coding sequences, in which the length of each sequence is 200 bp. These 4000 non-coding sequences were randomly selected from the sequences in the intron files with length longer than 200 bp. There is no overlapping between any two adjacent non-coding sequences. To compare the composition and statistical features of short CDSs and random subsequences from longer CDSs, we have set up the second database, called the dataset-2. The coding fragments with various window lengths in the dataset-2 were extracted from the short exons matched with known mRNAs. These exons were derived from the exon-intron database (EID), which was based on GenBank (release 112) (Saxonov et al., 2000) . The EID distribution was downloaded from http://mcb.harvard.edu/gilbert/EID/. The detailed procedure for the construction of the dataset-2 is as follows. The complete coding sequences were extracted from the file gb112.exp_mrna.dEID. The exon-intron structures of these sequences in this file were obtained based on matches to mRNAs confirmed experimentally. Using command-line tools provided by the EID itself, we extracted the coding sequences from the species Homo sapiens, and purged the sequences at 99% protein identity level. The obtained coding sequences begin from the start codon and end with one of the stop codons. Sequences whose coding region contains an in-frame stop codon were discarded. After the above screening procedures we obtained 1657 complete coding sequences, which contain a total of 14 003 exons. The exons were divided into eight classes according to their length, i.e. less than 42, 42-63, 63-87, 87-108, 108-129, 129-162, 162-192 and more than 192 bp. The above eight classes consist of 772, 977, 1840, 1865, 1937, 2538, 1590 and 2484 exons, respectively. The coding fragments with various window lengths were extracted from the corresponding classes instead of being extracted randomly from longer CDSs. For example, the fragments of 63 bp were extracted from the exons ranging in size from 63 to 87 bp. The non-coding fragments used as negative samples were randomly extracted from the 4000 intron sequences in the dataset-1. Note that the numbers of positive samples with various window lengths and those of the corresponding negative samples are identical, respectively.
The Z curve methods
The methodology adopted here is based on the Z curve Zhang and Zhang, 1991; Zhang and Zhang, 1994) , which is another representation of DNA sequences. The Z curve method is a powerful tool in visualizing and analyzing DNA sequences. This method has been applied to areas such as distinguishing between genes with and without introns , recognizing coding sequences in the human genome and finding genes in the genomes of yeast (Zhang and Wang, 2000) and Vibrio cholerae (Wang and Zhang, 2001) . Recently, a new ab initio system to recognize protein coding genes in bacterial and archaeal genomes has been proposed, based on the Z curve method (Guo et al., 2003) . This paper is a further development of the methodology, which is presented briefly as follows.
(1) The Z curve parameters for frequencies of phase-specific mononucleotides (3 × 3 = 9). The frequencies of bases A, C, G and T occurring in an open reading frame (ORF) or a fragment of DNA sequence with bases at positions 1, 4, 7, . . . ; 2, 5, 8, . . . , and 3, 6, 9, . . . , are denoted by a 1 , c 1 , g 1 , t 1 ; a 2 , c 2 , g 2 , t 2 ; a 3 , c 3 , g 3 , t 3 , respectively. They are in fact the frequencies of bases at the 1st, 2nd and 3rd codon positions. Based on the Z curve method (Zhang and Zhang, 1991) , a i , c i , g i , t i are mapped onto a point P i in a three-dimensional space V i , i = 1, 2, 3. The coordinates of P i , denoted by x i , y i , z i , are determined by the Z-transform of DNA sequences (Zhang and Zhang, 1991 
The Z-transform of DNA sequences transforms the four frequencies of bases into the coordinates of a point in a three-dimensional space.
(2) The Z curve parameters for frequencies of phaseindependent di-nucleotides (3 × 4 = 12). Let the frequency of di-nucleotides XY be denoted by p(XY ), where X, Y = A, C, G and T. Using the Z-transform of DNA sequences, we have
where x X , y X and z X are the coordinates of a point in a threedimensional space.
(3) The Z curve parameters for frequencies of phase-specific di-nucleotides (3 × 3 × 4 = 36). Using similar notations, we have
where k = 1 means that the nucleotides are situated at the 1st and 2nd codon positions and so forth.
(4) The Z curve parameters for frequencies of phaseindependent tri-nucleotides (3 × 4 × 4 = 48). Using similar notations, we have
(5) The Z curve parameters for frequencies of phase-specific tri-nucleotides (3 × 3 × 4 × 4 = 144). Similarly, we have
(5) By a selective combination of different parameters described above, we obtain n variables or parameters derived from the Z curve method, where n = 9, 21, 21 , 45, 69, 69 , 93, 189 . The different Z curve variables are described in detail in Table 1 . Let the three-dimensional space V X be spanned by x X , y X and z X , V By the direct-sum of the subspaces, an ORF or a fragment of DNA sequence can be represented by a point or a vector in an n-dimensional space V . Taking the case of 21 variables as an example, the direct-sum of the subspaces
where the symbol ⊕ denotes the direct-sum of two subspaces. The 21 components of the space V , i.e. u 1 , u 2 , . . . , u 21 , are defined as follows:
Similarly, an ORF or a fragment of DNA sequence can be represented by a point or a vector in an n-dimensional space V . Note that u i ∈ [−1, +1], i = 1, 2, . . . , n, where n = 9, 21, 45, 69, 93, 189. The space V is an n-dimensional supercube with its side length equal to 2.
To complete the algorithm, we need two groups of samples. One is a set of positive samples corresponding to the proteincoding regions; the other is a set of negative samples corresponding to the non-coding sequences. The two groups of samples constitute the training set, used in the Fisher discriminant algorithm described in the section below. Phase-specific parameters of mononucleotide (9) + phase-specific parameters (k = 1) of di-nucleotides (12) 21 M p D Phase-specific parameters of mononucleotide (9) + phase-independent parameters of di-nucleotides (12) 45 M p D p Phase-specific parameters of mononucleotide (9) + phase-specific parameters of di-nucleotides (36) 69
Phase-specific parameters of mononucleotide (9) + phase-specific parameters (k = 1) of di-nucleotides (12) + phase-specific parameters (k = 1) of tri-nucleotides (48) 69 M p DT Phase-specific parameters of mononucleotide (9) + phase-independent parameters of di-nucleotides (12) + phase-independent parameters of tri-nucleotides (48) 93 M p D p T Phase-specific parameters of mononucleotide (9) + phase-specific parameters of di-nucleotides (36) + phase-independent parameters of tri-nucleotides (48) 189 M p D p T p Phase-specific parameters of mononucleotide (9) + phase-specific parameters of di-nucleotides (36) + phase-specific parameters of tri-nucleotides (144) a The Z curve parameters of mononucleotide, di-nucleotides and tri-nucleotides are represented by M, D and T, respectively. Moreover, a subscript pk is used to denote the parameters that are phase-specific with phase-position k. For example, the subscript p1 indicates that the parameters are phase-specific with k = 1.
The Fisher discriminant algorithm
For the readers' convenience, we describe the Fisher discriminant algorithm briefly here. The Fisher linear equation for discriminating the positive and negative samples in the n-dimensional space V represents a super-plane, described by a vector c which has n components c 1 , c 2 , . . ., and c n , n = 9, 21, 45, 69, 93, 189. Refer to Zhang and Wang (2000) for the detailed procedure to determine c. Based on the data in the training set (including the positive and negative samples), an appropriate threshold c 0 is determined to make the coding/non-coding decision. The threshold c 0 is uniquely determined by making the false negative rate and the false positive rate equal. Once the vector c and the threshold c 0 are obtained, the decision of coding/noncoding for each fragment is simply made by the criterion of 
RESULTS AND DISCUSSIONS The performance of various Z curve methods
To evaluate the performance of an algorithm, we need to discuss the definitions of the sensitivity, specificity and accuracy. The notations used here are the same as those in Burset and Guigo (1996) . The sensitivity s n and specificity s p are defined as: s n = TP/(TP + FN), s p = TN/(TN + FP), where TP, TN, FP and FN are fractions of positive correct, negative correct, false positive and false negative predictions, respectively. In other words, s n is the proportion of coding sequences that have been correctly predicted as coding, and s p is the proportion of non-coding sequences that have been correctly predicted as non-coding. The accuracy a is defined as the average of s n and s p . Ten-fold cross-validation tests were adopted here to ensure the validation of the results. First, the coding and non-coding sequences in the databases were randomly divided into two identical parts: part1 and part 2. Part 1 was taken as a training set and part 2 as a test set. The Fisher coefficients and the threshold can be determined based on the training set. Then the sensitivity, specificity and accuracy of the algorithm based on part 2 were calculated. Repeating the above random division procedure 10 times, we performed 10-fold cross-validation tests, each of which was repeated for the sequences with various window lengths, 42, 63, 87, 108, 129, 162 and 192 bp, respectively . With the Fisher discriminant algorithm, the average sensitivity, specificity and accuracy over the 10-fold cross-validation tests were calculated based on the databases. The results for the dataset-1 and the dataset-2 are listed in Tables 2 and 3 , respectively. The accuracy does not simply increase as the number of parameters becomes larger, and the results are relatively good in the cases of 9, 21, 45, 69 and 189 variables, as shown in Tables 2 and 3 . Some parameters may contribute little to the discrimination between coding and non-coding sequences. For example, if the phase-independent parameters instead of the phasespecific parameters were taken into account, the results were not significantly improved, as can be seen from the results of 21 , 69 and 93 variables listed in Tables 2 and 3. In the Fisher discriminant algorithm, every sample makes a contribution to the final decision of the discriminant super-plane in the highdimensional space. Consequently, the decision can be made with high accuracy, especially for the samples near the superplane. In general, with the Fisher discriminant algorithm and the Z curve methods, the more the parameters that are used, the higher the accuracy is. Therefore, it is no wonder that the best result is achieved using 189 variables (Tables 2 and 3 ). But to our surprise, using 69 variables, the result is quite similar to that of 189 variables. Compared with 69 variables, the Z curve method with 69 variables takes the phase-specific (k = 1) bias of di-and tri-nucleotides into account, i.e. the amino acid bias and codon bias are considered. Consequently, the accuracy of the Z curve method based on 69 variables is similar to that based on 189 variables, and much higher than the accuracy of those based on other variables. In addition, an alternative procedure for cross-validation was also performed, in which the dataset was divided into 10 parts and tested on the 10 different one-tenths while training on the remaining nine-tenths. Similar results to those listed in Tables 2 and 3 were obtained, which confirmed the 10-fold cross-validation tests mentioned above.
Comparison with the Markov chain models and other algorithms
To evaluate the performance of algorithms, it is necessary to compare the Z curve method with others, such as codon usage (Staden and McLachlan, 1982) , amino acid usage (McCaldon and Argos, 1988) , hexamer usage (Claverie et al., 1990) , codon prototype (Shepherd, 1981) , codon preference a The average accuracy of the Z curve methods with 69 and 189 parameters, which are the best ones among the algorithms evaluated here, is shown in boldface. (Gribskov et al., 1984) , lengthen-shuffling FFT and Markov chain models (Borodovsky and McIninch, 1993) . In a review paper (Guigo, 1999) all the gene-finding algorithms mentioned above except for those of the Z curve were very clearly described. We strongly recommend Guigo's paper for details about the relevant algorithms for readers' information. We rewrote the computer programs for these algorithms. In order to make the results comparable, all the programs mentioned above employed the Bayes' decision making function (Borodovsky and McIninch, 1993) except the lengthen-shuffling FFT algorithm, in which the Fisher discriminant algorithm was still used. The threshold of decision making was set at a 0.5 level for an optimization consideration. In a similar way, the average sensitivity, specificity and accuracy for the above algorithms have been calculated for the dataset-1 and the dataset-2, too, and the details are listed in Tables 4 and 5 , respectively. Because of the limited size of the dataset-2, only the Markov models with orders of 1 through 3 were used, and the hexamer usage method was not evaluated here. As seen from the obtained results, for the relatively long sequences, the performance of most of the programs is satisfactory. While for the relatively short sequences, most of the programs are far from satisfactory because there is not enough statistical information to be extracted. Taking the results derived from the dataset-1 as examples, the accuracy of hexamer usage method is as high as 91.50% for the fragments of 192 bp, but drops drastically to 66.25% for the fragments of 42 bp, because there tends to be less difference of the statistical characteristics between coding and non-coding regions for such short sequences. The same reason applies to other algorithms. Generally speaking, both the codon usage method and the second-order Markov model take the correlation of three adjacent nucleotides into consideration. Similarly, the hexamer usage and the fifth-order Markov model consider the correlation of two adjacent codons. But the results of codon usage and hexamer usage are worse than those of the second-order and fifth-order Markov models, respectively, as shown in Table 4 . Linked by transition probabilities between states in the Markov chain model, higher accuracy is achieved at the price of using a large number of parameters. With the Z curve parameters and the Fisher discriminant algorithm, the best accuracy is achieved, which is higher than that of Markov chain models for all different sequence lengths. Compared the results derived from both datasets, it can be seen that there seems to be no significant differences in composition and statistical features for sequences longer than 87 bp between both datasets. This is reflected by the fact that figures in corresponding positions of Tables 4  and 5 (also compare Tables 2 and 3 ) are almost the same for CDSs longer than 87 bp. On the contrary, for sequences shorter than 87 bp, detectable differences are observed for most algorithms. However, the differences are not remarkable, without altering the general conclusion for comparing the performance of various algorithms. Note that the dataset-1 is derived from random subsequences of longer CDSs, while dataset-2 is derived from the real short exons matched with data of known mRNAs. The working mechanism of the Z curve methods may be explained briefly in the following. Most gene-finding algorithms are based on the differences of statistical properties between coding and non-coding sequences. The distributions of bases along three phases are heterogeneous in coding regions, whereas uniform in non-coding regions. This fact forms the basis of the algorithm to distinguish between coding and non-coding sequences. The Z curve methods are based on the same principle. However, the Z-scores are derived from the distributions of mapping points of positive and negative samples in a high-dimensional space. Therefore, information is more effectively utilized in the Z curve method than in others. For example, the nine Z curve parameters obtained from the frequencies of phasespecific mononucleotides contain the information that is only partially utilized by the codon prototype method. Therefore, the accuracy of the Z curve methods is generally higher than that of others. a The average accuracy of the fifth-order Markov chain model, which is the second best method among the algorithms evaluated in this paper, is shown in boldface.
Correlations between the Z curve methods and others
In order to show the correlation between different algorithms, the scores of different coding statistics were calculated using the exon and intron sequences with length of 192 bp in the dataset-1. The correlation coefficients between scores (Guigo, 1999) were calculated based on the exon sequences with length of 192 bp in the dataset-1. For simplicity, only 12 algorithms were considered. They are the first-, second-and fifth-order Markov chain models, the Z curve methods of 9, 69 and 189 parameters, the methods of hexamer usage, codon usage, codon preference, amino acid usage, codon prototype and the lengthen-shuffling FFT method. The resulting correlation coefficients form a symmetric matrix, shown in Table 6 . The clustering tree ( Fig. 1) is derived from the correlation matrix using the SINGLE clustering method (Mardia et al., 1979) . As shown in Figure 1 , the method of amino acid usage appears to behave more differently, because it contains the information of the genetic code, which is not used by others. The lengthen-shuffling FFT method, which employs the 3-periodicity in coding sequences, is situated at an independent branch. Whereas the methods of codon usage, hexamer usage, codon prototype, the first-, second-and fifth-order Markov chain models tend to cluster together. In another branch, the Z curve methods of 69 and 189 parameters tend to cluster together. The Z curve method of nine parameters is more correlated with codon prototype method than with other Z curve methods, because the information extracted The abbreviations are: CU, codon usage; HU, hexamer usage; Cpre, codon preference; AAU, amino acid usage; Cpro, codon prototype; MM-1, Markov model k = 1; MM-2, Markov model k = 2; MM-5, Markov model k = 5; LS-FFT, lengthen-shuffling FFT; ZC-9, ZC-69 and ZC-189, the Z curve methods with 9, 69 and 189 parameters, respectively.
by the Z curve method of nine parameters is similar to that extracted by codon prototype method.
Apply the algorithm to recognize exons in human genes
As an example, the Z curve method with 45 parameters was used to recognize exons in human DNA sequences.
In order to have a more reliable result, the training set consists of all 4000 coding and non-coding sequences in the dataset-1, respectively. The Fisher coefficients c 1 , c 2 , . . . , c 45 and the threshold c 0 were determined based on the training database. The decision of coding/non-coding was determined by the criterion of Z(u) > 0/Z(u) < 0. A sliding window technique with the window size of 120 bp and step Fig. 1 . The clustering tree is derived from the correlation matrix listed in Table 6 using the SINGLE clustering method. The abbreviations are: CU, codon usage; HU, hexamer usage; Cpre, codon preference; AAU, amino acid usage; Cpro, codon prototype; MM-1, Markov model k = 1; MM-2, Markov model k = 2; MM-5, Markov model k = 5; LS-FFT, lengthen-shuffling FFT; ZC-9, ZC-69 and ZC-189, the Z curve methods with 9, 69 and 189 parameters, respectively.
10 bp was adopted to recognize exons in the human β-globin gene. The Z(u) values were calculated for each of the successive windows in the three different frames. Plotting the highest Z(u) value obtained, the graphic output of recognizing coding regions in the human β-globin gene is shown in Figure 2 . The sequence contains three exons situated at positions of 187-278, 409-631 and 1482-1610, respectively. Consequently, three coding fragments were all predicted, which lie at 170-300, 420-630 and 1470-1620, respectively, based on the threshold of 0. The same sequence has been scanned using different methods, such as those based on codon usage, amino acid usage, hexamer usage, codon prototype, codon preference and the first-, second-and fifth-order Markov chain models, respectively, by Guigo (1999) . Compared with the methods mentioned above, the Z curve method is more accurate in predicting the boundaries of the exons. See Figure 4 .2 in Guigo (1999) for a comparison.
CONCLUSION
Although great progress has been made in the development of gene-finding algorithms during the past two decades, there still leaves much room to be further improved. Especially, the issue of recognizing short genes in prokaryotes and short exons in eukaryotes is still not solved satisfactorily. There are three basic gene-finding principles, i.e. those based on composition, signal and similarity search. Among them, the composition-based algorithms are extremely important. This paper is devoted to examining various composition-based algorithms for recognizing short coding regions. It has been found that the Z curve methods with 69 and 189 parameters are the best among them, based on the databases constructed here. In addition to the highest accuracy achieved, these algorithms are much simpler than the second best algorithm, i.e. the fifth-Markov chain method in which 12 288 parameters are used. As a result, the Z curve methods are more stable since fewer parameters need to be trained, and this characteristic is especially useful when the training set is relatively small. In addition, this paper also provides a mathematical approach in which different coding statistics can be jointed together by using the direct-sum of corresponding subspaces to produce better results. We hope that the Z curve methods presented in this paper would be beneficial to the further development of gene-finding algorithms.
