We investigate inhomogeneous quantum groups G built from a quantum group H and translations. The corresponding commutation relations contain inhomogeneous terms. Under certain conditions (which are satisfied in our study of quantum Poincaré groups [12]) we prove that our construction has correct 'size', find the R-matrices and the analogues of Minkowski space for G.
Introduction
Inhomogeneous quantum groups, their homogeneous spaces and corresponding R-matrices were studied by many authors (cf e.g. [2] , [7] , [4] , [13] , [9] , [8] , [3] ). Here we propose a general construction which covers the examples [7] , [3] and is suitable for our study of quantum Poincaré groups (without dilatations) [12] . We work in the framework of Hopf algebras treated as algebras of functions on quantum groups. In Section 1 we assume that G is an inhomogeneous quantum group built from a quantum group H and translations described by the elements p i corresponding to an irreducible representation Λ of H. The commutation relations can contain inhomogeneous terms. It turns out that the leading terms in these relations are governed by the structure of certain bicovariant bimodule of H. In particular, the leading terms in relations among p i must correspond to the eigenvalue −1 of the corresponding R-matrix R (cf [11] , [8] ). In Section 2 we add the condition that all the representations of H are completely reducible (which is the case in [12] when H is a quantum Lorentz group [16] ) and find the commutation relations between functions on H and p i . In Section 3 we assume that R 2 = 1 (or (R − Q1)(R + 1) = 0 where Q = 0 is not a root of unity) and that we have as many quadratic relations among p i as it is allowed by the eigenvalue −1 property (so, if there would be no inhomogeneous terms, p i would be R-symmetric). That is the simplest case which is sufficient in [12] . We find the exact form of commutation relations and the necessary and sufficient conditions for the corresponding coefficients. If they are fulfilled, there are no relations of higher order and our construction has the same 'size' as in the absence of inhomogeneous terms. The R-matrices for the fundamental representation of G are classified. In Section 4 we consider the * -structure and isomorphisms among our objects. In Section 5 we prove that (under some conditions which are fulfilled in [12] ) each G possesses exactly one analogue of Minkowski space. Inhomogeneous Poisson groups are considered in [18] .
For the simplicity of calculations, the small Latin indices a, b, c, d, . . . , belong to a finite set I in Sections 1-5. We sum over repeated indices which are not taken in brackets (Einstein's convention). The number of elements in a set B is #B or |B|. We work over the field C. Unit matrix with dimension N is denoted by 1 N . If V, W are vector spaces then τ V W : V ⊗W −→ W ⊗V is given by τ V W (x⊗y) = y ⊗x, x ∈ V , y ∈ W . We often write τ instead of τ V W . If A is a linear space and v, v
kj , i, j = 1, . . . , N (Einstein's convention!). If moreover A is an algebra, v ∈ M N (A), w ∈ M K (A),then v ⊤w ∈ M N K (A) is defined by (v ⊤w) ij,kl = v ik w jl , i, k = 1, . . . , N, j, l = 1, . . . , K. We use the abbreviation v ⊤n for v ⊤ . . . ⊤v (n times). If A = C we may write ⊗ (2.18) of [14] ). If A is a * -algebra then the conjugate of v is defined asv ∈ M N (A), wherev ij = v ij * , i, j = 1, . . . , N. Throughout the paper quantum groups G are abstract objects described by the corresponding Hopf ( * -) algebras Poly(G) = (A, ∆). We denote by ∆, ǫ, S the comultiplication, counit and coinverse of Poly(G). We always assume that S is invertible. We say that v is a representation of G (i.e. Therefore the dimension dim A of a free left A-module (where A is a Hopf algebra) is well defined. We can use the above notions and facts (if applicable) also for general ( * -) bialgebras (without S) and not necessarily quadratic matrices.
Inhomogeneous quantum groups
In this Section we define inhomogeneous quantum groups and study leading terms in their commutation relations using the theory of bicovariant bimodules [15] . The importance of left covariant bimodule structure in investigation of inhomogeneous quantum groups was first noticed in [13] .
Let us assume that Poly(H) = (A, ∆) is a Hopf algebra with a distinguished irreducible representation Λ = (Λ rs ) r,s∈I of H, |I| < ∞. We set 1 = 1 |I| . We shall consider bialgebras Poly(G) = (B, ∆) such that:
1. B is generated (as algebra) by A and the elements p s , s ∈ I.
2.
A is a sub-bialgebra of B.
3. P = Λ p 0 I is a representation of G.
4. There exists i ∈ I such that p i ∈ A.
5. ΓA ⊂ Γ where Γ = A · X + A, X = span{p i , i ∈ I}.
Due to 5., Γ is an A-bimodule. In virtue of 2.-3., ∆A ⊂ A ⊗ A,
hence ∆Γ ⊂ A ⊗ Γ + Γ ⊗ A. We define bimoduleΓ = Γ/A by aω =ȧ ω, ωa =ωa whereω is the element ofΓ corresponding to ω ∈ Γ, a ∈ A. We see that ∆ induces a linear mappinġ
In particular, ∆ Lṗs = Λ st ⊗ṗ t , ∆ Rṗs =ṗ s ⊗ I. Using the properties of ∆, one can easily check that (Γ, ∆ L , ∆ R ) is a bicovariant bimodule (cf [15] , Definition 2.3 and a similar argument in the proof of Theorem 5 of [1] ). We notice thatṗ s (s ∈ I) are elements in the setΓ inv of right-invariant elements ofΓ. Moreover, under ∆ L they transform according to an irreducible representation Λ and at least one of them is nonzero (the condition 4.). Thus they are linearly independent. They generate (see the condition 5.) the left modulė Γ. Using Theorem 2.3 of [15] , we get thatṗ s (s ∈ I) form a linear basis ofΓ inv and thus a basis of the left moduleΓ. Moreover, the same Theorem implies that
for some functionals f st ∈ A ′ such that
-one can apply both sides to v ij , v ∈ Rep A, which span A). Applying ∆ L to (1.2), we get
r , where we denoted ∆a = a
(1) ⊗ a (2) . Comparing the coefficients multiplyinġ p r and applying id ⊗ ǫ, one obtains
(1.5)
Let us pass to Γ. The elements {I, p s : s ∈ I} form a basis of Γ as a left module. Moreover, (1.2) implies 
Thus the mapping
is a unital homomorphism. Applying ∆ to (1.6), one gets the equality of both sides if and only if (1.5) and
hold. Before investigation (for certain class of A) of this equation let us consider the general situation. We assume that f st ∈ A ′ and φ s : A −→ A satisfy (1.3), (1.5), (1.7) and (1.9). LetB be the algebra with I generated by A andp s , s ∈ I, with relations (1.6). We setp
Proof. We define C as a free left A-module with basis
We also set C n = A · span{P K : K ∈ I n } and introduce linear mappings λ n :
After some calculations (using (1.7)) one can check that (C, m) is an algebra with identity P ∅ . Moreover, there exists a unital homomorphism ρ :B −→ C given by ρ(ap K ) = aP K ((1.6) holds in C). But P K form a basis of C and hencep K are independent (over A) inB. They also generate (due to (1.6))B as the left module.
Let the comultiplication inB be given by the comultiplication in A and (1.1) (it is well defined due to (1.5) and (1.9) -see remarks before (1.9)). ThenB is a bialgebra with a natural bialgebra epimorphism π :B −→ B given by π(a) = a, a ∈ A, π(p s ) = p s .
We set J = ker π,
We putΓ 2 =B 2 /B 1 . We see that ∆ induces a linear mapping
We get the decomposition 1 ) and belong to (Γ 2 ) inv whileṗ i ⊗ṗ j are basis of the left moduleΓ ⊗ AΓ (they are linearly independent elements of (Γ ⊗ AΓ ) inv and generate the left module). Moreover,
and similarly forṗ i ⊗ṗ j . Thus (Γ 2 , ∆ 2L , ∆ 2R ) is a bicovariant bimodule isomorphic (by ξ) toΓ ⊗ AΓ .
2.
In the following we shall identify x with ξ(x) andΓ 2 withΓ ⊗ AΓ . Let us recall that there exists a unique bicovariant bimodule isomorphism ρ : Γ⊗ AΓ −→Γ⊗ AΓ given by ρ(η⊗ω) = ω⊗η where η is a right-invariant, while ω is a left-invariant element ofΓ (ρ = σ −1 where σ is given in Proposition 3.1 of [15] ). Thus ker(ρ + id) is a bicovariant subbimodule ofΓ ⊗ AΓ .
We define
Setting a = Λ mn in (1.5), we get
(similar proof as for (3.15) of [15] ) R T is the matrix of ρ for the basisṗ i ⊗ṗ j (i, j ∈ I) of (Γ 2 ) inv .
(we set a α,mn = a α mn ) and ω αβ ∈ A ′ , α, β = 1, . . . , N, such that
In that case g is a quotient representation of Λ ⊤Λ, corresponding to K inv : 2.
From now on we set K = J 2 /B 1 ⊂Γ 2 . As left modules K ≈ J 2 since J 2 ∩B 1 = {0}. We shall see that K satisfies all the conditions of Proposition 1.3:
Remark 1.5 Thus in interesting situations ρ should have an eigenvalue −1 (cf [11] , [8] ).
Proof. Since J is an ideal, J 2 is a bimodule, so is K. Due to (1.10) 
Using the independence ofṗ i and acting by ǫ ⊗ id, one gets
(1.20)
Multiplying from the right byṗ s ⊗ṗ m and using (1.13), we obtain (ρ+id)(x) = (ρ + id)(a ijṗi ⊗ṗ j ) = 0, i.e. x ∈ ker(ρ + id). Conversely, the last equality implies (1.20). Acting by ∆ and multiplying from the right by (Λ sn ⊗I)(ṗ m ⊗ṗ n ), we can get back∆a ijṗi ⊗ṗ j = 0, x ∈ ker∆.
We know that (1.14) holds for some a be the corresponding basis elements of the left module J 2 (J 2 ∩B 1 = {0}). We get
Properties of inhomogeneous quantum groups
Here we continue the investigations of the previous Section (assuming the conditions given at its beginning) and find the form of commutation relations in B. As before Poly ( The condition c. is used only for simplicity and will be removed in Remark 3.7.
We return to the investigation of (1.9). Due to the condition a., a = u AB , u ∈ Irr H, A, B = 1, . . . , dim u, form a basis of A. Setting φ s (u AB ) = φ sA,B , (1.9) is equivalent to
Multiplying both sides from the right by ∆(u 
and (1.9) is equivalent to , we obtain η s (I) = 0 and
which (see (1.5)) we can write as
Combining (1.3) with (2.5),
(2.6) We get Theorem 2.1 Let A be a Hopf algebra satisfying a.-c.. Then the general bialgebra B satisfying the conditions 1.-5. is equalB/J whereB is the algebra with I generated by A andp s (s ∈ I) with relations (1.6) where φ s is given by (2. 3) for f and η satisfying (1.5) 
and (2.6). Moreover,B is a bialgebra with comultiplication given by the comultiplication in A and (1.1). J is an ideal inB such that
Proof. It follows from the previous considerations.
Let us recall that s α , α = 1, . . . , N = dim K, form a basis of the left module J 2 = J ∩B 2 . Due to (1.21) and (1.10),
In particular, the terms inΓ⊗Γ should cancel out, which is equivalent (cf the proof of Proposition 1.4) to (1.20) for a = a α , i.e. to (1.19 ). The equations (1.19) are down to earth formulation of the condition K ⊂ ker(ρ + id). Using that and (1.15), one gets
Thus (2.7) is equivalent to
In virtue of (2.8), b α i ∈ C. Using (2.3) and (1.15), we can write (2.9) as
Using the condition c. for v = Λ, w = I (according to the condition a., g is equivalent to a subrepresentation of Λ ⊤Λ), we get Mor(Λ, g) = {0} and hence (2.9) is equivalent to
Decomposing g into a direct sum of irreducible representations, c α has also a decomposition into a direct sum. So we can solve (2.10) in each irreducible component and thus assume that g is irreducible. For any v ∈ Irr H we set . It holds also in the case i) and for whole g. Since a α are linearly independent, there exist T mn ∈ C such that c
and we get (N = dim K) 
Moreover, j 2 is a bimodule if and only if
where
and g is given by (1.15) .
Proof. The first statement follows from the computations before Theorem 2.2. Due to Proposition 1.3, j 2 /B 1 is a bicovariant bimodule contained in ker(ρ + id). In order to prove the last statement we compute
for some A αr , B α ∈ A. We conclude that j 2 is a right module if and only if (2.17) belongs to j 2 for any b, which means A αr = B α = 0 (j 2 ∩B 1 = {0}).
Using (2.15), (2.16), (2.17), (2.3) and (1.3), one obtains
In virtue of (1.19)
km Λ ks so the second and the fourth terms in A αr cancel. On the other hand, (1.5), (2.
Therefore also other terms in A αr vanish, A αr = 0 for each b ∈ A. In virtue of (2.3), (1.7) and (1.5),
The fifth and the eight terms cancel. Using (1.19), the second and the third terms also give 0. The terms 1,7,9 and 11 produce b * τ α . In virtue of a α ij Λ im Λ jn = g αβ a β mn (see (1.15) ) and (1.19) the terms 4,6,10 and 12 yield −g αβ (τ β * b). Thus B α = b * τ α − g αβ (τ β * b) and our Theorem follows. 2.
Using the notation of Theorem 2.3 one has Proposition 2.4
But (we use (2.5), (2.19) and (1.16))
Combining these facts, we get the first assertion. The second one is trivial.2.
Remark 2.5 Proposition 2.4 and (1.17) give that
is a unital homomorphism, where (2.14) for b ∈ S implies (2.14) for b ∈ A (it is equivalent to the right module condition which suffices to check only for b ∈ S).
Structure of inhomogeneous quantum groups
Here we continue the investigations of two preceding Sections (including the assumptions made at their beginnings) and find the exact form and 'size' of inhomogenous quantum groups. From now on we shall consider the most natural situation (which is the case for quantum Poincaré groups):
(cf (1.11) and (1.19)). In other words: ρ 2 = id and K = J 2 /B 1 = ker(ρ + id). The second condition means that we have as many relations a
We set
The main result of the Section is contained in (2.6 ) and ρ 2 = id. The following conditions are equivalent:
ii) J is the ideal generated by
for some complex numbers {T ij } i,j∈I satisfying (2.14),
If the condition i) or ii) is satisfied then
and B =B/J satisfies the conditions 1.-5..
Proof. One has
Let J be as in Theorem 2.1, J 2 = J ∩B 2 and K = J 2 /B 1 = ker(ρ + id). All the conditions of Proposition 1.3 are satisfied in that case. Theorem 2.2 and Theorem 2.3 give (2.14). Moreover (cf the beginning of the Section),
where (a
In short,
On the other hand,
But the braid equation for ρ (see (3.8) of [15] ) implies
Using r = cp + M and (1.6), we can rewrite (3.12) as
Therefore (see (3.3)), H. Consequently, (3.12) is equivalent to (3.20),
and
Let us now consider (3.20)-(3.22) as abstract conditions for η i , T kl . We shall prove that (3.20) follows from the previous conditions. By virtue of (2.19) for b = Λ kl ,
Multiplying from the left by A and using
(it follows from (3.4) and (3.11)), we get
But in virtue of (3.16) and (3.24)
and (3.20) follows. Now we shall consider (3.21). One has
Using (3.20) and (3.27), 
Using (3.18), (3.8), (3.24) and (1.12), we obtain
Due to (3.20) and (3.27)
where m = A 3 (Z ⊗ 1 − 1 ⊗ Z)T and (3.22) is equivalent to (3.2). Thus the condition i) implies (3.3), (2.14), (3.1) and (3.2) for some complex numbers T ij (i, j ∈ I).
Let us now assume (2.14), (3.1) and (3.2). We define j 2 as the right hand side of (3.3). Thus j 2 /B 1 = K = ker(ρ + id). In virtue of Proposition 1.3 and Theorem 2.3 we get (2.13) and the bimodule property of j 2 . Let j be the ideal generated by j 2 . Then ∆j ⊂ j ⊗B +B ⊗ j. Moreover, ∆p =p ⊥ I + Λ ⊥p implies e(p) = 0, hence e(j 2 ) = 0, e(j) = 0. The previous computations show that (3.12) holds inB/j 2 . We shall show j ∩B 1 = {0}, j ∩B 2 = j 2 . Therefore j is as in Theorem 2.1 and B =B/j satisfies the conditions 1.-5.. Furthermore, we will prove that if J satisfies the condition i) and J ∩B 2 = j 2 then J = j. Thus the proof of the Theorem will be finished.
(cf the notation in the Introduction), k = 1, 2, . . . , n−1, R π = R i 1 ·. . .·R is for a permutation π ∈ Π n with a minimal decomposition into transpositions
(3.31)
Due to (3.11), R π is well defined. We set
Moreover, we put r nk = p
(we choose some decomposition (3.31) for each π), r n = 1 n! π r nπ . We shall prove the following Proposition 3.2 Let j be the ideal generated by (3.3) . We assume (3.12) inB/j 2 and (2.14). Then j as a left module is generated by matrix elements of
Proof. In virtue of Theorem 2.3, (3.3) is an A-bimodule and as a left module it is generated by matrix elements of (1 ⊗2 − R)p ⊤2 − r. Therefore j is the left module generated by
34) m = 2, 3, . . ., k = 1, . . . , m − 1. We set j n as the left module generated by (3.34) for m = 2, . . . , n (for n = 2 it coincides with the old definition of j 2 ). Thus Aj n ⊂ j n , j n A ⊂ j n , j npi ⊂ j n+1 ,p i j n ⊂ j n+1 . Moreover,
For any minimal decomposition (3.31) we set r
nπ as the right hand side of (3.32), where i = (i 1 , . . . , i s ). We shall prove
for any two such decompositions i, i ′ . But i, i ′ can be obtained one from another by a finite number of steps of the following 2 kinds:
Thus it suffices to check (3.35) for each of these two cases. ad (i). We may assume k < l − 1. One has
Thus r nk + R k r nl ≡ r nl + R l r nk (mod.j n−1 ) and (3.35) follows. ad (ii). In virtue of (3.12)
and (3.35) follows also in this case. Thus in formula (3.32) we can use any minimal decomposition (3.31) for computations modulo j n−1 . We shall prove R k r n ≡ r n − r nk (mod.j n−1 ), n = 2, 3, . . . . Let π ∈ Π n be such that π −1 (k) < π −1 (k + 1) and (3.31) be a minimal decomposition. Then π ′ = t k π satisfies π ′ −1 (k) > π ′ −1 (k+1) and has minimal decomposition π ′ = t k t i 1 · . . . · t is . In such a way we get all π ′ such that π ′ −1 (k) > π ′ −1 (k + 1), each one exactly once. Due to (3.32) and (3.35), r nπ ′ ≡ R k r nπ + r nk (mod.j n−1 ), (3.37)
Multiplying both sides by R k − 1 ⊗n and using
(it follows from Rr = −r), we get
and (3.36) is proved. Moreover,
Using (3.36), (3.37) and mathematical induction w.r.t. the number of transpositions in a minimal decomposition of π, one gets R π r n ≡ r n − r nπ (mod.j n−1 ). Therefore S n r n ≡ r n − 1 n! π r nπ = r n − r n = 0 (mod.j n−1 ). (3.40)
Using S np ⊤n ≡p ⊤n − r n (mod.j) and (3.40), (1 ⊗n − S n )p ⊤n ≡ r n ≡ (1 ⊗n − S n )r n (mod.j). Thus the elements (3.33) belong to j.
Letj be the left module generated by (3.33). Thenj ⊂ j. We shall prove by mathematical induction that j n ⊂j. It is true for n = 2 since
r, S 2 r 2 = 0). If it is true for n − 1 then using (3.36) and (3.39), we get
and j n ⊂j. Therefore j ⊂j, j =j.
2.
′ is a basis of (C |I| ) ⊗n . We denote by α⊔β the dual basis. In particular,
We set B ′ =B/j and p ′ k = λ(p k ) where λ :B −→ B ′ is the canonical mapping. Proof.
hence j is the left module generated by K ∞ . On the other hand, a finite combination a in β in (p ⊤n − r n ), a in ∈ A, belongs toB N iff a in = 0 for n > N (Lemma 1.1 and linear independence of β in for given n). Therefore j N is generated by K N and (taking N = 0) elements of K ∞ are linearly independent over A. Hence, K ∞ is a basis of j, K N is a basis of j N . Using
Corollary 3.4
The left module j N = j ∩B N is generated by (3.33) for n = 2, 3, . . . , N. In particular, j ∩B 1 = {0}, j ∩B 2 = j 2 .
Proof. It follows from Corollary 3.3, (3.43) and (3.41). 2.
Proposition 3.5 With the assumptions of Theorem 3.1, if J satisfies the condition i) of Theorem 3.1 and J ∩B
Proof. Clearly j ⊂ J. Let J ′ = J/j ⊂ B ′ and N be the minimal number such that
iN R k and all components in the second sum are equal modulo
Acting by id ⊗ ǫ and multiplying by Λ 
End of proof of Theorem 3.1 . We use the above facts. 2.
. , N} (we treat B, B
N as left modules). In particular, Corollary 3.8a) B is the universal unital algebra generated by A and p i (i ∈ I) with the relations I B = I A ,
Remark 3.7 Assume that the condition c. doesn't hold. Then we introduce η i ∈ A ′ as before, so (2.3) holds. But on the right hand side of (2.5) (for
b) B is the universal unital algebra generated by A and p 1 , . . . , p s with the relations I B = I A ,
where P is given by the condition 3.,
Remark 3.9 For η = 0, T = 0 (that choice always satisfies the conditions (2.14) , (3.1) , (3. 2)) we get [13] , [8] 
Proof. a) follows from Theorem 3.1. Due to (2.3) and (1.7) it suffices to take a as generators. ad b) Let a = w mn , m, n = 1, . . . , dim w. Then (1.5) implies
We can rewrite these two equations as (3.47). One can replace (3.46) by
Using (3.51) for w = Λ, this is equivalent to (3.48). 2.
Proposition 3.12 B is a Hopf algebra (with invertible coinverse).
Proof. Let w, w ′ ∈ Irr H. Then We conclude that B is the universal algebra generated by (matrix elements of) a set of representations of G (P and w ∈ Irr H) satisfying (3.47), (3.48), (3.53), P = I ⊤P, Pi = iΛ and sP = Is where i : C |I| −→ C |I| ⊕ C, s : C |I| ⊕ C −→ C are the canonical mappings, I is the trivial representation of H. Thus the relations are given by morphisms. Moreover, these representations are invertible:
Using the arguments of [10] or [16] , we get that B has a coinverse S. Similarly, P T and w T , w ∈ Irr H, are invertible representations of G opp , where Poly (G opp ) = (B, τ ∆) (coinverse of A is invertible). Hence (B, τ ∆) has a coinverse S ′ , by the general theory
where τ ij are defined in Theorem 2.3.
Proposition 3.13

1) (2.14) is equivalent to
where S is a set generating A as an algebra with unity 2)
Proof. 1) follows from Remark 2.6, (1.15), (3.5) and (1.12). 2) follows from Proposition 2.4, (1.16), (3.5) and
( we get it acting f ij on (1.5)).
2.
Proposition 3.14 Let R ∈ C1 ⊗2 . One has 1) Mor(P ⊤P, P ⊤P) = C · id ⊕ CR P ⊕ {m P : (Λ ⊤Λ)m = m} where R P is given by (3.49 ) and 2) W ∈ Mor(P ⊤P, P ⊤P) satisfies
if and only if
Those W are invertible if and only if we have the case a) or c).
Remark 3.15 Examples of R-matrices for inhomogeneous quantum groups
were given e.g. in [2] , [13] , [3] , [7] .
Proof. ad 1) One has
We assume
It gives a set of linear relations on matrices A, B, . . . , U. Using (3.52) and
(it is (3.51) for w = Λ) one can solve them and get A = b + aR, B = aZ,
It means W = b · id + a · R P + m P and 1) follows. ad 2) We set l = Z ⊗ 1 + (R ⊗ 1)(1 ⊗ Z). Using (2.5), we get l ijk,rs = η i ((Λ ⊤Λ) jk,rs ) and (see (1.12)) and (acting by f ij )
We shall check for which m and x, y ∈ C, W = x·id+y ·R P +m P satisfies (3.57). Since P acts in C |I| ⊕ C, W acts on
Denoting the standard basis elements in C |I| ⊕ C by e i (i ∈ I) and f , one gets R P (e i ⊗ e j ) = R kl,ij e k ⊗ e l ,
Let us restrict ourselves to C |I| ⊗ C |I| ⊗ C |I| . Then (3.57) gives an analogous formula for x · 1 ⊗2 + y · R. Using (3.11) and
⊗2 , contradiction). Setting x = 0, y = 0 and applying both sides of (3.57) to f ⊗ f ⊗ e k , one obtains m ij (e i ⊗ e j ⊗ e k ) = 0, m = 0. Clearly x = 0, y = 0, m = 0 gives a solution of (3.57). The same holds for x = y = 0 (both sides of (3.57) equal 0). It remains to consider W = y(R P + m P ) for y = 0. In order to check (3.57) we may assume y = 1. Using (3.65), we find that (3.57) on e i ⊗ e j ⊗ e k follows from (3.11), on e i ⊗ e j ⊗ f , e i ⊗ f ⊗ e j , f ⊗ e i ⊗ e j is equivalent to (3.61), on e i ⊗ f ⊗ f , f ⊗ e i ⊗ f , f ⊗ f ⊗ e i is equivalent to (3.58) (we use (3.30), (3.61) and (3.64)), on f ⊗ f ⊗ f is equivalent to Bls = 0 where B is given by (3.14), s = s 0 + m, s 0 = (R − 1 ⊗2 )T = −2T (see (3.50)). Using (3.62) and [1 ⊗ (1 ⊗2 + R)]ls 0 = 0 (which follows from (3.61)), we get
and Bls = 0 is equivalent to (3.59). Invertibility condition is obvious (in the case c) we use the existence of R −1
Remark 3.16
One can also consider the case when (R+1 ⊗2 )(R−Q1 ⊗2 ) = 0 where Q = 0, ±1 is not a root of unity. Then (ρ + id)(ρ − Qid) = 0 and we should replace everywhere R − 1
where s(π) is the number of transpositions in the minimal decomposition of π and (k) Q = 1 + Q + . . . + Q k−1 (what concerns S n and A 3 see [5] ), 
Isomorphisms and * structure
In this Section we consider isomorphisms among inhomogeneous quantum groups as well as * -structures on them. Throughout the Section we assume that Poly(H) = (A, ∆) is a Hopf algebra satisfying the conditions a.-c. and Poly(G) = (B, ∆) is the corresponding Hopf algebra as in Theorems 2.1 and 3.1. Then G is called an inhomogeneous quantum group.
Proof. Let W = span{w mn : m, n = 1, . . . , dim w} and s be the smallest natural number such that
. Moreover, one can choose x ∈ C dim w such that φ(w)x = 0. We take φ(w)x as the first vector of a basis in the carrier vector space of w. Thus w k1 ∈ B s−1 , k = 1, . . . , dim w, w kl ⊗ w l1 = ∆w k1 ∈ B s−1 ⊗ B s−1 . Using linear independence of w l1 (w ∈ Irr G), we get w kl ∈ B s−1 , W ⊂ B s−1 , contradiction. Thus
Thus B determines A uniquely.
Proof. Let N be the minimal number such that x ∈ B N . Assume N ≥ 2. Then
Using the same arguments as in the proof of Proposition 3.5, one gets a iN = 0, 2) Moreover, let φ(Λ) = MΛM −1 for an invertible matrix M. Then
for some c ∈ C \ {0}, h s ∈ C (s ∈ I) and we can choosê
where Proof. ad 1) According to Corollary 4.2,
. Thus k = c · M and (cf (2.10) and later formulae) l =ĥ − MΛM −1ĥ for some c ∈ C \ {0},ĥ s ∈ C (s ∈ I). Setting h = M −1ĥ one obtains (4.1). Acting φ on the relation pa = (a * f )p + a * η − Λ(η * a), we get
where b = φ(a) ∈Â. But (acting φ on (1.5))
Thus (4.6) is equivalent tô
It proves (4.2) and (4.3). Applying (4.2) and (4.3) toΛ one obtains (4.5) and
Acting φ on the relation (3.52) and using (4.5), we get
. But
Thus we can chooseT as 1 2 (1 ⊗2 −R)T (cf Remark 3.11) and (4.4) follows.
ad 3) We definef ,η,T by (4.2)-(4.4) andB as the universal algebra generated byÂ andp i , i ∈ I, satisfying IB = IÂ, and φ
and φ is an isomorphism. We set∆ = (φ ⊗ φ)∆φ −1 . Hence (B,∆) is a bialgebra with the proper bialgebra structure onÂ and φ is an isomorphism of bialgebras. Computations in 2) show∆p =p ⊥ I +Λ ⊥p and the properties of (B, ∆) imply that (B,∆) corresponds to an inhomogeneous quantum group described byB,Â,∆,Λ,p,f,η,T .
Proposition 4.5 Let B, A, ∆, Λ, p, f, η, T correspond to an inhomogeneous quantum group where (A, ∆) is a Hopf * -algebra such thatΛ = Λ.
1) Let (B, ∆) be a Hopf
* -algebra such that * | A = * A . Then there exist m = 0, n s ∈ C (s ∈ I) such that
In particular, there existB,Â,∆,Λ,p,f ,η,T corresponding to an inhomogeneous quantum group and Hopf * -algebra isomorphism φ :
2) There exists Hopf * -algebra structure in B such that 
Proof. ad 1) Acting by * on (1.1), we get
We get (cf the proof of Proposition 4.4) k = cI, l = g − Λg for some c, g s ∈ C (s ∈ I). Thus p * j = dp j + g j − Λ jk g k . Using p * * j = p j , we may put d = e iφ , g j = ie iφ/2 c j , φ, c j ∈ R (j ∈ I). Setting m = e iφ/2 , n j = 1 2 ic j , one gets that p 
The existence of such structure is equivalent to the fact that the ideal G inB (with * given byp * i =p i , * | A = * A ) generated by (1.6) and (3.46) is selfadjoint (Hopf algebra structure exists due to Proposition 3.12, while ∆ * = ( * ⊗ * )∆ and * 2 = id can be checked on generators a ∈ A, p i (i ∈ I)). In other words, conjugating (1.6) and (3.46) we should get relations, which follow from (1.6) and (3.46) as relations in algebra without * . We use the notationf (
we get (4.10). Moreover,
Acting on v kl and using (2.5), we obtain
In virtue of (4.10), (1.4) andΛ = Λ
Multiplying by R ab,ik , we get
Moreover,
Multiplying by (R − 1 ⊗2 ) ab,sj , one obtains
Therefore, conjugating (3.46), we get
Comparing with (3.46), one has (R − 1 ⊗2 )(T − T ) ∈ Mor(I, Λ ⊤Λ). Using (3.50) and (4.14), we get (4.12). Conversely, assuming (4.10)-(4.12) and repeating the above reasonings in an opposite order, one gets that G is selfadjoint.
Since A and p i (i ∈ I) generate B, uniqueness of * follows.
Thush − h ∈ Mor(I,Λ) = {0} (condition c.), c, h i ∈ R (i ∈ I). In 3) of Proposition 4.4 we proveΛ =Λ as above and define Hopf * -algebra structure inB by * B = φ • * B • φ −1 , which gives the proper * inÂ. Thus φ is a Hopf * -algebra isomorphism by construction. Then
2. Proof. Using ∆ * = ( * ⊗ * )∆, ∆S = τ (S ⊗ S)∆, ǫS = ǫ, (4.10), (4.11) and T ij = T ji one gets
Multiplying both sides by (R − 1 ⊗2 ) kl,ij and using (4.14), (4.15), one gets our assertion.
2. Proof. Let c = S(b * ). Applying S • * to (3.55) and using Proposition 4.8, one obtains (Λ −1 ) ki (Λ −1 ) lj (c * τ ji ) = τ lk * c, which is equivalent to (3.55) with b replaced by c.
Quantum homogeneous spaces
In this Section we prove that each inhomogeneous quantum group possesses (under some conditions) exactly one analogue of Minkowski space. Throughout the Section we assume that Poly(H) = (A, ∆) is a Hopf * -algebra satisfying the conditions a.-c. and Poly(G) = (B, ∆) is the corresponding Hopf * -algebra as in Theorems 2.1, 3.1 with * -structure as in Proposition 4.5.2.
Remark 5.1 Analogues of Minkowski spaces endowed with the action of inhomogeneous quantum group in absence of inhomogeneous terms in the commutation relations were studied e.g. in [13] , [8] , [3] , for the so called soft deformations (a commutative A and η = 0) in [17] and for κ-Poincaré group in [7] .
Motivated by [12] we say that (C, Ψ) describes an analogue of Minkowski space associated with G if one has 1. C is a unital * -algebra generated by x i , i ∈ I, and Ψ : C −→ B ⊗ C is a unital * -homomorphism such that (ǫ ⊗ id)Ψ = id, (id ⊗ Ψ)Ψ = (∆ ⊗ id)Ψ, x * i = x i and Ψx i = Λ ij ⊗ x j + p i ⊗ I. 3. if (C ′ , Ψ ′ ) also satisfies 1.-2. for some x i ′ ∈ C ′ then there exists a unital * -homomorphism ρ : C −→ C ′ such that ρ(x i ) = x i ′ and (id ⊗ ρ)Ψ = Ψ ′ ρ (universality of (C, Ψ)).
Let us remark that the conditions (ǫ ⊗ id)Ψ = id, (id ⊗ Ψ)Ψ = (∆ ⊗ id)Ψ are superfluous in 1..
Proposition 5.2 We assume
Mor(I, Λ ⊤Λ) ∩ ker(R + 1 ⊗2 ) = {0}. Thus (5.5) is equivalent to (3.21), which is equivalent to (3.1). Moreover, using (3.50), (3.27) and (5.4), one obtains that (5.6) is equivalent to (3.2). Then we find the basis in a similar way as in Section 3. Now we shall prove the condition 2.. Let y ∈ C, Ψy ∈ A ⊗ C. If y ∈ CI then for some N > 0
where y ′ ∈ C N −1 and not all c i equal 0. Using (5.1),
where ω ∈ B N −1 ⊗ C and also Ψy ∈ B N −1 ⊗ C. In virtue of Corollary 3.6 c i = 0. This contradiction shows that y ∈ CI.
2. Conversely, setting x * i = x i in free unital algebra generated by x i , we get a * -algebra. In virtue of (4.12), (4.14) and (3.50)
T − T ∈ Mor(I, Λ ⊤Λ) ∩ ker(R + 1 ⊗2 ) = {0}.
Using this, (4.14) and (4.15), one checks that the ideal generated by the left hand sides of (5.3) is selfadjoint. Hence there exists * -algebra structure in C such that x * i = x i . Using (5.1), Ψ • * = * • Ψ on x i , hence in whole C, and Ψ is a * -homomorphism. 
