ABSTRACT
INTRODUCTION 1
Revealed preference (RP) and stated preference (SP) data have long been regarded as the two main 2 data paradigms for discrete choice analysis. The purpose of conducting RP or SP experiments is to 3 collect data that can be used to estimate the independent influence of attributes on observed choices. 4 Increasingly, the emphasis has shifted from 'stated preference' data to 'stated choice' (SC) data 5 which resembles revealed preference data as closely as possible and can be analyzed with similar 6 techniques, such as discrete choice logit or probit estimation (1, 2) . The popularity of SC experiments 7 lies in two aspects: First, it can obtain choices on alternatives which do not exist in the current 8 market. Thus analysts are able to predict, for example, the market share of a proposed transportation 9 mode. Second, it can provide variability in attributes in a relatively small sample size, compared 10 with RP experiment, so that better estimation of influence of each attribute on choice can be 11 achieved. Usually, SC experiments present sampled respondents with a 'selected' number of 12 different hypothetical choice situations, each consisting of a universal but finite set of alternatives 13 defined on a number of attribute dimensions. Obviously, making choices among all the possible 14 combinations of attribute levels is too many to accomplish for a single respondent. How analysts 15 distribute attribute levels in an experiment design plays a big role. It may impact the performance of 16 independent assessment for attributes contribution to observed choices. It also implies the ability of 17 the experiment to detect statistical relationships that may exist within the data. 18
Historically, researchers have relied on orthogonal experimental designs, in which the attributes 19 of the experiment are statistically independent by forcing them to be orthogonal (3) . In this way, 20 orthogonal designs theoretically allow for an independent determination of each attribute's influence 21 upon the observed choices. There are several approaches to generate full or fractional factorial 22 orthogonal design (4, 5, 6, 7) . While orthogonal design has long been used in practice, researchers in 23 recent years argue the importance of orthogonality in SC data. They doubted the effectiveness when 24 orthogonal design is used to estimate discrete choice model, not to mention whether orthogonality 25 can be kept in reality ( 8 , 9 ) . Orthogonality is important in linear models since it avoids 26 multicollinearity problem and also minimize variance-covariance matrix of the estimated model. 27
Unfortunately, discrete choice model is nonlinear. The derivation of its variance-covariance matrix is 28 very different from the way in linear models. Therefore, keeping orthogonality of the parameters has 29 little to do with minimizing their standard errors. 30
Acknowledgement of this fact has led researchers to develop the so-called efficient 31 experimental designs. These designs are capable of producing more efficient data in the sense that 32 more reliable parameter estimates can be achieved with an equal or lower sample size. To date, two 33 kinds of efficient designs arouse more attention. One is called optimal orthogonal choice (OOC) 34 design, which aims at maximizing attribute level differences as well as keeping orthogonality within 35 alternatives. Another is the D-efficient design, the core of which is minimizing D-error, a statistic 36 corresponding to the asymptotic variance-covariance (AVC) matrix of the discrete choice model, to 37 get the smallest asymptotic standard error (i.e., square roots of the variances). The fundamental idea 38 of OOC design can be derived from the work of Bunch and Louviere in 1994. They proposed a new 39 strategy of 'shifting codes' in a two-level main effects design, called "Shifted Paris/ Fold-over" 40 design (5) . Later, Street and Burgess in 2004 construed optimal and near-optimal sets of pairs for 41 estimation of main effects and two factor interactions (10) . All the attributes are forced to have two 42 levels at that time. Continuously, they developed the optimal design with asymmetric attributes in 43 2005 and 2006 (11,12) . However, the current OOC method can only generate designs for generic 44 attributes across alternatives (8) . How alternative-specific attributes distribute is rarely discussed in 45 literature. On the other side, D-efficient design does not suffer from these kinds of attribute setting 46 and fitting problem. But to conduct a D-efficient design requires very complex computation work 47 since the AVC matrix needs to be build and optimized. If OOC could be extended to a more general 48 case, it can probably help analysts obtain high efficient designs in a more convenient way. 49
This paper targets on presenting the following contributions to the literature: first, a method 50 which can extend the use of OOC design into alternative-specific attributes is provided. Real 51 experiment environment is settled in case study to exam the feasibility of our proposed method. 52
Second, a systematic and comprehensive evaluation is presented by comparing OOC design with 53 traditional orthogonal design and the-state-of-art D-efficient design. 54
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The remainder of this paper is organized as follows. In section 2, a detailed method of 1 improving OOC design is introduced. In section 3, SC experiment designs using orthogonal, OOC, 2 D-efficient design method separately are generated. Efficiency of each design in terms of D-error is 3 calculated and carefully analyzed in section 4. Section 5 provides conclusions and points at avenues 4 for further research. 5
IMPROVING OPTIMAL ORTHOGONAL CHOICE DESIGN

6
Usually, an experimental design may consist of several generic attributes and alternative-specific 7 attributes (at least one of them). In this section, the proposed method is introduced in two stages: 1) 8 generating OOC design for generic attributes, 2) adding column vectors for alternative-specific 9 attributes. 10
Generating Design for Generic Attributes 11
The essential idea of OOC design is to maximize the differences of attribute levels across 12 alternatives by forcing generic attributes never taking the same level over the experiment. In this way, 13 parameters can be estimated in the largest extend of variety of attribute levels independently. For a 14 general experimental design, we can assign levels for generic attributes following the basic process: 15
Step 1: generate a fractional factorial orthogonal design for alternative 1. N represents the 16 number of choice situations of the design. 17
Step 2: choose some systematic changes to get the allocation of attribute levels in alternative 2 18 from alternative 1. Systematic changes are certain rules to decide how the attribute levels change 19 from alternative 1 and will be discussed in later context. 20
Step 3: choose another systematic changes to get the allocation of attribute levels in alternative 21 3 from alternative 1. 22
Step 
Adding Alternative-specific Attributes in OOC Design 19
Although OOC designs for any choice set size with any number of attributes each having any 20 number of levels can be generated in similar way, this method will not work where 21 alternative-specific attributes are introduced according to its basic idea. However, in transportation 22 area, choice analysis always involves alternatives with their own specific attributes (i.e. parking fare 23 for car or waiting time for public transit). To extend the use of OOC, column vectors are added for 24 alternative-specific attributes on the base of OOC design. The total number of column vectors k X 25 equals to the total number of alternative-specific attribute k in the discrete choice model. Again, 26
we assume k L is the number of levels assigned to attribute k for alternative j, represented by 0, 27
The dimension of vector k X equals to the total number of choice situations N in the 28 former design generated for generic attributes. Here, it is noteworthy that the degree of freedom, 29 which directly related to the minimum number of choice situations N of the design, should be kept 30 after introducing alternative-specific attributes in the model. That is to say, the size of an OOC 31 design only with generic attributes might be small. But when alternative-specific attributes are added, 32 a larger size of design is required to reach at the same degree of freedom so that enough observations 33 can be obtained for parameter estimation. Thus, when generating OOC design for generic attributes 34 in the first step, the number of choice situation N should be determined by considering the total 35 number of all the attributes including alternative-specific attributes. 36
To maintain the principle of OOC design, two constrains should be satisfied when calculating 37
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Model Formulation and Stimuli Refinement 17
The field data for the case study is collected in Chengdu, a large city located in southwest China. 
36
Where TT represents travel time, TC represents travel cost, PF represents parking fare and WT 37 represents waiting time. For car users, TC equals to the fuel cost. For taxi users, TC equals to the 38 money paid for the trip. And for bus and subway users, TC equals to the ticket price. WT is the time 39 period between people arriving at the station/stop and before they getting on board. Seeing from 40
Equations (2)- (5), parameters for TT and TC are generic across four alternatives and parameters for 41
WT are generic across bus and subway. PF is the alternative specific parameter for alternative car. 42
Thus, seven parameters are going to be estimated in total (three of them are alternative-specific 43 constant, which has nothing to do with any attribute). The attribute levels and prior information 44 about parameters are given in 24  7  8  24  27  45  1  5  20  2  3  30  9  10  30  33  55  2  8  24  3  4  35  11  15  35  40  65  3  10  27  4  5 In order to obtain better estimation of parameters, three levels are set for each attribute to 2 maximize variations of the attribute as much as possible. situation n. Thus, the total number of parameters to be estimated is equal to 
33 jn  is the unobserved component, independently and identically extreme value type Ⅰ 34 distributed. The probability jn P that an individual choose alternative j in choice situation n 35 becomes: 36
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Where y represents the binary outcome of all choice situations. While alternative j is chosen in 6 choice situation n, jn y equals one, otherwise it is zero. Then the AVC matrix can be expressed as 7 the second derivative of the log-likelihood function as follows: 8   , ,
9
  , ,
11
    
12
Equations ( 
22
The AVC matrix can be expressed as a KK  matrix that equals to the negative inverse of the 23 Fisher information matrix: 24 
31
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Later work assumed non-zero priors that were known with certainty termed as -
2
More recently, researchers have begun to examine efficient designs where the true population 3 parameters are not known with certainty but can be drawn from Bayesian parameter distributions 4 (with parameter  ), which is termed as
6
In our case study, -p D error is chosen as the statistic to measure the efficiency of experimental 7 designs. 8
Experimental Design 9
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17
The theoretical minimum sample size of every parameter for the three different designs is 18 calculated as shown in design to obtain the optimal solution. As a matter of fact, the current D-efficient design in TABLE 4 10 catches the asymptotic optimal solution, of which the D-error equals 0.08846, after 265313 iterations. 11
On the contrast, the computation work of OOC design is much simpler and the result can be worked 12 out within a second. Seeing from this perspective, we can draw the conclusion that OOC design is 13 superior to D-efficient design. 14
CONCLUSION
15
The SC experiment has been generally regarded as an effective method for discrete choice analysis, 16 especially for newly introduced alternatives. Though orthogonal design has been used as the major 17 experimental design method in practice, orthogonality is not that important in the nonlinear discrete 18 choice models.
19
In this paper, a feasible approach to construct an OOC design with alternative-specific attributes 20 is provided. To hold the original principle of OOC design, two stages are required: (1) generating the 21 OOC design with only generic attributes using the former method, (2) adding column vectors one by 22 one for alternative-specific attributes and making them orthogonal with other vectors within an 23 alternative. With the proposed method, the attribute levels of generic attributes are in the maximum 24 difference across the alternatives, while the distribution of alternative-specific attribute levels would 25 not affect the orthogonality for each alternative. 26
The efficiency of the proposed method is examined by contrasting it with the conventional 27 orthogonal design and another popular efficient design, D-efficient design. D-error, a common 28 statistic corresponding with AVC matrix of the choice model, is chosen as the major measurement of 29 experimental design efficiency. Also, minimum sample size based on each attribute parameter is 30 calculated as the auxiliary criteria for the comparison. 31
Applying the proposed method to design a field SC survey in China, the results indicate the 32 advantage of using OOC design in two aspects: (1) it is proved to be more capable of producing 33 statistically significant parameter estimates than conventional orthogonal design, while has almost 34 the same efficiency with D-efficient design. (2) The solving process of OOC design is relatively easy.
35
The feasible solution can be obtained by a simple loop statement. Then the AVC matrix and D-error 36 value can be calculated. On the other hand, to work out a solution using D-efficient design, the 37 D-error value needs to be generated and compared time after time. The searching for an optimal 38 solution is time consuming. Thus, it is believed that OOC design outperforms D-efficient design in 39 the sense of avoiding multiple iterations and complex computation work. 40 41
TRB 2014 Annual Meeting
