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Introduction
Consider the following three problems: the first was mentioned as a "major open problem in systems and
The problem is to find necessary and sufficient conditions on the triplet of real matrices ( A , B , C) under which there exists a feedback gain matrix K such that A + B K C is stable. In the case of state feedback (C = I ) , a necessary and sufficient stabilizability condition is given by the stabilixability of the pair ( A , B ) [12] . However, if C is not invertible, no general necessary and sufficient conditions are known.
Simultaneous stabilization by static output or state f e e d b a~k .~ Our second problem is a generalization of the static output feedback problem. Suppose that for each i, i = 1, . . . , IC, we are given a linear system k ( t ) = Aia:(t) + Beu(t) y ( t ) = CiZ(t).
control theory" in a recent survey2 of experts in the systems and control field; the other two were mentioned indirectly.
Stabilization by static output feedback. This
Under the feedback control law 4 t ) = K d t ) the ith closed loop system is is perhaps the most basic problem in control theory. We are given a linear system
G ( t ) = (Ai + B i K C i ) z ( t ) .
The problem is to find conditions on the triplets of real matrices ( A i , Bi, Ci), i = 1,. . . ,IC, under which there exists a matrix K such that Ai+BiKCi is stable
i ( t ) = A z ( t ) + Bu(t) d t ) = C 4 t )
for each i. This problem is unsolved even if Ci = 1 for all i (state feedback).
Stabilization by decentralized static output feedback. We now impose some s t r u c t u r e on t h e feedback gains. Consider a linear system of the form and we consider a static feedback control law of the form
u ( t ) = K y ( t ) .
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2To be published in a new journal on control (the European Journal of Control) that will be launched at the ECC'95 in September 1995. Copies of the survey are available from the first author and suppose that we are interested in a static decentralized controller of the form
The closed loop system is
which is of the same form as in stabilization by static output feedback except that several of the entries of Ii' are forced to zero. This leads us to the problem of finding conditions on the triplet of real matrices ( A , B , C ) under which there exists a matrix Ii' with a given structure such that A + B K C is stable. The problem can be further constrained by requiring the matrix structure to be block diagonal, the blocks to have a bounded norm, or the blocks to be identical (we discuss all of these cases later).
The reader is referred to [2] , pp. 420, where the above three problems are presented and motivated and where references can be found. A common feature of these three problems is that, although they are easy to state, neither closed-form nor efficient algorithmic solutions are known. It is rather improbable that closed-form solutions to these problems are possible. On the other hand, algorithmic solutions do exist as we now argue.
All of the problems that we have described are finitely parametrized. They all involve the search for a controller (the -possibly partitioned -matrix Ii') which can be specified in terms of finitely many real parameters. In theory, it is thus possible to apply the following methodology: (a) parametrize the gain matrix Ii' in terms of finitely many real coefficients; (b) express the matrix stability condition(s) in terms of the coefficients of the system(s) and of the controller; (c) use the Rmth-Hurwitz test on the resulting characteristic polynomial(s). One is then left with a (large) set of multivariable polynomial inequalities that have to be simultaneously satisfied for some choice of the controller coefficients. As explained in [l] , checking the existence of controller coefficients that satisfy this system of multivariable inequalities can be performed using the Tarski-Seidenberg elimination theory. The Tarski-Seidenberg elimination method leads, after a finite number of rational operations, to a yes-no answer regarding the existence of a solution and produces a solution if one exists. The method is systematic and amenable to computer implementation. Thus, all three problems described above are algorithmically solvable.
The advantage of the Tarski-Seidenberg method is its generality; its drawback is the fact that its computational complexity increases at least exponentially. The examples that can be worked on paper are very small (the example given in [l] involves only two parameters) and computer algorithms cannot digest more than five or six parameters in reasonable time.
In this paper we show that some of the above problems and their variations are very unlikely to allow for efficient algorithmic solutions. We adhere to the general consensus in computer science that identifies algorithmic efficiency with polynomial time computability. We then show that some of the above problems are NP-hard [5] , meaning that every problem in NP can be reduced them. Thus, unless P=NP, these problems are not polynomial time solvable.
Our results are as follows (see later for precise definitions) :
1. The static output feedback stabilization problem is NP-hard if one constrains the coefficients of the controller Ii' to lie in prespecified intervals. The same is true in the case of static state feedback (C = I ) . We have not been able to establish the complexity of the problem in the absence of constraints on K but we conjecture that it is also NP-hard.
2. Simultaneous stabilization by output feedback is N P-hard.
Stabilization by decentralized static output feed-
back is NP-hard if one imposes a bound on the norm of the controller or if the blocks are constrained to be identical.
These results will be proved as corollaries of the following main theorem: testing for the presence of a stable matrix in a family of matrices whose members have entries that are either fixed to some given real number or vary in the closed unit interval [-1,1] is an NP-hard problem. This latter result complements a recent theorem of Nemirovskii [S] who showed that testing for the stability of all elements of such a family of matrices is an NP-hard problem. Our proof is in fact inspired from his. Other references that are directly or indirectly related to our work include [4] and [9] ; see also [lo] for a review of other complexity results for problems in control theory.
In the next section, we prove the main result and derive some general corollaries. In the last section we link these results with the linear control design problems mentioned in this introduction.
Checking the existence of a stable matrix in an interval family of matrices is NPhard
In this section we show that checking the existence of a stable matrix in a unit interval family of matrices is an NP-hard problem (a unit interval family of matrices is a family of matrices whose members have entries that are either fixed to some given real number or vary in the closed unit interval Let m be a positive integer such that 1 < m = k2 for some positive integer k and define the m-dimensional vector U by uT = ( u I , a z , ..., ur,O with I m the identity matrix of size m and x, y E Rm (note that y > 0 and 0 < p < 1).
The set of matrices
forms an instance of and note that aTz0 = x;fu = 0. We claim that the matrix A0 = A ( Q , yo) E A is stable. Indeed, A0 can be decomposed as
The spectrum of A0 is the spectrum of A2S.43 shifted to the left by k. The matrix A0 will thus be stable provided that the real part of every eigenvalue of Az+ A3 is strictly less than k.
The matrix A2 has rank one; it has one eigenvalue at -ky and m eigenvalues at the origin. The characteristic polynomial of the matrix A3 is
whose roots are either at the origin or have a real part equal to k(1 + p)/2 which is always strictly less than k since we have already observed that 0 < p < 1. Due to the fact that uTxO = x;fu = 0, we have A2A3 = A3Az = 0. Let X and w be an eigenvalue and an eigenvector, respectively, of Az + As. Thus, (A2 + A3)w = Xw. Multiplying by Az, we obtain Aiw = XAZw. If Azw # 0, then X is an eigenvalue of A2 . If A2w = 0, then X is an eigenvalue of AB.
Consequently, every eigenvalue of A2 + A3 is either an eigenvalue of A2 or of AB. These eigenvalues have a real part which is smaller than k and by our earlier comment, the matrix A0 E A is stable.
For the reverse implication, assume that A contains a stable matrix and let 20, yo E [-l1 11" be such that A0 = A(z0,yo) E A is stable. Consider then the parametrized family of matrices The matrix (I, -aaT/(l + 7 ) ) is symmetric and positive definite. Using also the fact that the maximum of a convex function over a bounded polyhedron is attained at an extreme point, we obtain Using the definition of p, we finally arrive at
B(8)
The left hand side in this inequality is a positive integer; we are thus forced to the conclusion Z€{-l,l}m min ( z~u )~ = 0.
(18)
Assume that the minimum in (18) This shows the equivalence between the instances and hence proves the second part of the theorem.
0
If the problem is changed by including the additional requirement that the matrix A must be symmetric, then it can be solved in polynomial time. 4 In 4This was brought to our attention by M. Overton. particular, consider the problem of minimizing X subject to X I -A being a positive semidefinite symmetric matrix and subject to the interval constraints on A. This is a semidefinite programming problem and can be solved in polynomial time. Furthermore, the optimal cost in this minimization problem is less than or equal to zero (respectively, negative) if and only if there exists a marginally stable (respectively, stable) matrix A in the family. This in sharp contrast to the results of Nemirovskii [8] who showed that deciding the stability of all elements of the interval family is NP-hard even if one restricts to symmetric matrices.
As a direct application of our main theorem, the following problems can be shown to be NP-hard: 
Remarks:
1. These problems remain NP-hard if "stability" is replaced by "marginal stability". 
Application to linear control design problems
As explained in the Introduction, our initial motivation for this work was to address the computational complexity of linear control design problems. We now introduce some such problems and show that that they are NP-hard.
STATE FEEDBACK STABILIZATION BY BOUNDED CON-
Instance: A positive integer n, n x n matrices A and B with rational coefficients, rational numbers kij ,E;, 
Remarks:
1. For some of the problems, we provided the proof for the case of stability; for others, we dealt with marginal stability. With little work, and using the remarks at the end of the preceding section, it is easily shown that all problems are NP-hard for the case of either stability or marginal stability.
CONTROLLER is easily shown to remain NP-hard even if the bounds bjj, $ j are constrained to be either 0 or 1. We have assumed that we are dealing with square systems; the more general case of rectangular systems is at least as h a r d and is therefore also NP-hard. Finally, the problem of output feedback stabilization by a bounded controller is at least as hard as that of state feedback and is thus also NP-hard. 
STATE FEEDBACK

