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Abstract  
This study deals with uncertainty and attention 
in audiovisual speech perception. Subjects were 
exposed  to  audiovisual  stimuli  where 
independent  variable  was  bivalent:  either 
blocked  to  one  ear  or  uncertainty  about  in 
which ear the next stimulus would appear. The 
hypothesis,  that  uncertainty  would  inhibit 
audiovisual  integration  was  motivated  by  an 
earlier study (Öhrström et al, 2011) but these 
results were not confirmed in this experiment. 
However, audiovisual stimuli presented in the 
final  parts  of  the  session  evoked  less  visual 
influence  than  those  in  the  first  parts.  This 
negative  correlation  may  have  two 
explanations  (1)  Fatigue  in  the  end  of  the 
session  means  less  available  attentional 
resources,  which  inhibits  integration.  (2) 
Integration involves a late integration process 
where basically auditory information is stored 
throughout  the  session.  This  may  haves 
implications for studies in audiovisual speech 
perception.  
Background 
As have been known for a long time, the visual 
signal  has  an  additive  role  in  speech 
comprehension, especially in noisy conditions 
(Sumby and Pollack, 1954; Erber, 1969). In the 
seminal  work  by  McGurk  and  MacDonald 
(1976) it was shown that visual information is 
an important contributor to speech perception 
also  when  sound  is  not  polluted  by  noise.  In 
their study it was shown that a face articulating 
/gaga/  synchronized  with  an  auditorily 
presented /baba/ was perceived as /dada/, i.e. a 
fusion between the two signals. In the reversed 
situation:  auditory  /gaga/  together  with  visual 
/baba/, was perceived as a serial combination of 
the two signals (e.g. /gaba/ or gabga). In a later 
study it has been shown that the visual signal 
influences perception of front vowel in such a 
way vowel openness is conveyed through the 
auditory  channel  while  roundedness  is 
conveyed  through  the  visual  signal 
(Traunmüller and Öhrström, 2007). 
The  findings  by  McGurk  and  MacDonald 
(1976)  have  been  replicated  many  times  and 
have been used as a research paradigm to assess 
the nature of audiovisual integration in speech 
perception.  First,  a  model  of  audiovisual 
integration  in  speech  perception  takes  into 
account the nature outcome of the integration; 
is it gestural, auditory, intermodal or amodal? 
Second,  a  model  deals  with  the  timing  of 
integration. Does it occur at a late stage? This 
would mean that there is time for processing or 
mapping  of  the  visual  and  auditory  channel 
before  integration  takes  place?  Does  the 
integration  occur  at  an  earlier  stage,  leaving 
less space for processing, e.g. attention, in each 
modality before integration? 
In a recent study (Öhrström et al., 2011) the 
role  of  attention  in  audiovisual  integration  in 
speech  perception  was  examined  by  using 
dichotic stimuli. Attention was supposed to be 
consumed  by  asking  the  subjects  to  focus  on 
the right ear whole watching the face appearing 
on the screen. The results showed that visual 
influence  was  inhibited  when  attention  was 
consumed.  In  the  study  if  Öhrström  et  al. 
(2011), it was shown that visual influence was 
inhibited when sound was presented in one ear. 
This result was contra-intuitive since listening 
to one ear is equivalent to a 3dB, allowing for 
more visual influence, in line with Sumby and 
Pollack (1954) and Erber (1969).  However, the 
order of the stimuli was randomized in such a 
way, the subjects were not aware of in which 
ear  the  next  stimulus  would  appear.  It  was 
hypothesized  that  this  inhibition  of  visual 
influence was due to uncertainty. This would be 
in line with theories that connect uncertainty to 
attention  from  en  learning/acquisition 
perspective since uncertainty may be due to a 
false representation about the environment (see 
Pearce & Hall, 1980 and Hogarth et al., 2008). 
If this works at a subconscious level, it could 
explain the result obtained in Öhrström et al. 
(2011). However, since this wasn’t tested under 
pure  experimental  control  the  purpose  of  this 
study  is  to  partly  replicate  this  study  under 
controlled  experimental  condition.  The 
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one  ear  (left  or  right  at  a  time)  vs.  sound  in 
randomized  in  respect  to  left  or  right  ear 
(uncertainty).  Dependent  variable  will  be 
degree of visual influence.  
	 ﾠ
Method 
Subjects 
28  subjects,  14  males  and  14  females, 
volunteered  as  perceivers.  They  were  native 
speakers of Swedish and they reported normal 
hearing and normal or corrected vision. They 
were aged 20-61 years, M=32.7, SD=11.1.  
Materials 
The  experiment  was  set  up  in  E-PRIME 
(version  2.0),  where  the  whole  session  was 
divided  into  a  series  of  blocks.  A  right  ear 
advantage  (REA)  test  was  carried  out  at  the 
very start. It consisted of a subset of the stimuli 
used  in  Söderlund  et  al.  (2009).  The  stimuli 
were created by Hugdahl and Davidson (2003). 
They consisted of the syllables, /ba/, /da/ and 
/ga/, uttered by a male (wav, 22.05 kHz, 16 bit).  
They  were  presented  in  congruent  or 
incongruent/dichotic fashion, thus giving a total 
of  nine  possible  stimuli.  Each  REA  stimulus 
was presented three times in random order. The 
REA stimuli are listed in table 1. 
The following audiovisual and visual blocks 
contained  further  edited  stimuli  from 
Traunmüller  and  Öhrström  (2007).  These 
consisted  of  short  video  tapes  (mpg4)  of  a 
female and a male face uttering the following 
syllables:  /gig/,  /gyg/,  /geg/  and  /gøg/.  They 
were  dubbed  in  such  a  way  the  sound  of  a 
syllable containing a rounded vowel (i.e. /gyg/ 
and  /gøg/)  was  synchronized  with  visual 
syllable  containing  an  unrounded  vowel  (i.e. 
/gig/  and  /geg/).  There  were  purely  auditory 
stimuli as well. The stimuli of these blocks are 
presented in table 2    
In block 1 sound was removed, thus giving 
pure  visual  stimuli,  each  stimulus  appearing 
three times, giving a total of 24 stimuli, which 
were presented in random order. 
In Block 2, stimulus sound was presented in 
the left ear only. Each stimulus was presented 
twice  in  quasi  random  order,  thus  48 
presentations in total. 
In block 3, stimulus sound was presented in 
the right ear only. Each stimulus was presented 
twice in quasi random order. 
In block 4 stimulus sound was presented in 
the  on  or  the  other  ear  alternately  in  quasi 
random  order.  Each  stimulus  was  presented 
once, thus giving a total of 48 presentations. 
In block 5 stimulus sound was presented in 
both ears. Each stimulus was presented twice in 
quasi random order, thus giving a total of 48 
presentations. 
Including the initial REA block, there were 
in total 243 stimulus presentations. 
Table  1.  Stimuli  presented  in  the  right  ear 
advantage test. LE = left ear, RE = right ear. 
LE  RE    LE  RE    LE  RE 
ba  ba    da	 ﾠ ba    ga	 ﾠ ba 
ba  da    da	 ﾠ da    ga	 ﾠ da 
ba  ga    da	 ﾠ ga    ga	 ﾠ ga 
 
Table 2. Stimuli presented in the visual block (V-
block) and the audiovisual blocks (AV-blocks). 
V- block  Aud  Vis    Aud  Vis 
  -	 ﾠ /gig/    -  /gyg/ 
  -	 ﾠ /geg/    -  /gøg/ 
AV-blocks  Aud  Vis    Aud  Vis 
  /gyg/  .    /gig/	 ﾠ - 
  /gyg/  /gig/    /gig/	 ﾠ /gyg/ 
  /gyg/  /geg    /gig/	 ﾠ /gøg/ 
  /gøg/  .    /geg/	 ﾠ - 
  /gøg/  /gig/    /geg/	 ﾠ /gyg/ 
  /gøg/  /geg    /geg/	 ﾠ /gøg/ 
Procedure 
The subjects participated one at a time. They 
sat  approximately  70  cm  from  a  computer 
screen  and  wore  semi-isolating  headphones 
(Philips  SBC  HP890)  and  volume  at  a 
comfortable  level.  They  were  informed  about 
the  procedure  both  verbally  and  in  written 
form. They filled in personal information about 
age, sex and handedness. 
In  the  first  block,  the  REA-stimuli  were 
presented.  The  subjects  were  asked  which 
consonant  they  had  perceived  as  the 
loudest/most  audible  one.  They  gave  their 
answers  by  clicking  on  the  three  response 
alternatives appearing on the screen (ba, da or 
ga). The next stimulus followed automatically 
short after the response was given. 
The  following  blocks  were  presented  in 
random  order  to  rule  out  possible  exhaustion 
effects. After each stimulus, the subjects chose 
between six response alternatives what vowel 
was  heard  (in  case  of  audio  or  audiovisual FONETIK 2012, Department of Philosophy, Linguistics and Theory of Science, University of Gothenburg 
	 ﾠ
stimuli), or seen through lip reading (in case of 
visual stimuli). The response alternatives were 
presented  at  about  the  same  position  on  the 
screen as the speaker. It consisted of six long 
vowels  in  Swedish  (corresponding  phonemes: 
/i:/.  /y:/,  /ʉ:/,  /e:/,  /ø:/  and  /æ/).  They  were 
presented in orthographic form but in a shape 
resembling  of  a  vowel  triangle.  The  response 
was given by clicking on the alternative. 
The  subjects  were  told  not  to  take  any 
breaks  within  any  block.  The  whole  session 
lasted for approximately 30 minutes.  
Results 
The results of the REA test showed a general 
right  ear  preference.  Four  of  the  28  subjects 
showed a left ear preference, while 14 subjects 
showed  a  right  ear  preference.  Across  all 
subjects, the right ear preference reached a 52.8 
(sd=6.1)  percentage,  where  50%  would  mean 
no preference for neither left nor right ear. 
The  visual  influence  of  perceived  vowel 
rounding  was  calculated  as  the  difference 
between the roundedness perceived in auditory 
mode alone and the perceived roundedness of 
the same auditory vowel synchronized with a 
visual  vowel  of  opposite  roundedness.  Hence 
maximum visual influence would be 1 and the 
minimum  visual  influence  would  be  0.  The 
visual  influence  regarding  mid  open  vowels 
(/e:/ and /ø:/) were moderate and will hence be 
disregarded  in  the  following  comparisons. 
Table  3  presents  visual  influence  across  all 
subjects in the different conditions. 
 
Figure 1. Visual influence across all subjects in the 
different  conditions.  Both  =  bot  ears,  Left  bl  = 
blocked left ear, Right bl = blocked right ear, Left 
rand = left ear in randomized conditions, Right rand 
=  right ear in randomized condition. 
As  can  be  seen,  there  were  no  substantial 
differences  in  visual  influence  between  the 
conditions.  The  highest  degree  of  visual 
influence was registered in the blocked left ear 
condition,  while  the  lowest  degree  of  visual 
influence  was  registered  in  the  blocked  right 
ear condition.  The pattern of visual influence 
did  not  differ  across  subgroups  such  as  sex, 
handedness or results of the REA-test 
A negative correlation between the order of 
the block in which the stimulus occurred and 
visual influence was obtained (r
2=0.18, p<0.01, 
N=140). This correlation is shown in figure 2.  
 
Figure 2. Visual influence correlated with the order 
of the block in which the stimulus occurred. 
Discussion 
The goal of this study was to partially replicate 
the recent study by Öhrström et al. (2011) and 
to test the hypothesis that induced uncertainty 
would  inhibit  visual  influence  in  audiovisual 
speech perception. The results of the study do 
not  support  this  hypothesis  and  the  results 
differ substantially from those earlier obtained. 
The reason behind the differences may be due 
to differences in the collection of responses. In 
Öhrström et al. (2011) the subjects wrote down 
on  a  sheet  what  they  had  perceived  and  the 
subjects  did  not  control  the  pace  of  the 
experiment, possibly leading to a more stressful 
situation.  A  possible  interaction  could 
potentially  account  for  the  consuming  of 
attention in that case. In this experiment the set 
of response alternatives was presented on the 
screen, thus there was no need for turning the 
head downwards and the subject could always 
visually  focus  on  the  speakers  face  when 
shown.  Furthermore,  the  subjects  were  in 
control  of  the  pace,  knowing  that  giving  an 
answer will soon bring a new stimulus.   
The negative correlation between the visual 
influence and block order in which the stimulus 
occurs  is  interesting.  This  may  have  two 
explanations.  First,  it  can  be  due  to  fatigue, 
where  the  task  requires  the  subject  to  be 
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session this means that the attentional resources 
are  smaller  leaving  less  space  for  the  visual 
modality. 
The  other  explanation  would  be  that  the 
number of tokens is rather small. This means 
that  the  same  auditory  tokens  will  reoccur 
many  times.  The  subjects  will  therefore 
probably  recognize  them  after  a  while.  If  we 
rely  only  on  early  integration  processes  this 
means, nevertheless, there should not be such a 
clear  drop  of  visual  influence.  The  reason  is 
that those sounds will get an identity coloured 
by the visual signal from the very start. Why 
would  this  identity  (with  or  without 
incongruent visual information) change during 
the  session?  A  more  plausible  explanation  is 
that  the  responses  are  a  result  from  late 
audiovisual integration (possibly together with 
an early integration). This would mean that the 
identity  on  the  sound  in  respect  to  vowel 
roundedness  is  closer  to  the  auditorily 
presented. This identity is stored in the mind 
throughout the session. Towards the end it is 
likely that subjects gaze at the visual stimulus 
but  disregard  from  the  information  provided. 
Instead  the  auditory  information  is  matched 
with stored auditory information, which results 
in an auditory response. The evidence for lower 
visual  integration  in  the  end  of  experimental 
sessions needs to be replicated and may have 
implications for research designs in this field.     
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