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Abstract
Let A⊆B be an extension of integral domains and let X be an indeterminate. We study the
transfer of the notion of PVMD and GCD-domains to the domains A+XB[X ] and A+XB[[X ]].
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1. Introduction
We >rst give the various de>nitions and principal properties which we will study in
this paper. Let D be an integral domain with quotient >eld Qf(D) = K . Let F(D) be
the set of all nonzero fractional ideals of D and If(D) the subset of >nitely generated
members of F(D). For each I; J ∈ F(D), let I : J = {x ∈ K | xJ ⊆ I}; I−1 =D : I and
Iv=(I−1)−1. The mapping I → Iv is a star-operation and is called the v-operation [21,
Sections 32 and 34]. An ideal I is said to be a v-ideal or divisorial if I= Iv. If we take
It =
⋃{Jv | I ⊇ J ∈ If(D)} for each I ∈ F(D), we have another star-operation I → It ,
which is called the t-operation. An ideal I is called a t-ideal if I = It . A v-ideal I is
v->nite if I=Jv, where J is a >nitely generated ideal such that J ⊆ I . Let Df(D) be the
set of v->nite (fractional) ideals of D. If Df(D) is a group under the v-multiplication
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(Iv; Jv) → (IJ )v, then D is called a PrHufer v-multiplication domain (for short, PVMD)
[25]. Further, according to [22] D is a PVMD if and only if every maximal t-ideal
of D is essential (a prime ideal P is essential in D if DP is a valuation domain). A
GCD-domain (resp., a G-GCD domain) is an integral domain in which the intersection
of two principal ideals is principal (resp., an invertible ideal) [2,10,23]. According to
[17], an integrally closed domain D is called a Schreier domain if every element of D
is primal (an element x ∈ D is primal if x | ab in D implies that x= a1b1, where a1 | a
and b1 | b). It is known that a PVMD is a GCD-domain if and only if it is a Schreier
domain [25, Proposition 6:1].
Following [11] and [13], the (t−) class group of an integral domain D is Cl(D) =
T (D)=P(D), where T (D) is the abelian group of (fractional) t-invertible t-ideals of
D under the t-multiplication and P(D) is its subgroup of principal fractional ideals.
Following [12], we de>ne the local class group of D to be G(D) = Cl(D)=Pic(D). If
D is a Krull domain, then Cl(D) is just the usual divisor class group of D [20]; and
if D is a PrHufer domain, then Cl(D) = Pic(D), the usual ideal class group of D. For
D a PVMD; Cl(D) (resp., the local class group G(D)) is zero if and only if D is a
GCD- (resp., G-GCD) domain [13].
We will repeatedly use the notion of splitting set de>ned in [3]. A saturated multi-
plicatively closed set S is a splitting multiplicative set of D if for each r ∈ D; r = as
for some a ∈ D and s ∈ S such that aD∩ tD=atD for all t ∈ S. A splitting multiplica-
tively closed subset of D is an lcm splitting set if for all s ∈ S and r ∈ D; sD ∩ rD
is principal. It is known [3, Theorem 4:2] that if S is an lcm splitting set of D, then
Cl(DS)  Cl(D), and D is a PVMD (resp., GCD-domain) if and only if DS is a
PVMD (resp., GCD-domain). A simple example of an lcm splitting set of D[X ] is
S = {uX n | n ≥ 0 and u a unit of D}:
Let A⊆B be an extension of integral domains and let X be an indeterminate over
B. Consider the domain R=A+XB[X ]. This construction has been extensively studied
by several authors for its interest in constructing examples with prescribed properties;
for example, see [4]. Some special cases of this construction include the D(S) = D +
XDS [X ] construction introduced in [18], and when B is a >eld, the generalized D+M
construction studied in [9,15], and [16].
Our interest in this paper was inspired by the work of [5,8,27]. In [27], the author
shows that if D is a GCD-domain, then the behavior of D(S) depends on the relationship
between S and the essential primes of D. In [8], the GCD-property was also studied
for domains of the form A + XB[X ], where Qf(A)⊆B. More generally, divisibility
properties for pullbacks with respect to a maximal ideal M of a larger domain T are
investigated in [5,19,24]. Although A+ XB[X ] (resp., A+ XB[[X ]]) is a pullback with
respect to the prime ideal P = XB[X ] (resp., XB[[X ]]) of T = B[X ] (resp., B[[X ]]); P
is a maximal ideal of T if and only if B is a >eld.
We continue the investigation of GCD-domains for integral domains of the form
A+XB[X ] and A+XB[[X ]]. We begin by determining necessary and suJcient conditions
for the domains A+XB[X ] and A+XB[[X ]] to be PVMDs in the case when Qf(A)⊆B.
This result covers several known special cases in [18] and [8].
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In Section 2, we show the following two main results:
(i) A + XB[X ] is a GCD-domain if and only if A is a GCD-domain and B = AS for
S an lcm splitting multiplicative set of A.
(ii) A+ XB[[X ]] is a GCD-domain if and only if A is a GCD-domain, B = AS for S
an lcm splitting multplicative set of A, and AS [[X ]] is a GCD-domain.
General references for any unde>ned terminology or notation are [20,21,23]. For an
integral domain R, let U (R) denote its group of units, and Qf(R) its >eld of quotients.
As usual, an overring of R is a subring of Qf(R) containing R.
For the reader’s convenience, we recall the following criteria of Latness: by [10,
Section 2:3, Proposition 2, Chapter 1], A+XB[X ] is Lat over A when B is Lat over A
(in this case, A+XB[X ] is actually faithfully Lat over A [10, Section 3, Proposition 3,
Chapter 1]).
2. GCD-domains
Let A⊆B be an extension of integral domains such that Qf(A)⊆B. In [8], the
authors determined necessary and suJcient conditions for the domain R= A+ XB[X ]
to be a GCD-domain. We next extend this result to PVMDs.
Lemma 2.1. Let A⊆B be an extension of integral domains. If A is a :eld; then the
following conditions are equivalent:
(i) R= A+ XB[X ] is a GCD-domain;
(ii) R= A+ XB[X ] is a PVMD;
(iii) B= A.
Proof. Clearly (i) ⇒ (ii) and (iii) ⇒ (i).
(ii) ⇒ (iii): Suppose that A⊂B, and let # ∈ B \ A. First, we show that #R ∩ R =
#XB[X ]. Clearly #XB[X ]⊆ #R ∩ R. Let z ∈ #R ∩ R. Then z= #(a1 + Xb1(X ))= a2 +
Xb2(X ), where b1(X ); b2(X ) ∈ B[X ] and a1; a2 ∈A. Thus #a1= a2. Since A is a >eld
and # =∈ A, it follows that a1 = a2 = 0, and hence z ∈ #XB[X ]. Thus equality holds.
Since R is a PVMD; #XB[X ] = #R ∩ R is v->nite [19, p. 828], and thus v-invertible.
Hence #XB[X ] : #XB[X ]=R [24, Lemma 2:3]. But #XB[X ] : #XB[X ]=B[X ], a contra-
diction. Thus A= B.
Proposition 2.2. Let A⊆B be an extension of integral domains such that Qf(A)⊆B.
Then R= A+ XB[X ] is a PVMD if and only if A is a PVMD and B= Qf(A).
Proof. Let T = Qf(A) + XB[X ]. It follows from [6, Theorem 4:1] that R is a PVMD
if and only if T is a PVMD; A is a PVMD, and TXB[X ] is a valuation domain. It
follows from Lemma 2.1 that T is a PVMD if and only if B = Qf(A). In this case,
T =Qf(A)+XQf(A)[X ] and TXB[X ] is a valuation domain. The proposition now easily
follows.
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Remark 2.3. Let A⊆B be an extension of integral domains, and set R= A+ XB[X ].
Let S = {X n | n ≥ 0}.
(i) Since RS =B[X ]S =B[X; X
−1], Cl(RS) =Cl(B[X ]S)  Cl(B[X ]) [3, Theorem 4:2]
and Example 4:5].
(ii) Assume that Qf(A)⊆B. By [6, Theorem 3:3], the following diagram of natural
group homomorphisms is commutative and has exact rows:
0 −−−−−→ Cl(A) −−−−−→ Cl(A+ XB[X ]) −−−−−→ Cl(Qf(A) + XB[X ])


0 −−−−−→ G(A) −−−−−→ G(A+ XB[X ]) −−−−−→ G(Qf(A) + XB[X ])
Part (i) of the next corollary is from [8, Theorem 5:1]. Corollary 2.4 also follows
from Lemma 2.1 and [6, Corollary 4:2].
Corollary 2.4. Let A⊆B be an extension of integral domains such that Qf(A)⊆B.
Then
(i) R=A+XB[X ] is a GCD-domain if and only if B=Qf(A) and A is a GCD-domain.
(ii) R=A+XB[X ] is a G-GCD domain if and only if B=Qf(A) and A is a G-GCD
domain.
Proof. (i) This follows directly from Proposition 2.2 and Remark 2.3 since a GCD-
domain is a PVMD with zero class group.
(ii) This follows from Proposition 2.2 and Remark 2.3 since a G-GCD domain is a
PVMD with zero local class group.
In parts (i) and (ii) of the next proposition, we extend the above results to domains
of the form A+ XB[[X ]].
Proposition 2.5. Let A⊆B be an extension of integral domains such that Qf(A)⊆B.
Then
(i) Cl(A+ XB[[X ]])  Cl(A) and G(A+ XB[[X ]])  G(A).
(ii) A+ XB[[X ]] is a PVMD if and only if B= Qf(A) and A is a PVMD.
(iii) A+ XB[[X ]] is a GCD-domain (resp.; G-GCD domain) if and only if Qf(A) = B
and A is a GCD-domain (resp.; G-GCD domain).
Proof. (i) Let T=Qf(A)+XB[[X ]]. Then T is quasilocal since Qf(A) is a >eld. Since
T ⊂XB[[X ]] : XB[[X ]], it follows from [26, Proposition 2:11] that Cl(T )=0. We obtain
from [6, Theorem 3:3] that Cl(A+ XB[[X ]])  Cl(A) and G(A+ XB[[X ]])  G(A).
(ii) The same argument as in Lemma 2.1 shows that B= Qf(A). Thus (ii) follows
from [6, Theorem 4:1] as in Proposition 2.2.
(iii) This follows from (i) and (ii) as in Corollary 2.4.
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We now proceed to the case when B does not contain Qf(A). In this case, we
determine necessary conditions for the domain A+ XB[X ] to be a PVMD.
Proposition 2.6. Let R=A+XB[X ]; where A⊆B is an extension of integral domains.
(i) If R is a PVMD; then B is an overring of A and B is a PVMD.
(ii) Suppose that B is <at over A. If R is a PVMD; then A is a PVMD; B is an
overring of A; B is a PVMD; and Bp=Qf (A) for each prime t-ideal p of A such
that pB= B.
Lemma 2.7 (Barucchi et al. [7, Lemma 1:3]). Let A⊆R be an extension of integral
domains such that the t-operations on A and R are compatible and R ∩ Qf(A) = A.
Then
(i) (IR)v ∩ Qf(A) = Iv for any :nitely generated ideal I of A.
(ii) (IR)t ∩ Qf(A) = It for any ideal I of A.
As in [1, Section 4], we recall that the t-operations on A and R are compatible if
one of the following equivalent conditions holds:
(i) Iv⊆(IR)v for any >nitely generated ideal I of A;
(ii) It ⊆(IR)t for any ideal I of A.
Proof of Proposition 2.6. (i) Let S = {X n | n ≥ 0}; S2 = {uX n | u ∈ U (B); n ≥ 0},
and S1 = A \ {0}. We have RS1 = Qf(A) + XBS1 [X ]. Assume that R is a PVMD. Thus
Rs1 is a PVMD, and hence BS1 =Qf(A) by Lemma 2.1. Hence B is an overring of A.
Since RS = B[X ]S2 = B[X; X
−1] is a PVMD and S2 is an lcm splitting mutiplicative set
of B[X ], by [3, Theorem 4:2] B[X ] is a PVMD. Hence B is a PVMD.
(ii) Assume that R is a PVMD. Since B is Lat over A, R is Lat over A, and hence
the t-operations on A and R are compatible [1]. Let I be a v->nite ideal of A. Since
R is Lat over A, (IR)v ∈ Df(R) [6, Proposition 2.2], and thus (IR)v is t-invertible. It
follows that ((IR)v(IR)−1)t = R: Since R is Lat over A, we have (IR)v = (IR)t and
(IR)−1 = I−1R [6, Proposition 2.2]. Hence ((IR)t I−1R)t = R. By Lemma 2.7 we have
A= R ∩Qf(A) = (II−1R)t ∩Qf(A) = (II−1)t , and thus I is t-invertible. It follows that
A is a PVMD.
Let p be a prime t-ideal of A such that pB=B. We have Rp=Ap+XBp[X ] is a PVMD.
Since Ap is a valuation domain and Bp is an overring of Ap; Rp is a Schreier PVMD
[18, p. 424], and hence a GCD-domain. Since Ap⊂Bp, it follows that Bp=Qf(A) [27,
Lemma 1:1] (cf. Proposition 2.13).
Our next result concerns the D(S) = D + XDS [X ] construction. According to [27,
p. 95], a prime ideal P intersects a multiplicative set S in detail if for all nonzero
prime ideals Q⊆P; Q ∩ S = ∅.
Corollary 2.8. Let D be an integral domain and let S be a multiplicative set in D.
If D(S) is a PVMD; then D is a PVMD and each prime t-ideal of D that intersects S
intersects it in detail.
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Proof. It suJces to show that each prime t-ideal of D that intersects S intersects it in
detail. Let p be a prime t-ideal of D such that p∩ S = ∅. Since pDS =DS , it follows
from Proposition 2.6 that (DS)p=DS(D−p) =Qf(D). Now let q = 0 be any prime ideal
of D such that q⊆p. If q ∩ S = ∅, then q ∩ S(D− p) = ∅ since q ∩ (D− p) = ∅, and
hence DS(D−p) = Qf(D), a contradiction.
We next comment on some results proved in Proposition 2.6 and Corollary 2.8.
Remark 2.9. (a) The converse of Corollary 2.8 is false. Let E be the ring (BNezout
domain) of entire functions and let S be the multiplicatively closed set generated by the
principal primes of E. In [27, Example 2:6], it is shown that E satis>es the following
conditions:
(i) E(S) is not a PVMD [27, Lemma 1:1].
(ii) The multiplicatively closed set S has the property that p ∩ S = ∅ implies that p
intersects S in detail.
(b) The converse of Proposition 2.6 (ii) is false. Let A be an integral domain, B a
Lat overring of A, and set R= A+ XB[X ]. Assume that A is a PVMD; B is a PVMD;
and Bp=Qf(A) for each prime t-ideal p of A such that pB=B. Then R is a P-domain
which may not be a PVMD by part (a) above (recall that an integral domain D is a
P-domain [25] if every associated prime of D is essential: an associated prime is a
prime ideal minimal over an ideal of the type 0 = (a) : (b) = D). For S={X n | n ≥ 0},
we have RS = B[X ]S . In order to show that R is a P-domain, it suJces to show that
for each associated prime OP of R such that OP ∩ S = ∅; R OP is a valuation domain
[27, Lemma 2:2]. Let OP be an associated prime of R such that OP ∩ S = ∅. Hence
OP = p + XB[X ]. We may assume that p = 0 since RXB[X ] = B[X ]XB[X ] is a valuation
domain. Then p is a prime t-ideal of A since OP is a prime t-ideal of R [27, p. 94] and
R is Lat over A [1, Section 4]. Two cases are possible:
Case 1: pB = B. Then Ap = Bp and R OP = Ap[X ](A−p)−1 OP . But as (A− p)−1 OP is an
associated prime of Rp = Ap[X ] [14, Lemma 1]; hence R OP is a valuation domain since
Ap[X ] is a P-domain.
Case 2: pB=B. Then Bp=Qf(A). Since R OP=(Ap+XQf(A)[X ])(A−p)−1 OP , it follows
that OP is essential since Rp = Ap + XQf(A)[X ] is a PVMD [6, Theorem 4:1].
(c) Let D be a PVMD. In [28, Proposition 3:3], it is shown that D(S) =D+XDS [X ]
is a PVMD if and only if D(S) is well behaved (a domain R is called well behaved if
PRP is a prime t-ideal of RP for each prime t-ideal P of R). In particular, if D is a
Noetherian Krull domain, then D(S) is a PVMD [28, Corollary 3:4].
(d) It would be interesting to know if A + XB[X ] is a PVMD implies that A is a
PVMD without the Latness hypothesis in Proposition 2.6 (ii).
We next give the main result of this section. Note that in part (ii) of Theorems 2.10
and 2.11 we need only assume that S is a splitting multiplicative set of A since A is
a GCD-domain.
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Theorem 2.10. Let A⊆B be an extension of integral domains. Then the following
conditions are equivalent:
(i) R= A+ XB[X ] is a GCD-domain;
(ii) A is a GCD-domain and B= AS for S an lcm splitting multiplicative set of A.
Proof. (ii) ⇒ (i) follows from [27, Corollary 1:5].
(i)⇒ (ii): Assume that R=A+XB[X ] is a GCD-domain. Clearly A is a GCD-domain,
and from Proposition 2.6, we have Qf(A) = Qf(B) (also, cf. the proof of Theorem
2.11). Let S = {r ∈ A | 1=r ∈ B}= U (B) ∩ A. Clearly S is a saturated multiplicatively
closed subset of A with AS ⊆B. Let b ∈ B; we may assume that b has the form r=s
with r; s ∈ A and gcd(r; s)=1. Then sgcd(r; (r=s)X )=gcd(rs; rX )= rgcd(s; X ). Hence
s | rgcd(s; X ), and thus s | gcd(s; X ). We obtain that s |X ; so 1=s ∈ B. Hence s ∈ S and
b= r=s ∈ AS . Thus B= AS . We next show that S is a splitting multiplicative set (this
follows from Zafrullah [27, Corollary 1:5]). Note that S is thus an lcm splitting set
since A is a GCD-domain. Let 0 = d ∈ A, and let gcd(d; X ) = s ∈ A. Then d= sa for
some a ∈ A. Since s |X , then s−1 ∈ B, and hence s ∈ S. We show that #=gcd(a; t)=1
for all t ∈ S; hence aA∩ tA= atA. Since # | t and S is saturated, # ∈ S. Thus # | a and
# | (1=s)X ; so # | gcd(a; (1=s)X ). In order to conclude the proof, it suJces to show that
gcd(a; (1=s)X )=1. Indeed, we have s= gcd(d; X )= gcd(sa; X )= gcd(sa; s((1=s)X ))=
sgcd(a; (1=s)X ). Hence gcd(a; (1=s)X ) = 1.
The next result concerns the power series ring analog of Theorem 2.10. We note
that B[[X ]] need not be a GCD-domain if B is a GCD-domain (for example, let B be
a UFD such that B[[X ]] is not a UFD [20, Example 19:6]).
Theorem 2.11. Let T=A+XB[[X ]]; where A⊆B is an extension of integral domains.
Then the following conditions are equivalent:
(i) T is a GCD-domain;
(ii) A is a GCD-domain; B = AS for S an lcm splitting multiplicative set of A; and
B[[X ]] (=AS [[X ]]) is a GCD-domain.
Proof. (i) ⇒ (ii): Assume that T = A + XB[[X ]] is a GCD-domain. Clearly A is a
GCD-domain. We >rst show that B⊆Qf(A). Let 0 = b ∈ B. Consider gcd(bX; b2X )=
d ∈ T . If d = d0 + d1X + · · · with 0 = d0 ∈ A, then gcd(bX 2; b2X 2) = dX = d0X +
d1X 2 + · · · . Thus bX |dX , so d0 = bc for some 0 = c ∈ A. Hence b=d0c−1 ∈ Qf(A).
Otherwise, gcd(bX; b2X )=d1X+d2X 2+· · · with 0 = d1 ∈ B. Thus b=d1a and b2=d1c
for some 0 = a; c ∈ A. Hence d1c= b2 = b(d1a). Thus c= ba; so b= ca−1 ∈ Qf(A).
It follows that B⊆Qf(A). As in the A+ XB[X ] case, one now shows that B= AS for
S = {r ∈ A | 1=r ∈ B} = U (B) ∩ A, and that S is a splitting multiplicative set of A.
Finally, since TS = AS + XAS [[X ]] = AS [[X ]], then AS [[X ]] is a GCD-domain.
(ii) ⇒ (i): Let D = AS [[X ]]. First, let f =
∑
aiX i; g =
∑
biX i ∈ T with a0; b0
nonzero. Write a0 = a′0s0; b0 = b
′
0t0 with s0; t0 ∈ S and gcdA(a′0; t) = gcdA(b′0; t) = 1
for all t ∈ S. Let f′= s−10 f; g′= t−10 g ∈ T and s= gcdA(s0; t0) ∈ S. Let h′=
∑
ciX i=
gcdD(f′; g′). We may assume c0 ∈ A and gcdA(c0; t) = 1 for all t ∈ S. Let h= sh′.
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We show that h=gcdT (f; g). Since h′ |f′ in D, we have f′=h′d with d=
∑
diX i ∈
D and d0 nonzero. Write d0 = d′0s
′=t′ with d′0 ∈ A; s′; t′ ∈ S and gcdA(d′0; t) =
gcdA(s′; t′) = 1 for all t ∈ S. Then a′0 = c0d′0s′=t′, and hence t′a′0 = c0d′0s′. Thus
t′A= s′A; so d0 ∈ A. Hence d ∈ T ; so h′ |f′ in T , and thus h |f in T . Similarly, h | g
in T . Next, suppose that z |f and z | g in T for z =∑ ziX i ∈ T . Write z0 = z′0s′′ for
z′0 ∈ A and s′′ ∈ S with gcdA(z′0; t)= 1 for all t ∈ S. Arguing as above, we have s′′ | s0
and s′′ | t0 in A; so s′′ | s in A. Using this fact, and that z | h in D, one may show (as
above) that z | h in T . Hence h= gcdT (f; g).
Next, let f=X n(
∑
aiX i); g=X n(
∑
biX i) ∈ T , with a0; b0 nonzero and n ≥ 1. We
may assume that a0; b0 ∈ A since if gcdT (sf; sg)=h for s ∈ S, then gcdT (f; g)=s−1h.
We may write f=s′X nf′; g=t′X ng′ with s′; t′ ∈ S; f′=∑ a′iX i; g′=
∑
b′iX
i ∈ T and
gcdA(a′0; t)=gcdA(b
′
0; t)=1 for all t ∈ S. Let s∗=gcdA(s′; t′) ∈ S and h′=gcdT (f′; g′)
(which exists by above). Arguing as above, one may show that gcdT (f; g) = s∗X nh′.
Finally, let f=X nf′; g=Xmg′ ∈ T with f′=∑ aiX i; g′=
∑
biX i ∈ D with a0; b0
nonzero and m¿n ≥ 0. We may write a0=a′0(s0=t0) and b0=b′0(u0=v0) with a′0; b′0 ∈ A;
s0; t0; u0; v0 ∈ S, and gcdA(a′0; t) = gcdA(b′0; t) = gcdA(s0; t0) = gcdA(u0; v0) = 1 for all
t ∈ S. Thus f′=(s0=t0)f′′ and g′=(u0=v0)g′′ with f′′; g′′ ∈ T . Let h′′=gcdT (f′′; g′′).
Then arguing as above, one may show that gcdT (f; g) = (s0=t0)X nh′′. Hence T is a
GCD-domain.
Remark 2.12. (a) Let A⊆B be overrings of Z. Then R=A+XB[X ] and T=A+XB[[X ]]
are GCD-domains by Theorems 2:10 and 2:11. Note that R and T are UFDs if and
only if A= B.






















(c) Some factorization properties studied in [5] for A + XB[X ] and A + XB[[X ]]
depend on factorization properties in A and B, and on U (A) and U (B) (we have
observed that if A + XB[X ] (or A + XB[[X ]]) satis>es those factorization properties,
then U (B) ∩ A= U (A)).
Assume that U (B) ∩ A = U (A); so S = U (A) in the proof of Theorems 2:10 and
2:11. Then R= A+ XB[X ] (resp., T = A+ XB[[X ]]) is a GCD-domain ⇔ A= B is a
GCD-domain (resp., A= B and A[[X ]] is a GCD-domain).
The polynomial parts of our next result have been observed in [27, Lemma 1:1].
Proposition 2.13. Let A be a nontrivial valuation domain and let B be a proper
extension domain of A. Then the following statements are equivalent:
(1) R= A+ XB[X ] is a GCD-domain;
(2) T = A+ XB[[X ]] is a GCD-domain;
(3) B= Qf(A);
(4) R= A+ XB[X ] is a B$ezout domain;
(5) T = A+ XB[[X ]] is a valuation domain.
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The proof of the above result is based on the following lemma, which shows that
for a valuation domain V the only splitting multiplicative sets are U (V ) and V −{0}.
Lemma 2.14. Let V be a valuation domain and let P a nonmaximal prime ideal of
V . Then the following conditions are equivalent:
(i) S = V − P is a splitting multiplicative set of V ;
(ii) P = (0).
Proof. (ii) ⇒ (i) is trivial.
(i) ⇒ (ii): Suppose that P = (0), and let x ∈ P − {0}. Note that every element
of S divides x. Since S is a splitting multiplicative set of V , we have x = as, with
a ∈ V; s ∈ S, and tV ∩ aV = atV for all t ∈ S. Hence a ∈ P. Let t ∈ S such that t is
not invertible in V . Then tV ∩ aV = atV , and hence aV = atV since aV ⊆ tV . Thus t
is invertible in V , a contradiction. It follows that P = (0).
Proof of Proposition 2.13. Now we give the proof of Proposition 2.13.
(1) ⇔ (3) follows directly from Theorem 2.10, Lemma 2:14, and [15, Theorem 11].
(2) ⇔ (3) follows directly from Theorem 2.11, Lemma 2.14, and [15, Theorem 11].
(4) ⇒ (1) and (5)⇒ (2) follow since a BNezout domain is also a GCD-domain.
(3)⇒ (4) and (3)⇒ (5) follow from [15, Theorem 7].
We next collect several observations related to our earlier results.
Remark 2.15. (a) From Theorem 2.10, we recover the well-known fact that A +
XQf(A)[X ] is a GCD-domain ⇔ A is a GCD-domain [18, Corollary 1:3] (since
Qf(A) = AA−{0} and A− {0} is an lcm splitting set of A).
(b) The example given in [8, Remark 5:3] shows that when A is a GCD-domain,
A+ XA[Y1; : : : ; Yn][X ] (n ≥ 1) is not a GCD-domain.
This is an immediate consequence of Theorem 2.10. Also, R is not a PVMD (Propo-
sition 2:6).
(c) In [8, Remark 5:3], it is observed that R= A+ XB[X ] is a UFD ⇔ A= B and
B is a UFD. This follows directly from Remark 2:12(c) since if R is a UFD, then
U (B) ∩ A = U (A) [5, Proposition 1:1] (this also follows since R is not completely
integrally closed unless A=B). The power series ring analog for the above result also
holds. Indeed, if T = A + XB[[X ]] is a UFD, then U (B) ∩ A = U (A) [5, Proposition
1:1]. By Remark 2.12(c), we have A= B and B[[X ]] is a UFD.
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