The discrete-time periodic matrix equations are encountered in periodic state feedback problems and model reduction of periodic descriptor systems. The aim of this paper is to compute the generalized reflexive solutions of the general coupled discrete-time periodic matrix equations. We introduce a gradient-based iterative (GI) algorithm for finding the generalized reflexive solutions of the general coupled discretetime periodic matrix equations. It is shown that the introduced GI algorithm always converges to the generalized reflexive solutions for any initial generalized reflexive matrices. Finally, two numerical examples are investigated to confirm the efficiency of GI algorithm.
Introduction
Let us begin with some notations and definitions. The symbols A T , tr(A) and A will stand for the transpose, the trace and the Frobenius norm of a matrix A ∈ R m×n , respectively. For a matrix A ∈ R m×n , the so-called stretching function vec(A) is defined by vec(A) = (a T 1 , a T 2 , ..., a T n ) T , where a k is the k-th column of A. The notation A ⊗ B represents the Kronecker product of matrices A and B. A matrix P ∈ R n×n is called a generalized reflection matrix if P = P T and P 2 = I. Throughout, we always suppose that P, Q ∈ R n×n are given generalized reflection matrices. If A = P AQ then A ∈ R n×n is called a generalized reflexive matrix with respect to (P, Q) [5] . The symbol R n×n r (P, Q) denotes the set of n × n generalized reflexive matrices with respect to (P, Q). Obviously every matrix A ∈ R n×n is also a generalized reflexive matrix with respect to (I, I). In [5] , three important applications of the generalized reflexive matrices were proposed. The linear systems and linear matrix equations have several applications in several problems of applied mathematics and engineering [6, 26, 29, 32, 33] . For example, the stability of discrete-time linear periodic system x(k + 1) = A k x(k) + B k u(k), ∀k ∈ Z is closely related with the following discrete-time periodic Lyapunov matrix equations [3, 35] 
and
In the model reduction and stability analysis of the linear periodic time-varying descriptor systems
we need to solve the following generalized projected periodic discrete-time algebraic Lyapunov matrix equations [2, 6, 27]  
(1.
3)
The applications of linear matrix equations have motivated both mathematicians and engineers to construct methods catering to solve linear matrix equations [1, 4, 6, 7, 8, 9, 19, 23, 25] . Based on Smith iterations [24] , iterative methods were developed for periodic standard Lyapunov matrix equations and projected generalized Lyapunov matrix equations [27, 28] . Kressner introduced new variants of the squared Smith iteration and Krylov subspace based methods for the approximate solution of discrete-time periodic Lyapunov matrix equations [20] .
In [17] , Granat et al. presented novel recursive blocked algorithms for solving various periodic triangular matrix equations. In this paper, we propose a GI algorithm to find the generalized reflexive solutions of the general coupled discrete-time periodic matrix equations
It is worth mentioning that the generalized reflexive solutions of the general coupled discretetime periodic matrix equations (1.4) have not been dealt with yet. Meanwhile the general coupled discrete-time periodic matrix equations (1.4) contain various linear discrete-time periodic matrix equations as special cases such as (1.1), (1.2) and (1.3). The remaining parts of this paper are organized as follows. In Section 2, first a GI algorithm is proposed for solving (1.4) over the generalized reflexive matrices. Then by analysis of convergence we prove that the proposed algorithm consistently converges to the generalized reflexive solutions for any initial generalized reflexive matrices. Theoretical results are verified on the relevant numerical examples in Section 3. Section 4 ends this paper with a brief conclusion.
Main results
In this section, first we obtain the conditions for solvability of (1.4) over the generalized reflexive matrices. Then a GI algorithm and its convergence analysis are given. It is easily shown that the general coupled discrete-time periodic matrix equations (1.4) over the generalized reflexive matrixes are equivalent to the following general coupled matrix equations
.., E j,θ , X = diag X 2 , X 3 , ..., X θ , X 1 , P = diag P, P, ..., P , Q = diag Q, Q, ..., Q , for j = 1, 2. By using Kronecker product and vectorization operator, the general coupled matrix equations (2.1) can be transformed into the linear system Ax = b with the following parameters:
By applying (2.2), we can present the following lemma. if rank((A, b)) = rank(A) and A has a full column rank; in this case, the homogenous general coupled discrete-time periodic matrix equations
have a unique generalized reflexive solution group (X 1 , X 2 , ..., X θ ) = 0.
Obviously the size of the coefficient matrices of the general coupled matrix equations (2.1) and the linear system (2.2) is large. When the size of coefficient matrices is large, the iterative methods such as [10, 18, 22] will consume more computer time and memory space. Also in this case, the obtained solutions are not accurate enough. To overcome the complications, we directly extend the GI algorithm to solve (1.4) over the generalized reflexive matrices. One of the famous method for solving the linear system Ax = b is the GI algorithm [12, 13, 14] as follows:
In recent years the GI algorithms have gained much attention for solving linear matrix equations [14, 15, 16] . In [11, 12, 13] , Ding and Chen proposed the GI algorithms for solving matrix equations. Zhou et al. constructed a GI algorithm to approximate the solutions to the coupled linear matrix equations [34] . By defining a relaxation parameter, Niu et al. proposed a relaxed GI algorithm for solving Sylvester matrix equations [21] . Different from the GI algorithm presented in [11] and the relaxed GI algorithm given in [21] , Wang et al. introduced a modified GI algorithm for solving Sylvester matrix equations [30] . In [31] , Wang and Liao obtained the optimal convergence factor of the GI algorithm for linear matrix equations. Based on the (2.1), (2.2) and (2.3), we present the following GI algorithm for solving (1.4) over the generalized reflexive matrices:
(GI algorithm to solve (1.4) over the generalized reflexive matrices)
Step 1 Choose the initial generalized reflexive matrices X i (1) ∈ R n×n r (P, Q) for i = 1, 2, ..., θ and a parameter δ > 0;
Step 3 Compute
and set R j,0 (1) = R j,θ (1) for j = 1, 2;
Step 4 For k = 1, 2, ..., compute
Stopping criterion. To check convergence, we use the stopping criterion
where tol is a chosen fixed threshold.
Remark 1. From the above algorithm, we can easily see that
In the following theorem, we proceed to prove the convergence of Algorithm 1 to the generalized reflexive solutions of (1.4).
Theorem 1. Suppose that the general coupled discrete-time periodic matrix equations (1.4) have a unique generalized reflexive solution group (X * 1 , X * 2 , . . . , X * θ ). If the parameter δ satisfies the inequality
then for any initial generalized reflexive matrix group (X 1 (1), X 2 (1), ..., X θ (1)), the iterative solution group (X 1 (k), X 2 (k), ..., X θ (k)) generated by Algorithm 1 converges to the generalized reflexive group (X * 1 , X * 2 , ..., X * θ ), that is
Proof. To prove this theorem, first we define the error matrices in the k-th iteration of Algorithm 1 as
By using the error matrices, we can obtain the residual matrices in the k-th iteration as the following form
This implies that
5)
For i = 1, 2, ..., θ, by applying (2.5) we can obtain
By defining the nonnegative definite function Z(k) as follows
If the convergence factor δ is chosen to satisfy in (2.4) then we can conclude that
It follows from the necessary condition of the above series convergence that
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Hence we deduce that lim r→∞ A 1,i X i (r)B 1,i + C 1,i X i+1 (r)D 1,i = 0, for i = 1, 2, ..., θ and lim r→∞ A 2,i X i (r)B 2,i + C 2,i X i+1 (r)D 2,i = 0, for i = 1, 2, ..., θ.
Now according to Lemma 1, it can be obtained that lim r→∞ X i (r) = 0, for i = 1, 2, ..., θ.
This finishes the proof of Theorem 1.
Numerical examples
In this section, two numerical examples are proposed for the validation of the proposed method. We performed our computations using Matlab software on a Pentium IV. By applying Algorithm 1 with the initial generalized reflexive matrices X 1 (1) = X 2 (1) = X 3 (1) = 0 and several values of parameter δ, we obtain results presented in Figure 1 where
Example 1. We consider the discrete-time periodic matrix equations
After 125 iterations, we obtain the generalized reflexive solutions of the discrete time periodic matrix equations as follows: The results show that Algorithm 1 can quickly obtain the solutions of the discrete-time periodic matrix equations.
Example 2. We study the coupled discrete-time periodic matrix equations
with the following parameters We apply Algorithm 1 with the initial matrices X 1 (1) = X 2 (1) = X 3 (1) = 0 and several values of parameter δ to solve the coupled discrete-time periodic matrix equations. Figure 2 From Figure 2 , we can see that Algorithm 1 is effective to solve discrete-time periodic matrix equations.
Conclusions
In this paper, the generalized reflexive solutions of general coupled discretetime periodic matrix equations (1.4) were studied. We proposed a gradient based iterative method to solve (1.4) over the generalized reflexive matrices. It was proven that the iterative solution converges to the generalized reflexive solutions for any initial generalized reflexive matrices. The numerical examples demonstrated the potential of this method in solving (1.4) over the generalized reflexive matrices.
