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In this issue, we feature five additional DoD HPCMP CREATE applications. The first is a new suite of computational mechanics tools (Navy Enhanced Sierra Mechanics [NESM]), which is being developed to predict ship response, damage, and the shock environments transmitted to vital ship systems during threat weapon encounters. Currently, the US Navy is required to conduct an experimental test of shock vulnerability in the first ship of every new class of ships, called the Full Ship Shock Trial (FSST). The Navy endorsed the development of the NESM code to provide the ability to use physics-based HPC tools to supplement live testing. This has the potential to reduce FSST scale and cost, resulting in faster acceptance and deployment of new ship classes and reducing ship class vulnerability while there's still time, before major construction begins. The second application, the HPCMP CRE-ATE-AV Helios code, can accurately predict the performance of advanced military rotorcraft. The US Army is launching a major effort to design and build new rotorcraft, and Helios has become the tool of choice for predicting the new rotorcraft system performance. The flow field around a helicopter's spinning rotor, whether in forward flight or hover, is difficult to model due to the presence of unsteady flow and strong vorticity. Unlike a fixed-wing aircraft, which leaves its deposited wake behind, a helicopter flies completely within its own strong vortex wake system. In hover, the strong tip vortices coil beneath the rotor and significantly alter the rotor's aerodynamic performance. In forward flight, the rotor-vortex wake is swept back to the vehicle's tail, causing unsteady flow that affects both control and vibration. The underlying issue in modeling rotorcraft flow fields is the necessity to correctly account for the complex vortex wake produced by the rotor. The Helios group has employed an adaptive mesh refinement (AMR) technique developed at Lawrence Livermore National Laboratory to realize a unique high-fidelity calculation of vortex shed from rotor blade tips.
The third article, "Development and Application of an Incompressible Strand Solver," involves computational fluid dynamics (CFD), which is an increasingly important component in the naval design and analysis process. Most current highfidelity CFD methods used by the US Navy require body-fitted volume grids that are time-consuming to build and depend on seasoned engineers with significant grid generation experience. Automated grid generation using a strand gridding approach is a relatively new concept that could greatly shorten the time and effort required to generate grids and thus transform (that is, greatly increase) the role of higher fidelity CFD in the Navy's design and analysis process. The completed incompressible strand solver would allow quicker turnaround time for experienced CFD engineers while allowing more naval architects to use higher fidelity CFD as part of the overall design process. The incompressible strand solver is a new development of the CRE-ATE-Ships Hydro team; the article describes the solver on validation cases of naval interest.
The fourth article, "Risk-Based Software Development Practices for CREATE Multiphysics HPC Software Applications," describes the software engineering methodology deployed to manage the development risks faced by DoD HPCMP CREATE, that is, the risks arising in the product development cycle and environment. The approach here is similar to the one for managing DoD HP-CMP CREATE programmatic risks and is based on a set of shared development practices. The management of these risks is especially challenging in the environment of distributed teams developing physics-based, system-of-systems HPC software anchored in the three military departments. The DoD HPCMP CREATE experience provides a concrete example of successful implementation of best software engineering practices in a computational science and engineering milieu that has historically questioned the value of traditional software engineering wisdom and has resisted the adoption of plan-centered software engineering processes. It has allowed DoD HPCMP CREATE to adopt important software engineering practices such as use-case-centered requirements management, the use of pilot projects to align customer and developer expectations, continuous code integration of modular components, and scalable product support models, among others.
The fifth article, "The HPCMP CREATE-SH Integrated Hydrodynamic Design Environment (IHDE)," describes a workbench-like desktop application for the design and analysis of naval vessel designs that integrates a suite of hull form design and analysis tools that lets the user execute round-trip evaluations of hydrodynamic performance, including visualization, in a simplified and timely manner. Naval architects and marine engineers no longer need to be experts in the use of a dozen or more separate tools. Once they learn the IHDE user interface, they can use any of the tools supported by IHDE. With this tool, ship hull designers are able to assess ship performance in areas of resistance, seakeeping, hydrodynamic loads, and operability for several different mission types. The development plan also calls for additional capabilities related to maneuvering performance and multi-objective optimization. The most recent release version includes an analysis tool validation engine, which provides the user with validation information by leveraging historical model test data for comparisons. The advantages of IHDE include automation of analysis preparation, improve efficiency and reduced input errors, automated grid generation, and integrated visualization across various ship performance areas. It has allowed naval architects to accomplish design tasks in a two-week effort that would have previously taken six months for four engineers working serially to complete. IHDE has been used to support several Navy design studies, and this article describes its capabilities and shows examples of typical workflow processes and sample analysis results. E ach of these codes fills an important gap in the DoD's ability to design, build, and deploy new innovative weapon systems. 
