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Abstract
For a class of tight-binding many-electron models on hyper-cubic lattices the
equal-time correlation functions at non-zero temperature are proved to decay
exponentially in the distance between the center of positions of the electrons
and the center of positions of the holes. The decay bounds hold in any space
dimension in the thermodynamic limit if the interaction is sufficiently small
depending on temperature. The proof is based on the U(1)-invariance prop-
erty and volume-independent perturbative bounds of the finite dimensional
Grassmann integrals formulating the correlation functions.
1 Introduction
A Hamiltonian governing the total energy of many electrons hopping and interact-
ing on a finite lattice is defined as a self-adjoint operator on the finite dimensional
Hilbert space of all states of electrons. Correlation functions in the system at non-
zero temperature are formulated as a quotient of trace operations over the Hilbert
space. Despite the explicitness of their mathematical definitions, to rigorously an-
alyze the behavior of the correlation functions still requires restrictive assumptions
and remains to be solved in a general setting.
The method using Bogoliubov’s inequality initiated by Hohenberg [6], Mermin
and Wagner [12] has been applied to prove decay of various order parameters in the
one- and two-dimensional Hubbard models. It has been shown that the magnetic
order parameters ([21],[5],[20]) and the electron-pairing order parameters ([18],[19])
vanish in the thermodynamic limit as the amplitude of the corresponding exter-
nal field goes to zero. In these theories the application of Bogoliubov’s inequality
demonstrates that the thermodynamic limit of the order parameter under consid-
eration is bounded from above by a constant times the inverse of an integral of the
form
d∏
j=1
∫ pi
−pi
dkj
1∑d
j=1 k
2
j + λ
1
with the space dimension d and the amplitude λ > 0 of the external field. If this
integral diverges as the amplitude λ is sent to zero, which is true for d = 1, 2,
not true for d ≥ 3, one concludes that the order parameter accordingly converges
to zero. In order to reach this conclusion, thus, these theories require the space
dimension to be less than or equal to 2.
On the other hand, the method proposed by McBryan and Spencer [11] to prove
decay properties of correlations in classical spin systems has been extended to bound
the correlation functions in the one- and two-dimensional Hubbard models in [8],
[10]. These theories make use of U(1)-symmetry property of the system and deduce
that the electron pairing-pairing correlation function for 2 separate sites x, y is
bounded from above by
e−C1(θx−θy)+C2
∑
u,v |tu,v|(cosh(θu−θv)−1),
where C1, C2 > 0 are constants, {θu} are arbitrary taken real parameters indexed
by every site on the lattice, (tu,v)u,v is the hopping matrix and the sum with respect
to u,v is taken over all the sites. A suitable choice of the parameters {θu} yields a
decaying upper bound on the correlation function. As in [11] Koma and Tasaki [8]
took {θu} to be the fundamental solution of a Laplace equation on the lattice and
concluded that the pairing-pairing correlation function decays as |x − y| → +∞.
Macris and Ruiz [10] referred to a list of the possible parameters {θu} summarized
in [13] and extended the decay bounds obtained by Koma and Tasaki to be valid
for the Hubbard models with long range hopping matrix as well. Since appropriate
choices of {θu} have been found in one and two dimensions, this approach verifies
the decay of the correlation functions in these low dimensional cases at present, to
the best of the author’s knowledge.
Apart from these analysis to bound the correlation functions in low dimensions,
Kubo and Kishi [9] proved that the susceptibilities for the Hubbard models at non-
zero temperature are bounded from above by the inverse of modulus of the coupling
constant in any space dimension under a few assumptions on the sign of the coupling
constant and the lattice.
In this paper we consider the equal-time correlation functions for a class of the
Hubbard models at non-zero temperature and show that the correlation functions
decay exponentially in the distance between the center of positions of the electrons
and the center of positions of the holes in any space dimension if a norm of the inter-
action term of the Hamiltonian is sufficiently small (see Theorem 2.4 and Theorem
2.5 in Section 2 for the precise statements). As in [8], [10] our approach essen-
tially uses the U(1)-symmetry property of the model. We start from characterizing
the correlation functions as a limit of Grassmann integrals over finite Grassmann
variables. The Grassmann integral formulations called the Schwinger functions are
mathematical objects defined on a rigorous base. The U(1)-symmetry property of
the model is simply implemented in the Grassmann integral and enables us to con-
vert the formulation into a form of multi-contour integral of the Schwinger function
with respect to newly introduced complex variables contained in the covariance ma-
trix. Our objective is, thus, set to find an upper bound on the Schwinger function
inside the multi-contour integral. The evaluation of the Schwinger function is done
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perturbatively. We find a volume-independent upper bound on each term of the
Taylor expansion of the Schwinger function with respect to the interaction around
zero. We require the interaction to be small so that the perturbation series of the
Schwinger function converges.
One advantage of this approach is that the space dimension of the system causes
no technical difficulty and the resulting decay bounds on the correlation functions
are valid in any dimension. However, as we need to go through the perturbation
theory with respect to the interaction, the additional assumption is imposed on the
magnitude of the interaction.
Rigorous frameworks have been developed to control the perturbation theory
for many-Fermion on lattice independently of the volume factor. In [15] Pedra and
Salmhofer extended the notion of Gram’s inequality to be applicable to the de-
terminant of the covariance matrices appearing in many-Fermion systems. Their
abstract theorem [15, Theorem 1.3] is general enough to cover the modified covari-
ance coming into play in our construction and bounds its determinant independently
of volume and temperature. The tree formula for partial derivatives of logarithm of
the Grassmann Gaussian integral summarized in [17] coupled with the determinant
bound of the covariance makes it feasible to find volume-independent upper bounds
on the perturbative expansion of the Schwinger functions. Though in this paper
we employ the tree formula to bound the Schwinger functions, the same goal can
also be achieved via a concise representation of the Schwinger functions established
by Feldman, Kno¨rrer and Trubowitz in [3]. Indeed, their bound [3, Theorem I.9]
proved in a quite general context needs only the determinant bound and the L1-
bound of the covariance, which are the same inputs to return the upper bounds on
the Schwinger functions by means of the tree formula.
We often refer to the recent article [7] for basic lemmas needed in our construc-
tion. In fact, this work should be regarded as a continuation of [7], which intended
to explain mathematical tools to analyze the perturbation theory for many electrons
in detail.
As in [7] we directly treat the perturbation theory of the original model without
introducing any multi-scale technique. Though the results can be presented explic-
itly in a simple manner through the single scale analysis, it costs the temperature
dependency of the interaction. In our analysis the norm of the interaction is re-
stricted to be less than a constant times β−d−1 for the inverse temperature β in
d-dimensional case. As a renormalization group analysis in the theoretical front let
us remark that for a wide class of the Fermionic lattice models various mathematical
properties of the correlation functions have been intensively studied by Pedra [14]
in a generalized form. Pedra’s multi-scale analysis remarkably concludes that the
correlation functions can be qualitatively analyzed if a norm of the interaction is
bounded by a constant times (log β)−1 in a 2-dimensional case, or less than a con-
stant times βn with some n ∈ (−d− 1,−d/2 + 1/2] in d-dimensional cases (d ≥ 2)
as well.
This paper is organized as follows. In Section 2 we define the model Hamilto-
nians, prepare notations and state the main results of this paper. In Section 3 the
correlation functions are formulated into a limit of the finite dimensional Grasss-
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mann integrals. In Section 4 upper bounds on each term of the Taylor series of
the Grassmann integral formulations are obtained. In Section 5 we first prove that
the covariance matrix fulfills the necessary requirements for the Grassmann inte-
gral formulation to be bounded perturbatively. By using the perturbative bounds
on the Grassmann integral formulations, we then complete the proof of our main
results on the exponential decay property of the correlation functions. Appendix A
shows that the coefficient function defining the interaction term can be replaced by
a unique anti-symmetric function. Appendix B presents a proof of existence of the
thermodynamic limit of the correlation functions.
2 Model Hamiltonians and main results
In this section we define Hamiltonian operators and correlation functions together
with notations used in this paper and state the main results. We use the standard
terminology concerning the Fermionic Fock space without providing the definitions.
They are documented, e.g, in the book [2] or briefly in [7, Appendix A].
2.1 The Hamiltonian operator
We are going to define our Hamiltonian operator on the Fermionic Fock space on the
d-dimensional hyper-cubic lattice Γ = (Z/(LZ))d (L, d ∈ N) and the spin coordinate
{↑, ↓}. The lattice Γ∗ of momentum is given by Γ∗ := ((2πZ/L)/(2πZ))d. We admit
conventions that Kronecker’s delta δx,y takes 1 if the element x is identical with y
in the set they belong to, 0 otherwise and the function 1P of a proposition P returns
1 if P is true, 0 otherwise. For any vectors a = (a1, · · · , an), b = (b1, · · · , bn) of
algebra, let 〈a,b〉 denote the sum
∑n
j=1 ajbj . Let ‖ · ‖Rn be the Euclidean norm in
Rn, 〈·, ·〉
Cn
be the inner product of Cn and ‖ · ‖Cn denote the norm of C
n induced
by 〈·, ·〉
Cn
. For any finite set S let ♯S denote the number of elements of S.
With the creation operator ψ∗xξ and the annihilation operator ψxξ for any x ∈ Γ
and ξ ∈ {↑, ↓} the free part H0 is defined by
H0 :=
∑
x,y∈Γ
∑
ξ,φ∈{↑,↓}
T (xξ,yφ)ψ∗xξψyφ,
where the short range hopping matrix {T (xξ,yφ)}(x,ξ),(y,φ)∈Γ×{↑,↓} is given by
T (xξ,yφ) := δξ,φ
(
− t
d∑
j=1
(δx,y−ej + δx,y+ej)
− t′ · 1d≥2
d∑
j,k=1
j<k
(δx,y−ej−ek + δx,y−ej+ek + δx,y+ej−ek + δx,y+ej+ek)− µδx,y
)
.
The real parameters t, t′ and µ are called the nearest neighbor hopping amplitude,
the next to nearest neighbor hopping amplitude, and the chemical potential, re-
spectively. The vectors ej ∈ Γ (j ∈ {1, · · · , d}) are defined by ej(l) := δj,l for all
j, l ∈ {1, · · · , d}.
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Since our problem becomes trivial otherwise (see Remark 2.10), we assume that
|t|+ |t′|1d≥2 6= 0 (2.1)
throughout the paper.
To define the interacting part of the Hamiltonian we introduce functions Ul :
(Zd)l × {↑, ↓}
2l
→ C (l ∈ {1, · · · , n˜}) satisfying the equality
Ul((x1, · · · ,xl), (ξ1, · · · , ξl), (φ1, · · · , φl))
= Ul((x1, · · · ,xl), (φ1, · · · , φl), (ξ1, · · · , ξl)) (∀l ≥ 1)
(2.2)
and the translation invariance
Ul((x1,x2, · · · ,xl), (ξ1, ξ2, · · · , ξl), (φ1, φ2, · · · , φl))
= Ul((x1 + y,x2 + y, · · · ,xl + y), (ξ1, ξ2, · · · , ξl), (φ1, φ2, · · · , φl)) (∀l ≥ 2)
(2.3)
for all (x1, · · · ,xl) ∈ (Z
d)l, (ξ1, · · · , ξl), (φ1, · · · , φl) ∈ {↑, ↓}
l
and y ∈ Zd.
We define a restriction of Ul by periodicity in the following way. Let ⌊L/2⌋
denote the largest integer not exceeding L/2. For any x ∈ Zd there uniquely exists
xL ∈ ({−⌊L/2⌋,−⌊L/2⌋+ 1, · · · ,−⌊L/2⌋ + L − 1})d such that x = xL in Γ. By
using this identification we define UL,l : (Z
d)l × {↑, ↓}
2l
→ C (l ∈ {1, · · · , n˜}) by
UL,1(x, ξ, φ) := U1(x
L, ξ, φ),
UL,l((x1,x2, · · · ,xl−1,xl), (ξ1, · · · , ξl), (φ1, · · · , φl))
:= Ul(((x1 − xl)
L, (x2 − xl)
L, · · · , (xl−1 − xl)
L,0), (ξ1, · · · , ξl), (φ1, · · · , φl))
(2.4)
for l ∈ {2, · · · , n˜}. Note that UL,l is periodic with respect to the spacial variables
and obeys (2.2)-(2.3) and
lim
L→+∞
L∈N
UL,l((x1, · · · ,xl), (ξ1, · · · , ξl), (φ1, · · · , φl))
= Ul((x1, · · · ,xl), (ξ1, · · · , ξl), (φ1, · · · , φl))
(2.5)
for all (x1, · · · ,xl) ∈ Z
l, (ξ1, · · · , ξl), (φ1, · · · , φl) ∈ Γ
l (∀l ∈ {1, · · · , n˜}).
The interacting part V is defined as follows.
V :=
n˜∑
l=1
∑
xj∈Γ
∀j∈{1,··· ,l}
∑
ξj,φj∈{↑,↓}
∀j∈{1,··· ,l}
UL,l((x1, · · · ,xl), (ξ1, · · · , ξl), (φ1, · · · , φl))
· ψ∗x1ξ1ψ
∗
x2ξ2 · · ·ψ
∗
xlξlψxlφlψxl−1φl−1 · · ·ψx1φ1 .
(2.6)
Note that the condition (2.2) makes V self-adjoint. The following examples motivate
us to generalize the interacting part of the Hamiltonian as defined above.
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Example 2.1 (the density-density interaction). With real functions Uddl : (Z
d)l ×
{↑, ↓}
l
→ R (l ∈ {1, · · · , n}) satisfying the translation invariance
Uddl ((x1, · · · ,xl), (ξ1, · · · , ξl)) = U
dd
l ((x1 + y, · · · ,xl + y), (ξ1, · · · , ξl))
and Uddl ((x1, · · · ,xl), (ξ1, · · · , ξl)) = 0 if (xj , ξj) = (xk, ξk) with j 6= k (∀l ≥ 2), let
us define the density-density interaction Vdd by
Vdd :=
n∑
l=1
∑
xj∈Γ
∀j∈{1,··· ,l}
∑
ξj∈{↑,↓}
∀j∈{1,··· ,l}
UddL,l((x1, · · · ,xl), (ξ1, · · · , ξl))
l∏
j=1
ψ∗xjξjψxjξj ,
where the function UddL,l is derived from U
dd
l in the same way as in (2.4). The
operator Vdd can be rewritten as
Vdd =
n∑
l=1
∑
xj∈Γ
∀j∈{1,··· ,l}
∑
ξj,φj∈{↑,↓}
∀j∈{1,··· ,l}
UddL,l((x1, · · · ,xl), (ξ1, · · · , ξl))
l∏
j=1
δξj ,φj
· ψ∗x1ξ1ψ
∗
x2ξ2 · · ·ψ
∗
xlξlψxlφlψxl−1φl−1 · · ·ψx1φ1 ,
which shows that Vdd has the form (2.6).
Example 2.2 (the spin operator coupled with a local magnetic field). Introduce a
local magnetic field Bx = (B
(1)
x , B
(2)
x , B
(3)
x ) : Zd → R3 and let BL,x =
(B
(1)
L,x, B
(2)
L,x, B
(3)
L,x) : Γ→ R
3 be the restriction of Bx on Γ by periodicity as defined
in (2.4). With the spin operator Sx = (S
(1)
x , S
(2)
x , S
(3)
x ) (x ∈ Γ) given by
S(l)x :=
1
2
∑
ξ,φ∈{↑,↓}
P
(l)
ξ,φψ
∗
xξψxφ (l ∈ {1, 2, 3})
with the Pauli matrices
P (1) =
(
0 1
1 0
)
, P (2) =
(
0 −i
i 0
)
, P (3) =
(
1 0
0 −1
)
,
we define a self-adjoint operator Vs by
Vs :=
∑
x∈Γ
〈BL,x,Sx〉.
Since
Vs =
∑
x∈Γ
∑
ξ,φ∈{↑,↓}
(
1
2
3∑
l=1
B
(l)
L,xP
(l)
ξ,φ
)
ψ∗xξψxφ
and P
(l)
ξ,φ = P
(l)
φ,ξ (∀l ∈ {1, 2, 3}, ∀ξ, φ ∈ {↑, ↓}), the operator Vs provides one example
of the interactions of the form (2.6).
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Example 2.3 (the spin-spin interaction). With the spin operator Sx introduced in
Example 2.2 and a real function w(x) : Zd → R, we define the spin-spin interaction
Vss by
Vss :=
∑
x,y∈Γ
wL(x− y)〈Sx,Sy〉,
where the coefficient wL is the restriction of w on Γ by periodicity. A calculation
shows that
Vss =
∑
x∈Γ
∑
ξ,φ∈{↑,↓}
wL(0)
4
3∑
l=1
∑
τ∈{↑,↓}
P
(l)
ξ,τP
(l)
τ,φ
ψ∗xξψxφ
+
∑
x1,x2∈Γ
∑
ξ1,ξ2,φ1,φ2∈{↑,↓}
(
wL(x1 − x2)
4
3∑
l=1
P
(l)
ξ1,φ1
P
(l)
ξ2,φ2
)
ψ∗x1ξ1ψ
∗
x2ξ2ψx2φ2ψx1φ1 .
Hence Vss can be written in the form (2.6). Consequently, our V covers the inter-
action of the form Vdd + Vs + Vss.
In this paper we treat the Hamiltonian operator H = H0 + V .
2.2 Main results
We employ norms ‖ · ‖L,l and ‖ · ‖l to measure the magnitude of the interaction.
‖UL,1‖L,1 := max
x∈Γ
max
ξ∈{↑,↓}
∑
φ∈{↑,↓}
|UL,1(x, ξ, φ)|,
‖UL,l‖L,l := max
j∈{1,··· ,l}
max
ξj∈{↑,↓}
∑
xk∈Γ
∀k∈{1,··· ,l−1}
∑
ξk∈{↑,↓}
∀k∈{1,··· ,l}\{j}
∑
φk∈{↑,↓}
∀k∈{1,··· ,l}
· |UL,l((x1, · · · ,xl−1,0), (ξ1, · · · , ξl), (φ1, · · · , φl))| (∀l ≥ 2),
‖U1‖1 := sup
x∈Zd
max
ξ∈{↑,↓}
∑
φ∈{↑,↓}
|U1(x, ξ, φ)|,
‖Ul‖l := max
j∈{1,··· ,l}
max
ξj∈{↑,↓}
∑
xk∈Z
d
∀k∈{1,··· ,l−1}
∑
ξk∈{↑,↓}
∀k∈{1,··· ,l}\{j}
∑
φk∈{↑,↓}
∀k∈{1,··· ,l}
· |Ul((x1, · · · ,xl−1,0), (ξ1, · · · , ξl), (φ1, · · · , φl))| (∀l ≥ 2).
For any operator O we define the thermal average 〈O〉L by
〈O〉L :=
Tr(e−βHO)
Tr e−βH
,
where the trace operation is taken over the Fermionic Fock space on Γ×{↑, ↓} and
the positive constant β is proportional to the inverse of temperature.
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Define the function Ft,t′,d : R→ R>0 by
Ft,t′,d(r) :=
r
2(|t|+ 2(d− 1)|t′|)
+
√
r2
4(|t|+ 2(d− 1)|t′|)2
+ 1. (2.7)
For x ∈ Zd let us define ψ
(∗)
xξ by considering x as a site of Γ by periodicity.
The main results of this paper are stated as follows.
Theorem 2.4. Assume that there exists R ∈ (0, 1) such that
n˜∑
l=1
l16l‖Ul‖l < β
−1
Ft,t′,d
(
pi
2β
)1/(2epid)
+ 1
Ft,t′,d
(
pi
2β
)1/(2epid)
− 1

−d
R. (2.8)
For any mˆ ∈ N and any xˆj , yˆj ∈ Z
d, ξˆj , φˆj ∈ {↑, ↓} (∀j ∈ {1, · · · , mˆ}) the thermo-
dynamic limit
lim
L→+∞
L∈N
〈ψ∗
xˆ1ξˆ1
ψ∗
xˆ2 ξˆ2
· · ·ψ∗
xˆmˆξˆmˆ
ψ
yˆmˆφˆmˆ
ψ
yˆmˆ−1φˆmˆ−1
· · ·ψ
yˆ1φˆ1
+ ψ∗
yˆ1φˆ1
ψ∗
yˆ2φˆ2
· · ·ψ∗
yˆmˆφˆmˆ
ψ
xˆmˆξˆmˆ
ψ
xˆmˆ−1ξˆmˆ−1
· · ·ψ
xˆ1ξˆ1
〉L
(2.9)
exists and satisfies the following inequality.
lim
L→+∞
L∈N
∣∣∣〈ψ∗
xˆ1ξˆ1
ψ∗
xˆ2ξˆ2
· · ·ψ∗
xˆmˆξˆmˆ
ψ
yˆmˆφˆmˆ
ψ
yˆmˆ−1φˆmˆ−1
· · ·ψ
yˆ1φˆ1
+ ψ∗
yˆ1φˆ1
ψ∗
yˆ2φˆ2
· · ·ψ∗
yˆmˆφˆmˆ
ψ
xˆmˆξˆmˆ
ψ
xˆmˆ−1ξˆmˆ−1
· · ·ψ
xˆ1ξˆ1
〉L
∣∣∣
≤ (4mˆ+1 − mˆ42mˆ+1 log(1−R)) · Ft,t′,d
(
π
2β
)− 14ed ‖∑mˆj=1 xˆj−∑mˆj=1 yˆj‖Rd
.
(2.10)
In the case that the interaction V is the on-site interaction
U
∑
x∈Γ ψ
∗
x↑ψ
∗
x↓ψx↓ψx↑ (U ∈ R), the 4 point correlation functions can be bounded
more sharply as follows.
Theorem 2.5. Assume that the Hamiltonian operator H is given by
H = H0 + U
∑
x∈Γ
ψ∗x↑ψ
∗
x↓ψx↓ψx↑
with the coupling constant U ∈ R satisfying
|U | ≤ (108β)−1
Ft,t′,d
(
pi
2β
)1/(2epid)
+ 1
Ft,t′,d
(
pi
2β
)1/(2epid)
− 1

−d
. (2.11)
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For any xˆ1, xˆ2, yˆ1, yˆ2 ∈ Z
d the thermodynamic limit
lim
L→+∞
L∈N
〈ψ∗xˆ1↑ψ
∗
xˆ2↓ψyˆ2↓ψyˆ1↑ + ψ
∗
yˆ1↑ψ
∗
yˆ2↓ψxˆ2↓ψxˆ1↑〉L (2.12)
exists and satisfies
lim
L→+∞
L∈N
|〈ψ∗xˆ1↑ψ
∗
xˆ2↓ψyˆ2↓ψyˆ1↑ + ψ
∗
yˆ1↑ψ
∗
yˆ2↓ψxˆ2↓ψxˆ1↑〉L|
≤ 324 · Ft,t′,d
(
π
2β
)− 14ed ‖xˆ1+xˆ2−yˆ1−yˆ2‖Rd
.
Theorem 2.4 and Theorem 2.5 will be proved in Section 5.
Remark 2.6. Theorem 2.5 does not follow Theorem 2.4. To see this, we write
U
∑
x∈Γ
ψ∗x↑ψ
∗
x↓ψx↓ψx↑
=
∑
xj ,yj∈Γ
∀j∈{1,2}
∑
ξj,φj∈{↑,↓}
∀j∈{1,2}
fc((x1, ξ1), (x2, ξ2), (y1, φ1), (y2, φ2))ψ
∗
x1ξ1ψ
∗
x2ξ2ψy1φ1ψy2φ2
with
fc((x1, ξ1), (x2, ξ2), (y1, φ1), (y2, φ2))
:= −
U
4
δx1,x2δy1,y2δx1,y1(δξ1,↑δξ2,↓ − δξ1,↓δξ2,↑)(δφ1,↑δφ2,↓ − δφ1,↓δφ2,↑).
The function fc satisfies the anti-symmetricity (A.1) and
max
{
max
(x1,ξ1)∈Γ×{↑,↓}
∑
(x2,ξ2),(yj ,φj)∈Γ×{↑,↓}
∀j∈{1,2}
|fc((x1, ξ1), (x2, ξ2), (y1, φ1), (y2, φ2))|,
max
(y1,φ1)∈Γ×{↑,↓}
∑
(y2,φ2),(xj ,ξj)∈Γ×{↑,↓}
∀j∈{1,2}
|fc((x1, ξ1), (x2, ξ2), (y1, φ1), (y2, φ2))|
}
=
|U |
2
.
Thus, Lemma A.1 proved in Appendix A ensures that if a function Uc : (Z
d)2 ×
{↑, ↓}
4
→ C satisfies (2.2)-(2.3) and its restriction Uc,L : Γ
2 × {↑, ↓}
4
→ C by
periodicity obeys
U
∑
x∈Γ
ψ∗x↑ψ
∗
x↓ψx↓ψx↑
=
∑
x1,x2∈Γ
∑
ξ1,ξ2,φ1,φ2∈{↑,↓}
Uc,L((x1,x2), (ξ1, ξ2), (φ1, φ2))ψ
∗
x1ξ1ψ
∗
x2ξ2ψx2φ2ψx1φ1 ,
(2.13)
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the inequalities
|U |
2
≤ ‖Uc,L‖L,2 ≤ ‖Uc‖2 (2.14)
must hold.
Let us apply Theorem 2.4 to the interaction (2.13). The inequalities (2.8) and
(2.14) imply
|U | < (256β)−1
Ft,t′,d
(
pi
2β
)1/(2epid)
+ 1
Ft,t′,d
(
pi
2β
)1/(2epid)
− 1

−d
R,
which is a stricter constraint than (2.11). Moreover, for R close to 1, the coefficient
43 − 2 · 45 log(1−R) is larger than 324.
Remark 2.7. One can prove that for any b > 0 there exist constants Ct,t′,d,b > 0
depending only on t, t′, d, b and C′t,t′,d > 0 depending only on t, t
′, d such that
Ct,t′,d,bβ
−d−1 ≤ β−1
Ft,t′,d
(
pi
2β
)1/(2epid)
+ 1
Ft,t′,d
(
pi
2β
)1/(2epid)
− 1

−d
≤ C′t,t′,dβ
−d−1
for any β ≥ b. Hence, the interaction needs to be small to claim the decay bounds
in low temperatures.
Remark 2.8. To generalize the results to many-Fermion systems with finite coor-
dinates of colors is straightforward. We present the results only for the spins {↑, ↓}
in order to refer to proved materials for many-electron systems summarized in [7].
Remark 2.9. We use the translation invariance (2.3) to prove the existence of
the thermodynamic limit (2.9) in Lemma 5.18. Without assuming (2.3) we can
also prove the inequality of the form (2.10) with lim supL→+∞,L∈N in the left side
instead of limL→+∞,L∈N under an appropriate modification of the norm of Ul.
Remark 2.10. If |t| + |t′|1d≥2 = 0, the correlation functions decay trivially. To
prove this, let us take any real parameters {θx}x∈Γ and define the unitary operator
Aθ by
Aθ :=
∏
(x,ξ)∈Γ×{↑,↓}
eiθxψ
∗
xξψxξ .
In this case, AθHA
∗
θ = H and thus
〈ψ∗
xˆ1ξˆ1
· · ·ψ∗
xˆmˆξˆmˆ
ψ
yˆmˆφˆmˆ
· · ·ψ
yˆ1φˆ1
+ ψ∗
yˆ1φˆ1
· · ·ψ∗
yˆmˆφˆmˆ
ψ
xˆmˆξˆmˆ
· · ·ψ
xˆ1ξˆ1
〉L
= 〈Aθψ
∗
xˆ1 ξˆ1
· · ·ψ∗
xˆmˆξˆmˆ
ψ
yˆmˆφˆmˆ
· · ·ψ
yˆ1φˆ1
A∗θ〉L
+ 〈A∗θψ
∗
yˆ1φˆ1
· · ·ψ∗
yˆmˆφˆmˆ
ψ
xˆmˆξˆmˆ
· · ·ψ
xˆ1ξˆ1
Aθ〉L
= ei
∑mˆ
j=1(θxˆj−θyˆj )
· 〈ψ∗
xˆ1ξˆ1
· · ·ψ∗
xˆmˆξˆmˆ
ψ
yˆmˆφˆmˆ
· · ·ψ
yˆ1φˆ1
+ ψ∗
yˆ1φˆ1
· · ·ψ∗
yˆmˆφˆmˆ
ψ
xˆmˆξˆmˆ
· · ·ψ
xˆ1ξˆ1
〉L.
(2.15)
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If
∑mˆ
j=1 xˆj 6=
∑mˆ
j=1 yˆj in Γ, we can choose {θx}x∈Γ to satisfy
∑mˆ
j=1 θxˆj−
∑mˆ
j=1 θyˆj 6=
0 in R/(2πZ) and the equality (2.15) implies that
〈ψ∗
xˆ1ξˆ1
· · ·ψ∗
xˆmˆξˆmˆ
ψ
yˆmˆφˆmˆ
· · ·ψ
yˆ1φˆ1
+ ψ∗
yˆ1φˆ1
· · ·ψ∗
yˆmˆφˆmˆ
ψ
xˆmˆξˆmˆ
· · ·ψ
xˆ1 ξˆ1
〉L = 0.
3 Grassmann integral formulation of the correla-
tion functions
In this section we formulate the correlation functions as a limit of finite dimensional
Grassmann integrals. To attain this goal, we follow steps. As a preliminary let us
fix the way to abbreviate the notations.
3.1 The correlation functions
To simplify presentations, from now we writeX l = (x1, · · · ,xl), Y
l = (y1, · · · ,yl) ∈
(Zd)l, Ξl = (ξ1, · · · , ξl),Φ
l = (φ1, · · · , φl) ∈ {↑, ↓}
l
(∀l ∈ N). To indicate the sites
and the spins on which the correlation functions are defined, we use the notation ·ˆ
and write
Xˆmˆ = (xˆ1, · · · , xˆmˆ), Yˆ
mˆ = (yˆ1, · · · , yˆmˆ) ∈ (Z
d)mˆ,
Ξˆmˆ = (ξˆ1, · · · , ξˆmˆ), Φˆ
mˆ = (φˆ1, · · · , φˆmˆ) ∈ {↑, ↓}
mˆ
.
We identify X l ∈ (Zd)l as an element of Γl by periodicity without remarking
when we are considering a problem defined on Γl.
To derive the correlation functions systematically, we introduce real parameters
{λ(Xmˆ, Y mˆ,Ξmˆ,Φmˆ)}Xmˆ,Y mˆ∈Γmˆ,Ξmˆ,Φmˆ∈{↑,↓}mˆ and define the coefficient
Uλ,l(X
l, Y l,Ξl,Φl) by
Uλ,l(X
l, Y l,Ξl,Φl) :=1l≤n˜UL,l(X
l,Ξl,Φl)δXl,Yl
+ 1l=mˆ(λ(X
mˆ, Y mˆ,Ξmˆ,Φmˆ) + λ(Y mˆ, Xmˆ,Φmˆ,Ξmˆ))
for all X l, Y l ∈ Γl, Ξl,Φl ∈ {↑, ↓}
l
, l ∈ {1, · · · ,max{mˆ, n˜}}. We see that
Uλ,l(X l, Y l,Ξl,Φl) = Uλ,l(Y
l, X l,Φl,Ξl). (3.1)
Let us modify the interaction V to contain the coefficients {Uλ,l(X
l, Y l,Ξl,Φl)}
and define
Vλ :=
max{mˆ,n˜}∑
l=1
∑
(Xl,Y l,Ξl,Φl)∈Γ2l×{↑,↓}2l
Uλ,l(X
l, Y l,Ξl,Φl)
· ψ∗x1ξ1 · · ·ψ
∗
xlξl
ψylφl · · ·ψy1φ1 .
We set Hλ := H0 + Vλ, which is self-adjoint by the equality (3.1). Also note that
Hλ
∣∣∣ λ(Xmˆ,Y mˆ,Ξmˆ,Φmˆ)=0
∀(Xmˆ,Y mˆ,Ξmˆ,Φmˆ)∈Γ2mˆ×{↑,↓}2mˆ
= H.
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Lemma 3.1.
〈ψ∗
xˆ1ξˆ1
· · ·ψ∗
xˆmˆξˆmˆ
ψ
yˆmˆφˆmˆ
· · ·ψ
yˆ1φˆ1
+ ψ∗
yˆ1φˆ1
· · ·ψ∗
yˆmˆφˆmˆ
ψ
xˆmˆξˆmˆ
· · ·ψ
xˆ1ξˆ1
〉L
= −
1
β
∂
∂λ(Xˆmˆ, Yˆ mˆ, Ξˆmˆ, Φˆmˆ)
log
(
Tr e−βHλ
Tr e−βH0
) ∣∣∣∣∣ λ(Xmˆ,Y mˆ,Ξmˆ,Φmˆ)=0
∀(Xmˆ,Y mˆ,Ξmˆ,Φmˆ)∈Γ2mˆ×{↑,↓}2mˆ
.
(3.2)
Proof. The proof is parallel to that of [7, Lemma 2.1], based on [7, Lemma 2.3].
3.2 The perturbation series
In order to characterize the correlation functions as a limit of finite dimensional
Grassmann integrals, we proceed in the following steps. Firstly we expand the par-
tition function Tr e−βHλ/Tr e−βH0 into a perturbation series of the variables
{Uλ,l(X
l, Y l,Ξl,Φl)}. Secondly we replace the integrals over [0, β) contained in the
perturbation series by the Riemann sums to derive a fully discrete analog of the
perturbation series. We then show that the discretized perturbation series converges
to the original one by passing the parameter defining the Riemann sums to infinity.
The discretized perturbation series is formulated into the Grassmann Gaussian inte-
gral involving only finite Grassmann variables. Combining the Grassmann integral
formulation of the discretized partition function with the equality (3.2) completes
the characterization.
The first step results in the following proposition.
Proposition 3.2.
Tr e−βHλ
Tr e−βH0
= 1+
∞∑
m=1
(−1)m
m!
·
m∏
k=1
max{mˆ,n˜}∑
lk=1
∑
(X
lk
k ,Y
lk
k ,Ξ
lk
k ,Φ
lk
k )∈Γ
2lk×{↑,↓}2lk
Uλ,lk(X
lk
k , Y
lk
k ,Ξ
lk
k ,Φ
lk
k )
∫ β
0
dsk

· det(C((x˜ξs)p, (y˜φs)q))1≤p,q≤
∑
m
k=1 lk
,
(3.3)
where X lkk := (xk,1,xk,2, · · · ,xk,lk), Y
lk
k := (yk,1,yk,2, · · · ,yk,lk),
Ξlkk := (ξk,1, ξk,2, · · · , ξk,lk), Φ
lk
k := (φk,1, φk,2, · · · , φk,lk), and
(x˜ξs)p := (xv+1,u, ξv+1,u, sv+1), (y˜φs)p := (yv+1,u, φv+1,u, sv+1) (3.4)
for p =
∑v
k=1 lk + u, u ∈ {1, · · · , lv+1}, v ∈ {0, · · · ,m − 1}. The covariance
C(xξx,yφy) is given by
C(xξx,yφy) :=
δξ,φ
Ld
∑
k∈Γ∗
ei〈k,y−x〉e−(y−x)Ek
(
1y−x≤0
1 + eβEk
−
1y−x>0
1 + e−βEk
)
(3.5)
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(∀(x, ξ, x), (y, φ, y) ∈ Γ× {↑, ↓} × [0, β)) with the dispersion relation
Ek := −2t
d∑
j=1
cos(〈k, ej〉)− 4t
′ · 1d≥2
d∑
j,k=1
j<k
cos(〈k, ej〉) cos(〈k, ek〉)− µ. (3.6)
Proof. For any operator O defined on the Fermionic Fock space, let O(s) denote
esH0Oe−sH0 for s ∈ R and 〈O〉0,L denote Tr(e
−βH0O)/Tr e−βH0 . We can apply [7,
Lemma B.3] to derive the equality
e−βHλ = e−βH0 + e−βH0
∞∑
m=1
(−1)m
∫
[0,β)m
ds1 · · · dsm1s1>···>smVλ(s1) · · ·Vλ(sm),
which leads to
Tr e−βHλ
Tr e−βH0
= 1 +
∞∑
m=1
(−1)m
∫
[0,β)m
ds1 · · · dsm1s1>···>sm
·
m∏
k=1
max{mˆ,n˜}∑
lk=1
∑
(X
lk
k ,Y
lk
k ,Ξ
lk
k ,Φ
lk
k )∈Γ
2lk×{↑,↓}2lk
Uλ,lk(X
lk
k , Y
lk
k ,Ξ
lk
k ,Φ
lk
k )

· 〈ψ∗x1,1ξ1,1(s1) · · ·ψ
∗
x1,l1ξ1,l1
(s1)ψy1,l1φ1,l1 (s1) · · ·ψy1,1φ1,1(s1)
· · ·ψ∗xm,1ξm,1(sm) · · ·ψ
∗
xm,lmξm,lm
(sm)ψym,lmφm,lm (sm) · · ·ψym,1φm,1(sm)〉0,L.
(3.7)
By recalling the definition [7, Definition B.2] of the temperature-ordering operator
and its properties [7, Lemma B.7, Lemma B.9], we can deduce (3.3) from (3.7). The
covariance C(xξx,yφy) and the dispersion relation Ek have been proved to have
the forms (3.5)-(3.6) in [7, Lemma B.10].
As the second step toward the Grassmann integral formulation, we introduce
the discrete analog of the expansion (3.3). By taking a parameter h ∈ 2N/β, we
define the discrete sets [0, β)h and [−β, β)h by
[0, β)h :=
{
0,
1
h
,
2
h
, · · · , β −
1
h
}
, [−β, β)h :=
{
−β,−β +
1
h
, · · · , β −
1
h
}
.
Note that ♯[0, β)h = βh, ♯[−β, β)h = 2βh. If the temperature variables x, y are
confined in [0, β)h, we write
Ch(xξx,yφy) = C(xξx,yφy).
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We then define (Tr e−βHλ/Tr e−βH0)h by(
Tr e−βHλ
Tr e−βH0
)
h
:= 1 +
2Ldβh∑
m=1
(−1)m
m!
·
m∏
k=1
max{mˆ,n˜}∑
lk=1
∑
(X
lk
k ,Y
lk
k ,Ξ
lk
k ,Φ
lk
k )∈Γ
2lk×{↑,↓}2lk
Uλ,lk(X
lk
k , Y
lk
k ,Ξ
lk
k ,Φ
lk
k )
1
h
∑
sk∈[0,β)h

· det(Ch((x˜ξs)p, (y˜φs)q))1≤p,q≤
∑
m
k=1 lk
,
(3.8)
where the variables (x˜ξs)p, (y˜φs)p ∈ Γ×{↑, ↓}× [0, β)h are defined by the same rule
as (3.4). Since any determinant made up of the elements Ch(xξx,yφy) vanishes if
the size of the matrix exceeds 2Ldβh(= ♯Γ×{↑, ↓}× [0, β)h), the sum with respect
to m is taken only up to m = 2Ldβh in (3.8).
Remark 3.3. The diagonalization of the covariance matrix
(Ch(xξx,yφy))(x,ξ,x),(y,φ,y)∈Γ×{↑,↓}×[0,β)h was presented in [7, Appendix C] for any
h ∈ 2N/β. To refer to this result we take h from 2N/β.
The following lemma states that the partition function Tr e−βHλ/Tr e−βH0 in
Lemma 3.1 can be replaced by (Tr e−βHλ/Tr e−βH0)h.
Lemma 3.4. For any r > 0 there exists N0 ∈ N such that Re(Tr e
−βHλ/Tr e−βH0)h
> 0 for all h ∈ 2N/β with h ≥ 2N0/β and all λ(X
mˆ, Y mˆ,Ξmˆ,Φmˆ) ∈ R with
|λ(Xmˆ, Y mˆ,Ξmˆ,Φmˆ)| ≤ r. Moreover,
〈ψ∗
xˆ1ξˆ1
· · ·ψ∗
xˆmˆξˆmˆ
ψ
yˆmˆφˆmˆ
· · ·ψ
yˆ1φˆ1
+ ψ∗
yˆ1φˆ1
· · ·ψ∗
yˆmˆφˆmˆ
ψ
xˆmˆξˆmˆ
· · ·ψ
xˆ1ξˆ1
〉L
= −
1
β
lim
h→+∞
h∈2N/β
∂
∂λ(Xˆmˆ, Yˆ mˆ, Ξˆmˆ, Φˆmˆ)
log
(
Tr e−βHλ
Tr e−βH0
)
h
∣∣∣∣∣ λ(Xmˆ,Y mˆ,Ξmˆ,Φmˆ)=0
∀(Xmˆ,Y mˆ,Ξmˆ,Φmˆ)∈Γ2mˆ×{↑,↓}2mˆ
,
(3.9)
where for z ∈ C with Re z > 0, log z is defined by taking the principal value;
log z := log |z|+ iArg z, Arg z ∈ (−π/2, π/2).
Proof. By considering {Uλ,l(X
l, Y l,Ξl,Φl)}l∈{1,··· ,max{mˆ,n˜}},(Xl,Y l,Ξl,Φl)∈Γ2l×{↑,↓}2l
as mutually independent, complex multi-variables, we define the functions
P ({Uλ,l(X
l, Y l,Ξl,Φl)}) and Ph({Uλ,l(X
l, Y l,Ξl,Φl)}) by the right hand side of
(3.3) and (3.8), respectively. We show that Ph converges to P as h → +∞ locally
uniformly with respect to the variables.
Pedra-Salmhofer’s determinant bound [15, Theorem 2.4] (see also Proposition
5.3 below for an extended statement) implies that
| det(C(xpξpsp,yqφqtq))1≤p,q≤n| ≤ 4
n (3.10)
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for any (xp, ξp, sp), (yp, φp, tp) ∈ Γ × {↑, ↓} × [0, β) (∀p ∈ {1, · · · , n}). Thus, if all
the variables satisfy the inequality |Uλ,l(X
l, Y l,Ξl,Φl)| ≤ r for an r > 0, we have∣∣∣∣∣ (−1)mm!
m∏
k=1
(
max{mˆ,n˜}∑
lk=1
∑
(X
lk
k ,Y
lk
k ,Ξ
lk
k ,Φ
lk
k )∈Γ
2lk×{↑,↓}2lk
Uλ,lk(X
lk
k , Y
lk
k ,Ξ
lk
k ,Φ
lk
k )
)
·
(
m∏
k=1
∫ β
0
dtk det(C((x˜ξt)p, (y˜φt)q))1≤p,q≤
∑m
k=1 lk
−
m∏
k=1
1
h
∑
sk∈[0,β)h
det(Ch((x˜ξs)p, (y˜φs)q))1≤p,q≤
∑
m
k=1 lk
)∣∣∣∣∣
≤
2
m!
m∏
k=1
βr max{mˆ,n˜}∑
lk=1
(2Ld)2lk
 4∑mk=1 lk ,
(3.11)
where (x˜ξt)p, (y˜φt)q, (x˜ξs)p, (y˜φs)q are defined in the same way as in (3.4). The
right hand side of (3.11) is summable over m ∈ N.
Fix any (X lkk , Y
lk
k ,Ξ
lk
k ,Φ
lk
k ) ∈ Γ
2lk × {↑, ↓}
2lk (∀k ∈ {1, · · · ,m}). We define a
function gh : [0, β)
m → C by
gh(t1, · · · , tm) := det(Ch((x˜ξs)p, (y˜φs)q))1≤p,q≤
∑
m
k=1 lk
,
where sj ∈ [0, β)h satisfies tj ∈ [sj , sj + 1/h) (∀j ∈ {1, · · · ,m}) and (x˜ξs)p, (y˜φs)q
(p, q ∈ {1, · · · ,
∑m
k=1 lk}) are defined by the same rule as (3.4).
Since C(xξs,yφt) is continuous with respect to the variables (s, t) ∈ [0, β)2
almost everywhere, so is det(C((x˜ξt)p, (y˜φt)q))1≤p,q≤
∑
m
k=1 lk
with respect to
(t1, · · · , tm) ∈ [0, β)
m, and thus
lim
h→+∞
h∈2N/β
gh(t1, · · · , tm) = det(C((x˜ξt)p, (y˜φt)q))1≤p,q≤
∑m
k=1 lk
for a.e. (t1, · · · , tm) ∈ [0, β)
m. Hence, by (3.10) and the dominated convergence
theorem for L1([0, β)m), we have
lim
h→+∞
h∈2N/β
∣∣∣∣∣
m∏
k=1
∫ β
0
dtk det(C((x˜ξt)p, (y˜φt)q))1≤p,q≤
∑m
k=1 lk
−
m∏
k=1
1
h
∑
sk∈[0,β)h
det(Ch((x˜ξs)p, (y˜φs)q))1≤p,q≤
∑
m
k=1 lk
∣∣∣∣∣
= lim
h→+∞
h∈2N/β
∣∣∣∣∣
m∏
k=1
∫ β
0
dtk
(
det(C((x˜ξt)p, (y˜φt)q))1≤p,q≤
∑m
k=1 lk
− gh(t1, · · · , tm)
) ∣∣∣∣∣
= 0.
(3.12)
15
By (3.11) and (3.12) we can again apply the dominated convergence theorem
for l1(N) to show that
lim
h→+∞
h∈2N/β
sup
∀Uλ,l(X
l,Y l,Ξl,Φl)∈C
with |Uλ,l(X
l,Y l,Ξl,Φl)|≤r
∣∣∣∣∣P ({Uλ,l(X l, Y l,Ξl,Φl)})
− Ph
(
{Uλ,l(X
l, Y l,Ξl,Φl)}
) ∣∣∣∣∣ = 0
(3.13)
for all r > 0.
Since the multi-variable function P − Ph is entirely analytic, the convergence
property (3.13) and Cauchy’s integral formula prove that
lim
h→+∞
h∈2N/β
sup
∀Uλ,l(X
l,Y l,Ξl,Φl)∈C
with |Uλ,l(X
l,Y l,Ξl,Φl)|≤r
·
∣∣∣∣∣ ∂∂Uλ,k(Xk, Y k,Ξk,Φk)
(
P
(
{Uλ,l(X
l, Y l,Ξl,Φl)}
)
− Ph
(
{Uλ,l(X
l, Y l,Ξl,Φl)}
))∣∣∣∣∣ = 0
(3.14)
for all r > 0 and any k ∈ {1, · · · ,max{mˆ, n˜}}, (Xk, Y k,Ξk,Φk) ∈ Γ2k × {↑, ↓}
2k
.
Since Tr e−βHλ/Tr e−βH0 > 0, the uniform convergence property (3.13) verifies
the first statement of the lemma on Re(Tr e−βHλ/Tr e−βH0)h.
Note the equality that
∂
∂λ(Xˆmˆ, Yˆ mˆ, Ξˆmˆ, Φˆmˆ)
log
(
Tr e−βHλ
Tr e−βH0
)
h
=
(
∂
∂Uλ,mˆ(Xˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ)
+ ∂
∂Uλ,mˆ(Yˆ mˆ,Xˆmˆ,Φˆmˆ,Ξˆmˆ)
)
Ph({Uλ,l(X
l, Y l,Ξl,Φl)})
Ph({Uλ,l(X l, Y l,Ξl,Φl)})
.
(3.15)
Combining the convergence properties (3.13)-(3.14) and the equality (3.15) with
(3.2) yields the equality (3.9).
3.3 The Grassmann integral formulation
As the third step we formulate (Tr e−βHλ/Tr e−βH0)h into a Grassmann Gaussian
integral on the finite dimensional Grassmann algebra
{ψxξx, ψxξx}(x,ξ,x)∈Γ×{↑,↓}×[0,β)h. Basic properties of the finite dimensional Grass-
mann integral have been summarized in the books [4], [16]. We assume that each
element (x, ξ, x) ∈ Γ× {↑, ↓} × [0, β)h is numbered so that we can write
Γ× {↑, ↓} × [0, β)h = {(xξx)j | j ∈ {1, · · · , N}}
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with N := 2Ldβh.
The Grassmann integral
∫
·dψ(xξx)N · · · dψ(xξx)1dψ(xξx)N · · · dψ(xξx)1 is a linear
functional on the complex linear space C[ψ(xξx)j , ψ(xξx)j | j ∈ {1, · · · , N}] of Grass-
mann monomials and satisfies that∫
ψ(xξx)1 · · ·ψ(xξx)Nψ(xξx)1 · · ·ψ(xξx)N
· dψ(xξx)N · · · dψ(xξx)1dψ(xξx)N · · · dψ(xξx)1 = 1,∫
ψ(xξx)j1 · · ·ψ(xξx)jk
ψ(xξx)p1 · · ·ψ(xξx)pq
· dψ(xξx)N · · · dψ(xξx)1dψ(xξx)N · · · dψ(xξx)1 = 0,
(3.16)
if k < N or q < N .
For simplicity let ψX , ψX denote the vectors of the Grassmann variables
(ψ(xξx)1 , · · · , ψ(xξx)N ), (ψ(xξx)1 , · · · , ψ(xξx)N ), respectively. We also write dψX =
dψ(xξx)N · · · dψ(xξx)1 and dψX = dψ(xξx)N · · · dψ(xξx)1 .
For any f(ψX , ψX) ∈ C[ψ(xξx)j , ψ(xξx)j | j ∈ {1, · · · , N}] the value of the Grass-
mann integral
∫
f(ψX , ψX)dψXdψX can be computed by linearity and the anti-
commutation relations of the Grassmann variables.
For any N ×N matrix Gh with detGh 6= 0, let Gh denote the 2N × 2N skew
symmetric matrix (
0 Gh
−Gth 0
)
.
From the definition and the assumption that h ∈ 2N/β we see that∫
e−
1
2 〈(ψX ,ψX)
t,G−1h (ψX ,ψX)
t〉dψXdψX =
∫
e−〈ψ
t
X ,G
−1
h ψ
t
X〉dψXdψX
= (−1)N(N−1)/2(detGh)
−1 = (detGh)
−1.
Definition 3.5. For any N ×N matrix Gh with detGh 6= 0 the Grassmann Gaus-
sian integral
∫
·dµGh(ψX , ψX) : C[ψ(xξx)j , ψ(xξx)j | j ∈ {1, · · · , N}]→ C is defined
by∫
f(ψX , ψX)dµGh(ψX , ψX) :=
∫
f(ψX , ψX)e
− 12 〈(ψX ,ψX)
t,G−1h (ψX ,ψX)
t〉dψXdψX∫
e−
1
2 〈(ψX ,ψX)
t,G−1h (ψX ,ψX)
t〉dψXdψX
.
Transforming (Tr e−βHλ/Tr e−βH0)h into a Grassmann Gaussian integral essen-
tially relies on the following equality.
Lemma 3.6.∫
ψ(xξx)jk
· · ·ψ(xξx)j1ψ(xξx)p1 · · ·ψ(xξx)pkdµGh(ψX , ψX)
= det(Gh((xξx)ju , (xξx)pv ))1≤u,v≤k.
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Proof. This equality follows [4, Problem I.13] by replacing the notations ψX , ψX
by ψX , ψX , respectively.
Remark 3.7. Our definition of the Grassmann Gaussian integral Definition 3.5
differs from that summarized in [4, Problem I.13] or its follower [7, Section 3.2]
and corresponds to the statement derived by changing ψX for ψX and ψX for ψX
respectively in [4, Problem I.13] and [7, Section 3.2]. In [7, Proposition 3.7] the dis-
cretized partition function of the Hubbard model was formulated in a Grassmann
Gaussian integral. The formulation [7, Proposition 3.7] required the symmetry as-
sumption on the coefficients Ux,y,z,w (x,y, z,w ∈ Γ), namely Ux,y,z,w = Uz,w,x,y.
Under Definition 3.5, however, we do not need any additional assumption on the
coefficients Uλ,l(X
l, Y l,Ξl,Φl) to complete the desired formulation below.
Lemma 3.8.(
Tr e−βHλ
Tr e−βH0
)
h
=∫
e
∑max{mˆ,n˜}
l=1
∑
(Xl,Y l,Ξl,Φl)∈Γ2l×{↑,↓}2l
Uλ,l(X
l,Y l,Ξl,Φl)V l
h,Xl,Y l,Ξl,Φl
(ψX ,ψX)
· dµCh(ψX , ψX),
(3.17)
where
V lh,Xl,Y l,Ξl,Φl(ψX , ψX)
:= −
1
h
∑
x∈[0,β)h
ψx1ξ1xψx2ξ2x · · ·ψxlξlxψylφlxψyl−1φl−1x · · ·ψy1φ1x.
Proof. First note that detCh 6= 0 for any h ∈ 2N/β by [7, Proposition C.7]. By
applying Lemma 3.6 to det(Ch((x˜ξs)p, (y˜φs)q))1≤p,q≤
∑m
k=1 lk
in (3.8) and using the
fact that
∫
1dµCh(ψX , ψX) = 1, we have(
Tr e−βHλ
Tr e−βH0
)
h
= 1+
2Ldβh∑
m=1
(−1)m
m!
·
m∏
k=1
max{mˆ,n˜}∑
lk=1
∑
(X
lk
k
,Y
lk
k
,Ξ
lk
k
,Φ
lk
k
)∈Γ2lk×{↑,↓}2lk
Uλ,lk(X
lk
k , Y
lk
k ,Ξ
lk
k ,Φ
lk
k )
1
h
∑
sk∈[0,β)h

·
∫
ψxm,lmξm,lmsm · · ·ψxm,1ξm,1sm · · ·ψx1,l1ξ1,l1s1
· · ·ψx1,1ξ1,1s1
· ψy1,1φ1,1s1 · · ·ψy1,l1φ1,l1s1 · · ·ψym,1φm,1sm · · ·ψym,lmφm,lmsmdµCh(ψX , ψX)
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=∫ (
1 +
2Ldβh∑
m=1
1
m!
·
m∏
k=1
(
max{mˆ,n˜}∑
lk=1
∑
(X
lk
k ,Y
lk
k ,Ξ
lk
k ,Φ
lk
k )∈Γ
2lk×{↑,↓}2lk
Uλ,lk(X
lk
k , Y
lk
k ,Ξ
lk
k ,Φ
lk
k )
−1
h
∑
sk∈[0,β)h
· ψxk,1ξk,1sk · · ·ψxk,lkξk,lk sk
ψyk,lkφk,lksk · · ·ψyk,1φk,1sk
))
dµCh(ψX , ψX),
which is (3.17).
Here we complete our Grassmann integral formulation of the correlation func-
tion.
Proposition 3.9.
〈ψ∗
xˆ1ξˆ1
· · ·ψ∗
xˆmˆξˆmˆ
ψ
yˆmˆφˆmˆ
· · ·ψ
yˆ1φˆ1
+ ψ∗
yˆ1φˆ1
· · ·ψ∗
yˆmˆφˆmˆ
ψ
xˆmˆξˆmˆ
· · ·ψ
xˆ1ξˆ1
〉L
= −
1
β
lim
h→+∞
h∈2N/β
∫ (
V mˆ
h,Xˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ
(ψX , ψX) + V
mˆ
h,Yˆ mˆ,Xˆmˆ,Φˆmˆ,Ξˆmˆ
(ψX , ψX)
)
· e
∑n˜
l=1
∑
(Xl,Ξl,Φl)∈Γl×{↑,↓}2l
UL,l(X
l,Ξl,Φl)V l
h,Xl,Xl,Ξl,Φl
(ψX ,ψX)dµCh(ψX , ψX)
·
/∫
e
∑n˜
l=1
∑
(Xl,Ξl,Φl)∈Γl×{↑,↓}2l
UL,l(X
l,Ξl,Φl)V l
h,Xl,Xl,Ξl,Φl
(ψX ,ψX)dµCh(ψX , ψX).
(3.18)
Proof. The equality (3.18) is obtained by substituting (3.17) into the right hand
side of (3.9) and differentiating the Grassmann polynomial
e
∑max{mˆ,n˜}
l=1
∑
(Xl,Y l,Ξl,Φl)∈Γ2l×{↑,↓}2l
Uλ,l(X
l,Y l,Ξl,Φl)V l
h,Xl,Y l,Ξl,Φl
(ψX ,ψX)
by the variable λ(Xˆmˆ, Yˆ mˆ, Ξˆmˆ, Φˆmˆ) inside the Grassmann integral (see
[4, Problem I.3] for differentiation of Grassmann polynomials).
4 Perturbative bounds on the Grassmann integral
formulation
In this section we find upper bounds on each term of a perturbative expansion of the
Grassmann integrals of the form (3.18) for fixed h ∈ 2N/β. Here we generalize the
problem. The covariance is assumed to be any matrixGh : (Γ×{↑, ↓}×[0, β)h)
2 → C
with detGh 6= 0.
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Set an integral of Gh by
D := max
{
max
(y,φ,y)∈Γ×{↑,↓}×[0,β)h
1
h
∑
(x,ξ,x)∈Γ×{↑,↓}×[0,β)h
|Gh(xξx,yφy)|,
max
(y,φ,y)∈Γ×{↑,↓}×[0,β)h
1
h
∑
(x,ξ,x)∈Γ×{↑,↓}×[0,β)h
|Gh(yφy,xξx)|
}
.
We define the Schwinger function by
SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Gh, η)
:= −
1
β
∫
V mˆ
h,Xˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ
(ψX , ψX)
· e
η
∑n˜
l=1
∑
(Xl,Ξl,Φl)∈Γl×{↑,↓}2l
UL,l(X
l,Ξl,Φl)V l
h,Xl,Xl,Ξl,Φl
(ψX ,ψX )dµGh(ψX , ψX)
·
/∫
e
η
∑n˜
l=1
∑
(Xl,Ξl,Φl)∈Γl×{↑,↓}2l
UL,l(X
l,Ξl,Φl)V l
h,Xl,Xl,Ξl,Φl
(ψX ,ψX)dµGh(ψX , ψX)
(4.1)
for any mˆ ∈ N and (Xˆmˆ, Yˆ mˆ, Ξˆmˆ, Φˆmˆ) ∈ Γ2mˆ × {↑, ↓}
2mˆ
and any η ∈ C for which
the denominator of (4.1) does not vanish. In fact, since
lim
η→0
∫
e
η
∑n˜
l=1
∑
(Xl,Ξl,Φl)∈Γl×{↑,↓}2l
UL,l(X
l,Ξl,Φl)V l
h,Xl,Xl,Ξl,Φl
(ψX ,ψX)
· dµGh(ψX , ψX) = 1,
SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Gh, η) is analytic with respect to η in a neighborhood of origin.
The purpose of this section is to prove the following proposition.
Proposition 4.1. Assume that there exists a positive constant B > 0 such that for
any p ∈ N, (xjl , ξjl , xjl), (ykl , φkl , ykl) ∈ Γ × {↑, ↓} × [0, β)h (∀l ∈ {1, · · · , p}) and
n ∈ N,
sup
ul,vl∈C
n
‖ul‖Cn,‖vl‖Cn≤1 ∀l∈{1,··· ,p}
| det (〈ul,vm〉CnGh(xjlξjlxjl ,ykmφkmykm))1≤l,m≤p | ≤ B
p.
(4.2)
Let bm denote the coefficient of η
m in the Taylor series of the function η 7→
SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Gh, η) around 0 ∈ C. The following bounds hold.
|b0| ≤ B
mˆ,
|bm| ≤
mˆ4mˆBmˆ
m
(
n˜∑
l=1
l4lBl−1‖UL,l‖L,lD
)m
(∀m ∈ N).
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Proof. Let us consider {Uλ,l(X
l, Y l,Ξl,Φl)}l∈{1,··· ,max{mˆ,n˜}},(Xl,Y l,Ξl,Φl)∈Γ2l×{↑,↓}2l
as mutually independent, complex multi-variables. In a neighborhood of origin we
can define a multi-variable analytic function W ({Uλ,l(X
l, Y l,Ξl,Φl)}) by
W ({Uλ,l(X
l, Y l,Ξl,Φl)})
:= log
(∫
e
∑max{mˆ,n˜}
l=1
∑
(Xl,Y l,Ξl,Φl)∈Γ2l×{↑,↓}2l
Uλ,l(X
l,Y l,Ξl,Φl)V l
h,Xl,Y l,Ξl,Φl
(ψX ,ψX )
· dµGh(ψX , ψX)
)
.
Its Taylor expansion becomes
W ({Uλ,l(X
l, Y l,Ξl,Φl)}) =
∞∑
m=0
1
m!
m∏
k=1
max{mˆ,n˜}∑
lk=1
∑
(X
lk
k ,Y
lk
k ,Ξ
lk
k ,Φ
lk
k )∈Γ
2lk×{↑,↓}2lk

·
m∏
k=1
∂
∂Uλ,lk(X
lk
k , Y
lk
k ,Ξ
lk
k ,Φ
lk
k )
W ({Uλ,l(X
l, Y l,Ξl,Φl)})
∣∣∣∣∣ Uλ,l(Xl,Y l,Ξl,Φl)=0
∀l∈{1,··· ,max{mˆ,n˜}}
∀(Xl,Y l,Ξl,Φl)∈Γ2l×{↑,↓}2l
·
m∏
k=1
Uλ,lk(X
lk
k , Y
lk
k ,Ξ
lk
k ,Φ
lk
k ).
We can take a small r > 0 so that for all η ∈ C\{0} with |η| < r
SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Gh, η)
= −
1
βη
∂
∂Uλ,mˆ(Xˆmˆ, Yˆ mˆ, Ξˆmˆ, Φˆmˆ)
·W ({ηUλ,l(X
l, Y l,Ξl,Φl)})
∣∣∣∣∣
λ(Xmˆ,Y mˆ,Ξmˆ,Φmˆ)=0
∀(Xmˆ,Y mˆ,Ξmˆ,Φmˆ)∈Γ2mˆ×{↑,↓}2mˆ
= −
1
β
∞∑
m=1
1
(m− 1)!
m−1∏
k=1
 n˜∑
lk=1
∑
(X
lk
k ,Ξ
lk
k ,Φ
lk
k )∈Γ
lk×{↑,↓}2lk

·
∂
∂Uλ,mˆ(Xˆmˆ, Yˆ mˆ, Ξˆmˆ, Φˆmˆ)
m−1∏
k=1
∂
∂Uλ,lk(X
lk
k , X
lk
k ,Ξ
lk
k ,Φ
lk
k )
·W ({Uλ,l(X
l, Y l,Ξl,Φl)})
∣∣∣∣∣ Uλ,l(Xl,Y l,Ξl,Φl)=0
∀l∈{1,··· ,max{mˆ,n˜}}
∀(Xl,Y l,Ξl,Φl)∈Γ2l×{↑,↓}2l
·
m−1∏
k=1
UL,lk(X
lk
k ,Ξ
lk
k ,Φ
lk
k ) · η
m−1.
(4.3)
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By comparing with the definition (4.1) we see that the equality (4.3) also holds true
for η = 0.
We will bound the coefficient of ηm in the right hand side of (4.3). To organize
the argument we divide the rest of the proof by 4 steps.
(Step 1) First remark that by Lemma 3.6.
b0 =
−
1
β
∂
∂Uλ,mˆ(Xˆmˆ, Yˆ mˆ, Ξˆmˆ, Φˆmˆ)
W ({Uλ,l(X
l, Y l,Ξl,Φl)})
∣∣∣∣∣ Uλ,l(Xl,Y l,Ξl,Φl)=0
∀l∈{1,··· ,max{mˆ,n˜}}
∀(Xl,Y l,Ξl,Φl)∈Γ2l×{↑,↓}2l
=
1
βh
∑
s∈[0,β)h
∫
ψ
xˆ1 ξˆ1s
· · ·ψ
xˆmˆξˆmˆs
ψ
yˆmˆφˆmˆs
· · ·ψ
yˆ1φˆ1s
dµGh(ψX , ψX)
= det(Gh(xˆj ξˆj0, yˆkφˆk0))1≤j,k≤mˆ.
(4.4)
Thus, by the assumption (4.2) |b0| ≤ B
mˆ.
(Step 2) Consider the coefficient of ηm in (4.3) for m ≥ 1. Here we ap-
ply the tree formula [17, Theorem 3] to characterize the partial derivatives of
W ({Uλ,l(X
l, Y l,Ξl,Φl)}) evaluated at origin. We then obtain
bm
= −
1
β
1
m!
m∏
k=1
 n˜∑
lk=1
∑
(X
lk
k ,Ξ
lk
k ,Φ
lk
k )∈Γ
lk×{↑,↓}2lk
UL,lk(X
lk
k ,Ξ
lk
k ,Φ
lk
k )

·
∂
∂Uλ,mˆ(Xˆmˆ, Yˆ mˆ, Ξˆmˆ, Φˆmˆ)
m∏
k=1
∂
∂Uλ,lk(X
lk
k , X
lk
k ,Ξ
lk
k ,Φ
lk
k )
·W ({Uλ,l(X
l, Y l,Ξl,Φl)})
∣∣∣∣∣ Uλ,l(Xl,Y l,Ξl,Φl)=0
∀l∈{1,··· ,max{mˆ,n˜}}
∀(Xl,Y l,Ξl,Φl)∈Γ2l×{↑,↓}2l
= −
1
β
1
m!
m∏
k=1
 n˜∑
lk=1
∑
(X
lk
k ,Ξ
lk
k ,Φ
lk
k )∈Γ
lk×{↑,↓}2lk
UL,lk(X
lk
k ,Ξ
lk
k ,Φ
lk
k )

·
∑
T∈T({0,1,··· ,m})
∏
{p,q}∈T
(∆p,q +∆q,p)
∫
[0,1]m
ds
∑
pi∈Sm+1(T )
χ(T, π, s) · e∆(M(T,pi,s))
· V mˆ
h,Xˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ
(ψ
0
X , ψ
0
X)
m∏
k=1
V lk
h,X
lk
k ,X
lk
k ,Ξ
lk
k ,Φ
lk
k
(ψ
k
X , ψ
k
X)
∣∣∣∣∣ ψq
X
=ψ
q
X
=0
∀q∈{0,1,··· ,m}
.
(4.5)
Definitions of the newly introduced notations are in order; T({0, 1, · · · ,m}) is the
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set of all trees on the vertices {0, 1, · · · ,m}, Sm+1(T ) is a T -dependent set of per-
mutations over m+1 elements, χ(T, π, s) is a (T, π, s)-dependent non-negative real
function obeying ∫
[0,1]m
ds
∑
pi∈Sm+1(T )
χ(T, π, s) = 1, (4.6)
M(T, π, s) is a (T, π, s)-dependent non-negative real symmetric (m + 1) × (m + 1)
matrix satisfying M(T, π, s)p,p = 1 for all p ∈ {0, 1, · · · ,m} and the Laplacian
operators ∆p,q and ∆(M(T, π, s)) are defined by
∆p,q := −〈
(
∂
∂ψ
p
X
)t
, Gh
(
∂
∂ψqX
)t
〉, ∆(M(T, π, s)) :=
m∑
p,q=0
M(T, π, s)p,q∆p,q,
where
∂
∂ψ
q
X
:=
(
∂
∂ψ
q
(xξx)1
, · · · ,
∂
∂ψ
q
(xξx)N
)
,
∂
∂ψqX
:=
(
∂
∂ψq(xξx)1
, · · · ,
∂
∂ψq(xξx)N
)
are vectors of the Grassmann left derivatives corresponding to the labeled Grass-
mann variables {ψ
q
(xξx)j , ψ
q
(xξx)j
| j ∈ {1, · · · , N}} (∀q ∈ {0, 1, · · · ,m}).
(Step 3) We will bound the right hand side of (4.5) by replacing the sum over
trees by the sum over incidence numbers in the next step. As the preparation let us
summarize some facts. Let d0, d1, · · · , dm denote the incidence numbers of a tree T
corresponding to the vertices 0, 1, · · · ,m, respectively. Every term of the expansion
of
∏
{p,q}∈T (∆p,q+∆q,p) is a product ofm Laplacians as the tree T hasm lines. Each
product of the m Laplacians contains dq derivatives with respect to the Grassmann
variables with label q for all q ∈ {0, 1, · · · ,m}. Moreover, the dq derivatives consist
of αq derivatives with respect to the variables {ψ
q
xξx}(x,ξ,x)∈Γ×{↑,↓}×[0,β)h and α˜q
derivatives with respect to the variables {ψ
q
xξx}(x,ξ,x)∈Γ×{↑,↓}×[0,β)h for some non-
negative integers αq, α˜q satisfying dq = αq + α˜q.
This product of the m Laplacians produces
1α0≤mˆ1α˜0≤mˆ
(
mˆ
α0
)
α0!
(
mˆ
α˜0
)
α˜0!
m∏
k=1
1αk≤lk1α˜k≤lk
(
lk
αk
)
αk!
(
lk
α˜k
)
α˜k!
monomials when the term acts on the monomial
ψ
xˆ1ξˆ1s0
ψ
xˆ2ξˆ2s0
· · ·ψ
xˆmˆξˆmˆs0
ψ
yˆmˆφˆmˆs0
ψ
yˆmˆ−1φˆmˆ−1s0
· · ·ψ
yˆ1φˆ1s0
·
m∏
k=1
(
ψ
k
xk,1ξk,1skψ
k
xk,2ξk,2sk · · ·ψ
k
xk,lkξk,lk sk
· ψkyk,lkφk,lk sk
ψkyk,lk−1φk,lk−1sk
· · ·ψkyk,1φk,1sk
)
.
(4.7)
Moreover, every remaining monomial left after the product of the m Laplacians
acting on (4.7) consists of mˆ − α0 +
∑m
k=1(lk − αk) products of the Grassmann
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variables of the form ψqxξs and mˆ − α˜0 +
∑m
k=1(lk − α˜k) products of the Grass-
mann variables of the form ψ
q
xξs and is acted by the operator e
∆(M(T,pi,s)). The
determinant bound (4.2) and the non-negative symmetric property of M(T, π, s)
together with the fact that all the diagonal elements of M(T, π, s) are 1 validate
the inequality∣∣∣∣∣e∆(M(T,pi,s))ψ0x0,1ξ0,1s0 · · ·ψ0x0,mˆ−α˜0ξ0,mˆ−α˜0s0ψ0y0,1φ0,1s0 · · ·ψ0y0,mˆ−α0φ0,mˆ−α0s0
·
m∏
k=1
ψ
k
xk,1ξk,1sk
· · ·ψ
k
xk,lk−α˜kξk,lk−α˜ksk
· ψkyk,1φk,1sk · · ·ψ
k
yk,lk−αkφk,lk−αk sk
∣∣∣ ψq
X
=ψ
q
X
=0
∀q∈{0,1,··· ,m}
∣∣∣∣∣
≤ 1∑m
q=0 αq=
∑
m
q=0 α˜q
Bmˆ−α0+
∑m
k=1(lk−αk)
(4.8)
(see [7, Lemma 4.5] for a detailed proof of the same bound in the case B = 4).
The coefficient of each remaining monomial left after the product of the m
Laplacians acting on the monomial (4.7) is a product ofm elements of the covariance
(Gh(xξx,yφy))(x,ξ,x),(y,φ,y)∈Γ×{↑,↓}×[0,β)h and going to be multiplied by∏m
k=1
1
hUL,lk(X
lk
k ,Ξ
lk
k ,Φ
lk
k ) and summed over the variables (X
lk
k ,Ξ
lk
k ,Φ
lk
k , sk) ∈
Γlk ×{↑, ↓}
2lk × [0, β)h for all k ∈ {1, · · · ,m}. By considering that the tree T starts
from the vertex 0 and using the properties (2.2)-(2.3), a recursive argument through
all the lines of T running from the later generation to the earlier generation shows
that this sum is bounded by
m∏
k=1
‖UL,lk‖L,lkD
m. (4.9)
Note that to derive the upper bound (4.9) we repeatedly use the inequality of the
form
1
h
∑
s∈[0,β)h
∑
(Xl,Ξl,Φl)∈Γl×{↑,↓}2l
|UL,l(X
l,Ξl,Φl)||Gh(yσy,xjξjs)| ≤ ‖UL,l‖L,lD,
where (y, σ, y) ∈ Γ × {↑, ↓} × [0, β)h is any fixed element and xj and ξj are j-th
component of X l and Ξl respectively for some j ∈ {1, · · · , l}.
Lastly remark that the number of terms containing αq derivatives with respect
to the variables {ψqxξx}(x,ξ,x)∈Γ×{↑,↓}×[0,β)h (∀q ∈ {0, 1, · · · ,m}) in the expansion∏
{p,q}∈T (∆p,q +∆q,p) is at most
m∏
q=0
(
dq
αq
)
.
(Step 4) By summing up all these considerations, replacing the sum over trees
by the sum over possible incidence numbers d0, · · · , dm satisfying the condition
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∑m
q=0 dq = 2m, and using Cayley’s theorem on the number of trees with fixed
incidence numbers (see, e.g, [22, Corollary 2.2.4]) and the equality (4.6), we have
|bm|
≤
1
m!
1
βh
∑
s0∈[0,β)h
m∏
k=1
·
 n˜∑
lk=1
∑
(X
lk
k ,Ξ
lk
k ,Φ
lk
k )∈Γ
lk×{↑,↓}2lk
|UL,lk(X
lk
k ,Ξ
lk
k ,Φ
lk
k )|
1
h
∑
sk∈[0,β)h

·
∑
T∈T({0,1,··· ,m})
sup
s∈[0,1]m
pi∈Sm+1(T )
·
∣∣∣∣∣e∆(M(T,pi,s)) ∏
{p,q}∈T
(∆p,q +∆q,p) · (the monomial (4.7))
∣∣∣ ψq
X
=ψ
q
X
=0
∀q∈{0,1,··· ,m}
∣∣∣∣∣
≤
1
m!
1
βh
∑
s0∈[0,β)h
m∏
k=1
(
n˜∑
lk=1
‖UL,lk‖L,lkD
) ∑
d0∈{1,··· ,2mˆ}
dk∈{1,··· ,2lk}
∀k∈{1,··· ,m}
(m− 1)!∏m
q=0(dq − 1)!
1∑m
q=0 dq=2m
·
∑
αq,α˜q∈{0,··· ,dq}
∀q∈{0,1,··· ,m}
m∏
q=0
1αq+α˜q=dq1
∑
m
q=0 αq=
∑
m
q=0 α˜q
m∏
q=0
(
dq
αq
)
Bmˆ−α0+
∑m
k=1(lk−αk)
· 1α0≤mˆ1α˜0≤mˆ
(
mˆ
α0
)
α0!
(
mˆ
α˜0
)
α˜0!
m∏
k=1
1αk≤lk1α˜k≤lk
(
lk
αk
)
αk!
(
lk
α˜k
)
α˜k!
=
1
m
m∏
k=1
(
n˜∑
lk=1
‖UL,lk‖L,lkD
)
Bmˆ+
∑m
k=1 lk−m
∑
α0,α˜0∈{0,··· ,mˆ}
αk,α˜k∈{0,··· ,lk}
∀k∈{1,··· ,m}
1∑m
q=0 αq=
∑
m
q=0 α˜q=m
·
m∏
q=0
(αq + α˜q)
(
mˆ
α0
)(
mˆ
α˜0
) m∏
k=1
(
lk
αk
)(
lk
α˜k
)
.
Then, by dropping the constraint 1∑m
q=0 αq=
∑
m
q=0 α˜q=m
and using the equality
l∑
α=0
l∑
α˜=0
(α+ α˜)
(
l
α
)(
l
α˜
)
= l4l,
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we obtain
|bm| ≤
1
m
m∏
k=1
(
n˜∑
lk=1
‖UL,lk‖L,lkD
)
Bmˆ+
∑m
k=1 lk−mmˆ4mˆ
m∏
k=1
lk4
lk
=
mˆ4mˆBmˆ
m
(
n˜∑
l=1
l4lBl−1‖UL,l‖L,lD
)m
.
The evaluation of the tree expansion presented above overcounts the combinato-
rial factor, which is defined as the number of monomials appearing in the expansion∏
{p,q}∈T (∆p,q +∆q,p) · (the monomial (4.7)). If we consider the 4 point correlation
functions for the on-site interaction V = U
∑
x∈Γ ψ
∗
x↑ψ
∗
x↓ψx↓ψx↑ (U ∈ R), the exact
calculation of the combinatorial factor without overcounting is possible as proved
in [7, Lemma 4.7]. Consequently, the perturbative bound is improved in this case.
Proposition 4.2. Assume that a non-singular matrix Gh satisfies (4.2). For any
m ∈ N∪ {0} let cm denote the coefficient of η
m in the Taylor series of the function
η 7−→
1
βh
∑
x∈[0,β)h
∫
ψxˆ1↑xψxˆ2↓xψyˆ2↓xψyˆ1↑xe
−ηUh
∑
s∈[0,β)h
ψx↑sψx↓sψx↓sψx↑sdµGh(ψX , ψX)
·
/∫
e
−η Uh
∑
s∈[0,β)h
ψx↑sψx↓sψx↓sψx↑sdµGh(ψX , ψX)
around 0 ∈ C. The following bound holds. For any m ∈ N ∪ {0}
|cm| ≤
4B2
3m+ 4
(
3m+ 4
m
)
(DB|U |)m.
Proof. The argument in [7, Section 4] leading to the bound [7, Lemma 4.8] straight-
forwardly applies to deduce the claimed bound.
5 Exponential decay of the correlation functions
In this section we prove the exponential decay property of the correlation functions.
The Grassmann integral formulation (3.18) serves the base of our analysis. In
the subsection 5.3 we will see that the U(1)-invariance property of the Grassmann
integral leads to a replacement of the covariance Ch by a modified covariance in
the Grassmann integral formulation. In the following subsections 5.1-5.2 we study
properties of such perturbed covariance matrices as preliminaries for proving our
main theorems.
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5.1 Determinant bound on modified covariance matrices
Here we prove the determinant bound on a generalized covariance matrix of the
form
CE(xξx,yφy) :=
δξ,φ
Ld
∑
k∈Γ∗
ei〈k,y−x〉e−(y−x)Ek
(
1y−x≤0
1 + eβEk
−
1y−x>0
1 + e−βEk
)
(5.1)
(∀(x, ξ, x), (y, φ, y) ∈ Γ × {↑, ↓} × [0, β)). In (5.1) Ek : Γ
∗ → C is any function
satisfying
| Im Ek| <
π
β
(∀k ∈ Γ∗). (5.2)
Note that the inequality (5.2) implies |1 + eβEk|, |1 + e−βEk| > 0 (∀k ∈ Γ∗), and
thus CE is well-defined. The covariance (5.1) is a generalization of the covariance
(3.5) in which the dispersion relation Ek is real-valued.
The volume- and temperature-independent determinant bound on the covariance
(3.5) was established by Pedra and Salmhofer in [15] by extending the notion of the
Gram bound on determinant. However, the Gram representation of the covariance
presented in [15, Section 4.1] does not apply to the case that the dispersion relation
is complex-valued. We need to construct a Gram representation of the covariance
matrix (5.1) to bound its determinant.
We use the following abstract framework proved by Pedra and Salmhofer as a
generalization of Gram’s inequality.
Lemma 5.1. [15, Theorem 1.3] Assume that K, k ∈ N∪{0} satisfy k+K ≥ 1. Let
X be any set. Assume that J is a set totally ordered under ‘’ and ‘≺’ is a strict
total order in J . Let ζl, ζ
′
l be maps from X to J (∀l ∈ {1, · · · , k +K}). Let H be a
Hilbert space with the inner product 〈·, ·〉H and ‖ · ‖H denote the norm induced by
〈·, ·〉H. Define a matrix Mx,y (x, y ∈ X) by
Mx,y := 〈f
0
x , g
0
y〉H +
k∑
l=1
〈f lx, g
l
y〉H1ζ′l(x)≻ζl(y) +
K+k∑
l=k+1
〈f lx, g
l
y〉H1ζ′l(x)ζl(y), (5.3)
where f lx, g
l
y ∈ H. If
sup
x∈X
max{‖f lx‖H, ‖g
l
x‖H} ≤ γl (∀l ∈ {0, · · · ,K + k}),
the following bound holds. For any m,n ∈ N and x1, · · · , xn, y1, · · · , yn ∈ X
sup
uj,vj∈C
m
‖uj‖Cm ,‖vj‖Cm≤1
∀j∈{1,··· ,n}
| det(〈uj ,vk〉CmMxj,yk)1≤j,k≤n| ≤
(
k+K∑
l=0
γl
)2n
. (5.4)
Remark 5.2. The determinant bound [15, Theorem 1.3] was originally claimed for
the case that m = n in (5.4). The bound for general m immediately follows from
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(5.4) without the coefficient 〈uj ,vk〉Cm . In fact it is sufficient to redefine H by
Cm ⊗H and Mx,y by
Mx,y :=〈ux ⊗ f
0
x ,vy ⊗ g
0
y〉Cm⊗H +
k∑
l=1
〈ux ⊗ f
l
x,vy ⊗ g
l
y〉Cm⊗H1ζ′l(x)≻ζl(y)
+
K+k∑
l=k+1
〈ux ⊗ f
l
x,vy ⊗ g
l
y〉Cm⊗H1ζ′l(x)ζl(y)
for any vectors ux,vx ∈ C
m with ‖ux‖Cm , ‖vx‖Cm ≤ 1.
As an application of Lemma 5.1 we prove the following statement.
Proposition 5.3. If the inequality
| Im Ek| ≤
π
2β
(∀k ∈ Γ∗) (5.5)
holds, then for any m,n ∈ N and (xj , ξj , xj), (yj , φj , yj) ∈ Γ× {↑, ↓} × [0, β) (∀j ∈
{1, · · · , n})
sup
uj ,vj∈C
m
‖uj‖Cm ,‖vj‖Cm≤1
∀j∈{1,··· ,n}
| det(〈uj ,vk〉CmCE (xjξjxj ,ykφkyk))1≤j,k≤n| ≤ 4
n. (5.6)
Remark 5.4. The upper bound 4n claimed above is same as that obtained in [15,
Theorem 2.4] for the covariance matrices with real-valued dispersion relations.
Proof of Proposition 5.3. Our argument here closely follows [15, Section 4.1]. Since
Γ∗ is a finite set, for a sufficiently small ε > 0 we may assume that Re(Ek + ε) 6= 0
for all k ∈ Γ∗. Set Ek,ε := Ek+ε (∀k ∈ Γ
∗) and define the parameterized covariance
CεE by
CεE(xξx,yφy) :=
δξ,φ
Ld
∑
k∈Γ∗
ei〈k,y−x〉e−(y−x)Ek,ε
(
1y−x≤0
1 + eβEk,ε
−
1y−x>0
1 + e−βEk,ε
)
.
We construct a Gram representation of CεE fitting in the form (5.3) to apply Lemma
5.1. Observe the following decomposition.
CεE(xξx,yφy) =
1y−x≤0
δξ,φ
Ld
∑
k∈Γ∗
ei〈k,y−x〉
(
1Re Ek,ε>0
e−(β+y−x)Ek,ε
1 + e−βEk,ε
+ 1Re Ek,ε<0
e−(x−y)(−Ek,ε)
1 + eβEk,ε
)
− 1y−x>0
δξ,φ
Ld
∑
k∈Γ∗
ei〈k,y−x〉
(
1Re Ek,ε>0
e−(y−x)Ek,ε
1 + e−βEk,ε
+ 1ReEk,ε<0
e−(β+x−y)(−Ek,ε)
1 + eβEk,ε
)
.
(5.7)
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Note that for t ≥ 0 and E ∈ C with | Im E| < π/β and Re E > 0
e−tE
1 + e−βE
=
e−it Im E(1 + e−βE)
|1 + e−βE |2
e−tRe E
=
e−it Im E(1 + e−βE)
|1 + e−βE |2
Re E
π
∫
R
dv
eitv
v2 + (Re E)2
,
(5.8)
where E denotes the complex conjugate of E .
By substituting the formula (5.8) into (5.7) we obtain
CεE (xξx,yφy) =
δξ,φ
Ld
∑
k∈Γ∗
ei〈k,y−x〉
·
(
1y−x≤0
(
1ReEk,ε>0
e−i(β+y−x) Im Ek,ε(1 + e−βEk,ε)
|1 + e−βEk,ε |2
Re Ek,ε
π
∫
R
dv
ei(β+y−x)v
v2 + (Re Ek,ε)2
+ 1ReEk,ε<0
e−i(x−y) Im(−Ek,ε)(1 + eβEk,ε)
|1 + eβEk,ε |2
Re(−Ek,ε)
π
∫
R
dv
ei(x−y)v
v2 + (Re(−Ek,ε))2
)
− 1y−x>0
(
1Re Ek,ε>0
e−i(y−x) Im Ek,ε(1 + e−βEk,ε)
|1 + e−βEk,ε |2
Re Ek,ε
π
∫
R
dv
ei(y−x)v
v2 + (Re Ek,ε)2
+ 1ReEk,ε<0
e−i(β+x−y) Im(−Ek,ε)(1 + eβEk,ε)
|1 + eβEk,ε |2
Re(−Ek,ε)
π
∫
R
dv
ei(β+x−y)v
v2 + (Re(−Ek,ε))2
))
.
(5.9)
Let us define the Hilbert space L2(Γ∗ × {↑, ↓} × R) equipped with the inner
product 〈·, ·〉L2(Γ∗×{↑,↓}×R) given by
〈f, g〉L2(Γ∗×{↑,↓}×R) :=
1
Ld
∑
k∈Γ∗
∑
ξ∈{↑,↓}
∫
R
dvf(k, ξ, v)g(k, ξ, v).
For (x, ξ, x) ∈ Γ × {↑, ↓} × [−β, β] and a ∈ {−1, 1} define vectors fax,ξ,x, g
a
x,ξ,x ∈
L2(Γ∗ × {↑, ↓} × R) by
fax,ξ,x(k, φ, v)
:= 1Re(aEk,ε)>0δξ,φe
i〈k,x〉e−ix(Im(aEk,ε)−v)
1 + e−βaEk,ε
|1 + e−βaEk,ε |
√
|Re Ek,ε|
π
1
iv +Re(aEk,ε)
,
gax,ξ,x(k, φ, v)
:= 1Re(aEk,ε)>0δξ,φe
i〈k,x〉e−ix(Im(aEk,ε)−v)
1
|1 + e−βaEk,ε |
√
|Re Ek,ε|
π
1
iv +Re(aEk,ε)
.
Note that
〈fax,ξ,x, f
−a
y,φ,y〉L2(Γ∗×{↑,↓}×R) = 〈f
a
x,ξ,x, g
−a
y,φ,y〉L2(Γ∗×{↑,↓}×R)
= 〈gax,ξ,x, g
−a
y,φ,y〉L2(Γ∗×{↑,↓}×R) = 0,
(5.10)
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and
‖fax,ξ,x‖
2
L2(Γ∗×{↑,↓}×R) =
1
Ld
∑
k∈Γ∗
1Re(aEk,ε)>0,
‖gax,ξ,x‖
2
L2(Γ∗×{↑,↓}×R) =
1
Ld
∑
k∈Γ∗
1Re(aEk,,ε)>0
1
|1 + e−βaEk,ε |2
.
(5.11)
The equalities (5.10)-(5.11) imply that
‖fax,ξ,x+ f
−a
y,φ,y‖
2
L2(Γ∗×{↑,↓}×R) =
1
Ld
∑
k∈Γ∗
(
1Re(aEk,ε)>0 + 1Re(−aEk,ε)>0
)
= 1 (5.12)
and under the assumption that | Im Ek| ≤ π/(2β)
‖gax,ξ,x + g
−a
y,φ,y‖
2
L2(Γ∗×{↑,↓}×R)
≤
1
Ld
∑
k∈Γ∗
(
1Re(aEk,ε)>0
1
e−2βRe(aEk,ε) + 2 cos(β Im Ek,ε)e−βRe(aEk,ε) + 1
+ 1Re(−aEk,ε)>0
1
e2βRe(aEk,ε) + 2 cos(β Im Ek,ε)eβRe(aEk,ε) + 1
)
≤
1
Ld
∑
k∈Γ∗
(
1Re(aEk,ε)>0
1
e−2βRe(aEk,ε) + 1
+ 1Re(−aEk,ε)>0
1
e2βRe(aEk,ε) + 1
)
≤ 1
(5.13)
for all (x, ξ, x), (y, φ, y) ∈ Γ× {↑, ↓} × [−β, β] and a ∈ {−1, 1}.
The equality (5.9) can be written as
CεE(xξx,yφy) = 1y−x≤0〈f
1
x,ξ,x−β + f
−1
x,ξ,−x, g
1
y,φ,y + g
−1
y,φ,−y〉L2(Γ∗×{↑,↓}×R)
+ 1y−x>0〈 − f
1
x,ξ,x − f
−1
x,ξ,−x, g
1
y,φ,y + g
−1
y,φ,β−y〉L2(Γ∗×{↑,↓}×R).
(5.14)
The representation (5.14) and the bounds (5.12)-(5.13) enable us to apply Lemma
5.1 to obtain the bound (5.6) for CεE . Then, by sending ε ց 0 and the continuity
of CεE with respect to ε we complete the proof.
5.2 Exponential decay of the covariance
In this subsection we show the exponential decay property of the covariance and
find a volume-independent upper bound on its integral as the corollary.
Later in our analysis we will need to deal with a modified covariance whose
dispersion relation is given by Ek+zep with z ∈ C, p ∈ {1, · · · , d}. It is convenient to
prove the L1-bound on the modified covariances which include the normal covariance
(3.5) with the real-valued dispersion relation (3.6) as a special case at this stage.
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Furthermore, to bound the covariance with the dispersion relation Ek+zep needs
to control the covariance with the perturbed dispersion relation Ek+zep+weq defined
by
Ek+zep+weq := −2t
d∑
j=1
cos(〈k+ zep + weq, ej〉)
− 4t′ · 1d≥2
d∑
j,k=1
j<k
cos(〈k+ zep + weq, ej〉) cos(〈k+ zep + weq, ek〉)− µ
for z, w ∈ C and p, q ∈ {1, · · · , d}. Let us study properties of Ek+zep+weq .
First we clarify a sufficient condition for the inequalities
| Im(Ek+zep+weq )| <
π
β
, | Im(Ek+zep+weq )| ≤
π
2β
,
which will ensure the analyticity of the modified covariance with respect to the
variables z, w and make the determinant bound Proposition 5.3 applicable.
Lemma 5.5. Let z, w ∈ C and r > 0. If | Im z|, | Imw| < 12 logFt,t′,d(r) with the
function Ft,t′,d(·) defined in (2.7), then | ImEk+zep+weq | < r holds for all k ∈ Γ
∗
and p, q ∈ {1, · · · , d}. The parallel statement with ‘≤’s in place of ‘<’s holds as
well.
Proof. Let us write z = a+ bi, w = u+ vi (a, b, u, v ∈ R). By using the formula
cos(x+ iy) = cos(x) cosh(y)− i sin(x) sinh(y) (x, y ∈ R)
and writing k = (k1, · · · , kd), we find that
ImEk+zep+weq = 2t
d∑
j=1
sin(kj + aδp,j + uδq,j) sinh(bδp,j + vδq,j)
+ 4t′1d≥2
d∑
j,l=1
j 6=l
cos(kj + aδp,j + uδq,j) cosh(bδp,j + vδq,j)
· sin(kl + aδp,l + uδq,l) sinh(bδp,l + vδq,l).
Assume that |b|, |v| ≤ s for s > 0.
| ImEk+zep+weq |
≤ 2|t|
d∑
j=1
sinh(s(δp,j + δq,j)) + 4|t
′|1d≥2
d∑
j,l=1
j 6=l
cosh(s(δp,j + δq,j)) sinh(s(δp,l + δq,l))
≤ 1p=q(2|t| sinh(2s) + 4|t
′|(d− 1) sinh(2s))
+ 1p6=q(4|t| sinh(s) + 8|t
′|(d− 1) cosh(s) sinh(s))
≤ 2 sinh(2s)(|t|+ 2(d− 1)|t′|),
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where we used the facts that for s ≥ 0
1 ≤ cosh(s), 2 sinh(s) cosh(s) = sinh(2s), 2 sinh(s) ≤ sinh(2s).
Thus, the inequality
2 sinh(2s)(|t|+ 2(d− 1)|t′|) < r (5.15)
implies that | ImEk+zep+weq | < r. Since
sinh−1(X) = log
(
X +
√
X2 + 1
)
(∀X ∈ R),
the inequality (5.15) is equivalent to the inequality s < 12 logFt,t′,d(r).
We define the perturbed covariance C(xξx,yφy)(zep + weq) as follows.
C(xξx,yφy)(zep + weq) :=
δξ,φ
Ld
∑
k∈Γ∗
ei〈k,y−x〉e−(y−x)Ek+zep+weq
·
(
1y−x≤0
1 + eβEk+zep+weq
−
1y−x>0
1 + e−βEk+zep+weq
)
for any (x, ξ, x), (y, φ, y) ∈ Γ × {↑, ↓} × [0, β), p, q ∈ {1, · · · , d} and z, w ∈ C.
Moreover, if x, y ∈ [0, β)h we write
Ch(xξx,yφy)(zep + weq) = C(xξx,yφy)(zep + weq).
The properties of C(zep + weq) are summarized as follows.
Lemma 5.6. (i) For any (x, ξ, x), (y, φ, y) ∈ Γ×{↑, ↓}× [0, β), p, q ∈ {1, · · · , d},
the function (z, w) 7→ C(xξx,yφy)(zep + weq) is analytic in the domain{
(z, w) ∈ C2
∣∣∣ | Im z|, | Imw| < 1
2
logFt,t′,d
(
π
β
)}
.
(ii) The inequality |C(xξx,yφy)(zep+weq)| ≤ 1 holds for any (x, ξ, x), (y, φ, y) ∈
Γ × {↑, ↓} × [0, β), p, q ∈ {1, · · · , d} and z, w ∈ C with | Im z|, | Imw| ≤
1
2 logFt,t′,d(π/(2β)).
(iii) For any z, w ∈ C with | Im z|, | Imw| ≤ 12 logFt,t′,d(π/(2β)) and p, q ∈
{1, · · · , d}, the covariance C(zep+weq) satisfies the determinant bound (5.6).
(iv) For any p, q ∈ {1, · · · , d}, z, w ∈ C with | Im z|, | Imw| < 12 logFt,t′,d(π/β) and
h ∈ 2N/β,
det(Ch(xξx,yφy))(x,ξ,x),(y,φ,y)∈Γ×{↑,↓}×[0,β)h =
∏
k∈Γ∗
1
(1 + eβEk+zep+weq )2
6= 0.
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Remark 5.7. In (iv) and in its proof below let us think that each element of
Γ× {↑, ↓}× [0, β)h has been given a number from 1 to N(= 2βhL
d) and according
to this numbering the N ×N matrix Ch(zep+weq) is defined. However, the claim
(iv) implies that the value of the determinant is independent of how to number the
elements of Γ× {↑, ↓} × [0, β)h.
Proof of Lemma 5.6. If | Im z|, | Imw| < 12 logFt,t′,d(π/β), Lemma 5.5 ensures that
| ImEk+zep+weq | < π/β. Then, for all k ∈ Γ
∗ and a ∈ {1,−1}
|1 + eβaEk+zep+weq |2 >
(
eβaReEk+zep+weq − 1
)2
≥ 0.
Thus, the denominators in C(xξx,yφy)(zep+weq) do not vanish, which proves (i).
If | Im z|, | Imw| ≤ 12 logFt,t′,d(π/(2β)), by Lemma 5.5 | ImEk+zep+weq | ≤
π/(2β). Thus, the claim (iii) holds true by Proposition 5.3. Moreover, for any
x ∈ [0, β) and k ∈ Γ∗∣∣∣∣ exEk+zep+weq1 + eβEk+zep+weq
∣∣∣∣ ≤ exReEk+zep+weq(1 + e2βReEk+zep+weq )1/2 ≤ 1,
from which the claim (ii) follows.
To show (iv), define an h-dependent finite set Mh of Matsubara frequencies by
Mh :=
{
ω ∈
π(2Z+ 1)
β
∣∣ − πh < ω < πh} .
Define the unitary matrix Y =
(Y (kφω,xξx))(k,φ,ω)∈Γ∗×{↑,↓}×Mh,(x,ξ,x)∈Γ×{↑,↓}×[0,β)h by
Y (kφω,xξx) :=
δφ,ξ√
βhLd
ei〈k,x〉e−iωx.
Using the assumption that h ∈ 2N/β, the argument parallel to [7, Appendix C]
demonstrates that
(Y ChY
∗)(kφω, kˆφˆωˆ) = δ
k,kˆδφ,φˆδω,ωˆ
1
1− e−iω/h+Ek+zep+weq/h
. (5.16)
As in [7, Proposition C.7], the diagonalization (5.16) deduces (iv).
Here we present a calculation, which shows the essence of our analysis to bound
the correlation functions. Take any n ∈ N and set rn :=
1
2n logFt,t′,d(β/(2π)) > 0.
By periodicity we observe that for any p, q ∈ {1, · · · , d} and z ∈ C with | Im z| ≤
1
2 logFt,t′,d(β/(2π))
ei
2pi
L 〈x−y,eq〉C(xξx,yφy)(zep) = C(xξx,yφy)
(
zep +
2π
L
eq
)
. (5.17)
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Moreover, by Cauchy’s integral formula we have
ei
2pi
L 〈x−y,eq〉 − 1
2π/L
C(xξx,yφy)(zep) =
L
2π
∫ 2pi/L
0
dθ
d
dθ
C(xξx,yφy)(zep + θeq)
=
L
2π
∫ 2pi/L
0
dθ
1
2πi
∮
|w−θ|=rn
dw
C(xξx,yφy)(zep + weq)
(w − θ)2
,
where
∮
|w−θ|=rn
dw stands for the contour integral along the contour {w ∈ C | |w−
θ| = rn} oriented counter clock-wise. With this choice of rn, Lemma 5.6 (i) allows
us to repeat this operation n times to obtain
Lemma 5.8. For any z ∈ C with | Im z| ≤ 12 logFt,t′,d(β/(2π)) and p, q ∈ {1, · · · , d}(
ei
2pi
L 〈x−y,eq〉 − 1
2π/L
)n
C(xξx,yφy)(zep)
=
n∏
j=1
(
L
2π
∫ 2pi/L
0
dθj
1
2πi
∮
|wj−θj |=rn
dwj
1
(wj − θj)2
)
· C(xξx,yφy)
zep + n∑
j=1
wjeq
 ,
(5.18)
where rn =
1
2n logFt,t′,d(β/(2π)).
Evaluating both sides of (5.18) leads to the following bounds.
Proposition 5.9. For any z ∈ C with | Im z| ≤ 12 logFt,t′,d(β/(2π)), p ∈ {1, · · · , d},
the following inequalities hold.
|C(xξx,yφy)(zep)| ≤ 2Ft,t′,d
(
π
2β
)− 14ed ∑dq=1∣∣∣∣ ei2pi〈x−y,eq〉/L−12pi/L ∣∣∣∣
(5.19)
for all (x, ξ, x), (y, φ, y) ∈ Γ× {↑, ↓} × [0, β). Especially,
|C(xξx,yφy)(zep)| ≤ 2Ft,t′,d
(
π
2β
)− 12epid ∑dq=1 |〈x−y,eq〉|
(5.20)
if x− y ∈ ({−⌊L/2⌋,−⌊L/2⌋+ 1, · · · ,−⌊L/2⌋+ L− 1})d.
Proof. By using Lemma 5.6 (ii) and the inequality∣∣∣∣∣∣
n∏
j=1
(
L
2π
∫ 2pi/L
0
dθj
1
2πi
∮
|wj−θj|=rn
dwj
1
(wj − θj)2
)∣∣∣∣∣∣ ≤
(
2n
logFt,t′,d(π/(2β))
)n
,
(5.21)
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we have
|(The right hand side of (5.18))| ≤
(
2n
logFt,t′,d(π/(2β))
)n
. (5.22)
Stirling’s formula states that for any n ∈ N there exists ε(n) ∈ (0, 1) such that
nn = n!(2πn)−1/2en−ε(n)/(12n) (5.23)
(see, e.g, [1, Eq.6.1.38]). On the convention that 00 = 0! = 1, the formula (5.23)
gives the inequality
nn ≤ n!en (∀n ∈ N ∪ {0}). (5.24)
By combining (5.24) with (5.22) we obtain
1
n!
(
logFt,t′,d(π/(2β))
2e
)n ∣∣∣∣∣ei
2pi
L 〈x−y,eq〉 − 1
2π/L
∣∣∣∣∣
n
|C(xξx,yφy)(zep)| ≤ 1. (5.25)
By multiplying both sides of (5.25) by 2−n and summing over N ∪ {0}, we have
|C(xξx,yφy)(zep)| ≤ 2Ft,t′,d
(
π
2β
)− 14e ∣∣∣∣ ei2pi〈x−y,eq〉/L−12pi/L ∣∣∣∣
for any q ∈ {1, · · · , d}, which yields (5.19). By applying the inequality that |eiθ −
1| ≥ 2|θ|/π (∀θ ∈ [−π, π]) to (5.19), we can derive (5.20).
Corollary 5.10. For any z ∈ C with | Im z| ≤ 12 logFt,t′,d(β/(2π)) and p ∈
{1, · · · , d},
1
h
∑
x∈[−β,β)h
∑
x∈Γ
|Ch(xξx,0ξ0)(zep)| ≤ 4β
Ft,t′,d
(
pi
2β
)1/(2epid)
+ 1
Ft,t′,d
(
pi
2β
)1/(2epid)
− 1

d
. (5.26)
Proof. By using (5.20) and periodicity we have that
∑
x∈Γ
|C(xξx,0ξ0)(zep)| =
−⌊L/2⌋+L−1∑
xj=−⌊L/2⌋
∀j∈{1,··· ,d}
|C(xξx,0ξ0)(zep)|
≤ 2
(
1 + 2
∞∑
l=1
Ft,t′,d
(
π
2β
)− l2epid)d
= 2
Ft,t′,d
(
pi
2β
)1/(2epid)
+ 1
Ft,t′,d
(
pi
2β
)1/(2epid)
− 1

d
,
which gives (5.26).
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Remark 5.11. Remark 2.7 and the inequality (5.26) imply that
1
h
∑
x∈[−β,β)h
∑
x∈Γ
|Ch(xξx,0ξ0)(zep)| = O(β
d+1)
as β → +∞.
Remark 5.12. It is the same procedure as the proof of Proposition 5.9 to derive
the decay bound on the determinant of the covariance. By using the equality that
ei
2pi
L 〈
∑n
j=1 xj−
∑n
j=1 yj ,eq〉 det(C(xjξjxj ,ykφkyk))1≤j,k≤n
= det
(
C(xjξjxj ,ykφkyk)
(
2π
L
eq
))
1≤j,k≤n
and the determinant bound Proposition 5.3 one can prove that for any (xj , ξj , xj),
(yj , φj , yj) ∈ Γ× {↑, ↓} × [0, β) (∀j ∈ {1, · · · , n})
|det(C(xjξjxj ,ykφkyk))1≤j,k≤n|
≤ 2 · 4nFt,t′,d
(
π
2β
)− 14ed ∑dq=1∣∣∣∣ ei2pi〈∑nj=1 xj−∑nj=1 yj ,eq〉/L−12pi/L ∣∣∣∣
.
5.3 Proof of the main theorems
We prepare some lemmas and give the proofs of Theorem 2.4 and Theorem 2.5.
The following lemma fundamentally supports the validity of our argument in this
subsection.
Lemma 5.13. For any Rr > 0, Ri ∈ (0,
1
2 logFt,t′,d(π/β)) and p ∈ {1, · · · , d} there
exists Q > 0 such that the function
(z, η) 7−→ SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Ch(zep), η)
is analytic in the domain
{(z, η) ∈ C2 | |Re z| < Rr, | Im z| < Ri, |η| < Q}.
Proof. Note that by Lemma 5.6 (i) for any Rr > 0 and Ri ∈ (0,
1
2 logFt,t′,d(π/β))
the function z 7→ Ch(xξx,yφy)(zep) is bounded in the compact set {z ∈ C | |Re z| ≤
Rr, | Im z| ≤ Ri}. Thus, by Lemma 3.6
lim
η→0
sup
z∈C
|Re z|≤Rr, | Im z|≤Ri
·
∣∣∣∣∣
∫
e
η
∑n˜
l=1
∑
(Xl,Ξl,Φl)∈Γl×{↑,↓}2l
UL,l(X
l,Ξl,Φl)V l
h,Xl,Xl,Ξl,Φl
(ψX ,ψX)dµCh(zep)(ψX , ψX)
− 1
∣∣∣∣∣ = 0.
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Hence, we can take a small Q > 0 such that the denominator of SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ
(Ch(zep), η) does not vanish for any η ∈ C with |η| < Q and z ∈ C with |Re z| < Rr,
| Im z| < Ri. This proves the analyticity of SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Ch(zep), η) in the same
domain.
For p ∈ {1, · · · , d} we define the matrix Up = (Up((xξx)j , (xξx)k))1≤j,k≤N by
Up(xξx,yφy) := δx,yδξ,φδx,ye
i2pi〈x,ep〉/L.
The following equality is based on the U(1)-invariance property of the Grassmann
integral
∫
·dψXdψX .
Lemma 5.14. For any p ∈ {1, · · · , d}, f(ψX , ψX) ∈ C[ψ(xξx)j , ψ(xξx)j | j ∈
{1, · · · , N}] and z ∈ C with | Im z| ≤ 12 logFt,t′,d(π/(2β)), the following equality
holds. ∫
f((Upψ
t
X)
t, (Upψ
t
X)
t)dµCh((z+2pi/L)ep)(ψX , ψX)
=
∫
f(ψX , ψX)dµCh(zep)(ψX , ψX).
Proof. Observe the invariance that∫
f((Upψ
t
X)
t, (Upψ
t
X)
t)dψXdψX =
∫
f(ψX , ψX)dψXdψX ,
which implies that∫
f(ψX , ψX)dµCh(zep)(ψX , ψX)
=
∫
f((Upψ
t
X)
t, (Upψ
t
X)
t)e−〈Upψ
t
X ,Ch(zep)
−1Upψ
t
X〉dψXdψX
·
/∫
e−〈Upψ
t
X ,Ch(zep)
−1Upψ
t
X〉dψXdψX .
(5.27)
Moreover, by using the equality (5.17) we have
〈Upψ
t
X , Ch(zep)
−1Upψ
t
X〉 = 〈ψ
t
X , (UpCh(zep)Up)
−1ψ
t
X〉
= 〈ψtX , Ch((z + 2π/L)ep)
−1ψ
t
X〉.
(5.28)
By substituting (5.28) into (5.27), we obtain the desired equality.
Combining Lemma 5.13 with Lemma 5.14 shows
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Lemma 5.15. For any n ∈ N, set rn :=
1
2n logFt,t′,d(π/(2β)). Let p ∈ {1, · · · , d}.
There exists Qn > 0 such that for any η ∈ C with |η| < Qn,(
ei
2pi
L 〈
∑mˆ
j=1 xˆj−
∑mˆ
j=1 yˆj ,ep〉 − 1
2π/L
)n
SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Ch, η)
=
n∏
j=1
(
L
2π
∫ 2pi/L
0
dθj
1
2πi
∮
|zj−θj |=rn
dzj
1
(zj − θj)2
)
· SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ
Ch
 n∑
j=1
zjep
 , η
 ,
(5.29)
where
∮
|zj−θj|=rn
dzj stands for the contour integral along the contour {zj ∈ C | |zj−
θj | = rn} oriented counter clock-wise.
Proof. Take any Ri ∈ (
1
2 logFt,t′,d(π/(2β)),
1
2 logFt,t′,d(π/β)) and Rr > nrn +
2pin
L .
By Lemma 5.13 we can take a small Qn > 0 so that (z, η) 7→ SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ
(Ch(zep), η) is analytic in the domain {(z, η) ∈ C
2 | |Re z| < Rr, | Im z| < Ri, |η| <
Qn}.
Fix any η ∈ C with |η| < Qn. By noting this domain of analyticity, Lemma
5.14, the fundamental theorem of calculus and Cauchy’s integral theorem verify the
following equalities.
ei
2pi
L 〈
∑mˆ
j=1 xˆj−
∑mˆ
j=1 yˆj,ep〉 − 1
2π/L
SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Ch, η)
=
L
2π
(
SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ
(
Ch
(
2π
L
ep
)
, η
)
− SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ (Ch, η)
)
=
L
2π
∫ 2pi/L
0
dθ1
d
dθ1
SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ (Ch (θ1ep) , η)
=
L
2π
∫ 2pi/L
0
dθ1
1
2πi
∮
|z1−θ1|=rn
dz1
1
(z1 − θ1)2
SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ (Ch (z1ep) , η) .
(5.30)
Then, we multiply both sides of (5.30) by (ei
2pi
L 〈
∑mˆ
j=1 xˆj−
∑mˆ
j=1 yˆj ,ep〉− 1)/(2π/L)
and do the same calculation for the integrand SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ (Ch (z1ep) , η). Re-
peating this procedure n times results in (5.29).
Lemma 5.16. For any m,n ∈ N ∪ {0} let bn,m denote the coefficient of η
m in the
Taylor series of the function
η 7−→
(
ei
2pi
L 〈
∑mˆ
j=1 xˆj−
∑mˆ
j=1 yˆj ,ep〉 − 1
2π/L
)n
SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Ch, η)
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around 0 ∈ C. The following bounds hold. For any n ∈ N ∪ {0}, m ∈ N,
|bn,0| ≤ 2
nnn
(
logFt,t′,d
(
π
2β
))−n
4mˆ,
|bn,m| ≤ 2
nnn
(
logFt,t′,d
(
π
2β
))−n
mˆ16mˆ
·
1
m
β
Ft,t′,d
(
pi
2β
)1/(2epid)
+ 1
Ft,t′,d
(
pi
2β
)1/(2epid)
− 1

d
n˜∑
l=1
l16l‖UL,l‖L,l

m
,
where 00 = 1.
Proof. We apply Proposition 4.1 to bound the integrand
SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Ch(
∑n
j=1 zjep), η) in (5.29). Since | Im
∑n
j=1 zj | ≤
1
2 logFt,t′,d(π/(2β)), Lemma 5.6 (iii), (iv) imply that the covariance Ch(
∑n
j=1 zjep)
satisfies the assumptions of Proposition 4.1 with B = 4. Moreover, Corollary 5.10,
the periodicity and the translation invariance of Ch ensure that
D ≤ 4β
Ft,t′,d
(
pi
2β
)1/(2epid)
+ 1
Ft,t′,d
(
pi
2β
)1/(2epid)
− 1

d
.
Therefore, if b˜m denotes the coefficient of η
m (∀m ∈ N ∪ {0}) in the Taylor series
of the function η 7→ SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Ch(
∑n
j=1 zjep), η), we obtain the inequalities
that |b˜0| ≤ 4
mˆ,
|b˜m| ≤
mˆ16mˆ
m
β
Ft,t′,d
(
pi
2β
)1/(2epid)
+ 1
Ft,t′,d
(
pi
2β
)1/(2epid)
− 1

d
n˜∑
l=1
l16l‖UL,l‖L,l

m
(∀m ∈ N).
(5.31)
In the right hand side of (5.29) we expand SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Ch(
∑n
j=1 zjep), η)
into the power series of η. Here note that by Fubini-Tonelli’s theorem we may
exchange the integral
∏n
j=1
(
L
2pi
∫ 2pi/L
0
dθj
1
2pii
∮
|zj−θj |=rn
dzj
1
(zj−θj)2
)∑∞
m=0 by∑∞
m=0
∏n
j=1
(
L
2pi
∫ 2pi/L
0
dθj
1
2pii
∮
|zj−θj |=rn
dzj
1
(zj−θj)2
)
if |η| is sufficiently small, and
thus the equality
bn,m =
n∏
j=1
(
L
2π
∫ 2pi/L
0
dθj
1
2πi
∮
|zj−θj |=rn
dzj
1
(zj − θj)2
)
b˜m
holds for all m ∈ N ∪ {0}. Combining the inequality (5.21) with the bounds (5.31)
yields the desired bound on |bn,m|.
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Corollary 5.17. Assume (2.8) with R ∈ (0, 1) and use the same notation as in
Lemma 5.16. For any n ∈ N∪{0} and p ∈ {1, · · · , d} there exists N0 ∈ N such that(
ei
2pi
L 〈
∑mˆ
j=1 xˆj−
∑mˆ
j=1 yˆj ,ep〉 − 1
2π/L
)n
SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Ch, 1) =
∞∑
m=0
bn,m, (5.32)
and ∣∣∣∣∣ei
2pi
L 〈
∑mˆ
j=1 xˆj−
∑mˆ
j=1 yˆj ,ep〉 − 1
2π/L
∣∣∣∣∣
n ∣∣∣SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Ch, 1)∣∣∣
≤ 2nnn
(
logFt,t′,d
(
π
2β
))−n (
4mˆ − mˆ16mˆ log(1−R)
)
,
(5.33)
for all h ∈ 2N/β with h ≥ 2N0/β.
Proof. Since Tr e−β(H0+ηV )/Tr e−βH0 > 0 for all η ∈ R, the uniform convergence
property (3.13) ensures that there exists N0 ∈ N such that∣∣∣∣∫ eη∑n˜l=1∑(Xl,Ξl,Φl)∈Γl×{↑,↓}2l UL,l(Xl,Ξl,Φl)V lh,Xl,Xl,Ξl,Φl (ψX ,ψX)dµCh(ψX , ψX)∣∣∣∣ > 0
(5.34)
for all η ∈ R with |η| ≤ 1 and h ∈ 2N/β with h ≥ 2N0/β. Let us fix such a large
h. Since the Grassmann Gaussian integral in (5.34) is a polynomial of η, we can
take a domain Oh ⊂ C such that [−1, 1] ⊂ Oh and the inequality (5.34) holds for
all η ∈ Oh. This proves that the function
η 7−→
(
ei
2pi
L 〈
∑mˆ
j=1 xˆj−
∑mˆ
j=1 yˆj ,ep〉 − 1
2π/L
)n
SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Ch, η)
is analytic in the domain Oh.
On the other hand, Lemma 5.16 and the inequality ‖UL,l‖L,l ≤ ‖Ul‖l imply that
if η ∈ C satisfies
|η| <
β
Ft,t′,d
(
pi
2β
)1/(2epid)
+ 1
Ft,t′,d
(
pi
2β
)1/(2epid)
− 1

d
n˜∑
l=1
l16l‖Ul‖l

−1
R, (5.35)
∞∑
m=0
|bn,m||η
m| ≤ 2nnn
(
logFt,t′,d
(
π
2β
))−n
4mˆ
+ 2nnn
(
logFt,t′,d
(
π
2β
))−n
mˆ16mˆ
∞∑
m=1
1
m
Rm
= 2nnn
(
logFt,t′,d
(
π
2β
))−n (
4mˆ − mˆ16mˆ log (1−R)
)
<∞.
(5.36)
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Since by the assumption (2.8) the right hand side of (5.35) is larger than 1, the
identity theorem for analytic functions proves the equality(
ei
2pi
L 〈
∑mˆ
j=1 xˆj−
∑mˆ
j=1 yˆj ,ep〉 − 1
2π/L
)n
SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Ch, η) =
∞∑
m=0
bn,mη
m
for all η ∈ [−1, 1]. The bound (5.36) for η = 1 gives (5.33).
As the last lemma let us claim
Lemma 5.18. Assume (2.8). The thermodynamic limit (2.9) exists and takes a
finite value.
For continuity of our argument in this subsection we present the proof of Lemma
5.18 in Appendix B. We now proceed to
Proof of Theorem 2.4. By substituting (5.24) into (5.33) and dividing both sides by
4nenn! · (logFt,t′,d (π/(2β)))
−n we have
1
n!
 logFt,t′,d
(
pi
2β
)
4e
∣∣∣∣∣ei
2pi
L 〈
∑mˆ
j=1 xˆj−
∑mˆ
j=1 yˆj ,ep〉 − 1
2π/L
∣∣∣∣∣
n ∣∣∣SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Ch, 1)∣∣∣
≤ 2−n
(
4mˆ − mˆ16mˆ log(1 −R)
)
(5.37)
for all n ∈ N ∪ {0} and p ∈ {1, · · · , d}. Summing (5.37) over n ∈ N ∪ {0} yields∣∣∣SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Ch, 1)∣∣∣ ≤2 (4mˆ − mˆ16mˆ log(1 −R))
· Ft,t′,d
(
π
2β
)− 14ed ∑dp=1∣∣∣∣∣ ei2pi〈∑mˆj=1 xˆj−∑mˆj=1 yˆj ,ep〉/L−12pi/L ∣∣∣∣∣
(5.38)
for all h ∈ 2N/β with h ≥ 2N0/β. To derive the same bound on SYˆ mˆ,Xˆmˆ,Φˆmˆ,Ξˆmˆ
(Ch, 1) from (5.38) is immediate. Then, Proposition 3.9 ensures that∣∣∣〈ψ∗
xˆ1ξˆ1
· · ·ψ∗
xˆmˆξˆmˆ
ψ
yˆmˆφˆmˆ
· · ·ψ
yˆ1φˆ1
+ ψ∗
yˆ1φˆ1
· · ·ψ∗
yˆmˆφˆmˆ
ψ
xˆmˆξˆmˆ
· · ·ψ
xˆ1ξˆ1
〉L
∣∣∣
≤ (4mˆ+1 − mˆ42mˆ+1 log(1 −R))
· Ft,t′,d
(
π
2β
)− 14ed ∑dp=1∣∣∣∣∣ ei2pi〈∑mˆj=1 xˆj−∑mˆj=1 yˆj ,ep〉/L−12pi/L ∣∣∣∣∣
.
Finally, by Lemma 5.18 we can take the limit L→ +∞ in the both sides to obtain
the claimed inequality.
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Proof of Theorem 2.5. Since the construction of Theorem 2.5 is parallel to that
of Theorem 2.4, we only outline the proof. The main difference is that we use
Proposition 4.2 in place of Proposition 4.1.
(Step 1) For any m,n ∈ N ∪ {0} let cn,m denote the coefficient of η
m in the
Taylor expansion of
η 7−→
(
ei
2pi
L 〈xˆ1+xˆ2−yˆ1−yˆ2,ep〉 − 1
2π/L
)n
S(xˆ1,xˆ2),(yˆ1,yˆ2),(↑,↓),(↑,↓)(Ch, η)
around 0 ∈ C. By repeating the same argument as in Lemma 5.16 using Proposition
4.2 in stead of Proposition 4.1 we obtain
|cn,m| ≤2
nnn
(
logFt,t′,d
(
π
2β
))−n
·
64
3m+ 4
(
3m+ 4
m
)16β
Ft,t′,d
(
pi
2β
)1/(2epid)
+ 1
Ft,t′,d
(
pi
2β
)1/(2epid)
− 1

d
|U |

m
.
(Step 2) Recall the fact that the radius of convergence of the power series
∞∑
m=0
4
3m+ 4
(
3m+ 4
m
)
xm
is 4/27 and
∞∑
m=0
4
3m+ 4
(
3m+ 4
m
)(
4
27
)m
=
81
16
(see [7, Lemma 4.9]).
Therefore, the argument involving the identity theorem parallel to the proof of
Corollary 5.17 shows that for all U ∈ R satisfying
|U | < (108β)−1
Ft,t′,d
(
pi
2β
)1/(2epid)
+ 1
Ft,t′,d
(
pi
2β
)1/(2epid)
− 1

−d
and for sufficiently large h ∈ 2N/β the equality(
ei
2pi
L 〈xˆ1+xˆ2−yˆ1−yˆ2,ep〉 − 1
2π/L
)n
S(xˆ1,xˆ2),(yˆ1,yˆ2),(↑,↓),(↑,↓)(Ch, 1) =
∞∑
m=0
cn,m
and the inequality∣∣∣∣∣ei
2pi
L 〈xˆ1+xˆ2−yˆ1−yˆ2,ep〉 − 1
2π/L
∣∣∣∣∣
n ∣∣S(xˆ1,xˆ2),(yˆ1,yˆ2),(↑,↓),(↑,↓) (Ch, 1)∣∣
≤ 2nnn
(
logFt,t′,d
(
π
2β
))−n
· 81
(5.39)
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hold. By using the fact that S(xˆ1,xˆ2),(yˆ1,yˆ2),(↑,↓),(↑,↓) (Ch, 1) is a rational function of
U , we can prove (5.39) for U ∈ R with (2.11) as well.
(Step 3) By repeating the same calculation as in the proof of Theorem 2.4 or
Proposition 5.9 we reach the bound∣∣〈ψ∗xˆ1↑ψ∗xˆ2↓ψyˆ2↓ψyˆ1↑ + ψ∗yˆ1↑ψ∗yˆ2↓ψxˆ2↓ψxˆ1↑〉L∣∣
≤ 324 · Ft,t′,d
(
π
2β
)− 14ed ∑dp=1∣∣∣∣ ei2pi〈xˆ1+xˆ2−yˆ1−yˆ2,ep〉/L−12pi/L ∣∣∣∣ (5.40)
for U ∈ R satisfying (2.11) from (5.39).
(Step 4) By writing
U
∑
x∈Γ
ψ∗x↑ψ
∗
x↓ψx↓ψx↑
=
∑
x1,x2∈Γ
∑
ξ1,ξ2,φ1,φ2∈{↑,↓}
Uo((x1,x2), (ξ1, ξ2), (φ1, φ2))ψ
∗
x1ξ1ψ
∗
x2ξ2ψx2φ2ψx1φ1
with Uo((x1,x2), (ξ1, ξ2), (φ1, φ2)) := Uδx1,x2δξ1,↑δξ2,↓δξ1,φ1δξ2,φ2 , one can translate
the proof of Lemma 5.18 to confirm the existence of the thermodynamic limit (2.12).
Then, by sending L→ +∞ in (5.40) we obtain the claimed bound for U satisfying
(2.11).
A Anti-symmetrization of the coefficients
For simplicity we use the notations X l, Y l ∈ Γl, Ξl,Φl ∈ {↑, ↓}
l
(l ∈ N) defined in
the subsection 3.1. Moreover, let X lΞ, Y
l
Φ denote
((x1, ξ1), (x2, ξ2), · · · , (xl, ξl)), ((y1, φ1), (y2, φ2), · · · , (yl, φl)) ∈ (Γ× {↑, ↓})
l,
respectively. Let Sl be the set of permutations over l elements. For π, τ ∈ Sl we
write
π(X lΞ) := ((xpi(1), ξpi(1)), · · · , (xpi(l), ξpi(l))),
τ(Y lΦ) := ((yτ(1), φτ(1)), · · · , (yτ(l), φτ(l))).
Lemma A.1. Assume that l ∈ {1, · · · , 2Ld}. For any function g : Γl×{↑, ↓}
2l
→ C
there uniquely exists a function f : (Γ× {↑, ↓})2l → C such that
f(π(X lΞ), τ(Y
l
Φ)) = sgn(π) sgn(τ)f(X
l
Ξ, Y
l
Φ) (A.1)
for all π, τ ∈ Sl, X
l
Ξ, Y
l
Φ ∈ (Γ× {↑, ↓})
l and∑
Xl∈Γl
∑
Ξl,Φl∈{↑,↓}l
g(X l,Ξl,Φl)ψ∗x1ξ1 · · ·ψ
∗
xlξlψxlφl · · ·ψx1φ1
=
∑
XlΞ,Y
l
Φ∈(Γ×{↑,↓})
l
f(X lΞ, Y
l
Φ)ψ
∗
x1ξ1 · · ·ψ
∗
xlξlψy1φ1 · · ·ψylφl .
(A.2)
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Moreover, the following inequality holds.
max
{
max
(x1,ξ1)∈Γ×{↑,↓}
∑
(xk,ξk)∈Γ×{↑,↓}
∀k∈{2,··· ,l}
∑
Y lΦ∈(Γ×{↑,↓})
l
|f(X lΞ, Y
l
Φ)|,
max
(y1,φ1)∈Γ×{↑,↓}
∑
XlΞ∈(Γ×{↑,↓})
l
∑
(yk,φk)∈Γ×{↑,↓}
∀k∈{2,··· ,l}
|f(X lΞ, Y
l
Φ)|
}
≤ max
{
max
j∈{1,··· ,l}
max
(xj ,ξj)∈Γ×{↑,↓}
∑
(xk,ξk)∈Γ×{↑,↓}
∀k∈{1,··· ,l}\{j}
∑
Φl∈{↑,↓}l
|g(X l,Ξl,Φl)|,
max
j∈{1,··· ,l}
max
(xj,φj)∈Γ×{↑,↓}
∑
(xk,φk)∈Γ×{↑,↓}
∀k∈{1,··· ,l}\{j}
∑
Ξl∈{↑,↓}l
|g(X l,Ξl,Φl)|
}
.
(A.3)
Proof. By setting u(X lΞ, Y
l
Φ) := g(X
l,Ξl,Φl)δXl,Y l(−1)
l(l−1)/2, we see that∑
Xl∈Γl
∑
Ξl,Φl∈{↑,↓}l
g(X l,Ξl,Φl)ψ∗x1ξ1 · · ·ψ
∗
xlξlψxlφl · · ·ψx1φ1
=
∑
XlΞ,Y
l
Φ∈(Γ×{↑,↓})
l
u(X lΞ, Y
l
Φ)ψ
∗
x1ξ1 · · ·ψ
∗
xlξl
ψy1φ1 · · ·ψylφl
=
∑
XlΞ,Y
l
Φ∈(Γ×{↑,↓})
l
∑
pi,τ∈Sl
sgn(π) sgn(τ)
(l!)2
u(π(X lΞ), τ(Y
l
Φ))
· ψ∗x1ξ1 · · ·ψ
∗
xlξl
ψy1φ1 · · ·ψylφl .
If we define f : (Γ× {↑, ↓})2l → C by
f(X lΞ, Y
l
Φ) :=
∑
pi,τ∈Sl
sgn(π) sgn(τ)
(l!)2
u(π(X lΞ), τ(Y
l
Φ)),
f satisfies (A.1)-(A.2) and
max
(x1,ξ1)∈Γ×{↑,↓}
∑
(xk,ξk)∈Γ×{↑,↓}
∀k∈{2,··· ,l}
∑
Y lΦ∈(Γ×{↑,↓})
l
|f(X lΞ, Y
l
Φ)|
≤ max
j∈{1,··· ,l}
max
(xj ,ξj)∈Γ×{↑,↓}
∑
(xk,ξk)∈Γ×{↑,↓}
∀k∈{1,··· ,l}\{j}
∑
Y lΦ∈(Γ×{↑,↓})
l
|u(X lΞ, Y
l
Φ)|
= max
j∈{1,··· ,l}
max
(xj ,ξj)∈Γ×{↑,↓}
∑
(xk,ξk)∈Γ×{↑,↓}
∀k∈{1,··· ,l}\{j}
∑
Φl∈{↑,↓}l
|g(X l,Ξl,Φl)|.
(A.4)
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The inequality
max
(y1,φ1)∈Γ×{↑,↓}
∑
XlΞ∈(Γ×{↑,↓})
l
∑
(yk,φk)∈Γ×{↑,↓}
∀k∈{2,··· ,l}
|f(X lΞ, Y
l
Φ)|
≤ max
j∈{1,··· ,l}
max
(xj ,φj)∈Γ×{↑,↓}
∑
(xk,φk)∈Γ×{↑,↓}
∀k∈{1,··· ,l}\{j}
∑
Ξl∈{↑,↓}l
|g(X l,Ξl,Φl)|
(A.5)
can be confirmed similarly. The inequalities (A.4)-(A.5) yield (A.3).
To prove the uniqueness of such f , we number each element of Γ×{↑, ↓} so that
Γ× {↑, ↓} = {(xξ)j | j = 1, · · · , 2L
d}. Suppose that∑
XlΞ,Y
l
Φ∈(Γ×{↑,↓})
l
f(X lΞ, Y
l
Φ)ψ
∗
x1ξ1 · · ·ψ
∗
xlξlψy1φ1 · · ·ψylφl = 0.
The anti-symmetricity (A.1) implies that∑
1≤j1<···<jl≤2L
d
1≤k1<···<kl≤2L
d
f((xξ)j1 , · · · , (xξ)jl , (xξ)k1 , · · · , (xξ)kl )
· ψ∗(xξ)j1
· · ·ψ∗(xξ)jl
ψ(xξ)k1 · · ·ψ(xξ)kl = 0.
(A.6)
Since
{ψ∗(xξ)j1
· · ·ψ∗(xξ)jl
ψ(xξ)k1 · · ·ψ(xξ)kl }1≤j1<···<jl≤2Ld, 1≤k1<···<kl≤2Ld
are linearly independent in the complex vector space of linear operators on the
Fermionic Fock space on Γ× {↑, ↓}, the equality (A.6) deduces that
f((xξ)j1 , · · · , (xξ)jl , (xξ)k1 , · · · , (xξ)kl) = 0 (A.7)
for all jm, km ∈ {1, · · · , 2L
d} (m ∈ {1, · · · , l}) with j1 < · · · < jl, k1 < · · · < kl.
Again by (A.1) the equality (A.7) ensures that f(X lΞ, Y
l
Φ) = 0 for all X
l
Ξ, Y
l
Φ ∈
(Γ× {↑, ↓})l, which concludes the uniqueness of f satisfying (A.1) and (A.2).
B Proof of Lemma 5.18
By Corollary 5.17 with the same notation there exists N0 ∈ N such that
SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Ch, 1) =
∞∑
m=0
b0,m (B.1)
for all h ∈ 2N/β with h ≥ 2N0/β. By Lemma 5.16 |b0,0| ≤ 4
mˆ and
|b0,m| ≤
mˆ16mˆ
m
Rm (∀m ∈ N). (B.2)
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Assume that the limits
lim
h→+∞
h∈2N/β
b0,m, lim
L→+∞
L∈N
lim
h→+∞
h∈2N/β
b0,m (B.3)
exist for any m ∈ N ∪ {0}. Since the right hand side of the inequality (B.2) is
summable overm ∈ N, we can apply the dominated convergence theorem for l1(N∪
{0}) to verify that the equalities
lim
h→+∞
h∈2N/β
∞∑
m=0
b0,m =
∞∑
m=0
lim
h→+∞
h∈2N/β
b0,m,
lim
L→+∞
L∈N
lim
h→+∞
h∈2N/β
∞∑
m=0
b0,m =
∞∑
m=0
lim
L→+∞
L∈N
lim
h→+∞
h∈2N/β
b0,m
(B.4)
hold in C. Combining (B.4) with (B.1) proves the existence of
lim
L→+∞
L∈N
lim
h→+∞
h∈2N/β
SXˆmˆ,Yˆ mˆ,Ξˆmˆ,Φˆmˆ(Ch, 1)
for all (Xˆmˆ, Yˆ mˆ, Ξˆmˆ, Φˆmˆ) ∈ (Zd)2mˆ×{↑, ↓}
2mˆ
. Proposition 3.9 then concludes that
the correlation function converges to a finite value as L → +∞. Hence it suffices
to prove the existence of the limits (B.3).
By (4.4) for Gh = Ch, b0,0 = det(C(xˆj ξˆj0, yˆkφˆk0))1≤j,k≤mˆ. From (3.5) it is
clear that limL→+∞,L∈N b0,0 exists.
Let us derive an expression of b0,m (m ≥ 1) from the tree formula (4.5). We
consider that the root of any tree T ∈ T({0, 1, · · · ,m}) is the vertex 0. For any
j ∈ {0, · · · ,m} let disT (j) (∈ {0, · · · ,m}) denote the distance between the root 0
and the vertex j along the unique path of T connecting 0 with j. We write any
line of T as (p, q) (p, q ∈ {0, · · · ,m}) with disT (q) = disT (p) + 1. Set max(T ) :=
maxj∈{1,··· ,m} disT (j) and Dj(T ) := {(p, q) ∈ T | disT (p) + 1 = disT (q) = j} for
j ∈ {1, · · · ,max(T )}.
By letting
∏
(p,q)∈T (∆p,q + ∆q,p) act on the monomial (4.7) first and then ap-
plying e∆(M(T,pi,s)) to the rest of the monomials in (4.5), we have
b0,m =
1
βh
∑
s0∈[0,β)h
m∏
k=1
1
h
∑
sk∈[0,β)h
n˜∑
lk=1
∑
(X
lk
k ,Ξ
lk
k ,Φ
lk
k )∈Γ
lk×{↑,↓}2lk
UL,lk(X
lk
k ,Ξ
lk
k ,Φ
lk
k )

·
∑
T∈T({0,1,··· ,m})
∏
(0,q)∈D1(T )
 mˆ∑
j0,q=1
lq∑
k0,q=1
∑
a0,q∈{−1,1}
C
j0,q ,k0,q ,a0,q
h (xq,k0,q )

·
max(T )∏
r=2
∏
(p,q)∈Dr(T )
 lp∑
jp,q=1
lq∑
kp,q=1
∑
ap,q∈{−1,1}
C
jp,q ,kp,q,ap,q
h (xp,jp,q ,xq,kp,q )

· f(T, {jp,q, kp,q, ap,q}(p,q)∈T , Ch),
(B.5)
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where for (0, q) ∈ D1(T )
C
j0,q ,k0,q,−1
h (x) := Ch(xˆj0,q ξˆj0,q s0,xφq,k0,qsq),
C
j0,q ,k0,q,1
h (x) := Ch(xξq,k0,q sq, yˆj0,q φˆj0,qs0),
for (p, q) ∈ Dr(T ) (r ≥ 2)
C
jp,q ,kp,q,−1
h (x,y) := Ch(xξp,jp,qsp,yφq,kp,q sq),
C
jp,q ,kp,q,1
h (x,y) := Ch(yξq,kp,q sq,xφp,jp,qsp),
and the term f(T, {jp,q, kp,q, ap,q}(p,q)∈T , Ch) satisfies that if there exist (v, q), (v, q
′)
∈ T such that q 6= q′ and (jv,q, av,q) = (jv,q′ , av,q′) or if there exist (p, v), (v, q) ∈
T such that (kp,v, ap,v) = (jv,q,−av,q), then f(T, {jp,q, kp,q, ap,q}(p,q)∈T , Ch) = 0.
All the Ch-dependent terms contained in f(T, {jp,q, kp,q, ap,q}(p,q)∈T , Ch) are the
remains left after e∆(M(T,pi,s)) acting on Grassmann monomials.
Moreover, by setting
f ′(T, {jp,q, kp,q, ap,q}(p,q)∈T , Ch, {UL,lk}
m
k=1)
:= f(T, {jp,q, kp,q, ap,q}(p,q)∈T , Ch)
m∏
k=1
UL,lk(X
lk
k ,Ξ
lk
k ,Φ
lk
k )
1lk=1 ,
the expression (B.5) is rewritten as follows.
b0,m =
1
βh
∑
s0∈[0,β)h
m∏
k=1
1
h
∑
sk∈[0,β)h
n˜∑
lk=1
∑
(X
lk
k ,Ξ
lk
k ,Φ
lk
k )∈Γ
lk×{↑,↓}2lk
 ∑
T∈T({0,1,··· ,m})
·
∏
(0,q)∈D1(T )
UL,lq(X lqq ,Ξlqq ,Φlqq )1lq≥2 mˆ∑
j0,q=1
lq∑
k0,q=1
∑
a0,q∈{−1,1}
C
j0,q ,k0,q,a0,q
h (xq,k0,q )

·
max(T )∏
r=2
∏
(p,q)∈Dr(T )
(
UL,lq(X
lq
q ,Ξ
lq
q ,Φ
lq
q )
1lq≥2
lp∑
jp,q=1
lq∑
kp,q=1
∑
ap,q∈{−1,1}
· C
jp,q ,kp,q,ap,q
h (xp,jp,q ,xq,kp,q )
)
f ′(T, {jp,q, kp,q, ap,q}(p,q)∈T , Ch, {UL,lk}
m
k=1).
(B.6)
Note that by Proposition 5.3 the bound of the form (4.8) for B = 4 is valid. By
using this bound, the equality (4.6) and the inequality that
|UL,lk(X
lk
k ,Ξ
lk
k ,Φ
lk
k )
1lk=1 | ≤ ‖U1‖
1lk=1
1 ,
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we can find a non-negative function g(T, {jp,q, kp,q, ap,q}(p,q)∈T , {lk}
m
k=1), which is
independent of L, h and the variables {(X lkk ,Ξ
lk
k ,Φ
lk
k )}
m
k=1, such that
|f ′(T, {jp,q, kp,q, ap,q}(p,q)∈T , Ch, {UL,lk}
m
k=1)|
≤ g(T, {jp,q, kp,q, ap,q}(p,q)∈T , {lk}
m
k=1).
(B.7)
By using the periodicity and the translation invariance of Ch and UL,l and by
arguing recursively with respect to r running from max(T ) to 1, we see that
m∏
k=1
 ∑
X
lk
k ∈Γ
lk

·
∏
(0,q)∈D1(T )
UL,lq(X lqq ,Ξlqq ,Φlqq )1lq≥2 mˆ∑
j0,q=1
lq∑
k0,q=1
∑
a0,q∈{−1,1}
C
j0,q ,k0,q,a0,q
h (xq,k0,q )

·
max(T )∏
r=2
∏
(p,q)∈Dr(T )
(
UL,lq(X
lq
q ,Ξ
lq
q ,Φ
lq
q )
1lq≥2
lp∑
jp,q=1
lq∑
kp,q=1
∑
ap,q∈{−1,1}
· C
jp,q ,kp,q,ap,q
h (xp,jp,q ,xq,kp,q )
)
f ′(T, {jp,q, kp,q, ap,q}(p,q)∈T , Ch, {UL,lk}
m
k=1)
=
m∏
k=1
 ∑
X
lk
k ∈Γ
lk
 ∏
(0,q)∈D1(T )
(
mˆ∑
j0,q=1
lq∑
k0,q=1
∑
a0,q∈{−1,1}
C˜
j0,q ,k0,q,a0,q
h (xq,k0,q )
· UL,lq((xq,1, · · · ,xq,k0,q−1,xq,k0,q+1, · · · ,xq,lq ,0),Ξ
lq
q ,Φ
lq
q )
1lq≥2
)
·
max(T )∏
r=2
∏
(p,q)∈Dr(T )
( lp∑
jp,q=1
lq∑
kp,q=1
∑
ap,q∈{−1,1}
C
jp,q,kp,q,ap,q
h (0,xq,kp,q )
· UL,lq((xq,1, · · · ,xq,kp,q−1,xq,kp,q+1, · · · ,xq,lq ,0),Ξ
lq
q ,Φ
lq
q )
1lq≥2
)
· f ′(T, {jp,q, kp,q, ap,q}(p,q)∈T , Ch, {UL,lk}
m
k=1),
(B.8)
where
C˜
j0,q ,k0,q,−1
h (x) := Ch(0ξˆj0,qs0,xφq,k0,qsq),
C˜
j0,q ,k0,q,1
h (x) := Ch(xξq,k0,q sq,0φˆj0,qs0).
Remark that the dependency of f ′(T, {jp,q, kp,q, ap,q}(p,q)∈T , Ch, {UL,lk}
m
k=1) on the
variables (X l11 , · · · , X
lm
m ) is changed in every step of the derivation of (B.8). However
we used the same notation for simplicity.
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By substituting (B.8) into (B.6) we obtain
b0,m =
m∏
k=1
 n˜∑
lk=1
∑
(X
lk
k ,Ξ
lk
k ,Φ
lk
k )∈(Z
d)lk×{↑,↓}2lk

· BL,hm,{lk}mk=1
((X l11 ,Ξ
l1
1 ,Φ
l1
1 ), · · · , (X
lm
m ,Ξ
lm
m ,Φ
lm
m )),
(B.9)
where
BL,hm,{lk}mk=1
((X l11 ,Ξ
l1
1 ,Φ
l1
1 ), · · · , (X
lm
m ,Ξ
lm
m ,Φ
lm
m ))
:=
1
β
m∏
k=0
 1
h
∑
sk∈[0,β)h
 m∏
k=1
1
X
lk
k ∈(({−⌊L/2⌋,··· ,−⌊L/2⌋+L−1})
d)lk
∑
T∈T({0,1,··· ,m})
·
∏
(0,q)∈D1(T )
(
mˆ∑
j0,q=1
lq∑
k0,q=1
∑
a0,q∈{−1,1}
C˜
j0,q ,k0,q,a0,q
h (xq,k0,q )
· Ulq ((xq,1, · · · ,xq,k0,q−1,xq,k0,q+1, · · · ,xq,lq ,0),Ξ
lq
q ,Φ
lq
q )
1lq≥2
)
·
∏
(p,q)∈T\D1(T )
( lp∑
jp,q=1
lq∑
kp,q=1
∑
ap,q∈{−1,1}
C
jp,q,kp,q,ap,q
h (0,xq,kp,q )
· Ulq ((xq,1, · · · ,xq,kp,q−1,xq,kp,q+1, · · · ,xq,lq ,0),Ξ
lq
q ,Φ
lq
q )
1lq≥2
)
· f ′(T, {jp,q, kp,q, ap,q}(p,q)∈T , Ch, {UL,lk}
m
k=1).
By the properties of Ch and the equality (2.5) for l = 1, we observe that the limits
lim
h→+∞
h∈2N/β
BL,hm,{lk}mk=1
, lim
L→+∞
L∈N
lim
h→+∞
h∈2N/β
BL,hm,{lk}mk=1
exist.
By using the inequalities (5.20) and (B.7) we have
|BL,hm,{lk}mk=1
((X l11 ,Ξ
l1
1 ,Φ
l1
1 ), · · · , (X
lm
m ,Ξ
lm
m ,Φ
lm
m ))|
≤ Bm,{lk}mk=1((X
l1
1 ,Ξ
l1
1 ,Φ
l1
1 ), · · · , (X
lm
m ,Ξ
lm
m ,Φ
lm
m ))
(B.10)
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with
Bm,{lk}mk=1((X
l1
1 ,Ξ
l1
1 ,Φ
l1
1 ), · · · , (X
lm
m ,Ξ
lm
m ,Φ
lm
m ))
:= βm
∑
T∈T({0,1,··· ,m})
∏
(p,q)∈T
( lp∑
jp,q=1
lq∑
kp,q=1
∑
ap,q∈{−1,1}
· |Ulq ((xq,1, · · · ,xq,kp,q−1,xq,kp,q+1, · · · ,xq,lq ,0),Ξ
lq
q ,Φ
lq
q )|
1lq≥2
· 2Ft,t′,d
(
π
2β
)− 12epid ∑dv=1 |〈xq,kp,q ,ev〉|)
g(T, {jp,q, kp,q, ap,q}(p,q)∈T , {lk}
m
k=1),
where l0 := mˆ. Note that Bm,{lk}mk=1 is independent of L and h. Moreover, by
calculating in the same way as in the proof of Corollary 5.10 we obtain the bound
that for any m ∈ N
m∏
k=1
 n˜∑
lk=1
∑
(X
lk
k ,Ξ
lk
k ,Φ
lk
k )∈(Z
d)lk×{↑,↓}2lk
Bm,{lk}mk=1
≤
m∏
k=1
2β
Ft,t′,d
(
pi
2β
) 1
2epid
+ 1
Ft,t′,d
(
pi
2β
) 1
2epid
− 1

d
n˜∑
lk=1
(2‖Ulk‖lk)
1lk≥241lk=1
 ∑
T∈T({0,1,··· ,m})
·
∏
(p,q)∈T
(
lp∑
jp,q=1
lq∑
kp,q=1
∑
ap,q∈{−1,1}
)
g(T, {jp,q, kp,q, ap,q}(p,q)∈T , {lk}
m
k=1) < +∞.
(B.11)
By (B.9)-(B.11) we can apply the dominant convergence theorem to ensure that
the limits (B.3) exist and satisfy
lim
h→+∞
h∈2N/β
b0,m =
m∏
k=1
 n˜∑
lk=1
∑
(X
lk
k ,Ξ
lk
k ,Φ
lk
k )∈(Z
d)lk×{↑,↓}2lk
 lim
h→+∞
h∈2N/β
BL,hm,{lk}mk=1
,
lim
L→+∞
L∈N
lim
h→+∞
h∈2N/β
b0,m =
m∏
k=1
 n˜∑
lk=1
∑
(X
lk
k ,Ξ
lk
k ,Φ
lk
k )∈(Z
d)lk×{↑,↓}2lk
 lim
L→+∞
L∈N
lim
h→+∞
h∈2N/β
BL,hm,{lk}mk=1
,
which completes the proof.
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