Abstract. We calculate collision strengths and thermally averaged collision strengths for electron excitation between the forty energetically lowest levels of Fe 13+ . The scattering calculation is more complete than any previous work on this ion and significant differences are found in the excitation rates for many of the extreme ultra-violet (EUV) transitions, compared to earlier work. A detailed comparison is made between predicted line intensity ratios and those observed in solar coronal spectra which shows that several outstanding discrepancies are resolved by the new atomic data.
Introduction
Fe xiv is one of the most important diagnostic ions in the solar corona. It is abundant at a temperature of about 2 10 6 K (Arnaud & Raymond 1992) . Transitions within Fe xiv give rise to spectral lines in the visible (green line, 5303Å) and extreme ultraviolet (EUV) wavelength ranges. The visible line which arises from the forbidden transition (3s 2 3p, 2 P o 1/2 − 2 P o 3/2 ) was discussed in Storey et al. (1996) (hereafter IP XIV) . In this paper we consider the transitions between the ground configuration (3s 2 3p) and excited configurations (3s3p 2 , 3s 2 3d and 3s3p3d). The EUV lines can be used to determine electron density in the solar atmosphere, as with recent observations from the Solar and Heliospheric Observatory (SOHO) .
In IP XIV, a review was given of the early calculations carried out for Fe xiv, while Mason (1994) (hereafter M 94) has critically compared the existing calculations. She found that the results presented by Send offprint requests to: P.J. Storey Dufton & Kingston (1991) (hereafter DK91) were limited in two respects -they only used a 3 configuration target and the averaged collision strengths were obtained using LS-coupling collision strengths below 10 Ryd. She recommended using the DK91 atomic data with caution, but suggested that new calculations should be carried out with a more extensive target and in intermediate coupling. Bhatia & Kastner (1993) (hereafter BK93) provide distorted wave calculations for Fe xiv with an extensive target. An analysis of the solar EUV lines using these new data was published by Bhatia et al. (1994) (hereafter B94) and contained new identifications for several spectral lines. There remain some longstanding inconsistencies between the theoretical and observed intensity ratios as detailed by Young et al. (1998) (hereafter Y98) indicating that more accurate close coupling (CC) calculations are required.
This work is part of the international collaboration known as the Iron Project (Hummer et al. 1993) whose aim is to make systematic calculations of electron scattering cross-sections and rate coefficients for ions of astronomical interest, using the best available methods. The principal tool of the project is the atomic R-matrix computer code of Berrington et al. (1974 Berrington et al. ( , 1978 as extended for use in the Opacity Project (Berrington et al. 1987) . These codes have recently been further extended (Hummer et al. 1993 ) so that collision strengths can be calculated at low energies, where some scattering channels are closed, including the effects of intermediate coupling in the target. Previous calculations have always neglected such effects.
In Sect. 2, we discuss the target used in our Fe xiv model. We give details of the electron scattering calculations in Sect. 3 and make a critical comparison with previous work in Sect. 4. The calculated line intensities and level populations are given in Sect. 5 and Sect. 6. Our theoretical intensity ratios are compared with those from solar observations in Sect. 7. Churilov & Levashov (1993) , Redfors & Litzén (1989) . * Not all levels known experimentally. 
The target
In IP XIV we used an eighteen state target comprising all the terms of the 3s 2 3p, 3s3p 2 , 3s 2 3d, 3p 3 and 3s3p3d electron configurations. These states were expanded in a seventeen configuration basis which included some configurations containing n = 4 orbitals. Full details of the composition of that target and the computer codes used to generate it are given in IP XIV. In this paper, we will use the same target as described in IP XIV when dealing with the resonance region, where some scattering channels are closed. In the region of all channels open, above our highest target threshold, we use a simpler target, which contains no n = 4 orbitals. This was necessary due to the appearance of physically dubious resonances in the open channel region, caused by electron configurations in the target expansion containing n = 4 orbitals, but with no associated target states.
The simpler target basis consists of the nine electron configurations of the n = 3 complex and, as in IP XIV, the target radial wavefunctions were calculated with the general purpose atomic structure code SUPERSTRUCTURE (Eissner et al. 1974; Nussbaumer & Storey 1978) . The scaling parameters for the statistical model potentials for the six orbitals 1s to 3d inclusive are 1.40465, 1.10939, Churilov & Levashov (1993) . a Redfors & Litzén (1989) .
1.05182, 1.11193, 1.08085, 1.08479. As in IP XIV, the calculation of the target wavefunctions is carried out in LS-coupling, but with the one-body mass and Darwin relativistic energy shifts included. Incorporating these shifts leads to better agreement between the calculated and the experimental energies, without the greatly increased computational cost of carrying out the scattering calculation including fine-structure interactions. In Table 1 , we compare the calculated term energies from this calculation (Basis 1) with experiment and with the larger target described in IP XIV (Basis 2). In Table 2 , we Table 3 give gf values for the strongest allowed transitions from the ground state obtained with Basis 1 and Basis 2 and from the much larger "extended basis" described in detail in IP XIV (Basis 3), which we use as a benchmark for the accuracy of the other calculations. The largest difference in gf between Bases 1 and 3 is 3.8%, while the average difference is 1.8%. In the region of all channels open, where we use a target from Basis 1, the collision strengths for the strong allowed transitions are increasingly dominated by contributions from high partial waves whose contribution is directly proportional to the oscillator strength in the transition.
In Table 3 we give a list of the forty levels arising from the eighteen target terms, together with their calculated and experimental energies where these are known (Churilov & Levashov 1993; Redfors & Litzén 1989) . The calculations were made in Basis 2 and include the one-and two-body fine-structure interactions described by Eissner et al. (1974) . The levels are given in the experimental energy order. Table 3 serves as a key to the levels for use in later tabulations of collision strengths and effective collision strengths. In Sect. 6 we shall calculate the emissivities of the transitions arising from these levels. For this purpose we will use transition probabilities computed using our most extended basis, Basis 3. The results are in Table 4 , where we give the Einstein A-values for the strongest transitions from each upper level. A transition is excluded if the A-value is less than 0.1 percent of the total A-value from that particular upper state. The calculation of the A-values includes empirical corrections to the Hamiltonian of the system as described by Zeippen et al. (1977) , whose purpose is to bring the computed level energies into agreement with the experimental values.
The scattering calculation
The R-matrix method used in this calculation is described fully elsewhere (Hummer et al. 1993 and references therein). As outlined above, we include mass and Darwin relativistic energy shifts, but not the one-and two-body fine-structure interactions. For the calculation in the resonance region, we use an R-matrix boundary radius of 4.66 a.u., to encompass the most extended target orbital (4d), while in the open channel region a boundary radius of only 2.84 a.u. was required. The expansion of each scattered electron partial wave is over a basis of 22 functions within the R-matrix boundary, and the partial wave expansion extends to a maximum of l = 15. The outer region calculation is carried out using the program STGFJ (Hummer et al. 1993) , which calculates reactance matrices in LS-coupling and then transforms them into the Jk-coupling scheme (Saraph 1972 (Saraph , 1978 , including the effects of intermediate coupling between the target terms, using the so-called term-coupling coefficients (TCCs).
Collision strengths in the resonance region are computed at 10000 points equally spaced in energy. We do not, therefore attempt to delineate all resonance structures fully. The accuracy of this sampling approach was discussed in IP XIV, where it was concluded that this number of points should lead to a purely statistical error of less than 1%. In the region of all channels open, a further 125 points span the energy range from the highest threshold up to 100 Ryd.
For energies above the highest threshold, the partial wave expansion extends to l = 18 and the collision strengths are corrected for missing partial waves using the method described by Binello et al. (1998) . In brief, for optically allowed transitions contributions from partial waves l > 18 are calculated in the Coulomb-Bethe approximation, using oscillator strengths taken from the Basis 1 target calculation including fine-structure effects. For the remaining transitions, the contribution from the high partial waves is estimated by assuming that the partial collision strengths are declining geometrically as a function of partial wave. Once all collision strengths have been corrected for missing partial waves, they are extrapolated to energies higher than 100 Ryd using the high energy behaviours discussed by Burgess & Tully (1992) . Further details are given in Binello et al. (1998) .
Results and discussion
In Table 5 we compare our total collision strengths between the the two levels of the ground term and the levels of the two even parity configurations 3s3p 2 and 3s 2 3d, with the work of BK93 and the values given by M 94. At the energies given in Table 5 , (10 and 30 Ryd) none of the calculations contain any resonance features. The results of BK93 were obtained using the distorted wave method supplemented by the Coulomb-Bethe method for high partial waves. Their target basis contained only the five electron configurations given in Table 1 and their calculations were made at 10, 20 and 30 Ryd, above all thresholds. The agreement is generally good, as one would expect at these relatively high energies, with an average difference at 10 Ryd of 16.9%. The values quoted in M 94 at 10 Ryd are data computed by Dufton and Kingston in 1982 and deposited in the Belfast atomic databank. The calculations were made in the close-coupling approximation (see DK91 for more details). Again the agreement with the present work is good, with an average difference of 13.5%. Most of the difference between the present work and the other two calculations is attributable to the large differences for the strong allowed transitions to levels 8 and 9 (3s3p 2 2 S 1/2 and 2 P 1/2 ). If these are excluded, the mean difference between our results at 10 Ryd and those of BK93 is only 6.1% and with the values given by M 94, 4.1%. In our calculation, these two levels interact strongly, mainly through the spin-orbit interaction and the strength of the interaction is, to a first approximation, inversely proportional to the energy separation between them. In the calculation of BK93, this separation is 34715 cm −1 , compared to the experimental value of 23832 cm −1 and our calculated value from Table 3 of 24267 cm −1 . We are therefore confident that the present work represents this interaction much more accurately than the results of BK93, and that consequently the distribution of collision strength between the 3s3p 2 2 S 1/2 and 2 P 1/2 levels is also more accurately represented. In DK91, target level energies are not given, but the collision strengths they obtain for the transitions between 3s 2 3p 2 P o and 3s3p 2 2 S 1/2 and 2 P 1/2 are very similar to those obtained by BK93 at 10 Ryd and are therefore also significantly different to those presented here.
In Table 6 we compare collision strengths at 6 Ryd from an early distorted wave calculation by Mason (1975) with the results of DK91 and with the present work. At this energy, the calculations of Mason (1975) and DK91 can be compared directly, since the distorted wave method does not include resonance effects and the highest target threshold of DK91 lies lower at 4.198 Ryd. There are significant differences between the two calculations caused by the limited target expansion used in the earlier work (Mason 1975 (Mason , 1994 . In the present work, the highest target threshold lies at 7.681 Ryd, so there are resonance features present at 6 Ryd. The values given in Table 6 were derived from the calculated collision strengths by averaging over the energy range 5.5 − 6.5 Ryd. These average values are significantly larger than the results of DK91, showing that resonances converging on the terms of the 3s3p3d electron configuration are important in this energy region.
In Fig. 1 , we show the collision strength for the 3s
) transition, with the results in the resonance region averaged over 0.5 Ryd intervals. As described above, there is good agreement between the present work and that of DK91 in the non-resonant region above 8 Ryd, while at 6 Ryd, our results are significantly higher. The resonant enhancement seen in the collision strength in Fig. 1 between 4 .3 and 7.7 Ryd is entirely due to the presence of the 3s3p3d electron configuration in the target. This enhancement is not accounted for in DK91 or BK93. It is evident from the figure that in this case, the contributions from the resonance region will be important in determining the thermally averaged collision strength as long as the mean thermal energy of the electrons is less than about 20 Ryd. This conclusion is confirmed by Fig. 2 , which shows the thermally averaged collision strength for the 3s
) transition. We compare our current results with those obtained by DK91 and with values derived from the distorted wave collision strength data of BK93. Although the work of DK91 does include some resonance effects, it is clear Bhatia & Kastner (1993) . * Mason (1994) .
that, for this transition, the most important resonance series are those converging on the 3s3p3d configuration which are absent in that calculation. Consequently, the results of DK91 are very similar to those of BK93 in which resonance effects are completely absent. We find similar resonance enhancements in all transitions between the 3s 2 3p and 3s3p 2 configurations, when comparing to both the work of BK93 and that of DK91, with the largest enhancements being in those transitions which are intrinsically weak. The effective collision strength in the 3s 2 3p( 2 P o 1/2 ) − 3s3p 2 ( 4 P 5/2 ) transition, for example, is increased by a factor of 2.9 at log T = 6.2. The strong allowed transitions are also enhanced, but by much smaller factors.
The increases in the collision strengths between the 3s 2 3p and 3s3p 2 configurations will lead to corresponding increases in the populations of the levels of the 3s3p 2 configuration. The populations of these levels will also be increased by excitation from the ground 3s 2 3p to the levels of the 3s3p3d configuration followed by radiative cascading to 3s3p 2 and 3s 2 3d. Again, the most strongly affected levels will be those whose excitation from the ground configuration is intrinsically weak. We return to this point is Sect. 6.
In Table 7 , the final thermally averaged collision strengths for the strongest EUV transitions between the 3s 2 3p and the 3s3p 2 and 3s 2 3d electron configurations are given as a function of electron temperature. The complete set of effective collision strengths among all of the forty Dufton & Kingston (1991) . levels listed in Table 3 are available in the electronic version of this paper.
Computing Fe XIV line intensities
In the following sections the new atomic data presented above will be used to compute line emissivities and these will be compared both with previous theoretical models and observations. In particular Y98 identified significant discrepancies between theory and observation when comparing the CHIANTI/v1.0 Fe xiv model (Sect. 4.14.2 of Dere et al. 1997 ) with data from the SERTS-89 instrument, Thomas & Neupert (1994) (hereafter TN94) and these issues will be directly addressed here.
Line emissivities
The line emissivity, λ , is defined as
for a transition between two levels of an ion with indices i and j that give rise to a line at wavelength λ. ∆E is the energy difference between the two levels, N j is the number density of particles in the plasma that are in the emitting state of the ion, and A ji is the radiative probability for the transition. When dealing only with lines emitted by a single ion, it is more convenient to define the ion emissivity as Dufton & Kingston (1991) , dashed line from distorted wave work of Bhatia & Kastner (1993) where n j is the fraction of the ions that are in the emitting state j.
For a plasma in steady state, in ionisation equilibrium and transparent to radiation, ε λ ∝ I λ where I λ is the observed intensity of a line, and so one can directly compare ratios of ion emissivities with ratios of the line intensities.
To compute the n j one needs to solve a set of linear equations which account for the atomic processes that populate and de-populate the levels of the ion. In the present work we will only consider electron excitation and de-excitation, and spontaneous radiative decay, to be consistent with the CHIANTI/v1.0 and B94 Fe xiv models that we shall be comparing with. Other processes that are significant in some circumstances are photorecombination, photoexcitation and stimulated emission by a background radiation field, and proton excitation-de-excitation, although their effects are generally small for Fe xiv emission from the solar atmosphere.
The Fe XIV models
Data from three Fe xiv models will be considered here and compared. The new model (to be referred to as SMY99) consists of the thermally averaged collision strengths from IP XIV for the ground transition, and those presented here for all other transitions. Radiative decay rates were calculated from the Basis 3 target referred to in Sect. 2. Level energies are the experimental values presented in Table 3 .
This set of Fe xiv data will be included in a fitted form in a future release of the CHIANTI database. Following the format of the rest of the CHIANTI database, the electron collision data has been assessed and spline fitted with a method based on that of Burgess & Tully (1992 ; see also Sect. 3.4 of Dere et al. 1997) . Thermally averaged collision strengths (Υ) have been computed over the temperature range 5.0 ≤ log T ≤ 10.0, and it was found that for many transitions the variation of Υ with T was too complex to be fitted with the 5-point spline that is the basis of the Burgess & Tully (1992) method. In these cases a restricted set of temperatures had to be considered. The range over which the fits are most accurate is 5.4 ≤ log T ≤ 7.0. Comparisons of Υ's derived from the spline fits with the original data generally give excellent agreement in this temperature range, with maximum differences of 5% in a few exceptional cases. The spline fit Υ's are those used by CHIANTI, and so the CHIANTI intensities should not be used outside the temperature range 5.4 ≤ log T ≤ 7.0.
Although collision strengths have been computed for all possible transitions between the forty levels of the present Fe xiv model, it is only necessary to consider the transitions that involve levels 1, 2 and 21 (see Table 3 ) as these are the only levels with significant population at typical coronal densities (Table 8) . Thus only these transitions have been fitted. The Fe xiv model contained in version 1.0 of the CHIANTI database was described in Dere et al. (1997) and will be referred to as CH97. This consisted of the 12 levels of the 3s 2 3p, 3s 3p 2 and 3s 2 3d configurations, and thermally averaged collision strengths were taken from DK91 for the 3s−3p and 3p−3d transitions. For the ground transition, the IP XIV data were used. Radiative decay rates were from Froese Fischer & Liu (1986) , and level energies were from the NIST database (Martin et al. 1995) .
B94 presented an Fe xiv model that consisted of the DK91 electron collisional data for the 12 3s 2 3p, 3s 3p 2 and ( 0) 1 11 2.267( 0) 2.369( 0) 2.464( 0) 2.607( 0) 2.800( 0) 3.042( 0) 3.330( 0) ( 0) 2 10 4.398( 0) 4.637( 0) 4.847( 0) 5.144( 0) 5.532( 0) 6.008( 0) 6.562( 0) 7.179( 0) 2 11 ( 0) 4.474( 0) 4.639( 0) 4.892( 0) 5.241( 0) 5.684( 0) 6.209( 0) Wavelengths are given in Angströms 3s 2 3d levels, and the BK93 distorted wave collision data for all transitions involving the 28 levels of the 3p 3 and 3s 3p 3d configurations. The radiative data and level energies are from BK93. The same 5 configuration target that was used for the collisional model was used by BK93 for the radiative data, and so these are less accurate than both the Froese Fischer & Liu (1986) data and that used in the SMY99 model.
Comparing level populations
Level populations (the n j of Sect. 5.1) were presented in B94 at densities log N e = 8, 9, 10, 11, 12 and temperatures log T = 6.0, 6.2, 6.4, and we compare their results with the CH97 and SMY99 models in Table 8 at log N e = 8, 10, 12 and log T = 6.2 for the most important Fe xiv levels. Using the original thermally averaged collision strengths rather than the spline fitted values changes these level populations by less than 1% over the temperature range of validity (see Sect. 5.2).
Although the populations of the two ground levels are very similar for the three different models, the other levels show differences of up to a factor 5. The differences with the CH97 model are due to the substantial cascading taking place from the higher levels, while the differences between the SMY99 and B94 models can be accounted for by the more accurate radiative data and the important resonance effects incorporated here (see Sect. 4).
Comparing theory and observations for the EUV lines
Fe xiv gives rise to a number of strong lines in the extreme ultraviolet (EUV; 150 − 900Å) portion of the solar spectrum, the strongest of which are illustrated in Fig. 3 and listed in Table 9 . These lines have been measured in a number of solar spectra, and we will use the published catalogues of Malinovsky & Heroux (1973, hereafter MH73) and TN94. The latter spectrum was obtained by the SERTS-89 instrument, and a detailed comparison of the CH97 Fe xiv model with these observations was presented in Sect. 13.6 of Y98, to which reference will be made in the following sections. In the following discussion we refer to wavelengths given in Table 9 rounded down log Ne = 8 log Ne = 10 log Ne = 12  Index SMY99  B94  CH97  SMY99  B94  CH97  SMY99  B94  CH97  1 is denoted as 252/264. In comparing theory with observation, it is essential to consider the accuracy of the observed line intensities. The TN94 catalogue explicitly gives error bars for each observed line and these are used here. MH73 do not do this, but a discussion of the accuracy of the line intensities is given on p. 1019 of their work. Although some intensities may be accurate to only ±50%, the stronger lines are accurate to ≈ ±20%. Relative intensities of strong lines are expected to be rather more accurate than this. Here we will only use the measured intensities and not quote error bars, so the values just quoted should be borne in mind.
There are several line ratios that are suitable for determining the electron density and these will be discussed in Sect. 7.2. As a check on the accuracy of the atomic data, though, line ratios that are insensitive to the density will first be considered.
Density insensitive ratios
The importance of line ratios that are insensitive to the physical conditions in the solar atmosphere was stressed in Y98 with regard to the accuracy of both the atomic data and instrument calibration. In this work, such ratios were divided into branching ratios and density insensitive ratios. The branching ratios are those for which the two emission lines have a common emitting level in the ion, and so the ratio of their emissivities depends solely on the radiative data and the energy levels of the ion. A comparison amongst the different Fe xiv models is given in Table 10 , and the ratios derived from the TN94 and MH73 spectra are also given. Similar values to those from the CH97 model are found here, indicating good agreement between the two sets of radiative data. The discrepancy identified by Y98 between theory and observations for the 257/270 is still not fully resolved. MH73 flag the 252 line as being blended, but do not identify the other component. It is likely, however, that the Fe xiv line lies in the wing of the stronger Fe xiii 251.95Å line.
Density insensitive ratios arise through similarities in the way two lines are excited, e.g., if two lines are principally excited from the ground level at all densities, then their ratio will be insensitive to density. Four such ratios were identified in Y98, and are listed in Table 11 . Theoretical values are listed for each of the three Fe xiv models considered here. These values have been compiled using a different method to that used by Y98 on account of the way the B94 data were presented. The value for the ratio is the value at log N e = 10.0 and log T = 6.2, while the upper and lower limits represent the maximum deviations from this value over densities of 8.0 ≤ log N e ≤ 12.0 and temperatures of 6.0 ≤ log T ≤ 6.4. Note that none of the ratios are strictly insensitive to density or temperature, but the variations are less than or comparable to the errors in the observations.
Based on the CH97 model, Y98 listed the 270/211 ratio as insensitive as it shows relatively small variation with density (Fig. 4) . In the SMY99 model, however, the ratio shows significantly greater variability. The reason for this lies in the way the 270 line is excited. The upper level for the 270 transition is 9 (Table 9) , and the ratio Υ 2,9 /Υ 1,9 at log T = 6.2 is 1.71 from Table 7 . The B94 and CH97 models contain upsilons from DK91 which give a ratio of Υ 2,9 /Υ 1,9 = 0.82 at log T = 6.2. Thus the way the 270 Malinovsky & Heroux (1973) . b From Thomas & Neupert (1994) . line is excited is very different in the two cases, and leads to the 270/211 being density sensitive in the present case.
An interesting consequence of the change in behaviour of the 270 line is that the 274/270 ratio also now shows density sensitivity (Fig. 4) . Y98 noted that the CH97 model gave the 274/270 ratio as insensitive, but that considerable variation was seen in observations, with values of between 1.3 and 2.3 quoted. As can be seen from Fig. 4 , the ratio is now predicted to vary between 2.0 and 1.0, in excellent agreement with observations.
As another consequence of the change in behaviour of the 270 line, it is now found to be insensitive when taken relative to a sum of the 264 and 274 lines, and this ratio is now given in Table 11 , where excellent agreement with the MH73 and SERTS-89 observations is found.
The 274/211 ratio was highlighted in Y98 as, although the lines are very strong in spectra from solar active regions, the observed ratio was almost a factor 3 discrepant with theory. This problem is not fully resolved here, but the new theoretical ratio is ≈ 50% higher than the previous values, and is similar to the MH73 observed value. The Fe xiv 211 line was observed in second order by the SERTS instrument, and the question of whether the 1st-2nd order calibration may be in error has been raised in Brickhouse et al. (1995; Sect. 3.2 .1) and Y98; Sect. 15.1. Brickhouse et al. suggest that the 2nd order lines may be too weak by around 50%, and we note this would lower the SERTS ratio to 0.67 in better agreement with the SMY99 model.
The 334/274 ratio found here is similar to that from the CH97 model, and agrees with the SERTS observations. The B94 ratio is, however, too high compared to observations. The 444/334 ratio is found to be higher than in the other models, in apparent disagreement with the SERTS-89 observations. However, in Sect. 15.1 of Y98 it was suggested that the SERTS-89 calibration should be revised for lines above 400Å, on the basis of several density insensitive line ratios not agreeing with observed values. The Fe xiv 444/334 ratio (from the CH97 model) was one of only two that actually agreed with the original TN94 calibration. If we accept the revised calibration of Y98, then the SERTS-89 444/334 ratio becomes 0.036 ± 0.010 -in better agreement with the new Fe xiv model.
Density diagnostics
Four useful density diagnostics were identified by Y98 and we provide comparisons of the three different models considered here in Fig. 5 , while densities derived from the Malinovsky & Heroux and SERTS-89 observations are presented in Table 12 .
The agreement between the four ratios is excellent, and of particular interest is the 264/274 ratio, which Y98 noted yielded a very low density of log N e ≤ 8.4 when the CH97 model was used. The new model now gives a density in agreement with other Fe xiv ratios (Table 12 ).
CDS observations
The Coronal Diagnostic Spectrometer (CDS) is one of the twelve instruments on board the Solar and Heliospheric Observatory (SOHO) and is described in Harrison et al. (1997) . CDS observes at EUV wavelengths between 150 and 800Å. There are two separate spectrometers, the grazing incidence (GIS) and the normal incidence (NIS). Calibration for the GIS is complicated and still somewhat uncertain, and we will consider only NIS spectra.
The 353/334 density diagnostic lines are observed by NIS and, indeed, they form one of the key density diagnostics for observers. A check on the quality of the Thomas & Neupert (1994) . Fig. 4 . Variation of the 270/211 and 274/270 ratios predicted from models; the solid line is present work; the dashed line is from CHIANTI/v1.0; the asterisks are from Bhatia et al. (1994) atomic data is possible by looking at regions of low density (log N e ≤ 9) where the 353/334 ratio is close to the low density limit.
The ideal place to find low densities is above the limb in closed field regions. Here the plasma is close to being isothermal with temperatures of 6.1 ≤ log T ≤ 6.3, and so the Fe xiv lines are very prominent -see Fig. 6 . Several data-sets containing the Fe xiv lines from such regions were selected and 353/334 ratios derived. The points in Fig. 7 show these values. Note that the NIS calibration was revised on 23-Dec.-98, and the values were derived with this new calibration.
Also plotted in this figure are horizontal lines representing the low density limits predicted by the three Fe xiv models. The SMY99 and B94 models predict the same value, while the CH97 model gives a value a factor of 4 lower. Note that for the CH97 and SMY99 models, the low density limit was calculated at log T = 6.2 and log N e = 1, whereas the B94 value is the ratio value at Thomas & Neupert (1994) . b Malinvosky & Heroux (1973) .
log N e = 8, the lowest density considered by B94. The actual low density limit is likely to be marginally less.
The observations clearly show that the CH97 model disagrees with observations, being over a factor of 4 too low. Both the SMY99 and B94 models are in good agreement with the observed values. 
Summary
The atomic calculations presented here are a significant advance over previous work. In particular, we have shown that resonances converging on the 3s3p3d electron configuration increase the thermally averaged collision strengths for several key diagnostic transitions.
Many of the discrepancies between observed and theoretical intensity ratios noted by Y98 for Fe xiv now seem to have been resolved. In particular we find the following results.
-The theoretical 274/211 ratio is now in good agreement with the MH73 spectrum. There is still a discrepancy with the TN94 spectrum, but this may be due to an inaccurate first/second order SERTS-89 calibration; -The 264/274 ratio now gives densities in both the MH73 and TN94 spectra that are consistent with other Fe xiv ratios; -The 270/274 ratio is found to be density sensitive, in contrast with previous models, and the range of variation is in good agreement with a variety of observations; -The low density limit of the 353/334 ratio is in good agreement with theory; -The 444/334 ratio is now consistent with ratios from other ions which suggested that the SERTS-89 calibration is in error above around 400Å. Previously this ratio was one of the few that suggested the calibration was not in error.
We recommend that our new atomic data be adopted for future analyses of solar and other astronomical spectra.
