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Abstract. In this paper, we investigate the stability of a ﬂuid-structure interaction problem
in which a ﬂexible elastic membrane immersed in a ﬂuid is excited via periodic variations in the
elastic stiﬀness parameter. This model can be viewed as a prototype for active biological tissues
such as the basilar membrane in the inner ear, or heart muscle ﬁbers immersed in blood. Problems
such as this, in which the system is subjected to internal forcing through a parameter, can give
rise to “parametric resonance.” We formulate the equations of motion in two dimensions using the
immersed boundary formulation. Assuming small amplitude motions, we can apply Floquet theory
to the linearized equations and derive an eigenvalue problem whose solution deﬁnes the marginal
stability boundaries in parameter space. The eigenvalue equation is solved numerically to determine
values of ﬁber stiﬀness and ﬂuid viscosity for which the problem is linearly unstable. We present
direct numerical simulations of the ﬂuid-structure interaction problem (using the immersed boundary
method) that verify the existence of the parametric resonances suggested by our analysis.
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1. Introduction. Fluid-structure interaction problems abound in industrial ap-
plications as well as in many natural phenomena. Owing to the potentially complex,
time-varying geometry and the nonlinear interactions that arise between ﬂuid and
solid, such problems represent a major challenge to both mathematical modelers and
computational scientists.
This paper deals with a model for ﬂuid-structure interaction known as the im-
mersed boundary (IB) formulation [20], which has proven particularly eﬀective for
dealing with complex problems in biological ﬂuid mechanics. In this formulation, the
immersed structure is treated as an elastic surface or interwoven mesh of elastic ﬁbers
that exert a singular force on a surrounding viscous ﬂuid, while also moving with
the velocity of adjacent ﬂuid particles. The associated immersed boundary method
has been used to solve a wide range of problems such as blood ﬂow in the heart
and arteries [2, 21], swimming microorganisms [8], bioﬁlms [7], and insect ﬂight [16].
More recently, the IB method has also been extended to a much wider range of non-
biological problems involving ﬂow past solid cylinders [12], ﬂapping ﬁlaments [29],
parachutes [10], and suspensions of ﬂexible particles [25].
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While a signiﬁcant body of literature has developed around numerical simula-
tions using the IB method (as well as related methods such as the blob projection
method [4]), comparatively little work has been done on analyzing the stability be-
havior of solutions to the underlying equations of motion. Beyer and LeVeque [3]
were the ﬁrst to perform an analysis of the IB formulation in one spatial dimension.
Stockie and Wetton [26] investigated the linear stability of a ﬂat ﬁber in two dimen-
sions which is subjected to a small sinusoidal perturbation, and presented asymptotic
results on the frequency and rate of decay for the resulting oscillations. Cortez and
Varela [5] performed a nonlinear analysis for a perturbed circular elastic membrane
immersed in an inviscid ﬂuid.
In all of this previous work, the immersed boundary was assumed to be passive,
moving along with the ﬂow and generating forces only in response to elastic defor-
mation. However, there are many problems in which the immersed boundary is an
active material, generating time-dependent forces to drive its motion. Examples in-
clude beating heart muscle ﬁbers and ﬂagellated cells, both of which apply periodic
forces to direct their motion and that of the surrounding ﬂuid.
It is then natural to ask whether periodic forcing at various frequencies will give
rise to resonance. In the case of immersed boundaries, the applied force is inter-
nal, in the sense that the system is forced through a periodic variation in a system
parameter (namely, the elastic properties of the solid material) rather than through
an external body force. In contrast to externally forced systems, these internally or
parametrically forced systems are known to exhibit parametric resonance, in which
the response for linear systems (i.e., assuming small amplitude motions) can become
unbounded even in the presence of viscous damping. Once nonlinearities are taken
into account, however, the response remains bounded, but the system can still exhibit
large-amplitude motion when forced at certain resonant frequencies. Analyses of para-
metric resonance have appeared for various ﬂuid ﬂows involving surface or interfacial
waves wherein the system is forced through gravitational modulation [11, 14, 17] or
time-dependent heating [15]. However, to our knowledge there has been no analysis
performed on ﬂuid-structure problems that captures the two-way interaction between
a ﬂuid and an immersed, ﬂexible structure. In a recent study by Wang [28], an anal-
ysis is performed of ﬂutter and buckling instabilities in a paper making headbox, in
which a long, ﬂexible vane is driven to vibrate under the inﬂuence of periodic forcing
from turbulent ﬂuid jets. However, the author assumes a given ﬂuid velocity and that
the solid structure has no inﬂuence on the ﬂuid motion.
In this paper, we perform an analysis of parametric resonance in a two-dimensional,
circular, elastic membrane immersed in Navier–Stokes ﬂow, which is driven by a time-
periodic variation in its elastic stiﬀness parameter. The elastic membrane is under
tension due to the incompressible ﬂuid it encloses, and the changes in the elastic stiﬀ-
ness parameter are equivalent to changes in the tension of the membrane that mimic
the contraction of biological ﬁbers. The novelty of this work is that it includes the
full, two-way interaction between the ﬂuid and the membrane. In sections 2 and 3, we
present the linearized equations of motion for the IB formulation and reduce them to
a suitable nondimensional form. In sections 4, 5, and 6, we perform a Floquet analysis
of the problem and derive a system of equations that relate the amplitude, frequency,
and wavenumber of the internal forcing to the physical parameters in the problem.
The natural modes for the unforced system are derived in section 7 and compared
to the asymptotic expressions for the natural modes in a ﬂat ﬁber that were derived
in [26]. We also compare the natural modes to those observed in computations using
the blob projection method, an alternate method for solving the IB problem that
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aﬀords higher spatial accuracy. In section 8 we consider the periodically forced prob-
lem and determine the conditions under which parametric resonance can occur. The
results are veriﬁed using numerical simulations with the IB method.
2. Problem deﬁnition. Consider an elastic ﬁber immersed in a two-dimensional,
viscous, incompressible ﬂuid of inﬁnite extent. The ﬁber is a closed loop with rest-
ing length of zero, so that in the absence of ﬂuid the ﬁber would shrink to a point.
However, because an incompressible ﬂuid occupies the region inside the ﬁber, the
equilibrium state is a circle of constant radius R, in which the pressure drop across
the ﬁber is balanced by the tension force. Our aim is to investigate a parametric
excitation of the ﬁber, in which the elastic stiﬀness is varied periodically in time.
The equations of motion for the ﬂuid and immersed boundary can be written in
terms of the vorticity ξ(x, t) and stream function ψ(x, t) as [19, p. 1]:
ρ (ξt + u · ∇ξ) = µ∇2ξ + zˆ · ∇ × f ,(2.1a)
u = −zˆ ×∇ψ,(2.1b)
−∇2ψ = ξ,(2.1c)
f(x, t) =
∫ 2π
0
(KXs)s δ(x−X) ds,(2.1d)
Xt = u(X, t),(2.1e)
where x = (x, y) and zˆ = (0, 0, 1). The ﬂuid velocity u(x, t) and ﬁber force f(x, t) are
functions of position and time, whereas the ﬁber position X(s, t) = (Xr(s, t), Xθ(s, t))
is a function of time and the Lagrangian ﬁber parameter 0 ≤ s ≤ 2π (which is the
same as the angle θ when the ﬁber’s reference state is a circle). We assume in this
paper that the stiﬀness is a periodic function of time,
K = K(s, t) = Kc(1 + 2τ sinωot),(2.2)
which has no dependence on the spatial variable s.
We point out that s is a Lagrangian parameter and is not necessarily proportional
to arclength since the ﬁber is allowed to stretch and shrink tangentially. The force
density (KXs)s thus includes components normal and tangential to the ﬁber. If we
identify the tension T (s) = K‖Xs‖ and the unit tangent vector τˆ(s) = Xs/‖Xs‖,
we may write the force density term as
(KXs)s = (T (s)τˆ(s))s = Ts(s)τˆ(s) + T (s)τˆs(s),
which shows explicitly that the force resolves itself into normal and tangential com-
ponents. We also remark that spatial dependence in K can be easily incorporated
into our analysis provided that the spatial variations are small (that is, on the order
of the parameter 	 introduced in the following section).
Our motivation comes from active muscle ﬁbers that may contract and relax to
generate ﬂuid motion. For this reason we will focus on nonnegative values of the
stiﬀness and we will be concerned mostly with the range 0 ≤ τ ≤ 12 in (2.2). However,
our analysis does not require this restriction and the results apply to values of τ > 1/2
as well. This is important because there are instances in which a negative stiﬀness
plays an important role as is the case of hair bundles in the bullfrog inner ear [9].
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3. Nondimensionalization. We ﬁrst simplify the problem by scaling the vari-
ables and forming dimensionless groups. For now, variables with a tilde will be di-
mensionless. Let
x = R x˜,
u = U u˜ (U will be determined later),
t = R/U t˜,
K = Kc K˜,
which imply that
f(x, t) =
Kc
R
f˜(x˜, t˜) =
∫ 2π
0
(K˜X˜s)s δ(x˜− X˜) ds,
ξ =
U
R
ξ˜,
ψ = UR ψ˜.
With these scalings the vorticity equation becomes
ξ˜t˜ + u˜ · ∇˜ ξ˜ =
(
µ
ρUR
)
∇˜2ξ˜ +
(
Kc
ρU2
)
(zˆ · ∇˜ × f˜).
In view of this and (2.2), we now deﬁne
U = Rωo, ν =
µ
ρUR
=
µ
ρR2ωo
, κ =
Kc
ρU2
=
Kc
ρR2ω2o
,(3.1)
so that the unperturbed ﬁber conﬁguration is the unit circle (X = rˆ(s)) and we can
write the dimensionless equations (omitting the tildes) as
ξt + u · ∇ ξ = ν∇2ξ + κ(zˆ · ∇ × f),(3.2a)
u = −zˆ ×∇ψ,(3.2b)
−∇2ψ = ξ,(3.2c)
f(x, t) =
∫ 2π
0
(KXs)s δ(x−X) ds,(3.2d)
Xt = u(X, t),(3.2e)
with
K = (1 + 2τ sin t),(3.3a)
X = rˆ(s) + 	X
(1)
1 (s, t) + · · · .(3.3b)
Our aim is now to solve (3.2a)–(3.2e) with the only two remaining parameters, ν and
κ, deﬁned in (3.1). We point out that ν is the reciprocal of the Reynolds number and
κ is the square of the natural frequency divided by the driving frequency.
4. Small-amplitude approximation. For the linear analysis, assume the ﬁber
force can be written as
f = f (0)(x, t) + 	f (1)(x, t) + · · · ,
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so that the term (zˆ · ∇ × f) in (3.2a) can be expanded as
(zˆ · ∇ × f) = (zˆ · ∇ × f (0)) + 	(zˆ · ∇ × f (1)) + · · · .
Claim 1. Given the expansions in (3.3a) and (3.3b),
(zˆ · ∇ × f (0)) = 0 and
(zˆ · ∇ × f (1)) = K(t) (Xθss +Xrs )
(
δ(r − 1)
r
)
r
−K(t) (Xrsss −Xθss) δ(r − 1)r .
The proof is found in Appendix B.
Since the leading-order term in the curl of the force is zero, the corresponding
ﬂow is simply the trivial solution ξ(0) = ψ(0) = 0. Therefore, we look for a series
solution expanded in terms of powers of a small parameter 	:
ξ = 	 ξ(1)(x, t) + · · · ,
ψ = 	 ψ(1)(x, t) + · · · .
In the remainder of this work, we assume 	 is small and consider the O(	) equa-
tions
ξt = ν∇2ξ + κK(t)
(
Xθss +X
r
s
) [δ(r − 1)
r
]
r
− κK(t) (Xrsss −Xθss) δ(r − 1)r ,(4.1a)
∇2ψ = −ξ,(4.1b)
Xrt = ψθ
∣∣
r=1
,(4.1c)
Xθt = −ψr
∣∣
r=1
,(4.1d)
where we have omitted the superscript (1) on most variables because we will be working
solely with these quantities from now on.
It is worthwhile mentioning that in the above expansions, the inﬂuence of the
time-dependent stiﬀness coeﬃcient is felt solely at ﬁrst order in 	, and so we need
only consider the forcing terms up to O(	). The derivation can be easily extended to
include the case where the stiﬀness is spatially dependent, for which the s-variation
appears as an order 	 perturbation of a time-dependent stiﬀness,
K = K(s, t) = K(0)(t) + 	K(1)(s, t) +O(	2).
When a Floquet-type expansion is assumed for K(1)(s, t) (refer to the next section),
correction terms appear in the O(	) equations, and these corrections complicate the
analysis somewhat by coupling together the various spatial modes. We do not consider
a spatially dependent stiﬀness in this paper.
It is quite striking that a spatially homogeneous K(t) can have any interesting
eﬀects in this problem. This is because such K(t) would have no eﬀect at all on the
equilibrium state in which the ﬁber is a circle. Starting with that equilibrium state
as initial data and imposing time-periodic K(t) will produce only an oscillation of
the pressure and no motion of the ﬁber at all. But if instead we start with an initial
condition that is arbitrarily close but not exactly equal to a circular equilibrium
state, we can nevertheless build up a large-amplitude and spatially inhomogeneous
oscillation of the ﬁber through the application of spatially homogeneous but time-
periodic K(t) at the right driving frequency. This is actually typical of parametric
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resonance. A pendulum that is initially at rest hanging straight down cannot be made
to swing by imposing periodic changes in its length, but a pendulum that is initially
swinging ever so slightly can indeed be made to swing violently by the application
of precisely such changes in length, as every child who swings in the playground
knows [6].
5. Floquet analysis. Since we are not simply looking for natural modes but
rather are investigating the response of the system to a periodic forcing with a given
frequency, we must look for a solution in the form of an inﬁnite series. This is a very
general approach in Floquet theory [18], and our derivation parallels the analysis of
Kumar and Tuckerman [11] for a horizontal ﬂuid interface consisting of two ﬂuids
with diﬀerent densities. It is worth mentioning that other approaches have also been
used to study parametric resonances. For example, Semler and Pa¨ıdoussis [23] an-
alyze the case of a tubular beam ﬁlled with ﬂuid whose velocity contains sinusoidal
ﬂuctuations. They use separation of variables and nonlinear dynamics techniques to
solve the perturbation equations for small amplitude ﬂuctuations. We will see that
our approach will result in a system of equations in block form that is very similar to
the equations derived in [23].
We assume that the unknown functions can be written as series of the following
form:
ξ(r, θ, t) = eipθ
∞∑
n=−∞
ξn(r)e
(γ+in)t,
ψ(r, θ, t) = eipθ
∞∑
n=−∞
ψn(r)e
(γ+in)t,
Xr(θ, t) = eipθ
∞∑
n=−∞
Xrne
(γ+in)t,
Xθ(θ, t) = eipθ
∞∑
n=−∞
Xθne
(γ+in)t,
where i =
√−1, p is an integer with p > 1, and γ = α + iβ with α and β real. To
simplify the notation, we deﬁne En .= e(γ+in)t+ipθ and then write the equation for the
vorticity from (4.1a) as
∞∑
n=−∞
(
(γ + in) +
νp2
r2
)
ξnEn =
∞∑
n=−∞
{
ν
r
(rξ′n)
′ + κK(−p2Xθn + ipXrn)
(
δ(r − 1)
r
)′
+ κK(ip3Xrn − p2Xθn)
δ(r − 1)
r
}
En.(5.1)
Except for the stiﬀness K(t), all of the t- and θ-dependence is now encompassed by
the factor En. Note that ξn and ψn are functions of r, while Xrn and Xθn are constants.
The primes in the equations denote derivatives with respect to r. If we take advantage
of the fact that the stiﬀness from (3.3a) can be rewritten as
K(t) = 1− iτeit + iτe−it(5.2)
and then rearrange terms in the series in (5.1) and divide by En, we obtain
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−1
r
(rξ′n)
′ +
(
(γ + in)
ν
+
p2
r2
)
ξn(5.3)
=
κ
ν
(
δ(r − 1)
r
)′ [−p2 (Xθn − iτXθn−1 + iτXθn+1)+ ip (Xrn − iτXrn−1 + iτXrn+1)]
+
κ
ν
δ(r − 1)
r
[−p2 (Xθn − iτXθn−1 + iτXθn+1)+ ip3 (Xrn − iτXrn−1 + iτXrn+1)]
for all integer values of n. The equations for the remaining unknowns in (4.1b)–(4.1d)
do not involve K(t), and so for the nth coeﬃcient functions we have
−1
r
(rψ′n)
′ +
p2
r2
ψn = ξn,
(γ + in)Xrn = ipψn(1),
(γ + in)Xθn = −ψ′n(1).
A more useful formulation of the problem is in terms of jump conditions across
the ﬁber. The delta function terms in (5.3) are nonzero only on the ﬁber, and so the
following two equations hold on either side of the ﬁber:
−1
r
(rξ′n)
′ +
(
(γ + in)
ν
+
p2
r2
)
ξn = 0,(5.4a)
−1
r
(rψ′n)
′ +
p2
r2
ψn = ξn.(5.4b)
The ﬁber evolution equations hold on the ﬁber (at r = 1):
(γ + in)Xrn = ipψn(1),(5.4c)
(γ + in)Xθn = −ψ′n(1).(5.4d)
At the same time, the jump conditions connect the solutions on either side of the ﬁber
(see Appendix C):
[[ξn]] =
κ
ν
[
p2
(
Xθn − iτXθn−1 + iτXθn+1
)− ip (Xrn − iτXrn−1 + iτXrn+1)] ,(5.4e)
[[ξ′n]] = −
iκp(p2 − 1)
ν
(
Xrn − iτXrn−1 + iτXrn+1
)
,(5.4f)
[[ψn]] = 0,(5.4g)
[[ψ′n]] = 0,(5.4h)
where we denote the jump in a quantity q by [[q]] = q|r=1+ − q|r=1− . These jump
conditions were found in the same way as in [13, 22], by integrating the equations
for vorticity across the ﬁber. We point out that this system of equations cannot be
reduced to a Mathieu equation (see [11]).
6. Solution of the vorticity and stream function equations. The equa-
tions (5.4) from the previous section can be solved explicitly for each integer value of
n, both inside and outside the ﬁber. Due to (5.4c) and (5.4d), the character of the
solution will be diﬀerent depending on whether the quantity (γ + in) is zero. This
will happen for n = 0 whenever γ = 0. We therefore solve the equations considering
two cases.
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6.1. Case (γ+in) = 0. If we make the change of variables z2 = −r2(γ+in)/ν,
then (5.4a) turns into the Bessel equation
z2ξ′′n(z) + zξ
′
n(z) + [z
2 − p2]ξn(z) = 0.
The appropriate solution, rewritten in terms of r, is [27]
ξn(r) =
{
bnJp(iΩnr) if r < 1 (inner),
anHp(iΩnr) if r > 1 (outer),
where Ωn
.
=
√
(γ + in)/ν is chosen as the square root with positive real part, Jp(z)
is the Bessel function of the ﬁrst kind, Hp(z) = Jp(z) + iYp(z) is the Hankel function
of the ﬁrst kind, and an and bn are arbitrary constants (see Appendix A).
The corresponding stream function is given by (see Appendix D)
ψn(r) =
1
2ipΩn
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
bnr
[
Jp−1(iΩnr) + Jp+1(iΩnr)
]
+ rp
[
anHp−1(iΩn)− bnJp−1(iΩn)
]
if 0 ≤ r < 1,
anr
[
Hp−1(iΩnr) +Hp+1(iΩnr)
]
− r−p
[
anHp+1(iΩn)− bnJp+1(iΩn)
]
if r > 1.
One can easily check that ψn(r) and ψ
′
n(r) are continuous across the boundary and
that
ψn(1) =
1
2ipΩn
[
anHp−1(iΩn) + bnJp+1(iΩn)
]
,
ψ′n(1) =
1
2iΩn
[
anHp−1(iΩn)− bnJp+1(iΩn)
]
.
Turning now to (5.4c) and (5.4d), we ﬁnd the ﬁber position to be
Xrn =
1
2νΩ3n
[
anHp−1(iΩn) + bnJp+1(iΩn)
]
,
Xθn =
−1
2iνΩ3n
[
anHp−1(iΩn)− bnJp+1(iΩn)
]
.
We can solve for an and bn from these equations to ﬁnd
an =
νΩ3n
Hp−1(iΩn)
(
Xrn − iXθn
)
,
bn =
νΩ3n
Jp+1(iΩn)
(
Xrn + iX
θ
n
)
.
We now substitute these expressions into the jump conditions (5.4e)–(5.4f) to get
the following system of equations:
0 = i
{
φ Ω3n
[
Hp(iΩn)
Hp−1(iΩn)
− Jp(iΩn)
Jp+1(iΩn)
]
+ ip
}
Xrn(6.1)
+
{
φ Ω3n
[
Hp(iΩn)
Hp−1(iΩn)
+
Jp(iΩn)
Jp+1(iΩn)
]
− ip2
}
Xθn
+ iτp
(
Xrn−1 −Xrn+1
)− τp2 (Xθn−1 −Xθn+1) ,
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0 = i
{
φ Ω4n
[
2− Hp+1(iΩn)
Hp−1(iΩn)
− Jp−1(iΩn)
Jp+1(iΩn)
]
+ 2p(p2 − 1)
}
Xrn(6.2)
− φ Ω4n
[
Hp+1(iΩn)
Hp−1(iΩn)
− Jp−1(iΩn)
Jp+1(iΩn)
]
Xθn
+ 2τp(p2 − 1) (Xrn−1 −Xrn+1) ,
where we deﬁne φ as the grouping φ = ν2/κ. It is these last two equations, (6.1) and
(6.2), that determine the coeﬃcients Xrn and X
θ
n in the case when (γ + in) = 0.
6.2. Case (γ + in) = 0. For this case, the vorticity equation becomes
r2ξ′′n(r) + rξ
′
n(r)− p2ξn(r) = 0,
whose appropriate solution is
ξo(r) =
{
bor
p if r < 1 (inner),
aor
−p if r > 1 (outer),
while the corresponding solution for the stream function is
ψo(r) =
⎧⎪⎪⎨
⎪⎪⎩
1
4p
(
bo − ao
1− p
)
rp − bo
4(1 + p)
r2+p if r < 1,
1
4p
(
bo
1 + p
− ao
)
r−p − ao
4(1− p)r
2−p if r > 1.
One can easily check that ψo(r) and ψ
′
o(r) are continuous across the boundary and
that
ψo(1) =
1
4p
[
ao
p− 1 +
bo
p+ 1
]
,
ψ′o(1) =
1
4
[
ao
p− 1 −
bo
p+ 1
]
.
Turning now to (5.4c) and (5.4d), we ﬁnd that in this case, the above equations
reduce to ψo(1) = ψ
′
o(1) = 0, which implies that ao = bo = 0. This means that
when (γ + in) = 0 we obtain the trivial solution ξo(r) ≡ 0 and ψo(r) ≡ 0. The jump
conditions (5.4e) and (5.4f) then give the system of equations
0 = ip2
(
Xθn − iτXθn−1 + iτXθn+1
)
+ p
(
Xrn − iτXrn−1 + iτXrn+1
)
,(6.3)
0 = ip(p2 − 1) (Xrn − iτXrn−1 + iτXrn+1) ,(6.4)
which are used instead of (6.1)–(6.2) for the case (γ + in) = 0.
7. Natural modes for the unforced ﬁber. When there is no forcing applied
to the ﬁber, then τ = 0 and there is no need to look for a solution in the form of an
inﬁnite series. Instead, we can consider a single mode by taking n = 0, for which the
problem reduces to the following single pair of equations for Xr and Xθ:
0 = i
{
φ Ω3o
[
Hp(iΩo)
Hp−1(iΩo)
− Jp(iΩo)
Jp+1(iΩo)
]
+ ip
}
Xr(7.1)
+
{
φ Ω3o
[
Hp(iΩo)
Hp−1(iΩo)
+
Jp(iΩo)
Jp+1(iΩo)
]
− ip2
}
Xθ,
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Fig. 7.1. Zero-level contours of D(Ωo;φ, p) for p = 3 and two values of φ. The solid lines
correspond to the real part and the dashed lines to the imaginary parts. Intersection points represent
the natural modes of oscillation of the ﬁber.
0 = i
{
φ Ω4o
[
2− Hp+1(iΩo)
Hp−1(iΩo)
− Jp−1(iΩo)
Jp+1(iΩo)
]
+ 2p(p2 − 1)
}
Xr(7.2)
−φ Ω4o
[
Hp+1(iΩo)
Hp−1(iΩo)
− Jp−1(iΩo)
Jp+1(iΩo)
]
Xθ,
where Ω2o = γ/ν = (α/ν) + i(β/ν) and φ = ν
2/κ. Consequently, the above equations
can be rewritten as a 2× 2, homogeneous, linear system
M
(
Xr
Xθ
)
= 0,
which has a nontrivial solution only if det(M) = 0. For notational convenience we
deﬁne the function D(Ωo;φ, p) = det(M). The roots of D(Ωo;φ, p) = 0, which is a
dispersion relation, correspond to the natural modes of oscillation of the immersed
boundary for a given set of parameters φ and p.
From the left plot of Figure 7.1, which corresponds to p = 3 and φ = 0.25, a
possible value of the natural response is (γ/ν) = (α/ν, β/ν) ≈ (−3.29, 2.16). The
right plot of Figure 7.1 shows that for φ = 0.08 the root is (α/ν, β/ν) ≈ (−5.15, 7.1)
instead. These roots are in dimensionless form, and the dimensional frequency γ is
obtained by multiplying these roots by µ/ρR2. Note that in both cases, the natural
mode of oscillation is stable (i.e., α is negative), as would be expected from an unforced
immersed ﬁber (see [26]).
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7.1. Collapse of the curves. The condition D(Ωo;φ, p) = 0 deﬁnes implicitly
the root
γ
ν
= F (φ, p)(7.3)
as a function of the parameters. This suggests that the same root can be obtained
with diﬀerent values of damping ν and stiﬀness κ, provided the ratio φ = ν2/κ is held
constant.
We corroborated this with the numerical solution of the nonlinear equations
(3.2a)–(3.2e) for diﬀerent combinations of (ν, κ) that yield the same value of φ. The
blob projection method described in [4] was used in these calculations, which solves
the IB problem using high-order regularized delta functions and fourth-order ﬁnite
diﬀerences and time stepping. We have chosen to use this approach (rather than the
IB method described in section 9) since the blob projection method aﬀords higher
accuracy, particularly when φ is small.
The initial condition of the ﬁber was the unit circle augmented by a single p-mode
perturbation with amplitude 	, so that the ﬁber conﬁguration can be written in polar
coordinates as
r(θ, t) = 1 + 	B(t) cos(pθ) +O(	2).
After each run, the amplitude B(t) was assumed to have the form B(t) = eαt[cos(βt)+
(α/β) sin(βt)] because this function has zero slope at t = 0 and it oscillates with
decaying amplitude. The values of (α, β) can then be estimated numerically using least
squares. These values were then compared with the roots of (7.3). This procedure
was repeated for several values of φ with perturbed modes p = 2, 3, and 4, and the
results are summarized in Figure 7.2.
The analytical results (plotted as solid lines) correspond very well with the nu-
merical calculations (plotted as points). Two simulations corresponding to diﬀerent
combinations of ν and κ are performed for every φ. The observed values of α and
β corresponding to a given φ are nearly identical, so that the points cannot be dis-
tinguished visually in Figure 7.2. Consequently, φ is an appropriate parameter for
characterizing the ﬁber oscillations.
The correspondence between the analytical and computed results is very good
for most values of the parameters, except for relatively large values of φ. This is
mostly due to the fact that the blob projection method is implemented with periodic
boundary conditions in a box about twice as large as the ﬁber’s diameter. For large
values of φ, the diﬀusion is signiﬁcant over the time scale of the runs, and the dynamics
are aﬀected by the periodicity. Nonetheless, the results clearly show that diﬀerent
values of (ν, κ) that yield the same φ give the same root.
7.2. The small viscosity limit. We consider the limit of small viscosity by
assuming a ﬁxed value of the stiﬀness κ and small value of ν. It will be convenient
to deﬁne a natural response frequency by ωN
.
=
√
p(p2 − 1)/2, which is displayed in
the frequency plot in Figure 7.2 as a dashed line for comparison with the analytical
and computed results discussed in the preceding section. In the small viscosity case,
(7.3), whose roots represent the dispersion relation, can be expanded as a series in
powers of ν. The results show that the ﬁrst few terms in the expansion of the natural
response of the ﬁber are
α = − p
2
√
2
ω
1/2
N κ
1/4
√
ν +
(p3 − 3p2 − p+ 1)
4
ν + · · · ,(7.4)
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Fig. 7.2. Roots γ = α + iβ of the dispersion relation D(Ωo;φ, p) = 0, plotted as scaled val-
ues of α and β versus φ. The analytical results are displayed as solid lines, while the numerical
approximations are plotted as points, with multiple points corresponding to simulations done using
diﬀerent values of κ and ν corresponding to the same φ. The results are presented for initial ﬁber
perturbations corresponding to three diﬀerent modes: p = 2, 3, and 4. The zero-viscosity (φ = 0)
limit, ωN (p) =
√
p(p2 − 1)/2, is also shown for comparison.
β = ωN
√
κ− p
2
√
2
ω
3/4
N κ
1/4
√
ν − p(4p
3 − 39p2 − 4p+ 8)
64
√
2
ω
1/4
N κ
−1/4ν3/2 + · · · .(7.5)
In the limit as ν → 0, these become α = 0 and β = ωN
√
κ, which is precisely the linear
dispersion relation found by other methods in [5] for a closed membrane in Euler ﬂow.
It is also possible to compare the above expressions to the asymptotic expansions
derived in [26] for an unforced, horizontal ﬁber immersed in a viscous ﬂuid. The nor-
mal mode of oscillation for the ﬂat ﬁber initialized with a p-mode obeys the following
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to leading order:
α ∼ −2−7/4 ρ−3/4 µ1/2K1/4c p7/4R−3/2 = −p
(
p3
27
)1/4 (
µ
ρR2
)1/2 (
Kc
ρR2
)1/4
,
β ∼ 2−1/2 ρ−1/2K1/2c p3/2R−1 =
(
p3
2
)1/2 (
Kc
ρR2
)1/2
.
Substituting the nondimensional variables from (3.1) into (7.4) and (7.5), it is possible
to show that the parameter dependence in the ﬁrst term in each of α and β is identical
to that in the expressions above, provided that we take ωo ≡ 1. We note that the
natural frequency of the ﬂat ﬁber is diﬀerent from ωN above due to the diﬀerences
in the geometry of the problems. Furthermore, the linear theory for the circular ﬁber
excludes the p = 1 mode, since to leading order this perturbation results only in a
translation of the ﬁber.
8. Stability of the periodically forced ﬁber. In Floquet stability theory, the
standard approach is to determine solutions with Re(γ) = α = 0, which correspond
to the boundary of the stability region. In general, we expect the coeﬃcients in (6.1)
and (6.2) to decrease in magnitude as n increases, and so it is reasonable to truncate
the series expansions at some ﬁnite number of terms, say, −N ≤ n ≤ N (this is
an assumption that will be checked later on). Equations (6.1) and (6.2) are written
for n = ±1,±2, . . . ,±N , and (6.3) and (6.4) are written for n = 0, which results in
a linear system of dimension (4N + 4) × (4N + 4) for the unknown coeﬃcients Xrn
and Xθn.
8.1. The reality condition. In general, the coeﬃcients arising from the solu-
tion to the linear system are complex-valued, but the position of the ﬁber must be a
real quantity. We therefore need to impose additional constraints to guarantee that
the Floquet expansion
Xr(t) =
∑
n
Xrne
int
is real. This will also allow the series to be written for positive index only. Conse-
quently,
X
r
(t) =
∑
n
X
r
ne
−int =
∑
n
X
r
−ne
int =
∑
n
Xrne
int = Xr(t),
which implies that
Xr−n = X
r
n for every n.
This is the called the reality condition (see [11]), and it allows us to consider (6.1) and
(6.2) for strictly positive values of n, thereby eliminating the coeﬃcients for n < 0.
The condition also implies that Xro = X
r
o, for use in (6.3) and (6.4) with n = 0. The
same reality condition applies to Xθn.
8.2. Formulation as an eigenvalue problem. Equations (6.1)–(6.2) now take
the form
0 = AnX
r
n +BnX
θ
n + τ
[
CnX
r
n−1 +DnX
θ
n−1 + EnX
r
n+1 + FnX
θ
n+1
]
.
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By setting the real part and the imaginary part of the equation to zero independently,
we can write the ﬁnal system as
(D + τ C)v = 0,
where D and C are real-valued matrices, each of dimension (4N +4)× (4N +4). The
vector is v = [v0, v1, v2, . . . , vN ]
T
, where each component has four elements, vn =
[Re(Xrn), Im(X
r
n),Re(X
θ
n), Im(X
θ
n)], with the diﬀerence now being that the reality
condition ensures that all solution components are real values. The matrices D and
C have the following block form:
D =
⎛
⎜⎜⎜⎜⎜⎝
D0 0 . . . 0
0 D1 0 . . . 0
0
. . .
. . .
. . .
...
... 0 DN−1 0
0 . . . 0 DN
⎞
⎟⎟⎟⎟⎟⎠ ,
C =
⎛
⎜⎜⎜⎜⎜⎝
0 C01 . . . 0
C10 0 C12 . . . 0
0
. . .
. . .
. . .
...
... CN−1,N−2 0 CN−1,N
0 . . . CN,N−1 0
⎞
⎟⎟⎟⎟⎟⎠ ,
where each element shown is a 4×4 matrix. The ﬁrst row of each matrix corresponds
to n = 0 and is derived from (6.3)–(6.4).
An eigenvalue problem is formed by rewriting the system as
−D−1Cv = 1
τ
v,(8.1)
where the eigenvalue 1/τ must be real. Since the matrices have real entries, all
eigenvalues are either real or occur in complex conjugate pairs.
For a given value of the wavenumber p, as well as parameters ν and κ from (3.1),
the eigenvalue equation (8.1) yields a sequence of values for the forcing amplitude τ .
In practice, we have found that choosing N = 60 terms in the series expansions is
suﬃcient to ensure that the neglected coeﬃcients are small (that is, the computed
eigenvalues do not change appreciably when N is taken any larger than 60). The
choices γ = 0 or γ = 12 i are known as the harmonic and subharmonic cases, re-
spectively, and any complex value of τ is discarded. These are the two cases that
correspond to real Floquet multipliers, e2πγ = e2π(α+iβ). When 0 < β < 12 on the
other hand, the Floquet multipliers are complex and always correspond to solutions
that are damped; hence, they are of no interest in our stability analysis.
The resulting harmonic and subharmonic eigenvalues correspond to physical modes
of oscillation of the ﬁber which are marginally stable. We can then vary the wave num-
ber p, and produce a plot of each real value of τ , which traces out the boundary of
the stability region of the linearized problem in parameter space. Furthermore, if we
concentrate on the range τ ≤ 12 , we need only consider stability boundaries that drop
below the curve τ = 12 .
Figures 8.1–8.3 depict the stability regions for various parameter values, with both
harmonic (H) and subharmonic (S) modes shown. The stability boundaries separate
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Fig. 8.1. Stability diagrams, depicting plots of the ﬁber amplitude τ as a function of (left) wave
number p, holding κ = 0.04; and (right) stiﬀness κ, holding p = 4. The other parameter values
are ν = 0.0002 and α = 0. The curves traced out by the individual points represent the stability
boundaries, and the regions above and inside each “tongue” correspond to unstable oscillations of
the linearized IB problem. Regions of instability corresponding to harmonic modes (with γ = 0)
are denoted “H” and are drawn with blue points, while the subharmonic modes (with γ = 1
2
i) are
denoted “S” and are drawn with red points. The dashed horizontal line corresponds to τ = 1
2
, and
only portions of the tongues lying below this line correspond to oscillations with positive stiﬀness.
parameter space into regions where the solution is stable and regions where it is
unstable. Because of their distinctive shape, the regions of instability are usually
referred to as “tongues.” The unstable tongues alternate between harmonic and
subharmonic modes, moving from left to right, with no overlap between the successive
tongues.
Figure 8.1 shows two views of the stability regions for ν = 0.0002: the ﬁrst in
the p, τ -plane with κ held constant at 0.04, and the second in the κ, τ -plane with
p = 4. In both views, the tongue-like structure of the stability regions is apparent.
The ﬁrst unstable mode occurring for κ = 0.04 is a p = 4 mode, which corresponds
to the left-most tongue that falls below the line τ = 12 . Only tongues that correspond
to integer values of the angular wavenumber p are physical. Notice in the right plot
that increasing the stiﬀness has a stabilizing inﬂuence in the sense that the tongues
migrate upward as κ is increased and therefore require higher-amplitude forcing in
order to generate parametric resonance.
Figure 8.2 demonstrates more clearly the inﬂuence of changes in the stiﬀness
parameter, by depicting the stability boundaries in the p, τ -plane for κ = 0.02, 0.04,
and 0.08. As κ is increased (corresponding to a stiﬀer ﬁber), the regions of instability
move towards the left, causing the wavenumber of the ﬁrst unstable mode to decrease,
periodically moving in and out of the “physical” regime.
The eﬀect of changes in viscosity for constant stiﬀness is investigated in Figure 8.3,
where plots for ν = 0.00005, 0.0002, and 0.001 are given for κ = 0.04. As viscosity
increases, the unstable regions migrate vertically upwards, so that the minimum value
of τ corresponding to a linear instability increases, and some modes that were unsta-
ble no longer lead to parametric resonance. As a result, larger-amplitude forcing is
necessary to cause onset of parametric resonance in ﬁbers with larger viscosity. If ν
is taken large enough that all tongues lift above the τ = 12 line, then the system is no
longer subject to parametric resonance. These results are evidence of the fact that
viscosity has a stabilizing inﬂuence on the system.
In the limit as ν → 0, the tongues extend down to the p-axis, where they touch the
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line τ = 0, corresponding to unforced oscillations of the immersed ﬁber. Therefore,
the points where the tongues touch down in the ν = 0 limit represent the natural
modes of oscillation which were discussed in detail in section 7.
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Fig. 8.2. A series of three plots showing the impact of changes in the stiﬀness on the stability
boundaries in the p, τ-plane, with viscosity ν = 0.0002 and three diﬀerent values of stiﬀness: κ = 0.02
(left), 0.04 (middle), and 0.08 (right).
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Fig. 8.3. A series of three plots showing the impact of changes in viscosity in the stability
boundaries in the p, τ-plane, with stiﬀness κ = 0.04 and three diﬀerent values of viscosity: ν =
0.00005 (left), 0.001 (middle), and 0.005 (right).
9. Comparison with IB computations. In this section, we use several im-
mersed boundary computations to demonstrate the validity of the preceding Floquet
analysis. The numerical method is based on a straightforward discretization of the IB
equations in terms of velocity and pressure variables. An alternating direction implicit
(ADI) approach is used to apply the convection, diﬀusion, and forcing terms to ob-
tain an intermediate velocity ﬁeld. The resulting velocity is then made divergence-free
through the use of a split-step pressure projection procedure. The standard cosine
approximation to the Dirac delta function is employed [20], which is smoothed over a
square box with side length of four ﬂuid grid points. The resulting method is second-
order accurate in space, except for the approximate delta function interpolation which
limits the spatial accuracy to ﬁrst order. The method is explicit and has ﬁrst-order
accuracy in time. There are many variants of the IB method that increase both spa-
tial and temporal accuracy, but we have chosen instead to demonstrate the presence
of parametric resonance using this simplest and most common implementation. For
complete details of the numerical technique, refer to [20] or [24].
All computations were performed on an immersed boundary whose rest conﬁg-
uration is a circle, immersed in a periodic box of dimension 2.5 times the size of
the circular boundary. The analysis strictly applies only to an inﬁnite ﬂuid domain,
but we found that this domain size was large enough in practice to avoid signiﬁcant
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Table 9.1
Parameters for the two resonant cases, one with a ﬁrst unstable mode with angular wavenumber
p = 2, and the other with p = 4.
Case I Case II
κ = 0.5 κ = 0.04
ν = 0.004 ν = 0.00056
φ = 3.2× 10−5 φ = 7.84× 10−6
ρ = 1 ρ = 1
µ = 0.4 µ = 0.5
R = 0.2 R = 1
Kc = 125000 Kc = 40000
ωo = 2500 ωo = 900
τ = 0.45 τ = 0.45
p = 2 unstable p = 4 unstable
Case I Case II
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Fig. 9.1. Stability diagrams for Case I (κ = 0.5, ν = 0.004) and Case II (κ = 0.04, ν = 0.00056).
interference from neighboring periodic copies. The ﬂuid domain is divided into a
64 × 64 grid with 192 immersed boundary points, ensuring that there is signiﬁcant
resolution of the boundary within each ﬂuid grid cell. Finer grid computations were
also performed with a 128×128 ﬂuid grid and 384 ﬁber points to validate the results.
The time step was selected to be well within the stability restriction imposed by the
explicit method.
We chose to focus on two speciﬁc sets of parameters for which the stability plots
suggested diﬀerent resonant p-modes. The parameters are listed in Table 9.1, and
the corresponding stability regions are displayed in Figure 9.1. In Case I, the ﬁrst
unstable tongue corresponds to a harmonic mode of oscillation at p = 2, while the
lowest-wavenumber unstable mode for the second case is p = 4 (also harmonic).
We next present numerical evidence that supports the existence of these two
instances of parametric resonance. In both cases, the immersed boundary is initially
in the shape of a circle of radius R with a radial perturbation of the form r =
R(1 + 0.05 cos(pθ)). The results of a given simulation are reported as plots of rˆp(t),
which represents the amplitude of the p-mode of oscillation in the ﬁber versus time,
and is calculated as follows:
1. we convert the (x, y) position of each point on the immersed ﬁber to radial
coordinates;
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Fig. 9.2. Amplitude of the unforced immersed boundary for Case I (p = 2) and Case II
(p = 4). The dashed curve is an approximate ﬁt to the computed results using a function of the
form eαt cos(βt).
2. using cubic splines, we interpolate the points representing the ﬁber positions
onto a set of points that are equally spaced in θ;
3. we calculate rˆp(t) = FFTθ(r(θ, t)), the fast Fourier transform of the radius
in θ, which then yields the amplitude of the desired p-mode.
First, we present plots of the unforced solution (with τ = 0) in Figure 9.2 that
represent the natural mode of oscillation for the ﬁber in each case. The rate of decay
and frequency of the natural modes of oscillation for the unforced ﬁber are as follows:
Case I: α = −0.066, β = 1.071,
Case II: α = −0.020, β = 1.016.
When the immersed boundary is then forced internally at a frequency equal to the
resonant frequency suggested by the plots in Figure 9.1 (i.e., ωo = 2500 in Case I and
ωo = 900 in Case II), amplitude of oscillation grows far beyond the initial amplitude of
0.05 cm. The motion never actually becomes unstable, but the ﬁber instead exhibits
sustained, large-amplitude oscillations (see Figure 9.3 and compare to Figure 9.2).
In order to verify that this behavior is truly arising from a parametric resonance,
we consider changes to either κ or ν that move the resonant tongue in the eigenvalue
plot outside the range of parameters being considered. The results are summarized in
Figures 9.4 and 9.5. the As the viscosity is increased, the oscillations either decrease
in amplitude or decay in time, though not at as rapid a rate as for the unforced case.
Because an increase in viscosity acts to raise the “tongues” in the eigenvalue plot, this
is precisely the behavior we would expect.
Alternately, if we increase or decrease the value of κ in relation to the resonant
value, the resulting oscillations are pictured in Figure 9.5. The amplitude of oscillation
for the resonant mode has a maximum value close to the resonant value of κ, which
represents the movement of the resonant tongues either to the left or to the right as
κ is increased or decreased, respectively.
The eﬀect of varying the stiﬀness perturbation amplitude τ is displayed in Fig-
ure 9.6 for Case II. For τ ≤ 0.40, there is no longer a sustained oscillation in the ﬁber,
and as τ is reduced the amplitude of the ﬁber motion decreases.
At this point, it is important to emphasize that in our numerical simulations,
resonance is indicated by sustained, large-amplitude motions, rather than any actual
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Fig. 9.3. Amplitude of the resonant p-mode, when the immersed boundary is forced at the
resonant frequency (p = 2 for Case I and p = 4 for Case II). Both cases display a sustained,
large-amplitude oscillation.
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ν = 0.00056 (resonant) ν = 0.0022 ν = 0.0044
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Fig. 9.4. Amplitude of the resonant p-mode in Cases I and II, as ν is increased. The stabilizing
inﬂuence of viscosity is exhibited by the inability of the ﬁber to sustain large-amplitude oscillations
for even small increases in the viscosity.
instability (i.e., unbounded oscillations). This discrepancy arises from both numerical
errors and simpliﬁcations to the model, namely:
• the numerical scheme is only ﬁrst order in space and time and introduces a
signiﬁcant level of artiﬁcial viscosity;
• although the ﬁber force term in the linearized Navier–Stokes equations was
also linearized in the forgoing analysis, it is actually nonlinear, which acts to
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Case II
κ = 0.035 κ = 0.040 (resonant)
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Fig. 9.5. Amplitude of the resonant p-mode in Cases I and II, as κ is varied. When the
stiﬀness is taken either smaller or larger than the resonant value, the amplitude of the oscillations
decreases to the point that they can no longer be sustained.
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Case II
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Fig. 9.6. Amplitude of the resonant p-mode in Case II, as the forcing amplitude, τ , is varied.
As the forcing is reduced, the amplitude of the ﬁber oscillations also diminishes.
stabilize the numerical results;
• the analysis assumed an inﬁnite ﬂuid domain, while our numerical simulations
use periodic boundary conditions. Discrepancies owing to interference from
periodic copies of the immersed ﬁber are therefore unavoidable, though we
have attempted to choose the size of our computational domain large enough
so that these errors are minimized.
A further symptom of these errors is the fact that the stability boundaries in
parameter space demonstrated in the simulations are not nearly as sharp, or located
in exactly the same locations, as indicated by the plots in section 8. Nonetheless,
the correspondence between analytical and numerical results is still quite convincing
evidence of the presence of parametric resonance in the linearized IB problem.
The ﬁnal set of results indicates what transpires when a mode other than the
resonant mode is excited initially. We restrict ourselves to Case II and initialize the
ﬁber position with modes having wavenumber p = 2 or p = 3, while still forcing the
stiﬀness through a p = 4 mode. The other parameters remain the same as in the
resonant case. Figure 9.7 shows that in both cases, the given 2- and 3-modes do
not grow; however, energy transfers over time into the resonant p = 4 mode which
eventually dominates the ﬁber oscillation.
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Fig. 9.7. The amplitude of various ﬁber modes in Case II when wavenumbers p = 2 and
p = 3 are excited initially instead of the p = 4 mode. Numerical errors give rise to phase-shifted
oscillations which, when combined linearly with the initial conditions, perturb the p = 4 mode and
hence feed energy into the resonant mode over time.
10. Conclusions. Floquet analysis has proven to be an extremely useful tool
in examining parametric resonance and the stability behavior of a wide variety of
ﬂows involving interfaces and ﬂuid-structure interaction. In this paper, we study
parametric resonances arising from an elastic membrane immersed in a viscous ﬂuid
in two dimensions, which is driven by periodic variations in the stiﬀness parameter
of the elastic material. The underlying mathematical model, known as the immersed
boundary formulation, captures not only the ﬂow-induced deformations of the elastic
membrane but also the inﬂuence of the immersed structure on the surrounding ﬂuid
ﬂow. To our knowledge, this is the ﬁrst study of its kind that captures this two-way
interaction between ﬂuid and ﬁber in a parametrically forced system.
Our Floquet analysis leads to an eigenvalue problem that can be solved in order
to determine the stability boundaries in parameter space that separate the regions
in which the motion is stable from those in which it is unstable. Using asymptotic
expansions of the resulting solutions, we demonstrate that our results are consistent
with previous analyses of unforced immersed ﬁbers. The decay rates and frequencies
of oscillation for the forced system are also shown to match closely those found in
full numerical simulations of the ﬂuid-ﬁber system for small-wavenumber perturba-
tions. We also present numerical results that verify the existence of resonances in
parametrically forced immersed boundaries.
This study opens the door for several avenues of further investigation. First of
all, while we have demonstrated the existence of parametric resonances numerically in
periodically forced immersed ﬁbers, we have yet to ﬁnd a biological system in which
the parameters lie within the unstable regime. In the heart, for example, the muscle
ﬁber stiﬀness appears to be too small to lead to parametric resonance, according to
our analysis. However, we intend to investigate other biological systems with diﬀerent
parameter ranges to determine if resonances are possible.
There are also several natural extensions to the analysis that would allow us to
investigate much more interesting ﬁber dynamics. For example, introducing a spatial
dependence in the stiﬀness, K(s, t), would better mimic biological systems in which an
active ﬁber is pulsed via a wave of contraction that travels around the ﬁber. However,
this form of the stiﬀness complicates the Floquet analysis signiﬁcantly by coupling the
various ﬁber modes, and hence would require an extension of our analytical technique.
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We also intend to investigate the use of optimal control to see whether it is possible
to eliminate parametric resonances by introducing an additional periodic forcing term
in the system.
Appendix A. Some useful Bessel function formulas. The following identi-
ties are taken from [27] and [1]:
Jp(z) =
z
2p
(Jp−1(z) + Jp+1(z)),(A.1)
J ′p(z) =
1
2
(Jp−1(z)− Jp+1(z)),(A.2) ∫
zp+1Jp(az)dz =
zp+1
a
Jp+1(az),(A.3) ∫
z1−pJp(az)dz =
−z1−p
a
Jp−1(az).(A.4)
Equations (A.1)–(A.4) are written for the Bessel function of the ﬁrst kind, Jp(z), but
are also valid for the various other Bessel functions, Yp(z), Hp(z), etc.
Appendix B. Proof of Claim 1.
Claim 1. Given the expansions in (3.3a) and (3.3b),
(zˆ · ∇ × f (0)) = 0 and
(zˆ · ∇ × f (1)) = K (Xθss +Xrs )
(
δ(r − 1)
r
)
r
−K (Xrsss −Xθss) δ(r − 1)r .
Proof. Since
(zˆ · ∇ × f) = −zˆ ·
∫ 2π
0
(KXs)s ×∇δ(x−X) ds
= −
∫ 2π
0
[zˆ × (KXs)s] · ∇δ(x−X) ds,
we have that (3.3a)–(3.3b) imply that
(zˆ · ∇ × f (0)) = −
∫ 2π
0
[zˆ × (K(t)rˆs)s] · ∇δ(x−X(s, t)) ds
= −K(t)
∫ 2π
0
[zˆ × rˆss] · ∇δ(x−X(s, t)) ds
= −K(t)
∫ 2π
0
d
ds
δ(x−X(s, t)) ds = 0.
We also have that
(zˆ · ∇ × f (1)) = −
∫ 2π
0
[
zˆ × (KX(1)s )s
]
· ∇δ(x−X(0)) ds
+
∫ 2π
0
{[
zˆ × (KX(0)s )s
]
· ∇
}(
X(1) · ∇
)
δ(x−X(0)) ds(B.1)
= I1 + I2.
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The second term can be simpliﬁed:
I2 = K
∫ 2π
0
(
X(1) · ∇
){[
zˆ ×X(0)ss
]
· ∇
}
δ(x−X(0)) ds
= K
∫ 2π
0
(
X(1) · ∇
) d
ds
δ(x−X(0)) ds
= −K
∫ 2π
0
X(1)s · ∇δ(x−X(0)) ds,
so that so far we have that (B.1) is
(zˆ · ∇ × f (1)) = −K
∫ 2π
0
[
zˆ ×X(1)ss + X(1)s
]
· ∇δ(x−X(0)) ds.
Now it is convenient to write X(1) in polar coordinates
X(1) = Xr(s, t)rˆ(s) +Xθ(s, t)θˆ(s),
so that
zˆ ×X(1)ss + X(1)s = −
(
Xθss +X
r
s
)
rˆ +
(
Xrss −Xθs
)
θˆ.
Now we can write
(zˆ · ∇ × f (1)) = K
∫ 2π
0
[
Xθss +X
r
s
]
rˆ · ∇δ(x−X(0)) ds
− K
∫ 2π
0
[
Xrss −Xθs
]
θˆ · ∇δ(x−X(0)) ds.
The last term can be integrated by parts and we arrive at
(zˆ · ∇ × f (1)) =
∫ 2π
0
K
(
Xθss +X
r
s
)
rˆ · ∇δ(x−X(0)) ds
−
∫ 2π
0
K
(
Xrsss −Xθss
)
δ(x−X(0)) ds.
If we now write
δ(x−X(0)) = δ(r − 1)δ(θ − s)
r
,
we get
(zˆ · ∇ × f (1)) = [K (Xθss +Xrs )] (θ, t)
(
δ(r − 1)
r
)
r
− [K (Xrsss −Xθss)] (θ, t) δ(r − 1)r .
Appendix C. Jump conditions. The derivation of the jump conditions for
vorticity will make use of the following result.
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Claim 2. In the sense of distributions
r
(
δ(r −R)
r
)′
= δ′(r −R)− δ(r −R)
R
.
Proof. Let φ(r) be a smooth function. Then
∫
φ(r) r
(
δ(r −R)
r
)′
dr = −
∫
(rφ(r))r
(
δ(r −R)
r
)
dr
= −
∫ (
φ′(r) +
φ(r)
r
)
δ(r −R) dr
= −φ′(R)− φ(R)
R
.
The result follows.
The jump conditions for an equation of the form
−1
r
(rξ′)′ +
(
(γ + in)
ν
+
p2
r2
)
ξ = A
(
δ(r − 1)
r
)′
+B
(
δ(r − 1)
r
)
,
where A and B are independent of r, can be derived as follows. We ﬁrst multiply the
equation by r:
−(rξ′)′ +
(
(γ + in)
ν
r +
p2
r
)
ξ = Ar
(
δ(r − 1)
r
)′
+Bδ(r − 1),
and use the claim to write it as
−(rξ′)′ +
(
(γ + in)
ν
r +
p2
r
)
ξ = Aδ′(r − 1) + (B −A)δ(r − 1).
We now integrate from 1− 	 to some point r to get
−[rξ′(r)−(1−	)ξ′(1−	)]+∫ r
1−
(
(γ + in)
ν
q +
p2
q
)
ξ(q) dq = Aδ(r−1)+(B−A)H(r−1).
(C.1)
We can use (C.1) in two ways. First, set r = 1 + 	 and take the limit 	→ 0:
− [[ξ′]] = (B −A).(C.2)
Second, we divide (C.1) by r, integrate from 1− 	 to 1 + 	, and let 	→ 0 to get
− [[ξ]] = A.(C.3)
Equations (C.2)–(C.3) are the two jump conditions.
Appendix D. Solution of the stream function equation. In this section
we describe the method for ﬁnding the solution of the stream function equation
−1
r
(rψr)r +
p2
r2
ψ = ξ(r),
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where ξ(r) is given by
ξ(r) =
{
bJp(iΩnr) if r < 1 (inner),
aHp(iΩnr) if r > 1 (outer).
The general solution may be written as
ψ(r) =
∫ ∞
0
ξ(r)G(r, z)dz.
Here, the Green’s function G(r, z) is the solution of
−1
r
(rGr)r +
p2
r2
G = δ(r − z).(D.1)
Multiplying this equation by r, integrating from z − 	 to z + 	, and taking the limit
	→ 0, we ﬁnd that G(r, z) satisﬁes the jump conditions
[[G]] = 0 and [[Gr]] = −1.
Since solutions of equation (D.1) are of the form rp and r−p, we have that
G(r, z) = z
2p
⎧⎪⎪⎨
⎪⎪⎩
rp
zp
if r < z,
zp
rp
if r > z.
The stream function is then found by piecewise integration. For the interior
solution, r < 1, we obtain
ψ(r) =
b
2prp
∫ r
0
Jp(iΩnr
′)(z)p+1 dz +
brp
2p
∫ 1
r
Jp(iΩnr
′)(z)1−p dz
+
arp
2p
∫ ∞
1
Hp(iΩnr
′)(z)1−p dz
=
br
2ipΩn
[
Jp−1(iΩnr) + Jp+1(iΩnr)
]
+
rp
2ipΩn
[
aHp−1(iΩn)− bJp−1(iΩn)
]
,
making use of the identities (A.3) and (A.4). The solution for r > 1 is found in the
same way.
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