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• We present an improved group-based rating method for online ranking user reputation in terms of the user preference (PGR).
• By grouping users according to their mapped ratings, users are assignedwith high reputation if they always fall into large rating groups.
• The AUC values of the PGR method can reach 0.9842 for malicious spammers, outperforming the traditional group-based method.
Identifying online user reputation is significant for online social systems. In this paper,
taking into account the preference physics of online user collective behaviors, we present
an improved group-based rating method for ranking online user reputation based on
the user preference (PGR). All the ratings given by each specific user are mapped to the
same rating criteria. By grouping users according to their mapped ratings, the online user
reputation is calculated based on the corresponding group sizes. Results for MovieLens and
Netflix data sets show that the AUC values of the PGR method can reach 0.9842 (0.9493)
and 0.9995 (0.9987) for malicious (random) spammers, respectively, outperforming the
results generated by the traditional group-based method, which indicates that the online
preference plays an important role for measuring user reputation.
1. Introduction
Evaluating online user reputation in terms of the physics of their rating behaviors is of great significance for the online
rating systems [1–5]. The ratings given to an object play an important role for other users’ decisions. However, the ratings
given by different users have their specific meaning since users have their specific interests and tastes [6–9].
Various reputation generation methods have been proposed. Laureti et al. [10] designed an iterative refinement (IR)
method to measure online user reputation, where the user’s reputation is inversely proportional to the difference between
his ratings and the corresponding objects’ estimated quality. The object quality and the reputation can be iteratively updated
until they become stable. Zhou et al. [11] developed a correlation based ranking method (CR), where the user’s reputation
is determined by the Pearson correlation coefficient between his ratings and the objects’ calculated quality. Liu et al. [12]
presented an improved iterative algorithm for online ranking object quality and user reputation in terms of the user degree
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Fig. 1. A illustration of the PGR method. The arrow marks the step of the procedure. (a) The original bipartite network of the online rating system. (b) The
corresponding rating matrix, A. The column and row correspond to objects and users, respectively. The symbol ‘‘-’’ stands for a non-rating. (c) After using
a mapped method (riα − μi)/(rmaxi − rmini ) to transform ratings, the mapped matrix B is established. (d) The new rating matrix D, transformed by matrix B
referring to the class interval τ . Take o3 as an example. τ = (0.50 + 0.50)/5 = 0.20, r ′13 ∈ [−0.50,−0.30), r∗13 = 1. (e) The groups of users, F , after being
grouped according to their processed ratings. Take o3 as an example. As u1 and u3 rated 1 to o3, they are put into group F1,3. (f) The sizes of groups, G, G1,3
= 2 according to F1,3 = {u1, u3}. (g) The rating-rewarding matrix, H, established by normalizing G by column, e.g., H1,3 = 2/(2 + 1 + 2) = 0.40. (h) The
rewarding matrix, Z, obtained by matrix D and H. The rewarding that user i obtain from his rating r∗iα is defined as Ziα = Hsα , where r∗iα = rs , e.g. r∗13 = 1,
Z1,3 =H1,3= 0.40. (i) The reputation matrix R. Take u3 as an example, R3 = μ(Z3)/σ (Z3) = 3.38.
(IRUA). The non-iterative online user reputation ranking methods are also discussed. Gao et al. [13] proposed a group-based
ranking method (GR) by grouping users according to their ratings, where the user reputations could be determined by the
corresponding group sizes, which is more accurate and robust than the CR method for the spamming attacks. Recently, Liu
et al. [14] presented a ranking method based on the beta distribution (RBPD), where the user reputation is calculated as the
probability that their ratings consistent with the main part of all user opinions.
Different users have different rating preference [14], some users prefer to give high ratings and others prefer to give low
ratings. Liu et al. [9] found that besides the common tastes, more importantly, online users have their specific tastes. Hou
et al. [15] empirically investigated the memory effect of online ratings and found that the user selecting behaviors could
be regenerated by a Markovian model. Zhang et al. [16] found that large-degree users are stricter with their ratings so that
they usually prefer to give lower ratings whatever the objects are, and vice versa. It should be noticed that the GR method
calculated the online user reputation based on the idea that the rating value given by different users represents exactly
same preference regardless the preference diversity. Inspired by the idea that the online user should be divided into groups
according to their specific preference, in this Letter, we present an improved group-based rating method to measure online
user reputation based on the user preference, namely PGR method. Firstly, all the ratings given by each specific user are
mapped to the same rating criteria. Then, by grouping users according to their processed rating, we put users who gave the
same ratings to one object into one group. Finally, the online user reputation could be calculated based on the corresponding
group sizes. The experimental results for the MoiveLens and Netflix data sets show that the PGR method is more accurate
and robust than the original group-based ranking method for the spamming attacks.
2. The PGR method
The online rating system can be described by a weighed bipartite network, where the users are denoted by set U =
{u1, u2, . . . , um}, objects are denoted by setO = {o1, o2, . . . , on}, and the links between the user and object sets, are indicated
by E = {e1, e2, . . . , el}. Here, we use Latin and Greek letters, respectively, for user-related and object-related indices. The
degrees of user i and object α are denoted as ki and ρα . The bipartite network can be described as a rating matrix A, where
the element riα ∈ Ω = {r1, r2, . . . , rz} is the rating given by user i to object α. We use r1 and rz to represent minimum and
maximum ratings, respectively, for online system. The reputation of user i is denoted as Ri.
Since different users have different rating preference, where some users tend to give high ratings and others tend to give
low ratings. The quantity r ′iα is defined as the mapped rating for the original rating riα , from which one can discover the














if rmaxi = rmini
0 if rmaxi = rmini ,
(1)
where μi, rmaxi and r
min
i denote the average, maximum and minimum ratings user i given, respectively. We get a mapped
rating matrix B = {r ′iα}. Specifically, for the users who always give the same ratings, their ratings are set to 0.
Step 2: We calculate a class of interval τ :
τ = r
′
max − r ′min
l
, (2)
where r ′max and r ′min denote the maximum and minimum mapped ratings given by all users, l is defined as the numbers of
rating values for the online rating system. Then a new rating matrix D = {r∗iα} could be constructed by transforming the
mapped ratings to online ratings, [r ′min, r ′min + τ ), [r ′min + τ , r ′min + 2τ ), . . ., [r ′min + (l − 1)τ , r ′max] corresponding to r1, r2, . . .,
rz .
Step 3: Users who gave the same rating to one object belong to the group Fsα:
Fsα = {ui|r∗iα = rs}, (3)
Step 4: We calculate the number of users who gave the rating rs to object α Gsα = |Fsα|.




where ρα is the degree of object α.
Step 6: Based on the rating-rewarding matrix H and the new rating matrix D, we established a rewarding matrix Z. The
rewarding that user i obtain from his rating r∗iα is defined as Ziα = Hsα , where r∗iα = rs.
Step 7: The reputation of users is correlative with their rewarding vectors. As a user whose average rewarding is small
should have a lower reputation, because most of his ratings are deviated from the majority. In addition, if the rewarding
varies largely, he also get a lower reputation for his unstable rating behaviors. In terms of the above process, the reputation

















The calculation process of the PGR method is given in Fig. 1.
3. Data and metric
We investigate the performance of the PGR method for two empirical data sets: MovieLens and Netflix. The MovieLens
data set is released by the GroupLens project at University of Minnesota (www.grouplens.org). The MovieLens ratings are
given by the integer rating scale from 1 to 10 and each user has at least 20 ratings. Netflix is a data set provided by the
DVD rental company Netflix for its Netflix Prize contest (www.netflixprize.com). The Netflix ratings are given by the integer
ratings scaling from 1 to 5. We sampled and extracted a smaller data set from the original data set, respectively, by choosing
users who have at least 20 rating and the movies are rated by at least one of these users. The basic statistics of data sets are
summarized in Table 1.
3.1. Artificial spammers
There are two types of distorted ratings commonly existing in real online rating systems, namely, random ratings
and malicious ratings. The random spammers who like to give casual ratings without reasons [7,17]. The malicious
spammers always give maximum (minimum) allowable ratings to push up (down) certain target objects. These dishonest









Basic statistical properties of the MovieLens and Netflix data sets. m is the
number of users, n is the number of objects. The quantities 〈ku〉 and 〈ρo〉 de-
note the average degrees of users and objects. The Sparsity is the proportion
of the number of links in the maximum possible number of links.
Data set m n 〈ku〉 〈ρo〉 Sparsity
MovieLens 668 10325 158 10 0.015
Netflix 4323 13250 205 67 0.012
spammers [19–21]. In fact, we are unable to pick up spammers from all users in advance. To test the performance of different
ranking methods, we put two types of artificial spammers( malicious or random) into the real data sets.
In the calculation process, we randomly select d users as spammers and replace their original ratings with distorted
ratings: (i) integer r1 or rz with the same probability (i.e., 0.5) for malicious spammers, and (ii) random integers in
r1, r2, r3, . . . , rz for random spammers. The activities of spammers is denoted as p = k/n, where k is the degree of each
spammer. The ratio of spammers is denoted as q = d/m.
3.2. Evaluation metric
The AUC metric [22] is introduced to measure the accuracy of ranking methods. To calculate the AUC value, one should
randomly pick a spammer and a normal user to compare their reputations at each time. After s times of independent
comparisons, we record s1 as the number of times in which the spammer has a lower reputation, and s2 as the number
of times in which the spammer and normal user have the same reputation. In short, the AUC value can be described as the
probability that the reputation of a randomly chosen spammer is lower than that of a randomly chosen normal user. The
final AUC value is calculated as
AUC = s1 + 0.5s2
s
. (8)
When AUC = 1, all the spammers are ranked lower than the normal users. While AUC = 0.5 indicates all the users and
spammers are ranked randomly.
Whenwe evaluate the online user reputation, there is an intuition that a user with lower reputation should have a higher
rating error and vice versa. In other words, if the calculated reputation Ri is negatively correlated with the rating error δi,
the method can be considered well-performed. In this Letter, the rating error of a user is defined as the degree of deviation
after comparing the estimated objects quality Q α and the rating riα . Here, we take the average rating as objects quality Q α .
Mathematically, the rating error of user i is defined as
δi =
∑
α|riα − Q α|
ki
, (9)
where Q α =
∑
i∈Uα riα/ρα is the average rating of object α, and Uα is the user set who gave ratings to object α. The Pearson











wherem is the number of users, σR and σδ represent the standard deviations of the reputations and rating errors of all users,
respectively. Meanwhile, the quantities R and δ are their mean values. The Pearson correlation coefficient C canmeasure the
reliability of a ranking method. The higher the correlation is, the more reliable the method is.
4. Results
To compare the performance of different ranking methods, we calculate the Pearson correlation coefficient C between δi
and Ri. For the MovieLens and Netflix data sets, the correlation C = −0.559 (−0.354) and −0.845 (−0.684) for the PGR (GR)
method. We can find that both two methods assign a high reputation to users of low rating errors and a low reputation to
users of high rating errors. The larger negative correlation indicates that the PGR method is better for evaluating the online
user reputation.
4.1. Reputation evaluation
We investigate the robustness of the PGR and GR methods for different ratio of objects rated by spammers p and ratio
of spammers q. When p = 0.01 and q = 0.02, the result shows that the AUC values of the PGR method can reach 0.9842
(0.9493) and 0.9995 (0.9987) for malicious (random) spammers for the MovieLens and Netflix data sets, respectively, which








Fig. 2. The AUC values of the PGR and GR methods for the MovieLens data set, where the parameters q and p are ratio of spammers and ratio of objects
rated by spammers, respectively. The subplots (a)–(c) show the AUC values for the malicious spammers, the subplots (d)–(f) show the AUC values for the
random spammers. One can find that the AUC values of the PGRmethod are larger than those of the GRmethod for different parameters p and q. The results
are averaged over 100 independent realizations.
Fig. 3. The AUC values of the PGR and GRmethods for the Netflix data set, where the parameters q and p are ratio of spammers and ratio of objects rated by
spammers, respectively. The subplots (a)–(c) show the AUC values for the malicious spammers, the subplots (d)–(f) show the AUC values for the random
spammers. One can find that the AUC values of the PGR method are larger than those of the GR method for different parameters p and q. The results are
averaged over 100 independent realizations.
one can find that for both malicious and random spamming attacks, the AUC values of the PGR method are larger than the








Fig. 4. The AUC values of different user groups for the MovieLens and Netflix data sets. The subplots (a) and (b) show for malicious spammers, the subplots
(c) and (d) show for random spammers. According to degree intervals [0, 100), [100, 300) and [300, kmax], all users (G4) are divided into three groups,
namely, G1, G2 and G3. For theMovieLens data set, one can find that the AUC values of the PGRmethod are larger than the ones obtained by the GRmethod
except for small-degree users for random spammers. For the Netflix data set, the AUC values of the PGR method are larger than GR method in each group
for both malicious and random spammers. The PGR method outperforms than the GR method in ranking all users. The parameter p = 0.01, q = 0.02. The
results are averaged over 100 independent realizations.
Table 2
The AUC values of different parameters l (l = 2, 4, 5, 8, 10) for the MovieLens and Netflix data sets. One can find that the AUC value reach the largest value
when l = 5 for both malicious and random spamming attacks. The AUC value of the PGR method for the empirical data sets with p = 0.01, q = 0.02. The
results are averaged over 100 independent realizations.
Data set Malicious spammers Random spammers
2 4 5 8 10 2 4 5 8 10
MovieLens 0.9108 0.9792 0.9921 0.9881 0.9842 0.8835 0.9482 0.9752 0.9567 0.9493
Netflix 0.9376 0.9993 0.9995 0.9927 0.9965 0.9261 0.9982 0.9987 0.9983 0.9969
from which one can find that for malicious and random spammers the AUC values of the PGR method are also larger than
those of the GR method.
Users with different degrees have different characteristics in online rating systems [9,23].We explore the performance of
the PGR and GR methods for users with different kinds of degrees. Since only a small number of users have large degrees, to
trade off the number of users in each group, all users (G4) are divided into G1,G2 and G3 groups according to degree intervals
[0, 100), [100, 300) and [300, kmax], where kmax is the maximum value of the user degree ki. The AUC values are calculated by
using the PGR and GRmethods for each group. Fig. 4 shows the AUC values of the PGR and GRmethods in each of groups for
the MovieLens and Netflix data sets. For the MovieLens data set, we find that the AUC values of the PGR method are larger
than those of the GR method except for small-degree users for the random spammers. For the Netflix data set, the results
show that, in each group, the AUC values of the PGR method are larger than the ones obtained by the GR method for both
malicious and random spammers.
4.2. The different numbers of rating values
For the MovieLens and Netflix data sets, the users could rate objects in 10 and 5 discrete values. Different numbers
of rating values may affect the performance of the PGR method. We investigate the AUC values of the PGR method with
different parameter l. Table 2 shows the results, from which we can find that one has the highest AUC values when l = 5,








5. Conclusion and discussions
In this Letter, we propose an improved group-based rating method (PGR) for identifying online user reputation based on
the specific tastes for different users. Firstly, wemap all ratings to the same rating criteria. Then, by grouping users according
to their processed ratings, a rating-rewardingmatrix is establishedbasedon the corresponding group sizes. Finally, the online
user reputation is defined as the inverse of dispersion of frequency distribution of his rewarding vector. The experimental
results for the empirical networks show that the AUC values of the PGR method can reach 0.9842 (0.9493) and 0.9995
(0.9987) for the malicious (random) spammers for the MovieLens and Netflix data sets when p = 0.01, q = 0.02, where
the parameters q and p are ratio of spammers and ratio of objects rated by spammers. Meanwhile, extensive experiments
show that the PGR method outperforms the GR method in resisting spamming for different parameters q and p. In addition,
we explore the effects of different numbers of rating values for the PGR method. When the number of rating values l =
5, the AUC values reach the largest values 0.9921 (0.9752) and 0.9995 (0.9987) for malicious (random) spammers for the
MovieLens and Netflix data sets, respectively, which suggests that 5 rating values outperforms other groups in reputation
identification for the PGR method.
Although the PGR method could outperform the traditional GR method, there are still some points which should be
addressed in the future work. Different objects have different popularity mechanisms [24]. Since the performance of the
reputation identification also depends on the object quality measurement, the influence of the popularity dynamics for the
online user reputationmeasurement should be investigated. In this Letter, the ratingmap function introduced in Eq. (1) helps
to increase the performance. How to find the concreteway tomap the user preferencemore objectively is another promising
way. More importantly, how to design an adaptive reputation system to objectively reflect the real reputation of users in
terms of their interest evolution [14,25] and research the influence of community structures [26] would be investigated in
the future.
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