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Abstract 
Integrating near real-time measurements with online simulation algorithms is a great improvement for better operation and 
control of large Water Distribution Systems. This paper is focused on the development of a software component aimed to 
manage the behavior of different online calculation algorithms by controlling the information flow in an online calculation 
context. Presented results can additionally be used for emulating a real time transmission of data coming from a water network 
in order to help other researchers to test online calculation algorithms. 
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1. Introduction 
Integrating near real-time measurements with online simulation algorithms is a great improvement for better 
operation and control of large Water Distribution Systems (Machel et al., 2010; Preis et al., 2009). Several 
applications can be derived by including other online calculation algorithms combined with online simulations. 
Online calibration of models, the identification of contaminant sources or just the support for real-time decision 
making are among the applications that can be better approached in an online context (Preis et al., 2012; Deuerlein 
and Wolters, 2011). 
Online simulations of water distribution systems require a “flexible” and “intelligent” way to interchange 
information between analysis engines, databases and external calculation algorithms like, for example, the one 
used for calibrating models online. A component in charge of managing the information interchange should be 
“flexible” in order to be easily configurable for working under different conditions. The component should be also 
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somehow “intelligent” because it will be required to do more than just “moving” data from one place to another 
one.   As a solution a software component named SirOPCDrive was developed for driving what and how 
information can be interchanged among the different software components participating in an online calculation 
task. Details of how this tool was developed are presented in this paper. 
 
2. System Architecture 
SirOPCDrive is intended to be integrated in a software system that includes an Object Linking and Embedding 
for Process Control (OPC)-server. Most of the information interchanged among components by means of 
SirOPCDrive will make reference to its corresponding OPC-item in the OPC-server. This information could be 
divided into four main types: 
• Data needed as input for the calculations: SirOPCDrive will manage input data coming from sensors that should 
be included in online calculations. This management involves forwarding data to different software components 
requesting it. 
• Calculation results: They will be more likely to be written into a database. Nevertheless if any calculation result 
is significantly important and need to be available for different components then it could be included to be 
managed directly by SirOPCDrive. 
• Action keys to be interpreted by different software components in order to perform desired tasks: Actions 
intended to manage simulations can be additionally sent through OPC items by pairing actions with key values 
predefined by users. The component that drives the simulations, in this case an instance of SirOPCDrive, 
redirects the action key to the corresponding algorithm in charge of its execution. 
• Status information to be written back to the OPC server in order to know the state of executed tasks (or tasks 
under execution) 
After an action or calculation has been executed, the component driving the simulation updates the status of the 
execution in a determined OPC item in order to share with other OPC clients the processed actions. In this 
approach, despite some calculations results can be sent to the OPC server, the big mass of results is designed to be 
saved in a database. Sending the corresponding action key to save results in a database is also a task performed by 
the component driving the simulations since it is the only one aware of the status of the rest of the components 
involved in the calculation process. 
The architecture of the system was designed to make viable the inclusion of new algorithms that could work 
connected to the online calculations process without making changes in the core of existent software/components. 
Orchestrating all components implies a checking of conditions to know when a calculation should start or stop or 
when some data should be transferred. Taking actions based on conditions was integrated in the nature of 
SirOPCDrive in a configurable way. A set of actions in SirOPCDrive is always encapsulated into a command and 
each command has a set of conditions to be checked before performing its corresponding set of actions. In this 
context actions are understood as the possibility to write certain values or “move” certain data in order to 
interchange information between two components involved in an online calculation process.  
All desired commands and the information related to them should be included in a configuration file with 
Extensible Markup Language (XML)  format to be read by SirOPCDrive. Users should consider their hardware 
limitations if too many commands are desired to be included. Note that commands will be running in parallel but 
the amount of core processors is limited; a big activity in too many commands at the same time could create a 
bottleneck in the computer where the software is running. 
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Each command by default will have a start datetime, an end datetime and a frequency to be repeated. Also 
commands hold a group of conditions and a group of actions. Actions will be executed only when the conditions 
are met. Every time the command is “repeated” (based on its repetition frequency) conditions will be tested and if 
all conditions are met then the actions will be executed. This process is represented in the following diagram (fig. 
1.):
Fig. 1. Execution process of a command. 
Conditions that could be contained in a command in order to be verified before action executions can be 
subdivided into two main types: 
• Conditions to check if the value of certain OPC-item is:  >, >=, =, <=, <, <> compared with a determined 
(predefined) value or with the value of another OPC-item that could come from the same OPC-server or from a 
different one. 
• Special conditions affecting the rest of conditions and with a higher priority. This type of condition can be used 
to force the execution of a command even if the rest of conditions are not fulfilled. They get into action when 
after a determined period of time, at least one condition has not been fulfilled and the command has not been 
executed. 
2.1. Functional view of SirOPCDrive 
The central functional unit in SirOPCDrive is the mentioned command. When SirOPCDrive starts, it reads its 
configuration file, creates instances of all commands defined by the user in the file and launches the execution of 
each command in a separated thread. The idea of using commands gives the possibility to extend conveniently the 
functionalities of SirOPCDrive. By using commands: 
• The system is able to read the value of OPC-items and copy them into other OPC-items from the same OPC-
server or from a different one.   
• A timestamp can be written in some specific OPC-items predefined by users. 
• Values could be copied from a database into its corresponding OPC-items. 
• A group of values “located” in a specific time frame could be read from a database and then the values could be 
written to their corresponding OPC items in an OPC Server. The time frame will be “moved” a “delta time” 
whenever this action is executed. 
Command is started 
Check conditions to perform actions 
All conditions fulfilled 
Execute actions Wait for the next execution 
time of the command Wait until next 
rechecking time 
All conditions 
are not fulfilled 
1186   I. Montalvo Arango and J. Deuerlein /  Procedia Engineering  70 ( 2014 )  1183 – 1191 
 
• If an error (for example, the disconnection of a server) or bottleneck appears (many “desired tasks” trying to be 
executed at the same time with an insufficient hardware) the user is notified via a log file and a message in the 
application console.
SirOPCDrive is designed to work with autonomy after reading its configuration file. Users can stop it just by 
following the instructions given at the application console. A complicated Graphic User Interface (GUI) has been 
avoided since most of the work done by SirOPCDrive should happen without user interaction. A minimal console 
application was implemented just with the intention to start and stop SirOPCDrive and to show important 
notifications if required. Details of any situation will be written directly in the log file that is by default located in 
the same directory of the executable file (siropcdrive.exe). Different levels of specification/details to be used in the 
log file can be defined in the configuration file.
2.2. Software context where SirOPCDrive is inserted
With a high level of abstraction the next diagram represents the software context where SirOPCDrive is 
inserted. Note that several instances of the components shown in the diagram could be running at the same time.
SirOPCDrive instances 
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Fig. 2. General context where SirOPCDrive is introduced. 
If connections with a Scada System or sensors are eliminated from the diagram it would not be possible to 
receive online information from the real water supply network. Nevertheless, an instance of SirOPCDrive can still 
pull data from a database and push it into an OPC-server instance emulating the behavior of data coming from 
sensors. This idea and how useful it could be is explained in the following sections. 
3. Component applications 
3.1. Replay Function 
Being able to “replay” what happened in a water network during a determined period of time is a great 
advantage from two main points of view. First, in an online context it may be convenient to review what happened 
some time before the current state of the network. For example the online identification of contamination sources 
in the network requires not only the current state of the network but also how the situation has evolved in time. 
Second, in an offline context it makes sense to reproduce previous states of the network in order to analyze specific 
situations or in order to test online algorithms under development before going to a production environment. 
The design of the software component developed in the context of this work includes the possibility to perform 
the mentioned replay function. The process is represented in the following schema: 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. General context where SirOPCDrive is introduced. 
SirOPCDrive reads the information from a database using predefined time intervals. The information is passed 
to an OPC-Server emulating what happens when the measurements travel from sensors located in the network to a 
central OPC-Server. Once the information arrived in the server it is transmitted to all clients connected to it. Those 
clients should then pass the information to the corresponding calculation algorithms and start calculations when 
required. 
The configuration of SirOPCDrive includes the definition of the time interval to send data to the OPC-Server as 
well as a time frame used to retrieve data from the database. The following representation shows how the 
configuration of a command can be done in SirOPCDrive using a file in XML format: 

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Fig. 4. Command configuration example. 
This configuration tells the system to execute a command every 4 seconds starting at “03.08.2015 10:00”. No 
conditions are defined and this means that the command will be executed every time unconditionally. The actions 
defined indicates that the command should retrieve data from a database corresponding to the connection 
“connection1” and send it to the OPC-server corresponding to the connection “opc1” every time the command is 
executed. The first time it will take information from “11.07.2010 00:00” to “11.07.2010 00:03”. The second time 
the system will retrieve all data from the database corresponding to the period from “11.07.2010 00:03” to 
“11.07.2010 00:06”. Note that the period was automatically moved 180 seconds and the next time the system takes 
data from the database, the period will be moved again by the same interval. It may happen that in this time frame 
several values from the same OPC-item appear in the data retrieved from the database. In this cases the last value 
corresponding to each OPC-item will be choose. Additionally, the current end time value used to retrieve data from 
the database is written to an OPC-item. This way, users and other applications connected to the OPC-server can be 
aware of the process being executed. 
OPC-items could also have initialization values to be assigned at the very beginning of the replay function. The 
configuration file defines a period in the database that can be used to retrieve initialization values from each OPC-
item involved in the process. In the case of the previous example the period is defined starting at “09.07.2010 
00:00” and ending at “10.07.2010 23:59:59”. If a value is found in the mentioned initialization period then that 
value will be used, otherwise the default initialization value defined for each single item will be used. 
3.2. Synchronizing information before starting calculations 
In an online context the transmission of data from a sensor to a final OPC-server can be done using different 
ways. In some cases the communication happens using General Packet Radio Service (GPRS) and in other cases it 
is possible to use an internet cable connection. In situations where different communications methods are used at 
the same time it is convenient to wait until the information coming from slower communications channels arrives 
before starting calculations. This waiting process is not included in the standards of OPC-server and that´s why it 
was developed as another feature of SirOPCDrive.  
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The same principles can be applied to wait until some algorithms finish their tasks before starting other 
processes or tasks. Once a task is finished, a confirmation is sent back to the OPC-server through an instance of 
OPC-drive. Writing the information in the OPC-server can fire the execution of additional actions which 
conditions are subordinated to the values written.  
3.3. Online simulation plus calibration 
After sensor measurements are written in the OPC-server and all synchronization condition are fulfilled, the 
commands in SirOPCDrive will be ready to perform several online calculations. Starting the calculation can be 
done manually by users writing the corresponding key value at the corresponding item in the OPC-server. The 
process can be also started automatically by a command of SirOPCDrive running in a loop and knowing the 
information related to the key value needed to be written. 
Calibration in an online context is intended to better approximate values typically changing with time. A typical 
example is the estimation of water demands in the network (Hutton et al., 2012). Once a simulation is executed, a 
call to the calibration algorithm should be done in order to improve results coming from online simulations. The 
process can be described with the following steps: 
1. The calibration algorithm receives from an instance of SirOPCDrive the calibration command and the 
measurement values to be used for comparisons in the calibration process. 
2. The calibration algorithm calls the analysis engine to get results of a network simulation using the data currently 
available. 
3. Analysis results are sent back to the calibration algorithm by the analysis engine. 
4. After analysing the simulation results, the calibration algorithm changes conveniently the values of the 
calibration decision variables in order to make the network model closer to the measurement values received. 
5. The calibration algorithm decides if it gets back to step 2 or just goes on to the next step. This decision is based 
on the difference between the simulation results and the measurements obtained. If the difference is bigger than 
certain permissible value then the calibration algorithm will get back to step 2. 
6. Calibration algorithm status will be sent back to OPC-server through an instance of SirOPCDrive. The 
information also includes the values of calibrated variables.  
7. Calibration algorithm results will be sent to the calculation engine instance in order to update its model taking it 
to a “calibrated” state.  
It should be noted that different components involved in the online calculations could be interchanging 
information without sending it through an instance of SirOPCDrive and without sending it to the OPC-server. It 
should happen this way whenever possible because it helps to reduce the workload in the instances of 
SirOPCDrive and the OPC-server.  
3.4. Alarm generation and online source identification 
Possible presence of contaminants in water distribution network is always a topic to be taken very carefully into 
account because of the high impact it could have on the health of a significant amount of people (Ostfeld and 
Salomons, 2005). Modern techniques of data analysis can help a lot to identify anomalies quickly in a water 
network. Most of those techniques requires a training phase to identify what a normal state could be and what 
should not be considered a normal state. 
SirOPCDrive is a perfect tool for helping data analysis algorithm to be trained in order to identify anomalies in 
a water network. The replay function previously described in this paper play the central role for solving this task. 
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Once a data analysis algorithm is trained offline it could be connected to an instance of SirOPCDrive receiving 
data online. 
The combination of a component for alarm generation, an algorithm for the identification of contaminant 
sources and an online simulation engine is very powerful when combined with the features of SirOPCDrive. Every 
time the online simulation engine confirms that a calculation has been finished, SirOPCDrive can automatically 
indicate to the alarm generation component to check the state of the network. If an anomaly is identified the alarm 
generation component will notify it to SirOPCDrive. At this point SirOPCDrive will forward the information to the 
algorithm for the identification of contaminant sources to start analyzing the situation. At the same time, users will 
be notified and SirOPCDrive will also send information about the situation to any other component involved in the 
online calculation.  
4. Conclusions 
Applications of computer sciences and technologies of informatics and telecommunications to the management 
of water distribution networks make a big difference on how these systems can be operated. Information measured 
in a network can be combined with an analysis engine for presenting to decision makers a state of the network very 
close to the current reality. One step further is the automatic inclusion of different algorithms to identify anomalies 
in networks providing also additional information for better understanding existent scenarios. 
From the technical point of view, the experience of this work highlight the convenience of using a well 
distributed software architecture. Good options were found on the use of Microsoft technologies based on .Net 
framework and Windows Communication Foundations. A significant importance has had also a clean definition of 
interfaces for all software components. It has made possible to better divide the workload of software development 
since different components can be independently developed without collisions once their interfaces are well 
defined. From the experience during this phase of development it should also be said to avoid the use when 
possible of different technologies because it implies most of the time additional efforts to bring components 
developed with different technologies to a common objective. 
This paper describes the main ideas used in the design and implementation of a software component focused on 
driving online calculation in water distribution networks. The research done is part of the SMaRT-OnlineWDN 
project (SMaRT-OnlineWDN, 2013) which is still under development. This paper has pretended to share the 
experience with other authors and highlight some of the applications that can be done following the ideas 
proposed. Efforts similar to the work presented are recommended to be carried out in teams of professionals from 
different disciplines. This is the best way to achieve systems for supporting smarter cities in the future.  
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