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Analyzing data from dynamical systems often begins with creating a reconstruction of the tra-
jectory based on one or more variables, but not all variables are suitable for reconstructing the
trajectory. The concept of nonlinear observability has been investigated as a way to determine if a
dynamical system can be reconstructed from one signal or a combination of signals [1–5], however
nonlinear observability can be difficult to calculate for a high dimensional system. In this work I
compare the results from nonlinear observability to a continuity statistic that indicates the likeli-
hood that there is a continuous function between two sets of multidimensional points- in this case
two different reconstructions of the same attractor from different signals simultaneously measured.
Without a metric against which to test the ability to reconstruct a system, the predictions of
nonlinear observability and continuity are ambiguous. As a additional test how well different signals
can predict the ability to reconstruct a dynamical system I use the fitting error from training a
reservoir computer.
Analysis of a dynamical system often begins
with reconstructing a trajectory for the system
from one signal using a delay or differential em-
bedding. In some cases, the signal picked for the
reconstruction does not contain enough informa-
tion about the entire system to make an accurate
reconstruction. The concept of observability was
initially developed for linear systems. Observabil-
ity may be calculated from the Jacobian of a dif-
ferential embedding based on one of the signals; if
the Jacobian does not have the full rank of the dy-
namical system, the signal can not reproduce the
full trajectory. The concept of observability was
extended to nonlinear systems, but the nonlin-
earities can make calculation of the observability
difficult for higher dimensional systems.
Continuity is a fundamental quantity from
mathematics that can be used to determine if
there is a continuous function f between two sets
of multidimensional data. Continuity can be used
to answer the same question asked by observabil-
ity.
Measures of continuity and observability for dy-
namical systems have been developed, but with-
out a way to test whether these measures are
correct, their application has been ambiguous.
Reservoir computing is an offshoot of machine
learning that trains a dynamical system to fit a
signal based on an observation. For this work, a
reservoir computer is used as an additional how
accurately the observed signal can be used to
reconstruct a dynamical system. The reservoir
computer is driven with an input signal and is
trained to fit one or more training signals. The
fitting error is used as a measure of how well the
training signals can be reproduced from the input
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signal. The three different types of measurement,
observability, continuity of reservoir computers,
measure different things, so their results do not
always agree.
I. INTRODUCTION
Can one reconstruct a nonlinear dynamical system
based on observations of only one variable? Generically
the answer from Takens’ theorem is yes, but there are
situations where a signal may not be able to reconstruct
the dynamical system. Letellier, Aguirre and and col-
laborators have been developing various ways to use the
concept of nonlinear observability to determine if a sig-
nal is sufficient for reconstructing an entire dynamical
system [1–5]. In some cases the nonlinear observability
agrees with known properties of the dynamical system,
but in other cases the interpretation of this statistic is
more complicated. The difficulty of computing nonlinear
observability for higher dimensional systems led to the
development of symbolic observability [5] or methods to
compute observability from time series [3].
In this paper I compare the symbolic observability to
a continuity statistic that helps to indicate if there is a
continuous function between two reconstructed dynami-
cal systems [6]. It has been shown that reservoir comput-
ers can reconstruct dynamical systems [7], so I use the
fitting error of a reservoir computer [8] as an additional
statistic against which to judge reconstructions. What I
find is that the three different statistics can give different
results because they measure different things. The ob-
servability statistic indicates if a differential embedding
based on a particular variable is full rank, and continu-
ity measures if one variable is predictable from another.
There is as yet no good theory for reservoir computers,
so is is hard to say what reservoir computers measure.
By reconstructing a dynamical system from one signal,
I mean that a signal s(t) from a dynamical system has
been digitized and stored. The dynamical system is
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2reconstructed through the method of delays [9]: a series
of delay vectors is created from s(t), where the vectors
are s1 = [s (1) , s (1 + τ) , . . . s (1 + (d− 1) τ)] , s2 =
[s (2) , s (2 + τ) , . . . s (1 + (d− 1) τ)] , . . . and so on,
where the embedding dimension is d and the embedding
delay is τ . The delay vectors, when plotted in a phase
space, make up the reconstructed attractor.
First the three different statistics will be described.
Nonlinear observability uses the equations for a dynami-
cal system to determine if an embedding based on a par-
ticular variable has the same number of dimensions as
the original dynamical system; if the embedding is lower
dimensional, the full dynamical system can not be recon-
structed. Continuity describes if knowing the location of
a set of points on one dynamical system (which can be a
full attractor or an embedding) leads to knowledge about
where those points are on a different system, which could
be the full system or an embedding based on a different
variable. A reservoir computer is a high dimensional dy-
namical system, usually created by coupling together a
network of nonlinear nodes. The reservoir computer is
used to fit a training signal, and the statistic used is the
error in fitting the training signal.
After the three statistics are described, they are ap-
plied to 5 different dynamical systems; a Ro¨ssler system,
a Lorenz system, a Chua system, a hyperchaotic Ro¨ssler
system and a He´non-Heiles system. The results are tabu-
lated in two ways; first by comparing embeddings based
on individual components to the entire dynamical sys-
tem, and then by comparing embeddings based on one
signal to embeddings based on a different signal from the
same dynamical system.
II. NONLINEAR OBSERVABILITY
Nonlinear observability is defined in [10] (based on
Kalman [11]): Σ is a control system:
x˙ = f (x, u)
Σ :
s(t) = h (x)
(1)
where x represents the dynamical variables, u is a control
signal and h(x) is an observer. If the dimension of the
state space m of Σ is too small, then Σ may not be able
to distinguish between different states in the real system.
The observability can be calculated from the Lie
derivatives of the observer.
s˙ (t) =
d
dt
h (x) =
∂h
∂x
f (x) = Lfh (x) (2)
Lfh(x) is the Lie derivative of h along the vector field
f . The zero’th order Lie derivative is L0fh (x) = h (x)
and the higher order Lie derivatives are
Ljfh (x) =
∂Lj−1f
∂x
f (x) (3)
For a system with m dimensions,
Os (x) =

∂L0fh(x)
∂x
...
∂Lm−1f h(x)
∂x
 (4)
The system is observable if the rank of Os(x) = m.
Letellier [2] points out that the observability matrix
Os(x) is also the Jacobian for a differential embedding of
x. If this Jacobian matrix for a particular observer has
singularities, then it will not be possible to reconstruct
the system from that variable. Letellier uses an observ-
ability index θs(x) based on the eigenvalues of O
T
s Os and
first defined in [12],
θs (x) =
∣∣λmin [OTs Os, x (t)]∣∣
|λmax [OTs Os, x (t)]|
(5)
where the eigenvalues are evaluated at x(t). The ob-
servability index for a differential embedding from a par-
ticular variable is the average of θs(x) over the entire
trajectory.
Calculation of the observability for higher dimensional
systems is complicated, so Bianco-Martinez et al. [5]
refined the concept of symbolic observability. Symbolic
observability replaces the terms in the Jacobian of the
differential embedding with symbols that divide the Ja-
cobian terms into 4 types; null, constant, polynomial and
rational. The observability can be calculated from the
determinant of this symbolic Jacobian. The symbolic
observability, denoted ηs, will be used in this paper.
III. CONTINUITY
The definition of continuity is adapted from [6]. We
have a mapping f from a spaceX to a space Y . We use ‖‖
to indicate the Euclidean metric. The function f is con-
tinuous at a point x0 ∈ X if for every ε > 0 there exists
δ > 0 such that ‖x− x0‖ < δ ⇒ ‖f (x)− f (x0)‖ < ε.
We proceed by choosing the Nδ nearest neighbors to x0.
Our null hypothesis is that map y = f(x) from X to Y
maps points randomly. We set the probability of a point
within δ of x0 landing within a radius ε of y0 as 0.5. We
want to know the minimum radius ε that is large enough
to reject the null hypothesis. A total of Nε of the Nδ
points will lie within a radius ε of y0. To reject the null
hypothesis with 95% confidence, the binomial distribu-
tion is used to find the minimum number of successes Nε
in Nδ trials for which the area under the distribution is
0.95, if the probability of success on one trial is 0.5. As
an example, if Nδ is 21, then Nε is 14. Table I shows
more examples of the binomial distribution.
The size of ε tells us how large of a radius the Nδ
points must fall within to reject the null hypothesis (that
the points were randomly chosen on the attractor) with a
confidence of 95%. If ε is almost as large as the attractor,
3TABLE I: Example values of Nδ and Nε from a binomial
distribution. Nδ is the number of points found within a radius
δ of an index point on the attractor in the X space, and Nε is
the number of points on the attractor in the Y space that are
necessary to reject the null hypothesis that the points were
mapped randomly from X to Y .
Nδ Nε
5 4
6 5
7 6
8 6
9 7
10 8
then there is probably not a continuous function between
the embedded signal in the X space and the embedded
signal in the Y space. A normalizing factor is necessary
to get a value of ε that is related to distance scales on
the attractor.
First, the set of Nδ points within the radius δ of
x0 is found. The indices of these points are the set
Iδ = (i1, i2...iNδ). Next, the set of distances Dy =
(‖y (i1)− y0‖ , ‖y (i2)− y0‖ , ... ‖y (iNδ)− y0‖) is found,
where the i indices are from the set Iδ. From this set of
distances, ε is the distance to the Nε’th smallest distance
in the set.
The distance to the actual Nε’th nearest neighbor to
y0 as measured in the Y space is ε0. The normalized
value of ε is
εn = ε0/ε. (6)
The normalizing factor ε0 is used as the numerator so
that smaller values of εn indicate a lower probability of
a function.The largest possible value of εn is 1.0 This
normalization is used to make it easier to compare the
continuity statistic to the symbolic observability statistic.
The largest possible value of εn is 1, which means that
points that are nearest neighbors to x0 are also nearest
neighbors to y0. A value of εn=1 indicates a high prob-
ability that y = f(x) is a continuous function. As εn
becomes smaller, the probability that y = f(x) is a con-
tinuous function is smaller. The mean value of εn over
the entire time series is
Φ =
1
N
N∑
i=1
εn (i). (7)
Figure 1 shows an example of the radii δ and ε for the
Lorenz system. The top part of fig. 1 shows the Lorenz
attractor reconstructed from the x signal with a delay
of 4. The full attractor is shown in gray, while a subset
of points that are within the radius δ of an index point
is shown in black. The bottom part of fig. 1 shows the
the Lorenz y signal plotted vs. the Lorenz x signal, so
the bottom plot is (a 2d- projection of) the full Lorenz
attractor, not a reconstruction. The attractor is plotted
FIG. 1: The top plot is the Lorenz attractor reconstructed
from the x variable with a delay of 4. The black points are a
subset of the attractor that are within a radius δ of an index
point. The bottom plot is the Lorenz x and y variables, so the
bottom plot is a 2-d projection of the full Lorenz attractor.
The black points on the bottom plot are the locations on the
full attractor of the points within the δ radius on the top plot.
in gray, while the black points show the location on the
full attractor of the points that were within a radius δ of
an index point on the attractor reconstructed from the
x signal. The set of black points on the bottom plot are
used to find the radius ε.
A. Sufficient data check
The continuity statistic does depend on having enough
data to accurately represent the attractor. As a check on
the validity of the continuity statistic, an over embedding
statistic was also developed [13]. The name ”over embed-
ding” is used because this statistic indicates that there is
not sufficient data to embed the signal in d dimensions. A
null hypothesis is proposed: the set of points within the δ
radius of the index point were chosen randomly from all
the points on the attractor. To test this null hypothesis,
4a histogram of inter-point distances ∆x on the attractor
is found. It is not necessary to include every inter-point
distance; a large sub-sample of distances is enough. The
histogram is normalized to create a probability distribu-
tion ρδ(∆x).
Given a radius δ, the probability that this δ value could
have been obtained for a random set of points from the
attractor is
pδ =
δ∫
x=0
ρδ (x) dx. (8)
The probability that the null hypothesis is true, the
points within δ were randomly distributed, is pδ. The
confidence that the null hypothesis can be rejected is
Ωδ = 1− pδ (9)
To reject the null hypothesis, we require Ωδ ≥ 0.95 .
The structure of an embedded signal may also affect
the probability of getting a certain value of ε, so the
analogous quantity for ε is computed as Ωε.
B. Choosing neighborhood size
In order to use the continuity statistic, it is necessary
to choose some value for Nδ, the number of neighbors in
the X space. The continuity statistic is a local measure-
it measures the probability of a function between local
regions on the attractor, so the radius δ should be small
enough that it only encompasses local regions on the at-
tractor. On the other hand, if δ is too small, it may be
dominated by noise or digitization errors.
A clustering algorithm was developed in [14] that
groups points by a statistic that may be loosely described
as their ”information content”. I first pick a small group
of neighboring points on the attractor. Does this group
of points reveal anything about the structure of the at-
tractor? If the group of points could have been sampled
from a random distribution, then no information about
the attractor is revealed, and I need include more neigh-
boring points until I can eliminate the possibility that
this set of points could have come from a random dis-
tribution. Given a set of points, the algorithm in [14]
finds how different in statistical terms that set of points
is from a random distribution.
For a trajectory of lengthN , N/10 points are randomly
chosen as index points, or centers for the small groups of
neighbors. The radius δ is found around each index point
by expanding a neighborhood about the index point and
comparing the distribution of points in the neighborhood
to the distribution that would be expected from a random
distribution. A small region on the attractor is divided
into K equal size bins, and the number of points in each
bin, mk is counted. The empirical probability of find-
ing a point in each bin is pˆik = mk/M , where M is the
sum of the points in all K bins. The model probability
is a constant over all K bins. Both sets of probabilities
are used to update a prior containing the least informa-
tion, and the posterior probabilities are compared using a
Kullback-Leibler divergence, [15], a commonly used mea-
sure of the difference between probability distributions.
An analytic formula for this Kullback-Leibler divergence
was derived in [14]. A penalty function of Klog2(K) must
be subtracted from this divergence function, as creating
more bins is the equivalent of overfitting the data. The
final formula for measuring how different the posterior
probability distribution inferred from the pˆik’s from the
posterior model distribution is
R (mk,K) =
1
ln 2
K∑
k=1
[
(mk − ρ0V ) · ψ(mk + 12 )− ln Γ(mk + 12 ) + ln Γ(ρ0V + 12 )
]
K
− Klog2 (K)
K
(10)
where ρ0 =
K∑
k=1
mk
/
(KV ), where V is the volume of
an individual bin, the function ψ is the digamma function
and Γ is the gamma function. The units of R(mk,K) are
bits/bin. A reasonable minimum threshold for R(mk,K)
is 1 bit/bin. For this threshold, the attractor density is
approximately constant over the K bins.
Starting with one of the randomly chosen index points
on the reconstructed dynamical system in the X space,
the d + 1 nearest neighbors are located, where d is the
embedding dimension. Equation (10) is used to find
the value of R (mk,K). If R (mk,K) < 1 bit, the
neighborhood is expanded to include more points, and
R (mk,K) is calculated again. The expansion continues
until R (mk,K) ≥ 1 bit. The radius of this set of points
is δ and the number of points in this set is Nδ. From
the set of Nδ points found on the embedded attractor
in X, Nε of those points are nearest neighbors to the
corresponding index point in Y , where Nε is determined
from the binomial probability distribution. The continu-
ity statistic may then be calculated from eq. (7).
IV. RESERVOIR COMPUTERS
It order to determine if the methods described above
indicate when it is possible to reconstruct a dynamical
system from a single variable, some type of reconstruc-
tion test is necessary. For this paper, different compo-
nents of the dynamical system are reconstructed using a
reservoir computer [7, 8, 16–18]. In [7], it is shown that a
reservoir computer can be used to reconstruct a dynami-
cal system, suggesting that a reservoir computer is a way
to test reconstruction algorithms.
Reservoir computing is a branch of machine learning.
A reservoir computer consists of a set of nonlinear nodes
5FIG. 2: Block diagram of a reservoir computer. The input
signal s(t) drives a fixed network of dynamical nodes. The
time varying signal from the nodes are fit to the training signal
g(t) by a least squares fit.
.
connected in a network. The set of nodes is driven by an
input signal, and the response of each node is recorded
as a time series. A linear combination of the node re-
sponse signals is then used to fit a training signal. Unlike
other types of neural networks, the network connecting
the nonlinear nodes does not vary; only the coefficients
used to fit the training signal vary.
The reservoir computer used in this work is described
by
dR
dt
= λ
[
αR + βR2 + γR3 + AR + Ws (t)
]
. (11)
R is vector of node variables, A is a matrix indicating
how the nodes are connected to each other, and W is a
vector that described how the input signal s(t) is coupled
to each node. The constant λ is a time constant, and
there are M = 100 nodes. For all the simulations de-
scribed here, α = −3, β = 1 and γ = −1. The matrix A
is sparse, with 20 % of its elements nonzero. The nonzero
elements are chosen from a uniform random distribution
between ±1, and then the entire matrix is normalized so
that the largest real part of its eigenvalues is 0.5. Each
row and each column of A has at least one nonzero el-
ement. The number of nodes used for these simulations
was M = 100.
The particular reservoir computer used here is arbi-
trary. The main requirements for a reservoir computer
is that the nodes are nonlinear and that the network of
nodes has a stable fixed point, so that in the absence
of an input signal the network does not oscillate [8]. A
different node type might yield different results, but the
only way to determine this is by trial and error.
Equation (11) was numerically integrated using a 4’th
order Runge-Kutta integration routine with a time step
of 0.1. Before driving the reservoir, the mean was sub-
tracted from the input signal s(t) and the input signal
was normalized to have a standard deviation of 1.
Figure 2 is a block diagram of a reservoir computer.
When the reservoir computer was driven with s(t), the
first 2000 time steps were discarded as a transient. The
next N = 6000 time steps from each node were combined
in a N × (M + 1) matrix
Ξ =

r1 (1) r1 (2) . . . r1 (N)
...
rM (1) rM (2) . . . rM (N)
1 1 . . . 1
 (12)
The last row of Ξ was set to 1 to account for any constant
offset in the fit. The training signal is fit by
g (t) =
M∑
j=1
cjrj (t) (13)
or
G = ΞC (14)
where G = [g (1) , g (2) . . . g (N)] is the training signal.
The matrix Ξ is decomposed by a singular value de-
composition
Ξ = USVT . (15)
where U is N × (M + 1), S is N × (M + 1) with non-
negative real numbers on the diagonal and zeros else-
where, and V is (M + 1)× (M + 1).
The pseudo-inverse of Ξ is constructed as
Ξinv = VS
′
U (16)
where S
′
is an (M + 1)× (M + 1) diagonal matrix, where
the diagonal element S
′
i,i = Si,i/(S
2
i,i + k
2), where k =
1 × 10−5 is a small number used for ridge regression to
prevent overfitting.
The fit coefficient vector is then found by
C = ΞinvG (17)
.
The training error may be computed from
∆RC =
‖ΞC−G‖
‖G‖ (18)
. The training error is used as a measure of how well the
training signal G may be reconstructed from the input
signal s(t) = [s (1) , s (2) , . . . s (N)].
The time constant λ determined the frequency re-
sponse of the reservoir. The time constant was adjusted
to values between 0.1 and 6 to minimize the training error
for different combinations of input and training signals.
V. COMPARISON BETWEEN DIFFERENT
STATISTICS
Symbolic observability and continuity statistics will be
computed for several different chaotic systems to see if
6they can predict the training error from a reservoir com-
puter. The observability statistic is based on differen-
tial or delay embeddings, while the continuity statistic
is calculated for a delay embedding. Taking increasingly
higher derivatives, necessary for a differential embedding,
will lead to numerical problems for higher dimensional
systems, which is why delay embeddings are used here.
There are two types of data tables presented below for
the different dynamical systems. The first type of table
for each system directly compares the symbolic observ-
ability ηs, the continuity Φ and the reservoir computer
training error ∆RC .
For the first type of table, we want to know how well
the full dynamical system can be reconstructed from one
of its individual variables. For the continuity statistic,
this means we want to know how likely it is that there is
a continuous function that maps an individual variable
to the full system. The space X is occupied by a delay
embedding reconstructed from one of the individual vari-
ables, while the Y space contains the full dynamical sys-
tem. Larger values of the continuity statistic Φ indicate
a greater likelihood that there is a continuous function
between the delay reconstruction based on the individ-
ual signal and the full dynamical system. The maximum
value of Φ is 1.
The symbolic observability statistic is also included in
the first type of table because it indicates how well the
full dynamical system can be reconstructed from one of
its variables. Larger values of the symbolic observability
ηs indicate that there is a better chance the full dynami-
cal system can be reconstructed from the individual vari-
ables. The maximum value of ηs is 1. Finally, the first
type of table contains the reservoir computer training er-
ror ∆RC obtained by using one of the individual signals
to drive the reservoir computer and fitting all the signals
of the full dynamical system simultaneously.
The observability statistic determines how well the en-
tire dynamical system may be reconstructed from a par-
ticular component. The reservoir computer and the con-
tinuity statistic, however, may also be used to indicate
how well one component of a dynamical system may be
recovered from a different component; for example, in
[19], a reservoir computer is used to fit individual com-
ponents of the Ro¨ssler or Lorenz systems. For the second
type of table, a delay reconstruction based on one of the
variables from a dynamical system is compared to a delay
reconstruction based on a different single variable from
the dynamical system- not the full system, as in the first
type of table. The second type of table reveals relation-
ships between the individual components of the dynami-
cal system. The second type of table shows the continuity
statistic Φ computed for reconstructions based on indi-
vidual variables from the dynamical system. The second
type of table also shows the reservoir computer training
error ∆RC when the reservoir computer uses one signal
from a dynamical signal as the input and fits a different
individual signal from the same dynamical system, not
multiple signals simultaneously, as in the first type of ta-
ble. The second type of table also lists the confidence
statistics for δ and ε, Ωδ and Ωε. If either of the confi-
dence statistics Ωδ or Ωε is less than 0.95, the continuity
statistic Φ is not an accurate measure of the probability
of a continuous function.
The collection of statistics is useful for determining
if a particular component from a dynamical system is
useful for reconstructing the full dynamical system, but
in some cases neither the symbolic observability ηs or the
continuity Φ agree with the reservoir computer training
error ∆RC . In these cases it is necessary to look at the
actual signals themselves to see why the statistics may
not be accurate. I will also speculate on why the reservoir
computer training error ∆RC does not always agree with
the observability statistic.
A. Ro¨ssler System
The Ro¨ssler equations are [20]
dx
dt = −y − p1z
dy
dt = x+ p2y
dz
dt = p3 + z (x− p4)
(19)
These equations were numerically integrated with a
time step ts=0.1, and parameters p1 = 1, p2 = 0.2, p3 =
0.2, p4 = 5.7.
The symbolic observability indices for the Ro¨ssler sys-
tem are listed in table II. The observability matrix from
the y signal (eq. 3) is constant, so it has full rank for
all values of y. It should therefore be possible to recon-
struct the full state space of the Ro¨ssler system from a
measurement of the y variable.
The mean continuity statistic Φ (eq. 7) is also shown
in table III. All the values of Φ for the Ro¨ssler system
are high, so there is a good probability of a continuous
function, but the z value is lower than for x or y.
The continuity statistic Φ for the x variable is larger
than the continuity statistic for the y variable, the oppo-
site pattern of the observability ηs. The reason is that
the continuity statistic is not measuring the same thing
as the observability. The continuity is a way of measuring
predictability, which can be affected by the dynamics of
the different signals as well as the rank of the embedding.
It can be shown from the Jacobians for the differen-
tial embeddings that using the x variable for a differen-
tial embedding expands volumes, while using the y signal
does not. The differential embedding Jacobian (the same
Jacobian used to calculate observability) may be used to
calculate exponents for the differential embedding in the
same manner that Lyapunov exponents are calculated
[21]; for a differential embedding based on the x vari-
able, these exponents are 11.1, 3.6 and 0.5 (in natural
log units), while for the y embedding the exponents are
1,0 and -1. The continuity statistic is measured by going
from the embedding back to the full attractor, so if go-
ing from the full attractor to the x embedding expands
7TABLE II: Symbolic observability index ηs from [5] , conti-
nuity statistic Φ from eq. (7) and reservoir computer training
error ∆RC from eq. (18), computed for the Ro¨ssler system.
For Φ, the continuity was measured from an attractor re-
constructed from the Ro¨ssler signal in the X column to the
full Ro¨ssler attractor. For ∆RC , the reservoir computer was
driven by the signal in the X column and all 3 signals from
the Ro¨ssler system were fit simultaneously
X Y ηs [5] Φ ∆RC
x full system 0.88 0.26 3.7× 10−4
y full system 1.0 0.14 4.2× 10−4
z full system 0.44 0.09 0.048
volumes, going in the reverse direction, from the x em-
bedding to the full attractor, contracts volumes. The y
embedding is neutral with respect to volume expansion
or contraction. Because going from the x embedding to
the full attractor contracts volumes, the ε radius on the
full attractor is smaller when the δ radius is chosen on
the x embedding than when δ is on the y embedding,
so the continuity statistic appears larger for the x signal
than for the y signal.
Table II also shows the reservoir computer training er-
ror ∆RC (eq. 18). The reservoir computer training error
is much larger when the z variable is used as an input
to the reservoir computer than when the x or y variables
are used as inputs, indicating that the z variable does not
work as well as the x or y variables for reconstructing the
full Ro¨ssler system.
Both the symbolic observability and the continuity
statistic predict that the z variable will be worse for re-
constructing the state space of the full Ro¨ssler system,
and the training error from the reservoir computer con-
firms this. The ordering of the statistics is different, how-
ever; the symbolic observability statistic predicts that y
will be better for reconstruction than x, while the conti-
nuity statistic predicts that x will be better than y. The
reason for this discrepancy was explained above. The
training error ∆RC from the reservoir computer is almost
the same when the x or y variable drives the reservoir.
Table III also shows that the reservoir computer train-
ing error ∆RC is large for embeddings based on the z vari-
able even though the continuity statistic Φ is not small.
The reason is that the confidence that the δ radius de-
fined on the z variable could not have resulted from a
randomly selected set of points , Ωδ, is only 0.85, which
is below the threshold of 0.95 necessary for complete con-
fidence that the continuity Φ is accurate. The confidence
statistic Ωδ is small because of the structure of the z
variable.
. Figure 3 shows the z signal from the Ro¨ssler equa-
tions plotted on a logarithmic scale. Figure 4 shows
the probability ρ (‖z− z0‖) of the interpoint distances
‖z− z0‖. The probability distribution ρ(‖z− z0‖) has a
maximum at small distances. When Nδ nearest neigh-
bors are chosen on an embedding of the z variable, there
TABLE III: Continuity statistic Φ from eq. (7) between a
delay reconstruction from the variable in the X space to a
reconstruction from a variable in the Y space, reservoir com-
puter training error ∆RC from eq. (18), the confidence Ωδ
(eq. 9) that the radius δ in the X space did not come from
a randomly selected set of points in the attractor, and confi-
dence Ωε that the radius ε in the Y space did not come from
a randomly selected set of points in the attractor, computed
for the Ro¨ssler system. For Φ, the continuity was measured
from an attractor reconstructed from the Ro¨ssler signal in the
X column to an attractor reconstructed from a signal in the
Y column. For ∆RC , the reservoir computer was driven by
the signal in the X column, while the training signal was in
the Y column.
X Y Φ ∆RC Ωδ Ωε
x y 0.51 3× 10−5 0.999 0.999
x z 0.18 1× 10−3 0.999 0.59
y x 0.51 6× 10−5 0.999 0.999
y z 0.06 9× 10−4 0.999 0.59
z x 0.41 0.058 0.85 0.999
z y 0.19 0.062 0.85 0.999
is a non-trivial probability that the distance δ could have
been found from a set of points selected at random. Be-
cause the value of Ωδ is low (values ≤ 0.95 are consid-
ered low), the continuity statistic is not reliable, so a
high value of Φ does not establish that there should be a
continuous function from the embedded z variable to the
embedded x or y variables.
The continuity statistic may also be calculated when
the X space is occupied by log(z) and the Y space is
occupied by the full attractor. In this case, the continuity
from log(z) to the full attractor is 0.75, indicating good
continuity. The reservoir computer training error from
log(z) to the full attractor is 2 × 10−4, an improvement
over the ∆RC = 0.048 in Table II.
Table III also shows a low value for the continuity Φ
from an embedded signal from the y variable to an em-
bedded signal from the z variable, even though the reser-
voir computer training error ∆RC for fitting z from a
reservoir computer driven by y is small. Once again, the
structure of the z signal is responsible for the lack of reli-
ability in the continuity statistic. The confidence Ωε that
the value of the radius ε in the Y space could not have
been found from a randomly selected set of points is only
0.59 whenever the Y space contains z.
Again using log(z) in the X space instead of z, the con-
tinuity from log(z) to x is 0.75 and the continuity from
log(z) to y is 0.46. When log(z) is in the X space, the
confidence Ωdelta is 0.998, indicating a high level of confi-
dence in the continuity statistic. The reservoir computer
training error when the reservoir computer is driven by
log(z) and fits x is 3.8× 10−4, while driving with log(z)
and fitting y produces a training error of 1.8× 10−4.
For the Ro¨ssler system, the symbolic observability ηs
is the most useful statistic in predicting whether a par-
ticular variable may be used to reconstruct the full at-
8FIG. 3: Plot of the z signal from the Ro¨ssler system of eq.
(19). The signal is plotted on a logarithmic scale.
.
FIG. 4: Probability ρ (‖z− z0‖) of the interpoint distances
‖z− z0‖ of the embedded z signal from the Ro¨ssler system of
eq. (19).
.
tractor. The continuity Φ is not always useful, but the
over embedding statistics Ωδ and Ωε indicate when Φ is
not useful.
B. Lorenz
The Lorenz equations are [22]
dx
dt = p1y − p1x
dy
dt = x (p2 − z)− y
dz
dt = xy − p3z
(20)
with p1=10, p2=28, and p3=8/3. The equations were
numerically integrated with a time step of ts = 0.02.
The symbolic observability indices for the Lorenz sys-
tem are listed in table IV.
With an attractor reconstructed from a delay embed-
ding occupying the X space , the space Y contained the
full Lorenz attractor using all the variables from eq. (20).
The embedding delay was 4. The mean continuity statis-
tic Φ (eq. 7) is also listed in table IV, as is the reservoir
computer training error ∆RC .
The symbolic observability index for z is high, but
the reservoir computer training error ∆RC is also high.
TABLE IV: Symbolic observability index ηs from [5] , conti-
nuity statistic Φ from eq. (7) and reservoir computer training
error ∆RC from eq. (18), computed for the Lorenz system.
For Φ, the continuity was measured from an attractor recon-
structed from the Lorenz signal in the X column to the full
Lorenz attractor. For ∆RC , the reservoir computer was driven
by the signal in the X column, all 3 signals from the Lorenz
system were fit simultaneously
X Y ηs Φ ∆RC
x full system 0.78 0.37 6.5× 10−4
y full system 0.36 0.39 3.6× 10−4
z full system 0.36 0.048 0.62
TABLE V: Continuity statistic Φ from eq. (7) between a
delay reconstruction from the variable in the X space to a
reconstruction from a variable in the Y space, reservoir com-
puter training error ∆RC from eq. (18), the confidence Ωδ
(eq. 9) that the radius δ in the X space did not come from
a randomly selected set of points in the attractor, and confi-
dence Ωε that the radius ε in the Y space did not come from
a randomly selected set of points in the attractor, computed
for the Lorenz system. For Φ, the continuity was measured
from an attractor reconstructed from the Lorenz signal in the
X column to an attractor reconstructed from a signal in the
Y column. For ∆RC , the reservoir computer was driven by
the signal in the X column, while the training signal was in
the Y column.
X Y Φ ∆RC Ωδ Ωε
x y 0.79 6.1× 10−4 0.999 0.999
x z 0.38 1.2× 10−3 0.999 0.999
y x 0.42 1.6× 10−4 0.999 0.999
y z 0.17 6.8× 10−4 0.999 0.999
z x 0.013 0.85 0.999 0.999
z y 0.016 0.88 0.999 0.999
The symbolic observability index does not take into ac-
count the symmetry of the Lorenz equations; the equa-
tions are invariant under the transformation (x, y, z) →
(−x,−y, z), so that the sign of x and y can not be de-
termined from z. The continuity statistic Φ does detect
this symmetry; the continuity statistic Φ for the z signal
to the full Lorenz system is only 0.048. The continuity
statistic Φ is sufficient to determine which of the Lorenz
variables is useful for reconstructing the full system.
Table V shows values of the continuity statistic Φ from
eq. (7) , reservoir computer training error ∆RC from eq.
(18), and the over embedding statistics Ωδ and Ωε for sin-
gle component embeddings of the Lorenz system. Table
V shows that larger values of the continuity statistic Φ
usually correspond to smaller reservoir computer train-
ing errors ∆RC . The over embedding statistics Ωδ and
Ωε are all well above 0.95, indicating that the continuity
statistic Φ is dependable. The continuity from y to z is
fairly low even though the reservoir computer training
error ∆RC is small.
9TABLE VI: Symbolic observability index ηs from [5] , conti-
nuity statistic Φ from eq. (7) and reservoir computer training
error ∆RC from eq. (18), computed for the Chua system.
For Φ, the continuity was measured from an attractor recon-
structed from the Chua signal in the X column to the full
Chua attractor. For ∆RC , the reservoir computer was driven
by the signal in the X column, all 3 signals from the Chua
system were fit simultaneously
X Y ηs Φ ∆RC
x full system 0.78 0.27 1.8× 10−3
y full system 0.84 0.065 0.07
z full system 1.0 0.20 1.2× 10−3
C. Chua System
The Chua system is described by [23]
dx
dt = α [y − x− f (x)]
dy
dt = x− y + z
dz
dt = −βy − γz
f (x) = bx+ 0.5 (a− b) (|x+ 1| − |x− 1|)
(21)
with α = 9, β = 100/7, γ = 0, a = −8/7 and b = −5/7.
The integration time step was 0.05.
For calculation of the continuity statistic Φ, the X
space contained an attractor reconstructed from a delay
embedding of one of the components of the Chua system,
with an embedding delay of 4. The Y space contained
the full attractor. The results for the symbolic observ-
ability ηs, the continuity Φ and the reservoir computer
training error ∆RC are in table VI.
The continuity statistic Φ and the training error ∆RC
produce similar results, but they disagree with the sym-
bolic observability index. Both Φ and ∆RC predict that
the x variable should give the best reconstruction of
the Chua system, while z should be less accurate and
y should give the worst reconstruction. The symbolic
observability statistic, on the other hand, says that all 3
variables should give a good reconstruction.
Table VII shows the continuity statistic and the train-
ing error for individual components of the Chua system.
In table VII, both the continuity statistic Φ and the train-
ing error ∆RC show that the y variable is not good for
reconstructing either the x or z components.
Figure 5 shows why the y variable from the Chua sys-
tem is not good for reconstructing the Chua system. The
top part of fig. 5 shows a gray plot of the attractor cre-
ated by embedding the y variable, while the black points
are the locations of the nearest neighbors used to find the
radius δ. The bottom plot in fig. 5 shows an embedding
based on the x variable in gray. The points used in the
y embedding to find δ are shown in their corresponding
positions on the x embedding in black. Note that the
points are located in both lobes of the attractor created
from the x signal, resulting in a large value of the radius
ε and therefore a small value of the continuity Φ. This
TABLE VII: Continuity statistic Φ from eq. (7) between a
delay reconstruction from the variable in the X space to a
reconstruction from a variable in the Y space, reservoir com-
puter training error ∆RC from eq. (18), the confidence Ωδ
(eq. 9) that the radius δ in the X space did not come from
a randomly selected set of points in the attractor, and confi-
dence Ωε that the radius ε in the Y space did not come from
a randomly selected set of points in the attractor, computed
for the Chua system. For Φ, the continuity was measured
from an attractor reconstructed from the Chua signal in the
X column to an attractor reconstructed from a signal in the
Y column. For ∆RC , the reservoir computer was driven by
the signal in the X column, while the training signal was in
the Y column.
X Y Φ ∆RC Ωδ Ωε
x y 0.35 3.5× 10−3 0.999 0.999
x z 0.48 1.7× 10−3 0.999 0.999
y x 0.015 0.12 0.999 0.999
y z 0.029 0.085 0.999 0.999
z x 0.48 2.5× 10−3 0.999 0.999
z y 0.43 8.1× 10−4 0.999 0.999
ambiguity in the Chua attractor is also why the reservoir
computer training error ∆RC is large when the y vari-
able drives the reservoir computer. The y equation for
the Chua system acts as a low pass filter on x+ z. Filter
inversion is known to be an ill-conditioned procedure, so
it is not possible to recover x or z from the y signal. The
symbolic observability measures the rank of the embed-
ding, which is not sensitive to this type of ambiguity.
D. Hyperchaotic Ro¨ssler System
The various statistics may also be applied to higher
dimensional systems. The hyperchaotic Ro¨ssler system
is described by [24]
dx
dt = −y − z
dy
dt = x+ ay + w
dz
dt = b+ xz
dw
dt = −cz + dw
(22)
with a = 0.25, b = 3, c = 0.5 and d = 0.05. The equa-
tions were integrated numerically with a time step of 0.1.
Table VIII shows the symbolic observability index ηs,
the continuity statistic Φ and the reservoir computer
training error ∆RC when the X space contained a delay
embedding constructed from the signal in the X column
and the Y space contained the full hyperchaotic Ro¨ssler
attractor.
Table IX shows the continuity statistic and training
error for different combinations of variables for the hy-
perchaotic Ro¨ssler system. Both tables VIII and IX show
that the reservoir computer training error is large when
the z or w component is used as the input signal, even
though the value of the continuity statistic Φ is large.
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FIG. 5: Top figure: The gray part of the figure is the Chua
attractor reconstructed from an embedding of the y signal.
The black parts are a set of neighbors used to find a neigh-
borhood of radius δ about an index point in order to calculate
the continuity statistic Φ. Bottom figure: The gray part of
the plot is the Chua attractor reconstructed from an embed-
ding of the x signal, while the black points on the plot are the
locations on the x embedding of the points within a δ radius
of an index point on the y embedding. The radius of these
points on the x embedding determines ε and the continuity
statistic Φ
.
TABLE VIII: Symbolic observability index ηs from [5] , con-
tinuity statistic Φ from eq. (7) and reservoir computer train-
ing error ∆RC from eq. (18), computed for the hyperchaotic
Ro¨ssler system. For Φ, the continuity was measured from an
attractor reconstructed from the hyperchaotic Ro¨ssler signal
in the X column to the full hyperchaotic Ro¨ssler attractor.
For ∆RC , the reservoir computer was driven by the signal
in the X column, all 4 signals from the hyperchaotic Ro¨ssler
system were fit simultaneously
X Y ηs Φ ∆RC
x full system 0.79 0.085 9.2× 10−3
y full system 0.79 0.095 0.03
z full system 0.44 0.06 0.26
w full system 0.63 0.27 0.44
The symbolic observability ηs does predict that the z
variable is not good for reconstructing the full dynamical
system, but the w variable should be better, while table
VIII shows that the w variable produces a larger training
error when fitting the entire attractor.
Table IX makes it clear that the z variable produces
TABLE IX: Continuity statistic Φ from eq. (7) and reservoir
computer training error ∆RC from eq. (18), computed for the
hyperchaotic Ro¨ssler system. For Φ, the continuity was mea-
sured from an attractor reconstructed from the hyperchaotic
Ro¨ssler signal in the X column to an attractor reconstructed
from a signal in the Y column. For ∆RC , the reservoir com-
puter was driven by the signal in the X column, while the
training signal was in the Y column.
X Y Φ ∆RC Ωδ Ωε
x y 0.36 3.8× 10−3 0.996 0.996
x z 0.34 0.016 0.996 0.38
x w 0.01 0.015 0.996 0.974
y x 0.21 0.024 0.997 0.997
y z 0.08 0.025 0.997 0.38
y w 8× 10−3 0.054 0.996 0.977
z x 0.45 0.39 0.76 0.998
z y 0.21 0.36 0.76 0.997
z w 9× 10−3 0.035 0.76 0.993
w x 0.064 0.34 0.986 0.996
w y 0.039 0.32 0.986 0.996
w z 0.064 6.7× 10−3 0.986 0.59
large values of the training error ∆RC even though the
continuity statistic Φ is fairly large. Figure 6 shows that
the hyperchaotic Ro¨ssler z signal resembles the regular
Ro¨ssler z signal, in that it spends most of its time at
small values with occasional large excursions. As a re-
sult, the confidence that the group of points within a
radius of δ in the X space could not have been chosen
randomly is rather low, 0.76. This low confidence means
that there are not enough points to accurately sample the
attractor constructed from an embedding of the z vari-
able, so the continuity statistic Φ when the z variable is
in the X space is not accurate. The symbolic observabil-
ity statistic also indicates that the z variable is not useful
for reconstructing the attractor.
Table IX also shows that while the continuity statistic
Φ is small when theX space contains the w signal and the
Y space contains the z variable, the reservoir computer
training error ∆RC is also small. The confidence that
the ε radius could not have come from a randomly se-
lected set of points is low for this comparison, only 0.59.
Similarly, For the y variable in the X space and the z
variable in the Y space, there is only a 38% confidence
that the radius ε could not have come from a randomly
selected set of points. This low confidence is again due
to the particular structure of the z signal.
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FIG. 6: Z signal from the hyperchaotic Ro¨ssler system of eq.
(22), plotted on a logarithmic scale.
.
TABLE X: Symbolic observability index ηs from [5] , conti-
nuity statistic Φ from eq. (7) and reservoir computer training
error ∆RC from eq. (18), computed for the He´non-Heiles sys-
tem. For Φ, the continuity was measured from an attractor
reconstructed from the He´non-Heiles signal in the X column
to the full He´non-Heiles attractor. For ∆RC , the reservoir
computer was driven by the signal in the X column, all 4
signals from the He´non-Heiles system were fit simultaneously
X Y ηs Φ ∆RC
x full system 0.625 0.19 0.07
y full system 0.625 0.13 0.34
u full system 0.0 0.18 0.07
v full system 0.0 0.19 0.34
E. He´non-Heiles system
The He´non-Heiles system was described by [25]
dx
dt = u
dy
dt = v
du
dt = −x− 2xy
dv
dt = −y − y2 − x2
(23)
The He´non-Heiles system was conservative, so the initial
condition was set to x(0) = 0, y(0) = 0.67, u(0) = 0.093,
and v(0) = 0. The integration time step was 0.2.
Table X does not show a strong correlation between
either symbolic observability ηs or continuity Φ and the
reservoir computer training error ∆RC . Looking at indi-
vidual components in table IX, ∆RC shows that x and u
may be reconstructed from each other, or y and v may be
reconstructed from each other, but trying to reconstruct
other combinations of these variables does not work well.
Table XI also shows that for some combinations of vari-
ables, the continuity Φ can be large but the reservoir com-
puter prediction error ∆RC is also large. Figure 7 shows
why there is a large error. On the left size, fig. 7 shows a
plot of an embedding of the y variable with points within
the δ radius in black. On the left bottom, fig. 7 shows
an embedding of the x variable with the corresponding ε
neighborhood in black. The ε neighborhood does appear
TABLE XI: Continuity statistic Φ from eq. (7) and reservoir
computer training error ∆RC from eq. (18), computed for
the He´non-Heiles system. For Φ, the continuity was measured
from an attractor reconstructed from the He´non-Heiles signal
in the X column to an attractor reconstructed from a signal
in the Y column. For ∆RC , the reservoir computer was driven
by the signal in the X column, while the training signal was
in the Y column.
X Y Φ ∆RC Ωδ Ωε
x y 0.21 0.19 0.998 0.998
x u 0.73 7.3× 10−4 0.998 0.998
x v 0.20 0.015 0.998 0.998
y x 0.1 0.51 0.998 0.998
y u 0.11 0.51 0.998 0.998
y v 0.68 2.1× 10−4 0.998 0.998
u x 0.68 0.012 0.998 0.997
u u 0.24 0.17 0.998 0.997
u v 0.25 0.19 0.998 0.997
v x 0.21 0.49 0.998 0.997
v y 0.67 2.7× 10−3 0.998 0.998
v u 0.25 0.51 0.998 0.998
to be split into 2 parts, but the 2 parts are close together,
so ε is not large. On the right side of fig. 7 are shown
embeddings of the y and x variables again, but with the
δ points chosen from a different neighborhood. In this
case, the corresponding ε points from the embedding of
the x variable (bottom right plot) are split into multiple
regions, a clear indication that there is not a continuous
function from y to x. Figure 7 shows that sometimes the
ε region on the x attractor is small, so the overall average
value Φ is larger than would be expected.
The He´non-Heiles system is conservative, which may
be why large variations in continuity such as those seen
in fig. 7 are seen.
VI. CONCLUSIONS
To summarize the results for continuity, fig. 8 shows
the reservoir computer training error ∆RC vs. the con-
tinuity Φ, broken into 3 categories; the 3d systems
(Ro¨ssler, Lorenz and Chua), the hyperchaotic Ro¨ssler
system, and the He´non-Heiles system, excluding com-
parisons for which Ωδ or Ωε were ≤ 0.95. Except for
the He´non-Heiles system, large values of Φ correspond to
small values of ∆RC . If one had to set a threshold on
Φ for getting an accurate reconstruction, Φ ≥ 0.3 would
appear to be a reasonable value from fig. 8. As men-
tioned before, calculations of Φ may not be as accurate
for the He´non-Heiles system because it is conservative.
Figure 9 summarizes the results for symbolic observ-
ability ηs. The Lorenz z variable was excluded from the
plot because the Lorenz equation is invariant under the
transformation (x, y, z) → (−x,−y, z), so the z variable
can not distinguish the sign of x or y. For the Chua sys-
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FIG. 7: Top left: attractor from the He´non-Heiles system
y variable embedded with a delay of 4. The black points are
near neighbors located within a radius δ of an index point.
Bottom left: attractor from the He´non-Heiles x variable em-
bedded with a delay of 4. The black points are the locations
of the x attractor of the black points from the y attractor in
the top left plot. Top right: same as the top left plot, but
the points in black are chosen to be neighbors of a different
index point. Bottom right: same as the bottom left plot, but
the points in black are the locations on the x attractor of the
corresponding points on the top right y attractor. The value
of ε for the bottom right plot will be much larger than the
value of ε for the bottom left plot.
.
FIG. 8: Reservoir computer training error ∆RC vs. conti-
nuity Φ. The 3d systems were the Ro¨ssler, Lorenz and Chua
systems. Comparisons where Ωδ or Ωε were ≤ 0.95 were ex-
cluded.
.
tem, the y variable is a low pass filtered version of x+ z,
so the contributions to the y variable from the x and z
variables can not be separated out, as shown in fig. 5.
For the 3d systems, lower observability corresponded to
larger reservoir computer training errors ∆RC . The sit-
uation is less straightforward for the 4d systems, but it
has already been shown that the conservative nature of
the He´non-Heiles system may make some of the statistics
unreliable.
FIG. 9: Reservoir computer training error ∆RC vs. symbolic
observability ηs. The 3d systems were the Ro¨ssler, Lorenz and
Chua systems, while the 4d systems were the hyperchaotic
Ro¨ssler and the He´non-Heiles systems. The Lorenz z and
Chua y components were excluded because of symmetries that
produced a large ∆RC .
.
The three statistics described above measure different
things. The observability statistic indicates whether a
differential embedding based on a particular variable is
full rank. The continuity statistic measures the ability
to predict one signal based on knowing a different sig-
nal. Without a good theory, it is difficult to say what a
reservoir computer measures.
Situations that lead to small values for the continu-
ity statistic were explained above, and measures such as
the overembedding statistics Ωδ or Ωε that indicate when
the continuity statistic is not reliable were described. It
is harder to explain why the observability statistic and
the reservoir computer fitting error do not always agree.
In some situations, such as the Lorenz z variable, the dif-
ferential embedding may be of full rank, but symmetries
may make it impossible to reconstruct the full system. In
other cases, the differential embedding may not be of full
rank, but the reservoir computer training error is low.
I may speculate on why the reservoir computer training
error is low when the observability statistic indicates that
a signal is less than full rank. As described in [26], the
embedding may not be of insufficient rank for all points
on the attractor, but only for points on a singular man-
ifold. It has been shown that reservoir computers can
predict chaotic signals [7]; perhaps, if only a small sub-
set of points lie on the singular manifold, the reservoir
computer is able to fill in the gap; enough information is
present that the reservoir computer can predict the miss-
ing information necessary to reconstruct the attractor.
Understanding the structure of the actual dynamical
system is necessary to know when either of these statistics
is not enough. If the equations for the dynamical system
are not available, comparing embedded signals from dif-
ferent components can also reveal ambiguities, such as in
fig. 7.
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