Abstract. The restricted isometry property (RIP) is a universal tool for data recovery.
Introduction
The restricted isometry property (RIP) has been used as a universal tool in data recovery.
In a companion Part I paper [JL17] , we introduced the generalized notion of sparsity and provided a far reaching generalization of the RIP theory by Rudelson and Vershynin [RV08] and subsequent improvements [Rau10, Dir15] in a unified framework. In this paper we explore how the RIP results on generalized sparsity models in the Part I paper [JL17] apply to challenging scenarios not covered by existing theory. Specifically, we illustrate our findings with the examples below.
Optimizing RIP with families of Banach spaces.
The first example considers the RIP for the canonical sparsity model in R N , which is determined by counting the number of nonzero elements. Here measurements are obtained as inner products with functionals η kl for (k, l) ∈ Z N ×Z N , which are given as the translates of the quantum Fourier transform of a fixed measurement instrument η ∈ R N expressed by η kl (j) = e 2πilj N η j−k .
The special case of η = [1, . . . , 1] ⊤ ∈ R N has been well studied as partial Fourier measurements (see e.g. [CT06, RV08] ). We are interested in a scenario where each spectral measurement is taken with a finitely supported window having a specific decaying pattern.
The following theorem, obtained as a consequence of the main results in the part I paper holds with high probability for independently chosen random pairs (k i , l i ) provided
(1) m ≥ cδ −2 (1 + ln m) 3 (q ′ ) 3 r 1−2/q ′ η 2 q ′ .
By optimizing m in (1) over q ′ , one obtains the assertion if
where the sparsity parameter sp η (r) is defined by sp η (r) := inf
For the flat vector η = [1, . . . , 1] ⊤ ∈ R N the choice q ′ = ∞ appears optimal. However, for a short window η such that the magnitudes show a polynomial decay of order α for some α < 1/2, the optimal choice is given by q ′ = 1/α. Our main tool in this analysis is a flexible framework that derives the RIP for various sparsity models defined by a family of Banach spaces [JL17] . We recall that x ∈ R N is (K, r)-sparse if
where X is a Banach space with unit ball K. For X = ℓ N 1 , we see that r-sparse vectors are (B N 1 , k)-sparse and more generally (B N q , r 2/q−1 )-sparse for 1 ≤ q < 2, where B N q denotes the unit ball of ℓ N q . We derive Theorem 1.1 with X = ℓ N q , where (q, q ′ ) is a conjugate pair such that 1/q + 1/q ′ = 1.
Preserving distance of sparse vectors in generalized models.
The conventional notion of sparsity is given by the geometry of a union of subspaces and provides a special feature that the sparsity level is sub-additive. Unfortunately, this property does not hold for our modified sparsity model, which is given by a nonconvex cone. Particularly, compared to the conventional sparsity model, a central drawback in the generalization is that the difference x − y of two (K, s)-sparse vectors x and y is no longer (K, 2s)-sparse. In fact, the adversarial instance of x − y can attain the maximum (trivial) sparsity level. Therefore the RIP does not necessarily imply that the distance of sparse vectors is preserved and one may not distinguish two generalized sparse vectors from their images in low dimension. Instead, we provide a weaker substitute for the generalized model that allows to preserve the distance in certain sense.
Here we adopt the group action arguments to generate measurements [JL17] . Let G be a finite group with an affine isotropic representation σ : G → O N (see Section 3 for a precise definition, but we may work with the transformations given by shifts and modulations as above). holds with high probability for all (K, s)-sparse vectors x and y such that
Moreover, the following results hold with high probability for all unit-norm and (K, s)- | η, σ(g j )(x − y) | 2 .
Otherwise, x − y 2 ≤ 8δ.
The first part of Theorem 1.2 shows that two (K, s)-sparse vectors may be distinguished from a small number of their measurements if the difference is sparse up to a certain level (much higher than s for small δ). On the other hand, the second part of Theorem 1.2 implies that one can distinguish two sparse unit-norm vectors if the distance between their measurements is larger than a certain threshold. Otherwise, the vectors are contained in a neighborhood of radius 8δ. These results are weaker than the analogous versions with the subadditivity of the sparsity level, but they can be still useful in some applications such as locality-sensitive hashing.
1.3. Improving group structured measurements with further randomization.
In the third illustration, we discuss variations of group structured measurements combined with further randomization. The number of group structured measurements for the RIP, derived in the Part I paper [JL17] , may scale worse compared to the optimal subgaussian case given by Gordon's lemma [Gor88] . In fact, this was the case with the low-rank tensor example. We propose two different ways to improve the RIP results for group structured measurements with more randomness.
The first approach uses the composition of the group structure measurement system followed by a subgaussian matrix, where the second step further compresses the data. An application of Rosenthal's inequality shows that this composition system also achieves the same optimal scaling as one by a pure subgaussian measurement system. In fact, the group structured measurement system has already reduced the data dimension significantly and the subsequent system given as a small subgaussian matrix requires much less computation compared to the case of applying a single large subgaussian matrix.
The second approach, inspired by a recent RIP result by Oymak et al. [ORS15] , achieves the optimal scaling by preprocessing the data with multiplication with a random sign pattern before applying the group structured measurement system. This composition system is also interpreted as a single group structured measurement system that employs a larger group for the group actions.
We compare the RIP results for the modified group structured measurements in the example of low-rank tensors. Here the Banach space defining a sparsity model is given as the d-fold tensor product of ℓ n 2 with the largest tensor norm, which is a natural extension of the bilinear sparsity model given by Schatten 1-class.
RIP for infinite dimensional sparsity models.
Lastly, we illustrate the RIP for infinite dimensional sparsity models, which are motivated by compressive Fourier imaging. Our goal in this example is to construct a sparsity model in the function space without discretization and establish the RIP theory on this model. In Fourier imaging, the measurements (y k ) k∈Z are obtained as
where (ψ k ) k∈Z denotes the complex sinusoid defined by ψ k (t) = e 2πikt for t ∈ [0, 1) and f is a signal in L 2 (0, 1). When the support of f is restricted to [0, 1), the sequence (y k ) k∈Z corresponds to the Fourier series (f (k)) k∈Z and the map from f to (f (k)) k∈Z is bijective.
We consider measurements in the form of (2)
where τ t denotes the circular shift operator. We would like to preserve the ℓ 2 norm of (f (k)) −N ≤k<N by measurements from m translates of f , which are given in (2) for t = t 1 , . . . , t m . Ideally, in the noise-free case, m = 2N shifts can provide unique identification of (f (k)) −N ≤k<N . However, in this case, the measurement system is ill-conditioned.
However, as we show in the following theorem, a sparsity model in L 2 (0, 1) allows that the ℓ 2 -norm of the subsequence (f (k)) −N ≤k<N is preserved by fewer measurements.
for ρ ≤ N/2 and γ ∈ (0, 1), where λ(·) denote the Lebesgue measure. Suppose that t 1 , . . . , t m are independent copies of a uniform random variable on (0, 1).
with high probability.
The sparsity model K ρ,γ is determined by two parameters ρ and γ. Sparsity is measured as the relative occupancy 0 < γ < 1 in the Lebesgue measure and smoothness is measured by the other parameter ρ. The seminorm f 2,w is preserved by fewer translates for smaller γ. Particularly, the number of measurements m can be sublinear for γ = o(1/N ).
Our theory improves on existing results in several ways described below. First, unlike the conventional compressed Fourier imaging (e.g., [CRT06] ), our measurement model does not involve any discretization and is consistent with the physics in acquisition systems. Fourier transform and its noncommutative version. Section 3 provides a general framework that preserves the distance of sparse vectors without the subadditivity of the sparsity level. Section 4 proposes two ways to further improve the number of group structured measurements for the RIP with more randomness. Obtained results are compared over the low-rank tensor example. Lastly, in Section 5, we illustrate how (semi)norms are preserved by finitely many measurements using various infinite dimensional sparsity models and identify the number of measurements in each scenario.
1.6. Notation. In this paper, the symbols c, c 1 , c 2 , . . . and C, C 1 , C 2 , . . . will be reserved for numerical constants, which might vary from line to line. We will use notation for various Banach spaces and norms. The norm of a Banach space X is denoted by · X .
For example, · Lq denote the norm that defines L q (0, 1). We will use the shorthand notation · p for the ℓ p -norm for 1 ≤ p ≤ ∞. The operator norm will be denoted by · . For N ∈ IN, the unit ball in ℓ N p will be denoted by B N p . The identity operator will be denoted by Id.
Optimizing Restricted Isometry Property
In this section, we present two examples where one can optimize the number of measurements for the RIP with respect to given conventional sparsity models. Specifically, we consider the canonical sparsity model and low-rank matrix model. In the literature, relaxation of these models with corresponding Banach spaces (ℓ n 1 for the canonical sparsity model and S n 1 for the low-rank matrix model) provided the RIP from a near optimal number of incoherent measurements. However, in practice, there exist physical constraints on designing the measurement system and ideally incoherent instruments are not always available. In this situation, we demonstrate that the number of measurements for the RIP can be optimized via our general framework in the Paper I [JL17] .
2.1. RIP of subsampled short-time discrete Fourier transform.
The first example provides the RIP of a partial short-time Fourier transform, which can be considered as a non-ideal version of a partial Fourier operator. Let h : Z N → C be a window function. The windowed discrete Fourier transform of f : Z N → C is given by
where the time indices are modulo N . Let σ : Z N ×Z N → O N , where O N is the orthogonal group, be an isotropic affine representation given by
where Λ is the usual modulation defined by
and Sh is the circular shift modulo N such that
Here, e 1 , . . . , e N are the standard basis vectors in
In signal processing, particularly for large N , it is usual to take a spectral measurement from a finite block of the signal f . Then the resulting measurements correspond to shorttime discrete Fourier transform (STDFT) of f with a given window function h. Typically, to avoid the leakage due to the discontinuity at the boundary, windows are designed with decaying magnitudes.
We consider the RIP of subsampled STDFT measurements on k-sparse signals with respect to the canonical sparsity model, i.e. on the set S = {x ∈ C N | x 0 ≤ k}, where · 0 counts the number of nonzero elements. In our generalized notion of sparsity, there
where X is the Banach space with unit ball K. For example, one can choose X = ℓ N 1 with s = k but this is not the only choice. By using our general framework from the Part I paper [JL17] , it is possible to optimize the number of measurements for the RIP on S over the choice of the convex set K and the parameter s as shown in the following theorem.
Theorem 2.1 (Partial STDFT with a decaying window). Let (t 1 , k 1 ), . . . , (t m , k m ) be independent copies of a uniform random variable on
denotes the rearrangement of (|η j |) 1≤j≤N in the non-increasing order. Suppose that
for 0 < α < 1/2 and N η < N , where c α,N,Nη is a constant such that η 2 = √ N . Then there exists a numerical constant c such that
Remark 2.2. Alternatively, applying [JL17, Theorem 5.1] with X = ℓ N 1 provides the same RIP as in Theorem 2.1 for
.
Note that the optimized number of measurements for the RIP in Theorem 2.1 is smaller than that in (5) by factor k 2α .
Proof of Theorem 2.1. Let 1 ≤ q < 2 and X = ℓ N q . Then it follows that since X * = ℓ N q ′ , where 2 < q ′ < ∞, is of type 2 and the type 2 constant T 2 (X * ) is upper bounded by
Therefore, by [JL17, Theorem 5.3], the assertion in (4) holds if
It remains to compute η X * . First of all, the normalization constant c α,N,Nη satisfies
Next we compute k 1−2/q ′ η 2 q ′ in the following three cases for r ′ . Case 1: q ′ α < 1
Case 2: q ′ α = 1
Note that the second case has the smallest upper bound. Applying (7) to (6) completes the proof.
Deterministic instrument for Schatten classes.
Next, we show an analogous result in the noncommutative case. Here, we consider the RIP of the group structured measurements restricted to the set of rank-r matrices, where the affine representation corresponds to the double quantum Fourier-transform, i.e.
Let g be a Haar-distributed random variable on Z 4 n . Then
holds for all linear operator T on M n . Hence the affine representation is isotropic.
We first recall the RIP result for an arbitrary instrument η in this case.
Proposition 2.3. Let 1 ≤ q ≤ 2 and η ∈ S n q ′ be a fixed vector such that η S 2 = n. Then
Proof. The Schatten class S q ′ has type 2 with constant c 1 √ q ′ [TJ89] . Therefore the main technical result in [JL17, Theorem 5.3] applies here with p = 2.
Moreover, for a rank-r matrix we always have
and hence may apply the previous result for s = r 2/q−1 and get the following corollary.
Corollary 2.4. Let η ∈ M n be a fixed vector such that η S 2 = n. Then
where sp η (r) := inf
The parameter sp η (r) in Corollary 2.4 denotes the optimized sparsity level, which is determined by the rank r and the instrument η. Next we demonstrate the number of group structured measurements for the RIP given by Corollary 2.4 for particular choices of the instrument η. The first example considers an ideal instrument that generates incoherent measurements.
Example 2.5. Let η = √ n1 Mn , where 1 Mn is the n-by-n identity matrix. Then ξ S 2 = n.
For this particular choice of η, we also have
Therefore, the number of distinct elements in the orbit of η is n 2 instead of n 4 . In other words, we sample from n 2 possible measurements. On the other hand, since ξ 2 S q ′ = n 1+2/q ′ , choosing q ′ = 1 + ln n gives sp η (r) = O(rn(1 + ln n) 3 ). The factor n accounts for geometry of the Schatten class and will disappear in the commutative case.
Similar to the partial STFT example in the commutative case, the second example considers a non-ideal instrument with fast decaying singular values.
Example 2.6. Let η satisfy η S 2 = n and
for α < 1/2, where s j (η) denotes the jth singular value of η in the non-increasing order.
Similar to the proof of Theorem 2.1, we show
We see that the function (n/r) 2/q ′ is decreasing for q ′ < α −1 and the function r 2α−2/q ′ is increasing for q ′ > α −1 . Thus q = α −1 is the best choice and we deduce that sp η (r) = O(α −3 rn(n/r) 2α (1 + ln n) 2α ). This upper bound on the number of measurements for RIP is smaller than the choice of q ′ = 1 + ln n. Unlike the previous example, the instrument produces less incoherent measurements, which can be compensated with a penalty in the number of measurements for small r.
RIP on difference of sparse vectors
In the conventional sparsity models given by a union of subspaces, the sparsity level measured by either the number of nonzeros or the rank satisfies the sub-additivity. An important implication is that the difference of two sparse vectors is still sparse up to the sum of the sparsity levels of each sparse vector. However, this is not the case for generalized sparsity models given by a nonconvex cone. Therefore, the RIP does not automatically preserve the distance between sparse vectors in the general setup. However, with some careful arguments, one can show that the distance is still preserved in some weaker sense. In this section, we will discuss this problem using the notion of the multiresolution restricted isometry property (MRIP).
The MRIP was originally proposed for the canonical sparsity model by Oymak et al. [ORS15] . We generalize it to general sparsity models with a slight modification. Let H be a Hilbert space and X be a Banach space with unit ball K ⊂ B H , where B H denotes the unit ball in H. Note that if K has a non-empty interior there exists a number
Given the definition of s max (K), we state the definition of the MRIP as follows.
Definition 3.1 (Multiresolution restricted isometry property). Let H be a Hilbert space, K ⊂ H be a convex set, X be a Banach space with unit ball K, and s max (K) be a constant defined in (8). We say that A : H → ℓ m 2 satisfies the MRIP with distortion δ > 0 at sparsity level s ≥ 1 if
The following lemma shows that the MRIP can preserve the distance of two sparse vectors when the sparsity level of the difference is below a certain threshold.
Lemma 3.2. Let H, K, X, and s max (K) be defined as above, δ > 0, and s ∈ IN. Suppose that A : H → ℓ m 2 satisfies the MRIP with distortion δ at sparsity level s. Then for all
Moreover for any ǫ > 0
provided that x, y are (K, s)-sparse and
Remark 3.3. Lemma 3.2 preserves the distance of two (K, s)-sparse vectors x, y by (9) if the sparsity level of x − y is below the threshold s/2(1 + ǫ)δ 2 , which is higher than the sparsity levels s of x and y for small δ. The estimate in (9) implies that the distortion is strictly less than x − y 2 H , which implies a local injectivity. Since the Hilbert space norm · H is preserved by the RIP up to a small distortion δ, we can always compare two spare vectors after normalization. Suppose that x H = y H = 1. Then (9) also implies that the distortion is no bigger than 2 √ 2δ x−y H . Although this distortion bound is more conservative than δ x − y 2 H , which is available if the sparsity level is subadditive, it can be still useful for certain applications. Proof of Lemma 3.2. Let h = x − y denote the difference between x and y. We may find
Then h is s l+1 -sparse, where s l+1 = 2 l s, and hence
where δ l+1 = 2 (l+1)/2 δ. Let us first assume that δ l+1 < 1. Then we get
In case δ l+1 ≥ 1 we get
This proves the first assertion. Next, for the second assertion, we assume that x, y are (K, s)-sparse. Then we have
which implies δ l+1 = 2 (l+1)/2 δ ≤ 1 1+ǫ < 1. Therefore, we apply the estimate in (10) with the upper bound in (12).
The following corollary of Lemma 3.2 shows that two unit-norm and (K, s)-sparse vectors can be distinguished if they are well separated in the measurement domain. Otherwise, x and y are close in the original space. This result is weaker than the preservation of the distance but applies to a wider class of models. This result can be used in some applications such as locality-sensitive hashing.
Corollary 3.4. Suppose the hypothesis of Lemma 3.2. Let x, y be unit-norm and (K, s)-sparse vectors. If
Otherwise,
Proof. Let h = x − y. Then by Lemma 3.2, we have
We proceed the proof in the following two complementary cases.
It follows that 2 √ 2δ h H ≥ 16δ 2 and the maximum in (15) is attained in the first term.
Thus by (13) and (15), we have
which implies h H ≤ √ 2 Ah 2 . Then by (13) and (15) we have
which implies (14).
Case 2: h H ≤ Ah 2 . By (15) and the upper estimate for δ ≤
which implies (14). Thus the first part is proved.
For the second part, we suppose that Ah 2 < 4 √ 2δ and h H > 8δ hold simultaneously. By (15) and the fact that the first term achieves the maximum in in (15),
Then it follows that
which is a contradiction. Therefore, Ah 2 < 4 √ 2δ implies h H ≤ 8δ. This completes the proof.
Remark 3.5. We did not optimize the constants in Corollary 3.4. More generally, we find a conditional RIP property below.
Otherwise, h H ≤ βδ. One can optimize the constants α and β to tighten the estimate.
Remark 3.6. Corollary 3.4 implies that if the distance between Ax and Ay for two unitnorm sparse vectors x and y is larger than 4 √ 2δ, then the distance between x and y in H is equivalent to Ax − Ay 2 up to a constant factor. In other words, one can distinguish
x and y from their linear measurements. However, if Ax and Ay are close by satisfying Ax − Ay 2 < 4 √ 2δ, then Corollary 3.4 only confirms that x − y H is less than 8δ, i.e. one cannot distinguish two similar sparse vectors x and y from their measurements.
Note that we did not optimize the constants in Corollary 3.4. Obviously, this result is weaker than the uniform preservation of distance of any two sparse vectors (regardless of the amount of distance) given by RIP with respect to an exact sparsity model. However, this weak property will be still useful in applications. For example, in clustering sparse vectors, if the centroids of clusters are well separated via the dimensionality reduction via A, then one can compute clustering in the compressed domain.
Remark 3.7. Corollary 3.4 provides a recovery guarantee by a nonconvex programming. Suppose that x satisfies x H = 1 and x X ≤ √ s. Letx be the solution to (16) miñ x x X subject to Ax = Ax and x H = 1 .
Since x is feasible for the program in (16), we have x X ≤ x X ≤ √ s. Moreover,x also satisfies x H = 1. Therefore, by Corollary 3.4, it follows that x − x H ≤ 8δ. Without the unit-norm constraint, the optimization in (16) becomes a convex program. We will pursue a guarantee for this convex program in a future work.
Remark 3.8. We may even replace this by min x X subject to Ax − Ax < Kδ x H = 1 .
Then we conclude that x − x H ≤ (K + 2 √ 2)δ, and hence we can allow small random errors.
Next we show that the MRIP holds for group structured measurements. To avoid redundancy, we illustrate a single example where the sparsity model is given with a polytope K.
Lemma 3.9. Let H = ℓ N 2 and K be an absolute convex hull of M points, and K have enough symmetry with an isotropic affine representation σ : G → O N , X be the Banach with unit ball K, g 1 , . . . , g m be independent copies of a Haar-distributed random variable g on G, s max (K) be defined in (8), and u : X → ℓ d 2 satisfy tr(u * u) = N . Then there exists a numerical constant c such that A = 1 √ m (uσ(g j )) 1≤j≤m satisfies the MRIP with distortioñ δ at levels with probability 1 − ζ provided
Proof. Let l ∈ IN. Note that 2 ls 2 lδ2 =s δ 2 .
Therefore, by [JL17, Theorem 5.1],
Since l was arbitrary, applying the union bound over all l satisfying ⌊− log 2 s⌋ ≤ l ≤ ⌈log 2 (s max (K)/s)⌉ gives the assertion.
Group structured measurements with further randomization
In the Part I paper [JL17] , we have shown that the number of randomly sampled group structured measurements m for the RIP scales near optimally for certain sparsity models (e.g., sparsity models with respect to Banach spaces X = ℓ N 1 or X = S n 1 ). However, in general, one needs a larger number of measurements for the group structured case than that for Gaussian measurements. In this section, we propose two different ways to improve the sample complexity for the RIP of randomly sampled group structured measurements.
To this end, we first recall the optimal result on the number of Gaussian measurements for the RIP. Gordon's lemma [Gor88] shows that a minimal number of Gaussian measurements provide the dimensionality reduction of an arbitrary set D consisting of unit-norm vectors. In the remainder of this section, we consider D = K s = √ sK ∩ S N −1 for a fixed convex
4.1. Group structured measurements followed by a small subgaussian matrix.
Suppose that K has enough symmetries with an isotropic, affine representation σ on a compact group G. Let X be the Banach with unit ball K. A fixed map u : X → ℓ d 2 can be viewed as an instrument to probe data from X.
We consider a situation where a sufficient number of group structured measurements are stored in a data bank but the original data is no longer accessible. We can further reduce the amount of data by applying a small Gaussian matrix to the vectors with the obtained measurements. The next result shows that the measurements obtained by the two-step approach by the composition operator provide dimensionality reduction, which is as good as that by pure Gaussian measurements in Gordon's lemma. 
where e(·) is defined by e(p) = 1 for 1 ≤ p < 2 and e(p) = 3 for p = 2.
In particular for a large enough M a low dimensional image of K with "Gordon optimal number of measurements" can be reproduced by group translations of a given instrument u.
In general, the number of group translations, M , determined by Theorem 4.3 is larger than the number of measurements, m, at the final stage. However, M is still significantly smaller than the ambient dimension N and the size of the Gaussian matrix, m-by-M , is small compared to the size m-by-N , of a pure Gaussian measurement matrix. Since group structured measurement operators often have fast implementation (e.g., partial Fourier [FS03] and partial Gabor [Søn12] ), the composition measurement system is scalable and can be useful for high dimensional data in particular with a sparse u.
The proof of Theorem 4.3 consists of a sequence of supporting lemmas. For the first lemma, we need a standard application of Rosenthal's inequality.
Lemma 4.4. Let σ : G → O N be an affine isotropic representation, where O N denotes the orthogonal group, g 1 , . . . , g M be independent copies of a Haar-distributed random variables g in G, and u : C N → C d be a linear map such that tr(u * u) = N . Then
Proof. Since the action is isotropic, we see that Eσ(g)u * uσ(g) * = Id and
With the help of the noncommutative Rosenthal inequality (see [JZ13, Theorem 0.4]) this implies
In case M d/N ≤ 1, we choose p = ln N and find
For M d/N ≥ 1 we simply choose p = 1 + ln(M d/N ) + ln N and get
Then the assertion follows.
Corollary 4.5. Let u, K, A be as in Theorem 4.3. Suppose that (19) holds. Then A is invertible on its range and in particular satisfies
Proof. By Lemma 4.4, there exists c > 0 such that the assumption implies
Then A is injective. Furthermore it follows that A S∞ ≤ 3/2 and A † S∞ ≤ √ 2, where
Now by combining the above lemmas, we prove Theorem 4.3. Therefore Lemma 4.1 applies to A(K) and we find that (18) implies
Then the triangle inequality implies the assertion.
Group structured measurement with random sign.
Here we demonstrate that one can reduce the number of group structured measurements for the RIP by certain choices of groups so that it is comparable to the (widely accepted optimal) result by Gaussian measurements. More precisely, adopting the multiresolution RIP result by Oymak et al. [ORS15] , we show that the combination of the group structured measurement operator and the diagonal operator with random sign achieves the "Gordon optimal number of measurements". We start with the observation that the group structured measurement generalizes the partial Fourier measurement and satisfies the multiresolution RIP. Here, we use the original definition of the multiresolution RIP [ORS15] , which is a special case of Definition 3.1.
Definition 4.6 (Multiresolution RIP [ORS15]).
We say that A : ℓ N 2 → ℓ m 2 satisfies the Multiresolution Restricted Isometry Property (MRIP) with distortion δ > 0 at sparsity
for all l = 0, 1, . . . , ⌈log 2 (N/s)⌉.
We fix a group G with an isotropic affine representation σ : G → O N such that σ(g) is an isometry on ℓ N 1 and ℓ N 2 simultaneously for all g ∈ G.
Theorem 4.7. Let G be a group action with an affine representation σ : G → O N such that σ(g) is an isometry on both ℓ N 1 and ℓ N 2 for all g ∈ G. Let η ∈ ℓ N 2 be a vector of η 2 = √ N , g 1 , . . . , g m be independent copies of a Haar-distributed random variable g in G, and v j : ℓ N 1 → C be given by v j x = σ(g j ) * η, x for j = 1, . . . , m. Suppose in addition that D ε ∈ R N ×N is a diagonal matrix whose diagonal entries are from a Rademacher sequence (ε j ) 1≤j≤N . Let T ⊂ S N −1 . Then there exists a numerical constant c such that
Proof of Theorem 4.7. The assertion follows by combining Lemma 3.9 for K = B N 1 and [ORS15, Theorem 3.1] fors = C 1 (1 + ln(ζ −1 )) andδ = δ C 2 ℓ(T ) with some numerical constants C 1 and C 2 . 
Proof. This follows from ℓ(K s ) ≤ √ sℓ(K).
Remark 4.9. One may improve Corollary 4.8 by considering a better estimate on ℓ(K s ) given by
which is smaller than √ sℓ(K).
Indeed, for some unconditional Banach sequence space norms, the diagonal operator with random sign can be absorbed into the group action, which is stated in the following corollary. 
Then there exists a numerical constant c such that
provided that the condition in (23) holds.
Proof. In [JL17, Section 4], we have shown thatσ is an isotropic affine representation of G. Then we note that thanks to the group invariance for all r ∈ N E G m sup
Now it suffices to apply Corollary 4.8.
Remark 4.11. Note that one can use use different kinds of randomness and have different degree of generality for group structured measurements. In i) we can work with an arbitrary group G and are not using good concentration inequalities. In ii) we have to restrict to subgroups of isometries of ℓ N 1 , and that can be very restrictive. It is also interesting to consider the sampling sets in i) and ii). In i) we sample from the orbit σ(G) * η of cardinality at most |G|, and ii) from Finally, we conclude this section with an application of Corollary 4.8 to low-rank tensors.
Let K s denote the set of rank-s tensors in (ℓ n 2 ) ⊗ d π . In the Part I paper [JL17, Theorem 7.3], we showed that the group structured measurement with a standard Gaussian instrument
We compare this estimate to that by the group structured measurement operator after applying random sign. Let (ε j ) 1≤j≤N be a Rademacher sequence and D ε be the corresponding diagonal operator with random sign. Then applying the fact that a standard
to Corollary 4.8, it follows that
To simplify the expressions for the number of measurements, let us choose ζ not too small so that ln(ζ −1 ) is dominated by the other logarithmic terms and then ignore the logarithmic terms. In Table 1 , we compare different measurement operators in terms of the simplified number of measurements up to a logarithmic factor that provide the RIP on K s with high probability.
Then the number of group structured measurements for RIP is roughly snd 3 whereas the one without random sign is sn 2 d 2 . Usually, d is smaller than n and the random sign reduces the number of measurements in this case. For the group structured measurement operator after random sign, m can be further reduced by factor d if a deterministic vector (e.g.,
is used instead. The Gaussian measurement case has optimal scaling of snd. But its implementation may be impractical for high dimensional data. Recall that in this comparison the group structured measurements also used random instrument. However, the requirement on this random instrument is rather mild and does not require strong concentration property of the Gaussian matrix.
On the other hand, note here that the transformations σ(g) preserve both the convex body K and the ℓ 2 -norm. However, although the diagonal operator D ε also preserves the ℓ 2 -norm, unlike σ(g), D ε does not preserve K in general. Also note that there are applications where random sign cannot be implemented.
RIP in infinite dimension
In this section, we present the RIP on infinite dimensional sparsity models. A general version is described below in the Fourier analysis framework, followed by illustrations on two specific examples of the model.
RIP on infinite dimensional sparsity models.
We will consider various (semi-) norms on L 2 (0, 1) defined by using the Fourier series representation. Let (f (k)) k∈Z denote the Fourier series of the periodization of f ∈ L 2 (0, 1),
where ψ k s are complex sinusoid functions defined by
Let w = (w k ) k∈Z be a nonnegative sequence and define a weighted (semi)norm
This weighted (semi)norm is reminiscent of usual Besov norms. For example, if w k = k for k ∈ Z, then it follows that f 2,w = f ′ L 2 for all f ∈ C 1 . Let H w denote the (semi)normed space equipped with · 2,w . If w k > 0 for all k ∈ Z, then · 2,w is a valid norm and H w is a Hilbert space. But we are also interested in the case where w is finitely supported and · 2,w is just a seminorm.
In the Part I paper [JL17] , we defined that a vector x ∈ H is (K, s)-sparse if x X ≤ √ s x H for a Hilbert space H and a Banach space X induced from a convex set K ⊂ H such that the unit ball in X is K. One may note that the main results there were derived without using the fact that the Hilbert space norm is definite, i.e. x H = 0 implies x = 0, and remain valid when the Hilbert space H is replaced by a seminormed space H w . In particular, [JL17, Theorem 2.1] applies to an infinite dimensional sparsity model in L 2 (0, 1) defined by a Banach space L q (0, 1) and a (semi)normed space H w as follows.
Definition 5.1. Let 1 < q ≤ 2 and fix a weight sequence w = (w k ) k∈Z . We say that f ∈ L 2 (0, 1) is s-sparse with respect to (H w , L q (0, 1)) if
As in the Part I paper [JL17], we consider random group structured measurements. Let τ t be a group action on L 2 (0, 1) that maps f to its translation to the right by t ∈ [0, 1) modulo 1 and u : L 2 (0, 1) → ℓ d 2 be a linear operator that takes a Hilbert space valued measurement. Then group structured measurements of f are generated as (u(τ t j f )) m j=1 where t 1 , . . . , t m are independent copies of a uniform random variable on [0, 1).
We are interested in a specific H w with the weight sequence determined by u as
Indeed, since
where δ kj denotes the Kronecker delta, it follows that Eτ * t u * uτ t is a Fourier multiplier such that
In this setup, the main theorem in the Part I paper [JL17, Theorem 2.1] provides the following corollary.
Corollary 5.2. Let 1 < q ≤ 2, 0 < ζ < 1, and δ > 0. Let · 2,w be defined by (25) where (w j ) j∈Z is given from u as (26). Suppose that t 1 , . . . , t m are independent copies of a uniform random variable on [0, 1). Then there exists a numerical constant c such that
Here, e 1 , . . . , e d denote the standard basis vectors in R d .
Proof 
First, instead of the isotropy, from (27) it follows that
Second, L q (0, 1) is a lattice and the complexity of its unit ball K is upper bounded by [JL17, Theorem 3.8], where the type 2 constant of L q ′ (0, 1) is no larger than √ q ′ [Car85,
Lemma 3]. Lastly we note
Then the assertion follows from [JL17, Theorem 2.1].
If w k = 1 for all k ∈ Z, the weighted norm reduces to the usual L 2 -norm and H w becomes the Hilbert space L 2 (0, 1). However, since (26) is not satisfied for this weight sequence with d < ∞, Corollary 5.2 does not apply to this case. However, there exist interesting instances of H w where Corollary 5.2 provides efficient compression of data in infinite dimension. In the remainder of this section, we will illustrate Corollary 5.2 for two specific H w s with motivating applications.
Preserving truncated seminorms.
In the first example of H w , we consider · w,2 given as a truncated seminorm with the weight sequence w = (w k ) k∈Z given by
In this setup, Corollary 5.2 implies that group structured measurements preserve the ℓ 2 -norm of a subsequence of the Fourier series of f restricted to [−N, N ) ∩ Z. This result combined with the arguments in Section 3.2 shows that a subsequence of the Fourier series within the given interval can be reconstructed from the described group structured measurements.
We will apply Corollary 5.2 to specific measurement maps u : L q (0, 1) → ℓ d 2 such that the weight sequence (w k ) k∈Z from u by (26) Here we will derive a subset of the sparsity model involving two interpretable parameters.
First let us indicate that the new notion of sparsity can be viewed as combination of two sparsity conditions.
ii) f is supported on a set of measure γ; Then f is s-sparse with respect to (H w , L q (0, 1)) with sparsity level s = α 2 γ 2/q−1 .
Proof. Let E be the support of f and 1 E (t) be the indicator function of E. Then we have
This implies
Thus by definition the sparsity level s is at most γ 2/q−1 α 2 .
When · w,2 is given by the weight sequence in (29), the first condition in Lemma Lemma 5.4. Let 1 < q ≤ 2, N ∈ IN, (w k ) k∈Z be defined in (29), and H w be defined as above. Define
where λ denotes the normalized Lebesgue measure on (0, 1). Suppose that ρ ≤ N/2. Then
Proof. Note that
Without loss of generality, we may assume f L 2 = 1, and deduce that
and hence (1 − ρ 2 /N 2 ) ≤ f 2 2,w . Since (1 − t) −2 ≤ (1 + 4t) for 0 < t ≤ 1/4, by the assumption N ≥ 2ρ, it follows that
Let α = (1 + 4ρ 2 /N 2 ) 1/2 . Furthermore, since f is supported on a set of measure γ, the assertion follows from Lemma 5.3.
The next lemma provides concrete examples that belong to K ρ,γ .
Lemma 5.5. Let φ be a positive smooth and differentiable function with φ(0) = 1 and support contained in [−1/2, 1/2]. Let φ T (x) = T φ(T x) and t 1 , . . . , t l with distance strictly bigger than 1/T . Then
Proof. We just note that f T is a sum of disjointly supported functions. This proves i) and
Indeed, we deduce from a change of variable that
This yields ii). Note that φ ′ T is also disjointly supported, and hence
Then we note that
Lp .
This implies
Assertion iii) is a special case.
The signal model in Lemma 5.5 is given as a superposition of shifts of a given function φ with finite support and is considered as a generalization of the cardinal B-spline [Uns99] .
The shifts in Lemma 5.5 are not necessarily on a grid whereas the knots in the cardinal B-spline are integer valued.
Next we illustrate how Corollary 5.2 implies the RIP on the model in Lemma 5.4 for two specific choices of u that satisfies (26) for (w k ) given by (29).
Deterministic instrument for measurements
(This requirement is not a strong restriction in designing a measurement system.) Here we consider a deterministic u with h 1 , . . . , h d given by
where (ψ k ) k∈Z are complex sinusoids defined in (24).
Note that h l , f is a local average of (f (k)) −N ≤k<N on an interval of size L. These measurements are obtained by applying an ideal low-pass filter supported of bandwidth L, followed by subsampling by factor L in the Fourier domain. The corresponding weight sequence w = (w k ) k∈Z satisfies (29). For this deterministic u, Corollary 5.2 provides the RIP result shown in the following proposition.
Proposition 5.6. Let u be defined as above with (h l ) 1≤l≤d satisfying (31), t 1 , . . . , t m be independent copies of a uniform random variable on (0, 1), and w be defined by (29).
Suppose that 2N = Ld and ρ ≤ N/2. Then
Proof of Proposition 5.6. Lemma 5.4 implies that every f ∈ K ρ,γ satisfies
Using the Khintchine inequality and type 2, we obtain
where 1/q + 1/q ′ = 1.
Then by Corollary 5.2, it suffices to satisfy
We chose q ′ = max{2, | ln γL|}.
Remark 5.7. The result in Proposition 5.6 implies that the number of shifts to recover the ℓ 2 -norm of the Fourier series restricted to [−N, N ) ∩ Z can be as small as γN L up to a logarithmic factor. The total number of measurements is γN 2 . In this particular case, if γ = o(1/N ), then the number of measurements scales sublinearly in the dimension 2N of the reconstruction space ℓ 2N 2 . Unlike the finite dimensional case, such small γ can be still interesting in this infinite dimensional setup. In particular, Proposition 5.6 applies to a sparse function with nonzero measure whereas the existing theory [VMB02] only applies to a finite superposition of Dirac's Delta or derivatives, which corresponds to a special case of function with measure zero. We leave it as an open problem to determine the optimal sample rate for this infinite dimensional sparsity model. Nevertheless, as we show in the next section, the number of measurements for a deterministic u can be improved using incoherent measurements with a random instrument u.
5.2.3. Randomized instrument for incoherent measurements. Next we consider a random instrument u for the measurements. Again we suppose that 2N = Ld holds for some L ∈
for l = 1, . . . , d. Then we consider u with random h 1 , . . . , h d given by
with a Rademacher sequence (ε j ) 1≤j≤L . Then, by construction, the corresponding weight sequence satisfies (29).
Randomness in (h l ) 1≤l≤d makes the measurements incoherent and reduce the number of translations for the RIP as shown in the following proposition.
Proposition 5.8. Let u be defined by random (h l ) 1≤l≤d satisfying (32), t 1 , . . . , t m be independent copies of a uniform random variable on (0, 1), and w be defined by (29).
holds provided
Proof of Proposition 5.8. We first compute a tail bound on
Let (ε ′ l ) 1≤l≤d be a Rademacher sequence independent of (ε j ) 1≤j≤L . Then
where (ε ′′ k ) −N ≤k<N is a Rademacher sequences independent of everything else. By applying Khintchine's inequality to the upper bound given in (33), we obtain
Moreover, by applying Kahane's inequality (see [KW92] ), we obtain
Then, by a consequence of Markov's inequality [Dir15, Lemma A.1],
Under the event when (34) is satisfied, for the RIP on K ρ,γ with probability 1 − ζ, it suffices to satisfy
The incoherence due to randomness in (h l ) 1≤l≤d from the Rademacher sequence (ε j ) 1≤j≤L
reduces the number of random translations by factor of L 1−2/q ′ . To optimize m, we choose
Preserving valid norms.
In general, one cannot recover a sparse signal in an infinite dimensional space from finitely many measurements. For example, when unknown sparse signal f ∈ L 2 (0, 1) is supported on a set of nonzero measure, at least a subsequence of the Fourier series at the Landau rate is necessary [Lan67] . Known exceptions include the case where the unknown f corresponds to a point measure, that is a superposition of finitely many Dirac's delta (e.g., [VMB02, CFG14, TBSR13] .
In this section, we demonstrate a similar exception but for f with nonzero measure. As for another application of Corollary 5.2, we demonstrate that a set of group structured measurements preserve the weighted norm of a sparse f ∈ L 2 (0, 1) according to Definition 5.1 up to a small distortion. The recoverability follows as we combine this with the arguments in Section 3.2. Specifically, we consider a weighted norm defined by the weight sequence w = (w k ) k∈Z given as
, ∀k ∈ Z .
Unlike the previous example with a truncated seminorm, · 2,w given by (35) is a valid norm. Moreover, it admits a sparsity model on antiderivatives determined by "smoothness".
Let g be an antiderivative of f such that f = g ′ andĝ(0) = 0. Such g is uniquely determined and satisfies
Therefore there is an one-to-one correspondence between {f ∈ L 2 (0, 1) | f Lq ≤ √ s f 2,w } and (36) {g ∈ L 2 (0, 1) | g ′ Lq ≤ √ s g 2 ,ĝ(0) = 0} .
We will show two examples of group structured measurements (u(τ t j g ′ )) m j=1 that preserve the L 2 -norm of g for all g in the set in (36). Bote that the sparsity level s in (36) is clearly interpreted as a measure of smoothness of g.
Remark 5.9. In fact, it is easy to extend the result without requiringĝ(0) = 0. We modify the set of smooth signals by
In this case, we need just one more measurement forĝ(0). Theorem 5.10. Let 1 < q ≤ 2 and 0 < s < ∞. Suppose that t 1 , . . . , t m are independent copies of a uniform random variable on (0, 1). Then
holds provided (37) m ≥ C(q)δ −2 s max((q ′ ) 3 (1 + ln m) 3 , ln(ζ −1 )) .
Moreover, (37) also implies
Proof. Let f = g ′ for g satisfyingĝ(0) = 0. Then f 2,w = g L 2 .
We Here the last assertion is obtained by approximation with trigonometric polynomials. Therefore j∈Z\{0} (τ −t j (g)) ′ (j) j = (τ −t j g)(0) = g(t j ) .
The second assertion follows from Remark 5.9.
5.3.2.
Taking local measurements in the Fourier domain. In the previous example, we considered measurements given as time samples. In certain applications, data are acquired sequentially in the Fourier domain. In this situation, before acquiring the full Fourier series, one cannot evaluate time samples. In the second example, we demonstrate a similar result for the measurements obtained as linear combinations of the Fourier series coefficients on finitely supported windows.
Our strategy to get the RIP result on this example consists of the following two steps:
First, given a particular partition of Z, we consider infinitely many measurements of random shifts of the signal, where each measurement is taken as the sum over the corresponding block in the partition; Second, we show that due to the fast decay of the weight sequence truncating the measurements to within first few dominant ones does not incur any further significant distortion.
We start with the first step. Note that Corollary 5.2 does not immediately apply for a map u : L 2 (0, 1) → ℓ 2 with an infinite dimensional range. Instead of working directly on u, we approximate u with a sequence of operators (u l ) l∈Z with finite dimensional ranges and apply Corollary 5.2 to each u l . Let (J l ) l∈Z be a collection of disjoint intervals that partition Z. Then we define (u l ) l∈Z by (38) (u l (f ))(j) = Furthermore, by the Hausdorff-Young inequality, we have Note that
Let g be an antiderivative of f such that f = g ′ andĝ(0) = 0. Then f 2,w = g L 2 .
Lemma 5.11 implies Here m denotes the number of translations for the RIP.
Note that by the chain rule τ t j g ′ = (τ t j g) ′ . Moreover, the shift in the time domain becomes a multiplication with a complex exponential in the Fourier domain. Therefore, Example demonstrated a sufficient number of translates for the RIP. However, there we took infinitely many measurements for each translate. However, when the weight sequence (w j ) j∈Z\{0} is given as in (35), the L 2 norm of f that satisfies f Lq ≤ √ s f 2,w is highly concentrated on a finite interval in the Fourier domain. Therefore, one can approximate the L 2 -norm of a smooth function from finitely many measurements, which is stated in the following theorem.
Theorem 5.13. Let 1 < q ≤ 2, s > 0, I 0 = {0}, and I l = {k | 2 l−2 < |k| ≤ 2 l−1 } for l ∈ IN. Let t 1 , . . . , t m be independent copies of a uniform random variable on (0, 1). Then there exists a constant C(q) that depends only on q such that
g ( 
