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RESUMO 
Nest.e t-rabalho são discutidos e comparados modelos de 
dos:e-respost.-a par-a a análise de dados binár-ios g-erados em experiment.os 
t.erat.:al6~icos:. Pl"imeil'"ament.e s!io considel'a.dos modelos que g:eneral:izam o 
estudado por RAI & VAN RY2IN <1985), onde é incoz.porado o t.amanho das: 
ninhadas ber-adas: no experiment.o, numa t.ent.at.iva de considerar a 
prE::sença do efeit.o de ninhada. Em par-t.icul.ax- 1 são consider-ados os 
modelos que supõem as dis:t.:r-ibuiçeses: de Poiss:on e binomial neg-at...iva para 
0 t.amanho da ninhada. Em s:e~undo lug-ar-, são considerados modelos: 
logi st.icos lineat"es como os s:u~eridos por WILLIAMS (1987),. onde o 
t.am.anho da ninhada e a dose podem at-uar como cova.I'iáveis. O mét.odo de 
máxima verossimilhança 
os modelos. No caso 
é- aplicado para est.ima.r os 
do modelo :;el"al de Ra1 
parâmet.r-os de t.odos 
8: Van Ryzin,. são 
demons:t.radas propried<"~dA~ as:s:int.ó'Licas dos estirnadores1 completando a 
prova sugerida por RAI & VAN RYZIN (1991). Dados provenient.es de dois 
experimentos tel"at.ol6gicos apresent.ados: na lit.el"a:t.Ul'a s:ão ut.iliza.dos no 
ajust.e dos modelos: os contidos em LüNJNG et. al <1966) e os de TYL et. 
:! a1 <1983). Os mét..odos: rtumél'icos: it.erat.ivos dê Flet.c:her- & Reeves1 
'l quase-Newt.on e de Newt.on são aplicados no ajust.ament.o do modelo t;er-al 
de R.ai & Van Ryzin. Para os conjunt.os de dados ut..ilizados:, os métodos 
produzem l"esult.ados: concor-dant.es: 1 excet.o para o modelo binomial 
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ne:;at.ivo. Os modelos log-1 st.icos são ajust-ados: através do pacot-e 
est.at-ist.ico GLIM e, com os dois conjunt.os de dados, os ajust.es obtidos 
par-a os: modelos com variação binomial pUI"a não são bons. Porém,. a. 
suposição de vax-iação extra-binomial pr-oduz uma melhora na qualidade do 
ajus:t.arnent.o pat>a os dados de Tyl et a1 <1983) 
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ABSTRACT 
Dose-response models :for t.he analysis of' binary dat.a from 
t.er·at.ologic experime-nt.s: are discus:sed and comp.ar-ed. Firs:t.!y, are 
consiper-ed models ~ene:I>.alizing- t.ha.t. s:t.udied by RAI & VAN RYZIN (1985)~ 
which incor-porat.e t.he lit .. t.e-:r- s:izes: as an at.t..empt. t.o a.ccount. f"or lit.t.er 
ef:fect.s. The models: considered assume a Pois:s:on or a ne-gat.i v e binomial 
dist.r·ibut.ion :for- t.he U.t.t.e:r- sizes. Secondly~ logtst.ic linear models 
like t.hose s:ugg:est.ed by WILLIAMS (1987} are consideredt which cont.ain 
l:tt.t.er sizes and doses as covariables. The maximum likelihood met..hod is: 
applied t.o est.im;;,t.-~ modeVs parametA:rs. Fo:r· t.he R~i & Van Ryzin mr..tdúlft 
assympt.ot.ic proper-t.ies: of' t.he est.imat.oN>: .ar-e demonst.rat.ed, complet.ing-
t.hus t.he proof' s~gested by RAI &: VAN RY2IN (1981). The models: ai"e 
fit.t.ed t.o dat.a fr-om t.wo t..er-at.olog:ic exper-iment.s:; t.he one discussed by 
LüNING et al (1966) and t.he expel"iment. of' TYL et. a1 (1983>. The 
it.er-act.ive Flet.cher lt Re-eves_. quasi-Newt..on and Newt.on rnet.hods .('ll"'~ 
applied t.o t.he :fit.t..int; of" Rai & V.an Ryzin's model. The- result..s obt.ained 
ar-e in ~eneral ~reement. for the models~ except.ing t.he negat.ive 
binomial pax-t.. The !ogist.ic models ar-e f"itot.ed using t.he sof"t.war>e GLIM. 
Pw-e binomial variat.ion models: do not. display a. good f"it.t.ifl€~ but. 
models incorporat.in:; ext.I>a binomial variat.ion show a bet.t..e:r- f1t. :fo:r- Tyl 
et. a! dat.a. 
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CAPiTULO 1 
INTRODUÇÃO 
t.t AGENTES TERATOG&NIOOS 
No ambient-e onde o homem moderno vive~c est.ao present.es: 
divel"SSS acent.es que produzem ef"eit.os adversos A s:aóde. Em part.ie:ula.ro, 
eles podem at"et.ar a capacidade reprodut.iva de indiv1duos expost.os e 
c;erar m.alf'or-maç&s concêrdt.as em seus f'U.bos. 
A induçllo de def"eit.os na descendência de wn indiv1 duo 
submet.ido- a um. acen~ exóceno é est.udada pela Te:rat.olocia, o processo 
que leva • est.es de:feit.os é denominado t.er-a"tocénese:~- enquant.o que o 
acent.e capaz de ca\.15â-los é dit.o t.erat.océnico. 
No t'et..o, Vá.l"ios resultados adve:r-sos podem ser causados 
acent..es t..e:r-at.océnicos, incluindo 
Cl"es:eiment.o, deso'Niens f'uncion.a.is e 
result..ados dependem principalment.e 
event.ual.ment.e 
ret.ardament.o do 
sua mor-t.e. Est.es 
da sus:cept.tbilidade f"et.o 
peri odo da exposiç1lo, governada por- !'at.o:res t.ais como seu genót.ipoJ 
1 
est.ã,;io de desenvolvimento durant.e a exposiçlo, nat.ureza do a:;ent.e, 
dux-aç.llo, tnt.ensidade e via de expostç.tlo. Cr-ianças nascidas f'isicament.e-
per:teit.as t.ambém podem .apresent.ar alc;uns :r-esult.ados a.dvel"sos mais 
t.ar-de, como por exemplo, dist.ürbios neur-olóc-icos. 
o 
Para um a.c:ent.e potencialment.e 
:r-isco de que pessoas submetidas à 
t.erat.oc-ênico~ pode-se 
diCe:r-ent.es ni veis de 
exposiç.l.o ao agent.e t.enham. suas capacidades x-ep:r-odut.ivas reduzidas ou 
gerem filhos dis:formes. Nest.a t.ese, dis:cut.imos uma Cot>ma de avaliar 
est.e t-is::co, baseada no ajust.e- de curvas de dose-respos'La. Porém, ant.es 
de aP:r-esent.az. com mais det.alhe o pr-ocesso de avaliaçXo, é conveniente 
exibir a.~c"uns exemplos de ac-entes t.erat.ogénicos conhecidos. 
A list.;acem de poss! vets: ,acent.es t.é:r-at..ogênic:os inclui os 
do t.ipo f'"i sico, como as radiações ionizant.es, os: qui micos e os: 
biol~icos. Exemplos de acent.es com et'eit.os conhecidos são os 
sec:uint.es. 
i) A t.alidomida, um 
Unidos no final dos """"" 
seda.t.ivo usado na Europa e nos Est.ados 
50 e in1 cio dos 60. A administ.l'açllo de 
t..alldomida a mulhel"es cr-Avidas pr-oduziu det'orm1dac:les nos: mtlsculos e 
esqueleto dos filhos, af"et.ando pl'incipalment.e membl'OS e ~'"""' dos 
11> O mercOrio, l'eSpOnsável pelo des:.asl-1'8 ocorl'ido na Baia de 
Ml.n.amat.a, no Japllo, onde no pel'iodo de 1954 a 1960, a populaçllo 
consumiu peixe contaminado com met.ilmel"dírio provenient.e de uma -usina 
que ut.!lizava o merc:Orio, jog-ando os l'esiduoa do p~ na baia.. 
Or4ançaa filhas: de ml.ea expost.as t.ive:r-am vá.:r-ios n.1 veis de sint.omas 
neurolóeicos semelhant-es à par-alisia cerebraL 
.Ui) O vi r-ua da r-ubéola, cuja apres:ent.aç:l.o durant.e a C't"&videz 
rnat.erna est.á. associada ao na8CimE!!nt.o de ~ianças: anor-mais. AI::uns 
nasc:l.ment..o apr-esent.ados silo cat.arat.a,. 
iv) As bif"enilas policloradas ('"polychlol'inat.ed biphe-nyls .. , ou 
2 
PC!! em inc!ês:>. No sul do Japl!o, em 1968, um c;r-<mde número de pessoas 
f'ot int.oMicada pêla 1f11Cés:t.S.o dê óleo de ar-x-oz cont.aminado por PCB. 
Alcum.as CI"ianças: f'illlas de mles: int.oxicadas na&ce'N:tm. mort.as: e out.l"as 
apr-esent.ax-am r-et.ardament.o de Cl'esciment.o, ptr;ment..aç:la ~mala e 
pl"ejui zos: J'JeW"OlóCiCOS. 
Veja WILSON a FRASER (1977>; LONGO <1980); KIJRZEL a 
CETRUl.O <1981> e SHANE <1999) para matares inf'orm.açeses sobl'"e a :r-elação 
ent..re agent..es t.erat..ogênicos e result.ados adversos no f"et..o e t.amhém para 
det.alhes suplement.~s sobre os exemplos: apJ:>esent.ados. 
1.2 AVAUAçXI> DE RISCOS TERATOGENICOS 
A pl'>êtíl&l"lÇa de agent.es possivelmente t.eratogéniaos no 
ambiente f"az com que seja necessário det.erminat' cuidadosament.e seus 
ef'eit..os:~- bem como avaliá.-los para dif'erent.es n1 veis de exposiçAo. Um 
proced.tment.o cons:1s:t..e na avaJ.t.aç:lo quant.it.at.iva do r-isco associado aos 
dlt'erent.es ni veis de exposição ao ac;ente em est.udo. Seu objet.lvo é 
est.l.....,.. as pl'Obabilldedes de que dlt'erent.es doses do ac;ent.e :resultem em 
et'eit.os advei'Sos. VAN RY:ZIN <19110) define a avaliaçllo quanUt.at.lva do 
risco como a est.imaç.lo de n1 veis: de exposiç.lo a uma subst..lncia t.óxtca 
que lf&vam a aumentos e.specif'"icadoa: nas t.axas: de inctdéncla ou na 
ocol'l'énc1a de uma consequênd.a advei'Sa p:redeterminada. Est.a avaliaçllo 
permit.e event.u.alment.e det.e:rminar ••nt veis aceiUveis"' de exposiç.!o. 
Segundo VAN RY2:IN <19110>, os dedos ut.ilizados pSl'a 
esrt.ima:r- est..es riscos, f:el"'alment.e são proverden't.és:: de: 
i) Test.es mut.ac;énioos , que silo t.est.es râpidos, simples e nllo 
muit.o caros. 
ii) Estudos epidemiolócicos :fei'tos em popul.açôes humanas, que 
ajudam a det.el'mina:to as:sociaç&s: ent.:re possú veis ~n.t.e:s:: t.erat.osénicos e 
et"ett.os reprodut.ivos adversos. 
Ui> Experiment-os ~ animais: que envolvem a avaliaç.Uo cont.l"olada 
da t.erat.oc-enicidade das ~nt.es em animais de laborat.ó:rio. 
3 
A secuir-, !'ar-e-mos uma breve apres::ent.açl.o dos est.udos 
epidemiolócicos: e dos: expe:r-irnent.os com animais. Mo nos det.el"'emos nos 
t.est.es mut.~ênicos,_ remetendo o leit.or a SHANE <1999) par-a uma breve 
discussl:o dos mesmos. 
t.Z.i ESTUDOS EPIDEMIOLóGICOS 
A Eptdemiolot:ia pode S:el'" de:finida como o est.udo da 
dist.ribuição e dos det.erminant.e-s relacionados aos estados de s:aóde e 
eventos em populaç5es1 e- a aplicaçilo dest.e est.udo no cont.role de 
pi'Obl .. mas de saúde. Veja LAST (1988>. 
Assim, a Epidemiolot;ia pode ser- utilizada como uma 
met.odolo~ia para explor-aç.5.o de inf'oJ:>m.aÇI!)es sobre os e:feit.os de acent.es 
t.e:r-at.ogénico.s quando est.udamost por exemplo, a ocoz.l"ênd.a de 
l'ltlSclment.os: disf"oromes em populaç5es humanas em um pe:r--1 odo det.erminado e 
em uma á:r-ea ceocrttfica :fixa. 
Nos est.udos epidemioJ6clcos sllo c;eralment.e ut.illzadas 
duas t,écnicas,. que denomi.na1'oemos de&'Kll"it.iva a an.ali t.ica. Nos est..udos 
descr1:t.ivos do obt.tdas tnt"o:r-maçtses a respeit.o da dist.ribuiç.lo e 
~nela de- um resul'Lado r-epr-odut.ivo adv&%'CO. JA o est.udo anaJ..1 t.icot 
é planejado para. t.est.ar ou c;era.r hipót.eses a respelt.o da associaçllo 
ent."J"'e exposiç.l.o e r-esult.ados :r-eprodutivos adver-sos. 
Em part.icular-, dua:s est.rat.écJ.as ut..Uizadas na pesquisa 
epidemiolócica s:llo os est.udos de casoS: e cont.r-oles e os est.udos de 
coort.es. No est.udo de casos e cont.r-oles~ é f'eit .. a uma avaliação 
ret.ros:pect.iva dos f'at.ores de exposiç5.o nos casos <que são indi.v1 duos 
com a cal"act.e:r1 st.tca .adverca de int.e:resse) e cont.roles (indiv! duas sem 
essa c.a.ract.er1st.ica). No est.udo de COOl"t.e,. os individuas expost.os: e os 
n5.o expost.os a um. det.el:"'minado f'at.or do acompanhados por um peri odo de 
'Lempot usando t-écnicas: :r-et.r-os:pect.ivas: ou p.l'"os::pect.iv~ para obser-var- a 
presença. do x-esult.ado adverso. 
A principal vant.~em dos est.udos epidemiolóc-tcos é que 
4 
seus result...:!os do diretamente aplicáveis para populações humanas. 
Lament.avelment.et eles muit.as desvant.acens: 
loc-1 st.icas e ét.:l.c:as; a'l!Sência. de document.aç!lo conf"iâ.vel sobz.e rú veis de 
exposiç:l.o individual; pl"'esença de t"at.oPes de conf'undiment.o <que sSo 
aqueles f'at.ores que Va.!"iam junt.ament.-e com as variáveis explicit.ament.e 
consider-adas e que por isso t;er.run di:fic:uldades: na int.ex-pret.açâo dos 
result.ados:>; cust.o e t.empo necessár-ios para sua l"ealizaçã.o et 
nnaJ.ment.e~ a inexis:t.ência de dados l"ef"e!"ent.es a novos ~ent.es. 
Uma disC1..tlS:S::io global e det.a.lhada das diversas: est.:ra.t.éc:las 
da pQsqutsa epidemiológica pode ser encont.rada em FRlEDMAN <1987) e em 
KLEIN8AUM et. a1 <1982>. Pax-a um.a b:r-eve apN!!-sent..a.ç.J.o dos est.udos 
epidemio~icos na ár-ea de reprodução, veja SHANE (1989>. Em BROWN 
<1983>; BROWN a KOZ!OL (1993> e VAN RliZIN (1990) são dis:cut.ida& as: 
vant.ac;ens e desvant.,acens dos est.udos eptdemiol6,cicos na avali.aç.J.o de 
riscos. 
Numa t.ent.at.iva de cont.orn&:l"' as limi'Laçtses dos es:t.udos 
epidemioJ.6cicos s.lo f'eit.os experlment.os em condiç~ cont.r-o1adas. 
Poz.ém.~ quando exl.st.em dados epidemiolóc1cos confiáveis, eles devem ser 
usados para complet.ar~ compar-ax- e/ou modificar os Jl>eSU!t.ados dos 
est.udos em animais:. 
t.2.2 EXPERIMilNTOS COM ANIMAIS 
O estudo dos et'eit.os: de um a,:ent.e t.erat.ogênico t.ambêm 
pode se:r- r-ealizado .med.i.atri.e expe-:r-irnent.os com animais. Neles, o 
invest.:icado:r int.end.onalment.e alt.e:ra um ou mais :fat.oNtS sob condiç&s 
controladas e estude o et'elt.o desta alt.eração na resposta dos anima:ls. 
E:s:t.e t.ipo de exper-tment.o é r-ealizado com animais hom.og:éneosJ 
recJ.st.rando em det.alhe t'at.ozoes t.ais como espécie~> t>aça, idade e sexo, 
dit'ex-enças de alojament.o, aliment.açato, via de admin1st.ração do acent.e, 
dos:~ml> :r~ncta da. êMpO-Siç:S.o • duz.açS.o dos t.r-at.ament.os:. 
AJ.cum.as vant.~ens dest.es exper-iment.os .sl:o a cont.role que 
se t.em sob:r-t~ as condições: exper-iment.ais, 'sua r-el.at.iva es:t..abilidade, a 
me lho~'> p!"'ecis.tio na medição dos n1 veis de exposiçâo e das z.espos:t.as 
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obtidas dos animais, seu menor cust.o e sua maior rapidez em comparaçlo 
aos est.udos epidemioJ.6cicos:. _ 
O principal t;anho que se t.em ao planejar um expe:riment.o é 
a possibilidade de eliminar t'ont.es pot.enciais de erra sist.emát.ico,_ 
avaliando e reduzindo a var-iabilidade expér-iment.aL Pa.I>a ist.o, 
ut.illzam-se os- pr•inci pios do P.l.anejament.o de Expe:riment.os p:ropos::t.os por-
R. A. Fishe:ro: aleat.orização, bloca.gem e :r-eplicaç.l.o. Veja por exemplo, 
GART et. al (1986) pa.I'a conside!'ações a r-es:pei't.o des:t.es pr1nci pios. 
Em um t.t pico experimen~ t.erat.oJ.6c:ico com animais, um 
det.al"min&do nüme-r-o de- f"éme-as «:~'>ávidas é aleat.oriament.e dividido em 
dU'erent.es grupos. As t'ême-as de cada t;l"'upo :recebem wna dose do ac;ent.e 
e-m est.udo, de maneil'"a que os gr-upos são t.l"a:t.ados com doses crescent.es, 
mantendo-se wn grupo cont.:role que nada recebe. e t.ambém poss:i vel que os 
machos sejam t.l"'atados e depois acasalados com as fêmeas e, nest.e caso, 
o estudo r-ecebe o nome de est.udo let.al domina:nt.e. Em ambos os casos, as 
f"êmeas ,;râvidas sotrem a exposiçS.o Cd:lret.a ou indi:ret.a) ao acent.e,. 
recist.J"ando-se as respost.as na sua descendência. 
respeit.o do efeit.o produzido por- wna dada 
Asstm .. a ird"o:r-maç.lo a 
dose é ext.r-aida da 
viabilidade dos ovos f"ert.llizados,. da mort.e ou sobrevivência do f'et.o,. 
ou da complet.ude de suas caract.eri s:t.icas. Exemplos de- exper-imentos 
t.er-at.ológicos podem sei" encontrados em WEIL <1970>; PA.m.. <t982>t no 
Capi i.ulo 2 dest.a t..ese e no Oap1 t..ulo ... onde ser,Uo descrit..os os dois 
expel"iment.os que ~;el"at-am os dados que se:rJlo ut.Uizados. 
Além das vant.acens: comuns aos e-xpe:rbnent.os com animais, 
os exper-iment.os t.&J>at.ol6cicos apx-esent.am out..Nls benef'i cios,. pois nest.a 
sit.uaçU.o muit.os t'et.os podem ser exarn.i.nados em pouco t.empo a um cust.o 
relat.ivament.e baixo, exlst.in<lo t.ambém a possibilidade de planejar o 
expe:MmenW par-a :r-aze:r coincidi!" as exposições com pel'>1odos de alt.a 
sensibilidade dos animais expost.os. 
conc:eit.uais. 
OS experiment.os com 
As maiores s:tto: (a) 
animais t.êm t.ambém diflculd.ades 
a necessidade de est.ender os 
result.ados da espécie animal .ao homem e <b> a ext.-r-apolaçS.o dos 
resultados obt.idos nos n1 veis de exposição exper-iment.ais aos n1 veis 
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éspet"ados em uma expostçlo humana.. Far-emos, a seguir, uma breve 
apresent.aç5.o dest.es dois problemas. 
1.2.2.1 EXTRAPOLAÇXO DO ANIMAL PARA O HOMEM 
A questão da convers!lo btoló"ica dos result.ados de um 
experimento com animais :r-ecebe, às vezes, o nome de ext.:r-apolação do 
animal ~ ~ homem. 
Est.a ext:r-a:polaç,ão tem como apelo int.uit.ivo o f'at.o de que 
se uma subst.àncta. causa ef"eit.os adver-sos nos animais do expel"iment.o, é 
pr-ovável que ela cause est.es mesmos e!'eit.os nos: humanos. Na veY.dade, 
ela. devê s:e basear- em consider-aç&s de similar-idade ent.re espécies no 
que diz respeito, por exemplo1 à absox-ção_, dis:t.:rtbutç:lio, me-t.abolis:mo e 
eHc:r-eç:ío do ~ent.e em est.udo. 
Nest.a discuss.l.o rulo nos det.er-emos nest.e pl"oblema, 
salient.ando que exis:t.e cont.rovér-sia em 'torno dest.e assunt.o, como pode 
,....,. visto em FRilEDMAN Q ZEISEL <19118>. 
i,22.2 CURVAS DE DOSE-RESPOSTA 
A ...elaç.lo de dose-...espost.a é definida por LAST <19118>, 
oomo aquela na qual uma mudança na quant.idade, int.ens:idade ou doraçS:o 
da expostçlio a um acent.e es:U associada com uma al:t.el"açXo no l'"isco de 
um resul:t.ado especificado. Est..e :result.ado é medido at.ravés do reg-ist.ro 
dê uma respost.a 
Nos exper-iment,os t.erat.olót:icos a l"espos:t.a. 
pralment.e é um ef'eit..o adveroso bem definido,_ cuja 
determinada em cada um dos t'ilhot.es gel"ados no experiment.o. 
de int.eres:se 
pv-es:ença é 
A res:post.a analisada pode ser- quant.U .• at.iva,_ ou quant.al. 
No primeiro caso, ela é expressa mediant.e medidas cont.i nuas ou 
c:ont.agens,. como por- exemplo o pes:o .f'et.al ou o nâ.mel"' de impl.ant...aç&s 
observadas. A resposta é quant.al quando ela é expressa em cat.ego:rias:. 
Em especial, ela pode ser- dicot.ômica (ou biná:r·ia>, quando assume apenas 
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dois resultados possi veis, tais como mor-t.e ou sobz.evivência do feto, ou 
pi>es:enç:a ou auséncia de uma determinada ma:.J.ro:Nnação. Nest..a t.ese 
est.udal'"eJnOEtt o caso p.ar-t.icul.ar- de expe:r-iment.os com respostas quantais 
dicot.Omicas. 
Para pr-ecisar a est.x-ut.ura do expertment.o, considere n 
antmais aleat.or-iament.e- divididos: em m+t gr-upos..- sendo um deles o gr-upo 
controle :foz-mado por- animais que não r-ecebem nenhuma dose do a"ent.e. O 
i-ésimo grupo é compost.o por n. animais que recebem a dose d do ar;ent.e 
' ' 
em est.udo, onde O • d
0 
ni vet' di é regist.rada 
grupo,. i • O, 1,. ... , m. 
( d ( ... < d . Consider-e ainda que 
t m 
a :r-espost-a quant.al de cada animal 
par-a cada 
do t-ésimo 
Se P<d> é a probabiiidade de que um animal s:ubmet.ido à 
dose d do acent.e apz.esent..e a z.espost.a advel'Sa. de int.eJ:"esse, ela é uma 
t'unção geralmente cr-escente de d. Nosso 1nt.e:ras:se é des:c:r•e.ver P<d> 
mat..emat.-icament.e. Par-a t..ant.o, se f"(d, 9) é uma f"unç.lo suposta conhecida, 
-
com valores ent.re O e 1 <ceralment.e n.l.o decJ:.escent.e em d e dapendent.e 
de wn vet.or de parâmet.ros e desconhed.do), podemos esc:r-ever-
A 
probabiiídade de 
para e nxo. 
dose-respost.a. 
-
curva de 
P<d> • 1'"(d,. B>. 
-
dose-res:post.a é obt.ida 
u ap%'esent.amos 
curvas 
:r-epre~nt.ando a 
n1 vets de doseJ 
nllo do 
necessariament-e- sicmoidais como nest.a ttcura_,. sendo po.ssi veis out.:ros: 
ro ....... t.os. Veja, pol' exemplo, GART et. al <1986) p. 110. 
O vet.or- de par&met.t-os: e da t\mçllo mat.emãt.ica que descreve 
a curva de dose-respost.a, deve ser estimado através dos dados 
obser-vados no expel'"iment.o,. que levam assim.J a uma est.!mat..iva e. Com a 
A ~ 
cu:rva est.tmada P(d) • f"'(d, 8) J podell'l()Q t.ambém éBt.tmaro a pl.'"obabilidade 
-de r-espost.a para uma dada dose. Depois da est.imação, t..ambém é poss1 vel 
:r-ésolver- o problema inver-so t que consist.e em det-erminar- a dose 
cor-respondent.e a uma dada pr-obabilidade de r-esposta. 
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Numa sit.uaçllo com- de e><p<>siçllo h..,._..., o ni vel da dose 
envolvida é mutt.o baixo. Se o expe:riment.o com animais: tosse conduzido 
nest.es mesmos n1 veis:, a pi"'porçl.o de respost.as adversa:s: obser-vadas:: no 
expei'iment.o se!'ia muit.o pequêna. A....tm, P""* que ef'eit..os l"eduzldos 
:fossem adequadament..e det..e-ct.ados, seJ:"'ia necessãl"io um 
~ande de an!.mais:, o que t.ol"naria dl.ficl.l e cara 
expel"iment.o. Estas a:rt:r-maçôes: ser-Jlo exemplifiead.111i:Q a 
raciaci nio semelhant-e ao ~do em 'WARE a LOUIS <1983). 
núme!'O muit.o 
a e""""'!;ll.o do 
S:&C"t:eir- com um 
Oonside::t"'ê que uma populaç.5o ho:motê-nea dê ãnima:is sex-SL 
ut.i!izada em um exper4ment.o planejado pa:l"'a det.el"D'dnar- se uma: dada 
subst.â.ru:ia é t.&-r-at.of:én!ea. P~a simplificar-, co-nsidere que a r-esposta é 
a presença ou ausência de al::uma mal:for-m.aç5o em cac:ia; animal e que a 
propor-ção de animais com a r-espost.a é O e 50/10000, nos crupos cont.:r-ole 
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e de t.rat..adosl' respect.tva:ment.e. Nosso int.et'esse é det.el'mint:ll" qual o 
núme:r-o necessário de animais no c;rupo de t.:r-at.ados, par-a que com alt.a 
pr-obabilidadel' a d.if'e:r-ença e-nt.re- as proporçôes: acima possa ser 
det..ect.ad.a.. Uma stt..uaç:lo hipot..ét.ica como est.a difictlmerrt.e ocor-re na 
prát.ic:a; uma s1t.uaç:lo mais l"eali:st.a~ na qual a p:r-oporç,ão d& animais com 
a :r-espost.a adve!'sa no gr-upo contl"ole é não nula, r-equer- a fo:rmaç!.o dos 
dois: grupos. aumecnt..ando assim o núme:r:-o de animais no experiment.o. 
Seja,. em ser-a!, n a proporção populacional de animais que 
apl"esent.am a :r-espost.a adversa e p uma est..tmat.iva de n~ dada pela 
p%>op0rçâ:o de animais com a respos:t.a adver-sa no f:l"Upo de t.:r-at.ados:. Pelo 
p-n 
Teorema cent.ral do Limit.e..a V.at"'iâvel aleat.6r-ia padJ.onJ:zada Z • 
J''t(Í~,t) 
é apl'Oxim.ad.ament.e dist.rihui da segundo uma dist.ribuiç:.lo normal com média 
O e val'tAncia 1. Con:sidex-e o t.est.e da hipót.ese H
0
: n • O que r-e-je-it.a. a 
hipót..ese nula se p > O. Se sua pot.énc1a <ist.o é, a probabilidade de 
:r-ejeiç.lo sob uma hipót.eSê a.lt.el"nat.tva Ht> é supe:riol" a. i-(3# t-emos 
-n 
Jn(t~n) 
,...!ação n 2: cr.,.;ln-n>, onde z13 é o percent.il de ol'dem IOOfi" da 
" 
Not.e quet nest.e caso part.icular, o t.ama.nho do g!'upo de 
t.I>at.adoS lndepende do n1 vel de siçrlricAncla do t.&s:t.e. 
Na Tabela 1.1 .a.present.amos o t.am.anho do CI"upo de t.rat.ados: 
pal"a diCex-ent.es valor-es da pot.êncla do t.est.eJo no caso paz.t.icuJ.ar. n • 
0.005. 
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Tabela 1.1: Tamanho do ,;-x-upo de t.rat.ados em funç~o da probabilidade de 
detecç~o P par-a cont.r-ole de :r-esposta es:pont.Anea nula e 
t-ra:tados com pl"ob.ab:ilidade de respost.a 0.005. 
Tamanho 
<n> 
99 
1081 
p (%) 
95 90 ao 
539 327 141 
Numa. t.ent.at.iva de cont.ol"n.a:r- o pr-oblema do grande númei-o 
de animais necessârlos em um expei-imento, est.e é conduzido em n1 veis: de 
exposiçlto alt.os o bast..ant..e par-a most.rar- :r-esult.ados posit.:lvos. Assim, a 
cux-va dê dos:e-res:post.a e, cons:equent.ement.e, o risco, do estimados 
at.:t>avés de dados provenientes de n1 veis de exposição consideráveis:. 
En:t.l"ét...an:t.o, como o objet.ivo do expe:r-iment.o é f"o'r"necer uma esrt.ima:t.iva do 
risco associado a baixos rú veis de exposição,. conu.ms A popu.l.aç!:o 
humana,. é necessál"1o J"ealizaro uma ext.:r-apolaçS.o para doses baixas:, 
ut.ilizando a cur-va de dose-res:post.a est.im.ada com as doses maiores. 
A pl'ind.pal. dificuldade dest.e procediment.o é que o l'iSCO 
es:t.imado nas doses baixas é f'oM.ement.e dependent-e da tunçllo mat.emAUea 
escolhida para descreve1" a cur-va de dose-respost.a. 
Os: divel'SOS modelos de dose-l'es:post..a ut.Uizados: nllo 
di:fel"em mult..o quanto a qualidade com que ajus:t.am os dados:J senda mui'Las 
vezes dif'1 cU escolher- o mais adequado dos modelos. No ent.a:nt.o_, quando 
a ext.rapolaçllo é Ceit.a, obt.ém-se riscos est.imados bast.ant.e d!.f'el'ent.es. 
Pal"a discu.sst)es e exemplos de ajust.es Qe. cUJ'<Vas de dose-respost.a e 
comparações dos :t'"isoos estimados nas doses baixas associados aos 
dif'erent.es modelos, veja VAN Rl'ZIN C1980); KREWSKI & VAN RliZIN <198U; 
9ROWN (tOQS) & FREIIDMAN &, 21llSEL <t999). 
At.é acora, !'oram apresent.adas quest.eies c;er-ais 
X'élacionadas eom a avaliaçllo qu.snt.it.at.iva de :r-is:eos t.er-.at..ogénteos. Nos 
cap1 t.ulos secuint.es:~o serão dis:cut.idas algumas cai".act..ei>i st.tcas dos: dados: 
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proven!ent.e$ de exper!ment.osl t.erat.ol6:;icos, est.udando depois dois tipos 
de modelos de dose-:f"espost.a. No que secue, será detalhada a est.rut.Ul'a 
dés:t.e t.:rahalho. 
~~ ESTRUTURA DA TESE 
Nos expe:r-1ment..os t.er-.at.olócicos, as f'esp-ost.as: de irrl..e:ress:e 
são obsel"vada.s na desoen!Mnda dos animais expost.os ao agoent.e em 
est.udo. Uma caract.e-ri st.ica espéeial dest.as :r-espost.as é que elas são 
g:et'ad.as pot- animais :t<elat.ivament..e homo::éneos, que const.it.uem ninhadas. 
Os (enómenos pY.ovocados pela exist.éncia de ninhadas serão analisados no 
Capitulo 2. Pz.ime!r-ameht.é, discut.ire-mos a presença dos e:feit.os de 
ninha.d.as: e algumas de suas consequênctas pax-a a aná.lts:e es:t.at.i st.ica. 
Nos mode-los est-udados nest.a t.ese, est.es e:feit.os sllo 
exclusivament.e eonsidêrados me-d.iant.e a int.:r-oduç~o de inf"o:r-mação sobre o 
t.amanho da ninhada produzida por cada f"êmea que part.tcipa do 
expel'iment.o. As:s:im1 nest.e capi t.ulo t.ambém é discutida a mode!acem 
est.at.i st.ica do t.amanho da ninhada, considerando que o mesmo pode ser 
repi>e-Sent.ado median'Le uma Vat"'iá.vel aleat.6ria dtscr-et.a que secue a 
dist.r-ibuiçS:o de Pois:son ou, al":r-nat.ivament.e, a dist.rtbuiçS.o binomial 
necat.tva. Est..ês: dois modelos s:ê:ro.l.o depois: incoX"pox-adoe A d:ls:ct.ll!itE.S.o de 
um mode-lo c:e:ral, e t.est.ados em conjun:t.os: de dados da lit.erat.ura. 
No Capi t.ulo 3 serA est.udado o modelo propost.o po" RAI a 
\IAJII RY2IN (i995). Numa t.ent.at.iva de considerar o ef"eit.o de ninhada, 
est-e modelo incor-por-a o tamanho da ninhad.a,. con:s:ider-ando-o :rep:resent.ado 
po:r- uma variâvel aleat-ória. Assim, a quant.idade de res:post.as adve:rs.as é 
supost.a blnomialment.e dist.ribul. da, condicional à obs&rvaçl!o do t.amanho 
da ninhada produzida po:r cada f"êmea. No caso especial consldeN•do pol' 
RAI a VAN R\'ZIN <1995>, est.a variAvel t.em uma dist.ribuiçl!o de Pol"""'n 
cuja int.ênsidade dépénde exponeneialment.e da dose aplicada. Nest.e 
Cap1 t.ulo, é px-opost..a ainda uma modificaç.lo no modelo original dê Ra:l a 
Van Ry>:in, considerando que o t.amanho da ninhada se;-ue wna di:st.ribuiçllo 
binomial negat.tva. Se1"1ío t.ambéom calculadas as p:r-obabtlldades 
incondicionais de r-espos:t.a. adversa e pot> 111-t.imo;. .s:el'"!io démons:t.r-adas: 
aJ.cumas propriedades assint.6t.iaas dos est.tmadores de mAxima 
verossimilhança do modelo condicional de Rai a Van Ryzin, complet.ando 
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No Cap1 t.alo 4, são apr-e:s:ent.ados os: procediment.os 
numér-icos de Flet.c:hê-r- &: Ree-ves, de Newt.on e quase-Newt.on, utilizados 
para est.irnaJ"' os parâmet.l'os dos modelos mediante máxima vez.osstmilhança, 
deset'eve-ndo-se t..a.mbém as dit'lculdades numér-icas encont.r-adas:. Em 
pa.rt.icuJ.ar., ser-ão ap:resent.a.das as: estimativas dos par-âmet.l"'OS dos 
modelos e as pl"Obab!!idades condicional e incondicional de :r-espost.a 
adversa P""" dois conjw'd .. os de dados provenientes da lit.e:r-at.u:ra::: o 
exibido por LONING et. ai (1966) e o exposto no es:t.udo de TYL et. ai 
(1983). Est.es conjunt.os de dedos t.êm c.ou-act.eri sticas di'Cer-ent.es. o 
pr-imei:r-o,. pr-ové-m de- um est..udo let.al dominant..e, onde o t.ot.al de :fêmeas é 
ext.r-emament.e elevado e apenas: as r-espost.as dos :filhot.es de :fêmeas que 
t.iveram de 5 a 10 implan:t.es !"oram :rec:tst.r-adas. O s:ec-undo conjunto de 
d.Etdos f'oi cer-ado em um experlment.o t.erat.ol6r;ico onde o t.ot.al de :fêmeas 
é mais r-eduzido é as obser-vações 
as res:post.as par-a os filhot.es 
t.amanbos de ninhada. 
nJ.o to:ram seleclonad.as,. :r-ec-tst.rando-se 
de t'êmeas que pl'oduzi1'am quaisquel' 
No Oapi t.ulo 5, é explorado o 81'c:ument.o apr-esent.ado po1' 
WILLIAMS (1987). Diversos modelos lor;-i st.icos Unea:r-es que ut.ilizam o 
t.amanho da ninhada e a dose como covar-U.vets do ajus:t.ados e 
compa%>ados:. Como eles f'aze-m pal:"t.& 
g-eneralizados:,. podem sa:r a,just.ados: 
GLIM,. desenvolvido espedalment.e para 
a quaiidade do ajU!Ot.ement.o dest.es 
da classe dos modelos linear-es 
ut.ilizando o paoot.e .,,.t.au st.ic:o 
est.es modelos. ~ t...ambém. avaliada 
modelos ut.ilizando inst.J-ument.os 
çá.flcos de diagl'iÓIS'tico. A va.r-1aç:So ext.~a-hinomial,. f'.r-equent.é em dados 
de ninhada é t.ambêm incorpo .. ada aos modelos ut.ilizando o pl'OCE!diment.o 
de es:t.im.açl!o de WILUAMS (1982) e a quaiidade dos ajust.ement.os 
reavaUada Pol" últ..tmo,. do compar-ados os modelos com V.al'>iaç.Jlo binomial 
pUl"a e ext.r-a.-binom:ial. 
No Oapi t.ulo 6, são f'eit.as as constderaçOes f'lnais sobre o 
No Apéndice A est.ão contidos os lemas: e def'iniç&s 
. 
ut.Htzados pr-incip.alment.e nas demonstrações do Capi t.ulo 3. No Apêndice 
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B sl!o ap:resent.ados os dois conjunt.os ol:'i;inais de dados já cit.ados, e 
no Apêndice C é f'eit.a uma descr-ição dos pl'>ocediment.os comput.acion.ais 
pal"a a est.imaçllo dos- par-âmet.x-os (a) do modelo condicional de Ra1 &: Van 
Ryzin e (b) dos modelos de Potsson e binomial net;at.ivo para o t.amanho 
da ninhada No Apêndice D ~E:mcont.r-am-se t.ab&l...suli: com o de-sempenho dos 
t.rés p:roc:ediment.os numér-icos aplicados na estimação. além das 
est.imat.ivas dos parAmet.x-os dos modelos log-1 st.icos, obt.idas: pelo pacot.e 
est.at.i s:t.ico GLIM. Ftnalm.ent.e ~ no Apê-ndice E são apl"esent.ad.os os 
proc;!'"arnas comput.aclonais utilizados nest.a t.ese. 
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CAPlTULO 2 
EfEITO DE NINHADA 
Nos experiment.os t.erat.olóctcos, as ~spost.,as adversas do 
obsél"'vadas ant t.odos os t'Uhot.es: de f"êll'léas expos:t.as:. Pol"t.ant.o, os dado& 
prados nest.e t..ipo de experiment.o do proven!ent.es de ninhadas. Como as 
ninhadas skt f'or-madas po1'> animais cenet.icament.e homocêneos e na mesma 
Case de des:envolviment.o, pode-se espel"'al'> que os animais de- uma mesma 
ninhada apresent.em caract.eri st.icas comuns:. Elas ser .lo discut.idas a 
_ui ... 
2.1 FENOMENOS OERAIIOS PELA PRESEI'!IÇA DE NINHADAS 
Em ceral,. os animais de uma ninhada r-espondem de maneira 
mais similar do que animais de di:f'e:r-en.t.es ninhadas. Na J:f:t.erat.ura, est.e 
:f'enOmeno de homot;eneidade é denominado ef'eit.o ~ ninhada, veja HASEMAN 
a KUPPER (1979). Dest.a maneira, podemos t.antbé-m dize!'" que o ef'ett.o de 
ninhada é a ocor-r-ência de dependência ent.r-e as r-espost.as produzidas por-
animais de uma mesma ninhada. Est.a dependência deve ser incorporada à 
modelat;em est.a:t.ist.ica das respost-as. Por est.e mot.ivo, a sec:uil" :faremos 
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uma breve apresent.açlto de duas: formas de modelat;em. 
Considel"e um exper-iment.o t.er-at.olôgico onde- um t.ot.al de n 
fêmeas é aleat.ortament.e dividido em m+t gr-upos: exper-iment.ais, sendo m 
grupos de t.r-at.ament.o e um 
poi' '\ fêmeas que recebem a 
r;rupo cont.roole. O 
dose d. do asent.e 
' 
1-ésimo gl"upo é compost-o 
em es:t.udo com O • d
0 
< d
1 
( ... < dm, onde d0 • O é a dos:e co~espondent..ê ao gr-upo c:ont.r-ole-. t 
t"e~ist.rada a J•espost.a. quant.al de int.er-esse de todos os filhotes das 
:fêmeas que comp&m cada c-roupa e est.a r-esposrt.a é modelada ut.tlizando as 
variáveis aleat.ó!'tas xijk' onde 
se o k-és:imo filhote da j-ésima fêmea do i-ésimo ~rupo 
experimental apl"esent.a o l"esult.ado advei"SO de in~r-esse 
em caso cont.rário 
para k • 1, 2, 
... , si j ; j • 1, 2,. ... , n. e 
' 
i • o, 1, 
s,j é o t.amanho observado da_j-ésima ninhada do i-ésimo c:;rupo. 
si. J 
... , 
Seja Yq • ~ x,;> 
~<=• 
uma reallzaçlto da variâvel aieat.ória 
y .. , que represent-a o n(tmero de filbot.es da j-ésima fêmea do 1-ésimo 
" 
crupo, apr-esent..ando o -result.ado adve:r-so. Seja Pi.j a co:roroespondent..ê 
probabilidade de Doia modelos muit.o para a 
dist.ribuiçlto de Y, j slto o binomial e o de Polsson. 
Sob o primeiro modelo, condicional ao t.amanho da ninhada, 
Y .. é 
') 
supost.a binomialment.e d1st..-ibu1 da com parâmet.l'OC s. . e P. j, 
" ' 
onde 
P .. é const.ant.e e icual a P: para t.odo j • 1, 2,. ,, . •.• , ni.. Ist.o é,. 
um c:;upo fixado, a probabilidade de que filbot.es 
No set;Wldo modelo,. ytj s:ec:;ue uma d1s:t.r1bu1çlto de Pois:son 
com pal"Amet.r-o À .. const.ant.e e ic:;ual a À. para t.odo j • 1, 2 , ... , ni, ,, 
' 
assumindo-se~ por-t.ant.o, que a intensidade da dis:t.!"ibuição é a mesma 
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P""'" t-odos os: animais dent.ro de um part.icu!ar I:I'Upo de t.r-at.ament.o. 
Assim, o nUmer-o esperado E<Y" ,) de animais com a resposta advel"sa é o 
" 
mesmo para t.od..as as ninh.adas: dent.r-o de um C~"UVO· Not.e que o modelo de 
Pois:son1 ao cont:r•ár-io do binomial, do leva o t.amanho da ninhada em 
consideração. 
Os modelos binomial e de Poiss:on s.lo ger-al.ment.e 
inadequados para modelar a mol"t.e t'et.al em experiment.os t.er-at..ológicos, 
veja por exemplo~ HASEMAN 9: SOARES <1976). Est.a in.adequaçllo é devida a 
sobre-dispei"são. f'l"equent.e em ort;anismos ac:r-egados e que é a p:r-ta!sença 
de maior variabilidade do que ser-ia p:r-evist.a com base no modelo 
escolhido. ~ t.ambém possi vel, apesar- de menos:: comum, a ocor-r-ência da 
sub-dispel"s!.o,. que é a exist.éncia de menor- variabilidade do que a 
esperada pelo modelo considerado. A sub-dispersão pode surc;ir, pol" 
exemplo,. como result.a.do da compet.ição ent.l"'e os: or-ganismos. 
Nos exper-iment.os t.erat.olócicos:, as respost.as são obt.idas 
a part.U> de cada f'ilhote, cuja v""iabilidade é af'etada pela 
var1.ab1Udade das ninhadas que eles tnt.ec:ram. Por- étri.e < mot.1vo,. 
pralment.e a v-iabflladade observada entr-e oa filhotes é maior do que 
aquela esperada com base nos modelos: binomial ou de Pots:s:on. Quando 
est-amos lidando com est.es dois modelos. esta sobre-dispersão é dit.a 
variaçJ:o extr-a-Binomial ou vaM.açllo exLz-a-Poisson~" r-espect.ivament.e~ 
Vlt.rios modelos t.Am sido p%'0post.oa para a aná.llse 
est.at1stica de dados binkroios obser-vados em ninhadas. Uma pi'Opos:t.a par-a 
utilizàr a dist.Mbuiçlllo binomial nec;attva na modelat;em da mo:rt.e 
embrillnica f'oi f'E>it.a po.. McCAUGIIRAM a ARNOLD <1976). Nesta tese, vamos 
ut.ilizal' esta distribuição par-a modela%' o tamanho da ninhada. Outra 
pi'Opost.a é o modelo bet-a-binomial, veja 'WILLIAMS (19'75). Neste modelo, 
assume-se que dent..ro de cada ninhada as respost..as sAo vaz-iá v eis 
aleat.ól"ias de Bel"noulli com pa:r-Amet.:ro que var<ia ent.r-e as ninhadas do 
mesmo ~:rupo sec;undo a dist.r!buiçl!o beta. O modelo IQ~:i sUco lineSI' 
p:ropost.o pol" \IIILLIA.MS (1982) é s:eme.J.hant.e ao ant.erio:r, mas rd.o post.ula. 
nenhuma dist.ribuiç.ti:o para o parâmet.I"' da Bernoulli. No Capi t..ulo 5, 
vamos ajust.ar est.e ólt..imo modelo a dois conjuntos de dados. Out..r-a 
propost.a é o modelo binomial correlaciona.do, veja ICUPPER a HASEMAN 
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Ct!>78>, onde é incor-por-ada uma t'orma da correlaçl!o ent.r-e as r-espost.as 
de uma mesma ninhada. 
Est.udos do compor-t..ament.o de modelos: que consider-am o 
e-f"eit.o de ninhada f'or-am :realizados pox- vâ.l'ios aut.o"l'es. Podemos 
mencion.ar- HASEMAN: a KUPPER <1979) paz-a uma l'evts~o de modelos, 
procedime-ntos de est.imaç.lo e mét.odos de aná.lis:e e PAUL <1982> par-a uma 
compar-ação ent.x-e modelos ut.ilizando dados r-eais e simulados:. Es:t.udos de 
de simulaçl!o podem ser vlst.os t.ambém em I<:UPPER et. al (1986> e MARUBINI 
et. a1 (1988). Pal"a t.rabalhos r-elat.ivos: à vi cios de est.imaç~o,. VE!!ja 
WILUAMS <1988) e YAMAMOTO a YANAG!MOTO <1988). 
Se:r-â vis:t.o nos: Capi t.ulos 3 e 5,. que uma t"ol"ma de 
modelagem que considel"a os: ef'eit.os de ninhada, consist.e em incoz.pol"ar- a 
modelos simples a inf'ol'maç.tlo sobr-e os t.amanhos observados das ninhadas. 
A secuir,. considera.x-&mos est.a impo:r-t.ant.e variá.vel que é f':r-equent.ement.e 
avaliada em expe:riment.os t.e:r-at.ol6cfcos. 
2.2 TAMANHO DA NINHADA 
que sex-.i est.udado at.ravés: de um expel'"iment.o 
o ef"eit.o de dtmin't.Jbo o mlmer-o de í'et.os 
implantados no ó:t.ero ou o núme:N> de f'llhot.es nascidos vivos, aument.ando 
possivelment..e o nômero de :t'ilhot.es nascidos com. alcuma ma.lt'orm.aç5.o. 
Assim_. wna !mpol"t..ant.e variável a ser- co.nsidel'"ada nestA t.ipo de est..udo é 
o t.amanho da ninhada. Para, cada r-espost.a adve"I"Sa de int.e:r-esse,. dêve ser-
:f"@it.a uma medida apropl'l.ada par-a est.e t.amanho. Se a respost.a é o mlmero 
de implant.es mort.oa, o t.amanho da ninhada é o t.ot.al de implant.es. Se a 
r-espost-a é ma.J.Cor-maçS.o_. o t.amanho da nlnbada é o t.ot.al de f"et.os 
nascidos vivos:. 
Na Tabela 2.1_. apresent.amos um conjunt.o de dados de um 
expe:roiment.o t.e:rat.ol6cico r-ealizado pela Pr-of'a.. Nancy Airoldi Teixeira 
do l>epart.ament.o de Farmacoiocia da Faculdade de Ciências Médicas: da 
UNICAMP, pa.x-a que o leit..ol" t.enha uma idé-ia dos t..amanhos de rdnhada 
t.ipicos. 
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No experiment..o f'o:ram ut.Uizadas :rat.as Wlst.a:r de t.l'ês 
meses de idade, mant.idas duz.ant.e t.rês dias: para acasala.ment.o com rat.os 
Wist.ar de cinco meses. No dia inicial da t;l"avidez, isolou-se as :fêmeas, 
dividindo-as em dois t;l"upos experiment.ais. No grupo denominado Li t.to, 
as t"at.as f' oram t.rat.adas com cloret.o de 11 tio (LiCl> numa concent.raç:J.o 
de 10 mN dilui dos e-m ág-ua de t.ornei:ra como única f'ont.e de bebida. No 
grupo de cont.l"'ole, as r-.at.as recebêl'"aM Agua de t..orneix-a como be-bida, na 
mesma quant.idade média de 11 qui do consumido pelo grupo t.ratado. 
Tabela 2.1: Tabela de .f':re-quênd . .a do t.amanho das ninhadas pr-oduzidas por 
ratas Wist.ar- em um experiment.o t.erat.ológico pa:ra avaliação 
do U t.io. 
Tamanho Grupo 
da 
Ninhada Cont.role Ut.!o 
2 o 1 
3 2 o 
4 1 o 
5 o 3 
6 o 2 
7 4 2 
a 7 1 
9 7 10 
10 10 11 
u !I 4 
12 a 7 
tll o 1 
14 o 1 
15 1 1 
16 1 o 
O t.amanho da j-ésima ninhada (j • 1, ... , n,) do i-ésimo 
grupo a • o, t, ... , m> de um experiment#o t.el'"at.ol6cico serã denot.ado 
por- s. . e pode se!" modelado at.ravés de uma vaz.iâ.vel alea:t.ó:r-la S. . • Como 
~J LJ 
Si. j corl"esponde a wna cont.ac:em, a primeira t.ent.at.tva de ajust.e ser-â a 
dist.:ribu!ç:O:o de Poisson. 
Neste caso, se Sl.j s~ue uma dist,..ribuiçAo de Poisson com 
par-âmet.ro :A.. . const.ant.e e i«ual a À.. para t..odas: as ninhadas do i-és:imo 
" ' 
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~l"upo, e se es'Le parâmeti"' depende da dose, ele pode ser modelado na 
f'o:r-ma 
onde tP._ e ,P
2 
s!o par-âmetr-os com ,Pt > O e -oo < '~z < co. Assim, a média e 
a va.riàncla de S. . coincidem ent.re si e com o valor de >....,. de maneira 
~ ' 
que- podemos int.el"pl"et.al" o parâmet..r-o da dist..r-ibu1ç!Lo de Poisson como o 
t.amanho espe!"ado das ninha.das: do 1-ésimo grupo <i • O, 1, ... ,. m>. Not.e 
que tji j, é o tamanho esperado da ninhada no C":rupo controle e rp 2 
r-ep:r-esent.a o ef'eit.o da dose no t.amanho da ninhada. Fixados f; J. e fj:J
2
, se 
q,z > O, est.e t.amanho esperad.o diminui à medida que a dose aument.a. Se 
4> 
2 
< O, o t.amanho espel"'ado c:r-esce com o aument.o da dose, enquant.o que 
para f/;
2 
• o, a dist.ribuição do tamanho da ninhada é a mesma par-a 
qualque:r- valo:r- da dose. 
Como indicam ROSS a PREEGE (1985) e JACKSON <1972>, um 
modelo um pouco mais complexo que o de Poisson, e que muit.as vezes 
r-esult.a. mais adequado pazoa o ajust..e de dados de cont.acem,. é baseado na 
dist.ribuiçllo binomial necat.lva. Uma panda ut.Uidade dést.a dist.ribuiçllo 
r-eside no rat.o dela est.aJ" r-elacionada oom um núme:r-o de out.ras 
dist.ributções discret.as, servinc:lo como boa aproximaçl.o em diver-sas 
a b:r-eve 
dist.l'ibuiçllo. 
Como é .....t.ido, a dist.l'ibuiçl!o binomial ner;at.iva pode se .. 
obt.ida ut.tlizando o n!lme:ro X de ensaios: de Bernoulli rteeessâl"'ioa p81'"a a 
obt.enç:So de exat.amentA- 1" sucessos. Se p é a pr-obabilidade de sucesso 
dos ensaios~ a p~babilidadé de que :r- + s ensaios sejam necessAz·ios: 
pode sei" escr-it.a como 
( r~s--1 1) PCX • r + s> • ... - s • o, 1, 2, ... 
ROSS a 
ut.illz.adas pai' a a 
PREECE (1985) apresent.am vál"i.as paramet.l"izações 
dist.r-ibuiç.tlo binomial nec:at.iva. Nest.a t.ese 
devida a ANSOOMBE (1949): a Va:.t'"!âvel aleat.6:r-1a R 
l.ém dist.ribuiçlo binomial negat.iva com parimet.ros m e Ir. pos!Wvos mas 
~o necessariament.e int.ei:r-os,. se 
( r+k-1 P<R • 1") • k-1 
-k 
+ = J I' • o,. t_,. 2,. 
onde o número combinat.6rio para k 
~bit.X"ário, e "' r<x> • I e -t ... x-t dt.. 
o 
Ut.Hizamos a not.açtto R - BN<m, k> p.sa-a denot.ar- que R segue a 
dist.x--tbuiçâ:o binomial necat.iva com pa.I'ãrrtet.l"'OS m e k. 
A média e a variância da dis:t.ribuição binomial ne~at.iva 
do dadas por 
ECR> • m e 
Assim,. o parâmetro k pode ser int.erp:r-et.ado como uma medida do 
af"ast.ament.o da dist.x-ibuiçlo binomial negat.iva em x-elaçlo a dist.ribuiçlo 
de Poi.sson,. obtida como caso limU.e da binomial ne,;at.iva pa:r-a m fixo e 
k ., .., veja o Lema A9 no Apêndice A. 
Vários s:lo os mecanismos: est.ocâst.tcos que -Cel"am a 
dist..MbuiçS:o binomial necat.iva. Ent.ret..ant.o,. nosso int.eresse se encontra 
em t.rês que Jul€amos:: razoáveis no caso do t..am.anbo da ninhada. 
u Mist.UI"a da Poisson. Se uma vari.Avel aleaf..ór.la xp. segue uma 
dl.st.ribuiçlo de Poisson com pa!'imet.ro À e ..., est.e pa!'Amet.ro est-A 
dl.st.ribuido segundo uma dl.st.ribuiçKo gama com pa!'imet.ros Ck, m>, enUo 
a dl.st.ribuiçao de P"obabilidade de X é uma binomial negaUva Cm, 1;). 
U> Considere colónias ou grupos de indivi duos dl.st.ribu1 dos 
a.leat.o:r-iament.e em uma Ar-ea ou no t.empo, dê maneir-a que o número de 
colOnias obsel'vadas em amostras de AI>ea ou dUl"aç.l.o fixas t.e-nha a 
dist.ribuiçKo de Poisson.. EnUo, obt..emos a dist.ribuiç!.o binomial 
negat.tva para a cont.ac;em t.ot..al d& tndivi duos,. se os nârner-os: de 
individuas nas colônias são dtst.ribui dos independentemente set;undo uma 
dist.:rlbuiçJ&o logar-1 t.mica. Veja, por exemplo, ANSCOMBE (1950). 
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Ui> Um simples modelo de cr-esciment.o de populaçlo, no qual hâ 
t..axas const.ant.es de nas:clment.o e mol't.e po:r individuo e uma t..axa dé 
imig:ração const.ant.e, leva à dist.r-ibuiç=to binomial ne~at.iva para o 
t.amanho da população. Est.e modelo f'oi aplicado ao c!'esclment.o de 
a.lgu.m.as populações: vivas, por- exemplo populações de bact.ér-ias e 
expansão de uma doença int'eccios:a na população, ANSCOMBE <1950). 
Par-a maior-es 1nf'ol"maç5es sob:t"e os vâr-ios as:pect.os da 
dist.r-ibuiç:to binomial ne"at.iva e/ou out.ros modelos que induzem a ela, 
veja JOIINSON li KOTZ <1969> e TRIPATIII <1985). 
A dist.l'ibu:lçl!:o binomial negat.iva é aplicada como 
al:t.er-nat.iva à dist.ribuiçlto de Pois:son, quando se t.em dóvida.s: sobre .as 
suposições necessãt-ias pal"a sua aplicação, pl"incipalment.e a 
independência. Como os dados expel"iment.os t..er-at.ol6cicos 
.trequent.ement.e apresent.a.m o e:feit.o de ninhada e, C:Of'l.Sequent.ement.e, 
dependência ent.r-e as res:post.as, a d1st.l"ibu1ç5o bihomial net;a:t.iva se-r-A 
escolhida p,...a moder.... o t.amanho da ninhada. 
Consida..e quê s, J' o t.amanho aleat.ór>io da j-ésima ninhada 
do 1-ésdmo C'l"lJPO de dose, stca uma dis:t.rtbutçSo binomial necat..iva com 
parAmet.ros 
k, com 6
1 
> o~ -m < 6
2 
< a:ç. k > O; i • o. . .. , m. 
A just.iNcat.iva pal'a quê a média de S .. seja a mesma 
" fUnção mat.emãt.ica dependent-e do n1 vel da dose para t.odas as ninhadas 
dent.ro do mesmo 
dist.ribuiçl!:o de 
dilri.ribu:lçl!:o de 
cz-uPO da dose é a memua apZ"esent.ada 
Poisson.. A m&s:ma f'o:r-m.a :funcional 
Poisson é escolhida para ef"ett.o de 
para o caso da 
da média da 
compal'"açlto. O 
parâmet.:ro k será. considerado const.an:t.e paz-a t.odos os t;r-upos, t..ambéom. 
para stmplit'tca%" a modeJ.acem.. 
Os modelos de Poisson e binomial ne~;at.ivo para o t.amanho 
da ninhada ser-§.o det.alhados: na discussão do Capi t.ulo 3. Seus par-ãmet.:r-os: 
seY.ão estimados para dois conjunt.os de dados no Oapi t.ulo 4. 
CAPlTULO 3 
O MODELO GERAL DE RAI & VAN RVZIN 
Nest.e capi t.ulo. ap:r-esent.aremos: uma f'o:r-ma ce:r-al do modelo 
de dose-resposta pl'Opost,o em RAI a VAli RYZIN (1985), pa~>a avaliaçllo de 
risco de ef"&it.os: t.e:r-at.ocênicos. Em t.oda est.a t.ese ele serA denominado 
modelo t;el'al ~ 
Visrt.o que est.e modelo f'"ot const.:r-ui do em anaiocia aos de 
dose-:r-espost.a par-a ava'ltaç:to de risco de câncel"',. na primei:r-a seçAo 
dest.e capi t.ulo discut.1r-é.mos h1"'evement.e est.ea 6lt.imos modelos. dando 
ênf'ase ao de um impact.o. 
Em secuida,. serolto consider-ados alguns aspec:Los do modelo 
ce:ral condicional R.VR. onde a pr-obabilidade de respost.a adver-sa depende 
dos valores observados dos t...am.anhos de ninhada. Or-ipnalment.e, os 
autor-es supõem que a var-iáVél aleat..6:ria que 1"epr-e-s:ent.a os: t..amanhos das 
ninhadas segue uma dist.ribuição de Poisson cuja média é fUnção da dose. 
Numa t.ent..at..iva. de t.rat..ar- mais adequadament.e- a var-iabilidade dest.es 
t.amanhos"' sugerimos uma modificaç.5.o no modelo oricfnal, que consiste em 
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supor uma dlst.l'ibuiçl!o binomial ne~;at.tva para o t.amanho de ninhada. Na 
seç.lo,_ calculada a probabilidade incondicional de 
l"espost.a. adversa, sob .ambas as dist.r-ibuiç&s par-a os t.amanhos das 
ninha<:la&. 
Na últ.ima seç.lo, ser!lo est.udados os est.tmadores de máxima 
verossimilhança dos: pai"â.met.-1'-os: dos: modelos:. Par-a o modelo de 
dose-respost.a,_ vamos demonst.r.ar que al:;umas propriedades asstnt.ót.ic.as: 
de seus est.imado!'es» t.ais como exist.ência, unicidade e normalidade são 
sat.isfeit.a.s:. 
3.1 MODELOS PARA AVAUAçXO DO RISCO DE CÂNCER 
Na modeJ.acem e.s:t.at.1st.ica da orir;em do câncer-, a relação 
ent.re o nómel"'' de animais qu& desenvolvem um det.erminado t.umor dur-ant-e 
um expe"l'iment.o e o n1 vel de exposição pode ser déscrit.a po!" um modelo 
pi<Obabil.tst.ico. O mesmo relaciona a probabtlldade de induçl!o do t.umor e 
a dose d medlant.e uma t'unçl!o P<d>. 
AJcuns dest.es modelos post.ul.am a exist.êncla de wn limiar 
ihd!Yidual de int.ehSiidade, denominado t.oleJ.'Iincla do ihdlviduo, t.al que 
a resposta s6 se apresenta se o est.imulo ~or superior a este limiar. 
Paz.ece ent.S.o r-azoA vel dei!!i:Ct"éver- a dist.r-ibuiç.l:o das: t.oler~ T 
mediante a pJ.'lababiltdade de que um animal selecionado ao acaso responda 
à dose d, obt.endo-se ent.l!o o modelo P<d> • P<T :$ d>. 
Dois modelos clássicos de dlst.ribuiçl!o de t.olel'Anclas sl!o 
o probit.o e lor;ist.ico, baseados J.'es:pect.ivament.e em uma dlst.ribuiçllo 
normal ou toei st.ica para as t.ole:rAnoias. Suas equaçt5es se enco~ram na 
Tabela s.t. Mais hdlant.e, no capi t.ulo 5, seJ.'I!o dlscut.tdos e ajust.ados 
aJcuns modelos loci st.icos paz-a dados de expel'>iment.os t.el"at.ológiaos. 
A bip6t.ese da exist-ência de t.olerânclas é bast.ant.e 
discut.:lda, pois acr-edit.a-se que o pN>Cesso de induç:S:o do câncer t.ehha 
um cará:t.e:r est.ocá.st.ico mais complexo do que o pl"oposto pela hi:pót.ese de 
exist.éncia de um limiSX> individual. Dest.a maneira, t.ambém t.ém sido 
propost.os modelos de dose-respost.a que consider-am divel'sos méeanismos 
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est.ocâst.icos dê induçl.o. Elês s:~o bameados: na suposição d@ que, par-a 
cada animal~ a resposta adversa é o result.ado da ocOI"'I"ência alea:tól"ia 
de um ou mais eve-nt.os bioJ6cicos. 
Alguns des:t.es modelos são os de ~ impact.o C'one hi t. 
models .. ) 1 de mó:lt.tplos impact.os ("'mult.ihit. models:u),. de \1/eibull, de 
múlt.iplo:s: est.á~:ios ('"mult.is:t..a:;e models"). Est.es modelos s:.J.o baseados na 
t.eoria ~ impact.os, que coloca a iniciação do processo cancel'"i geno no 
n1 vel celular. Segundo est-a teoria, o processo de induç.l:o do câncer- é 
desencadeado por um impact.o inicial devido à dose d, cont.tnu.ando depois 
indepÊmdent.ement.e da dose aplicada. Na Tabela 3.1 encontram-se as 
equaçeíes dos modelos ad:ma mencionados e os pal"âmet.:ros contidos em cada 
um deles:. 
Tabela 3.1: Aicuns modelos de dose-res:pos::t.a 
Modelo Funçl!o P<d> ParAmet.ros 
probit.o i [ lor;:d>-IJ ] <+> a>(jJ ( ... , Ct >o 
{1+exp[-(loc<S
0
>+9,t logCd.>>l> -.t e o, e ) o 
• 
de um impac:t.o 1 - exp<-M> ~ ) o 
r k-• x exp<-x> dx ~. k ) o <k-1>1 de molt.iplos impact.oa 
de Weibull 1 - exp<-Mk> ~. k > o 
k 
de molt.iplos est.âgios 1 - exp~-}: b,d'~ bo' ... , bl< :!: o 
i.=o 
Apesar de tmpo:r-t.ant.es~ est.es modelos nSo ser~o discut.idos 
nest.e t.ext.o, com exceçlto do modelo de um impact.o_,. que é a base do 
modelo r;eral RVR.. Por-t.ant.o~ paJ:ta inf'"ol'maç5es adicionais sobl"& os 
modelos cit.ados ant.e:riorment.e e comparaçtses ent.:re est.es modelos quant.o 
a. ajust.es e est.imat.ivas de l"is:co, enviamos o leit.o:r- a VAN RYZIN <1980); 
RAI & VAN RyziN <1980; KREWSKI & VAN RyziN C19BD; BROWN <1983) e 
BROWN a KOZIOL (1983). Para detalhes sobre mode-los para avaliacã.o de 
risco de câncez-, veja GART et. al (1986). Veja t.amb~m em FREEDMAN a 
ZEISEL <1988) vâ:ria.s: c:r-1 t.ic.as: sob:re o procediment.o de avaliaçlto de 
l"isco' de câncer via ajust.e de modelos de dos:e-respost.a. 
No que segue, !'aremos uma breve dis:cuss:io a l"es:peit..o do 
modelo de um impact.o, que como as equaçtses da Tabela 3.1 most.ram~ é um 
caso par-t.icular- dos modelos de mtílt.tplos tmp.act.os, do modelo dê Veibull 
e do modelo de môlt.iplos: es:t.ágios:. 
No modelo de um impact.o, assume-se que a respos'La. é 
induzida uma vez que o t.ecido alvo t.enha sido at.ingido por uma <ínica 
unidade de dose biol~icament.e ef'et.iva, dent.ro de um int.e:r-valo de t.empo 
""'P""ificado. Assumindo que o n<ímeJN> X de impact.os du.-ant.e eat.e pe:r-1 odo 
se~:ue a dl.st.:ribuiç!!o de Poisson, a probabilidade de que um animal 
responda na dose d é dada po.,! 
P<d> • P<X l!: t> • t - P<X • 0) • 1 - exp(-il.d>, 
onde a tnt.ensidade X é posit.iva e Xd é o número esperado de impact.os 
durant.e eat.e int.ervalo de t.empo. 
O modelo de um tmpact.o t.em diver-sos inconvenient.es: a 
ausência de uma definiçl.o biol6c'ica pr-eeisa de impact.o,. a escassa 
evidência de que um nú:mero espec1 fico de impact.os cause cAncer e a 
suposição de que os impactos s&io descrU.os por um processo de Poisson. 
Em relação ao parAmet.:ro Ã.,. t.emos que para d ílxo,. quando 
1\ aumenta, t.ambém cresce- a probabilidade de indução do câncer. Fixando 
À, est.a probabilidade t.ambl\1-m é cresaent.e como f'unç5o dê d. Quando a 
dose aument.a, a probabilidade de iniciaçllo do câncer se aproxima de 1 e 
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se Xd é pequeno, a equaç~o do modelo pode se~ apt'oximada mediant.e um 
des:envolviment.o em série de Taylor, produzindo 
p(d) :::: :>.d. 
Por este mot.ivo, o modelo de um impacto é às: vezes chamado de linear. 
A linear-idade do modelo d& um impact.o nos ni veis baixos 
de dose é uma caz.act.er1 srt..ica impol"t.ant.e dos modelos conservadores, que 
produzem grandes r-iscos est.tmados. Ent.r-et.ant.o, est.a linearidade não se 
aprese-nta com f'J'>equência no ajusrt..e de dados: t.i picos de experimentos em 
anim3is:. 
A par-t.i:r de agol"a nos det..er-emos no est..udo do modelo de 
dose-resposta e nos modelos de Poisson e binondal negativo pera o 
t.amanho da ninhada. De-pois de apresentarmos o modelo ge.r-al RVR. 
discut.il"emos a est.imaçllo dos pal"Amet.l"OS: e esrt.ud.ar-emos suas p:ropl"ieda.d.es 
asstnt.ót..icas. No capi t.ulo 4 vamos est.tm.ar os pal"Amet.x-os dos modelos 
pal'a. dois conjuntos de dados da lit.erat.ura. com a ajuda de dif'e~nt.es 
procedimen'Lo& rn.urtél"'ieoa. 
s.2 MODELO CONDICIONAL 
Em um exper-tment.o- t.erat.o16c:ico, as f'émeas sof'rem a 
expostçSo diret.a ou indir-et.a ao acent..e em estudo, obse:rvando-se a 
respost.a de int.eresse nos filhot.es prados após a exposiçl!o. O e:feit.o 
da dose-, no e-nt.ant.o, pode es:t.ar- pl"esent.e t.ant.o nas f"êmeas quant.o em 
seus :f'ilbot.es:. M.at.s ainda, a pt'<obabUtdade de que um filbot.e apl"éSênt.& 
a ,..spost.a a uma dada dose pode depender do e:fett.o daquela dose no 
or-cardsmo ma:t.e:r-no. 
enUlo um 
do a um 
expel'iment.o 
det.el'minado 
t.erat.ológico pa.I"'a 
acent.e. Supondo o 
mecanismo de um impact..o p.aa-a o .et'eit.o da dose na f'émea, a pl"'babilidade 
de ocorrência de uma res:post.a t.6xic.a em uma f"émea que so1'reu uma 
exposiçSo ao n1 vel d da dose pode sel"' modelada por: 
:>. (d) = 1 - exp [-(a + /3d>l 
• 
c.t > o, ~ > o, d ~ o <3.1) 
Note que a probabilidade ''basal" de resposta tóxica na fêmea é 
:lru:::o:r-pol">ada ao modelo pela int.roduçSo do int.e:r-cept.o a na éxpr-ess.lo 
lineat'" do expoent.e do modelo CS.t>. 
Quer-emos avaliai' a probabilidade de que um t'ilhot.& 
apr-esent.e o r-es:ult..ado adver-so de interesse, considerando que e-la varia 
par-a :filhot.es de di:ferent.es :fêmeas dent.l'o de um mesmo grupo de dose. 
Podemos lidar com es:t.as: dif'ei-ent.es probabilidades de respost.a 
conside:r-ando 
pr-obabilidade. 
variâveis que podem 
e:feit.o de-
consider-ar apenas o t.amanho da ninhada 
est.ar t.al 
vamos 
Em RAI Q VAN RY2!N (1985) é propost.o que P<d ls>, a 
probabilidade condicional de r-espost.a adversa paz.a um :filhot.e de uma 
Cémea que pr-oduziu uma ninhada de t.amanho s quando expost.a à dose d, 
seja dada por-
P<dJs> • <1 - exp[-(a + (ld>» exp[-s8<d>l • "• <d> exp[-sG<d>l, (3.2> 
com 8((1) > O e s 2:: O. 
Ce:r-t.as caract.eri st.icas deste modelo o t.ornam basf..ant.e 
r-azoâvel. Dest...acar-emos alc"umas delas. 
A primeira caract.er1 st.ica !mport.ant.e é que o se~ 
Cat.ol' em (3.2> poda se" int.ez-pret.ado como a probabilidade condicional 
de J:>espost.a adversa pal"a um f11hot.e, dado que a de r-ecebeu uma dose d 
e p!'tOduziu uma ninhad.& de t.amanho s. No .caso de s • O, est.e :fator vale 
t, sis;niticando que se raSo houve a pr-oduç.lo de f"ilhot.es, é c&r-t.a a 
&xist.énaia da :r-espost.a. .adve!"sa. Assim, )._ 
1 
<d) zoep~-esent.a uma 
pl'"Obabilidade "bas.al .. de respost.a adversa par-a o filhot.e. 
A segunda caract.eri st.ica .a ser destacada é que o l"isco 
relat.ivo <RIO de uma :r-espost.a advel"'S:a para :filhot.es de t'émeas que 
pl"'duzi:ram t.amanhos: de ninhadas st. e s 2 , paroa uma mesma dos:e d, é dado 
por 
(3.3) 
. " e • o, t.emos RR<s,.O) • o 
segundo f'.at.or- de (9.2> pode t.ambém ser- int.el"'pl'et.ado como o :r-isco 
relat.ivo de res:post.a adve!'sa para os f'ilhot.es de uma t'êmea que produziu 
uma ninhada de t.amanho s: em r-el.aç~o a uma t'"émea que n:ão p:r-oduziu 
fllhot.es, dént.r-o de um mesmo grupo expertme-nt.al. 
Out.ra c.aract..&ri st.ica. apar-ent.ement.e X"azoá.vel dé se t.er- em 
modélos par-a expe-:r-tment.os t.e:rat.ológtcos, prese-nt.e no modelo c:eral RVR.~ 
é que f1xando a dose, quant.o maior Cor- o t.am.anho da ninhada produzida 
por uma t\êmea, menor- será o r-isco de que seus f'llhot.es exibam a 
r-espos:t.a advel"sa,. em r-elaç.lo a uma :fêmea que não pr-oduziu ftlhot.es. 
Dest.a maneira, o modelo suc;er-e que wna t'êmea que produz mais t11hot.es é 
menos a:fet.ada pela dose e, consequent.ement..e, seus :filhot.es t.er-l.o menor 
chance de exibir- a r-espost.a adve'l"sa. 
Volt.ando ao risco r-elat.ivo, paroa s• • s+:t e s
2 
• s,_ t.emos 
que RRCs+t,s> • exp[-6(d)l e,. neste caso,. o :risco de res:post..a adveros:a. 
para um filbot.e de uma :fêmea com t.amanho de- ninhada s+i em z-elaç:So a 
urna Cémea com t.amanho de ninhada s, é uma const.ant.e dependent.e da dose. 
Assumindo que a f'unçlto posit.lva B<dl é linéal' paroa 
qu.alquel" dose, ob'Lemos 
com (3.4) 
<3.5) 
e, po:r-t.ant.o, o 1oc;ax-it.mo do l"isco 1"-&lat.ivo para f'Uhot.es de f'~meas que 
pr-oduziram ninhadas de t.amanhos s 
1 
e s 2 é llnea!" na dose e n!.o nulo no 
grupo controle. Como casos pa:rt.icula.l"es, t.emos que 
e 
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logo[RR(s,.O>l • -s<e 
• 
Para muit.as subst.Aru:::ias: t.el"at.ogênicas de Ol"ir:em qui mica,. 
é de se esperar que lo~;IRR<s+t,s:)l seja wna r-unção nlo decrescente da 
dose e, port.ant.o,. e2: :$ o. 
Incorporando a suposição <3~4 )~ o modelo de dose-I'espost..a 
<3~2> pode ser> :r>eescr-1t.o como 
com X (d) dado em (3.1 > . 
• 
(3.6) 
Not.e que o modelo ger-al R.VR. depende do valor- s obs:er-v.ado 
pal'a o t.amanho da ninhada,. que pode ser l"epresent.ado por uma variável 
alea:tória não nec;a:t.iva e discret.a S,. com f'unç!to de pr-obabilidade 
denot..ada por- C<s,;rl'd), onde y é um vert.o:r- dé pa:r-Amet.:r-os. Par-a 
generalizar o modelo RYR.,. deve ser postulada a função de probabilldade 
pal"a S. Nest.e t.l"'abalho sSo consideradas duas dist.J"'ibuiç:&s par-a o 
t.amanho da ninhada: a de Poisson, Ol'ieina.lment.e pl'Opost.a em RAI a VAN 
RY'ZIN (1985) e a binomial nec;at.iva. No modelo de Poisson,_ o parAmet.ro 
de int.ensidade é dado por- E<S> • tpt.exp<-4>2d>,. res:ult.ando em !:, • <;r t." 
r 
2
>' • <rJ~,, rjl
2
>,.. No caso do modelo binomial necat.-tvo, supomos que seus 
par.lmei.-J"''S do ECS> • 6 ex:p<-6 d> e k e,. pox-t.ant.o,. r • <r ,. y , y >' • t 2 • ..... t 2 .5 
{Ó ,,. ô r k.)". Lembre-se que na seç.lo 2.2 í"oi apresent.ada wna 
jus:t.if'icat.iva paJ~oa a escolha des:t.es modêloa. No próximo capi t.ulo, os: 
p.ari:rnet.ros dest.es modelos serão estimados com o aux1 Jio de mét.odos 
numéricos. 
jt.. t'oi dit.o que o modelo c;eral RVR. é um modelo 
condicional ao t..amanho da ninhada. Ent.re~,. é poss:i vel obt.er o 
modelo incondicional, supondo conhecida a dist.r1buiçl!o de probabilidade 
para o t.amanho da ninhada Ist.o é :fett.o a seguir, par-a os dois casos 
est.udados. 
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9.9 MODELO INCONDICIONAL 
Se o t.amanho da ninhada é desconhecido e f'(s,.y,d), sua 
t'unç!!í'o de probabilidade, é conhecida excet.o pelo pal'ãmet.ro y,. a 
-pt"obabilldade max-~rinal de respost.a para qualquer fllhot.e de uma f"êmea 
expost.a à dose d pode ser denot.ada por PCd). 
Pelo t-eorema das probabilidades t.ot.ais, da I'elaçl!o C9.6) 
O valor esperado E
5
<exp[-S<6
1
+8
2
d)]} pa.I"a o caso em que o 
t.amanho da ninhada S é modelada sec;undo as dis:t.r1buiç&s de Poisson e 
birtomial nêgat.iva, result.a 
"' 
• }: exp[-sC81 + 8 2d)l P<S • s> . 
a=O 
No modelo de Poisson para o t-amanho da ninhada s, t-emos 
E <exp[-SC8 +8 d>D • 
s • z 
Lembrando que para -w<a<w e :fazendo X • S e 
No modelo binomial nec:at.ivo,. temos: que 
91 
exp(-(fl +6 d)) 6 exp(-6 d> s: [s+~-1) [ _' •_•_• ] . 
- 6,exp<-6 2d> + k 
Lembt>ando que -1 < x < :1 e f'azendo 
exp(-(fl +6 d)l á exp(-6 d) 
1 2 i z 
-------------- com O < x < t,_ t.emos que 
6 exp<-6 d> + k 
• z 
[ 
6,exp(-6.d) {1 - expt-<e, + e.d)]} -k 
E,.<expt-sce, + e2d>D • 1 + ---------1<--------) . 
P<d> • <1 
lc. r. 
No capi t.ulo 4, após a est.imaçll:o dos parAmet.ros dos 
modelos pa:r-a dois: conjunt.os de dados, t..amhém s:e:r-.lto est.imados os valol"es 
de P<d>. 
Nosso int.eresse é est.imal" os pax-â.met.ros a,. ($,. e ' e e r' 
• z 
-
e com eles o risco de que um filhot.e da f'êmea expos:t.a. a uma dos:e-
pré-f'ixada apresent-e o :result.ado advel'"SO de int.eresse. Tal est.imaç~o 
seroã f'eit.a at.:ravéa dos d.ados obsé:r-v.ados no expe:r-i.ment.o ut.Uizando o 
mét.odo de est.tmaçl.o por máx:1ma vel"'ssimilbança,_ baseado na maxim!zaçlio 
da t"unçlio de ver-ossimilhança. 
S.4 ESTUDO DA VEROSSIMILHANÇA 
Cc.ms:ider-e um experiment.o t.e:r-at.ol6cico como definido na 
seção 2.1 do Capi t.ulo 2. Nest.e c..,.,, a suposição de independência ent.re 
as: va:r:-iáveis aleat.ó:rias X. . ,_ eol'x-es:pondent.es: a di.f'"erent.es g-:r-upos e a 
'J• 
di::ferent.es f'êmea.s: parece l'"azoá.vel sempre que o expel"iment.o Coro 
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conduzido de maneira nl.o viciada;. isto é,. sempi-e que fol" mant.ida a 
comparabilidade- dos gr-upos expel'iment.ais: e das: f'êmeas: inclui das no 
expel"'iment.o. 
Pa:t>a cada Céme-a., vamos .:assumir que as: respost.as de s:eus 
fUhot.es podem ser- modeladas mediante variáveis aleat.órias 
independent.es. lst.o é., assumiremos que o Cat.o de um :filhot..e de uma 
det.erominada f~mea apr-es:ent.a.r- a. r-es:pos:t.a adve-rsa não inf'luencia a 
:r-espost.a dos out.ros: fHho"t.es da mesma i'êmea. 
Es:t.a últ.ima suposição é bast.ant.e :f ort.e., pois uma 
correlação posit.iva ent.re l"'espost.as pode em ~era.l ser aguardada neste 
caso., devido ao f'enómeno do e:feit.o de ninhada discut.ido no Capi t.ulo 2. 
Ent.ret..ant.o, vale not.ar- que o modelo geY.al R.VIt incol"por-a de c:el""t.a f"o:r-ma 
aquela dependência exist.ent.e - mas desconsidel"ada. - entre as r-es:post.as 
dos an:bna.is de uma mesma ninhada, ao px-opol" que a pl'>Obabillda.de de 
.l'espost.a. seja 1'unçllo do valol" obsel"vado de uma varoiável alea:t..6ria 
pr-ópria de cada. témea: o t.amanho da ninhada. 
Com est.as suposições]' t.emos ent.J.o que as :r-espost..as de 
t.odos os :filhot.es que part.icipam do experi-nt.o sl!o independent.es. Ist.o 
é, -
... , S. ,, 
" 
var-iáv&is: al&at.ór:las: xijk do inde-pendent.es pal"a t.odo 
par-a t.odo J - 1, a, w• ni e para t.odo 1 - o, 1, ... , m. 
Sob o modelo .:el"al RVR,. a probabilidade condicional com 
:respeit.o ao t..........t.o da ninhada, de que o k-ésirno :filhot.e da j-ésima 
f'êma-a do t-ésimo t:r'UPO ap!"és:ent.e a r-esposta de> tnt.&!"ésse, dada pela 
equaçlto <3.6>,. pode ser r>ees:CI'-it..a como 
- <1 - exp{-(ot + (1<1. )]} exp{-s . . <e + e d.>l 
t. l..Ji. 2t 
(3.7) 
onde 
" • <a, fi, et, e >' z é wn vet.ol" de par-âmetros com a> O-" (3 > O, 
~ 
e > o., e + e d. > O para t.odo i • o, ... , m. 
• • . '
Dest.a maneira., a dlst.rlbuiçllo de xi. jt condicional sob S .. • S .. é uma 
" " 
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l 
dlst.ribuiçllo de Bernoulli com parâmet-ro P (d, fs. ). Est.e 
Yl t I.J parâmet.I"'o será 
ainda por se nllo houver possibitidade 
cont""usão. Port.ant.o, condicional ao t.amanho da ninhada, a probabilidade 
de obt.el" uma respos:t.a .adver-sa é a mesma pal'a -todos os filhotes de uma 
dada f'émea dent.ro de um det.e:r-m.ina.do gr-upo, pois est.a probabilidade 
depende apenas do n1 vel da dose e do t.a.manho da ninhada produzida pela 
fêmea. 
númel'o de 
result.ado 
respeit.o 
1.1' 2, •••J> n, 
' 
.. ' 
" Seja Yij • Í Xijlc a variável aleat.6rta que r-ept>esent.a o 
k:;:t 
f"ilhot.es da j-êsima f'êmea do i-ésimo grupo, que apr-esent.am () 
adverso de int.eres:se. Pelas mesmas Cúnsidel'ações t'elt.as à 
de 
.. 
xi.jk' t.emos que os Y .. são independent.es para j • 
'J 
1 • o, 1, ... ,. m. 
Condicionai ao t.amanbo s. , da ninhada da j-kima t'émea do 
LJ 
i-ésimo gr-upo,. a f'unçl.o de pl"'babilidade de Yij é dada pol' 
f"(Yi.j • yi.j" VIl Sij • 
~ 
S .. ) 
lJ 
para J • 1, Z, ~-·· ni.; 
C'l ] Qij. 1 pi.j e • yij 
I 
)I ijl 
• 
)1, ' 
<P .. > t.J 
'J 
O, 1, 
S .. ! ,, 
···I' 
Cy i.J- S .. >f ,, 
(3.8) 
m onde yi.j .. co, ···I' Si}t~ 
Ou seja, se Slj é a Val"'iável aleat.6Ma que represent.a o t..am.anho da 
ninhada, .. dlst.rlbuição condicional (sob S. , • s< .> da variável 
'I ,, 
aleat.ól"ia Y, é binomial com parAmet.ros: &, ' e P ... A notação 
" " 
lJ 
yi.jiSi.j • si..j ..... bin<s .. , P .. > denot.a est.e Cat.o. ,, ,, 
Como as Si.j sllo variáveis aleat.ól"ias discret.as com tunção 
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\ 
de probabilidade Hs. ,y,d >, a f\mçl!o de veros:s:lmilhança é dada por: 
'I.J .... 1. 
n. 
m ' 
L • TI TI P<Y .. • 
i=O j:::-1 q 
n. 
m 
' 
-
TI TI P<Y .. -i.=o j=:t 
" 
·TI TI 
i.:o j::::t 
yij' S .. • S.,) ,, ,, 
yi.j!Si.j 
-
si-/ P<S .. ,, 
y .. p ,, 
i.j 
S., - y,. 
Q. ~J l.J 
" 
• S .. ) ,, 
seu lo~al"it.mo pode s:e:r esc:.rit.o na Co!"m.a log(L) • c + l('lp) + l<r>~ onde 
c. 
-
e l<r> 
-
é 't.lJ1't.al cons:t.ant.e, log [ [ ::: ) ] 
. i i' y .. log<P .. ) + <s:,,. l.J LJ " (3.9) 
Se S .. , o t.amanho da j-ésima ninhada do 1-és:imo grupo de 
" dose, sec;ue- wna dist.l'"ibuiç:So de Poisson com parâmet.ro ,P"exp<-~2dl), 
enUo 
S .. 
exp[-.p exp<-4> d.)l [<jl exp<-4> d.>l ' 1 $. .Zt. t- 21. 
onde r • <rt' y 2) • (t/lt~ 4>2>, f;-t > o, -ao- < "'2 < ao- é s:i.j - o, 1, ... , 00 e 
-
l(y) 
-
+ s .. log<<t> ) - 4> s. d. - lor:<s . .D. I.J :t 2: l.Jl lJ (3.10) 
Mas se S. . segue a dist.ribuiç.5.o binomial negat.i v a com 
" 
pa.r-Amet.:ros m. • 6 exp(-6 d,) e k, ent.ão, 
L i Z " 
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f'<s . . ,r ,d. > • 
"lJ .... "l 
s .. 
r [" +k- 1] [ 6 exp<-6 d.> rJ [1 6 exp<-6 d.> .. . . ' + l • ' ,, I< - 1 6 exp<-6 d.) + I< I< 
• 2 ' 
com r • <r1 ~ y 2, r 9 >' • <61 , 6 2, kY", ót > O, -oo < 6 2 < oo e k > O e~ 
por-t..ant.o, l<r> 
- <s,J. + lülog[6 exp<-6 d.) + lã + klog(k). 
.. t 2:. t <3.itl 
o núcleo do lor;az.it.mo de L~> denotado por 1(8) é dado por 
WO» • J(>p} + l<y> 
onde a !'unção l(>p) depende dos parâmet.ros do modelo de dose-respost.a e 
-
a !'unção 1<r> depende dos parAmet.l'os da d1st.l'ibuiçl!o de probabilidade 
do t.amanho da ninhada e e • <>p, r>. 
- - -
Como 1(8) é a soma de duas f'"unç5es, a tnf"erénc:ia 
-
tnf'e:réncia relat.iva ao paràmet.ro r. As est.imat.ivas de mâxima 
!(y)., respect.ivament.e, por mét.od.os nwnéricos" como serâ vist.o adiante 
no <lapi t.uio 4. 
A sec;:uir10 vamos obt.er as mat.rizes de covariAncias 
assint.6t..icas dos est.imadores de máxima ver-ossimi.lhança de lp e r, quando 
t.end.em ao infini"Lo de uma maneira que será. precisada 
3.4.1 MATIUZ DE COVAIUÂNCIAS 
Sob as condições de l"egular-idade que s:erllo apY-e-sent.adas 
na pl"óxirna sub-seç:lo,. os est.:bnadores de máxima vel"'oss:imilh.ança de a, f'~ 
.... .... .... .A 
es. e 8 2 , denot.a.dos r-espect.iva.ment.e por a, ~~ e'!, e e2 , possuem uma 
matriz de covariância I: com element.os akl <k,. 1 • 1, ... ,4), que é 
inf'ormação de 
condicional aos t.a:manhos observados das: ninhadas: s. . 
" 
p&.l\8 j • 1, ... ,. 
ni e 'i • O, .•• , m. 
Por- definiç:ío, o elemento ik t- da k-ésima linha e 1-ési:ma 
coluna da ma.t.r-iz I<a,Pl'e ,e >~ é dado por 
• • 
• E ( 
81('1') 81('1') ] k· [ .r 1<'1'> ] k ~ ~ E ~ 1xt b'l'k 8'11, b'l'k 8'11, ~ ~ 
para k, 1 • 1,. ... , 4 .. onde 'I' • (~t' 'Pz.' 
'I' •' ~ 
'I' ) • 
4 
<a, P~ 8 1,. 132) " '~'c ~ 
é o verdadeiro valor do vet.or paramét.rico. 
Ut.ilizando o ;fat.o de que Y .. é b1n<s1J' P .. > e, port.ant.o, ,, ,, 
E<Y,;!Sq> 
-
S. J> .. 
" 
,, """' .. 
j • 1, ... , n . 
" 
i • O, ... , m, podemos 
' 
calcular explidt.ament.e a ma:t.riz de in.Cormaç:lo de Fisher. Derivando 
pal'Cialmf!ni.e a ;funç!!o de lojrvero.,.,lmilhança r-es:ult.a 
8l<'IJ) m n. ( t 8P .. i 8Qi.j J. t " - l + <s: .. - YiJ' • Yq 8'11, P .. 8'11, ,, Qi j 8'11, i:O j:a 
" 
n"l<VJ) m 
"· ( ytj s:tj - yij J 8P .. 8P .. r " " ~ l - - + + • z 8'11, 8'11, 8'11, 8'11, P .. Qi.j i= O j=i. 
" 
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onde Q, , • :l - P ... Como a esperança do seg-un.do t.er-mo é nula,. t.emos: 
iJ I.J 
J . 
para k, 1 • 1, ... , 4. De:rtvando P .. com :l'>es:pe-it.o ,, 
obt.emos 
"" 
:r-elações 
ai' .. ""·. q 
" "' (d. ) B • ,. exp!-Ca+(ld.>J exp(-s . . <e +e d.)J 
. ' ' 
i..J 1 :z: \. 
"' <d.) • 
. ' 
"' <d.) • 
a ' 
""'· 
-· 
""·. 
" 
-· 
""'· 
lia 
--
liP L j 
-· 119. 
p Cd.> • 
. ' -· 
• d. 9 <d.) • -s .. d. P .. 
L 1: \. l.J :t '-J 
p•a+se 
• 
Clt > o, 
(3.12) 
aos par-â.m.et.l"'OS-" 
• expt-<p+J)d. >l 
' 
(3.13) 
Calcular-emos a seguir a mat.riz de inf'ol"'maçS.o para os 
pat'Atnet.I'Os: da dist:l'ibuiç:ão de Poisson supost..a válida pSI"a o t.amanbo da 
ninhada,. cuja :tunçlto log-verossi.rnilhança é exibida em <3~10). Not.e que 
como t.émos apenas dois parAmet.:r-os, é mais f'ácil calcuJ..ar. as derivadas 
parciais e, consequent.ement.e, a mat:r-iz de inf"or-mação diroet.ament.e. 
Ent..l"et.ant.o, vamos esCI"ever estas derivadas de uma maneira um pouco mais: 
38 
geral. 
De ac-ora em di.ant..e, será usada a not.ação 
... ,. ~t r· • <Dt, Dz, ... ,. D )' 
' 
k, 1 • 1~ ... ,. t. 
onde D e- H denot.am respect.ivament.& o vet.or e a mat.rtz cujos são os 
opel"ádol'es gt>adient.e e Hes::sianot e t. é a dimensão do vet.ol' ge:t>al dê 
parAmet.t"OS 8 • (ei~ 8 2 , ···l' 8 1)'. 
~ 
A mat.riz de informação de Fisher l(y) • 
k, I • 1, 2 coincide com E<DUCy>l !l'U(y)J} • -E<HH<r>J>. 
l)k[l(y)l • 
-
e 
"' [ l)kt [l(y)) • l n, 
- i=O 
-
m Dé.P exp<-,P d. >l [s .. - .p exp(-,P d. >J 
l n, . . ' ,, . . '
.p expc-.p d.> 
i.:::o • 2 ' 
Dkl!<fl,exp<-,P2 d, )) ts,j - .P exp<-,P d. >l . . ' 
.p éxp<-.p d.) 
. . '
sij o,r4-,exp<-.P,d, )J o,t<fl.exp<-4-,d,>l 
!,P exp<-,P d. >l2 
. . '
"' 
1kt • -E-<DktUCy)l} • Í. n\. 
-
D r.p exp<-.P d. >l Dt!.P exp<-.p d.>J Jci 2\. t 2L 
.P exp(-,P d. ) 
. . ' 
• 
l 
(3.14) 
No caso da dist.ribuiç:lo binomial neg-at.iva par-a o t.ama.nho 
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da ninhada, a lo,;-veros:s:lmilhança corres:pondent.e é exibida em (3.11). 
De maneit".a an.álor;a, a mat.J-iz de tnt'o:r-mação de Ftshe:r- I<r> • I:- t é, 
-
nes:t..e caso, de dimens~o 3:1l3 e compost.a pelos: element.os 
"i. j -1 
2 -2 <r • +p> - r exp<-r d. > ] • 2 ' "[r:;-;;eO:x;;;p:?(::-::r:-;;d=-. >,.:,+"'r"''-::- + 
:1. z t.. s-'~'" 3 
(3.15) 
+ I) Er exp<-r d )] D,lr exp<-r d )J 
k :f. 2t t 2\ 
r • } 
"r,.-e'"xp=<"'-'"'r:-:oar. x""'r'""e"XP"=<"-'"rc-:a•. '>-+.,-,r"'
9
""lr · 
1 z t.. 1 z 1,. 
Na seç!,o 3.4.3,. demonst.r.aremos t.l"ês t.eoremas t"elactona.dos: 
a pl'<Opriedades as:s:int.ót.icas dos e.st.imadores de máxima verossimilhança 
do modelo c;et"al RVR.. Na demons:t.raçâo des:t.es t.eol"em.as, cet"t.as: condições 
de x-egularid.ade precisam ser sat.is:feit.as:. 
A primeira delas diz respeito aos: t.amanhos ra. dos: c;-l"upos 
' 
"' 
experiment.ais e ao t.ot.al n • l ni. de fêmeas no experimento. Sob est.a 
i.=O 
condiçl.o_, a medida que o númer-o n de animais p:r-es:érd..es no expe:rtment.o 
aument.a,. o número n. px-es:ent.e em cada crupo aument.a proporcionalment.e. 
' 
Out.ra condiçS.o a ser sat.isf"eit.a é a ident.tficabilidade do modelo de 
tnt.e.l"esEe. A Ú!!:f"CE!il"a condiç.lo est-á. relacionada com a mat.rtz de 
inCoi"maç-l.o e asse~a que 
condiçi!Ses s:l!o relat.ivas As 
parAmet.:ros. 
ela é posit.iva definida. A qual'l.a e quint.a 
del"ivadas paroci.ats do modelo em x-elaç!lo a 
cinco condiçi!Ses de ret;ul.aridade serão 
3.4.2 CONDIÇOES DE REGULARIDADE 
As condições de t"et:ulariade mencionadas são 
Condtça:o t.: 1 i m 
M<X> 
n, ..... oo 
' 
onde O < c. < 1, i • O,. •.. , m. 
' 
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(01) 
Condiç5o 2: O modelo P<d19) de in:t.el'êsse é tde-nt.iflcáve!. <C2) 
Condiçl'fo 3: A mat.ri:z: de inf"o:r-maç.l!io de Fisher do modelo de int.eresse é 
pos:!Uva del'lnida. CC3) 
Condiç~o 4: Para t.odo d ~ O, as derivadas par-ciais de se~ ol"dem 
0 2 1'<d,8) 
são ocm:t .. inuas, pax--a t.odo e E O, onde k, l • 
ae,aet ~ 
1, ... ,. t. e t. é o número de pal"Amet.r-os. <C·O 
Condiç!lo 5: P<d,G) é cont.inuament.e dif'erenciável em d e 9 para t.odo 
d>oeeeo. (C5} 
No Teor-ema 1 adiante será pl"ovado que no caso do modelo condicional 
ge:r-al ltVR,. as condiçtses de regularidade ct a CS do sat.is:f"eit.as. Ant.es: 
por-ém, vamos: ap...,s:ent.al' a del'lniçl:o de idenUflcahilidade de um modeio 
e um conceit.o necessário para seu estudo, além de enunciai'> e provar um 
lema. Est.es result..ados se-r-!to ut.UJzados na demonst.x-aç:S:o do Teorema i.. 
Nes:t.a t.e_, o t.eMIIO modeio es:t.at-1 st.ico I' 8 des!r;na uma 
Cunçl.o de dose-roéspost.a. ou uma médida de pr-obabilidadé que. deSC%-éve- .a 
di&t.ribuiçllo da variável aleat.ór-ia que represent.a o t.amanho da ninhada. 
Em ambos os casos, o modelo P 8 é d:lt.o ident.ificAvel se valores 
di.feJí'&nt.es do pa!'Ame-t.r-o 8 pl'I'Oduzem d11'eN!nt.es element.os da f"amilia <P ti 
e e o } de int.eresse. 
Definição 1: O modelo PCd,.B> se!"A dit.o ident.tfic.ivel s::e a l"elaç:5.o 
-
• • P<d,8) • P(d,8 } para t.odo d > O, implica em 8 • 8 . 
-
.Def"iniçâo 2: Um conjunto de t'WtÇlSes <, Cd), r • t, ... , t.} Cor-ma um 
r 
conjunt.o de Tchebyche.f:f em [O~ Dl se f)(dt a) • *" a 1fJ (d) t.em no máximo 
/,.. r r 
r-< 
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Lema !: O con.junt.o de :funções: {p,. Cd), r- • t, ... , t.> foi>ma um conjunto 
de Tcheby<:heff em [0,_ Dl se e soment.e se a matriz <., (d. >>,. ~'t :1. • 1, 
' ' 
···~< t. l!b de posto completo para t.odo conjunto <d
1
, ••• dt? de t.. pontos 
disl.inl.os em W, l>l. 
Pl'Ova: 
Suponha que (p (d)_.. I" • 1, 
r 
Tchebycheff em [0,_ Dl, con.s:idel'e a mat.r-iz 
A" 
"' (d ) 
• t 
"' {d ) 
• t 
t.} f'or-ma um conjunto de 
"' (d ) t t 
"' (d ) t. t.-t 
e a í"WlÇãO T(d) • det.<B>, onde B é a mat.l'iz obtida. subst..tt.uindo d pol'" 
t 
T(d) • p <d>B • r tr + 
onde B é o cof'at.ox- do elemento da t.-ésJ.ma Unha e r--é.sima coluna de 
tr 
B. 
Del!rt.a l'n.1!ill'léir-a.> T(d1> • -r(d2> • ... • T<dt-s? • O, pois B 
t.em duas linhas i~;ua:is. Po:r- out.l"' lado, suponha,. pol" ab~, que- A é 
• o. 
+ t.em. t. raizes: e, 
t.> não f'orma um conjunt.o de Tchebycheff. 
Ent.S.o, 
<p (d), 
r 
p <d>B 
r tr 
• 1, 
• 
to a f' Cd. > • y, para i • 1, ... ,_ t.., l r r '" '" r-t 
que pode ser t.arnbém escri:to como Aa • y, 
... , y )'. Se e~st.issem t. 
t 
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t.em solução única par-a t.odo 
zer-os de (p <d>, r • 1, ... ,. 
r 
t.} em CO, Dl enUo Aa • O e, port.ant.o,. a • O. Pol' deflniçl.o,. o conjunt.o 
<p <d), r • 1, ... , t.} não seria de Tchebychef'f' .e 
r 
A de.nnição de conjunt.o de Tchebycheff e o Lema ! 
apresent.ado ant.eriormente serão ót.eis na demonst.ração de que as 
lll&Lr-:l.zes de info-rmação sJío posit.iva.s de-:finidas. Ant.es por-é-m, vamos 
mostrar- que o modelo condicional RVR cumpre as condições de 
regul.a.ridade C1 a C5. 
TEOREMA !· As condiç5es de regu.la:roidade ct a C5 s:!lo s:at.is:feit.as par-a o 
modelo condicional RYR dado por 
onde a > O, (5 > O, 
Pt'ova: 
e > o, 
• 
e + e d > o, 
• • 
VJ • <a, (1, e , e >' 
' 2 
-
Em %"el.ac:ão a co-ndiçS.o ct, nSo há o que sex- px-ovado. Para 
provar a ident.iCicabilidade do modelo, consider-e que s:e a %"elaç,l,o 
• • PCd,\" js> é vâlida para t.oda d 2:: O, ent.llo a t'unçllo 
-
t'(d) + c;<dX1 - h<d>l (3.16) 
deve sel"' ident.icament..e i~ a 1, onde :f"(d) • exp[-Ca + (i'd)], c-<d> • 
• • • • exp[-sü;:t + v
2
>l, b(d) • exp{-<a + f3 d)l,. v 1 • 8 1 - 8.t, v 2 • 9 2 - 9 2. 
l>et'ivando CS..t6) duas ve-.zes em relaç:So a d e- ut.ilizando as relaç~s 
ident.idade .Af'(d) + Bc-<d> • O, onde 
A • B • O e assim~ 
e 
• A • (K-(3 + "'"'z + (3 ) e 
A demonst-ração de que a mat.riz de inf'ox-maç-.l:o de Fisher é 
pos:it.iva definida ser-á f'eit.a em duas et.apas,. com o auxilio dos Lemas 2 
.. "· 
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{3.13) Col'ma um conjunt.o de TchebycheCf em [01 Dl para todo s ) O. 
De- acor-do com o Lema 1~ most.l'io!U' que o conjun:t.o T é de 
Tchebychef!' é equivalente a rnost.r-ar- que a mat.:riz A • (f.7 (d, )) :r-1 i • 1, 
' ' 
4 é de posLo comp1e~ para todo conjun~o de quatPO pontos 
D1. Ou seja, bast.a most..r-ar- que pat"a s 
-exp(p) 
> O, det.<A> • de-t.<A') • 
s 
det.<B> J.'l O e, poM..ant.o, que det.<B) ,e O 
onde 
exp<-nd > 
t 
exp<-nd
2
> e-xp<-nd
9
> exp<-Y)d ) 
• 
d exp<-nd > d,exp<-Y)d2> d exp<-nd > d exp<-Y)d > 8 .. 1 1 • 3 • • 
exp<-s9
2
d:t) exp<-s&2 d 2 > exp<-se d > • • 
exp<-s8
2
d
4
> 
Ainda pelo Lema 1, a mat.:r-iz B é r-egu.la:r- s:e e soment.e se o conjunt.o 
u • <exp<-Y)d>, d exp<-l)d), exp<-sG
2
d>, d exp<-s82d» 
é de Tchebycheff. Mas,. desde que as tunç.&a dé um conjunt..o de 
Tchebycheff mult.iplicades por uma funçllo pos:tt.iva for-mam ainda um 
conjunt.o de Tche-byche-t:r-, se most.r-aromos que o conjunt.o <t, d_,. exp(-(3d),_ 
d exp(-~)} é de Tchebycheff, t.er-emos most.rado que det.<B> ,. O, que A é 
de- post.o complét.o e, poz-t.ant.o, que T é wn conjunt.o de Tchebychefl\ 
O conjwtt.o <1, d, exp<-~. d exp(-~} fol'l!Ul um conjunto 
de Tc:h.ebycheff se a f'unç~o 
• a 
• 
+ a d + a exp<-~> + a d exp<-~>, 
2 • • 
(1)0 
t.em no .má.ximo t.x-ês :raize-s: em W, Dl para t.odo a • <a ,a ,a ~ )' iJ4 O. 
;t. 2 :9 • 
O, v(d) • a + a d + a
0
exp<-t3d> e o Lema 4 de 
• • 
KREWSICI & VAN RyzlN <1981> demons:t.ra que v(d) t.em no máximo duas 
:raizes. Se a
4 
;11€ O, .suponhamos, poz. absUI'do, que v<dl tem no min:.lmo 
qua:t.ro raizes: em m, Dl par-a t.odo a • <a ,a ,a _,.a >' J1l O. Assim,. vH(d) 
t 2 .9 4 
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Prova: 
Se m ~ 3, sec-ue do Lema 1 que o post.o da ma;t.l"iz A de 
dimensão 4xn, e elementos 
1, ... , n é quat.:r-o. 
M'tj 
'\c; • k. • 1, ..... 4; (i,j) -t r • 
Seja B de dimensão nxn a ma.t.l'iz di~onal com (i,j) ésimo 
ele:me-nt.-o diagonal e C • AB. Como 8 é não siflg'u.la.J:., te-mos: ( "'i J'"' 
pij Qi.. 
que o post.o de C é quat.t-0, veja RAO (1973} p. 30. Como í:-t é s:imét.r-ica, 
C é não singular e E-t • · CC", se~ue que I:-:t é posit.iva def'inlda., veja 
SEARLE <19'71) p. 37 .. 
A quart.a condição de l."eG;u.lar-idade é ver-ificada, vist.o que 
as derivadas parciais de segunda ordem de PCd,JPis> com x-e.speito aos 
pal"âmet.~s são cont.inuas. Para simplif'icar a not.aç:to, na apresent..aç.U.o 
dest-as derivadas !'aremos P<d,'/fls> • P. 
-
,rp a2 P a•p 
• - exp(-<a.+pd>l exp(-s<et.+62d>l, • d ' 
""'' 
ila8{3 lla2 
,rp rP a2P a•p rP a•p 
... 
• •sd , • d' • • ilaii(J lia' 
-
ila. ~ 8a 
• • 
rp a•P rP rp a•p 
•sd • sd" • 
• ' 
• s P, 
ilf3il9, ""'. 8f3il9, ila. {I(J. 
• 
h B2P 
s
2 d 2 P. • s
2dP • 
89t.892 
{I(J. 
2 
A qu!nt.a condição de rer;ularidade t.ambém é sat..isf'ett.a..-
pois P(d,'\V ls> é cont.tnuament.e dif'el"eneiá.vel para t.odo d ~ O e par-a t.odo 
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2a (l>l t.em - pelo Teorema de Rolle 
• 
no 
Ant.es de prossel:";;uir_, é út.U que se f"aça uma obsel"vação 
e P. .. Em al~UJ'W'tS ocasiões, ser-A ,, 
s .. e 
'J 
!'arma 
neces:s:â:r-io 
Port.a.nt.o, considere 
como exemplo o vet.or- .. empilhado•• ("s:t.ack vect.ol"'", em in.g~s) y de 
dime-nsão nx1 onde n • i. t n i., com c:omponent.es y i/ ou seja 
y. com y, • 
' 
para i • O, 1,. ... , m. 
Adot.aremos a seguinte not.aç:to para descr-evel" a r-elação ent.x-e o par-
(g:r-upo, Cémea) • <1, j) e o i ndice r: 
o., j) -+ C<i, j) • "• 
onde j • 1, ... , ni.; i • O, ... , m; .. 
-
j pa»a I • o e .. -~ • nt+j ,_ 
para i 
" 
o. Logo, 1"' • 1, ... _, n. 
As:s:tm,.. nas demons:t.:roaç&s a secu:i.r-, a :r-e:fer-ência a aJ.cuma 
componente a, j) dos vet.ores y, s e P é equivalent.e à ref'erênd.a A 
component.e :r- • f'O., j> dos: mesmos vet.ores. 
conjunto de Tchebychefr em tO, Dl1 se s. , > O para t.odo i • O, 
" 
••. , m e 
para t.odo j • 1, ... , n. , se m 2::: 3, e port.ant.o, n • ~ n_ !:: 4, enUo a 
1. -l \. 
t-0 
mat.r-iz dé inf'ol":mação de Fishe:r- sobz-e. o parâmet.roo Y' cont.ida no vet.or-
a.leat.ól"io Y, l(lp) • E-:t • 
~ 
Cik l) dada em (3.12> é positiva det'inlda. 
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Para o modelo Incondicional, onde o t.amanho da ninhada 
s:er;ue um.a dis:t..:ribuiç~o de Poisson ou uma dist-ribuição binomial 
ne,c-a.t.iva,. é t.ambém poss1 vel dernonst.r-ar que as condiçlS&s: de l"eg-tJ!.ar.idade 
são sat.is!'eit..as. Pa.I"a o leit.or- int.eress.ado_, os Teoremas 2 e 3 a seg-uil' 
auxiliam nest.a demonst.ração, que não sel"á :feit.a nest.a tese. 
TEOREMA ~: Os modelos de Poisson e binomial ner;at.ivo para o t.amanho da 
ninhada e os: modelos incondicionais correspondent.es são ident.if'icáveis. 
Na demonst.r-açâo de que o modelo de Poisson pai>a o t.amanho 
exphp exp<-4> d)l!4> exp<-4> d>i" 
da ninhada P(s,y> • • z t z com s: • o, 1, ·-· 
-
si 
,P1 > O, -ro < 4>2 < "' é ident.i!lcá.vel,. consider-e válida: 
a l"'elação v d 2: o. <3.17) 
- -Podemos derivar o logar-it.mo da l"elação <3.17> dua.s vezes em l"'elaç:l:o a 
2 • •z • d, che!:;ando à expressão .P,<f>
2
exp<-q,2d) • 4>1 ,P2 exp<-q,2d>, cujo lo!:;a!'it.mo 
será ainda derivado em r-elação a d, levando à r 
-
modelo acima é ldent.iflcâvel.a 
No caso do modelo binomial ner;.a.t.ivo para o t.amanbo da 
ninhada dado p<n' 
rcs+IO 6 &xp(-6 d ))-i< t z ' 
' i< 
-
com s • ojo 1J i< ) o e 
t..ambém. pi"'vamos sua ident.if'icabUidade. Par-a t.ant.o,. consider-e a relação 
• P<s,.y) • P<s,.y ) 
- -
v d 2: o. <3.111) 
De.-ivando o lo!:;ax-it.mo de (3.111) em relação a d, chec;amos à expressão 
A+ll 
onda 
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8. k*ó<kó 
• • 
" D • -sk k<62 
v d 2: o (3.19) 
Como a expl'essl!:o CS.t9> só é verificada se A • B • C • !l • O, chec;amos 
• ar•r .. 
Podemos 
modelos incondicionais cot":t-espondent.es: 
., 
agora a 
PCd,B> • 2 P<d,'I'Js> P<s,y). 
~ ~ ~ 
.a=o 
:tdent.tt':tc:abilidade dos 
Neles, V' • <a, ~~ 811 8z'"1 P<d,tpJs> é o modelo condicional R.VR e o 
~ -
parâmetro y • <rp , tp )"' ou y • <6 _, 6 , k)' se os: modelos P<s,.y) para o 
. t 2 t 2 
- - -tarrta.nho da ninhada sao, I-espect1vament.e, Pois:s:on ou binomial ne~a:Uvo 
e I'J • ('!', y). Ut.ilizando a ident.it'lcabilidade do modelo condicional RVR 
e dos modelos de Poisson e binomial negativo para o t.amanho da ninhada, 
pode enUlo s-er imediat.ament.e demonst.rada a ident..ificabilidade dos 
modelos incondicionais. 
TEOREMA 3: A ma,t.rtz de int'ormaçS.o de Fisher para os: pa:r-Amet.J'>os: do 
modelo de Poisson para o t.amanho da ninhada é posit.iva det"inida. 
A pr-ova deste t.&or-ema .será f'ei'La com o auxilio dos Lemaa 4 e 5 a 
sec;u:lr-. 
Lema 4! O conjunt..o de f'Unções T • <D..._lf# exp(-t/1 d>l, k • 11 2> f"orma um 
- ~ i 2 
conjuni.o de Tchebycheff em (0, Dl, onde <P 1 > O e -., < ,p2 < oo. 
Prova: 
De aco:r-do com o Lema 1,. bast.a. most.raJ'" que a mat.!'iz A é de 
post.o compl.at.o par-a t.odo eonjunt.o de dois pont..os dist.int.os d
1 
e d 2. OU 
seja.,. bast.a mos'trax- que det.(A) ~ O, onde 
Mas de't(Â) • (d - d ) ifJ exp[-q, (d + d
2
>l ;e O, pois:: t/J., > O e d.. 14 d
2
• 
2: :l :t Z:l ;., ... 
Pol"t.ant.o,. o conjunt.o T é de Tchebychef':f .. 
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• 1, for-ma wn conjunto de 
Tcbebychef':f em ro. Dl e se m ~ 1_,. ent.:f.o a mat.roiz de 1nf'ol"m.aç.5o I<y> 
dada em (3.14) é posit.iva deC!nida. 
Pl"ova:: 
Par-a m :2: 1, pl"ova-se 
-· que I: é posit.iva deHnida. Ba.st.a 
t.om.a!" a mat.t'iz A de dimensão 2xm+1 com elementos a , • D,J~ exp(-~ d_ )J 
- kl. ... :t 2 1. 
paJ>a k • t, 2 e 1 • 1_,. ···~ m+1 e- :fa.zel" B a mat.r-iz diagonal de dimensão 
n. :t/:t 
[ ' ] O :r-estant.e da </>•exp<-q,
2
d,> . 
m+1xm+1 cujo e-lement.o diagonal é 
Uma vez demonst.:r-ado que são s.at.isfeit.as as condiç5es de 
r-e,;ular>ida.de pai"& o modelo condicional gel"al RVR.t podémos der-iva!' o 
comport.ament.o assint.6t.ico dos: est.imadores de mAxima verossimilhança de 
se-us parAmet.'I"'s. Vamos: po:r-t.ant.o, demonst.rar t.rês t.eor-emas l'elacionados 
com a exist.ência, unicidade e no:rmalidade ass:int..ót.tea. destes 
est.lmadores. As pl"ovas dest.es t.eoremas complet.am as demonstr-ações 
cit-adas em RAI a VAN RVZIN {1985) e s~<> .. idas no Apêndice de RAI a VAN 
RVZIN (1981>. 
9.4.3 PROPRIEDADES ASSINTOTICAS 
~ ~ 
.....:Int<>Ucament.e uma raiz 'I' com pr-obabilidade 1. Est.a raiz 'I' é wn 
-
est,:imador- f'o:r-t.emerd.e consist.ent.e- do pat"âmet.J"' ver-dadeir-o lf 
0 
e Y' • 
~ ~ 
asstntot.lcamente t1nico com p:r-obabilidade 1. 
Prova: 
Seja ó > o dado. Consider-<> wna bola t"echada de raio ó 
cent.r.ada em ~o' denotada pol'" B • B<!:0 _,6). Seja ~ um pont.o qualquer da 
.. bola e VJ um ponto qualquer na sua Cront.eira, denotada por 88. 
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A de-monst-ração deste teorema será dividida em seis part.es, 
de modo a t.or-ná-la mais c::lar-a. 
Pa!"t.e. Ut.Uizaremos o • a • e • not.aç:lo p<< P .. * to p« p« com l.Jtl# o ,, l..))lp 
" -p P .. • dados (3.7>, subst..it..uindo .. .. em '{I po .. 
"" 
e 
'{I ' l.J,lp o t.Jt:W 
- - -
- -
c-<Yif VJ•I s~..rsi.? 
.respect..ivament.e. Seja a var-iável aleat.6r-ia U .. • q -
C<Y . . , VI I S .. •s .. > 
l.J ..._.0 LJ lJ 
onde f(.} é- a função de pr-obabilidade de Y i.j condicional a S .. • ,, 
Calculando a. esper-ança de Ui.-j quando a dist.l"ibuição- condicional de 
uma binomial bin<sí/ para t.odo j • 1, 2 e Y:tilsi.rsi.J 
para t.odo I - o, 1, ···S> m e denot.ando pox- E <U< <> 
" " 
t.al esperança, 
r-esult.a 
y:o 
'\.j 
• l :f(Yi.j • y,_ 
y=o 
w*j ,... S .. • 
,,< 
-
< O, para i • O, ••. , m. 
Considere a desigualdade 
RAO (1973) p. 149. Como S • <O,o:i> é 
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"< 
1 t qc v« n ,, '0. '"tO) 
' j:::t ' 
de jensen na versão exposta em 
um conjunto convexo, u< < 
" 
é uma 
va:r-iâvel aleat.6l'ia com es:pe:r-ança finit.a e 
degenerada, e f'<U. _) • 
" 
uma 
podemos aplicar> a desigualdade-" o que leva a 
fUnção 
com distribuição 
convexa, 
E C-log<U , )) > 
" " 
-lo:;<E <U .. >>, 
o " 
ou seja~ E <V,) < O 
o 'J 
para j • t, 2, ... , nl e i • O, 1, ... , m. 
Desde que paz-a i fh::o e stj conhecido, as variáveis 
ale-at.6:r-ias Y. . s:~o independent.ement.e dist.l"ibui das segundo .as leis 
" 
binomiais bin(s. . , P. . ) , onde P. . só depende da dose d, , t.emos que as 
1. J \. J \. J ,_ 
var-iáve-is:: aleat.bl"ias V. . s:ão t.ambêm independent.ement.e dist.l"ihui das,. ,, 
pois dependem apenas das variáveis Y, ,. ,, a s:equência 
()I i t ,V i-2:' .•. ) contém var-iãveis aleat.6I>ias com esper-ança finit.a e 
necat.:lva. Ent.ão, utilizando uma vers.lo adequada da Lei Fort.e dos 
ar-andes Nómei"'SS, <veja, por- exemplo em JAMES <1981> p. 206-208>, t.emos 
que a sequência das: médias conve%-Ce com pr-obabilidade t para E0 <V t./' 
ou seja,. 
,, 
1 t qc V,. E0 <V,;> < O. n ,, n.-.0) 
' ' j=:t 
9 tl Part.e. Aqui most.:raremos que a sequência 1 
n 
1 
n 
m 
~ l 
i,::;;O 
nó:mero 
n. M n. 
t n 1 ' V., l ' ,2 vtj' • ,, n n. 
i.=- O ' j=i j=t 
negat.ivo. 
Ut..Uizando o Lema A4 do Apêndice A e .a condiç~o 01, temos 
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1 
n 
.. 
H<!*> - 1(!0>1 • }; 
i,.:() 
qe 
'\ c. E <V .. ) • a ( O. [.tOt..J 
4 ~ Part..e. Most..:r-ar-emos a seguir- que a conver-gência q\.laB:e cer-t.a acima 
pode ser- feit.a uni:forme em um conjunt.o compacto na bola. 
A Val"iável a.leat.6ria X ('lp•) • 
n 
.. 
apenas do pont.o ~ 
-
~ 
de 89, pois o centro ~o 
1 
n 
• !l(lp } -
~ 
da bola B é f'ixo. Assim, da 
convergência quase 
.. 
cert.a de X <w ) 
"-
a ot < o~ podemos dizer- que dado 
e > o, pat"'a t.odo )., > O exist.e N .. • N(lp' , e) t.al que o conjunt.o A (m) • 
{ w e 0: sup pc n <!' • ,w> - a I > & } é um event.o com probabilidade inferior n~N -
• a X, p3r'a t.odo m ~ N, para t.odo s e par-a cada VI e as. Paz-a eliminar- a 
.. dependência do ! ndice N com :r-espeit.o ao parâmet.r-o VI , obser-vemos que a 
f'N)nt.e1ra 88 da. bola. B é um conjwlt.o cornpact.o do espaço paramét.rico 
inclui do "' em IR • Sob a condiç§.o ct, 
_ ·--N. t. ~ ~(m "'> ~- ~ -~ili convergem para a "l..,_......,.,.. t» percorre wn even o Pl • vt .... uc pro.u.11U dade 
-
t. 
Vamos most.r-ar- que- X (ft , w) a unif'orme-ment.e para 
n n'+Ctl 
-. .. t.odo VJ e S<'P >,. onde S<yr > é uma supe-rflcie es:Cértc.a fechada de área 
- - - • • posit.iva A • A<6> e cent.r-.ada em V' • P.aa-a cada w e O e para VI em S<~ )_. 
X (lJij w) é uma sequência de funções: cont.i nuas d@ 
n-
compact-o e as sequências X Cy.t, w> vel"'ificam 
n-
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o Lema A5 do Apêndice A prova que X CVJ, <.l) a uniformement.e em 
.. 
S<w >. Assim, X <Vt, oo) 
~ n ~ 
.. 
Mt ,_ onde <SCVfl ): 1 • 
~ 
t, 2, 
" ~ 
a urdformernen~e para ~ e 
... , r} um sub-recobrime.nt.o do 
compacto OS e '\ é um "conjunt.o de convei"~ência.. com POil) • 1, 
2, ••• , 1". Dest.a for-ma, a converg-ência quase cel"'t.a de X (y;) par-a a é 
n ~ 
,. 
uniforme para yt e d'B. 
5 ~ P.iart.e. Vejamos 8€0ra que a sequéncia sup 
weB 
converc;e quase cert.ament.e a uma quant.idade nec;at.iva. 
Pelo Lema A6 do Apêndice A,_ s:up * 
w e S<w, > 
-
~ 
1 
n 
para t.odo I • 1, .2, •.• ,. r e par-a t.odo w. e • M,. Como <S<w, >: 
... , r) def'ine um sub-recob.riment.o .f'init.o de IJB, t.emos que 
e ainda pelo Lema A6J> t.emos: que sup X ('f#, tiJ.) 
lpEêiB n..., 
M. Mas como POO • 1,. ~sult.a que 
sup 
V' e IIB 
1 
n 
qc 
-
!C"!: o)] 
1 • 1,. 2~ 
Temos ent.a:o que 1<"!:0 > é quase cert.ament.e maior que 1<~> para t.odo ~ e 
118. 
Desde que a bola B é compact.a e l(yt) cont.i nua, 'Lemos que 
l(>p} assume um valor màxlmo em al€um pont.o de B, veja BUCK (1965) 
-p. 74. Considere que o máximo de l(?p) é asswnido no pont.o denot.ado por 
lP e" po:r-t.ant.o, sobre ai€-um raio de B . .Most.r-amos ant.erior-ment..e que l<w ) 
~" 
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• • é quase cert.ament.e maior que I<V' > pat'a t.odo V' 
encont.r-a na front.eira da bota, mas sim entre V' e 
_o 
~ 
.. 
VI , sobre 
al:;um l"aio. Como 6 f"oi escolhido arbit.rariament.e,_ pode-se f'azer 6 ... o, 
obtendo 
A 
Ou s:eja,_ o es:t.bn.adol" de rnâxim.a. verossimilhança VI é um e.st..imadar-
f'ort.ement.e cons:ist.ente do verdadeiro valor do p.a.I"âmet.:ro VI 
_o· 
A 
6~ Par-t.e. Finalment.e, a unicidade- do est.imado:ro VI ser-á p~>ovada.. 
A 
A 
Se 
" 
é out.r-a l'aiZ consis:t.ent.e das: 
-
ve-rossimilhança, t.emos que o • Dl(Y') IA • Dl(Y') I; 
- V' - lP 
Pela ext.ensão 
- -
mult.ivariada do. t.eol"ema de Rolle exibida no Lema A7 do Apêndice A, 
Á 
.. A A 
exist.e um pont.o VJ no segmento de r-et.a que une os pontos Yl e lp, tal que 
-
o det.el"minant.e de Hl(!p) I . 
-
o. Por out.ro lado, como lP • é t.ambém 
- lP 
-
-
consist.ent.e, H!(!p) I .. converge a 
- lP 
uma mat.l'iZ necat.tva definida 
probabilidade 
suposiçllo de 
-
(mico com probabilidade 1.s 
TEOREMA 5: Sob a condição 
pol'>t..ant.o a 
out.ra raiz 
ct, o vet.or 
um absurdo, 
cons:istent.e 
aleat.ô:r-io .t rz " n (!p 
-dist.ribuiçl!.o normai de dimensl.o 4 com vet.or de médias o 
cova.riAncia re€ui.aro I:~ onde os element.os de :r:-• são dados por 
provém 
equações 
!:'o) 
e mat.riz 
iH com 
k,. 1 • 1, ... , 4. 
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com 
da 
de 
t.em 
de 
Prova: 
A expans.l!:o em série de Taylol' de 
dada por 
(3.20) 
.. 
onde V' é um: pont.o quaiquel' no se€ment..o de r-et..a que une lp0 e lfl· 
~ ~ 
Da 
ser um pont.o no 
Pela cont.inuidade 
convel"gência quase cert.a de 
segmento de l"et.a que une '~~o 
~ 
I q• de H, t.emos: que Hl('f#) • -.... 
- '11 
-
'11 a '~~o e, 
~ ~ 
-e 
'11· temos 
~ 
,. 
do fato de '11 
~ 
* qe 
que '11- '11 o· 
~ ~ 
(3.21) 
Mas como a mat.:r-iz de inf'ormação de Fis:her é posit.iva definida,. a mat.riz 
Hl<'i'> I é négat.iva deCinida e, po.-t.ant.o, det.Hl<'i'> I "' O. E desde que 
"' lYo .... lflo 
- ~ 
det.Hl('l!) 1 • 
-'11 -
Assim,. da equação (3.20) 'Lemos 
0,_ exist.e a inversa da m.at.riz 
n"z<~ - !o> • [-n-•Hl<!>l!•r (3.22} 
Para qualquel" b • <b1,b2,b9,b4>, .arbit.rário, o uso da 
verdo de Liapunov pal"'a o Teor-ema Cent.r-al do Umit.e,_ exibida em RAO 
<1973> p. 127,. implica que sob a condiçS.o ct,. 
n -t..t'atb'Dl(VI) I ~ N<O, b'I:-;,). 
- '~~o 
-
Just1f"icaremos a seguir,_ es:t.a afirmação. Para isto, :faça 
81<'!1> 
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e z, • D l(tp) I ,. onde para 
t .... yta 
~ 
com component.es y i./ 
o vet.or alea~rio Y de dimensão nx1 
m n. 
• 2 t DtPi.j " 
i."'-0 j=t 
de:r-ivada. da "função log-ver-oss:imU.hanç:a com :res:peit.o à compone-nt.e lpl de 
'lj/1 para t. • 1,. ... ,. 4. Dest.a forma, X n 
-1/Z f. b Z 
• n l.. l t" ,_. 
m 
A medida que o número n • i.for\ de Cémeas pre-sent..es no 
expe-M.ment.o a.ument.a, X deCine 
n 
independent.es, pois cada X 
" 
independentes Y. , ···~ Y 
u l.f\, 
sequência de var-iáveis: 
é f' unção de variáveis aleat-órias 
No Lema AS do Apêndice A,. é exibida a demonst.ração de que 
as condiç&s par-a a ut.iUzaç:to do Teor-ema Cent.ral do Limi t.e na ve:rosllo 
de Liapunov da sat.is:f'eit.as. Assim,. aplicando es:t.e r-esult.ado,. t.emos que 
y • 
.. 
" 
NCO~ 1> e assim,. 
Cont.inuando com a demonst.l"aç.Xo do Teorema 2,. vamos us:ax- o 
Teo:r-ema Cent..r-al do Limit.e- mult.ivariado de R.AO (1973) p. 128,. para 
conclui!" que (3.23> 
e lembroando que se 
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-[ yi.j 5 lj - Yt.j ) l1f> .. l1f> .. [ yij "'. . - yij ) ;j'p . " " 'J " \oi. . • + + 
" 
• • 
, 
p . Qi.j (hpk (hpl P .. Q'i (hpk (hpt 
" " 
result.a que é a média da sequência de 
variáveis alea:t.6rias W, , , e podemos: aplicar novament.e uma Lei Fort.e dos 
" 
Grandes Números para concluir que 
cüsso~ da convere;ência quase cert.a de 
t.emos que-
n-:tHl(Vf)l • 
- "' 
-· 
E . 
-
-· 
E<W .. > • :E • Além ,, 
para 
(3.2A) 
Do Teorema de Slut.s:ky, result.a que se 
qc 
u • [-n-·Hl<d:tr onde 1::: é uma const.an:t.e, ent.a:o n 
uz • 
" n 
[-n- •Hl<!:> 1!:• r 
Nest-e capi t.ulo, 
assint.ót.tcas dos est.imadores: de 
D 
--
I:Z .., N<O, I:l. Ass:im,. 
discut.imos al.@:um.as pr-opr-iadades 
máxima verossimilhança dos parãmet.l'"Os 
do modelo geral RVR.. No capi t..ulo set;uint..e, est.es: r-esult.ados ser•o 
eornplement.ados pelo cômput.o dest.es: est.imadoroes em aitumas si t.uaçlSes: 
concretas. 
CAPíTULO 4 
ESTIMAÇÃO DE MAXIMA VEROSSIMILHANÇA 
Para est..imar os pa:pAmet.ros:: dos: modelos est.at.i s:t.icos: 
nest.a ut.ilizar.emos o de máxima 
vel'()ssimilhança, que seleciona como est.tmat.iva de um pa!'Atnet.:r-o o valor 
par-amét..rico que maximiza a CUnç-ão de verossimilhança. Desta Jnan@ira,. o 
p:r-ocediment.o est.at.i st.ico de est.imaç!l.o pol" màxima vet:'"Ossimilhança 
apóia-se em recursos numéricos que permitem maximizar. uma f'unçlio de 
:Lnt.eresse: a f'unçl!o de verossimilhança 
Nest.e capi t.ulo,. ser:lo brevement.e apres:ent.ados: t.l"ês: 
pi'>Ooedimen.t.os numér-icos it.er-at.ivos p~a maximizaç.lo, ou 
equ!Valf'!nt.ement.e,.. :minimizaçfío de f'unçe:ies. sgo eles:: o -rnét.odo dos 
gradien:t.es conjugados de Flet.cher &. Reeves, o método de Newt.on e o 
mi!t..odo qu.ase-Newt.on de Broyden-Fle-t.cher-Ooldf'ar-b-Shanno <EJFGS). Nas 
sec-uint.es, desc:re-veremos di:ficuldades 
encontradas: quando o pX"'Cesso de est.itnaçâo f'oi aplicado a dois 
conjunt.os: de dados ext.J>a.i dos da Ht.ex-ãt.ur-.a. Por fim, serão aprese-nt.adas 
as est.imat.ivas dos par-Amet.ros, de seus: erros padr-ão e das: 
58 
probabilidades de respost.a adversa condicional e incondicional. Os 
Apêndice C,_ ll e E est.ã.o db·et.ame-nt.e l'elaciona.dos com est.e capi t.ulo, 
como será. vt.st.o adiant.e. 
4.1 .ALGORITMOS 
As log-ver-ossim.ilhança e l(y) 
int.roduzida.s na seção 3.4 dest.e trabalho,. contém in:fol"mações 
necessárias para a estimação dos parâme-tros liJ do modelo condicional 
gel'al, RVR. e r do modelo para. os t.'am.anbos da ninhada, :r-espec:t.ivament.e. 
Nest.e capi t.ulo, est.as t:unçí:'Ses se:t"ão consideradas casos 
especiais de uma função de log-ver-os:similhança g'eral.,. que dénominar-emos 
l<G). O vet.or e • (tfl t' 
-
···t e )' n cuincidix-â assim com 
8
2
> paz-a o modelo gel"al RVR., com y • (y 1- 'Y )' • 
• 2 
-
[1, 
pat>a o 
modelo de Poisson e com y • <r ,. r ,. r >" • (6 ,_ 6 , Jc)' para o modelo 
.. z 9 t. 2 
-binomial negativo. 
A es:t.imaç:S.o do par-Amet.ro 8 pelo mét.odo de máxima 
-
ver-ossimilhança equivale a encontrar o da 
loc-vex-ossimilhança 1(.), sat.isf"eit.as as r-est.x-içeies que definem o 
espaço paroamét.roico a par-a e. No nosso caao_,. busca.J'>emos soluciona%' 
problemas de maximizaç:to com ca.naltzac;:Oes_. que consist.em em buscar- o 
vet.ol' e que maximiza a Cunçl!o l'eal lCe>, sujeit.o a l'est.riç&s do t.ipo e 
E o • <e E IRn I li. :s e i :s ui, i • 1.. ..... n>. Para 1.odas: as: fUnções 
-dest.a tese, as componentes 8, do vet.ol" 8 s:.tto irx-est.:roit.as <ou liv~s) ou 
' 
postt.ivas. Na prática_. a rest.rição de positividade de uma componente e. 
' 
será subst.it.ui da pelo u.l, com 
' 
llmit.e 
seus limit.e-s ini"er-iox-es: e superiores serl.o res:pect.ivament.e,. 
" 1.0x10 . 
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-
" -1.0x10 e 
Lembrando que a maximizaçllo de 1(8) é equivalent.e à 
minimização de -1(0), a part.ix- de- ~or-a podemos, sem perda de 
genel"alid.ade, t.ratar apenas do proble-ma de minimtz.ação de f"'t.U'tÇões. Isrt.o 
s:el"á f'eit.o por-que os pr-o~rmnas c:omput.acionais e as referências 
bibliogl'â:fica.s ut.ilizadas: adot.am es:t.a conve.nç.ão. 
.. * Se 1($) ~ 1(8 ) par>a t.odo $ E 0:1 8 é dito m1 rrl.mizador 
""" ... ... ..... 
~loba!. Se 1(19) ;,; 
.. . . 
1(8 ) pal"a t.odo e numa vizinhança de e , ent.~o e é 
nú. nimizadol' local. Em t.ermos prât.icos"" qualquer nú nimo local será 
ace:f:t.o como solução do pr-ocediment..o it.et>at.ivo de minimização de- uma 
t'unção. 
Os: aJ€orit.mos:: de mirrlmização que ser-ão consider-ados: nest.e 
trabalho t.êm uma est.!"ut.ura comum. A pat"t.iz.. de wn ponto inicial dado,. 
t.odos eles det.er-minam urna direção na qual a f" unção ob jet.i v o !C) 
decr-esce, moviment..ando-se nest..a direção at.é um pont.o onde a t\mç!lo 
t.enha um decréscimo suficlent.e <est.e pr-ocesso é denominado busca 
Unea:r-). No novo pont.o, out.:r-a direçl.o é det.erminada e o processo é 
repet.idoJ' at.é que um pont.o suficient.ement.e pe:r-t.o da soluç«o seja 
obt.ido. 
De uma. maneira mais t'ormal, um alc'ol'"tt.mo paz-a mtnimizaç.l.o 
de uma f'unç.l.o eom canali2aç&s: pode ser- t'o:rmulado como sesue,. em t.ermos 
do vet.or- gradient.e- Vl<e) da !"unção. 
-
* n k • Attor-it.mo hâsico! Se 8 e IR é uma soluç5.o e e é uma est.imat.iva de e 
- - -k k+i 
no k-ésimo passo, t.a.l que Vl<S ) vt OJ' uma nova est.tmat.iva 8 pode ser 
-
assim obt.ida: 
Passo t: Escolha dk E lR"' t..al que Vl<Sk)dk < O e ex:l.st.a K' > O com 
-if + :i\dlc: e 0 1 )... e [0_,. ;\). Ist.o é.. uma direção f'act.i vel de 
-descida á selecionada. 
Passo 2: Det.er-mine o t.amanho do passo. lst.o é 'fett.o calculando um 
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f((l + "•d'> < r<e'>. 
~ ~ 
Passo 3: Calcule a nova es:t.imat.iva,. f'azendo ekH • 8k + 
algoritmos minlrnlzação de C unções com 
can.allzaçeles são baseados em algorit.mos sem :r-est.I"içê5es:. Poi" este 
mot.ivo, Wn>em.os uma noç-ão dest.es últ.imo.s, int.!'-oduzindo assim os métodos 
ut ... :llizados. 
O algoritmo dos €radient.es conjug-ados pl""opos:t.o por-
FLETCHER & REEVES (1964) t.oma, em 
conjugada com a ant.eriol" e que é 
ve-t.or- gr-adient.e no passo at.ual 
cada passo,. uma dil"'eç.lo de movimento 
g-er-ada por u.ma combinação linea:r- do 
com a dil"eção no passo ant.el"iol'". 
Lembre-se que dada uma. mat.I>iz simét..:r-ica Q,. um conjunt.o flnit.o de 
vet.or-es <d01 ... ,. d),? é dit.o Q-conjugado se d~Qdj • O pal'>a t.odo i ;c j. 
Ape-:s::a:r- de simples:, este .algot>it.mo não é mu:it.o usado na 
est.imaç:lo por- mâ.xima ve:r-ossimilh.ança. Es'Le Cat.o pode :sei" devido ao 
mét.odo n.l.o .f"o:r-necel" o e:r-:r-o p.adr>l.o das est.imat.ivas dos pax-âmet.I'"OS, vist.o 
que a mat.roiz Hes:stana de derivadas pal'c:iais de secunda o~m, denot,ada 
por HU(9)l • v2J<8> ~o é caknJada Em RAI 8: VAN RVZIN (1985)_.. por-tfom,. 
est.e t'oi o procediment.o selecionado par-a a. es:t.imaç1lo dos: pa:r-âmet.:r-os do 
modelo condicional ce:ral R.VIt e por :lst.o, vamos ut.111ú-lo. 
No caso do mét.odo de Newt.on" a idéia básica é_,. em cada 
p......,, minimizax. a f'unção que é a apx-oximação qu.adrât.ica da fUnçl!o 
objet.tvo 1<8>. obt.ida por- e~o em série de Taylor ao redor do pont.o 
-
corrent.e ek. No k-ésimo passo, a di:reç.:o de moviment.o dk é obtida pela 
-
Uma vantag-e-m do mét.odo de Newt.on é a g-arantia de s:ua 
conve:r-gêrJCia pax-a pont.os: iniciais próximos da s:oluç~o. Uma out.ra 
vant3€em é sua or-dem de conve.r~ência ser quadroát.iea; isto é~ o eJ:>:r-o no 
passo k+t é propol'>ciona.l ao quadx>ado do et>ro no pas:so Jc Mais: 
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I k+t • k •• f'ormalment.e, exist.e c > O com éJ - éJ I :$ c IB - 8 I . Além dis:s:o, o 
-
cálculo da derivada segunda pode se-r- usado na obt.enção do erro padr.lo 
das est.imat.tvas: dos: p&".lmêt.:r-os:. Poro outro Lado~ uma des:vant.a:~em do 
mét.odo de Newto-n é seu alto custo comput.ac1onal,_ envolvendo a solução 
de um sist.ema linear a cada passo it.e:r-at.ivo. Além disso,_ a ma:triz 
hess:iana pode não ser positiva definida e neste caso,. alguma 
aprcximaç~o para a sua inversa deve ser usada n.a deflnição da direção 
do passo. Ist.o é precisam.ent.e o que- é realizado pelos métodos 
quase-Newt.on. 
Os procedimentos denominados quase-Newt.on s~o assim uma 
alt-ernativa econômica ao mét.odo de Newt.on. Exis:t..em várias: variantes 
dest.e mé't.odo,_ sendo a :forma de a.pl"oximaç:S:o da inve-rsa da hes:s:iana o que 
vax-ia ent..:l"e elas:. Nesta tese ut.ili:z:amos o mét..odo qua.s:e-Newt.on pl"'post.o 
por Broyden-Plet.cher-Goldfarb-Shanno <BPGS>. 
desvant.agem mét.odos pax-a 
es:t.at.1st.1cas é que a apl'oximaçl!:o da mat.l'iz h&llmiana nl!:o pode sel' usada 
como est.tma:t.iva da mat.riz assint.ót.ica de covariAncias dos est.imadores. 
O leit.ol" que desejar det.alhes t.eól"icos sob'!'é estes 
aq;o.,it.mos podê cons:ult.ar, po1' exemplo, LUENBERGER <1984); GILL et. a1 
<1981) e FLETCHER (1987). Par-a um es:t.udo das J"'elaçêSés ent.z.e os 
alc;orit.mos e o pl"'eediment.o de estimação por Jl'l.âxima verossimilhança_,. 
veja TIIIST!ll> Ci991U. 
No que segue, sex-S.o brevement.e- f"ol"'necidas: int'ormaçtses 
sobl"e o t.raballio oomput..acional héCesór-io par-a obt.enç:S.o das est.imat.i v as 
de mâx:tm.a vel"'SSimilhança nos modelos es'Lat.1 st.icos consider-ados nerta 
t.ese. 
4.2! TRABALHO COMPUTACIONAL 
Os programas que serão ut.illzados ~oram escriLo~ na 
liJll;uagem FORTRAN 77 e- t.est.ados no VAXit./786-sist.ema opel'acional VMS. 
Para os mét.odos quase-Newt.on e de Newt.on, es:t.es pr-o;;ram.as ut.!lizam as 
subrot.inas: E04JBF, E04KBF e E04LBF da bibliot.eca NAG (1982). A 
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subrot.ina OPTIM, que é parte do pl'Of:rama MULTJ80 desenvolvido poi' RA! & 
VAN RY21N <1980a>,. :foi ut.Uizada para os câlculos com o mét.odo de 
Flet.chex- S: Reeves. Na Seçko C1 do Apêndice C, é t'eit.a uma breve 
des:ct>iç.lo das: subr-ot.inas ut.ilizadas no pl"oc:ediment.o de estimação. Os 
pl'O@;l'am.as corr-espondent.es podem ser consult.ados no Apêndice E, 
Na seç:llo C2 do Apê-ndice C apres&nt..amos a est.r-ut.Ul'a da 
m.art.riz de ent..l"ada dos dados, incluindo uma mudança de not.aç-.ão que 
agiliza. o cálculo das fUnções e a obtenção das est.imat.ivas de mixima 
vel'"ossimilhanç:a Na Seção C3 do Apêndice C encontram-se det.alhadas as 
t'unçí!Ses -lo~-verossinúlhanç:a e suas der-ivadas:, na nova notação, par-a o 
modelo geral condicional RVR e pat'a os modelos de Poisson e binomial 
nega:tivo do t.amanho da ninhada. Para o modelo de dose-res:post.a,.. além. da 
mudança de not.ação, t.ambém t"oi t'eit.a uma t.:r-ansformaçã.o de var-iáveis com 
o objet.ivo de simpli:fica:r- o t.ipo de rest.rição a sel'" s:at.isf'eit.a no 
procedimento de minimizaç.flo. Est.a t.r-ansf'or-m.a.ção de var-iáveis 
encont.l'"a-se det.~ na seção C3 do Ap~ce C. 
No que sec;ue~ descreve:t"emos resumtdament.e os éxpel"iment.os 
que t;e'l".a.r-am os dois conjunt.os de dados que ser!ío ut.ilizados nest.a t.ese. 
4.3 DOIS EXPEIUMENTOS 
O primeiro conjunt.o de- dados Cot apl"'esent.ado pol"' LONING 
et. a1 (1966). Ele t'o:l produzido em um experiment.o onde camundonc;os 
machos da raça CBA f'ol"am t.:r-at.ados com !'"aios X nas doses de 300 e 600 
rad <R>, t.endo sido mant.tdo um grupo cont.l'Ole de animais que r&o 
:r:-ecebe:t>am i:t>radiaçl.o. Os: cam.undoncos f"o:ram acasalados com :fêmeas da 
mesma l'"at;:a nos: set.e pr-ime-ir-os dias: após a irl"âdiaç:§o. Note que est.e é 
um est.udo let.al dominant.e, vtst.o que os machos é que :fol"am diretamente 
expost.os. A r-és:posta advex-sa observada f"oi mo:rt.e :fetaL 
Os dados s.llo exibidos na Tabela 81 do Apêndice B, e :foi>.am 
também analisados por RAI & VAN RliZIN ct98S) e WILLIAMS <1987). 
O t.ot..al de f"émeas no experimento, que f'oi de 1773 <sendo 
683 no gr-upo cont.:r-ole, 604 no t:J>Upo com machos h" r-adiados com 300R e 
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4-Só no c;rupo rest.ant.e) é muit.o c;rande se comp.at"'ado com a maioria dos: 
exper-iment.os t.erat.o16t;icos:. Além disso, as fêmeas com memos- de 
ou mais: de ot'lZe implant.e-s rU'to fo.f'a.m :r-eC"ist..radas por'" Lti:nitl€ 
quat.ro 
et a1 
(1966)1 de maneira que- o nUme!'o de tmplant.es é o m-e-s::mo (de 6 a 10) em 
t..odos os Grupos experiment.ais. Pol" est.es: rnot.ivos:, est.es: dados não podem 
ser cOtlsider-ados :repr-esenLa:t.ivos do que ocorl'e em um experiment-o 
t.erat.ológ'ico l..l.SUaL 
Na .anátis& :feit..a. nest.a t..ese..- assim como na realizada por 
R.Al Q VAN RVZIN (1985>, foi descon.sidet"ada a f'émea que re;cebeu 
ir:radi'ação de 600 R: e pi>oduziu de-z implant.e:s_, s:e-t.e- dos quais com mo:r-t.e 
f:et.al. Ist..o f'o1 f'eit.o porque as obse:rv.aç5es dest..a Cémea. modi!'icam 
bast.ant..e a p"l'OpO"I'Ç:ÍO de f'et.os mort.os., como pode s:er vist-o na Fi€ura. 
4.1, obUda com p-acot.e sr-A:fico Micl"'so:ft.-CHART VeJ'"são 
f'l:;ur.a~ os grupos O, 1 e 2 rep.r-es:ent..am respect..tvamen:t..e, os 
2.0. Nest.a 
s-:r-upos de 
cont..role e os ir-radiados com as doses de 300 R e 600 R. 
a.a 
• 
••• 
• 
• • • • 
• 
• • @.% 
• 
• • • • 
• • 
• 7 • 
""-~ •• hlpl ilftttoS" 
F'ic.u-a 4:l' f>~por-çS.o d& Cll.h.nt..,.._ mor-t.~ do! a.xordc oom o numero de 
implan.t..•• • CI:"Upt> •:I<J><Ol"i....,nt.at D .. &.,.. C.. Ltinin,; •t- ai (t966). 
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Em cada gr-upo exper-iment.al e para cada número de 
implant.es:, as pi"Oporções de mort.os: !'or-am calculadas: pelo quociente 
ent.re o t.ot.al de implant.es mort.os: e o t.ot.al de implantes ef'et.uados. 
Como exemplo.!< considere a Tabela Bt 
cont.l'Ole e com 5 implantes exis:t.em 
do Apêndice B1 onde no S'l"upo 
71 f'êmeas, o que tot.aliza 355 
implantes e.tet.uados. Dest.es~ 2'lx1 + 9x2 + 5x3 • 60 s.tt.o mol"t.os. Assim, a 
pl'opo:r-ção de implant.es mor-t.os pr-ovenierd .. es: de- f'émeas com 5 implantes do 
grupo de c:ont.role é 60/355 • 0.1690. Pl"ocedendo des:t.a maneira, obt.emos 
as p:roporçr5es :r-est.ant.es e com elas a Fit;ura 4.1. 
O segundo conjunto de dados aqui utilizado f"oi analisado 
sucessivament.e por CHEN Q KODELL <1989), FAUSTMAN et. a! <1989) e RYAN 
<1992) e ~el"ado em um expel'iment.o de TYL êt. al (1933). Est.e expe:roiment.o 
t.ambém pode sel" encont.rado em out.l'a J"ef'erência mais acessi vel1 veja TYL 
et. a1 0988). 
o eteit..o da 
Cdiet.hylhexyl 
Os dados são pl"ovenientes 
exposição à subst..l.noia 
pht.halat.e ou DEHP • em 
de wn experimenW par-a avaliar 
qui mica f"t.alato de diet.ilex:lla 
inglês) em cinco grupos de 
camundoncos t'émeas. O número de f"émeas em cada c;rupo e as l"espect.ivas 
doses em vamas por- ldlo~r-.ama de peso co:r-po:ral Coroam: 30 :f'émeas no 
cont.:I"'le_, 26 Cémeas em cada um dos grupos expost.os às doses de 0.044 e 
0.,091_, 24 :fêmeas expost.as à dose 0.191 e 25 tême.as: no pupo de dose 
0.292. Not.e que nest.e caso. as :f"êmeas do dir-et.ament.e expost.as ao DEHP. 
O nóme-1'"0 de implantes f'oi z-er;ist.rado_, assim como out.ras r-espostas de 
int.ér-esse: nO.m&r-o de f'et.os: ou f'ilhot.es af'et.ados: (incluindo mo:M.-e, 
malf"o:rmaçlio e absorçao, que é uma mo'l"t.e t"et.al premat.tll"a ~act.er-izada: 
por uma pequena ma.:r-ca na p.ax-ede ut..erin.a>. Os dados esUo na Tabela B2 
do Apêndice B. 
Est.e segundo conjtmt.o de dados pode ser considerado mais 
pt"6ximo da z.ealidade do que o ant.er-ior-: t.odas as ninh.a.das t;eradas: t"ot'am 
regtst.radas:. e o t.ot..al de !'émeas do exper-irnent.o <131) é mais: :f'l:-equent.e 
de s:e -t.e:r em. expe-rimentos: t..e.rat.o16gioos. 
Na Figura 4.2 pode ser vis:t.o o grá!'ico da propor-ção de 
f'ilhot..es a:f'et.ado.s em :função do námel"o de implant.es: par-a os: dit"el'ent.es: 
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gr-upos expel"iment.ais 00 experiment.o de Tyl et. al <1983>.- Est.a n~;ura 
também foi obt.id.a com o pacot.e r;:r-ánco CHAR.T e as pr-o-po:r-çlSes f'o:ra.m 
calc'Ul.ad.as da mesma maneira des:c:r-tt.a para. o primeiro conjunt.o d& dados. 
A lec;enda. ~rupo O, 1~ ... ,. 4 l"ept•es:ent.a,. na ol'>dem, os r;.rupos controle e 
os c~upos expos~os à doses crescent..es do DEHP. 
Examinado a Fisura 4.2_,. não p&I>ecem exist..ir pont.os: que 
possam est..al"' modJ.t"icando muít.o a p:r-opor-ç:!o de af'et.ados: nos difet•ent.es 
gr-upos. Ent.r-eL.ant.o~ pal"a o €I"UPO expost..o à maior dose_,. pr-a.t.icame-nt..e 
t.odos: os :filhot.es s~o a.!'et..ados. SU{;'erindo que t.alvez t.odo est.l!' t;I>upo 
pudes:Se s-el' eliminado da arúlise. Pre!'er-imos no ent.ant.o~> rn.a.nt..er- t.oda.s: 
as observações:. 
l • o • • • • • • • • • o 
• • • 
••• 
o ...... • 
• 
• 
••• e • • 
c ..... 1 
• 
h-ul':r>eiiiO .ae- • c ..... 2 
A •tados • 
0.4 o 
-... • • • 
• • 
• • -.. • 
• • c 
a.z 
• • 
• • 
• • 
' 
• • • • • • 
• • gi 
8 • • • • .. 22 H .. •• •• -~ d~ hq•l~ant•s 
Fi(lD'& ~ ~pol'ÇS.o .. ........... ........... .. 
- -
• ""-~ ... 
lmpblnt.e. • ....... •xpa~nt.:a!.. ...... .. .... .. .. <1983} . 
o Apêndice D contém t.abelas: que visam dar ao lett.o:r W'tU:l 
vis:io i;;"e:r-al dos x-esult.ados obt.idos na est.imaç:lo dos: parAmet.l"OS: dos 
modelos par-.a os: dois conjunt.os de dados ut.iliz.ados: e os:: t.r-és al€ot'H .. mos: 
numéi"'icos. 
Em todos os casos, nl.o adotamos: Cl"it.é:r-ios par-a a seleção 
da esttmat.tva do pont.o inicial e, na c;:r-ande maioria das vezes, pont.os 
iniciais bast..an.t.e di:fe:roent.es:: levat'>am às mesmas soluções:. Além dos 
pontos iniciais con.sidel'"ados nas t.abel.as do Apêndice D, seção D1 out.:r-os 
:foram utilizados mas nlo são most.:r-ados, vist.o que os :r-esultados obtidos: 
são semelhantes. 
4.4 RESULTADOS 
Começaremos es:t.a seção comentando os result.ados obtidos 
aplicando os t.r-ês procedimentos numé:r-icos aos dados de Ltining et al 
<1966) para o modelo t;el"'al condicional RVR e p.:a.:r-a os modelos de Poisson 
e binomial negativo para o t.amanho da ninhada. A seção D1 do Apêndice D 
cont.ém as t...ahelas que r-esumem est.es: :res:ult.ados. 
No caso do modelo condicional de dos:e-l'espas:t.a, as: 
e.st..imat.ivas obt.idas: pelos métodos dé Flet.chel" a Reeves, de Newt.on e 
quase-New~n, com 
pouco se alt.et"ando 
dif'"e:r-ent.es: pont.os 1n1c1ais, s.l.o bast.ant.e 
o nú nimo da função -log-verossimilhança. O 
pr-óximas, 
mét.odo de 
Newt.on conver-tê mais .l"a.pid.amént.e do que os out.r-os, e pont.os: iniciais 
mais próximos da soluç:S:o levam a. wna converc;éncia mais rápida em t.odos 
os mét.odos, como exibido na Ta.bêla Dt.i do Apéndice Dt. 
No caso do modelo de Poisson para o t..arnanbo da ninhada os 
t.:r-és mét.odos levam a es:t.ima.:t.ivas rnuit.o pr-6ximas, para os di1"erent..es 
pont.os iniciais, além de poucas it.eraçt:Ses at.é a convel"'Cência. Mais: urna 
vez o mét.odo de Newt.on é o mais t'âpido. Ent..ret.ant.o, para alc;uns pont.os: 
irdciaisl' est.e :mét.odo nã:o conver-ge, 
par-a a Cunç~o, levando assim à 
Ap.ândioe Jl1. 
Nas 4.3 e 
ger-ando valor-es ext..r-emament.e alt.os 
"overflow••. Veja a Tabela D12 do 
2 • 
4.4# 
-1{.} 
t.emos respect.ivament.e as: 
da dist.ribuição de Poisson 
para o t,amanho da ninhada e as corl'es:pondent.es: CUI"VSS: de ni vel, obt.idas 
com os dados de Lüning et al <1966). Not.e a exist.ência de um m1 nimo 
des:t.a s:uper-f"icie, e que é encont.:r-ado pelos: dif"e:r-ent.es alg:orit..mos. 
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~ ~: Supel"fl.de 4e vero-trnUbança 
• 
• • -l<r • .r.> • f {v.•xp<-r."\> -
••• 
• k:>cir,•~~p<-r.'\,>1 f~~} 
• •• 
COl're~ l. dl.u.tbulçl.o 4e Pot.aan para D t.amanho da nlnt...d&. D...toa 
.. LUn1nc" •t. al (1966) . 
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Nesta tese~ todas as superfl c:ies de verossimilhança e 
s:u.as cor-r-e-spondent.es cur-vas de rú vel f'o:r-a.m obtidas at..ravés do so:ft.wal"e 
mat.emát.ico PG-MATLAB vez.s:l!o 3.05. 
Em r-elaç§o ao modelo binomial nega:tivo paz-a o t.amanho da 
ninhada, um compoY.tament.o especial f"oi ver-i:ficado. Com o método de 
Fle-t.cher Q Reeves, os dit'e-r-ent.es pontos iniciais pr-at.icament.e levam às 
:mesmas e-st.imat.ivas pa:ra a primeir-a e a seg-unda componente do vet.ol' de 
parAmet.ros, correspondentes à média da distr-ibuição. No ent.ant.o, a 
t.erceil"a componente, co:M"'espondent.e ao parârnet.ro k:, é gr-ande em relação 
às oUt.r-.as e va:ria bast..ant.e, sem :;:r-ande va:riaçã:o no valor- da f'unç~o. O 
nómel"o mA.ldmo de avaliações da !"unção (32500) é at.ingido e po:r- este 
mot.:tvo o pr-ocedimento é inter-rompido em t.odos os casos. 
Na t.ent.at.iva de explicar o comport.ament.o da fUnção com 
est.e a.lgorit.mo, t'oram ut.ilizados pont.os iniciais com valores alt.os <de 
109 a 106 ) pai*a a ó:lt.ima componente. Nestes casos, a conveY.t;êncla é 
Nt.ptda.. as est.imat.ivas das duas pl"imeil"as componentes: pel"'manecem 
próximas das ant.el"io-r-es e o valo.l" da ólt.ima aumenta t.ambém, sem 
alt.el"aç5o noUvel no valot- da :funç,lo. lst.o suce:r-e que o pont.o 
mirdmizador t.em suas duas pl"imei:r-as: component.es ~ próximas dos valores 
obUdos .. com a t.er-ce1l'"a t.endendo ao seu limit.e supel"to:r-. 
Com o JMt.odo quase-Newt.on, as est.imat.ivas das duas 
pl"imeiras componentes do vet.o:r 
próximas, dif"erindo pouco daquelas 
t.erceir-a component.e, apesar- dê sei" 
primeiras, t.embém d:l:rez.e das obt.idas 
de pal"Amet.r-os do X'elat.tvament.e 
obt.idas pelo mét..odo ant.er-ior. A 
ainda çande em r-elaçl!o às duas 
pelo mét.odo de Fletchez. 8: Reeves. 
Os valores da t'Unç:So nos pont.os t.idos como soluçt>es do maior-es do que 
aqueles obtidos: pelo out.ro mét..odo. Ist.o nos faz cr-er- que as: es:t.imat..ivas 
obt.idas não do realment.e- as melliores. O número de it.el"ações e o nú:meroo 
de avaliaç&s da f'unç.!to s:!to bem menores: do que no ca:.so ant.e.r-io:r e 
aJ.cuns pont.os: iniciais levam à ••over-flow ... 
Em r-elaç5.o ao mét.odo de Newt..on, as est.tmat.ivas obt.tdas: 
para as duas: pl'imeir-as: componentes: continuam p1"6ximas ent..Y.e s:i.. apesar-
da t.er-cet:r-a v.arial" bast.ant.e em !"unção do pont.o inicial. Mesmo sendo 
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pequeno o número de it.era.çõ&s:: e de avaliações da Cunç:to, as est.imat.tvas 
obt.ida.s não são aceit.áveis, porque os minimizadores geram valores da 
:funç~o maiores do que os obtidos pelos dois:: métodos ant.er-iores::. Os 
resul:t.ados corr-éspondent.es ao modelo binomial ne~at.tvo com os t.rês 
algorit.mos encontram-se na Tabela D1.3 do Apêndice Dt. 
Par-a este conjunt.o de dados, as estimat.tvas obt.idas pelos 
t..l"éS procediment-os numéricos para o modelo binomial ne~at.ivo não 
dif"erem muit.o qu.ant.o às duas p:r-imeix-as componente-s, apesat> da terceira 
variar bas:t.ant.e. Além disso, as estimat-ivas das duas primeiras 
compOnent-es são próximas daquelas obt.idas: para o modelo de Poisson. 
Seções da superf'i cte de vei>ossimilhança e as curvas de 
ni vel correspondent-es à dist.ribuição binomial ne{;"at.iva para o t.amanho 
da ninhada podem ser vist.as nas: FigW"'as 4.5 a 4.8. Pel.as: Figur-as 4.6 e 
4.8 podemos percebei" que inexiste um minimo da superf"icie. 
Possivelmente, a inexis~ncia do m.inimo é a causa dos :result.ados 
dif'erent.es para os t.x-ês alt;o:rit.mos ut.ilizados. 
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F'i(lD'a :!.:!' Curv- .S. ni"•l da •"'ç.lo z • -lct.c:H,r._oT•) da eup.:r-Od• dt! 
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Ga•a I 
Ftçura 4.8: Ou:r>v.- óo nlve.l da si!'Çao a: • -l<y&.023,y•> da ·~rCicl• de 
v•:roarrtmilh.ança da f'it;t.ll:"a 4.7. 
Para os dados de Tyl et. aJ <1983), os l"esult.ados que 
sel":lo condensados a secuir podem ser- consultados nas t.abela.s da seção 
D1 do Apêndice D. 
No caso do modelo de dose-r-espost.a e o mét.odo de Flet.cher 
& Reeves, os vál"ios pont.os iniciais levam a est.imativas difel"ent..es:, 
sendo a últ.ima componente da est.ima.t.iva obt.ida ig-ual ao limit.eo irúeriol" 
considerado. Apesar- dos dif"el'ent.es valor-es da fünção nos pont.os obt.idos 
como soluções~ o menor deles é próximo de- 726.5 1 su:;er-indo que s~o 
melhores as est.imat..ivas correspondent.es a est.es valores. Com os métodos 
de Nêwt.on e quase-Newton, t.odas:: as est.irnat.ivas: são pl"6ximas ent.r-e si e 
daquelas obtidas com o método Flet.cher & Reeves que leva ao menor- valol:' 
da f"unç.tto. Nest.e caso,_ o mét.odo de Flet.chex- 9: Reeves roia t.eve um bom 
desempe-nho e,_ em r-elação à conver-g~ncia,. o mét.odo de Newt.on é mais 
rãpido. Veja a Tabela 01.4 do Apêndice Dt. 
Com os t.l"ês mét.odos,_ difer-ent..es pont.os irúclais produzem 
estimativas dos parâmet.ros 
ninhada Pont.os iniciais mais 
do modelo de Poisson p~a o 
pl'6ximos da solução convel"gem 
mais raptdamént.e# sendo o mét.odo de Newt.on o mais l"'Ap:ldo. AJ.cuns pont.os 
iniciais produzem .. overflow•• com o últ.imo mét.odo. Veja a Tabela D1.5 do 
Apêndice 01. 
Nas fic;W"as 4.9 e 4.10 podem sel" vist.as as superf'ic:ies de 
verossimilhança e as cur-vas de n1 vel corJ'"espondent.es à dist..ribuição de 
Poisson paJ'a o t.amanho da ninhada para os dados da Tyl et. a1 <1983). O 
mínimo dest.a supel"'f'icie exis:t.e e é obt.ido pelos t.r-és alc;ot:'it.mos. 
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z • ~t<r~..r., • "{ {'\r.•xp<~:r.'\>,. 
••• 
' 
lccl:r1aç<-r.C\>l f~-.,~} 
••• 
cc__.pondent.e llo dis:t.ril>utç.lo fh Pol..atroh para o t.~ da nlnhal!a. b~ 
M Tyl •t. al (1083). 
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Os r-esult.ados referentes ao modelo binomial ne,at.ivo e 
que- se-rão comentados a seguir, encont.ram-se na Tabela Dt.ó do Apêndice 
Di. 
No caso do método de Flet.chel" & Ree-ves_, mais uma vez 
apre-s:ent.am-se pl"oblemas numéricos. A subr-ot-ina. OPTIM apl"esent.ada no 
Apêndice E 
" 
executada no VAX11/'785 p:r-oduz "over-:flow" P"-"a 
iniciais quaisquer. 
PERSONAL FORTRAN 
Em 
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um microcomput.ador XT com o compilador 
pont.os 
LAHEY 
CLP'l7> 
execut.ada sem problemas. 
Os 
est.1mat.tvas para 
di:ferentes pontos 
as duas primeiras 
:2.0,. est.a. mesma. subrot.ina !'oi 
iniciais p:r-od02ern as mesmas 
componentes_, mas a última var-ia 
bastante. O valor da f'unção no entanto,. praticamente nlo é alterado. Na 
maiol"ia das vezes,. o ndm.el'"O máximo de avaliaçtsés da f'unç§o (32500) ~ 
at.it')€ido. Pontos iniciais com a terceira component.e variando entre 109 
e 106 f'oram t.ambém utilizados: nest.es casos a converg-~ncia é rápida, as 
duas primeiras componentes: permanecem as: mesmas de antes e a est.imat.iva 
da t.el"Ceira é o limit.e supel'iol" considel'ado. Assim, l'epet.iu-se o mesmo 
compo!'t.ament.o veri:ficado par-a o px-imei~ conjunto de dados. 
Com o mét.odo quase-Newt.on_, :foi necessãl'io utilizar. a 
sub!"'ot.:lna E04JBF da b1b11ot.eca NAG (1982), qua calcula o Vêt.o:r-
gradient.e por dit'erenças finit.as_, porque a subrot.ina E04KBF _, que o 
calcula d.iret.ament.e e t'oi usada para t.odas as out.ras f'unções~ px-oduz 
"overf"low.. pal"'a quaisquero pont.os: inicltd:s. Os result.ados: obt.idos: com. 
EMJBF mostram estimativas próximas daquelas obtidas pelo método de 
Pl&t.che:r- a Reeves pal"a as duas pz.imeil"'as component-es do vet.or de 
parâmet..:r-os; a t.e:r-cetz.a componente permanece igual A mesma component.e do 
ponto inicial dado. O valor da fUnção na suposta solução é maior do que 
a obt.ido com o mét.odo ant.el"ior. 
Pat-a o mát..odo de Newt.on, as est.imat.ivas das duas 
pl'imeir-as component.és: sllo pl'6xim.as entre si e daquelas obtidas: com os 
dois mét.odos anteriores. O valor da terceira component.e dif"el"e 
b.ast.ant.e, apesar- de- pouco muda.r- em l."elaç~o à esta mesma component.e do 
ponto inicial. Para todos os pont.os iniciais o valor da !"unção no pont.o 
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t.ido como solução t.amhém é maior do que aqueles obt.idos: com o mét.odo de 
Flet.cher a Reeves. 
Mais uma vez, com os t.rés 
binomial ne"at.Jva1 as: e-st.imat.ivas 
alg-o r-i t.mos e 
obtidas para 
para a 
as: duas: 
pi"imeiras component-es do vetor- de par-âmet.r-os são pr-óximas às 
cor-r-espondentes ao mode-lo de Potsson. No ent.snt.o, a estimativa do 
par-àmet.ro k do modelo binomial negat.ivo var-ia bast.ant.e. As maiores 
est.im.at.ivas de k levam aos menor-es valor-es da :funç!(o & como es:t.a.rnos em 
busca do seu minimizador, est.as:, que são obtidas pelo método de 
Flet.cher a Reeves, podem ser consider-adas melhor-es. 
Mu1t.os pontos iniciais produzem "ovel':flow.. para os 
de Flet.cher Q Reeves e quase-Newt.on, indicando maior 
sensibilidade do modelo binomial negat.ivo para est.e conjunto de dados. 
Nas Figuras: 4.11 a 4.14 s§.o exibidas as seções da 
super-f'icle de verossimtlhartça z • -1<.> e as cur-vas de n1 vel 
co:r-~spondent,es à dist.:ribuição binomial nec;at.iva par-a o tamanho da 
ninhada. Pelas Fit;uras 4.12 e 4.14 peN:ebemos que nl!o exist.e um m1 nimo 
dest.a s:upél\1"1 cle. Aqui se l"'epet.e o compo-:r-t..ament.o veM:ficado com os 
dados de LUning et. a1 (1966>: a obt.enç.lo de dif'e:rent.es est.imat.ivas para 
o vet.or- de par-Amet.z-os deve-se possivelment.e à inexist.ência de minimo. 
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4.5 MODELO DE POISSON VERSUS BINOMIAL NEGATIVO 
Na seç~o 2.2 sug:el'imos a dis:t.:r'ibuição binomial ne=at.iva 
par.u o t.amanho da: ninhada ut.ilizando a mesma média da distribuição de 
Poiss:on pl"o:pos:t.a po-r- RAI & VAN R'YZIN (19SfD. Nossa sugest.ã.o f'oi í'eit.a 
com o int.uit.o de explicar melhor a Vat"ia.billdade pres:ent.e nos: dados: de 
ninhada. Ent.r-et.ant.o,. est.a pl'opost.a não manif'est.ou-se boa,. como pode sel" 
visto a seguir-. 
Par-a os dois conjunt.os de dados usados nes:t.a t.ese, a 
dist.:r:ihuição binomial negat.iva par-a o t.amanho da ninhada r;e:r-ou um 
pad.I>ão comum de compol't.ament.o. Pelos t.rés algortt..mos, o valor estimado 
' da últ.ima component.e <r 
3 
• k) var-iou bast.ant.e, com as duas prime-il".as 
<y :t e r 
2
> bem pl"óximas daquelas estimadas par-a a dist.l"ibuição de 
Poissont sendo que valol"es mais alt.os de r 
9 
geraram os menores valores: 
da função. Os algorit-mos: det>am l"es:ult.ados: diver~:ent.es:,. pois não 
det.ect.aram da mesma maneit-a o pont.o minimizador- da função 
A A 
-lor;-verossimUhança, 
-
pol> ,,... t t r •• <lO). Finabnent.e, """Ç!SeS da 
superf"i cle de veros:s:imilhança <que não const-am nest.e t.ext.o> obUdas 
para v.alo:r-es alt.os de y S p:r-oduzix-am uma supex-f'i cie Sêmélhant.e à de 
Poiss:on most.:r-ada nas Fi~uras 4~3 e 4.9. Lembre-se ainda que um 
result.ado t.e6:r-ico conhecido confir-ma est.a obse:r-vaç~ nume!or-ic:a.: a 
d!st.t>lbuição de Polsson é um caso limit-e da d!s:t.ribuição binomial 
ne::at.iva quando o pa:ràmet.z.o k t.ende ao infini-to; veja a demon.std-aç.lo 
dest.e C.at.o no Lema A9 do Apéndic.:e A. 
Com base no e:xpost.o, concluimos que par-a est.es dois 
eonjunt.os de dados, nlto Caz sentido o ajust.e da dist.J'»ibuiçilo binomial 
negativa para o tamanho da ninhada, pois na verdade estamos: ajustando 
uma dist.r-ibuiç5o de Poisson. Dest.a maneil"a, a suges:Ulo da dist.X"ibuição 
binomial nae:at.iva. pa.ra o t.a.manho da ninhada não supel'»a a J:tl'Opost..a 
ol"iginal de Rai & Van Ryzin. Por-t.ant.o, de agora em diant.e, es:t.a 
dist...r-ibuiçl.o n.!Io mais ser-A eonside"!'ada. 
Finalment.e, vamos apresent.ar par-a os dois conjunt.os de 
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dados, as est.imat.ivas e seus et'>r-os padr-~o 
dos modelos t;er-al condicional RVR e de 
ninhada, além de- est.imat.ivas das 
incondicional de respost.a adversa. 
4.6 ESTIMATIVAS 
est.imados par-a 
Poiss:on par-a 
pt:-obabilidades 
os parAmet.l'"Os 
o !.amanho da 
condicional e 
Considere que !"oram obt.idos os est.imadores de máxima 
ver-ossimilhança Ot1 dos pa%>.â.I'J\Ct.I•os dos modelos de 
dose-,z.espost.a e de Poisson para o t..amanho da ninhada. Uma est.imat.iva da 
probabilidade de um f'illiot.e- de uma t"émea que produziu uma ninhada de 
t.amanho s . . e f" oi expost.a a uma dose d. a.pt'esent.a.r- a resposta adversa é 
" ' 
~ ~ ~ A A 
P<d ls .. > • <t - exp[-(a: + (3di..)l} exp[-s:i./eJ. + e d.n 
c CJ 2 ' 
Se nosso int.eresse est.á na pl"edição do risco de um 
f"Uhot.e de uma f"émea expost.a a uma pequena dose apresent..ar a J"espost..a., 
ou se ele est..á na est.1maçS:o da dose C:Ol'I"espondent.e a um risco 
pré-fixado,. pode-se usar a equaçSo acima,. caso o t..amanho da ninhada 
seja conhecl.do. Se o t.amanho da ninhada é desconhecido, .m.as sua 
dist.t:-lbuiçl!o 
pt:-Obabllidade 
é a de Potsson 
incondicional de r-es:po~ 
est.,ldada,. pode-se 
a uma det.e:rminada 
expressão abaixo, obt.ida na seção 3.3 dest.e t.ext.o: 
A 
P<d.) 
' 
est.irnal" a 
dose d. pela 
• 
Utilizando uma vex-sS:o mult.iv.ariada da Lei de ~pa.caç:lo 
de ET>:r-os (veja, po~ exemplo SRIVASTAVA &: KHATRI <1979) p.45>"' podem 
~ 
sei" es:t.imadas as variâncias: Va..<P<d. !s .. » 
' .., 
e Va..<P<d. ». 
' 
Também podem 
ser- const.rui dos int.ervalos de conf""iança indi vidu.ais de coef"iclent.e de 
100<1-a.>% para .as p!"obabilidades condicionais e incondicionais de 
x-espost.a. Como est.es int.er-valos não sSo simult.âneos, eles n!ío ser.l.o 
incorporados às Fig-Ul"<as 4.15-4.18 ad.tant..e. Na ver-dade,. nest.e trabalho 
vamos est.imar apenas os erros padrão das est.imat.ivas dos parâmet..ros dos 
modelos RVR. e de dose-respost.a. 
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A mat.riz de covat:'iâncias dos est.imadores de máxima 
verossimilhança dos parâ.met.ros é obt.ida invel"'t.endo-se a mat.l"'iZ de 
informação de Fisher- no valor- alvo do vet.ol"' paramét.r-ico. Assim, para o 
modelo condicional R.VR,. bast.a inver-ter l(lf) dada pela expr-essão (3.12), 
enquant.o que para o modelo de Poisson a mat.riz a ser invei'"t.ida é I<y)) 
dada P"" <3.14 >. 
Tendo sido obtidos y; e y, as est..imat.ivas de máxima 
verossimilhança dos parâmet.:r-os, uma estimativa para a mat.rtz de 
-· ~ modêlo RVR _e I (y) para a dist.l'ibuiçl!o 
dé Poisson para o t.amanho da ninhada. Dest.a maneira, os erros padrão 
~ A 
est:.imados das component.es: de V' e r sllo as r-aizes quadx-adas dos 
- -
element.os diac;onais de ~-·(~) -· A e I <r>. 
modelos ltVR 
Tabela 4.1: 
Modelo 
ltVIt 
Poisson 
- -
Veja na Tabela 4.1, as est.imat.tvas dos parâmetros dos 
e de Poisson, com seus erros padx-ilo est.im.ados, par-a os dois 
Es:t.imat.ivas dos: parâmet.z.o.s do modelo condicional RVR e do 
modelo de Paisson pal'a os dados de LUnilll: et. ai (1966) 
C<lonjunt.o A> e pal'a os dados de Tyl et. ai <1983) (C:onjW>t.o 
8). Os .ex-r-os p.adr-Xo COl"~spondent.es figlll'am. éht.l"e 
pa:r-ênt.eses. 
Oonjunt.o de Dados 
Parâ.met.ro A 8 
a 02238 (0. 0365> 0.7918 <02859) 
(l 1.0377 <0.0167) 9.8035 (4.7277> 
8 0.0963 (0.0190) 0.1060 (0.1537) 
e• -0.0668 <O. 0251) -0.3630 (0.0444> 
2 
tt>, 7.0412 <0.0945> 12.7223 (0.4685> 
tt>. 0.2262 (0.0385) 0.2499 (0.2363) 
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Uma vez obt.idas as est.imat.ivas: dos parâmet.ros do modelo 
condicional R.VR, podemos avaliar a qualidade do ajust.ament.o deste 
modelo aos conjuntos de- dados utilizados,. at.:ravés da est.at.i st.ica de 
T • 
<Y .. ,, 
~ 2 
- s .. P .. ) 
LJ l..J 
----A:-:;Ao--, apresent.ada em RAI VAN 
RY21N {1986). Ao ni vel de si~niflcância a, o t.est..e será :feit.o 
comparando-se T com o correspondente valor- c:ri t.ico :l (a) da 
n-4 
disrt.r.fbuiçã.o de qui-quadr-ado com n-4 g-:raus de liberdade. Para os dados 
de Ltining et al <1966) e Tyl et. a1 <1989), as l"espect.ivas est.at.is:t.icas 
T são 1983.6891 e 505.6624, e o modelo não se .ajust..a bem a nenhum dos 
dois conjuntos de- dados, pois as est.at.1 t.icas T excedem os 
correspondentes pontos: cr1 t.icos da dist.ribuiçSo de qui-qu.ad.x>ado. Os 
n1 v eis de sig:ni:ficância at.int;idos: são menor-es que 0.1%. 
Na ·Tabela 4.2 , podem ser vist.as as est.bn.at.tvas: das 
p:r-obabilidades condicionais dê :respost.a adversa, para os dados de 
Ll.lninc et. al <1966>. Na Fic;ux-a 4.15 é apresent.ado o c;rà:fico dest.a 
probabilidade est.bnada,. em f'unçlio do t.amanho dê ninhada observado para 
os dif'é:Nmt.ês n1 veis da dose. A Tabela 4.3 e a Figura 4.16 apresent.am 
as mesmas probabilidades, est.imadas para os dados de Tyl et. al <1983). 
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Tabela 4.2: Est.im.at.tva da pl'Obabtlldade condicional PCd js> de :respost.a 
adver-sa em tunç~o do n1 vel da dose. Dados de LUninc et a1 
(1966). 
Dose d 
Tamanho 5: 0.0 0.3 0.6 
5 0.1239 o .2830 0.4311 
6 0.1125 0.2622 0.4075 
7 0.1022 o .2430 0.3863 
8 0.0928 0.2261 0.3642 
9 0.0843 0.2086 0.3443 
10 0.0766 o .1933 0.3256 
8.5 
• 
8.4 • 
• 
• 
• 
• 
8.3 ......... 
~ilidaole • . ....... haaal de • hspos:ta o ......... 
• 8.2 • 
• • • 8.1 
• • • 
.. 
4 5 • 7 • • 10 
"'-.-o de JM;Plantellõ 
~ . ..., f"robabtU~ .. "'·~ 
..... _ _....., 
-
-~ ... 
bnplant.e• efet..uadoa • ........... ...... 
-
dl.:t•~t... . ....,... 
e><pe~r>tf!Wrot.als. ~ «'- LUntnc H al c:t066). 
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Tabela 4.9: 
Tamanho 
1 
2 
4 
6 
\1 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
l!st.imat.iva da piN>babilldade condicional P<d ls> de 
adversa em f"unçllo do rú vel da dose. Dados de Tyl 
(1983). 
resposta 
et. al 
Dose d 
" 
0.0 0.044 0.091 0.191 0.292 
0.8968 
0.8646 
0.4923 0.8034 
0.5256 0.7466 
0.2342 0.3434 0.4542 
0.2107 0.3138 0.4223 0.97409 
0.1895 0.2968 0.6448 0.97408 
0.1704 0.2621 0.3649 0.6215 0.97408 
0.1539 0.2996 0.9393 0.5992 0.97408 
0.1379 0.2189 0.3154 0.5776 0.97407 
0.1240 0.2001 0.2932 0.5568 0.97407 
0.1115 0.1829 0.2726 0.5368 
0.1009 0.1671 0.2534 0.97406 
0.0902 0.97406 
0.0811 0.4808 
0.4635 
1 
• • • • • • • • 
• o 
0.8 • 
• 
• 
-
• 
o 
8.6 o • e..,.. 1 o 
o 
• • h-ohlll>ili.U.A.- • • Gropo • Condicional h • • bs:posta 
• 
o 
0.4 • • -.. • 
• 
• • 
• • • 
-.. 
4 
• • • • • • • 
••• 
• • 
• • 
• • • • 
• • • • • a 
• o • 4 • • 18 12 >4 " 
18 ze 
.. -~ •• )Rpl:anh•s 
Ft.-ur• 4.t6: f'r<:>bablli~ ... -s~t.a ..tve......_, condicional ... nü .... ro ... 
lmplant..efl: "'f'e-t.u.ados, f!'!l:t.lMJlda pat-a .. dU"•I;'erd."'~~c .. ._ 
•lllpftri,...nt..t•. l>...X.. ,_ Tyl et. al 0963). 
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Flnalment.e, na Tabela 4.4 est.llo as est.tmat.tvas das 
pr-obabilidades~ de r-espost.a adver-sa em f'unçl.o do ni vel da dose, para os 
dois conjuntos de dados. As Fic;uras 4.17 e 4.18 apresent.am. o e:r-Af'tco 
dest.as p:robabilidades est.im.adas., em f'unç:to do n.1 vel da dose. 
Tabela 4.4: Est.tmat.iva da pr-obabtUdade incondicional P<d> de r-es:post.a 
adver-sa para os: dlf'er-ent.es n1 veis de dose d. Dados de 
LUntng et. al <1966) <conjunt.o A> e Tyl et. al <1983>, 
<conjunt.o B). 
••• 
••• 
.... 
••• 
ConjWlt.O 
de Dados 
A 
B 
~ 
d P<d> 
0.0 0.1050 
0.3 0.2556 
0.6 0.4080 
0.0 0.1521 
0.044 0.2388 
0.091 0.3394 
0.191 0.6012 
0.292 0.9741 
··~ L.----t---t------t-----t----+------< 
u e.1 e.z &.3 &.4 a.s 
J>os• 
~ ~: Ou:rva •dti'OUloda da probabllidaode lr.condtdonal dolo ,_..,poat.a 
adv~M:* elft funt;J.o do n.l vel da dose, I!!JtPN!e!:a em ·ro.l'llds:. Dadoc de 
1..t1n1rc •t. .a. U966>. 
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••• 
1 
••• 
••• 
••• 
••• 
•+-------T-------r-----~-------+-------r------~ 
.. .... 0.1 B.J.:S 
.... 
••• 
!;!!' c-a ..t.bnaoda à probablU~  dlo ~ 
'a~v ..... - runçso do hl--1 da ...... •xp...- - ~- .,..,.,_ ... 
TJl IH ai U983>. 
e.z:s ••• 
No pi'Õxl.mo capit.ulo, -.-ll.o ajust.ados modelooo Jocist.ic:as 
que ut.ilizam o t.am.eonho da ninhada como cov.aMAveL Est.es modelooo f"azem 
part.e da classe dos modelos Unearoea cenez-altzados. A extst.ência. de um 
pacot.e est.a1.1st.1co especif'lao para ajust.az. est.a classe de modelooo, 
f".acllit.a..to. o 1..-abalho comput.acional COI'I'ês:pondent.e. 
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CAPíTULO 5 
MODELAGEM LOGISTICA 
Nos capit.ulos roi dl.scut.ido o modelo 
condicional ~;e:r-al R.VR. pN>post.o por RAI a VAN RYZIN (1985> par-a anâlise 
de dados biná.r-ios ger-ados: em expet"iment..os t.e!l'at.oJ.6cicos:. Na ver-dade 1 
ajust.ar o modelo geral RVR equivale a est.ima:r a pl'Obahilidade de que um 
filhot.e de ~e expos::t.a a uma dada dose do a,:ent.e em est.udo ap:r-esent.e a 
r-espos:t.a adver-sa, l&vando em cons:idex-aç.ão o ef"ett.o de ninhada médiant.e 
a int.roduçSo do corl"espondent.e t..amanho como covar!á.veL 
Nest.e capi t.ulo, nos:so int.el"'esse é est.tnt.al'* esta 
probabilidade de respost.a adversa mediant.e modelos log1 s:t.icos: lineares. 
No ajust.e de t.ais modelos, serà utilizada a t.eoria de modelos lineares 
generalizados desenvolvida inicialment.e por NELDER ll 'WEDDERBURN C1972> 
e o pacot.e est.at.i st.ico GUM. Est.a t.eoria t.em a vant.a.c;:em de permitir o 
.1 t.r-at.ament.o untf1cado de vár-ios: modelos est..a:ti st.icos, ant.es estudados 
separadament.e. 
Na primeira parot.e do capi t.ulo~ será apres:ent.a.do um 
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esquema da t.e-o~>ia dos modelos lineares 
brevemente o cori"espondent.e- pl"oced1ment.o 
qualidade do ajust.ament.o dos modelos e 
asstnt.6t.icos. 
generalizadost di.s:cut.indo-se-
de estimação,. t.est.es: de 
t.ambém ~uns r-esultados 
Os modelos lo:; i s't.icos ajust-ados incluem os s:u~e:ridos pol" 
WILLIAMS (1987). O :r-efln.a.ment.o pr-ogr-essivo dos modelos induz uma or-dem 
hierãrquica. que ser-á discut.tda na segunda se-ção dest.e cap1 t.ulo, onde 
os modelos se:r•ão ainda ajust.ados aos dois conjw1t.os de dados já 
ut.ilizados. Além dis:t.o,. será avaliada a qualidade do ajust.ament.o dos: 
modelos utilizando não apenas o procedimento de WUUams:, mas também 
inst.rument.os gr-áf'icos:. 
O procediment.o de estimação apresentado por WILLIAMS 
(1982) per-mit.e ajustar uma var-i.ant.e dos modelos logist.icos comuns:, que 
con.si.s::t.e em inco:rpo:r-ar a var-iaç.J.o extra-binomial. Modelos com est.a 
car-act.e:ri st.ica são ajust.ados na t.erceira seção do capi t.ulo, onde é 
t.ambém :r-eavaliada . a qualidade do ajust.ament.o. Vale not.ar que es:t.imamos 
o paz.âmet.z.o de- variação ext.ra-binonúal individualmente par-a cada 
modelo,. enquanto que 'Williams realiza a estimação apenas para o modelo 
com maio:r- nômel"' de pax-Amet.roos:,. r-eutilizando a es:t.imat.iva nos: modelos: 
:NMrt.ant.es. Também será. f"eit.a uma comparaçã:o ent.re os modelos lQ€1 st.icos 
com variaç~o binomial ptlr'a e os que possuem var-iaç.llo ext.ra-binomial. 
No que segue, começaremos por def'inir a classe dos 
modelos 
Uneares:. 
lineat"es 
5.t MODELOS UNEARES GENERAUZADOS 
os: modelos logi s:t.icos: 
Modelos lineax-es: t;eneralizados :formam uma classe de 
modelos est..at.i st.icos: especificados po:r t.:rês component.es. São elas: uma 
componente alea~ria,. caract.erizada pelo f'at.o da dist.ribuiç.So de 
probabilidade da var-iável r-espost..a pe:r-t.encer à f'anú lia exponencial,. uma 
componente s:ist.emát.ica, que especifica uma es:tr-utu:ra linear com 
respei'to a wn conjunto de variâveis explicat.ivas, e wna. função de 
ligaç~o. que :relaciona a média da v.ariâvel res:pos:t.a com a component.e 
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sist.emát.ica. 
Na component.e aleat.ória do modelo lineal"' r;ener-alizado, 
supõe-se que o vet.or de respost.a Y • <Y , ... , Y )' é compost.a por n 
< n 
r-espost.as V, independentes, cada uma das quais possui uma densidade. de 
' 
probabilidade f peJ:ot.encent.e à f'amilia exponencial, expressa na í'orma 
f(y,; e,, tP;> • exp((J>Jy.e. - b(8.>l + c<y., f/1.>> 
~~~ llt L LL 
{5.1> 
onde b(.) e c(.) são f"unçeies conhecidas, r/:1 i. > O é um parâmet.ro de 
escala supost.o conhecido p.&l'a cada observação, ei é o paràmet.ro nat..Ul'al 
(ou canônico) da distribuição e i • 1~ ... , n. A média e a vaz-iância de 
cada respost.a Y. são dadas l'"espect.ivament.e por 
' 
db<e > 
E<Y.> • IJ. • ---'''-
' ' de. 
' 
e de2 
i 
A var-iância pode t.ambém sel"' descrit.a mediant.e 
V • é chamada fUnção de var-iância. 
i • t, ... , n. 
Var-<Y.> • 
' 
v. 
' 
A component.e sist.emát.ica relaciona o vet.or n • 
onde 
TJ >"' a wn conjunt.o x .. , i - 1, .•. , n e j •. 1, ... , p de var-iãveis: 
" " 
explicat.ivas através da est.rut.W"'a linear 11 • xp , onde X é uma. matriz 
de elemént.os x, . , denominada mat.r-iz do modelot de dimensão nxp e 
" 
suposrt.a de pos'to completo_,. e (1 • <f' , ..• , (i )'" é o vet.or de parâmetros 
• p 
-de dimensão p < n. O vet.or- T] é chamado de pl"'edit.or linear. 
-
A t.e:r-ceira eomponent.e do modelo linear generalizado & uma 
tunção dê ligação t:C>,. monótona e di:ferenctâ.vel,. que conect.a as: 
component.es aleat.óPia e sis:t.emát.ica na f'oi"ma 
p 
ni • t:<lli > • 2 xijpj 
j:t 
i • 1, ... , n. 
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Como exemplo, considere a variável r-es:post.a Y • <Y 
1
, ···» 
Y )' onde Y 
n ' 
co~~esponde ao núme~o de sucessos em m. 
' 
ensaios 
independent-es, com Y" ""' bin{m. ,n. ) par-a t..odo i • t, ... ,. n. Nes:t.ê casot 
' ' ' 
a !"unção de probabilidade da Val"'iável aleatória Y~ pal"a i • 1, ···~ n é 
dada por-
<5.2) 
que pertence à t"am11ia exponencial com <f.> i • 1, parâmet-ro nat..ural e. • 
' 
lo~(1=~J, loc;( m. l loc;l t.(n. ) • b(8.) • -m.Joc;<t-n.> .. c(yi'q,i) • ' ' ' ' ' yi 
Tomando o parâmetro nat.ural como f" unção de ligação t:<iJ. >, t..emos o 
' 
modelo logi st.ico linear-
p 
lo~t.(n i.) • Í xtfl 
j ::a 
i • 1, ... , n. (5.3> 
No que segue, vamos descr-ever- :r-esum.idament.e al.c'umas: 
caract.ex-1 st.icas da inf"eréncia em modelos linear-es . cener-a.U.zados. 
A est..imaçllo dos par.t:.met.l'os de um modelo deste t.ipo é 
usua.lment.e f"eit.a pelo mét.odo de máxima verossimilhança. As: soluções das 
equações de ver-ossimilhança podem se:ro obt.idas numeri.c.ament..e mediant.e a 
it.eraç.l.o de um p~ment.o de minimos quadrados ponderados, como 
demonst.r>ado em NELDER ll WDDERBURN <1972>. Felizment-e, n.lo é necessário 
pl"ogr-ama:r- est..e p:roocédiment.o, pois o paooU est.at.i st.ico GLIM 
C'Generalized Lineai- Int.eract.ive Modellinc;"•, em inc-lés.> desenvolve est.a 
t.a.ret'a. Ele :foi desenvolvido pelo Grupo de Contput.aç5o da Royal 
st.at.ist..ical Societ.y,. com o objet.ivo de f'"acilit.ar- o ajus:t..e e a 
invest.igaçã.o de modelos lineares ceneraliza.dos. Veja. em HEALY <1988), 
AITKIN et. al (1999> e no manual GLIM (1985) esclar-eciment..os: e exemplos 
sobre a ut.tlizaç:.llo do GLIM. 
Quando 
var-iável 
utilizamos a função 
:r-esposta binomial, 
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de 
o 
li c; ação • logit.(n.) 
' 
est.imador- de máxima 
ver-oss:imi.lhança do vet.or de par-àmet.r-os (3 • <(l ' t ... , (l )' p sempre 
existe_, é único_, flnit.o e rest.rit.o ao int.el"iol" do espaço pal"amét.l"ico IR. 
Tais l'esult.ados são provados em WEDI>ERBURN <1976). 
A inf'et"ência em um modelo linear €"eneY.alizado é baseada 
em result.ados: assint.6t.icos pois, em geral, não é pos:s:! vel obt.er as 
distribuições e-xat.as: de es:t.imadores e est..at.i st.icas: de t.est.e. As 
condições de reg-ularidade necessárias para garantir os l"'es:ult.ados 
assint6t.icos são sat.isf'eit.as para os modelos lineares S"enel"alizados. No 
caso do modelo binomial~ em CORDEIRO (1986) é dernonst.t\ado que 
distribuição normal com média (j assint.ot.icament.e o es:t.imador [3 tem uma 
-
e mat.riz de cov.ar-iância I- :t (f'n, onde ~ é o verdadeir-o valor do 
parâmet.ro est.imado, e 1(~0) • - E 
tnf'ormação de Pisher avaliada em (t0 • 
-~ 
[ 
est.imada pela mat.riz I(f3>,. que é n.lo 
-o" !((l) ) I (1-(l -a(l' é a mat.riz de 
- - _o 
A mat..riz l((l) é consist..ent.ement.e 
-singular quando a mat.:riz X é de 
post.o c:omplet.o. Nest.as condiçeles_, as est.at.ist.icas de \llald 
e 
do assint.ot.icament.e equivalent.es e conver-~m em dist.:r-ibuiç!to para tuna 
vat"Uvel aleat.ó:ria qui-quad.roado com p c:raus de liberdade. 
Um modelo linear ,cenex-a.lizado é denominado sat.:tu:-ado se-
um vet.or paramét.rico (l de d1mensllo n. Es:t.e modelo at.r1bui 
_ma.x 
t.oda a variaç:!to dos dados à 
po:r- completo. Os modelos 
component.e sis:t.emát.ica e assim,. os 'l"epi"'duz 
tnvest.icados t.êm vet.o:res pa:r-amét.:roicos de 
dimensão p in:fel'"ior a n,. e são c:ont • .-r-ast.ados com o modelo saturado. A 
qualidade do ajust..ameht.o de um modelo lil'léar- ger.er-alizado é t.est.ada. 
pela es:t.at.i st.tca denominada desvio (devia.nce, em ing:lês),. que depende 
A 
da lo~;-vel"ossimilhança l((l ;y) -~ 
do modelo sat.Ul"'ado e da 
-log-ve:rossimilhança do modelo em 1nvest.1g-aç:S.o 1C[3;y). O desvio é 
-deflnido como 
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A A 
D • ZU<(l ·y> -
max' 
J((l;y}l (5.4) 
-
e sua di.st.ribuiç:to pode sel" aproximada assint.ot.icamen'te por uma 
distribuição de qui-quadrado com n-p graus de liberdade. 
Pa.r.a o modelo binomial (5.2> com i ndices conhecidos, o 
desvio é dado por 
A A 
D • 2tl(rr ,y> max - l<n,_y)l 
A 
onde n i é o estimador dé máxima verossimilhança de n i obt.ido para o 
modelo em invest.igaç.lo. 
Assim, na prát.ica, para t.est.ar a qualidade do ajust.ament.o 
de um modelo com n1 vel de signif'icància a,. pode-se compa:rar D com o 
corl'espondent.e valor cri t.ico da dist.z.ibuição de qui-quadz.ado 
com n-p graus de liberdade. Ent.ret.ant.o, es:t..a comparação é soment.e 
aproximada. 
A anàli.se gr-àf'ica é out.r-o 
ve:rincaçllo da qualidade do ajust.ament.o de um 
pl'>Oeediment.o 
modelo. Para 
út..il na 
o modelo 
binomial,. serão ut.ilizados os ~rá.ficos (a) do n(iínel'"O p:redit.o cont.ra o 
númex-o obser-vado de us:uces:s:os••,. (h) do númer-o pl'>edit.o de 11Sucess:oc .. 
contra os residuos de Pearson, rpi. • <yi. 
,... .... "" 1./2 
- m. n.)/(m.n-.<1-n.>> , 
L ~ L L L 
i • 
t, ... , n.. Out.roos Cl"Aficas 
ut.ilizados nest.a t.ese. 
s.l.o ainda poss:i veis, ....... 
Se o pt>imei:r-o t::l"Hico poss:ui um psd:r-.l.o que se apr-oxima da 
r-at.a biss:et.Mz do pr-imeil"' quadr>a:nt.e, há o indicio de bom ajust.amento. 
Se o segundo t;r-á.f'ico nSo ap:r-esent..ar nenhuma. t.endêncla e os resi duos 
f"o;r.e-m peque-nos~ t.eroemos mais um indicio de que o modelo binomial 
ajust.ado é adequado. Veja no Capi t.ulo 12 de McOULLAGH li NELDER <1989}, 
det.alhes suplementar-es: sobr-e diagn6st.icos em modelos lineaz-es 
generalizados:. 
Podemos ainda t.est.at' hipót..eses à t"espei t.o do vet.or de 
parâmetl"os pat"a modelos com a mesma dist.l"ibuição e !'unção de lil:aça:o. 
Assim, suponha dois modelos do mesmo t.ipo: o modelo M
0 
com paràmet.r-o {3 
0 
~ 
.. ({l,, ···~ (l )' e desvio Do' e o modelo M com parâmetros fl, 
-
<f!tt q 
' -
... , fl,., /1q+t~ •••J> (l )' e desvio D. o modelo M, é dit.o encaixado no p • 
mode-lo Mt Pa:!'a t.est.at" a validade do modelo M no cont.ext.o de M ou, o 
' 
equivalentemente, a hip6t.ese 
H0 : /1 • ... • ~ • o, q'f'f. p 
pode-se utilizar- a dif'el"ença ent.l'e seus desvios, que coincide com a 
est.a:t.i s:t.ica 
verdadeira, 
do 
a 
t.est.e da 
dist.r!buição 
r-azão de verossimilhança. 
ass!nt.6t!ca de D é 
calculamos: a dif'erença 
A 
D • D -D • 2U(fl,;y) -
• o 
-
Aqui, se 
uma 
Ho é 
Assim,. 
(5.5) 
e se D > :r;z <ot>, p-q rejeitamos: a hipótese nula ao nivel a de 
Nllo é · objet.ivo dest.e capi t.ulo aprof'undar a t.eoria de 
modelos lineares cener-alizados, mas sim apl"ese-nt.A-la resumidament.e e 
ut.ilizá-J.a.. Por- est.e mot.ivo, não nos det.eroemos ina1s nesrt.e Sssunt.o. O 
!eit.or que deseja uma int.roduçlto à t.eor!a, pode consuit.ar DOBSON 
(1999). Maiores: det.alhês podem ser obt.idos ém CORDEIRO <1986) e 
McCULLAGH li NELDER (1989). 
52 HIERARQUIA DE MODELOS LOGISTICOS 
Nest.a seç~o, _será apresent.ada uma hiel".a:r-quia de modelos 
toei st.icos que inclui os p:ropost.os: pol"' WILLIAMS <1987>. Estes modelos 
serão ajustados aos dois conjuntos: de dados jâ ut.tHzados nest.a tese, 
sendo t..ambém avaliada a qualidade do ajust..ament.o de cada modelo. 
Na seção 2.1 est.á descrlt.a a est.rut.ura do experimento 
t.er-at.o16~ico que s-ex-a os dados aos: quais os modelos lor;i s:t.icos: serão 
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ajusLados. Lemhr&-se que Y, .JS .. •s.. "" bin(s: .. , P . .>, onde Y.. é a 
l.J l.J l.J l.J l.J lJ 
variável aleat..ót'ia que r-epresent.a o número de respostas advei>sas ent.re 
os: s .. f'Uhot.es p:r-oduzidos pela j-ésill\..al f'~mea do i-ésimo ~rupo, expost.a ,, 
à dose di,. para j • 1, ···~ ni; i • 0,. ... ,. m e O • d0 < d:l < ... < dm. 
Ant.es de ap!'e:s::ent.ar- os: modelos: log-1 st.icos:: que ser-ão 
ajustados:, é bom lembrar- que,. da expressão <5.4), podemos calcular o 
desvio pal"a o modelo condicional RVR est.udado no Capi t.ulo 3, onde 
• (i e 
m n. 
' A 
'\' y . .lo~; (Y . ./s: .. P. _) + L. l.J l.J l.J t.j.J (5.6) 
i= O j =1 
A 
e P .. indica o valor- do 
" 
par-âmet..:t>O P .. avaliado nos: est.imado:r-es de 
" A A 
máxima verossimilhança de a, (3, e e e e Q ..• i - P ... 
< 2 ,, 'J 
Incorporando o et"eJt.o da dose e do c;rupo experimental, e 
ut.Uizando o t..amanho da ninhada como covar-iável,. podemos ajust.at"' vár-ios 
modelos na t.ent.atlva de obter bons est.tmadores da pl'"Obab11:1dade de 
r-espost.a advel"Sa. Nest.a t.ese, vamos ajust.ax- os modelos que sex-ã.o agora 
apr-ésent.ados. Em t..odos eles, j • 1,. é o indiee 
co:r-respondent.e à f"émea do 1-ésimo cr-upo e i • O, ... , m é o 1 ndice que 
ident.i:fica o cr-upo expe%>imént.al. 
O modelo ! ajus:t.a um par-Amet..:r-o paz-a cada combinação crupo 
e t.amanho da ninhada. Ele pode Sél' l"epres::ent.a.do como 
lo~it..<P .. > • T. l.-J \.-l m 
ond& t. é o t.ot.al de di:fel'ent.es combinações de dose e t.amanho de 
ninhada. Not..e que est.e modelo é di:Ce:r-ent.e do sat.uz.ado, que especi:Cica 
wn parâmet.ro para cada combinação de (;'rupo e :fêmea,. ou s::e ja,. par-a cada 
obser-vaç.§.o. 
Supondo que- no modelo ant.er-ioi-, o efeit.o conjunt.o da 
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comhinaçllo r;:rupo e l-amanho da ninhada pode ser c.aract.erizado po:r uma 
regress~o linear na covariável t.a.manho da ninhada, onde tnt.eJ•cept..o e 
inclinaçlío vat-iam com o grupo, t.emos o modelo 11 
[JIJ 
Se supomos:, por sua vez, que o pat"âmet.ro r i depende-
l:tnearment.e do n1 vel da dose <r. • r + 6d. pal'a t.odo D, temos: o modelo 
' ' 
Ill dado por 
Também podemos ajust.ar o modelo IV dado pot> 
lostt.<P .. ) • ·r. + ys .. , UVl 
l.J I. l.J 
quando as reg-ressões de [lll são paralelas. caracterizando o erett.o de 
cada (;rupo mediante os int.ercept.os T i. 
Se supomos que os paràmet.ros do modelo li dependem 
lineal"ment.e da dose, podemos aju.st.ar o modelo V 
[VJ 
SUpondo que a dependência linear da dose est.á. presente no 
p.arâmel.ro T. do modelo IV, chegamos ao modelo VJ 
' 
logit.<P .. ) • a + (1d. + ys ... 
l.J 1.- !.J 
Podemos:: ainda ajust.a:r o modelo !!!_, com apenas: o ef"eit.o 
do gi'upO 
[VJIJ 
Por :fim, se est.e e:feit.o depende linearmente da dose, 
obt.emos o modelo VIII 
logil.<P .. > • a + (3d .. ,, ' [VJIIJ 
Os modelos dados pelas: expl"essões [IJ~ riiil, UVl e [VJ 
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f'o:ram c:onsldel'ados pol' \o/ILLIAMS (1987>. 
Nos modelos acima, obser-ve que o grupo é considerado como 
Cat.o:r- qu.altt.at.ivo enquanto que a dose é um f'at.or quant.it.at.tvo. Além 
disso, a representação do et'eit.o do grupo mediant.e fUnções lineares da 
dose pel'mit.e reduzir o núme:r-o de parâ.met.ros do modelo. Podei"' i amos: ainda 
supor que os par-Amet.l"os possui ss:e-m algum t.ipo de dependência não linear 
com a dose e dest.a maneira, outros modelos poderiam ser a.just.ados. No 
en:t.ant..o, nes:t.a t.es:e opt.amos por- conside"t>ar apenas a est.:r-ut.ura de 
dependência lineat" ent.:re par-ãrnet.l"os e dose. 
A Figura 5.1 a seguir apl"ese-nt.a a hierarquia 
correspondent.e- aos modelos acima definidos, exibindo o número de 
parâmet.r-os de cada um. Lembre-se que o experlrnent.o t.eroat.ol6g1co que 
gera os dados aos quais est.es modelos ser~o ajustados t.em m+t grupos 
expe:rtment.ais:. 
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I 
Il 
I !I 
IV 
v 
VI 
VII 
VIU 
Figura 5.1: 
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Legen<la: 
··-··--· Modelo Est.:r-ut.urado 
- Modelo Encaixado 
Hierarquia de modelos 1og1 s:t.ic:os para o ajust...ament.o de 
dados de experiment.os t.erat.o~icos. 
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Agora, procederemos ao ajust.e dos modelos anteriores aos 
dados de (a) L!lnint; et a1 (1966) e Cb) Tyl et a1 <1983> que se 
encontram no Apêndice B dest.a t.es:e. Nosso objetivo principal, porém~ 
não ê encontrar- o melho:r- ajuste de cada um dest.es dois conjuntos de 
dados, senão buscai" modelos logis:t.icos p8l"cimonios:os:, que com apenas a 
covar-iâvel tamanho da ninhada e o valal" da dose e-st.imem r-azoavelmemt.e 
bem a probabilidade de r-esposta adver-sa para um filhot.e de tru'te exposta 
àquela dose. 
Obser-ve que o desvio par-a o modelo condicional RVR pode 
ser- ,calculado pela e-xpr-e-s:s:ão (5.6), usando as estimativas: de máxima 
A A 
vex-ossimilhança a • 0.2238, fi • 1.0377, 
A 
e 
t • 
0.0963 e • -0.0668 
erteont.radas no Cap1 t.ulo 4. Temos: port.a.nt.o, o desvio D • 2244.2 com 1768 
graus de liberdade. Mais adiante, est.e valor calculado par-a o desvio 
será usado para t.est.ar- a qualidade do ajust.ament.o do modelo RVR, além 
de compal"á-lo com os modelos loc:!s:t.icos. 
5.2.t AJUSTAMENTO AOS DADOS DE LUNINO et a1 
As es:timat.ivas dos: parâmetros dos modelos I a VIII e os 
desvios pad1'"So das est.imat.ivas CoJ"am obt.idas: aplicando o pacot..e 
est.a:t..ist.ico OLIM versão 3.77'. Elas encontram-se na Tabela D.2.1 do 
Apêndice D. 
A Tabela 5.1 a sec;uir most.ra desvios e ~aus de liberdade 
obtidos no ajus:t.ament.o dos modelos lor;:ist.ic:os aos dados de Lünint; et a1 
(1966). 
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Tabela 5.1: desvios e corJ:>espondenLes 
os dados de Ltinint; et. a1 
Modelos logi s:ticos, seus 
de libeJ:>dade obt.idos para 
Os n1 vels de sign1:ficância 
inf"et-io:f"es a 0.1%. 
atin:;idos s.tto em t.odos: os casos: 
Modelo Desvio GJ>aus de Liberdade 
I 22Z7.5 1755 
Il :!239.0 1766 
Ill 2239.0 1767 
IV 2244.8 1768 
v 2255.6 1'168 
VI 2270.1 1769 
VII 2266.9 1769 
VII 2292.2 1770 
Se calculamos <veja PEARSON &: HARTLEY <1970)) os valores 
ar-.1 t.tcos da dist.ribuiça:o de qui-quadrado com mais de 100 c-r-aus de 
liberdade mediant.e a exp:r-ess.!lo 
X: <a> • v [ 1 - 9~ + Xa J " > 100 {5.7) 
onde X a é o pont.o da dist.r-ibuição normal padrS.o cor-respondent.e ao n1 vel 
de significância a, concluimos que nenhum dos modelos loc;ist.icos 
propost.os, nem o modelo condtclon.ál R.VR, se ajuSt.am bem aos dados de 
Ltin!I'IC' -et. al <1966)1 pois t.odos os desvios excedem os correspondentes 
pontos C!"' i t.icos da qui-quadr-ado. 
A 
Examinando os cráficos do nümel"o predit.o y i. j cont.t"a o 
observado y i j de r-espost.as adversas,. percebemos que os modélos: nl.o 
parecem adequados» pois em t.odos os casos~ hâ um af'ast.ament.o 
A A 
eonsidel"ável da l"et.a y i j • y i j" Analog-ament.e~ os g:r-âf'icos dê y i j cont.l'"a 
os resíduos de Pearson mostram também a baixa qualidade do ajus~ento 
A 
dos divel"s:os modelos: os l"es:i duos: são gr-andes e os: pont.os <y i. j ~ 
most.ram t.rês a~lomerações dit"erenciadas. 
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x-p .. ) 
' J 
Nas FigUl'as 6.2 e 5.9 s!lo exibidos est.es dois tt-áficos 
pai' a o modelo VII. Desde que podem considePados: 
represeut.at.ivos do que acontece com os out.:ros: modelos~ seJ>ão os únicos 
.apl"esent.ados:. 
Todos os ~l"á!'icos: dest...e capi t.ulo Coram obt.idos: pela 
aplicação do pacot.e- est.a:ti st.ico GLIM, onde os pont.os: únicos s:ão 
repr-esentados pol" um as:t..e-:risco, dois: ou mais pont.os:: coincidentes: são 
z.epl"esent.ados: pela f':requência de pont.os coincidentes: e o núme:r-o 9 
indica nove ou mais: pontos coincidentes:. 
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'i' 
e bom ressalt.at" que a l"igoz., s:6 poderi amos fazet> t.est.es 
de hipóteses à I'espeit.o do vet.ol' de parâmet.I"os de wn modelo encaixado 
em outr-o se o ajuste de ambos os modelos :fosse considerada adequado. 
Ent.ret.ant.o, apesaJ> dos modelos não se ajust..arem bem aos dados, 
t.e:st.aremos alguns modelos contra out.t'os (encaixados: ou não), na 
t.entat.iva de repl"oduzil"' a an.âlise f'eit.a e-m WILLIAMS <1987). 
Na Tabela 5.2 encontram-se os modelos correspondentes: às 
hip6t.eses t.est.adas, o valor da dif"erença ent..r-e os desvios, os: graus de 
Ube:rd&de e os cor:r-espondent..-es n1 veis: de s:igni:ficâ.ncia at.ing-idos. 
Tabela 5.2: 
Modelo 
Mo 
RVR 
IV 
v 
VI 
VII 
VI li 
Resultados dos t.est.es dos modelos: ajus:t.ados aos dados de 
Lilning et. a1 (1966). 
Modelo Di:ferença ent.re Graus de Nivel de 
M Desvios Libel'dade Signiricância 
1 
I 16.7 13 5% < p < 50% 
III 5.8 1 1% < p < 2.5% 
III 16.6 1 p < 0.5% 
IV 25.3 1 p < 0.5% 
v 11.3 1 p < 0.5% 
VII 25.3 1 p < 0.5% 
Test..an.do o modelo RVR cont.r-a o 
<um pa:râmet.:ro para cada combinação de 
veri:ficamos 1nt'orma.lment.e a exis:t.éncia de 
dose 
modeio de 17 parâmet.x-os: 
e t.amanho de ninhada>, 
evidência a 'Cavoz:o do mode-lo 
RVR. O t.est.e do modelo IV contra o modelo Illl' parece :favo:r-ecer a 
presença do t.ermo com a covartâvel di.s\f Consequent.ement.e, as 
r-1i1~G:r-esse;ec no t..amanho da ninhada nl.o podem s:el" eonstde:r-ad.as par-alelas. 
Comparando os modelos V e UI, as evidências do cont.r-a o Pl'inteii'>O 
modelo, indicando que o ef'eit..o do grupo do modelo lll par-ece ruto 
depe-nder linearment.e da dose. Da comparaç!lo ent.:r-e o modslo VI e o 
modelo IV conclui mos que apenas o et'eit.o de grupo não descreve bem os 
dados, sendo necessária a presença do t.amanho da ninhada como 
x-agressor. Testando o modelo VII cont.x-a o modelo V, vimos que é 
modelo VII conclui mos que 
Do t.est.e do modelo VIII 
a covariável s. . t..ambém parece ,, 
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cont.ra o 
neces:sár-iat 
havendo port.ant.o,. evidência f'avol'ável ao modelo VII. 
Sel"ia conveniente analisar o comportament.o destes modelos 
logist.icos para out.:r-os conjunt.os de dados. Poi> ist.o, os ajust-es 
ant.el"'io:t>es seJ>ão aplicados aos dados de Tyl et. al (1983}. 
Ant..es porémJ indiquemos o desvio para o modelo 
condicional RVR: com as: est.imat.ivas de máxima ve-rossimilhança a • 
A ~ A 
0.7918, (3 • 9.8035,. e i • 0.1060 e $ z • -0.3630,. obt.em-se um des:vio de 
462.56 com 127 gl'aus de libe:I>dade. Ut.ilizando est.e crit.ério, concluimos 
port.ant.ot que o modelo RVR não se- ajust.a. bem a est.es dados. 
5.2.2 AJUSTAMENTO AOS DADOS DE TYL et. al 
Pax-a os dados de TYL e-t. al '(1983), as corres:pondent.es 
e-s:t.imat.ivas dos: par-Amet.ros e seus desvios: padr-ão para os modelos I a 
VIII figuram na t.abela D2.2 do Apêndice D. 
Na Tabela 5.3 a seguir encont.ram-.s:e os: valo:N!s dos 
desvios e dos graus de liberdade corl"espondent.es par-a os modelos 
logi st.icos ajust..ados aos dados de Tyl et. al <1983). 
Tabela 5.3: Modelos loc;i st.icos, seus desvios e correspondent.es graus de 
liberdade ob't.idos: para os dados: de Tyl et. al <t983l. Os 
n1 veis de signif'icâncla at.ingidos sl:to em t.odos os casos 
inf'eriores a 0.1%. 
Modelo Desvio Graus de Libei-dade 
I 244.34 81 
II 376.49 121 
III 379.76 124 
IV 379.93 125 
v 441.34 127 
VI 380.96 126 
VII 445.28 128 
VIII 447.94 129 
103 
Ut..ilizando o desvio para testar- se os modelos são 
adequados. ternos que também par--a est.e conjunt.o de dados:, nenhum dos 
modelos logl st.icos pl"'opost.os parece !'ornece!' um bom ajuste, pois os: 
desvios super-am os col:'r-espondent.es pontos cri t.icos da dist.ribuição de 
qui-quadrado. 
Em t..odos os gx-âfic:os: do nómel":"o predit.o o 
observado y. . de respostas adversas. os pontos ap!'esent.am p:r-at.icament.e 
'J 
a mesma t.endéncia. Podemos considerar que os pontos est.ão dis'Lribui dos: 
ao redor da reta y. . • y. _, mas: não muit.o p1"6ximos dela, indicando um 
l.J l.J 
ajust.e sof'J:<! vel. Pox• out.ro lado. os g-ráf'icos dos re&i duas de Peal"son 
contra o númeo:ro p:r-edit.o de r-espos:t.as t.a.mbém apr-esent.am pontos com 
pl"at.icament.e o mesmo padrão. Há muitos res!duos grandes e podemos notar 
A 
uma t.endéncia ent.x-e os pont.os <y. ·> rp, .) LJ l.J f'or:mat'em duas 
aglomerações. Em par-a os: modelos II, III, IV e VI (que 
envolvem o et'eit.o do i-ésimo çupo) a observaç:to número 121 (1 • 4, di 
• 0.292,_ e • 8) produz valo:r;-es: muit.o elevados do 
:r-esi duo. Quando est.a observaçS.o é ret.il"ada e o ajus:t.ament.o z.e:r-eit.o. nSo 
é obtida uma melho:r-a percept.1 vai. 
Est.es dois grá.:N.cos correspondentes aos modelos 1_,. IV e V 
enc:ont.ram-se nas Figuras 5.4 a 5.9 a seguir. 
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Na aplicaç-S.o dos t.est..es de hlpót.eses relat.ivos aos 
modelos:, os valor-es das dif'el"enças ent.re os: desvios, os "I'aUS de 
liber-dade e os ni veis dê s:igntflcAncta. at.ingidos:: P podem ser- vist.os na 
Tabela 5.4. 
Tabela 5.4: Result.ados dos t.estes dos modelos ajust.ados aos dados de 
Tyl et. al (1983). 
Modelo Modelo Dif'erença ent.re Graus de Ni vel de 
M M Desvios Liberdade Sic;nlt"icâncla 
o • 
RVR I 218.22 46 p < 0.5% 
IV III o .1 '7 1 p > 50% 
v III 61.58 3 p < 0.5% 
VI IV 6'7.08 1 p < 0.5% 
VII v 3.94 1 2.!3% < p < 5% 
VIII VII 2.66 1 5% ( p < 50% 
VIII v 6.60 2 2.5% < p < 5% 
Para os dados de Tyl et. al (1983), o modelo RVR é 
.rejeit..ado em f"avo<r do modelo que ajust.a um t.ot.al de 60 parâmet.ros, um 
pal'a cada combinaçllo de dose e t.amanho de ninhada. Ent.ret.ant.o, este 
modelo é pouco par-cimordoso e de di:f! cU int.el"p:re-t.aç:lo. No t.este do 
modelo IV c:ont.x-a o modelo Ill,_ exisrt...am evidências de que l"ec;l"ess&s 
pal"alelas: com :r-espei'Lo ao t.amanbo da ninhada s:~o sat.tsf'at.6:r-ias, n.llo 
sendo nec:essál"ia a cont.r-ibuiç:S.o do t.el"mo 6d.. s. .• Pol" out.:ro lado,. DXo há. 
' " 
evidências da dependência linear de Ti. com a dose e o modelo a + (Mi + 
ys. , + ód.s. , nllo pode ser- consider-ado adequado. HA evtdéncias de que o 
\. J 1. l.J 
modelo que ajust.a. apenas o e:f'eit.o do crupo é inadequado, sendo 
necessária a. covax-ilt.vel S, .• ,, Mais uma vez~ t.emos evidências de 
l'ecr-essões: paralelas com r-e:s:peit.o ao t.a.manho da ninhada. Da comp.a:r-ação 
eflt..l"e os modelos: VII e V,. as evidéncias est.l'.o a -t'avor do tllt.imo. E, poz. 
:r-tm,_ o t.est.e do modelo VIII cont.ra o VII não leva a abandonar o 
primeir-o dest.es modelos. Como os modelos VIII e V são ainda encaixados,. 
podemos t.est.ar um c.ont.ra. o out.ro, t'avorecendo assim o modelo V. Dest.a 
manei:ral' dent.l"e os modelos considerados p.a.r-.a est.e c:onjunt.o de dados, o 
modelo logit.CP .. ) • r. + rs:.. i • O, ... , rn e j • 1, ···f n, pare-ce ser l.J L l.J ~ 
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o mais razoável. 
Para os: dois conjunt.os de dados, a est.imação de t.odos os 
modelos foi refeit.a, x-et.ix-ando aqueles par-ã.met.r-os cujas est.imat.ivas 
poderiam ser- considel"adas nulas. Ent..:ret.ant.o, est.e pr-ocediment.o não 
melhorou os resultados do t.est.fl de qualidade do aju...«rt.ament.o~ nem os 
g-"t'á-t'icos de d:l.agn6st.ico. Por estes mut.ivos, não apt··es:ent.at"emos os: 
r-esult.ados. 
A est.bnação dos pax>ãmet.l"os: dos modelos lo~i st.icos:: e o 
cAlculo dos de-svios for-am feit.os supondo a pr-esença de uma var-iação 
binomial pura nos dados. Ent.ret.ant.o, px-opol"ções de ninhadas observadas 
em experimentos t.er-at.ológicos t'r-equent.em:ent.e a.present.a.m Val"ia.ção 
extra-binomial. Por est.e motivo,. na p.I'6xima seção serão reajustados os: 
modelos I a VIII utilizando o pt"ocedimen'Lo ap:r-esent.ado pol" WILLIAMS 
<t982), onde o aut.or- modif"ica o p!'>ocediment..o us:ual de estimação em 
modelos lo:;i s::t.icos de modo a incorporar uma component.e de variação 
ext.ra-binomial. 
5.3 VARIAÇXO EXTRA-BINOMIAL 
Um modelo logist.ico linear comum como o apres:ent.ado na 
seção 5.1t- pode acomoda%" a variação ext.r-a-binomial ao int.l"od1..t"Zir 
va.J"iâveis aleat.6:r-ias Pi. absolut.ament.e cont.inuaa, independentes e não 
obse:r-vâveis, dist.r1bu1 das no intervalo <O, 1> com 
e 
onde 4> é o paz-âmet.ro de 
dist.ribuiçl!o condicional 
ext.J"a-binomial. Asswnindo ainda que a 
é wna binomial bin<m., 
' 
resultam os moment.os incondicionais 
onde 
E<Yi,> • E IE<YdPt. • pi>l • mt.'\ 
Var<Y. > • VartE<Y. IP. • p. )] + El:Val"<Y. IP. • p. >l • v. w -ct 
'1. 1,. '1. I. '1. I. '1. '1. L 
v. c m.u.<f -
' ' ' 
• (1 + .pcrn -
' 
1)] e i • 1, ... , n . 
Observe que a variação ext-ra-binomial não af'e'ta a média da distribuição 
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de Y i. J mas apenas sua variância. Além d.ist.o, o procediment-o de 
es~imaç~o que s:e:r>á descl"it.o depende apenas da média e da variância de 
Y<.,. sem uma especi:ficaç!to da dist.ribuiç.lo correspondent-e. 
' 
A estimação dos pal'âmet.l'os: do modelo logi st.ico com 
var-iação ext.:r-a-binomial é Cei't.a de maneira diCet>ent.e_, dependendo do 
conheciment.o exist.en:t-e sobr-e o parâmet.:roo </J. 
Se 4J é conhecido~ e desde que a dist.ribuição de Yi é 
inconlplet..ament.e es:pecif'icada, pelo cuuheciment.o de apenas seus dois 
pl"'imeil"os moment.os:~ não é possi vel ut-ilizar- o pr-ocedimento de estimação 
pol" máxima verossimilhança. Por est.e mot.ivo, a est.imaç~o serâ :feita 
recorrendo à. :funç~o de quase-ver-ossimilhança discutida em \1/EDDERBURN 
<1974> e McCULLAGH & NELDER <1989). Desta maneir-a, a esUmação é f"eit.a 
pe-lo uso iterativo das equações: de nú nimos: quadrados ponder-ados, com 
pesos dados por • [1 + 1>1. No pacot.e es:t.at.i st.ico GLIM, 
basta calculal:- o vet.ol" W com component.es: w. como vet.ol" de pesos para a 
' 
diJ:>et.iva $WEIGHT W 1 ajust.ando o modelo loc:i st..ico da manei~a usual. 
Se tp ê desconhecido,. serã necessário est.irnaro nllo apenas o 
vet.ol" de par-Amet.x-os: do modelo, mas t.ambém o pr-óprio par-â.met.ro rp, o que 
serA f"eito u ... erat.ivament.e pelo método dos moment.os. Como o valor 
esperado da est.at.ist.iCa >.;.2 de Pear-son envolve f>~ ic:uaJ,ando es:t.a 
esperança aos .c;r-aus de libe~.ade correspondent.es, deriva-se uma. equaçâo 
de est.l.maçl!o para <f>. 
Na prât.ica, o procedimento apresentado por \tliLLIAMS 
(1982) para est..irnar- o p.ar-âmet.:ro fjJ e o modelo los-i st.ico com var-iaç:lto 
ext-ra-binomial pode ser desCI"it.o pelo sec;uint.e alt;orit.mo. 
Passo i: Assuma que 4> • O, est.ime- o modélo lQC'ist.ic:o comum por máxima 
verossimilhança e calcule a est.a.t.ist.ica xz de Pearson. 
Passo 2: Compar-e 
grande~ 
x_
2 
com 
conclua 
a dist.r'ibuição de re!"er-ência 
que 4J > O e calcule 
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;l . Se ;r,2 é 
n-p 
a est.ima.t.iva 
:t' - <n - p) A 
"' 
-
" l Cmt • - 1)(1 - v,'\) 
i.-:::t 
pr-edit.or TJ. i • 1,. ... , n. 
L 
Passo 3: Com a nova ponderação 
' 
onde 
que 
"· 
' -
q, é o 1-ésimo element.o 
a mat.riz variância. do 
+ est.ime 
• ..... • • 2 
it.er-at.ivament.e usando x.o-w V X (J • X"\t/ V Y e rec.alcule x . 
Passo 4: Se :l· é próximo de n-p a es:t.imat.iva de </J é sat.ist'at.6ria. Caso 
cont.rário, reest.ime tP como 
volt.e ao passo 3. 
2 X -
i.= i 
" 
l =i 
" - W,V,q_) 
' ' ' 
,. 
- 1)<1- w.v.a.> 
' ' "i 
e 
Os: passos necessái-Ios á est.e procedimento de esl.imaçllo 
são f'acilment..e programados no pacot.e est.at.1 st.ico GLIM. A co:r-l"'espondent.e 
sequéncia de comandos é apres:e-nt.ada no Apêndice E5. 
O procediment.o ant.erio:r foi aplic:ado para os dois 
eonjunt.os de dados já. analisados. Na Tabela 5.5 encont.ram-se, para os 
modelos I a VIII e par-a os dados de LUninc; et. a1 <1966>, as est.tmat.tvas 
de if/11 os valores dos novos: desvios: e a po:r-oent.acern. de reduç:llo es:t.es 
desvios: em ~laç!lo aos desvios dos modelas sem variação ext.ra-binomial. 
A Tabela 5.6 most.ra as mesmas quant.idades, par-a os dados de Tyl et. al 
(1989). 
Em VILLIAMS (1982>,. o p.arã.met.:t"' t/1 é es:t.im.ado para o 
modelo com maio!'> númel"o de par.lme-t.:ros e es:t.a es:t.tmat.iva é utilizada nos 
modelos rest.a.n:t.es. Dest.a maneira, a est.imat.iva de f/! é dada pela 
primeira linha das Tabelas 5$ e 6.6. Ent.re-t.ant.o,. nes:t.e t.rabalho 
opt.amos por es:t.imar- tP para. cada modelo, vist.o que o procediment-o de 
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est-imação depende precisament-e do modelo ajustado, atr-avés das 
covar-iávéis con.sdde:r-adas nele. 
Tabela 5.5: Es:t.imat.ivas do parâmet.l"o 4> de v.ar-iaç.ão ext.!'a-binomial, 
novos desvios e porcent:.a€:em de r-e-dução dos novos: ~svios em 
relação aos desvios: do modelo 1ot;1st.ico usual obt-idos pat"a 
os dados de Ltining e't al <1966). 
~ ovo Modelo 
"' 
Desvio Redução(%) 
I 0.0209 1995.01 10.4 
Il 0.1)205 2009.96 12.2 
Ill 0.0204 2011.10 10.2 
IV 0.0214 2005.46 10.7 
v 0.0199 2030.37 10.0 
VI 0.0268 1975.66 13.0 
VII 0.0214 2026.03 10.6 
VIII 0.0266 1996.95 12.9 
Tabela ft6: Est.ima.t.ivas do p.ar-Amet.ro f/1 de variaç.Uo ext.ra-binomial, 
novos desvios e po:rcent.S€em de redução dos: novos desvios: em 
:retaç.l.o aos: desvios do modelo lot:i st.ico usual obtidos par-a 
os dados de Tyl et. al (1983). 
Modelo 
"' 
ovo Redução<%> Desvio 
I 0.1270 96.24 60.6 
II 0.1995 113.58 69.8 
UI 0.1966 115.35 69.6 
IV 0.1972 115.36 69.6 
v 0.2331 118.98 73.0 
VI 0.1958 116.31 69.5 
VII 0.2392 117.92 73.5 
VIII 0.2349 119.55 73.3 
Em relação aos: dados: de Ltining- et. al <1966), em t.odos os 
modelos, as novas est-imativas e os novos erros padrão t.iveram um 
mudança muit.o pequena em r-elaç~o aos modelos com varia.ç~o binomial 
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pura Além disso,. as conclusões à respeito da qualidade do ajust.ament.o 
dos modelos p~rmanecem inalt-eradas. 
Considerando a Tabela 5.6 e o modelo It .após várias 
o valor obt.ido mais 
par-a a es:t.at.i s:t.ica x2 
1 t.erações no procedirnent.o de est.imaç.ão de tP~ 
próximo dos '"r-.aus de liberdade <81) que obt.ivemos 
Cai de 86.45. Ent.ret.ant..o, como não t'ot possi vel 
0.1270 como uma est.ima:t.iva apenas razoável de 4>. 
I'eduz:t-lo, aceitamos 
Numa t.ent.at.iva de 
obt.el" uma est.ima.t.iva melhol", pode-se r-et.irar- do modelo I t.o-dos aqueles 
parãme-t.:r-o.s: cujas: est.imativa.s possam ser- consideradas nulas:, reest.imando 
4>. P:f.ocedendo des:t.a maneira, é obtido um valo:r- x;2 • 10'7 .1558 com 107 
gr-aus de libe:r-dade~ uma est.imat.iva p.a:ra tP igual a 0.3224 e um devio D • 
136.5688. 
Pa:r-a os dados: de Tyl et. al (1983}, houve mudanças: ~o 
apenas nas est.tmat.ivas: dos paz.âmet.:r-os e dos desvios-padrão paz.a todos 
os modelos, mas t.ambém nas conclusões sobre a qu.al!dade do ajustamento. 
Com estes novos desvios, t.odos os modelos: t.êm um bom ajust,e quando 
comparamos seus desvios com os respect.ivos valores cri t.icos da 
d!st.ribuiçllo qui-quadrado com n1 vel de &igniflcância 6%. Ent.x-et.ant.o, os 
c;:r-Hicos: diacnôs:t.ico.s: t:lont.inuam: aproesent.ando o padr-.l.o ant.éroio:rment.ê 
descl"'it.o. 
Vamos ent.:lo ref'azel" os t.est.es a :l"'espeit.o dos vetores dos 
parâmet.ros dest.es: modelos, exibindo os: r-es:ult..ados na Tabela 5.7. 
Tabela 5.7: 
Modelo 
Mo 
IV 
v 
VI 
VIl 
VIII 
Test.es de hlp6t.es:es dos modelos com variaç~ ext.l"a-binomial 
para os dados de Tyl et. a1 (1983). 
Modelo Di:ferença entre Gt>aus:: de Nivel de 
M Desvios Libe:r-dade SignU'"icância 
1 
lil O.Oi 1 p >50% 
IH 3.63 3 5% ( p < 50% 
IV 0.96 1 5% < p < 50% 
v 1.06 1 5% < p < 50% 
VII 1.63 1 5% < p < 50% 
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No t.e.st.e do modelo IV cont.l"a o modelo UI, eldst.em 
evidências a favof" de re€res:sões paralelas no tamanho da ninhada. Por 
out.ro lado, há t.ambém evidências da dependência. linear- de T. com a dose 
' 
d, e, pol:'"t.anto, t".avol"'âveis ao modelo V. Também parece que o modelo que 
' 
ajust.a apenas o e:fett ... o do ~rupo é melho:r do que as re:;ressões paralelas 
no t.a.manho da ninhada. Comparando os modelos VII e V, as evidências 
a favor- do modelo VII, 
Do t.est.e do modelo VIII 
est.ã:o 
6disi.f 
modelo VIII. 
sendo port.ant.o desnecessât'io o t.e:r<mo 
contra o VII não podemos: desprezar o 
As conclusões ~erais des:t.e exerci cio de comparação de 
modelos se!"ã.o bl'EWemene apr-es:ent.ad.as: no Capi t.ulo se:;uint.e, bem como as 
considerações finais :r-elat.ivas: à est.e t.rabalho. 
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CAPITULO 6 
CONSIDERAÇOES FINAIS 
Nést.e t.:r-abalhol' procUl"amos. discut.ir aJc'uns as:pect.os 
inerent.es ao problema da avaliação do risco de que um ind:lvi duo expost.o 
a um age-nt.e t.e:r-at.ogérdoo t.enha sua c:apacid.adé r-ep.r-odut..iva at"et.ada. 
Desde que est.udos epidemiol6c;icos para avaliação dest..es riscos 
ap:r-esent.am diversas dificuldades,. expel"iment.os t.er-at.oJ.6ci.cos em animais 
de laborat.6rio podem ser- ut.ilizados par-a ce:r-ar- evidências sobr-e os 
ac:ent.es t.erat.ogénicos. 
Com base llêst.es expe:riment.os:l' pode-se avaliar o risco de 
que tUhot.es de f"émeas d.iret.a ou indiret.a.ment.e- expostas a dif'erent.es 
dose-s de um agent.e apresent.em r-esult.ados adver-sos t.ais como mort.e e 
rn.al1'or-m.açõe.s. No nosso caso,. ist.o !'oi f'eito at.ravés da int.rodução de 
dois tipos de modelos e&t.at.i st.icos para dados de z.espost.as binárias 
observadas em experimentos: t.e:r-at.ológicos: 
propoE.'to por RAI 8:: VAN RY2IN (1985) e 
semelhnat.-es aos de \IIILLIAMS (1987). 
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o modelo de dose-resposta 
modelos lot;1 st.icos lineares: 
Dados '"el"'ados em expel"'iment..os 'terat.ológicos t.êm como 
principal car-act.er1 st.ica o f"at.o de serem colet.aOOs nos tllhctt.es que 
t'ormam as ninhadas de cada í'~mea. Por est.e mot.ivo, é de se es:pera:r- uma 
t.end&ncia de similaridade ent.:r-e as respost.as dos animais de wna mesma 
ninhada» denominada efeit.o de ninhada. Es:t.e efeit.o é x-es:pons:ável pela 
sobre-dispersão neste tipo de 
modelos e, consequent.ement.e, 
dados, que por 
a est.imat.iva 
ajust..e 
deve 
dos 
ser 
considerado. Nest.e t.:rabalho, t.al et'eit.o !'oi incorporado aos modelos 
pela int.rodução da irâormação sobre o t.amanho da ninhada pr-oduzida por 
cada f'êmea. 
O modelo de dose-:r-espost.a propost.o po:r• RAI & VAN R'YZIN 
(1996) !"oi const..rui do sob a. suposição básica de que o risco de um 
fllhot.e apresent.ax- a r-es:post.a adversa depende da t.oxicldade da 
exposição mat.erna, por sua vez modelada. segundo a t.e-o:r-ia de um impact.o. 
Es:t.é modelo é condicional ao t.amanho da ninhada gerada por- cada f'ê-mea. 
Est.e t.am.anho :foi t.ambém modelado,. supondo as dist.r-ibuições de Poiss:on e 
binomial ne.;at.iva com mesma. média, que depende exponencialment.e da dose 
aplicada.. SUgerimos a últ.ima dist.ribuiç:ã.o com o int.uit.o de t.:r-at.ar mais 
adequadament-e a variabWdade dest.es t.amanhos. Ent.ret..ant.o_. par-a os 
dados aqui ut.iUZados, as: duas dist.:ribuiç&s se most,.r..az-am equivalent-es::, 
devendo ser escolhida a de Poisson,. por sua simplicidade. A expressllo 
pa.r-a o modelo de dose-:res:post..a incondicional t.ambém :foi obtida sob as 
duas dist.:roibuições:. 
No est..udo da verossimilhança dos modelos:, oalcula:mos a 
mat.riz de informação de Fisher dos parâmet.:r-os de cada modelo; provamos 
que s~o sa:t.J.st'eit.as: as condiç&s de regul.a:roidade pax-a o modelo 
condicionalt além de roesru.lt.ados neces:s:á:rios ã demonst.raçli.o de que t.a1s: 
condições são sat.isf'eit.as também pal"a o modelo incondicional. Provamos 
ainda em det.a.lhe a unicidade, exist.ência, consist.éncia e nox-m.alidade 
assint.ót..ica dos éSt.imadores dê máxima. ver-ossimilhança dos parâmet.ros: do 
modelo condicional, complet.ando assim a de-monst.r-aç.ão esquematizada em 
RAI a VAN RY2IIi U991>. 
numêricos 
Na est.imaçâo dos parâmet.ros: 
de rninimização de- f'unções 
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f'oram ut.ilizados t.rês mét.-odos 
pr-oduziram I"esult.ados 
concordant.es, exc:et.o pat'a o modelo binomial onde 
" discot'dâncla. mais: ace-nt.uada :foi ver-i:ficada na est.tmat.iva do par-Amet.r-o 
k. Os resultados d:l:fe:rentes podem ser at.ribu1 dos à equivalência ent.re 
as dist.ribuiç&s de Poiss:on e binomial negat.iva, par-a os conjunt..os de 
dados ut.ilizados:. Em relação aos: a.Jgoz.U .. mos,. opt.amos pela ut..ilizaçl:o do 
mét.od:o de Newt.on com canalizações, que encontra-se proc;ramado na 
sub:r-ot.ina E04LB:F da NAG <1982). Desde que é necessár-io calcular- as 
der-ivadas par-ciais de segunda ox-dem da fünção log-veross:imilhança para 
a ob't.enção da mat.riz de covar-iãnc:ias, é aconsel.há.vel ut.ilizâ-las na 
mirdmizaç!lo da :funç!ío. Dos ~t.odos ut.ilizados, o de Newton é- aquele 
que, · além de mais l"âpido, utiliza esta inf'ormação. O leH .. or que não 
t.ivel' acesso à bibliot.eaa NAG podP.roá usar- a subr-ot.ina OPTIM (e, 
port.ant.o, o mét.odo dos gradientes conjugados), que apesar de mais lent..o 
é t.ambém adequado. 
Em l"elaçã.o ao modelo RVR,. alt;urn.as quest.ões devem ser 
ainda est.udadas,.. t.ais como a construção de est.imadores para ext.:r-apolar 
o risco pal"a doses baixas• a est.imaçl(o de doses virt.ualment.e seguras e 
t.est.es de hipót.eses t"ela.t.ivos aos par-Amet.:ros. Possibilidades de melhora 
des:t.e modelo t.ambém devem ser avaliadas. incluindo a considel"açl(o de 
out.zoa.s coval'>láveis, além do t.amanho da ninhada para cada f"émea. 
Também avaliamos o :risco de J'"espost.a adversa para 
t'Uhot.es c;erados: em exper-iment.os t.e:r-at.ol6c:icos , at.:r-avés: do ajus:t.e dê 
modelos loc;lst.icos: lineares. Os modelos est.udados incluiram aqueles 
propost.os pox- \VILLIAMS <1987) <> por- f'"""'x-"m pat't.e da classe dos modelos 
linear-es generalizados, f'ol"am ajust.ados at.y.avés do paoot.e eet.at.iet.ico 
GLDL Nest.es modelos, o t.amanbo da ninhada at.uou como covar1á.vel e 
éf'eit.os da dose e t'oram incor-por-ados os 
dois conjunt.os de 
bons. O ajust.e de 
dados ut.illzados:~ os 
t.odos os modelos 
do gr-upo. Rnt.r-et.ant.o, p.ar-a os 
ajust.es obt.tdos n.flo parecem 
:foi ainda l'ef'eit.o, eliminando 
aqueles par-Amet.r-os cujas: est.imat.tvas: !"oram consideradas nu.l..as;o sem que 
houves:s:e melhora not.ã.vel na qualidade do ajust.ament.o. 
Supondo a exist.ência de Va.I"iação ext.r-a.-binomi.al nos: dados 
considerados, ut.ilizamos tlnalmente o p:rocediment.o de est.imaç:io 
ap:res:ent.ado por WILLlAMS (-1992)1 dê modo a incor-por-ar- u.rraa componênt..e. de-
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variação ext-ra-binomial nos modelos logi s:t.icos:. Est.ê& modelos: fot"am 
r-eajustados e !"eavaliada a qualidade do ajus:t.ament.o de cada um. Para os 
dados de Ltlnifl€ et. a1 <1966) as conclusões :rel.a:t.ivas à qualidade do 
ajust.ame-nt.o permanecel'"am in.alt.el'adas. Pal'.a os: dados de Tyl et.. a1 
(1983)1 os modelos com variação ext.ra-binomial produziram um ajust.e 
melhor. 
Em !"e !ação aos modelos lor;i st.icos:~ uma análise mais 
aprof"undada, baseada em inst.r-ument.os ~rá:ticos de diagnóst.ico pode 
permi-t-ir uma melhor avaliação da qualidade do ajus:t.ament.o,. exibindo 
modelos parocimoniosos (em principio~ divel'SoS) com ajust.e :razoáveL 
Além dist.o, t.alvez a f'or-mulação de modelos um pouco mais complexos 
possa melhor-ar- a qualidade do ajw:t.ament.o, sêndo r-azoável a 
incor-pol"aç~o de r-egressares suplementares biologicament.e acett.á.veis e a 
suposição de que o et'ett.o do ~I'upo dependa da dose de f'orma não linear. 
11B 
APENDICE A 
LEMAS 
Apêndice são apr-esent.ados: :res:ult.ados 
necessários para demonst.r-ar- o Teot'>ema 4 na seção 3.4.3, :ref"eroent.e a 
máxima 
vet'OSSirnilbança dos parâmet.ros do modelo condicional de dose--r-espost.a. 
propos1.o em RAI a VAN RyzrN (1985}. Tan'lbém é demonst-r-ado que silo 
sat.ist'&tt.as as condiçi:'5es pal"a a ut.ilizaça.o do Teol'ema Oent.l'al do Ltmtt.e-
na verdo de Ltapunov, necessário na demonst.raçllo do Teox-ema 5, da 
seçl.o 9.4.9, z-e.lat.ivo à normalidade assint.ót.ica dos mesmos est.i:madoz-es. 
Por- fim, é de-mons:t.:rado que a dtst.ribuiç~o de Poisson é obt.tda. como caso 
limit-e da distribuição binomial ne,;at.lva. 
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Definiçlio At: A sequênc:ia de variáveis aleat.órias reais <X ) n • 
n 
1, 
z~ det'inida sob:r-e um espaço de pr-obabilidade <O, A, p) conve:r-r;e 
quase cert..ament.e à .cons:t.ant.e c e IR lim X • c } ] • 1 ou 
equivalent.ement.e,. se > c } ) • O pal"a t.odo E > O. 
Uma sequência. de variáveis <X> convel"ce va:r-iável 
n 
alea:t.6ria X no senM.do acima Sé a sequéncia <X 
" 
X> n • 1, 2, 
qc 
co-nve!"ge quase certament.e a zel"o. ut.iUzar-ernos a not.aç:lo X -- X para 
n 
denot.ar est.e t'at.o. 
As propriedades bâsicas de convel."géncla quase cert.a. podem 
sex- encont.radas po%> exemplo1 no Ca:pi t.ulo 2 de RAO <1973). No que se~ue, 
demonst.ral"emos alguns resultados que não podem ser- encont.:r-ados ali. 
Lema ~ <Lema de F:réchet.-Slut.sky): Se x' 
n 
e se g: IRk ...- IR é wna f'W'lÇâo cont.i nua, ent.ão 
x!'> 
n 
Prova: 
qe 
-
... , x">. 
Pax-a cada i • 1,. 2,. .•. , k exist.e um conjunt.o N. $ 
' 
PCN.> • O 
' 
onde Ni • { w: 
k 
que P<lf'> • P< U Ni) :f 
i=t 
" x' <"'>} Ent.ão, se M • i~ 
1 
H';' 
k 
t PO{) • O, POO • 1 e se hl E M~ 
i =t 1. 
acordo com o Teorema. 1~ p-. 57 em BUCK <196!::D, t.emos que 
···~ 
mas: como M S { w.: ... , 
-
···t 
:r-es:ult.a que 
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n com 
t.emos 
qe 
gOc'<o>>, ... , x'<w»• 
Lema A3: Seja <a > n • 1, 2, ... uma sequência numérica converg-ente com 
n 
qe 
lim o. • o:. Ent.~o, a a. 
n ~ 
Prova; 
Como ot é uma var-iável ale-atória certa, o conjunt.o O e os: 
" 
conjunt.os fw: Jim o..n (w) • aúu)} coincidem. Assim, 
\: n-+00 "' " 
qc 
"'·· 
Lema ~: Uma. combinação linear :finita de sequências quase certamente 
convergentes é quase certamente convergente. 
~v a: 
x' 
qc 
x' ' i Seja e o. o.. Pelo Lema A3, t.emos: 
" " 
n-+"' 
"' 
qe 
' ' x' 
qc 
' x' o.ixi 
qc 
ctiXi. 
"' ' 
pelo Lema A2, 
"' 
+ 
" 
+ e 
--· n n n n 
" 
t.odo 1 - 1, ... , k. Port.ant..o, a combin.açL:> linear- f'init.a 
k 
converge quase cert.ament.e para l clxi ·• 
i.=t 
que 
paN• 
Lema A5: Se « <x)) é uma sequéncia de f'unç&s cont.i nuas: sobr-e o 
n 
compact.o E S: !Rk ···~ se f (X) 
" 
Hx> 
pont.ualment.e e se f'<x> é continua, ent.~o <f (x)} conver-se l.U"lif"ormement.e 
n 
a f<x}. 
Prova: 
A s:equéncia • t: !x} 
" 
fex) é uma s:equéncia de 
funções continuas com € (x) ::!- O; g <x> ~ g..,<x> ::!- ••• e lim g (x) • O. 
n :t "'- n 
MOl 
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O urdformement.e. 
Seja X E E. Dé lim g: <x> • O, t.em-s:e que 
" 
para t.odo c ) o~ 
MU> 
< pai"' a t.odo N<x,c). Em 
Part.icu.lar, * <x) < c/2. Ent.ão, t <y> e>N(X $ $') Ntx , &> < para t.odo y e c ' X 
onde C é uma bola abert.a de cent.l"o x cont.ida em E. Se is:t.o nâ:o f'osse-
x 
c que ) &. Ent.ão ... 
gt-ltx ~E>(yo) 1: <x> > 
.tnx • &} 
c e/2 • c/2 > O. Assim, , (y ) 0 NUC ,C} O 
~ (x) • N<x, .C) fgN<x ,&l<yo) - g (x) J. Port.ant.o,. dado e > O, dado x E Nht, C> 
E e dada uma bola 
um.a função cont.! nua. 
abel"t.a ar-bitrária C ~ 
• 
> c-/2, de maneir-a que 
c t.al que 
não seria 
Pelo Lema de Heine-Borel <veja BUCK (1965), p. 39> o 
compact.o E pode ser l"E!CObei't.o pol' uma coleçl.o inflrdt.a de bolas abertas 
O com aent.:ros x E E,. exist.indo ainda -wn sub-x-ecobr-iment.o flnit.o de E 
• 
{c.: ... , c.J Para est.e s:ubrecob:riment.o, exls:t.e um indice N<'\,c> 
com 1: <x) 
N(X1. ~&1 l < &/2. para t.odo 1 - 1, ... , r. Seja N<c> • 
sup <N<x~,e>, N<x ,cn. EnUo, para t.odo y .. E <>>dst.e um indice 1 
' 
com y E c e C'loU&l(y) :s C'N( &l (y), pois ~:,<y> 
"' 
l:éY> 
"' 
e NCe) 
"' 
., X l' 
N"\,&) para t.odo 1 • t, ···I> ... E como o :s CNU.a(y) < "'• isto implica 
que o :s 11: {y) < c pa..a todo n 
"' 
N<c) e pa..a t.odo y e E. Lo€0" (g (x)} n n 
conver-ge a zer-o uni:formement.e pa.ra t.odo x e: E.11 
Lema A6: Se 'C (x): E ""' IR é uma sequência uni.f"o:r-mement.e conve:r-gent.e de ,, 
funções cont.inuas sob!"e o compact.o E s IRk e se r<x) • lim 'C <x>, então 
n 
s:up 1: (x) --+ 
n n-tOO 
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sup fút}. 
xEE 
Prova: 
Como f"(x) é limit.e- unit'ot-me de !'unções cont.i nuas, t.emos 
que f'(x) é cont.i nua. Além disso, de acordo com o Lema de BUCJ< <1965) 
p. 74, sup f' (x} e sup f'(x) exist.em, pois f: (x) e f"(x) são cont.i nuas e 
n n 
xEE li:EE 
E é compact.o. Sejam a • C <x ) • s:up f' (x) e 
n n n n 
xa: 
a
0 
• f{x
0
) • sup f<x>, 
"'"" 
onde x n e x 
0 
são os pont.os em E onde f (:x) e :f(x) :respect.-ivament.& 
... 
atinge-m seus valol"'es máximos. Como 1" (x) 
n 
f"<x> unif'or-mement.e, 
t.e-moS que para t.odo c > O existe N<c} E [N independent.e de x E E t.al que 
te n <x> - f(x) I ::S: c/3 para t..odo n :!. N<c> e para t.odo x e E. 
Além disso, f <x> 
n 
De A6.2 t.emos que 
1" (x ) - f"(x ) S (f" (x ) - f"(x_) I S c/3 
nr. n nn , 
:S C <x ) para 'todo x e E. Em part.icul.al'-, se 
n n 
f (X ) S f: (X ). 
no nn 
1" <x > s .c/3 + f"(x >. 
n " n 
11" <x > n o 
t:n<x
0
) - f'(x
0
> ::S 1fn(x0 ) - f'<x0 >1 S e/'3, o que leva a 
f <x ) !f c/3 + f<x
0
>. 
n o 
r <x > :s r <x > ::S. &/3 + f<x > :$ e/3 + f"<x >. 
no nn n o 
<A6.1> 
<A6.2> 
(A6.3) 
CA6.4> 
CA6.5) 
CA6.6} 
De A6..6, t: (x ) - C <x ) .:$. &/3 + :f(x
0
) - f' <x ) e t: ... <x
0
) ::S: .c/'3 + f"(x
0
). 
nn no no 
Mas com c > O, t.emos que 
Dest.a maneira, 1" (X )J. De A6.1 
" o 
CA6.7> 
e A6.7 
t.emos: que I :f <x> - f'(x) I :S .c/3 e C <x> - f(x) :S O e, port.ant..o, f'<x ... > -n n _ 
sup f' {x} -
n 
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s:up f(x) I :5 .c/3 + 2c/3 • 
XEE 
sup f'(x).a 
xa: 
O lema a s:et;uil" é uma ext.ens::lo mult.ivariada do Teot'ema de 
Rolle. Ele !"oi provado e discut.ido em RAI & 1/AN RY2IN (19!!0b) e s:erâ 
inc:luido aqui, pois -foi publicado em um r-elat.ól"'io t.écnico de diflcil 
acesso. 
Lema ~: Se-ja g-: S ,.. !'R uma :funç§:o cont.inua de um subconjunto convexo S 
s_ !RkJ< com del"ivadas parciais de primeira e se~unda ordens: cont.inuas em 
S. seja 1)(.) o vet.or coluna das del"iVadas: par-ciais de pl"ime-ira OJ"de-m de 
~(x) avaliadas em x • . e H<.) a mat.riz hes:s:iana de OI"'dem k de g-(X)~ 
avaliada em x • .. Se há dois pontos x 
• 
em S t.ais que D<x ) • 
t 
D<x ) e- se H(.) é posit.iva ou negat.iva semi de:finida em S, ent..l!lo exis:t.& 
• 
um ponto x 
3 
no &e€ment..o de linha que une os pont.os x :t e x z t.al que o 
det.erminant.e de H<x
9
) é nulo. 
Prova: 
Como xt. & x 2 s.l.o dois pont.os dis:t.int.os:, podemos: es:CI"ever-
o segment.o de linha em S que une est.es dois pont.os como 
com0SXS1. 
Seja FO.) o ve-t.or coluna das derivadas p.a:r-ciais de primeira ordem de-
xO .. ) com respeit.o a )... Ent.ão» FO..) • x 1 
~O.) 
Então, <A7.1) 
• de A7.1 t.emos que • 
Do Te-orema de Rolle unival"iado~ i.rú'"e:r-e-se a exlst.ência de pelo menos: um 
o. 
< h
0 
< 1 t.al que 
d.4>Q.} I . 
dX 2 X•X 
o 
(><
1 
- X )~ft(X(Ã ))(X - X ). 
2 - o 1 z 
Como x - x o< O e a mat.r-iz HC) é posit.iva ou negat.iva semi definida 
• • 
e-m S., ist.o implica que o det.e:rminant.e de 
xO. >.• 
o 
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é para • 
Lema A8: As condições para a aplicação do Teorema Cent.ral do Limite na 
versão de Uapunov exibida em RAO <1973) p. 127, são s:at.isf"eit.as: pat'a a 
sequl}ncla de variáveis aleat.óx-ias independent.es X ,. onde 
n 
X 
" 
par-a o vet.o:r aleat.ório Y de dimens~o nx1 com component.es y, ., D lüp) I 
I..J l .... 'lflo 
"' 
n. Y .. -s .. P .. 
- l ·t D P .. t ,, 
i=O j:::ot 
LJ I..J I..J 
pipij 
com respeit.o à componente ;vt de lp, par-a t. • 1, ... , 
X 
" 
-:t/2 to b z 
• n l. t t. 
t-1 
Prova: 
Pr-ecisamos calcular 
(.i.~, r/5 • EIX,.-1-1,.,1 • B • e c n n 
ECX >~ 2 ~'n • CF 
-n n 
( n -t./2 .t. a: ) . Assim, • 
·-· 
~ 
4. Dest.a f'orma, 
Var-<X >, 
n • 
i) E<X,,? • n -J../"2"! btCE<Zt )l • O, pois E<Zt) • O par-a t. • 1,. ... 1 4, e ,_. 
• l\las Var!Z<Yll • 
• EC'W), onde V é a mat.riz de 
~ -dimensão 4x4 com element.os w • 
r• --
r-~ s: • 1~" ... , 4. Logo, 
Var[Z<Y>l • • -· :;: , com pos:it..iva 
-1. -t Var<X ) • n b-"L b e O < Va.t"(X ) < oo. 
n n 
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de:finida. Dest..a 
dado por 
Assim, o valor da expt'es:são C • 
~ )
tn 
neste caso 
Como o cõmput.o de E I X 13 é complicado, calcularemos E<X4 > 
n n 
e utilizaremos a relação E:fXnl 51 :S tE<X~>l9/4 , que pode s:er der-ivada da 
desigualdade <EIX!'>""';,; <EIXJ'>"'' O < t. ;,; r. Veja RAO (1973> p.149. 
Assim* 
iii) EOC4 ) 
" 
• E~n-v• ~ b Z )• • n-• ? ~f~ b b b b E<Z Z Z Z ). l tt L L rllõtu ratu 
t.;;;::t a v 
Para simplificar a not..aç§oJ escl'everemos 
m n 
S .. • S 1 ,, 
Y._ • Y, ,, D P .. • D P • D e ,~.,J: • l e assim suc:ess::ivament.e at.é r l.J r r 
• pi."~j·•· 
medi.ant.e 
• n-
2 4 b b b,b 
r • u 
!'",SI, ,U 
• Qi."'j·~~ • 
e 2 \'\·N l • ~". L. . denot-ando t-ambém 
i.~· ·=o j •• ·=:t 
) Dest.a f'o:rma_, t.emos r~s~.u· 
"' D D,.D,'D"'u li: 
r lil: t u 
Mas a esperança acima é sempre nula,_ excet.o no caso em que t.odos os: 
1 ndices são iguais ou i'"uais dois a dois. No pr-imeiro caso, E ( YPQP J 4 • 
s .._ 3s<s-2) 
CPQ>9 <PQ> 2 
e no s:egundo caso, E ( 
Temos ent..ã.o que 
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CY-s:P)2 (Y'"-s"'P'")2 
<PQ>2<P'Q' >' ) • ss' PQP'Q'" 
+ 
-· • n { '(' ( "' + Ss(s:-Z) ) '1\ b b b b O O O O + L. <PQ)!!l <PQ) 2 r • s ~~u r til t u r a t u 
'(''('' ss' 
L. !. PQP'Q' ( 4 b b b b I> O 1>'1>' + rs.turat.u r.=. ~u 4 b b b b I> 1>'1> I>' + rstu:rotu r-,Gõ, ~u 
+ 4 b b b b I> 0'1>'1> ) }· Tllõlurst-u 
r-,o,~u 
Ist.o é, 
E<X~ • n -z { '(' ( __,s,__ + 3s<s-2> ) lt- b I> ) • + 
.. L <PQ>' <PQ>' ~. t t 
+ 
' ss:' • [(b D +b D +b D'+b D') 
PQP' Q~ t :1. z z s 3 " " + <b D'+b -· +b D'+b D >
4 
+ 
11.t2994-4-
Nosso int.eres:se é encontrar um limite superior pax-a 
ECX4 >. Sendo assim,_ vale lembr-ar- que para t.odo j • 1, 
" t.odo i • o, ···~ m, t.emos:: 
a> O • exp!-<a+(!d.>l exp[-s . . <e +e d.>l < 1, I>' < 1, 
• 
\. \.j 'i 2:1. • 
b) o, • d.O < d. :Sd I>' < d onde d é a dose m.tudma 
' 1 ' m z 
m m 
c> Ds • -st..l'i..l' ID.I < S .. e 1°;1 < si., j, ,, 
d) o. • -di. st.tij' 1°.1 ( d S .. e to; I < dmsl.'J' m tJ 
Também do válidas as r-elaç5es 
e> com • t. .. q 
... , 
.. lb jd s.)" • As!. + Bs~. + • Cs .. + Ds., + E, ,, com os: 4 m 'LJ \.J l..J 
" 
n. 
' 
e para 
coeflcient.es: 
A, B, C
1 
D e E dependendo apenas da dos:e máxima dm e de b • (b t b , 
• • 
b b )'. 
•' . 
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com • + + 
+ • • As .. l 'J ~ + + 
com os mesmos coe:ficient.es A~ B,. C,. J) e E de (e). 
+ Dsi: j, + E, 
(b D'+b D +b D'+b D )'• 
t t 2 2 9 g • • • (b D +b l>'"+b D'+b D >
4 $ 
tt 2:2 sa "" 
• 
v iji:j' onde 
+ fb9 js,,,, + !h jd s .. >• ~ • m t-J .. + lb id 2 m 
• • 
• • Fs .. 
" 
+ • Os __
" 
+ 
Hs~, + 
CJ 
Is. _ ,, + Ks' Js:v j. + i' j. + Lsv i' + Msi: j ~ + N 9 si·.l:ijij 
Os~·j'si.j + • • R.s:i..'.fsi.j + 
coe:ficient..es F,. G,. ... ,. W 
Ts-v/•i.j + 
2 
Usi'j'si.j + • Vsi:j'sij + 
também só dependem de d e do vetor b. 
m 
h) O < P"{d ) < P .. <d.) < P. <O> < 1 e 
LJ tn LJ I. t-J 
< Q .. <d ) 
'' m 
< 1. 
w. 
Poi<t.anto ~ P. Jd.>Q .. <d.) > P .. <d >Q. <O) • a(tp) onde a(VJ) • a é 
LJ'I.l.Jt, I.Jml.J 
const.ant.e. Mas: se 
onde k é um irrt.eiro po.stt.ivo. 
ou seja, 
-2 
n { l ( " 
.. · 
-· n c 
" 
> 
) 
a, 
• t. .. 
" 
< 
-
ent.ã.o 
+ ll ':: 
-9/2 
n 
9/4 
c ' 
< 
onde c é 
Os 
-k 
a 
cons.t.ant.e positiva que depende apenas do vet.ox- de pal"âmet.ros lp, pois 
-
n 
Seja B • 
~ ( ,~. Efx;~•)"'". Mas desde que 
n 
EIX~,J' :S [E<X:>l3 ,....", t.emos:: que BJ'l :5 l~:1[E(X~>l3 /4 ).,. e, port.ant.o, 
B 
Como as sequênci.as 8 e C são não negat.ivas:~ lim Cr'l ~ O 
n n 
n-.ro 1"'1 
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+ 
se o timit.e exist.e. Por out.ro lado,. t.emos: que O, vis:t.o que 
B 
llm n c:$ l!m 
MOO 
.. o, pela di ver"éncia série 
n 
ha.r-m6ntca. Port..ant.o,. 11m 
MOO 
B 
n c· o. 
n 
condições:: para utilização 
Cent.ral do Umit.e na vers5o de Uapun.ov são sat.tf'"eit.a.s.• 
do Teorema 
Lema A9; Se a variável aleat.ória X segue a d.ist.ribuiç.!o binomial 
negat.iva com pat>âmet.ro:s: m e k,. e k ..., oo, ent.ão lirn P<X • x) • 
k-+00 
Prova: 
Se X .... BN<m,. k), enUo 
P<X•x>•( 
• 
x+k-1 
k-1 
•(1+':1)[ 1 + 
Des:t..a maneil"a,. 
)( m m+k 
x-2 ) ... ( 1 -k 
m 1 + -,z- ) -k 
r ( 
2 ) ( 1 k i+(mA) 
) -k 
)X~: ( 1 + 
" -m m e 
x! 
-k 
m ) . I{ 
lirn P<X a X) • m" Um ( 1 + x-1 ) ( 1 + x-2 J ... ( t - 2 ) . XT T k k 
... ., ... ., 
lim 
.. ., 
X ( 
1 )"[ 1 + m 1+(m/k) I{ 
m 
I{ 
-k ) . 
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" -m m e -=~:;.....-... 
"' 
) -k 
Observaç:lo: Seja uma sequência de var-iáveis aleat.6rias <X }, n ~ i com 
" 
X - BN<m., k ) onde <k >, n "2:: 1 é uma sequência t.al que <k > 
n n n n 
Seja X uma var!âvel aleat.ór!a dist.x-!buida se.,;undo uma dist.r!buição de 
Po-is:son com parâmet.r-o m, Então, o Teo:r-ema 1 p. 242 em ROHATGI <1976) 
:most.ra que X 
" 
" ___, X. 
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AP~NDICE B 
DADOS ORIGINAIS 
Neste Apêndice enoont~~se os conjuntos de dados ~e~ados 
nos dois expe:r-iment.os t..erat.ol6c'icos analisados: nes:t.a t.ese. O p:r-imet:r-o 
deles:,_ exibido na Tabela B1, é pl"ovenient.e do experiment.o de LONING et.. 
al (19<16) e !'oi analisa<!<> por RAl a VAli R112IJ11 (1985) e WILLIAMS <1997). 
o segundo conjunt.o de dados é exibido na Tabela 82,_ Cot gerado em um 
experiment-o de TYL et. al (1983) e est-udado por CHEN a KODELL <1989), 
f'AUSTMAII et. a1 (1989} e RYAN (1992). 
Como :foi expost.o na seç:~o 4..3~ os conjuntos de dados são 
bast.ant.e- dif'ex-ent.es. No pl"'imetr-o c:onjunt.o,. apenas as re-s:post.as dos 
f'ilhot.es dê fêmeas que- geraram ninhadas de tamanhos !5 a 10 Coram 
ree;ist.radas e o t.ot.al de f"émeas no experiment.o é muit.o srande. O 
s:e.t;undo conjunt.o de dados .apl"és:ent.a t.amanhos: Val"tados: de ninhadas e o 
t.ot.al de f'"émE!&S no expel"iment.o é mais próximo ao usual em expe.I"iment.os 
t.erat.Ológ'iCOS. 
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Tabela Bi: Qua.nt.idade de C~meas expost..as à irradiação por raios X e 
classificadas de acordo com o número de implant.es realizados 
e nUmex-o de fllhot.es mol't.os. Dados de Ltlrdng et. al (1966). 
Dose Númer-o de fiç de f"ilhot.es mort..os Tot.-al de 
CRx10-3) implantes o i 2 3 4 5 6 7 .fêmeas 
0.0 5 go 27 9 5 71 
6 86 51 14 4 1 156 
'l 111 73 31 8 1 224 
8 1'9 44 29 9 o i 150 
9 92 29 8 1 70 
10 5 5 2 12 
0.3 5 21' 41 92 17 4 121 
6 28 47 59 28 6 1 1 170 
7 31 61 54 20 19 1 186 
8 12 32 24 22 e i 99 
9 i 6 9 6 1 1 24 
10 1 2 1 4 
0.6 5 16 92 49 49 15 160 
6 7 35 45 97 20 9 153 
7 5 22 27 36 17 9 3 1 120 
8 1 4 12 H e 7 o 2 45 
9 o o 2 2 2 o 1 7 
10 o o o o o o o 1 1 
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Tabela 82: Quantidade de Cémeas expos:t..as ao ft..alat.o de die-t..llexlla 
<DEHP>. classlticadas de acordo com o número de tmp lant.es 
~ealizados é núme~o de fetos ou filhotes afet.ados (mort..os, 
absorvidos e mal'for·mados. Dados de Tyl et al (1983). 
Dos:• 119 de R'? ile li Uiõtes aletaaos: N9 a. 
<c/kt) tmplan~es õ 1 l! 3 .. s 4 7 õ l> iõ h il! 13 14 15 16 17 19 1!1 ur me as õ.o 8 o õ o o {i i i 
9 o o i 1 
10 o 2 2 
u 1 o o 1 2 
12 2 o i o 1 1 5 
13 9 1 1 1 1 7 
14 1 1 o 1 o 1 .. 
15 1 1 
16 1 2 o o o o o o o 1 1 5 
17 o t 1. 
18 o o o o o o o o o o o 1 1 
0.044 4 o 1 1 
8 o o o 1 1 
p 1 o 1 2 
10 o 1 1 
u t t 2 
12 o 2 1 3 
13 2 4 o i t 8 
H o 2 1 3 
15 o 2 1 o 1 4 
16 o o 1 1 
0.001 6 o o o 1 1 
8 t o 1 2 
9 o o o 1 1 
u o 1 1 o i i 1 5 
u 1 1 1 1 4 
13 o t o o 1 2 
14 1 o 2 o 1 1 o o 1 1 7 
15 o o 2 1 3 
16 o o o o o o t 1 
0.101 t o 1 1 
2 o o 1 1 
4 o o o o 1 t 
6 o o o o o o 1 1 
10 o o o t o o o o o o t 2 
t1 o o t o t o t o o t .. 
12 o o o o o o o o o o 1 o 2 3 
13 o o o o o 1 o o o o o o t 2 
14 ·O O t O o o t o o o t 2 5 
15 o o o t o o o o o o o o o o o t 2 
18 o o o o o o o o o o o o o o o o o t t 
tP o o o o o .o o o o o o o o o o o o o o 1 1 
0.292 p o o o o o o o o o 1 1 
tO o o o o o o o o o o 2 2 
u o o o o o o o o o o o 5 5 
t2 o o o o o o o o o o o o 6 6 
13 o o o o o o o o 1 o o o 1 5 7 
14 o o o o o o· o o o o o o o o 2 2 
16 o o o o o o o o o o o o o o o o 1 1 
17 o o o o o o o o o o o o o o o o o 1 1 
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APE:NDJCE C 
ESTIMAÇÃO: ASPECTOS COMPUTACIONAIS 
Nest.e Apêndice :foram colet.adas inf'ot"maç5es sob!'é os: 
aspectos comput.a.cionais cor-r-espondent.es ao Jné.t.odo de est.tmaç.5.o pol" 
mâxima vex-ossimil.hança dos: pax-ãmet.r-os dos modelos x-elacionados no 
Capi t.ulo 3. 
Os pr-oced:iment.os numéricos: dis:cut.idos no Cap1 t.ulo 4 
encont.l'>am.-se progl'..am.ados: nas subr-ot.inas E04JBF,. E04KBF e E04LBF da 
bibliot.eca NAG (1982) e na subrot.ina OPTIM, que é par-t.e- do programa 
MtJLTISO desenvolvido por- RAI & VAN RyziN (1980a). Es:t.as: subr-ot.inas s§:o 
descritas na seção 01 e apresentadas no Apêndice E. Na s:eç:to C21 é 
apresent.ad.a a est.:r-ut.u:r-a necessá:r-ia à mat.r-iz de ent.rada dos dados. 
Finalmente, n.a seç:lo C3, as fUnções de ve:r-ossimilhança e suas de:rivadas: 
são escl"it.as com uma. nova not.açâo, objet.ivando maior- z-apidez no 
pr-ocediment.o de esrt..imaçã.o. 
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ct. APRESENTAÇXO DAS SUBROTINAS 
Na s:ubN>t.lna OPTIM, veja RAI & VAN RY2IN <1980a), 
encont.ra-se pro~:ramada uma modiHc.ação do mét.odo de Flet.chel' & Reeves~ 
onde as del"ivadas são est.imadas por- dif'el'ença.s t'init.as e a. busca linear• 
é fe-it.a dent.ro da :r-e"ião Cact.i vel (no caso~ a de pos:tt.ividade). O 
processo pãra quando a. mudança relattva no valor da função 
-u lo"-ve-r-ossimilha.nça é menor que 10 ou quando as diCe:r-enças: r-elativas 
nos valores dos par-âmet.ros são menores que -w 10 . Para ut.ilizar est.a 
subrot.tna, o usuár·io í"or-nece apenas a :função de int.e:r-esse-. 
As subrotinas E04JBF e E04KBF pertencent.es à bibliot.eca 
NAG <1982) resolvem problemas de minimiz.ação de funções de várias 
variáveis com canalizações, pelo mét.odo quase-Newt.on. A primeir-a 
sul:rr•ot.ina aproxima~ por dif'e-renças f'init..as) as del"ivada.s: da função. 
Assim, o usuário :fornece apenas a função de int.er-es:se. Na seg-unda 
sub't'ot.ina, além da !'unção de inter-esse, o usuár-io for-nece t.ambém o 
vet.or gradiente. Como as derivadas da t'wlção sã.o calculadas de manei:r-a 
exat.a, est.a subl"ot.ina foi a pr-eCeMda em :r-e:l.açllo a E04JBF. Na vel."d.ade,. 
E04JBF -coi usada apenas: na estimação dos parâmet.ros da dist.:r-ibuiç§.o 
binomial nec-at.iva para o t.amanho da ninhada com os dados: de Tyl ei. al 
(1993}, pois nest.e caso, a ut.ilizaçl.o dê E04KBF pt'*oduziu "ovei"flow ... 
Out.ra subl'Ot.ina da NAG (1982), denominada E04LBP, 
mirdm:lza funções de vàr-ias Val'"iáveis: sujeit..as a canalizações,. pelo-
rnét.odo de Newt.on. Pa:toa ut.lllzá-lat o usuál'"io f'ornece .a :função, o vet.o::r-
g::r-adient.e e a mat.:r-i.z he.ssiana.. 
Em seguida, vamos apresentar a est.rut.ur-.a da mat.riz de 
en.t.rada dos dados. 
~ ENTRADA DOS DADOS 
Com o objet.ivo de ot.imizar a leit..ura dos dados, à mat.r-iz 
de ent.::r-ada dos dados será at.ribuida a seguint.e est.'f'ut.ura: 
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ncl c 
Y, Y, ... y e 
d l 
' 
i 
s' E' M' 
d I, 
• 
S" E' M" 
d I 
~d ~d 
"d 
s "• E " M d 
A descriçl'io é :feit-a com o awú lio de t.rês i ndice-s i, j e k~ dois 
k k • 
vet.ores S e M e uma ma.t.riz E , 
o índice ! • 1, . .. , lk identifica o núme:r-o de linhas: de 
~ grupo em uma tabela anAloga à Tabela B1 do Apêndice B, e lk é a 
quant.idede de dif"er-ent.es t-amanhos de ninhadas 
"" 
k-és:imo grUpo <ou o 
nómer-o de linhas: da t-abela para ~ gr-upo) . o 1 ndice j • 1, . .. , c 
descr-eve o nUmero mâximo de colunas c:orx-espondent.es à quantidade de 
f'illiot.es com a x-esposta .advex-sa~> e c é o t.ot.al de di:ferent.és valores 
é o númez.o de respostas adversas 
dif'erent.es observadas ent.re os fllhot.es da i-ésima ninhada no k-ésimo 
e-xpe~iment.aL o indice • 1, ident.inca 
expel"iment..al, sendo n d a quan:t.idade de ~pos exper-iment.ais:. Observe 
que o i ndice j é hierar<quicament.e subordinado aos 1 ndices 1 e k.. 
A dose aplicada às f'émeas do k-ésimo :;I>upo é ~. o vet.or 
'Sf' de dimensão lk ~ tem como component.es as quantidades: ski.., que indicam 
os t,amanhos das ninhadas px-oduzidas: pela i-ésima fêmea. do k-és:imo 
€rupo. A ma:t.riz Ek t.em dimensão lkxc. e elementos e k i. j que denotam o 
nó:mero de :fêmeas do k-é-simo ~rupo com t..ruru:mho de ninhada ski e com y j 
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respostas adversas. O vet.or Mk possui dimensão 1 , e component.e:s: m_ , , k h 
que indicam o t.ot.al de fêmeas do k-ésimo grupo que ~ex-ar-am uma ninhada 
de t.amanho sld.. 
Pat-a exemplifi-cSl' a est.:r-ut.ura da :mat.r-iz de ent.:rada de 
dados, cons:idel'e os dados de Ltining et. al (1966),_ exibidos na Tabela B1 
do Apêndice B. Nest.e caso, l"esult.am 
nd • 3;. c • S; y 1 • o, y 2 • 1, ···~ 
e para. o gr-upo controle,_ 
d • 0.0, 1 • 6; < < 
y • 7 
• 
s • 5, s: • 6, ... , s • 10;. u t2 
"' 
e-Ht. • 30, .. 
-
27, ... ,_ 
" 
• 2; 11Z 
'"" m • 71, 
"' -
156, ... , ... , .. 
-
12. 
u u 
Para ad,lizar o trabalho computacional, a funç~o de 
vex-ossimilhança e suas derivadas serão z.eescx-it.as: com a not.aç~o acima. 
03. MUDANÇA DE NOTAÇÃO 
No processo de estimação,_ as !'unções log-verossimilhança 
l<w> e l(y) dadas nas seçe>es: 3.2.1 ser-ão r-eescl."it..as ut.ili-zando os 
1 ndices da leit.ura dos dados (1 • 1, ···~ \.:; 
t..:r-ansf"ormaç:!'ío na variável 8 z.!> s:ubst.it.uindo-a por 
a dose máxima aplicada, como explicado abaixo. 
j • 1, ..• , c; k • 1, 
- e )/d onde d é 
1 m m 
Para o modelo ~eral RVR., nosso objet.ivo é minimiza:r> 
-Ky;), o núcleo da função opost.a à l.o:S-verossimilha.nça~ sujeít.a às 
a > o~ (3 > o, 
13"/ 
e e "*" e d,_ > o para t.odo k = 1, 
' z • 
- y)~ 
l 
onde {1 - exp[-(a + f'd,_}J} exph;: <e + e d )] 
J<. ki.i 2k e 
A x-es:t..-!ção e 
< 
+ > o, para t.odo .. 1, ···~ 
equivale à :l'est.r-iç:ão 8 + 8 d > O. Assim, nosso problema agora é a 
• 2 m 
rninimiz.ação de -lüfl) sujeit.o às rest.rições: et > O, " ) o, e1 > o e 
e +ed >o. 
• 2 m 
Fazenda • e 
• 
+ e d ' t.emos que e, 2m - e )/d > o e t m 
podemos :l'ees:c:r-evel" -l(lp) como 
.. 
-l(>p ) 
~ 
onde 
" • pki(~ ) • 
~ 
"d tk c c 
-- l l log<Pki) l eki.;Yj + log<Qh) l eh/8 1c i - yj>, 
j=t k=:t \.:::t j=t. 
{1 - exp[-<a + Ad >» exp<-s .!e 
·---;; h -t 
e"> 
2 ' 
+ d <e"- e >/d n, K 2 t m 
e" • 
• 
e .. +e d 
• 2 m 
- A Des:t.a maneira, nosso problema aco:r-a é encontrar os: pont..os a., (1, 
que minimizam .. -l<w >, sujeit.a às restrições 
"' 
> O, 
" 
} o, e 
< 
) o e 
-
• <ê* A e > o. Tendo obt.ido estes pont.os:, bast.-a fazer e, • e >/d e 2 • i m 
teremos encont.rado os valores 1""' maximizam a função 
Vamos agor-a apres:ent.ar, na nova not.a.ção, as f'unçóes de 
modelos considerados no Ca.p1 tulo 
respectivas derivadas. Ist.o será feit.o pox-que est..as expressões:: são 
necessárias nos procediment.os numér-icos de est.im.;aç![o, 
• Antes: porém de apres:en.t.ar as derivadas: da funç:!o -lüp )~ 
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c c 
Th 
1 1 8 1::' -Y 1 l e (s y.), • ~ - Qh -k:\.J kt. J JZ! tJ J pi 
c c 
u 1 i Í eh/5 kt y,), • 2 t\ ,y, - -h • .tJ J • J pki. J" i Qki J''i 
v w Th - "• u, e b ,C C 
e }/ct n. 
1 ID 
,. 
As derivadas são da íunç~o -l(yl ) são então: 
----
---·-
- e )/d n 
1 m 
ltfl 
-ill(1j1) 
""d lk 
~ 
.f. 1 <t - dk/dm)sH'I\:i. TH -00 
' 
-lllüp) ~d lk 
• 
.f.l Cdk/dm>ski.P ld. Th 00 
z 
-ll'l<1JI} 
"'d \..k 
~ J.I 'W . exp!-<a + f3<!,>l exp{-s .le + d ce• - e >/d n .. aa• h h t k • ' m 
• 
• d "' . exp!-(a + rM )] exp{-s re + " ce -)::: kt 'wk kJ.. 1 j,;; 2 
exp{-s .re +d,.<e•-e )/d D 
h.t><.2i m 
1Jc.t882 
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~ 
----
• d,_ (d,/d >V,_.s,_. exp!-(a+(;d,)lexp{-s:k.!l'l +<I,_ <e -e }/d D 
.,. ,;_ m • .t. ~t «. t :1 "' 2. :t m 
= -
'f')d tk 
.f. 1 dl:"""d,.,? • pki v h [(1 - s:hl 
nd 1..k 
• 
,t, 1 (i- dk/dm) dk/dm ski ph v h ---- =-
No modelo Poisson, o núcleo da 
nd 
-l<y) • l n,>~>,exp(-<j>2dk) -
- k=t 
-lll(y) ~d ' 
~ .~. +f '\i"\i - n,exp<-4>,~> -l14>, :t t-1 
-IH <yl nd 'k 
- L -n,~<l>,exp<-<I>,<V ~ J. - + 8ki~i. l14>, k~l 
-;fl(y) nd 
'• 
-
,f, 1 i.~:t = shmki aq,• q,• 
' ' 
140 
função 
-th<r> 
"• ~ 
.4 - -n,d,exp<-q,2d,> élll>, 84>. 
-<~2 l<r> ~d 
~ 
.f. • ---- nkdktP 1exp<-tP2dk) aq,• 
• 
Finalmente, as cor-l"espondent.es expressões pat>a. o modelo 
binomial ne€at..ivo,. são as se~uint.es: 
-l(y) - -1<6 ,6 ,.k) -
• • 
-{Jl(y) 
"• ~ 1 k - Óexp(-6 d,> {16 
' 2 
' 
-lll<y) ~d kdk ~ J. = 6•exp<-62dk) {16 
2 
l (-A, ,Í, "'""\' + ~exp<-6,•\?] 
+ " 
l [ J s.c"\c - ~6 1 exp<-62'\>) ... k 
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-<I"Hr> nd 
-
• 
.?. 86 lJó 
• • 
-d'Hr> 
"d 
- kt. m 116 élk 
' 
z 
-d l<y) 
"• 
- I c l162 
• 
-kd,exp(-6 d ) 
• k 
!6 expC-6 d ) + ld' 
' • k 
6 exp<-6 '\) 
• • 
[6 exp<-6 d ) + 
' • k 
kJ2 
z kdkó exp<-6 d ) 
• 2 k 
[ó exp<-ó d ) + l<:J' 
' • k 
1 
[6 exp(-6 d ) 
• •• 
l. 
L~ shmh ... '\"] 
l k [ -i 1 & 5\~,mk" + n exp(-ó d ) ] • t ~ k 2:.1.:: 
'• [I "'h"'h + r\k)] 
s,.m,, - n 6 exp<-6 d >] 
tt lei 2k 
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APE:NDICE D 
RESULTADOS NUMÉRICOS 
Nest.e Apêndice encontram-se t.abela.s corres:pondent.es aos 
result.ados nt.tn'léricos obt.i.dos com o auxilio 
(a) dos mét.odos numéricos: de Flet.cher Q Reeves, qu.ase-Newt.on e de 
Newt.on~ de-scl'it.os no Capi t.ulo 4 e utilizados: na est.imaç:ão dos: 
par-âmet..ros do modelo condicional geral RVR_, e dos modelos de Poiss:on e 
binomial negat.ivo pax--a o t.amanho da ninhada. 
(b) do p.acot.e est.at.i st.ico GLIM veJ:osão 3.77, ut.ilizado na est.bnaçtlo dos 
parâmet.ros dos modelos logi s:t.icos line.a:r-es- com var-iação binomial ptll"a 
discut.idos: no Capi t.ulo 5. 
Nas seç5es Di e D2 encont.r-am-se-~ res:pect.iv.ament..e_, os: 
r-esult.-ados: de (a) e (b). 
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Di. ESTIMATIVAS DE MÁXIMA VEROSSIMIUIANÇA: MODELOS DO CAPITULO 4 
~ 
Tabela Di.i: Est.tmat.ivas: V' de máxima vel"oss:imtlhança para o parâmet.ro 
~ 
V' • <a, 
-
(l, 8 t' 8 )' 
• 
do modélo RVR a jus: ta do aos dados de 
LUning et al <1966), obtidas pelos mét.odos de Flet.cher li 
Reeves, quase-Newt.on e de Newt.on,. com pont.o Inicial I" o' 
-númex-o de it.el'ações NI e número NF de avaliações da 
função. o máximo da f'unção loc:-verossimilhança é denotado 
~ 
por l(VJ). 
-
~ A 
Mét.odo '~'o V' l{!p) NI NF 
- - -
(1.1 2.1 1.6 1.1 ) !t.2238 !.13!!3. 1.1963 US62l 5795.471 322 2794 
Fle:tcller (1.6 1.5 1.4 1.1 ) !t.2238 1.1359 U962 e.es61J 5795.47t 145 1499 
' 
!5.2 1.4 1.7 1.3 ) n.ms 1.1351 1.1962 1.1559> 5795.471 191 2111 
Reeves (1.5 3.1 1.6 1.4 ) tt.2236 1.1352 1.1961 1.1559! 5795.471 191 1992 
11.23 1.14 1.1 1.16! !1.2241 !.1418 1,1965 1.1564) 5795.471 18 189 
!1.1 2.0 1.6 1.1 ) !1.2231 1.1362 1.1958 t.l561l 57r.i.471 14 65 
!1.6 1.s 1.4 1.1 ) lt.2234 1.1267 1.1959 1,1553) 5795.473 13 58 
Quase Newton (5.2 1.4 1.7 1.3 l !1.223'1 l.t375 1.1963 1.1562) 57!:i.471 29 134 
u.s 3.1 
'·' 1.4 l (t.224t 1.1384 l.t964 1.1562) 5795.471 2t '17 (1.23 1.14 1.1 1.16) lt.2238 1.1377 1.1963 1,1562) 5795.471 6 41 
!t.l 2.1 ••• 1.1 l 11.2233 1.1!66 1.1961 1.1561) 57r.i.469 8 13 
11.6 1.5 t.4 1.1 ) 11.2238 1.1377 1.1963 l.t562l 5795.471 7 13 
Nevtoo !S.< 1.4 1.7 1.3 ) 11.223'1 1.13!!3 1.1963 1.15621 57r.i.471 17 39 
(1.5 . 3,1 1.6. t.4 l 19.2238 1.1384 t.l963 1,15621 519S.47t I! 2t 
11.23 1.14 t.! 1.161 11.2238 l.t31B 1.1963 1.15621 5795.471 3 5 
Observaç.lo: As ~st..x-içlSes: aplicadas em t.odos: os casos s:to da f"arma 
_, .. 
1~0x10 :s: .,_ S 1.oxt0 para 1 • 1, 2, 3, 4. 
' 
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Tabela Dt.2: Est.imat.ivas y de má.xima ver-ossimilhança pal."a o parAmet.I"o 
-y • <r 1 y >' da d!s:t.:ribuiç~o de Pois:s:on para o t..amanho da 
- l • 
ninhada ajust-ada aos dados de Ltin!Ol; et. a1 C1966), obtidas 
pelos mét.odos de 'flet.cher 9: R.eeves:, quase-Newt.on e de 
Newt.on, com pont.o inicial ~0, númei"O de it.er-açtses: NI e 
núme:ro NF de avaliações da Cunção. O má.ximo da f'unc;:ão 
~ 
log-vel'ossimilhan.ça. & l<r> • -10523.78. 
Mêt.odo 
Fldcber 
& 
R.uve:s 
12.1 1.91 
14.6 !.21 
13.4 t.BI 
1!.5 1.21 
17 •• 1.21 
12.1 1.9) 
14.6 !.2) 
13.4 t.Bl 
!!.5 1,2) 
17.1 1.2) 
lz.t t.9l 
14.6 !.2l 
13.4 I.Bl 
1!.5 1.2l 
11.1 1.2) 
-
17.&417 1.2264) 
17.1417 1.22641 
17.1417 1.22641 
17.1417 &.22641 
17.8417 1.22641 
17.1422 •• 22621 
17.8413 1.2267) 
17.1427 1.2266) 
17.8419 1,2264) 
17.1416 1.2263) 
17 .1411 1.2262) 
17.1413 1.22631 
17.1417 1.2264) 
17.1411 1.2262) 
17.1418 1.22641 
Nl 
19 
13 
17 
21 
14 
7 
4 
6 
6 
3 
6 
5 
5 
7 
2 
139 
99 
!15 
127 
li! 
42 
34 
43 
43 
31 
12 
e 
7 
15 
5 
Observaçl5es! 1> As :rest.:riçl5eS aplicadas nest.e caso sll.o da f"o:rma 
t..oxto-cs ~ r 
1 
:s t.oxto"' e -t.Ox106 ~ .r z ~ 1.0x1ocs. 
11> A1(;uns pontos, t.a1s como <0.1 0.2>, <0.2 0.1> e (0.8 
9.4> levaJ"am a "'ove:rflow .. p.ara o mét.odo de Newt.on. 
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Tabela D1.3! Est.imat.iva y de máxima vet>os:s:imtlhança para o par-Ame-t.r-o 
.Método 
Fletcher 
I 
Reeves 
~ • <r 1 , Y z" y 3 >' da dist.l"'ibuiçSo binomial ne~ativa para o 
t.amanho da ninhada ajus:t.ada aos dados de Ltinilll:' et. a1 
C1966), obtidas: pelos mét.odos de Flet.cher- & Reeves, 
quase-Newt.on e de Newt.on com pont.o inicial r , númel"O de 
_o 
tt.er.açeles NI e número NF de avaliac;Oes da f'unção. O máximo 
~ 
da função log-vel"ossimilhança. é denotado pol' l(y). 
uu u 
( 1'.t 2.1 
( 1.9 1.7 
( 6.1 M 
( 7 •• 1.2 
9.11 
3.61 
2.41 
111.11 
1011.11 
1!1.1 4.t 9.1) 
I 1.1 2.1 3.tl 
( 1.9 1.7 2.41 
I 6.1 1.4 !tt.ll 
I 7.1 1.2 llft.tl 
Ul.l 4.1 
( l.t 2.1 
I 1.9 1.7 
( 6,1 1.4 
( 7.1 1.2 
9.1) 
3.11 
2.4) 
lll.tl 
!111.1) 
r 
-
17.1417 8.2264 
17.t421 1.2265 
(7. 1417 •• 2264 
17.1417 1.2264 
(7.1418 1.2264 
2369.136) 
1781.4171 
2353.434) 
1663.629) 
1819.7121 
17.1396 1.2239 5!4.75241 
17.1715 1.2329 584.1!61) 
17.1414 1,2238 9!1.4848) 
17.1481 1.228! 527.57261 
17.1232 1.221! 1tll.ttlll 
17.1469 1.2274 
17.1418 1.2264 
17.1447 1.2271 
17.1417 1.2264 
17.1417 1.2263 
11.49391 
8.!1461 
8.15351 
111.16631 
1111.1351) 
l<r> 
-10521.77 
-11521.11 
-10521.76 
-1152&.93 
-11521.16 
-11514.65 
-11515.72 
-11518.65 
-11514.116 
-11519.19 
-11!51.88 
-11165.11 
-!1162.33 
-11447.44 
-11519.18 
Nl 
3867 
3922 
3936 
31!14 
3796 
38 
48 
44 
-25 
3 
14 
29 
47 
3 
2 
NF 
3250é 
32m 
32496 
32493 
32193 
m 
2!8 
192 
123 
52 
28 
64 
!18 
4 
8 
Observações: i) As rest.riçOes 
i.Ox10- 6 ;; 
aplicadas 
.. 
r • ~ t.Oxto ~ 
silo da :forma 
1.0x1o" e 
i!) 
i!i) 
Ox10-6 < 1.. - r s s 1.0x10
6
. 
O nâmero mâxbno de ava.liaçtses da t'unçl!o pex-mit.ldo f"ol 
92500 pa.I'"a o mét.odo de Flet.cbe:r- &: Reeves:. 
o ponto <7 .O 0.2 1.0x106 ) levou à ··overflow" 
o mét.odo Quase-Newt.on. 
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para 
Tabela D1.4: Es:t.imat.1vas '11 dê máxima vet'ol<s:lrn!lhança pat'a o parâmet.t'o 
Mét.odo 
flett:ber 
I 
beves 
1p • <a, fi, e.,,. e 2 >' do modelo RVR ajust.ado aos dados: de 
-Tyl ot. ai <1993), obt.!dal< pelos: mét.odos de F'let.cher & 
Reeves:, qu.a.&e-Newt.on e de Newt.on,. com pont.o inicial l)j 
:_o"' 
número de it.erações NI e número NF de avaliações da 
f"unç~o. O mAximo da f'unçJio lot;--ver-o.ss:imilha.nça é denot.a.do 
~ 
pOI' }(ljl). 
-
11.9 s.7 e.z e.t 1 
11.9 6.4 1.3 6.1 ) 
!1.4 3.9 1.5 UU 
{1.4 1.1 1.2 1.1 ) 
{1.79 1t.t t.1! !.le-61 
(1.9 5.7 1.2 t.t ) 
!1.9 6.4 1.3 1.! ) 
(1.4 3.9 !.5 1.1!) 
IM t.! 1.2 t.l l 
11.79 lt.t 1.11 l.te-6) 
,.., 5.7 t.2 t.! l 
,.., 6.4 1.3 1.1 ) 
11.4 3.9 1.5 U!l 
11.4 1.1 1.2 1.1 ) 
11.79 lt.t 1.1! l.te-6) 
-
1!.6576 6.7525 1.!237 !.le-61 
11.9191 6.4111 1.1138 t.le-61 
11.7939 9.7314 1.1159 !.le-61 
!3.6462 !.!421 1.1357 !.le-61 
{t.7B77 9.9943 1.!162 l.le-61 
11.7931 9.85i5 1.!162 t.le-61 
{1.7942 9.8121 1.1161 l.le-6) 
{1.7913 9 .81!t 1.!159 l.te-6) 
{1.7927 9.8147 1.1161 t.te-6) 
!1.7919 9.8136 1.1161 l.te-61 
11.7896 9.8165 1.1159 l.te-61 
tt.7922 9.8131 1.1161 t.le-6) 
11.7918 9.8136 1.1161 1.1.-61 
(1.7919 9.Bt34 1.1161 t.te-6) 
(1.7919 9.8134 1.1161 l.te-6) 
J{ljl) NI NF' 
731.1157 179 1962 
732.7341 6 55 
726.4716 1142 12794 
733.1726 98 1115 
726.4831 28 31S 
726.4685 !I 43 
726.4684 B 43 
726.4684 16 73 
726.4685 15 58 
726.4684 5 34 
726.4684 7 15 
726.4684 8 15 
726.4684 B !! 
726.4684 13 16 
726.4686 2 3 
Observaç&o: As l"est.riç&s aplicadas em t.odos: os casos sl.o da 1'orma 
_,. .. 
t.oxtO S: Jl, S t.OxtO para t • 1,. 2,. s, 4 . 
• 
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Tahéla D1.5: Est.imat.tv.&S: r de máMima verossimilhança pat"a o par-Amet.ro 
-~ • <r,, r 2 >~ da dist.r1bu1ça:o de Pots:s:on par-a o t.amanho da 
ninhada ajust.ada aos dados de Tyl et al (1983), obt.idas 
pelos mét..odos de Flet.cher 8: Reeves:, quase-Newt.on e de 
Newt.on,. com pont.o inicial ~0, número de tt.erações NI e 
número NF de avaliações da f'unç!S:o. O máximo da f"unção 
A 
loc;:-verosstmilhança é l(y) • -2452.32. 
Mét.odo 
Fietc.her 
' Reeves 
8uur Nntao 
Newton 
( 2.. 1.5) 
< 4.2 t.n 
( 3:7 1.4) 
(11.5 3.8) 
{!3,1 1.2) 
I 2.1 t.Sl 
( 4.2 1,7) 
( 3.7 1.4! 
!11.5 3.8! 
U3.t 1.21 
l 2.1 t.Sl 
( 4.2 1.7) 
( 3.7 t.4l 
Ut.S 3.81 
(13,1 1.2! 
-
!12.7228 1.2499) 
(12.7228 1.2499) 
(12.7228 1.2499) 
(12.7228 1.2499) 
(12.7228 1.2499) 
(12.7224 1.2495! 
(12.7228 1.2499) 
!12.7247 1.25171 
(12.7218 t.249Bl 
(12.7224 1.2511) 
112.7228 t.2Stf) 
!12.7223 1.2511) 
112.7226 1.2499) 
(12.7121 1.2471) 
112.7228 1.2511) 
Nl 
21 
37 
19 
li 
13 
8 
6 
8 
6 
4 
8 
6 
7 
4 
2 
NP 
128 
199 
114 
7ó 
93 
46 
38 
43 
42 
31 
I! 
e 
li 
!3 
3 
Obser-vações:: 1> As rest.riç~ apHcadas nesLe 
1.0x10-d ::S y ._ :S t.Ox106 e -t.Oxt0° !$. 
caso do da f"ol'"ma 
r ;; t.Dxto" . 
• i i) Atcuns pont.os:,. t.ais como (0.2 1.5>,. levar-am a 
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Tabe-la Dt.6: Est.imat.iva y de màxima verossimilll..ança para o pêll"âmet..r-o 
Mét.odo 
fletcher 
I 
Reevu 
llewton 
-y • C:r 1, y z' y 5>" da dls:t.ribuição binomial ne:;at.tva pax-a o 
-t.amanho da ninhada ajust.ada aos dados de Tyl et. al (1983>, 
obt.idas pelos mét.odos de Flet.cher- tl Reeves, quase-Newt.on e 
de Newt.on com ponto inicial ~0, númer-o de it.et"ações Nl e 
número NF de avaliações: da f'unção. O rn.ãximo da f'unç~o 
A 
log--verossimilhança é denotado por l(y). 
I 6.7 1.3 4.31 
I 9,3 1.1 4.91 
115.t 3.1 8.11 
I 6.9 1.2 9.11 
112.1 1.2 !1.11 
I 6.7 !.3 4.31 
c 9.3 t.! 4.91 
1!5.1 3.1 8.11 
I 6.9 !.2 9.11 
1!2.1 1.2 lt.tl 
I 6.7 1.3 4.31 
I 9.3 1.1 4.91 
115.1 3.1 B.ll 
I 6.9 1.2 9.11 
1!2.1 1.2 !t.tl 
r 
-
112.7228 1.2581 
1!2.7228 1.2508 
112.7228 1.2511 
112.7228 1.2501 
112.7228 1.2501 
112.7171 1.2461 
112.6714 1.2287 
112.7424 1.2511 
112.6812 1.2325 
112.7134 1.2431 
1!2.7392 1.2517 
1!2.7164 1.2457 
112.7174 1.24&3 
1!2.7175 1.2464 
112.7179 1.2467 
2629.928 ) 
2849.893 ) 
2485.199 I 
3972.492 I 
3571.411 I 
4.3 l 
4.9 l 
8.1 l 
9.1 I 
lt.l l 
4.89421 . 
5.41531 
8.44741 
9.12861 
11.77251 
-
A 
l<r> 
·2452.21t 
·2452.218 
·2452.214 
-2452.247 
-2452.239 
-2397.741 
-2412.766 
-2418.774 
-2421.965 
-2424.616 
-2412.122 
-2416.331 
-2421.281 
-2422.M9 
·2426.374 
NI 
3896 
3944 
3956 
2325 
3152 
8 
5 
5 
8 
4 
16 
lt 
7 
5 
5 
NF 
32494 
32m 
32494 
19417 
25374 
79 
64 
71 
B9 
61 
3:i 
2t 
13 
• 11 
Observaçaes= t> As rest.I"'ições aplicadas neste caso são da f'"orma 
t.Oxto" e 
11) 
t.oxto"" ~ r. ~ t.oxto", -t.oxto6 
t.oxto·<> ~ r 
9 
~ t.oxto". 
~ r < . -
Para o mét.odo de Flet.chel' &. Reeves, o pont.o <12.0 02 
t.OxtO"> levou em 16 lt.eraçi!Ses e 128 avallaçi!Ses da 
f'unç!lo, ao valoro -2452.319 da f"unç.lo no pont.o 
" (12.7228, 0.25, 1.0x10 ). 
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DZ. ESTIMATIVAS DE MAXIMA VEROSSIMILHANÇA: MODELOS DO CAPITULO 5 
Tab•la D2.1: Est.imat..lvac dos pA!"'.lmet.ros dos modelos lo~ist.lcos: 
produzidas pelo pacot.e esLat.ist.lco OLIM. p~a os dadoB de 
LUnln~ o~ ai (1966). 
Modelo 
I 
11 
IH 
IV 
v 
Vl 
V li 
VIII 
Es:t.lmat.iva 
-1.593 
-2.1111 
-2.154 
-2.355 
-2.495 
-2.512 
-0.9232 
-0.1>523 
-1.16!'1 
-1.202 
-1.174 
-2.197 
-0.!'1279 
-0.4337 
-o .4'1'54 
-0.4287 
-0.485!1 
-0.9706 
-0.3499 
-0.1492 
-0~1729 
-0.1090 
-0.04245 
-0.11650 
-0.3565 
-0.1454 
-0.1731 
0.2167 
-1.463 
-0.3913 
0.2314 
-0.1029 
-0.7156 
0.8287 
-0.19!12 
0.2882 
-2.202 
-1.08!1 
-o. 411''2 
-1.352 
2.755 
-0.1031 
-2.092 
2.906 
Erro-padr~o Parâmet.ro 
0.1416 TOt 
0.1090 T02 
0.08253 TOS 
0.1021 T04 
0.1495 TO!S 
0.3451 T06 
0.09004 TA7 
0.06981 Tta 
0.06606 TtO 
0.08430 ~·· 
0.1602 Tt.l. 
0.5266 Ttl 
0.07162 TZt 
0.06751 .... 
0.07092 Tas 
0.1078 T:tt 
0.2593 Ta& 
0.2913 TO 
o .2181 ... 
0 .. 2264 Ta 
0.04079 ro 
o .03207 r• 
o.o3540 r• 
0.2556 ~o 
0,1432 .. . 
o .2058 .. . 
o.o3560 r 
0.08958 6 
0.1890 TO 
0.1l424 'l'.f 
0.1345 ... 
o.o2o52 r 
0.2427 a 
o .5936 (1 
0.03450 y 
o .09618 6 
0.04-902 TO 
0.03649 .. . 
0.03741 .. . 
0.1518 a 
0.1020 (1 
0.02053 y 
o .04042 (l 
o .09783 (1 
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Tabela 02.2! Est.1mat.ivas dos modelos lo:;1st.1cos 
produzidas pelo pacot.e est.at.ls:t.tco OLIM, para os dados de 
Tyl e~ al <11>93). 
Mode-lo Es.t.tmat.lva Erro-padr:lo Paràmet.ro 
I 0.5108 0.7303 TOt 
-1.253 0.9018 TOa 
-2.1!>7 0.7454 TOS 
-1.946 0.6213 To• 
-1. 4!>4 0.3336 TOS 
-2.0!>2 0.3352 TO .. 
-1.653 0.3639 TO? 
-13.48 132.7 TOO 
-1.033 0.2541 TO I> 
-2.773 1.031 TOlO 
0.4520 0.4835 TOtt 
-1.090 1.155 T t. t:Z 
-0.5108 0.7303 T t. 1-8 
-2.079 0.7500 Tt. t.4 
-2.197 1.054 T t t!l 
-3.045 1.024 T tlCJ 
-2.079 0.5303 T t. 1'1 
-2.135 0.3188 T t. l-A 
-2.251 0.5257 Tti!D> 
-1.872 0.3798 TIZO 
-1.946 0.7559 Tt.Z& 
-8.167e-t 0.8165 T l:tt 
-1.946 0.7551> TI:ZS 
-0.61>31 0.7071 Tl:t4 
-o. 7205 0.2874 TZZD 
-1.946 0.4964 Tt2Cf 
-1.435 0.4976 'r._ • ., 
-0.8183 0.211>2 TZJ:• 
-1.692 0.4119 TZtO 
-0.5108 0.5164 'I' a ao 
10.29 100.8 TaBt 
10.26 72.59 Tsaz 10.56 59.52 "~'••• 10.82 55.26 TSB-4 
0.6190 0.4688 Ta ao 
-0.09097 0.3018 'I' ases 
2.833 0.7276 TBB'1 
0.6360 0.4122 TS38 0.2977 0.2415 T B!li> 0.4055 0.3727 TB40 
2.833 1.029 T a•t. 1t.7S 49.41> T8,f,2 
11.12 52.44 T44!1 
11.20 36.68 T444 11.28 23.00 T,f,45 
11.35 20.84 T44d 
2.651 0.4224 T447 11.49 95.66 T448 
11.60 49.98 T440 
11.65 49.80 T-450 
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Tabela 1>2.2: Est.hnat.i v as dos parAmet.ros dos modelos lor;is:t.tcos 
pl"'du:zl das palo pacot.a ect.at.!st.lco OLIM, par-a os dados de 
Ty I et. ai <1983>. Cont1nuaçlo, 
Modelo Est.tmat.t v a Erro-padr~o ParAmet.ro 
Il -2.714 0.8034 TO 
-1.269 0.9948 H 
-0.9631 0.7632 TZ 
0.3405 0.5547 TO 
5.535 2.798 T4 
0.09154 0.05701 r• 
-0.06014 0.07751 r• 
-0.01031 0.05911 r• 
0.03721 0.04146 r• 
-0.1266 0.2123 r• 
Ill -2.024 0.6481 TO 
-2.494 0.4921 H 
-1.467 0.3848 TZ 
0.6244 0.5171> TO 
3.899 0.9302 T4 
0.04162 0.04620 r 
-0.1371 0.3343 6 
IV -1.81!1 0.3966 TO 
-2.97!1 0.31>52 Ta 
-t .<192 0.9731> TO 
0.<1811 0.9809 TO 
3.1185 0.5238 T4 
0.026<11 0.02739 r 
v -3.81>9 0,6711 a 
25.<11 4.<189 (I 
0 •. -1251 0.04922 r 
-0,6602 0.3928 6 
VI -1 .<154 0.1283 TO 
-2.035 0.1748 ... 
-1.094 0.1292 TZ 
0.8267 0.1908 TO 
9.919 0.4117 u 
vu -2.826 0,3813 Q 
16.79 0.7792 (I 
0.04451 0.02745 1' 
VIU -2.237 0.1075 
"' U.63 0.7757 (I 
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APE:NDICE E 
PROGRAMAS 
Nest.e Apêndice encontr-am-se os pro~;rarn.as computacionais: 
escritos na lin.gl.J.agém FORTR.AN 77 e ut.tlizado.s na es:t.imação dos 
paz.Amet.ros dos modelos discut..idos no C:api t..ulo S, além da sequência de 
comandos: do pa«ot.e est.at.i st.ico GLIM que :foi ut.ilizada no ajuste dos 
modelos do Capi t.ulo 5. 
Na seç:So Et são exibidos os p:rotr-.a.m.as ret'erentes; ao 
rnét.odo dos gr-.adient.es conjugados proposto por- Flet.c:her &. Reeves. 
Primet:r-ament.et é apresent.ada a subrotina OPTIM dês:e-nvolvida por RAI & 
VAN RYZIN (i990a>, pa:t"a minimização de f'"unçt':Ses com res:t.riçlio de 
positividade n.a.s var-taveis. Em seguida é- apresent-ado o prosr-ama mes:t.l'e~ 
.I'>esponsável pela leit.ux-a de dados, enecuçã.o de cálculos auxiliar-es e 
chamada da subrotina de mínimização. Em Se€;uida., são lis:t.adas as três 
subrotinas que permitem calcular o opost.o da função log-veros:simi.lhança 
para os modelos condicional de dose-res:post.a~ de Pois:s:on e binomial 
Negat.ivo,. nesrt.a or•dem. 
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Os: progr-amas necessários à ut-ilização d.as: subrot..inas: 
E04JBF e E04KBF da bibliot.eca NAG <1982), quEt minimizam :funções com 
canalizaçê'Ses: (no nosso caso, re-s:t.I·ições de- posit.ividade) pelo mét.odo 
quas:e-Newt.on de Bt>oyden-Flet.cher-Ooldf'arb-Shanno são apresent.ados: na 
seção E2. A dit'ere-nç.a entl"e estas duas subr-otinas é que a seg-unda 
calcula diretamente o vetor- €l'adient.e da função a se-r minimizada, 
ct~quant.o que a primeh·a o apr-oxilW...l pol' diferenças finitas. 
Na s:eção E3 são lis:t.ados os pl'ogramas que serão 
ut.ilizados com a subrotina E04LBF da NAG (1982). Est.a subrot.ina permite 
a minimização de funções com canalizações pelo mét.odo de Newt.on. 
Nas seç5es E2 e E3 os: programas são list.ados: na mesma 
o:l'dem. P:dmeir-o,_ t.emos os: o pr-og-r-ama mes:t.l"'e, com a mesma :finalidade do 
p:r-o~r-ama mes:t.re par-a o método de Flet.chel" & Reeves:. Em seg-uida,_ são 
apresent.adas: as subrot.inao:;; quP- calcuLam as !'unções: -lo€-ver•ossimilhança 
e suas de I" i v ada:s:. s:ubz.ot.inas r-eferentes aos mét.odos 
quas:e-Newt.on e de Newt-on~ imediat..ament.e ap6s: as s:ubl'ot.inas que calcu.lam 
as :funções a sez.em minimizadas, deve sei' inserida a subl'ot.ina MONIT ~ 
r-esponsável pelo monit.or-ame-nt.o do pl'ocesso de minimi:zaç~o. Ela 4 
e-xibida ao :flna.l da seção R3. 
Na seção E4 é apl"esent.ado o progl"~ que calcuLa as 
estimativas das matrizes de informação de Fisher para os modelos de 
dose-respost..a e de Poiss:on calculadas na seção 3A.t. Est.e pr-o~ram.a 
peNnit.e ainda calcul.al:- as probabilidades de respost.a adversa 
condicional e incondicional,. dadas respect.ivament.e nas seções 3.2 e 
3.9. 
A medida que os p:r-Of:l"amas t'ol"em sendo .apres:ent..ados:, 
far-emos br-eve-s coment.ár-ios: sobr-e suas: variáveis:. Est.es comentários: não 
serão I'epet.idos em todos os pro~ramas. acompanhando as variáveis apenas 
nas suas primeiras: apar-içe)es. Para t.ornar os px•ogr-amas: mais claras:, o 
usuário deverá conhecer a estrutura da matl"iz de entrada de dados: 
descl'it.a no Apêndice C dest.e t.rabalho. 
A sequéncia de comandos do pacot.e es:::t.at.1 st.ico GLIM1 
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ut-ilizada no uju.st.e dos modelos log-1 st.icos do Capi t.ulo 5 pode ser vista 
J:"l.Jl seção E5. Es:t..ão separados os pro,:r-amas para os dadas: de Lünin~ et. al 
(1966) e Tyl et al (1983). Observe ainda que a última série de comandos 
é utilizada na <?S'timaç~o do par-Am~t.ro de- variação ext.r•a-binomial -d.<:J 
ma.neir·a como .foi apre-s:ent.a.do em WILLIAMS (1982). 
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c 
c 
c 
c 
c 
• c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
;: c 
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c 
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' 
c 
c 
'c i' 
c 
'C 
:c 
:c 
c ;c 
c 
,c 
. c 
E!. KETOOO DOS GRADIENTES CONJUGADOS 
DE FLETCHER & REEVES 
Subrotina OPTI/1, de RAI & VM1 RYZIN íi9B0l. Mimimiza uro;o., 
f1.mcao de varias variavris Pdo mt-todo dE: fLETCHER & REEVES, 
sob a restricao de positividade d~s variaveis. 
SUBROUTINE OPllMni, X, F, G ,S,XHIN, XMAX ,EPS,DELX,FACC,MAXFN, KF, 
lTER,lFNl 
Esta Sl.ibrotina busn. o ponto q1Je minímiza uma f·uncao de 
interesse f<x), onde x"" <xi, ••• , xn) suJeita as restricoes 
do tipo li(:::: xí (::::ui, i:::: 1, ••. n. E parte de MULT!B0, um 
programa m~ior des~nvolvido por RAI & VAN RYZIN !i980a}, Usa 
1.1m metodo modificado dr Fletcher & ReeVf.:'S, onde a derivada 
Primeira e estimada por diferencas finitas. 
Q usuar i o devera fornece:r: 
N: dinu-:n~.ao do vetor x; específica o numero de vari-aveis 
independentes da funcao objetivo. Exemplo: modelo RVR n ~ 
4, Poisson n ~ 2 e Bin. Nes. n "' 3; 
X:: (>:1, ••• , xn}: ponto a p.art ir do qual ser a in'1ciado o 
procedimento de minimizacao da funcao. Na salda contem a 
a estimativa de maxima verossimilhanca; 
XMIN: vetor de dimensao n cujas componentes especificam o 
liMite inferior da correspondente componente de x: 
XMAX: vetor de di~ensao n cujas componentes especificam o 
limite superior da correspondente componente de x; 
EPS: precisao req~erída no procedimento de maximizacao; 
DELX: incremento para o calculo da derivada} 
FACC: precisao da maquina; 
MAXFN: numero aaximo rle avaliaroes da f~ncao• 
KF: per iodo para a imPressao de resultados parciais. 
Parametros de salda: 
F~ funcao objetívo f(x), avaliada em cada ponto~ Na saida, 
contem o valor mínimo da funcao objetivo; 
G: vetor gradiente de diaensao n, que contem as derivadas 
primeiras de f(x}, avaliada em q1.talquer ponto; 
S: vetor direcao de di me~<"'" 1;; 
ITER: numero de iteracoes efetuadas~ 
IFN: numero efetuado de avaliacoes da funcao. 
FUNCT(N,X,F): subrotina fornecída pelo usuario para 
calcuhr a funcao objd ivo em cada ponto. 
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9 
10 
i! 
12 
13 
14 
16 
18 
19 
20 
223 
224 
225 
227 
222 
21 
23 
24 
DF =9. 0D·-i :<:OABB í f i 
JF (!f' .NE. 0) PRHH 8 
DO 9 JoLN 
G(])d.003 
00 ii l=i ,N 
51!)"0.0[)@ 
GGfo\.000 
DO 60 lCYCo1,NP1 
IF {!P .EG. 0) GO TO 12 
lf IMODIJTER,IPI .NE. 0) GO TO 12 
PRINT 50~,ITER,IFN 
PRINT 50l,F 
PR!NT 5~2t<X<I>,I~i,N) 
PRINT 503,1G(J) ,l"i,Nl 
!TER=lTER+i 
NF=IFN+Nt2 
!F INF .GE. MAXFNI GO TO 80 
!f IJCENT .EG. 1 .ANO. NF+N .GE. MAXFN) GO TO 80 
00 14 Jo1,N 
SX=Xm 
Xlli=SX+OELX 
IFN=JFN+l 
CALL FUNCTI N, X, fY) 
DELF=FY-F 
!F !GABSIOElF/FI ,GE. FACCl GO TO 13 
Glll=i.RD0 
GU TO 14 
G IIl =DELF /OELX 
xm=sx !F (JCENT .EG. 0) GO TO !9 
DO 18 Joi,N 
sx~xm 
XW=SX-OElX 
IFN~IFN+i 
CALL FUNCTIN,X,FYl 
OELf=F-FY 
!F IDABSIDELF/F) ,LT. FACCl GO TO iB 
G!Il=5.0D-1•!Gill+OELF/OELXl 
Xlli=SX 
~~LTo~r~g~~00~0~0~6 ~o TO 20 
IF {!CENT .EG~ i) GO TO 82 
ICENT=! 
GO TO 16 
z~GG/GOP 
AU1AX=1.00+i0 
DO 228 l=i,N 
SJ;Z•S(!)-0(!) 
sm=sJ 
!F IS!l 223,228,224 
SJ;-SJ 
XL!M=X\ll-XM!Nill 
GO TO 225 
XL!H=XHAXI!l-X(J) 
!F IXLJM ,LE. EPSl 60 TO 227 
ALMAX=OH!N11ALHAX,XLJM/Sll 
GO TO 22B 
5(!)=0.000 
CONTINUE 
CALL VPROO(S,G,N,GSl 
JF lOS .LT. 0,000) 60 TO 21 
!F IGGP .NE. 1.000) 00 TO 10 
!F IJCENT .EQ. 1l 60 TO S2 
!CENT=i 
60 TO !6 
ALBoOHIN!IALHAX,-2.0D0•DF/GS) 
SJHo0,0D0 
DO 23 l=1,N 
STM•DKAXliSTM,OABSIS(llll 
Xili=XIll+ALB+Sill 
IFN=!FN+l 
CALL FUNCTIN,X,FBl 
TEMPofB-F-GS+AlB 
!F ITEMP .LE. 0.000! GO TO 30 
ALC=-GS*AlB**2/(2.0D0•TEMPl 
lF IOABSIALC-ALB)/ALB .LE. 5.0D-2l GO TO 50 
AlC=OMIN!IALC,4.000•ALBl 
!F IALC•STM .GT. EPSl GO TO 34 
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2~! DG 26 J::::i,r; 
26 XllloX!lHLB>S(!) 
Tf OCENT .EG.. 1l GO TO 82 
ICENT~l 
GO TO 16 
30 ALC=OMINW.0D0•ALB,AlMAXl 
34 !F IALC .L!. ALMAX) GO TO 36 
!f IALB .CO. ALMAXl GO TO 50 
ALC::::5.0D-i*{ALB+ALMAX) 
36 ADf=ALC-ALB 
DO 38 l=l,N 
3B Xlll=XI!)+ADf•Sill 
IFN=!FN+l 
CALL FUNCTIN,X,fC) 
IF UFN .EO. i->iXf'N) Gü TO 80 
!f lfC .GE. FBl GO TO 46 
IF IALB .Ll. ALCl GO TO 40 
ALMAX•ALB 
40 fB•fC 
ALB•ALC 
Gü TO 24 
46 ADf•ALB-ALC 
OD 48 l•l,N 
48 Xlll•XIll+ADF>SIIl 
!F IFB .LT. Fl GO TO 50 
GO TO 25 
50 GGP=GG 
Of•F-fB 
60 F•FB 
GO TO !0 
80 Kf•i 
82 !F (!p .EG. 0) GO TO 64 
PRINT 83 
83 FORMATI!H0!24X, 'RESULTADO fiNAL DE OPTIM'l 
PR!Hl 500, TER,!FN 
PR!NT 50!,F 
PR!NT 502,(XIll.l•l,Nl 
PR!NT 503,1G(Jl,l•!,N) 
B4 RETURN 
c 
8 FORMAT il9X 'RESULTADOS PARCIAIS') 
500 FORMAl iBX, 1No !TER. ',!5,1BX 1 'No AVAL. DA FUNCA0',!5l 50i FORMAT (i5X 'VALOR DA FUNCAO ,E15.7J 
502 FORMAl IBX, 'NO PONTO' 3X,7Ei5.7/114X,7El5.7ll 
583 FORMAl 19X, 'COM ORAO. 1,3X,7E15.7/114X,7Ei5.7ll 
c 
ENO 
c 
SUBROUT!NE VPROOiG,S,N,GSl 
IMPL!C!T REAL•B<A·H,O·ll 
OIMENSION Ol•l,Si<l 
GS•0.000 
00 10 l•!,N 
i0 GS=GS+GCI>*SU) 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
RETURN 
END 
Programa MESTRE para a estimacao por maxima verossimilhanca 
dos parametros do modelo de DOSE RESPOSTA e das distribuicoes 
d~ PDISSON e BINOMIAL NEGATIVA para o tamanho das ninhadas. A 
estimacao sera feita atraves da s~brotina OPTIK que utiliza o 
metodo de FLETCHER & REEVES. 
Este programa ie a matriz de dados, fn calculos auxiliares e 
chama a subrotina de minimizacao da func~o. Deve ser usado coro 
a SlJbrot i na OPTIM para qualquer funcao deste trabalho. 
Declaracao das variave!s 
!SB 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
-------- --------------·------------------------ ---------~- _____ _. ____ _ 
As varíaveis utilizada-s neste progra!tm t' 'i'K nao foram aindB 
descri ta:. sao: 
ND: numero de grupos o;;:;cr !mr:nhds ou n'J!lWro de Doses 
aplicadas:: 
MAXCAL = MAXFN~ num:ro maJ:imo permlt ido de aval iacoes da 
func-ao. Veja OPTIM~ 
L J, K: indices que especificam o IHllflero de 1 fnhas, colunas 
e grt1pos da ta!Hda de- entrada de dados. O nuruero 
l!iô\}:imo aq1li uti1lzarlo foi: r, J = 20, K = 5~ 
C: total de diferentes Yalores i!S-Sumidos por YU); 
UKH no k-esimo grupo, indica o total de linhas da tabela de 
entrada de dados; 
OP: variave1 que e-spetífit<~ a f1Jncao a ser minimizaria; 
DD: dose maxima aplicada; 
O!R(N) = SOO: vetor dírHB.O de dimensao n. Veja OPTIM; 
fi(K,IJ: total de femeas do k-€simo grupo G:U€ geraram ninh;,da 
de tamanho S(K,I); 
YtJ): numero de diferentes respostas adversas observadas entre 
os filhotes da i-esima femea do k-esimo grupo; 
O(K): dose aplicada ao k-esimo grupot 
S(K,I): ta~anho da ninhada produzida pela 1-esima femea do k-
eslmo grupo; 
NKíK): numero de femeas no k-esimo grupo; 
E<~ti,J): numero de femeas do k-esimo grupo que produziraM 
ninhada de tamanho S(K,!), sendo que Y(J} destes 
filhotes apresentam a resposta adversa; 
Si(K), S2<K,I), S3{K,!): somatorios auxiliares; 
X4 = (X(4J - X(3Jl/DD 
COMMON/OAOOS/NO,D,L,S,M,NK,OO 
COHHONISOMA/S!,S2,So 
Escolha da matriz de dados a ser lida 
WRITE<•,•J 'ARQUIVO OE DADOS A SER LIDO:' 
REAO<*, tA20) 'lNOHE 
OPENt!,STATUS='UNKNOWN',FILE=NOMEl 
C Leitura dos dados 
c 
C K = lndice da dose (grupo) 
t I "' Indice da. 1 inha do k-esimo grupo 
C J = Indke da coluna 
c 
READ<L•JNO,C 
REAO(!,*l (Y(Jl,J=!,Cl 
DO ! K"! ,NO 
NK(Kl=0.00 
READ(i,*) O(K),l(K) 
Dtl 2 I=irLOO 
REAO(i,•J S(K,ll,(E(K,!,Jl,J=i,Cl,HtK,!l 
NK(K)=NK!Kl+M(K,l) 
2 CONTINUE 
1 CONTINUE 
CLOSEW 
c 
WRITE(•,•l 'AROU!VO DE SAlDA DOS RESULTADOS:' 
!59 
REA.D\ll, '(A20l'lNGl'E 
OPUH i, SIA \US= 'UNkNGWf{', FILE:=:NDME l 
c 
Hl WRJTE(l\,l)'DIGITE A OPCAD DO MODELO A SER AJLIS1ADú' 
WRITEOt,*l'i=DOSE RESP. 2:oPUISSON 3=B1N. NEG.:' 
READ\lf,J~:} OP 
c 
c 
c 
c 
5 
4 
3 
c 
c 
c 
8 
c 
c 
c 
c 
c 
IF\(OP.GT.3).0R.(OP.LT.i}l GO TO i0 
!FIOP.EQ.!) THEN 
N=4 
XMINUl=l.!D-6 
XMIIH 2) '"i .00-6 
XMIN13l=1.0D-6 
XHINW=l.OD-6 
ELSE !FIOP,EG.2l THEN 
N::2 
XMINI!)=l.OD-6 
XMIN(2:)=-i.0D+6 
ELSE 
ENDIF 
N=3 
XHINm=i.00-6 
XMIN(2)::.-i .00+6 
XM!N(3l=i.00-6 
C-alc!Jlo de somatorios am;iliares 
DO 3 X=! ,ND 
SHXl=0.D0 
oo 4 J=t ,un 
S!IKl=S!IKl+HIK,ll+SIK,ll 
S2!K,ll=0.D0 
S31K,ll=0.D0 
DO 5 J=!,C 
S2tK,l)=S2<K.I)+E<K,l,J)*Y(J) 
Olf=SIK ,ll-YU) 
S3(Ktl)=53tK,J)tE(K,I,J)lDIF 
CONTINUE 
CONTINUE 
CONTINUE 
0€term1nacao da dose maxlma 
DD=Dill 
DO 8 l=2,ND 
!F(Dil),GT.OOl 00=0(!) 
CONTINUE 
Inicializacao das variaveis 
WRITEI<,ll 'PONTO INICIAL :' 
REAO<*r*> <XCI)rl=i,N> 
WRITEI<,•l'HOSTRAR AS JTERACOES NULTIPLAS DE :' 
REA!.H-lf,tOK 
DO l! I•!,N 
XMAXW=! .0D+6 
!! CONTINUE 
c 
c 
c 
c 
MAXCAL=32500 
EPS=!,0-10 
DELX•!.00-3 
FACC=l.0-11 
Chamada da subrotína qu~ calcula o elnimo da funcao 
CALL OPTIM\N,X,F,G~ÓIR,XMIN,XMAXrEPS,DELX,FACC,MAXCAL,K, 
* ITER, IfNi 
WRITEI!,<l'RESULTAOO FINAL PRODUZIDO POR OPTIM' 
WRITEI!,ll 
WRITE(i,<l'No OE ITERACDES:',ITER 
WRITEti,lO 
WRITE(l,<)'No OE AVAL. OA FUNCAO:',IFN 
NRITEii,>l 
WRITE(i,*)'VALOR DA FUNCAO:' ,F 
WR!TE(!,<) 
WRITE(!,<)'NO PONTO:',IX(J),I•l,Nl 
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WP!l[(!,>) 
WRITE íi, *} 'COK GRADIENTE: ', <Gíl l, !=i 1 Nl WRJTEíi,>l 
IF(N.Eft.4) THEN 
X4~íXí4l-X(3))/DO 
WRlTEti,*l'X(4); ',X4 
END!f 
CLDSEW 
STDP 
END 
c """"""""""""""""""""""""""""""""""""""""""""""~""""""""" C Subrotina para calcular a func:ao -log-verossimílhanca do 
C modelo de DOSE RESPOSTA. Esta funcao sera minimizada 
C pelo metodo de FLETCHER & REEVES. utilizando a subrotina 
C OPT!N. 
c ==~=··=··=·=········==···==·=····===···=·=====·=·=···=·== c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
SUBROUTJNE FUNCTíN,X,Fl 
--------------------------------------------------------------Esta subrotina c:a1c1J.}a o oposto da tuncao log-verossimilhanca 
para o modelo de Rai & Van Ryzin, Deve ser usada com a 
subrotinas OPTIM e MESTRE. 
Oeclaracao das varlaveis 
As variaveis utilizadas neste programa e que nao foram ainda 
descri tas sao: 
EXAB, EXT, A, B. R, X34: variaveis auxiliar~s; 
p: probabílidade condicional de resposta adversa; 
Q " ! - P. 
--------------------------------------------------------------
CONMON/OADOS/ND,D,L,S,M,NK,OD 
COMMOH/SOMA/Si,S2,S3 
F=0.D0 
c 1; indíce da linha do k-esimo grupo 
C J = indice da coluna 
C ~ = indice do grupo <dose) 
c 
c 
c 
c 
c 
c 
DO l K•l,ND 
EXAB=-Xíi)-X(2l<DíKl 
EXAB•DEXP ( EXAB l 
X34=Xí3!+0(Kl•íX(4)-X(3ll/OO 
R•i.00-EXAB 
DO 2 !=i ,UK! 
EXT•-S(K,Il>X34 
A=OLOGíRl+EXT 
P=R•DEXP ([XT) Q•LOI-P 
B=OLOGíGl 
Calculo da funcao 
F•F-íS2(K,ll<Al-(53(K,Il<Bl 
2 CDNTJN(IE 
! CONTINUE 
RETURN 
END 
#XXXXXMXXMXXAAAXXAXXAMXXMXX#AXXXXAXXXXXXXAAXXM#XXXXHHftftftftftftftft###X#####XX 
16! 
c ====o 00 o 00 = Oooo" = o o= o o ==o 000 000 o Oooooo = 00000 o o 000 o""" o======== 
C Subrotina para caicular a funcao -lo_g-verossimilh<'lnca para a 
C dishibuicao de POISSON rara o tamanho da ninhada. Esta funcao 
C sera roinimizada pelo metodo de FLETCHER & REEVESr com a 
C subrotina OPTIH. 
c =====================o=oooooooooooooo========================= 
c 
SUBROUTJNE FUNCTIN,X,FI 
c 
c ······------------------------------------------------
c Esta subrotina calcula o oposto da f'uncao log-verossimilhanca 
C para o tlOdE-lo Poisson. Deve ser usada com as SIJbrot i nas O?TIM 
C e MESTRE. 
c --------------------------------------------------------------[ 
C OeclarC~cao de variavels 
c 
c 
c --------------------------------------------------------------c X20, A, B: variaveis auxiliares. 
c --------- ------------------------ -----------------------------
c 
c 
c 
COMMON/DADOS/ND,O,L,S,M,NR,DO 
COMMDN/SDMA/Si,S2,S3 
F=0.00 
C I = índice da linha do k~esimo grupo 
C K = lndlce do 9P.lPO (dose) 
c 
c 
c 
c 
c 
DO l K=i ,NO 
X20=-XI2I•OIKI 
A=NKIKI•XIii<OEXPIX201 
B=OLOOIXIIII+X20 
Calculo da funcao 
f:::f +A- ( B*Si u:)) 
l CONTINUE 
RETURN 
END 
c ============================================================== C Subrotina para calcular a funcao -log-verossimilhanca corres-
C pondente a distribuícao BINOKIAL NEGATIVA para o tamanho da 
C ninhada. Esta funcao sera mlnímizada pelo metodo de 
C FLETCHER & REEVESr com a subrotina OPTIH. 
c ===========================================================·== 
c SUBROUTINE FUNCTIN,X,FI 
' c 
' c --------------------------------------------------------------; C Esta subrotina calcula o oposto da funcao log-verossimilham:a 
_; C para o modelo binomial negativo. Deve ser usada com as. 
; C subrot í nas OPTIH e MESTRE. 
' c --------------------------------------------------------------
:c 
C Declaracao dF variaveis 
i c 
INTEGER K,L(5),N,ND,R,IS 
DOUBLE PRECISION F,A,XI31,SI5,201,0151,NK(51,00, 
* M(5,20),X2D,XiE,X13,L1,L2,Si{S),S2\5,20),S3C5,20),S4,PR 
c 
c --------------------------------------------------------------c A, X2D, X1E, X13, Li, L2, PR: variaveis auxiliares; 
c 
C S4: somator'to aux1llar. 
c --------------------------------------------------------------
162 
c 
c 
c 
c 
c 
c 
c 
COMMON/DADDS/NO,O,l 1 S,H,NK,DD COMMON/SOMA/S1,S2,53 
'"0.00 
I = indíce tia 1 tnha do k-es-iM grupo 
K"' índice do grupo (dose) 
DO i K"í,ND 
X2!}:::-X(2)HHK) 
XiE~X(ilXDEXP{X20) 
Xi3"Xll<X13) 
Lí"DLOGIXíE/Xí3l 
L2•DlOGIXí31XI3ll 
A:oX ( 3} l(Nl\ o<) *L2 
54;::0.!10 
S4zS4tM(K,Il*DLOG(PR) 
2 CONTINUE 
c 
F•F-S4-IS11KJ<Lil<A 
i CONTINUE 
RETURN 
END 
E2. HETOOO QUASE-NEWTON 
c ========================================~===================== C Programa MESTRE para e-stimacao por maxiraa ver-ossi•ilhanca dos 
C parametros do modelo de DOSE RESPOSTA e das distribuicoes de 
C POISSON e BINOMIAL NEGATIVA para o tamanho da ninhada, A 
C estimacao sera feita atraves da subrotína E04KBF da NAG, que 
C ut i l !za o IU~todo G:UASE-NEWTON com canal izacao. O vetor 
C gradiente e calculado diretamente~ 
c """"""""=""""""==······=···=······""""""""""""""""="······== 
c 
c --------------------------------------------------------------
c Este programa le a matriz de dados, faz calculas iwxi1 i ares e 
C chama a sub-rotina de ainiaizacao da funcao. Devi' 5er usado coa 
C a subrotina Ee4KBF para ~ualquer funcao deste trabalho. 
c --------------------------------------------------------------c 
C Oechracao de escalares e matr ízes 
c 
c 
!NTEGER !BOUNO,lFA!L,!NTYPE,!PRINT,J,LH,LIW,LW,MAXCAL.N 
INTEGER ISTATEI4l,!W(2J 
REAL ETA,F,FEST,STEPHX,XTOL,BL(4J,BU!4l 
REAL G!4J,HES0(4),HE5L!óJ,W(3ó),X(4J,X4 
LOGICAL LOCSCH 
EXTERNAL E04JBG,FUNCT,KONIT 
c --------------------------------------------------------------c O usuario interessado deve consultar a documentacao da NAG 
C para a subrotina E04KBF, para esc1arecer o significado das 
C variav€is acima. 
c --------------------------------------------------------------
c 
c 
c 
INTEGER I.K.C,L!5J,OP 
REAL DO,MI5,20l,Y!20l 1S!5,20l,D!5l,NKI5),E(S,20,20J,Sl(5) REAL 52{5,20),53(5,201 
CHARACTER NOME<20 
COHHONIOAOOS/NO,O,L,S,M,NK,OD 
COMMON/50MA15í,52,S3 
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c 
c 
c 
c 
c 
c 
c 
o 
' ! 
c 
c 
!0 
c 
c 
c 
c 
5 
4 
3 
c 
c 
c 
6 
c 
c 
c 
lJRlTf(li,Jo:)'t,RQUlVO DE DADOS A SEQ UOtl!' 
REA.l)(J, · (A201 'HlüME 
OPEN i i, Sl A JUS~' UIIKNOWN', F !LC ~NOME\ 
LelttJra dos d<Hlos 
K = lnditE da dosr (grupo) 
I"' lm!1ce da linha do k-esimo grupo 
J = Indice d« coluna 
READO,M}N[),C 
REAOil,*l CYiJI,J=!,CI 
DO i R~l,NO 
NKiKI=0.0 
READil,•l 0\Kl,liKI 
00 2 I::::i,UK> 
READ( 1, *) 50(, I), {E <K, I ,Jl ,J"'i,C) ,M(K, I> 
NKiKI~NKiKI+MiK,Il 
CONTINUE 
CONTINUE 
CLOBHU 
WRITEi< 1•l 'ARQUIVO DE SAlDA DOS RESULTADOS:' READ(li, (A:20) 'HWME 
OPEN(i,STATUS='UNKNOWN',F!LE=NOMEI 
WRITEi<,•I'DIGITE A OPCAO DO MODELO A SER AJUSTADO:' 
WRITEI•,•I'l=OOSE-RESP. 2=POISSON 3=BIN. NEG.o' 
READí*,*) OP 
lfiiOP.GT.31.0R.iOP.LT,lll GO TO 10 
!FlOP.EQ,ll THEN 
N=4 
LH=6 
LW=36 
BU!I,l.BE-6 
Bli2l=l .BE -6 
BU3l"l.BE-6 
BU4l"i.0E-6 
ELSE JFIOP.EB.21 THEN 
N=2 
LH"i LW,!B 
BLW=1.0E-6 
Bli21=-!.0E+6 
ELSE 
ENOJE 
N"3 
LH=3 LW,27 
BU li=!.BE-6 
BU2>=-1.0E+6 
BU31,!.0E-6 
Calculo de somatorios auxiliares 
DO 3 !=!,NO 
8!(!);0.0 
DO 4 !;l,UKI 
Si(!)=SliKI+HlK,li•Sl!,!l 
S21K,I1=0.0 
S3iK,l1=0.0 
00 5 J=!,C 
S2lK,II=S21K,!I+E(K,l,Jl•YlJ) 
DIF=S(K, ll-Y(J) 
S31K,Il=S31!,li+EIK,!,J)<OIF 
CONTINUE 
CONTINUE 
CONTINUE 
Determinacao da dose m;ndmi' 
DO--D(U 
DO 6 I:::2,ND 
lf(Dill.Gr .I>Pi DD=D(J) 
CONTINUE 
1nicializ<~cao das variavE-is 
!64 
c 
c 
WRITL(ll,*l 'PONTO INICIAL:' 
P!AfH;;,,) 0.;!-1,1 i,NI 
lJWo2 
IPRINJcC 
LOLSCHo,JRUE. 
INTYPEc0 
MAXCAL::c-200*N 
ETA=0.5 
XJQCc0,0 
STEPMXoi00000.0 
FEST"0.0 
IFA!loi 
!BOUNQo0 
DO ii l=i,N 
BU(l)"i.0E+6 
!! CONTINUE 
c 
C Chamada de E04KBF para calc.llar o mínimo da funcao 
c 
c 
c 
c 
c 
c 
CALL E04KBFCN,FUNCT,MON!T,!PR!NT,LOCSCH,!NTYPE,E04JBG, 
* MAXCAL,ETA,XTOL,STEPMX,FEST,!BOUNO,BL,Bli,X,HESL. 
' LH,HESO,lSTATE,F,G,!W,LlW,W,LW,!FA!ll 
Teste se IFAIL e diferente de zero na saída 
!F CIFA!L.NE.0) WR!TEI+ 1•l 'ERRO TIPO:' ,IFA!L !F I!FAIL.EQ,i) GO TO 6• 
WRITEC!,•l 'VALOR DA FUNCAO NA SAlDA E:' .F 
WRITE(i,*) 'NO PONTO:' ,íX{J),J~i,NJ 
WRlTECL,<l 'O GRADIENTE CORRESPONDENTE E:',IGIJ),J•l,Nl 
IFCN.EQ.4l THEN 
X4o(X(4l-X<3ll/OO 
WRITE!l,•l 'X(4): ',X4 
ENO!F 
GLOSE!!) 
60 STQP 
ENO 
C ;;;:::::::::===============================o============"===== 
C Subrotina para calcular a funcao -log-verosslmilhanca e o 
C vetor gradiente para o aodelo de DOSE RESPOSTA. Esta funcao 
C sera ainíMizada pela subrotina E04KBF, que utiliza o metodo 
C @ASE-NEWTON, 
c ========··=··================================·==========·==•== 
c SUBROUT!NE FUNCT!lFLAG,N,X,F,G,lW,LlW,W,LWl 
c 
C Declaracao das variaveis 
c 
INTEGER N,NO,L!Sl,!,K,lFLAG,LlW,LW,!W!LlWl 
REAL EXAB,EXT,A,B,P,Q,R,X{4),H{5,20),NK{5),00,W{LW),Oi,D2,T, 
* S(51 20),0{5i,X34,F,G(4},Si(5),S2<5,20),S3{5,2i),Ai,A2,A1E 
c 
COMMON/DADOS/NO,D.L,S,M,NK,OD 
COHMON/SOHA/Sl,>2,S3 
c fo0,0 
00 l J=i,N 
G(J)•0,0 
I CONTINUE 
c 
C I; indice da linha do k-esímo grupo 
C J = índice da collll'!a 
C K = índice do grupo (dose) 
c 
DO 2 K=i,NO 
EXAB=-X(i}-Xl21*D<K) 
EXAB=EXP<EXABl 
Dl=D(Kl/DO 
02=!-Di 
X34•X!3)+Dl•(X(4l-XI3ll 
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c 
c 
c 
c 
c 
R~L0·TXAC 
M~0.0 
A2~0.0 
DO 3 I~l.UO 
EXT =-S O< , 1) •X34 
A~ALOGlRl+EXT 
EXT=EXP { EXT) 
P"'R*EXT 
\1=1.0-P 
B~ALOG(Q) 
T~(S2CK,Jl/Pl-CS3(K,Jl/G) 
Aí=Ai+T*EXT 
A2=A2+P*S(K,l)*T 
Calculo da funcao 
F~F-CS2(K,Il•Al-(83(K,Jl<Bl 
3 CONTINUE 
c 
C Calculo do vetor gradiente 
c 
c 
A1E~A1•EXAB 
G(I)~G(il-A!E 
G(2)=G(2)-AiE*D(K) 
G{3)=G<3>+D2*A2 
8(4 ):;:fH4 !+Di *A2 
2 CONTINUE 
RETURN 
END 
C Aqui entra a subrotina MONIT de aonitoramento do procedimento 
C de ainiaizacao 
c ~·~··~········====·=·==···=·==·····=·=···=·======··====·=·=-== C Subrotina para o calculo da funcao -log-verossimilhanca e do 
C vetor gradiente do modelo de POISSON para o tamanho da ninhada. 
c Esta funcao sera ainimizada pela subrotina E04KBF, que utiliza C o metodo QUASE-NEWTON. 
c ·==··=====·=====·================·======·========·============ 
c SUBROUTJNE FUNCl(lflAG,N,X,F,G,!W,LlW,W,LWl 
c 
C Oeclaracao das variaveis 
c 
!NTEGER N,NO,L(5l,l,K,!FLAG,LJW,LW,!W(L!Wl 
REAL A,AS,B,X<2),M(5,20l,NK(5),00,W(LW),X20, 
* 5(5,20),0(5),FYG(2),Si(5l,S2(5,20),53(5,20) 
c 
c 
CDHHON/DADOS/ND10,L,S,H,NK,OO COHHON/SOMA/S!,ti2,S3 
F•0.0 
00 ! J=!.N 
G(Jl=0.0 
! CONTINUE 
c 
C I= indice da linha do k-esi~o grupo 
C K = indice do grupo (dose) 
c 
c 
c 
c 
c 
c 
c 
DO 2 K•i,ND 
X2D=-lH2l*IHK) 
A=NK(Kl*X(!)fEXPCX20l 
AS=A-S!(Kl 
B=ALOG(X(ill+X20 
Calculo da funcao 
F=f+A-UHtSi (K)} 
Calculo do vetor gradiente 
GC!l=G(!l+AS/X(!l 
!66 
G(2l~Gt2J-0(K)~AS 
2 CONTINUE 
iETURN 
END 
c 
c Aqui entra a subrotina MONIT de monítoramento do procedimento 
C de 1inimfzacao 
c 
c 
c 
G 
c 
c 
c 
c 
;;;:;c;;:::;:;;:o:o::;::::;:::::=========;:;;:=::;::;:=::;::::;===============================::;; 
Subrotina para ca1ClJ1o da functw -log-vuossimilhanca e do 
vetor gradiente para a distribuicao BINOMIAL NEGATIVA para o 
tamanho da ninhada. Esta funcao ser a minimizada pela subrotina 
E04KBf, que utiliza o ruetodo GUASE-NEWTQN. 
SUBROUT!NE FUNCT OFLAG,N,X,F ,G, IW ,LIW, W,LWI 
C Declaracao das variaveis 
c 
c 
INTEGER N,ND,li51,l,K,IFLAG,LIW,LW,!Wil!WI,R,!S 
REAL X(3) ,MC5,20) ,NK (5) 1DD .~HLWl ,5{5,20) ,0(5) ,F ,13(3), Si {5), 
* S2t5,20),S3(5,20l,A,AX,X1E,Xi3,Li,L2,PR,E,XR,S4,S5,S6 
COMMON/OAOOS!NO,O,L,S,M,NK,DO 
COMMON/SOMA/Si,S2,S3 
f;;;0.0 
DO i J=i,N 
G(JI=0.0 
! CONT!NUE 
c C I = índice da linha do k-esimo grupo 
C K = índice do grupo (dose) 
c 
E 
4 
3 
c 
E 
c 
c 
c 
c 
2 
c 
c 
c 
00 2 K=i,ND 
E=EXPi-Xi21•DiKII 
XiE=Xíi>*E 
Xi3::XiE+X(3) 
l!=ALOG!XiE/X!31 
L2=ALOGLX13/Xi311 
A=X( 3)JJ~K (K) 1L2 
AX=<-Si(K)+NK{K)*X1El*X(3)/X13 
S5=0.0 
56=0.0 
00 3 I=i,L(K) 
PR•1,0 
54=0.0 
IS=JFJXlSLK,!I) 
00 4 R=!,IS 
XR=XL31+FLOATIRl-1.0 
PR=PR•XR 
54=54+1/XR 
CONTINUE SS=S5+H(K,I>*AL0G(PR/ 
S6=S6+M U:, I) *54 
CONTINUE 
Calculo da funcao 
F~F-S5-(Si(K)*li)+A 
Calculo do v~tor gradl~nte 
GI!I=Giii+AX/X(il 
Gl2l=GL2l-OLKI•AX 
Gt3)=G(3)-S6+Si(K}/Xi3+NK<K)*{L2~XiE/X13l 
CONTINUE 
RETURN 
END 
Aqui entra a subrotina MONIT de eonitoramento do procedimento 
de 1ini1izac:-ao 
!67 
c ooooooo oooo 00 o oooo 000~ 00~~~ ~~000~~00000 ~~~"~~o o~ o" o o~ ~o o o~"~~ o 
C Programa MES1RE p;v·?. minimizar a funno -log-verosstflll1hancs 
C da distrivuícao BINOMIAL NEGATIW, para o tamanho da n1nhada, 
C atn,vt's da subrotina E04JBF d:a NAG, que utiliza o ~1etodo 
C GUASf-f.I[I.J10N co111 onal tz:acao. O vetor gradif!nh e «Proximado 
C por diferencas finitas. 
C ~=~~~~~~~~~====oooooooo=~====o===o============~===~==~=~=ooooo 
c 
c ---------------------------------------------------------·-----
C E-ste programa lr a matriz de dadns, faz ca1cu1os au:d1iares e 
C cham<~ a subrotina de 1!\ in i m izacao da funcao. Deve ser usado COH\ 
C a S<lbrot i na E04JBF para qu?.lquer funcao dest€ trabalho. 
c --------------------------------------------------------------[ 
C Dec1aracao de escalares e matrizes 
c 
c 
INTEGER IBOUND,!FAIL,!NTYPE,lPRlNT,J,LH,LlW,lW,MAXCAL,M 
INTEGER ISTATE12l,JWI2l 
REAL ETA,F ,FEST, STEPMX, XTOL ,BU3l ,BUi 3) ,DEL TA\3) 
REAL Gl31 ,HESDIJ I ,HESU3l ,Wl27l ,X(3), ts 
LOGICAL LOCSCH 
EXTERNAL E04JBG,FUNCT,MONIT 
c --------------------------------------------------------------
c O IJSuario interessado deve cons1.1ltar a documentacao da NAG 
C nr~. <~.suhr!?tinf! E04JBF, para esclarecer o significado das 
C var1ave1s acJm;;. 
c --------------------------------------------------------------[ 
c 
c 
INTEGER I,K,C,L<5l 
REAL DD,M(5,20J,Y(20),S(5,20),0{5},NK{5),E(5,20,20),Si{5) 
REAL S215,201,S315,20) 
CHARACTER NOHE•20 
COHMON/OADOS/NO,D,L,S,H,NK,OO 
COMMON/SOMA/Sl,S2,S3 
C Escolha da matri2 d~ dados a ser lida 
c 
c 
WRITEI• 1•1'ARQUIVO:' REAOit, IA20l 'JNDHE 
DPENI!,STATUS='UNKNOWN',F!LE=NOMEI 
c Leitura dos daôo<i:> 
c 
C K = Indice da dose (grupo) 
C I = Indice da línha do k-esirno grupo 
C J = Indice da coluna 
c 
READHt-t>NOfC 
REAOil,*) LYIJJ,J=l,C) 
DD l K=l ,NO 
NKIK!=0.0 
READI!,t) DIK!,LIKl 
DO 2 I=!,LIKl 
READ(!,•! SIK,l)flE(K,!,JI,J=!,C!,MIK,!I 
NK(Kl=NK(K!+H(K, ) 
2 CONTINUE 
l CONTINUE 
CLOSE(!) 
c 
C Calculo de somatorios auxíliares 
c 
DO 3 K=!,NO 
S!IKJ=~.~ 
DO 4 !=i ,LIK! 
Si{K}=Si(Kl+M(K,I}*SCK.!) 
S2<K,I)=0.0 
S30\ 7 I>=0.0 
DD 5 J=LC 
S2<K,I)=S2<K,Il+E<K,I,J>*Y(J} 
DIF=S(K,II-YIJ) 
S31K,Il~S31K,li+EIK,I,JI•DIF 
S CONTINUE 
4 CONTINUE 
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3 CON1!NVE 
c 
C Dduminacao da dost ll'lôlf:in1a 
c 
DD=D(i) 
DO 8 !=2,ND 
IFIDI!i.Gl.DDI OD=DI!) 
8 CONTINUE 
c 
C Inicial izacao das varíaveis 
c 
c 
c 
c 
c 
7 
c 
c 
c 
c 
c 
c 
c 
c 
61 
Leitura do ponto inicial e de delta 
WRITEI<,<l'PONTD INICIAL:' 
REAO<•.•I IXIII,!=!,NI 
WRITE\*,*l'OELTA:' 
READ<•.•I OELTAX 
DO 7 l=l,N 
OELTM li=OELTAX 
CONTINUE 
Chamada de E04JBF para calcular o mini mo da funcao 
CALL E04JBFIN,FUNCT,HONIT,IPRINT,LOCSCH,INTYPE,E04JBG, 
• HAXCAL.ETA,XTOL,STEPMX,FEST,OELTA,IBOUNO,BL,BU,X,HESL, 
* LH,HESD,ISTATE,F,G,IW,LIW,W,LW,IFA!Ll 
Teste se lfAil e diferente de zero na salda 
!F IIFAIL.NE.01 WR!TEI•,•I 'ERRO T!PO:',IFAIL 
IF <IFAIL.EB.ll GD TO 60 
WRITEI<,<I 'VALOR DA FUNCAO NA SAlDA [:',F 
WRtTE(*t*) 'NO PONTO:',(X<J),J=i,tU 
STOP 
END 
c ============================================================== 
C Subrotina para calculo da funcao -1os-verosslmi1hanca para a 
C dlstribuicao BINOMIAL NEGATIVA para o tamanho da ninhada qu€ 
C sera minimizada com a subrotina E04JBF, que utiliza o metodo 
C QUASE-NEWTON. 
c ============================================================== 
c SUBRDUTINE FUNCT{IFLAG,N,X,F,G,IW,LIW,W,LW/ 
c C Declaracao das variaveis 
c 
c 
!NTEGER N,ND,LI5l,l,K,R,JS,JFLAG,LIW.LW,!W(LJWI 
REAL F,ArX(3),S!5,20),0(5),NK(5l,DD,M!5,20},X2D,XiE,Xi3,li 
REAL L2,Si(5),S2<5,20),S3(5,20),S4,PR 
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c 
c 
COMMON/DAOOS/N!J,D ,L, B ,M,tH; ,DU 
CQKMON/SOMA/Si,SJ,S3 
F~0.0 
C I::::. inditr da linha do ~-csimo gr1Jpo 
C K ::: lndice do grupo ülos!d 
c 
c 
DO i K~i ,NO 
X2D=-X(2Hf0(K l 
XiE=X{i)*EXP(X2D) 
Xi3~X!EW3l 
Ll~AL0G(X!E/Xi3l 
L2~ALOG\Xi3/X\3)) 
fi:::X{3)ll:NK(K}*L2 
54~0.0 
00 2 J~l,UKl 
PR~L0 
JS"JFJX\S!K,l/l 
DO 3 R~l,JS 
PR~PR< (X(3l+FLOAT (R H .0l 
3 CONTINUE 
c S4=S4+M(K,l)lAL0G(PRl 
2 CONTINUE 
c 
F"f-54-LS!(Kl<Lll+A 
i CONTINUE 
RElURN 
ENO 
c C Aqui entra a subrotina HONIT de Monitoramento do procedimento 
C de lini•izacao 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
E3. HETOOO DE NEWTON 
===========::::.=========:======================================= 
Programa MESTRE para a estimacao por maxisa verossllhanca dos 
parametros do modelo de DOSE RESPOSTA e das distribuicoes de 
POISSON e BINOMIAL NEGATIVA para o tamanho das ninhadas. A 
estiaacao sera feíta ~traves da subrotina E04lBF da NAG, que 
utiliza o •etodo de NEWTON com canalizacao. 
============================================================= 
Este programa le a matriz de dados, faz calculas auxiliares e 
chama a subrotina de minimizacao da funcao. Deve ser usado com 
a subrotina E04LBF para qualquer funcao deste trabalho. 
Declaracao de escalares e matrizes 
JNTEGER JBOUNO,!FAJL,JPRJNT,J,LH,L!W,LW,HAXCAL,N 
INTEGER JSTATE<4l,IW<2l 
REAL ETA,F,STEPHX,XTOL,BL(4l,BU(4l,G(4l,HES0(4l,HESL(6l,W(34l 
REAL XW ,X4 
EXTERNAL FUHCT,HESS,MOHIT 
O usuario interessado deve consultar a documentacao da NAG 
para a subrotina E04LSF, para esclarecer o significado das 
varíaveis acima. 
INTEGER I,K,C,L(5),0P 
REAL DD,K(5,20),Y(20),S(5,20>,0\S),NK(Sl,E(5,20,20),Si(J) 
REAL S2L5,20l,S3(5,20l 
CHARACTER HOME•20 
COMMOH/OADOS/NO,O,l,S,M,NK,OD 
!70 
COMMüN/SOh?i/Si, S2, S3 
[ 
C Escolha da matr lZ dr dados a str lida 
c 
c 
WRJTE(l!- 1li) 'ARQUIVO DE DADOS A SER LIDO:' READ(ll-, (A20l 'JNOME 
OPENil,STATUS" 'UNKNOWN' ,FllE"NOMU 
C Lribra dos t!ados 
c 
C K = Indícr d~ Do:oE (grrJp-o) 
C I = Indict da Unha do k-esimo grupo 
C J = Indice da coluna 
c 
c 
c 
1! 
c 
c 
CLOSE11i 
WRITEU 1•i 'ARGU!VD DE SIJIDA DOS RESULTADOS:' READI•, !A2!l'lNOME 
OPENCi,STATUS"'UNKNOWN',FILE"NOMEi 
WR!TE!<,*i'OIG!TE A OPCAD DO MODELO A SER AJUSTADO:' 
WRITEI*,*i'i•DOSE RESP. 2•POISSON 3•B!N. NEG.:' 
REA!.H* 1 *) OP 
JF!IOP.GT.3l.OR.IOP.LT.111 GO TO 10 
JF!OP.EQ.1) THEN 
1Jo4 
LH•6 
LW•34 
BLiii'1.0E-6 
BU2)=1.0E-6 
BU31o!.0E-6 
BU4lo1.0E-6 
ElSE Jf(OP.EQ.2l THEN 
N=2 
ENOJF 
LH=1 
lW"15 
BLiii=!.0E-6 
BLI21=-L0E+6 
ELSE 
N=3 
LH=3 
LWo24 
BL<ii=!.0E-6 
BU2>=-i .0E~6 
BLI31=!.0E-6 
C Calculo de somatorios auxiliares 
c 
DO 3 K=i,ND 
SHKl=B.B 
DO 4 l=1,LIKI 
S!IKl=S11KI+MIK,ll•SIK,ll 
S2<K,ll=0.0 
S31K,J)=0.0 
DO 5 J=i,C 
S21K,!I=S2(K,II+EIK,l,Jl<YIJl 
O!foSIK,Jl-YIJ) 
S3!K,li=S3(K,li+E!K,l,JI<DJF 
5 CONTINUE 
4 CONTINUE 
3 CONTINUE 
c 
C Determinacao da do$e maxJmª 
c 
!71 
IfW<ll.G1.DD) DD~-"D(l) 
6 CONTINUE 
c 
C lnic ial izacao das var i ave-i:; 
c 
c 
c 
lfAIL~l 
LIW-"'2 
!PflNT~l 
MAXCAL:::-i50*N 
ETA=0.9 
XTGL~B.B 
STEPMX~i00000.0 
IBOUN0"0 
WRITEíl,!!) 'PONTO INICIAL :' 
READ(I,I) (X(I),J=l,N) 
DO I! l"i ,N 
BU(!I=i.BE<6 
ll CONTINUE 
c 
C Chàmada da subrot !na E04LBF 
c 
c 
c 
c 
c 
CALL E04LBf CN, fUNCT, HESS, MOH!T, !PR!NT, MAICA' , f lto,'• ii , STEPMX, 
-tt IBOUNO, !I L, BU, X, HESL, LH, HESD, ISTA TE, F, G, IW 1 UW, W, lW, !F AIU 
T€stc SE' IFAIL e diferente de zero na saida de E04LBF 
If OFA1L.NE.0) WRITE\1,*) 'ERRO TIPO:' ,JFAIL 
!F (!fA!L.EA.U Gü TO 20 
WRITW,•J 'VALOR DA FUNCAO NA SAlDA E:',f 
WRITE(i,ll:) 'NO PONTO:', (X(J) ,J=i .~O 
WRITEli,>l 'O GRADIENTE CORRESPONDENTE E:',íGíJl,J=i,Nl 
WRITEH 1 *) 'ISTATE:,. 1 <ISTATE(J) ,J=i ,N) IFCN.EQ.4J THEN 
X4=íXC41-Xí3Jl/DO 
WRITE{i,*l 'X(4): ',X4 
ENDIF 
CLOSE(l) 
20 STOP 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
i 
c 
c 
c 
c 
c 
END 
Subrotina para calcular a funcao -log-verossimilhanca, o v~tor 
gradiente e a matriz hessiana para o mode1o de DOSE RESPOSTA. 
Esta funcao sera minimizada co11 a subrotina EMLBF, pelo 
metodo de NEWTON. 
============================================================== 
SUBROUTINE FUNCTíiFLAG,N,X,F,O,!W,LlW,W,LWl 
Oeclaracao das variaveis 
INTEGER N,NO,Lí5l,l,K,lfLAG,LIW,LW,!WíLIWl 
REAL EXAB,EXT,A,B,P,G,R,Xí4l 1MC5,20l,NKC5l,DO,WíLWl,Oi,D2,T, 
* Sí5,20l,Dí5l,X34,F,oí4l,S1(51,S2C5,20l,S3í5,20l,Al,A2,A!E 
COMMOH/OADOS/ND,O,L,S,H,NK,OO 
CüMMON!SOKA/S!,S2,S3 
f=0.0 
00 i J=i,N 
GW=0.0 
CONTINUE 
I= índice da linha do k-esimo grupo 
J = indice da coluna 
K = !nó ice do grupo (dose) 
DO 2 K=!,ND 
EXAB=-X{i}-X(2)*D<K> 
EXAR=EXPíEXARl 
Oi=DíKl/00 
02=!.0-Di 
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c 
c 
c 
c 
c 
X34~Xí3J+Di•tX(4)-X\3!) 
Rol.HXAB 
A)o0,0 
AJ::-.0.0 
DO 3 Joi,L<Kl 
EXT•·SIK,Il•X34 
A~·ALOG(!d+EXT 
EXT •EXP I EXTl 
P=Rt:tXT 
Q•l.H 
BoALOG(Q) 
JoiS2iK,ll/Pl·IS3CK,!l/Q) 
Ai=Af+T*EXT 
A2=A2+P*S(K,I)*T 
Calculo da funcao 
f•f·IS21K,Il•Al·IS31K,ll>Bl 
3 CONTINUE 
c 
C Calculo do vetor gri:\d!ente 
c 
c 
2 CONTINUE 
c 
RETURN 
ENO 
C Subrotina que ca1cula a matriz hessiana 
c SUBROUTJNE HESSIJFLAG,N,X,fHESL,LH,fHESO,!W,L!W,W,LWl 
c 
C Declaracao das vartaveís 
c 
c 
c 
INTEGER N,ND,LC5l,!,K,IFLAG,LIW,LW,IWIL!Wl 
REAL EXAB,EXT,P.P2,G,Q2,R,X(4),M(5,20) 1 NK{5),00,W(LW),Oi,02, 
* T,S<5,20),0{5),X34,S1(5),S2<5,20),S3<5,20l,A1,A2,A3,E1,E2, 
* FHESOC4l,FHESL(6l,U,TPU,TEU 
COMMON/DADOS/ND,D,L,S,H,NK,DD 
COMMON/SOMA/S!,S2,S3 
DO 1 J=i,LH 
FHESLCJ1•0.0 
i CONTINUE 
c 
00 2 J=!,N 
FHESOCJl•0.0 
2 CONTINUE 
c 
C I= indice da linha do k-esimo grupo 
C K = indice do srupo (dose) 
c 
c 
00 3 K•!,NO 
EXAB=-XC!}·XC2l•OCKJ 
EXAB•EXPCEXABl 
O!=O(K>/00 
02=!.0-01 
X34=X(3)+0!*(X(4)-X(3)J 
R=1.0·EXAB 
Ai=0.0 
A2=0.0 
A3=0.0 
DO 4 1=-i,L\K} 
EXT;;;:-S(K ,U*X34 
EXT•EXPCEXTl 
P=R*EXT 
P2:::PH2 Qci.0-P 
Q2"'G**2 
T=52CK,ll/P-S3CK,ll/B 
U=S2<K,Il/P2+S3(K,I>JG2 
!73 
Ei""EXA!?t:Ai 
E2"-EXABliA2 
C Calculo da matriz Ht"ssiana 
c 
FHESL\il=FHESL(i)+D{K)*Ei 
FHESL{2)=FKESL(2)+E2*D2 
FHESLí3l~FHESL(3J+D(Kl+E2*D2 
FHESL(4J=FHESL\41+E2*Di 
FHFSL (~,) =FHESL ( 5} +D ( K) *Eb:Di 
FHESL(6}=FHESL{6}-Di•D2*A3 
FHESDii)=fHESD(i)<Ei 
FHESD{2l=FHESDí2)+(0{K)+*2)*Ei 
FHESD\3)=FHESDt3)-(D2**2)*A3 
FHESDí4>=FHESD(4)-(01**2)*A3 
3 CONTINUE 
RETURN 
ENU 
c 
C Aqui entra a subrotina HONIT de raonitoraaento do procedimento 
C de minímizacao 
c ============================================================== C Subrotina para calcular a funcao -log-verossimilhanca, o vetor 
C gradiente e a matriz he:ssiana para a d\stribuicao de POISSON 
C para o tamanho da ninhada. Esta funcao sera mintmizada pelo 
C metodo rle NEWTON, atraves da subrotina E04LBF. 
c ============================================================== 
c SUBROUT!NE FUNCTi!FLAG,N,X,F,G,!W,LlW,W,LW) 
c C Declaracao das variaveis 
c COHHON/DADOS/NO,O,L,S,H,NK,OO 
COHHON/SOHA/Si,S2,S3 
c 
F=0,0 
DO 1 J=irN 
GUl=0.0 
i CONTINUE 
c C I= indice da linha do k-esimo grupo 
C K = indice do grupo (dose) 
c 
c 
c 
c 
00 2 K=i,NO 
X20=-XL2l•DiKl 
A=NK(Kl•XL!l•EXPLX2Dl 
AS=A-SHKl 
B=ALOGLX(ill+X20 
Calculo da funcao 
F=F<A-iB•SUW 
c 
c 
c 
C<~lrulro vetor gradiente: 
c 
G( i )=G( 1 HAS/XU! 
GL2!=GL2l-OLK!•AS 
2 CONTINUE 
RETURN 
ENO 
c 
C Subrotina que calcula a matriz hessiana 
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c 
c 
c 
c 
c 
c 
SULROUTI N[ HE~;s \ lfLAG, N, X, fHLSl_ , LH, FHE ::;D, l W, LlW, \li, L W i 
IN1EGER N,ND, Lí5), I ,k, IFLAG,l H,UW, UI, HJ( UW) 
REAL X(21 ,M(5,20), NK (51, DO,(.!([))) ,8(5,20 J ,Dí-51, Si (5), 
* 82(5,20), S3{5,20), E, NDE, FHES!'H2/ ,FHESL í i) 
CDMM.IJfJ/DAOOE:/ND ,O, L, l:::, M,NK ,DD 
COMMON/SOMA/51.52,53 
FHEBL(iJ=0.0 
FHESDiilo0.0 
FHESD(2)~0.0 
C I ::: indicr da l inhil do k-Esirr,o grupo 
C V "' indice do grupo (dose) 
c 
c 
C Calculo da "triz Hcesia"a 
c 
FHESl (i )ofHESU i )-NDE 
FHESD\iJ=FHESD(1l+Si\K)/(X(il**2) 
FHESD(2l"'FHESD(2)fNDE~<.D{K)*XIil 
I CONTINUE 
RETURR 
ENO 
c 
C Aquí entra a subrotina MONIT de monitoramento do procediaento 
C de ainialzacao 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
==~=================~~======================================== 
Subrotina para calcular a funcao -log-verossimilhanca, o vetor 
gradiente e a matriz hessiana para a distrib1.1icao BINOMIAL 
NEGATIVA para o tamanho da ninhada.Esta funcao sera mínímizada 
pelo metodo de NEWTON~ atraves da subrotina E04LBF. 
SUBROUTINE FUNCT(IfLAG,N,X,F,G,!W,LIW,W,lW) 
Declaracao das variaveis 
INTEGER N ,NO ,L {5) ,I ,K ,IFlAG ,LIW~LW ,!W(LlW) ,R 
REAl XC3!,M(5,20l,NKC5l,DD,WCLWl S(5,20l,0(5l,S!(5l,F,G(3), 
* S2(5,20),S3(5,20),A,AX,XiE,X13,Li,L2,PR,E,XR,S4,S5,S6,S7,SB 
COMMON/DADOS/ND,O,t,S,M,NK,DD 
COMMON/SOMA/Si,S2,S3 
CDMMON/SB/SB 
F•0.0 
00 i J=i,N Q(J)•0.0 
! CONTINUE 
c 
C I= indice da linha do k-esímo grupo 
C I( ::: indlce da grupo (dose-) 
c 
c 
DO 2 K=i,NO 
E=EXP(-X(2!<0(Xll 
XiE=Xm•E 
X!3=XiE+XC3! 
L!=ALOG(XiE/X!3l 
L2=ALOGIXi3/XC31! 
A=X\3/lliNK {!O*L2 
AX=t-S!IKI+NK(KI*XiEl•Xt3l/Xi3 
55=0.0 
56=0.0 
S8o0,0 
00 3 Joi,L(Kl 
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PRoci.0 
54~0.0 
IS~lf!X(S(K, I> l 
DO 4 Roci,JF 
XR=X!3l+FLOAT(R)· 1.0 
PR=PR*XR 
S4~S4H/XR 
S7"'S7Hi/XRiH2 4 cmnnwE 
S5o:G5+M(K, I l t<i\LOG\PR) 
S6<~6+MíK, 1 l*S4 
S8::S8+MíK, Il *57 
3 CONTINUE 
c 
r: Calculo da func1<-o 
c 
F =F -55- (Si {K) *li HA 
c 
C Calculo do vdor graditntt' 
c 
G!ll~G!!l+AX/X(ll 
G(2l=GC21-D(KJ•AX 
G\3J=Gí3J-S6+Si(K)/Xi3+NKíK)oc(L2-XiE/Xi3l 
2 CONTINUE 
REHIRN 
END 
c 
C S1lbrotina qut- c;:,lcuh R matF!z hr-,;si«nB_ 
c 
SUB:ROUTINE HESS( IFLAG,N, X,FHESL ,LH,FHESD, IW ,LIW,W,UJ) 
c 
C DEc1~racao das variaveís 
c !NTEGER N,ND,L!Sl,!,R,IFLAG,LH,L!W,LW,IW!L!Wl 
REAL X(3),M(5,20),NK(5),00,W(LWl 1 S(5,20),D(5),Sií5l,SS, 
* S2(5,20),S3í5,20),Ai.A2,XiE,Xi32,XX3,XiE2,E,FHESD(3),FHESL(3) 
c COMMON/DADOS/ND,O,L,S,M,NK,OD 
COMHON/50HA/Sl,52,53 
COMMON/SB/SB 
c 
DO i J•!.LH 
FHESL(J)=0.0 
i CONTINUE 
c 
00 2 J•!,N 
FHESD!Jl=0.0 
2 CONTINUE 
c 
C I= índice da linha do k-e$iMo grupo 
C K = lndice do grupo (dose) 
c 
c 
DO 3 K=i,NO 
E~EXP<-X!2l<O!Kll 
X!E=X(l)•E 
Xi32=!X!E+X!3ll*•2 
Al~!-S!(Kl+NK!Kl•X!El•X!E/X!32 
A2=5i(Kl+NK!Kl•X(3l 
XX3=X!3l/X!32 
X!E2=!X!E•<2l•NK!Kl 
C Calculo óa matriz Hesslana 
c 
FHESL(il=FHESL!!l-X!3l<D(Kl<E<A2/Xi32 
FHESL!2l~FHESL!2l+Al/X!!l 
FHESL!3l=FHESL!3l-A!<D!Kl 
FHESO(!l~FHESO!!l+!XX3/(X!il*•2ll•!!2.0<X!E+X!3ll• 
• 5HKJ-X!E2l 
FHES0<2>=FHES0(2}+XX3*(0(K}**2)*XiE*A2 
FHE50!3l=FHES0(3l+SB-!S!!KI+X!E2/X!3ll/X!32 
3 CONTINUE 
RETURN 
END 
C Aqui entra a subrotina MONIT de monitoraaento do procediaento 
C de ainiaizacao 
!76 
c 000 0000~0~~ ~ ~ 00 ~"~~co"" O o"~~~ co O o 000 o o 000 o o 000~ o oco c o c 
C Subrotina MONIT rle monitoramr:nto do prot€sso dt: 
C roinímizat<io. Esta subrotin;} Estara loc<~ll;;:ada 
C ímtdiat;;t!\iente apos o f'1na.l das SIJbrotin-as qu€ calculam 
C <-<s flJOcors ~ senm 1\';Ínimizadas pelo':! programas da NAG. 
c ""~""""""""""""""""""""""""""""""""""""""""""""""""""" 
c 
c 
c 
c 
c 
c 
c 
c 
20 
!20 
c 
140 
c 
99 
9B 
97 
96 
95 
94 
n 
SUBROUTINE MON!TíN,X,F,G,ISTATE,GPJNRM,COND,POSDEf, 
* NITER,NF,IW,LIW,W,LW) 
lNlEGER LIW,LW, N,NF, NITER, ISTATE@, IWIL!Wl, ISJ, J 
REAL CONO,f,GPJNRM,GINl,WILW),XIN) 
LOGICAL POSDEF 
--------------------------------------------------------------
O usuarío. inh::ressado deve consultar a docurnentacao da NAG 
para a subrotina E04JBF, E04KBF ou E04LBF, para esclarecer o 
significado das varlaveis acima. 
--------------------------------------------------------------
WRJ1EI•,99l NlTER,NF,f,GPJNRM 
WRITE(*,9f!) 
DO 100 J•l,N 
I SJ• IST ATE (,1) 
!F IISJ.G1.0l GO TO 20 
!SJ•-ISJ 
Gü TO 140,ói,Bil,ISJ 
WR!TEI•,97l J,XIJJ,GIJI 
GO TO !00 
WR!1EI>,961 J,XíJ),GíJi 
Gü TO 100 
WRITE(* 1 95) J,X<J)~GíJ) GO TO 100 WRITEI•,94) J.XIJ),GIJ) 
CONTINUE 
!f ICONO.EG.0.0l RETURN 
JF ICONO.LE.i,0E+6) GO TO !20 
WRITEI•,•) 'No OE CONOIC ESTIM OA HESS PROJ l 'i,0E+6' 
GO TOm 
WRITEI•,92) COND 
lf {.NOT.POSDEF} WRITE<*,*) 'HESS PROJ NAO E POS DEF' 
RETURN 
FORMATí/5H0ITER, 5X, BHAVALS FN, iiX, BHVALOR FN, !!X, 
* i8HNORMA DO GRAO PROJ/!4, 6X, !5, 2í6X,!PE20.4)) 
FORMATí3H0 J, i!X, 4HXIJ), i6X, 4HGíJl, !3X, 6HSTATUSJ 
FORHAlí!H , I2, !X, iP2E20.4, SX, SHL!VRE) 
FORMATilH , I2, !X, iP2E20.4, 5X, 7HLIM SUPl 
FORMAli!H , !2, !X, iP2E20.4, 5X, 7HLIM INf) 
FORHATl!H , !2, !X, !P2E20.4, 5X, SHCONSTJ 
FORMATí34H0No OE CONOIC EST!M OA HESS PROJ •, iH, iPE!0.2) 
ENO 
E4. CALCULO OA MATRIZ OE INFORKACAO 
E PROBABILIDADES DE RESPOSTA CONDICIONAL E INCONDICIONAL 
c """"""""""""""""""""""""""Ooooo=o=<=••=••=oooo=o<=o=<=o<o=oo 
C Programa para calcular a matriz de informacao estimada para 
C os modelos de dose-resposta e de Poisson. Calcula tamhem as 
C estimativas das probabilidades de- resposta condicional e 
C incondicional. 
c """""""""""""""""""""""""""""""""""""""""""""""""""""""""""" 
c 
C Oeclaracao de escalares e matrizes 
c !NTEGER NO,I,K,C,Li5l 
REAL~8 MC5,20),Y(20),S{5,20),0(5),NK(5),EC5,20,20),Si(5), 
• S2í5,2Bl,S315,2Bl,AUXi,AUX2,PDK 
CHARACTER NOME<20 
REAL*S EXAB,EXT,P,GtR,XD(4l,X34,I0<4,4),EU,EAi,EA2,EA3,EEi, 
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'C 
'c 
:c 
i' c 
:c 
'C 
'c :c 
I 5 
i 4 
i 3 
c 
'C 
'C 
' c 
'c 
!2 
!1 
c 
!4 
AUXi, AUX2, EU, EAi, EA2, EA3, EEi, EE2, ETPU, ETEU, EX, NDt: 
vari~veis auxiliares; 
PDK: Proba!) i 1 idadl'C i ncond í c i on<>l dt:: rrsposta adversa} 
Xí)(4): vEtor dE diróETtSf\.O 4 com as e-stimativas de ma:dma 
verossimilhanca. do mode-lo de dostc-rTsposbl.; 
JD(4,4}: estim;;-tlva da m2triz tk informB.C<~D de Fisher do'E-
par<HIHõ~tr·os do modelo de dost"·resrosta; 
XP{2}: estimativas de ma;dma verossimílhanca dos parametros do 
modelo de Poisson; 
JP(2,2J: estimativa da matriz de informacao de Fisher dos 
parametros do modelo de Poisson. 
Escolha da 11ratr iz de dados a ser l idB 
WRITE(< 1•1'ARQUIVO DE DADOS A SER LIDO:' READ(*, (A20l')NOME 
OPEN( 1, STATUS::: 'UNKNOU!i' ,FILE=NOME J 
Lr\tur~ dos dados 
K = Indict' da dose (grupo) 
I::: Indice d-a linha do ~-esimo grupo 
J ::: Ind ice tia cohma 
READ(i,*lND,C 
READI!,>l IYIJl,J~!,CI 
DO 1 K~l,ND 
NKIK1~0.00 
READ<i.*) !HKirU!O 
DO 2 I~!,UKl 
READil,*l SIK,li,IEIK,!,Jl,J~l,Cl,MIK,ll 
NKIKl~NKIKl+MIK,!l 
CONTINUE 
CONTINUE 
Calculo de somatorios auxiliares 
DO 3 K=i,ND 
Sl(KI~0.00 
DO 4 I=i,LIKl 
S!IKl=S!IKl+MIK,Il•SIK,ll 
S21K,!l~0.00 
S31K,II=0.00 
DO 5 J=!,C S2(K,I)=S2<K,l)+E(K,l,J)*Y(J) 
DIF~SIK, ll-YIJl 
S31K,li=S31K.ll+EIK,l,Jl•DIF 
CONTINUE 
CONTINUE 
CONTINUE 
Inicia1!zacao das variaveis 
WR!TE(~t,ll) ~ALFA" BETA" TETM" TETA2'":' 
REAOI<,•l IXDI!l,l~!,41 
WR!TE(i,*) 'GAMAi" GAI'!A2'~:' 
REAOI•,•I XPI!l,XPI21 
00 ll 1~!,4 
DO !2 Jo!,4 
IOII.Jl=0.00 
CONTINUE 
CONTINUE 
DO 13 I=i,2 
DO 14 J=i,2 
IPI!,Jl~0.00 
CONTINUE 
!7B 
i3 CON1Hlllr" 
c 
c 
c 
c 
c 
c 
CLOSE(i) 
vmrn;· (.: ~ *) 1 ARQUIVO DE SAHM DOS RESUl.TADOt:: ' 
READ\l<, (fi20}'HJOME 
OPENL!,SlAlliS•'UNKNOWN' ,F!LE•NOMEl 
lnlclo dos ca1culos das- matrizes de covariaocla 
C Modelo de Poisson 
c 
c 
c 
c 
7 
c 
c 
c 
c 
6 
c 
EX•DEXP HPL2l•OCK)) 
NOE•NK ( K l*D! R l*EX 
AUX1'1.D0-DEXPC-X34l 
HUX2~-XP(i)*EX*AUXi 
PDK=Ri!DEXP(AUX2) 
WR!TEí!,*l '0, PCO) ',D(Kl, PDK 
WR!TECi,>l 
IPO ,21=lf'(i,2)-NDE 
!P(i,ll•IPCi,!l+EX•NKCKl/XPC!) 
1P\2,2l=IP<2,2)+NOE*D(K)*XP(i) 
Modelo de dose-resposta 
DO 7 l•i,LCK) 
EXT•-SCK, !}>X34 
EXT•OEXPCEXTl 
P•R•EXT 
WR!TE(i.*) 'S, P ',SO(,!) ,P 
WR!TE(!,<) 
G•!.OH 
EU•SCK,ll*MIK,ll/CP•Gl 
ETPU•-P•EU 
ETEU•EXAB•EXT•EU 
EA!•EAi+ETEU•EXT 
EA2•EA2+EXT•StK,ll<ETPU 
EA3=EA3+P*(S(K,I>**2)*ETPU 
CONTINUE 
EEl•EXAB•EAi 
EE2=EXAB•EA2 
Matriz de informacao- modelo de dose-resposta 
!0(!,2l=!Dll,2l+DLKl•EEi 
!Oli,3l=l0(1,3l+EE2 
!OC2,3l•IOC2,3)+01Kl•EE2 
IDt1.4}=I0(2.:n 
IOt2,4)=1D{2,4)+(0(K)**2)*fE2 
!0(3,4l•l0(3,4l-OCKl>EA3 
!O(!,il•lOl!,!l+EEi 
!0(2,2l=!DC2,2l+COCKl••2l<EEi 
!OC3,3l•l0(3,3l-EA3 
I0(4,4)=I0(4,4l-(0(Kl**2)*EA3 
CONTINUE 
WRITE(l,*l'MATRIZ DE INFORMACAO- OOSE-RESP.' 
WRITELl,•l 
WRITE(i,*>'Iii=',ID\i,i), 
WRITEC!,>l'li3•' ,!DL!,3), 
WRITE(1,*l'I22~',I0<2,2), 
WRITE(i,*)'124=',I0(2,4l, 
WRITECl,•l'l34=' ,!0(3,4), 
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'112=' ,10(1,2) 
'!14•' 10(2 3) 
' '' . 123• ,10(2,3) 
'!33=',10(3,3) 
'!44•' ,!0(4,4) 
' 
lJRITU1,tt)'M1;1RH DE lNFORMt1CAO - POISSüti' 
WRJ.T[(i,,~i) 
WRITE!i,*l'lii~',IPCi,i), 'Ii2=',1P(i,2) 
WRITE{i,I)'I22=',1P{2,2) 
CLOSE (i} 
snw 
END 
E5. COMANDOS GLIM 
iAju::.h dos modelos logísticos propostos por WILLIAMS {i9B7) 
IDados de LUNING et <~1 0966i 
' 
' 
'iSUBFILE DflDLUN 
$UNITS i7724 $DATA l Dl Y!J S!J$ 
'liREAD 
' 
0 0.e 0 s 
0 0.0 0 5 
2 0.6 4 9 
2 0.6 6 9 $ 
\calculo do desvio do mod~lo d~ RAI & VAN RYZIN (1985) 
' iCALC !A•0.223B : !B•!.0377 : %1•0.0963 : XR•-0.0668: 
E=!EXP(-(ZA+XB•D!)): F=ZEXP<-SIJ*<Z1+ZR*0!)); P=(1-E}*f: Q=1-P: 
AX=YIJ!<SIJ*P): AZ=<SIJ-YIJ)/{SIJ*Q): L=ZLOG{AXl: LL=!LOG<AZ): 
OO•YIJ•L+IS!J-Y!Jl•LL: !D•!CUIOO!$ 
SPR! !OS 
!DEL tA: XB: %1< !R< E: F: P: Q: AX< AZ: L: LL< OD: %01 
' !Ajuste do~ modelos 1ogistlcos 
' SYVAR Y!JS SERROR B S!JI ILINK Gl 
ICALC S05=IE9(!,0J•IEQ(S!J,5!: S06=XEGI!,B!<IEBIS!J,6): 
S07=IEBII,0!<%EBIS!J,7!< S0B•IE91l,0!<IEBISIJ,Bl: 
S09=IEB(!,0!<IEQ(S!J,9): S0!0=XEQ(l!0J•%EBIS!J,10!: 
S!5=IEB(!,!l•XEBIS!J,5): S16=XEQI!, I•%EQ(S!J,6): 
S17=%EG(!,!l<IEQ(SlJ,7J: S!B=%EBI!,1!•%EBIS!J,8): 
S!9=XEQI!,!l•XEQ(SlJ,9): S110=4EQI!,il•XEQ(S!J,!0!< 
525=4EBI!,2l•XEQIS!J,5): S26=XEBI!,2!•%EQIS!J,6): 
S27=%EQI!,2!•4EQIS!J,7): 52B=IEQ(!,2l•IEQIS!J,Bl: 
S29=%EQ1!,2l•XEQIS!J,9): 
f=S05+2*S06+3*S07+4*S08+5*S09+ó*S0i0+7MSi5+S*Si6+9*Si7+10*SiB+ii*Si9+12*S110: 
F=F+13*S25+i4*S26+15lS27+i6*S28+17lS29$ 
!DEL S85:S06<S07<S08:SQ9:S010:S!50S!b:S!7<S!B<S19!S!10!S25<S26!S27:S2B!S291 
I 
iAjuste do mod~lo de 17 parametros (um para cada combínacao DI e SIJ) 
' $FACTOR F !71 IF!T F-11 
!OIS E I IPLOT Y!J IFV '*'I 
ICALC VA=%FV•IIBO-!FV!/%BO: RP=(YIJ-XFV!/XSQRT(VA!I 
iPLOT RP XfV '*'$ 
ICALC l0•XEi(l,0!: ll•XEQI!,!): I2•XEQI!,2): DS=O!<SIJI 
' !Ajuste do modelo TAL i 
' iFIT 10+11+12-i~ $OIS Ei SPLOT YIJ i.FV '*'$ $CALC VA=%FV•IXBO-XFV!/!BO: RP=IY!J-XFV!/XSBRT(VAli $PLDT RP XFV '<'i 
! 
!AJuste do modelo TALi + GAMA SIJ 
!90 
,, 
i 11 10+li;I2+SU~-i$ $D1S E'l 'lPLOT YIJ /.FV '"''~ 
I 
ALC VA:::.f.:FV ~i 7.8 D-X r' V }f%BD: RP:::: ( YLJ-·/.FV) 1/.SQq T ( VM 1 
LOT RP t.:FlJ '*''i 
! j•Jste do modelo TALi + GilMA SIJ + DELTA DlfSIJ 
I 
, H 10+!1+12-+SIJ;DS--1$ $D1S Ei- %PLOT YIJ 7.FV 'li'$ 
AlC IJA:::f.fV* ( !8D·"XfV) /4llD: RP:::o ( Y IJ··XFV) Ji.SI~RT ( VA) $ 
LOT RP /.FV '*'~ 
l 
justr. do modelo ALFA + BETA DI 
lT 01$ SOIS E$ ~PLOT YlJ 11FV '>'$ 
:ALC VA=7.FV<I%BO-%FVI/%BD: RP=IY!J-7.FVI/ZS0RTIVAI$ 
LOT RP %FV '~-'s 
, juste do modrlo AlfA + BETA DI + GAMA SIJ 
'tiT DltSIJ$ 'lDIS E$ $PLDT YIJ XFV '*'S 
CALC VA=ZFV<If.BO-Y.FVI/1.80: RP=IY!J-Y.FVI/XSDRTIVAI$ 
. PLOT RP %F1J ''R'$ 
i Ajustf: do mode:1o AlfA + SETA DI + GAMA SIJ + DELTA DhSIJ 
i flT DI+SlJ+OS$ ~DISP E$ $PLOT YIJ i.FV '*'$ 
. CALC VA=lfV>IlDO-%FVl/!BD: RP=IY!J-ZFVI/ZSBRTIVAI> 
PLOT RP %FV '>'! 
Aj•Jste: do modelo TALi + GAMAi S!J 
CALC S0::::I0*SIJ: Si~Ii*SIJ: S2=12*SIJS 
FIT 10+!1+12+S0+Si+52-1\ >OIS El IPLOT YlJ kfV '•'I 
CALC VA=7.FVfi O::BD- i:f\J) /7.80: RP"" ( Yl J-ZFV l ;t;SQRH VA) $ 
PLOT RP i.F\1 '*'S 
RETURN 
:Ajuste dos modelos log!stitos propostos por WILLIAMS (1987} 
.Dados de TYL et a1 (1983} 
! 
[~========================================================== 
! 
' 
SUBFILE DADLUN 
UNITS 131$ 
DATA I DI Y!J S!JI 
READ 0 0,0 5 B 
0 0.0 2 9 
4 0.292 16 !6 
4 0.292 17 17 i 
!l =grupo 
!DI = nível da dose 
!YIJ = numero de respostas na j-esima ninhada do i-esimo grupo 
!SIJ = tamanho da j-esíma ninhada do i-esímo grupo 
' i calculo do desvio para o modelo de RAI & VAN RYZIN (1985> 
! 
ICALC XA=0.791B : %B=9.6035 : %1=0.!060 : XR=-0.3630: 
E=7.EXP!-17.A+7.B<DIII: F=%EXPI-S!J•I7.T+7.R<Dlll: P=I1-EI•F: G=1-P: 
AX=Y!J/!SlJ<PI: AZ=!SIJ-Y!JI/IS!J<GH L=%LD61AW Ll=7.L061AZl: 
DD=YIJ•L+ISIJ-YJJI<LL: 7.0=7.CUI00)~ 
~PR! !Di 
'$DEL %A• %8: n: IR: E: F: P: Q: AX: AZ: L: LL: 00: !OS 
' ' ÍAJu~de dos modelos logísticos 
' SYVAR Y!J$ SERROR B S!J$ ILINK Gl 
!81 
1Aj%tr do modelo dt- 50 Pi<i"ílHtros (!Hi P?.fB Ci<,dZ< Cüt-,bHl"CilD DI r SIJ) 
' )c?-1 c Z8"''%TíH J, 0}!thlGíS1 J, 8): Z'i':::i:;[()( I, 0H({E!_W·.; J, 9): Zi0cokfGi( 1, 0 };:{EG\S1J, 10 l; 
Zi i c.·J:EQ( 1, 0)li/.[0\SIJ, i i): Zi2::::XEQf l ,0 l*XE.Q{ SIJ, 1.2): Zi3c:ZEQ( I, 0 );:J.[0 ( GJ J, 13): 
Zi4=XEQ{I,8)t%EG(SIJ,i4): Zi5~%EQ(I,0l+.%EGIS!J,i5): Zi6;%E0!I,CI*ZEQíSIJ,i6l: 
' 
Zi7'"/.'E(H I,0)+.tEf:l.(SlJ, i7): Z18"-/.t'.G(! ,0l '~>f.[(H SIJ, i8H U4 =i:EíH 1, i) ~'ZE0( ~;IJ, 4l: 
Ufl ~XHHI.il*Xf.GíCLI, 8): U9 :::f.E\Hl,D!ti:EtHSLl, 9)! UH1- kFO\l.iH</.EQ{!:;IJ;10): 
UU =i.E0 (1, i) *f E. O ( ;;u, 1i}: Ui2-oo%EQ (I , i ) (/;EQ { SIJ, i2 l : Ui3"-Zf G {1 , 1 ) U%fJ.H SI J r 1.3) : 
Ui4::-.f.[{H I, i} lli/.:E& ( ~:!J, i4): Ui~P'-Z(Q{ I, i HXEQ (S!J, i 51: Ui6=/.EQí I, i )l"i.EO (SlJ, i6l: 
06 :..ZfJ1íi,2H:7.EíHSU, 6): 08 =XEOíl,2)?:/:EO:íSIJ, 8): D9 .:"-4D'HI.2J'I!'ZE\HSlJ, 9l: 
Di i"'i:HH 1 ,2).o:f.I.\HG!J, U. f: Di2:::f.E\H I, 2 H<;~UHSIJ, i21: Di3=%EQí I, 2l ~-i.EíHSlJ, i3): 
Di4"'-%E\l( I,?) *XEQ(SIJ, i4 l: Di5"'%EC\( I ,2lYi.HHSIJ, i 51: Di6=:0:Y.Ei:l\ I ,2) li/.EG( SIJ, i6l: 
Ti ::::./.[0(!,3)!!/.[GíSLJ, 1): 12 :::t.UHI,3)ti::EíHSlJ, 2).: T4 :::i::HHI,3)*;m~HSIJ, 4): 
T6 "'/.J::tH I ,3H'ZEQ(BIJ, t,J: Ti0:of.ECH! ,3l *I.E\HSlJ, i0): Ti ioo%(0(1, 3}1(/.EQ\SJJ, i i/: 
Ti2:::%EQ ( 1 , 3) *ZE G (SI J, i i) : Ti 3'-'%EQ ( 1, 3) t:f.E Q ( SIJ, i 3} : Ti4=%E O (I, 3 }ltf.E íH SI J, i 4} : 
HS<Y.EG( 1 ,3/~i.EQ(SLJ, i5): Ti8:::%EQ(l ,3Jt:I.E\HSIJ, i8): Ti9<7.EG (I ,3l *ZEíHSIJ, i 9}: 
Q9 :::/.E li (1, 4 Hi.EíH SIJ, 9) : Gi 0=XE0(1, 4 l ;o;f.E(H SlJ, i 0) : Gii "'I.HH L 4) l!·/.E\H SIJ, ii): 
Qi2=ZEíH I ,4 )*kEíHSIJ' 12): 1Jj_3;::J.EQ(l' 4 HO/.EQ(SlJ,i3): Q14;::f.EGí L4 )l<%E\HSIJ. 14): Qi6=XEQ(J,4)*lEQIS!J,!6l: Q!7=%EGI1,4l*XEQ(5!J,17>1 
$CAl C F ::Z8+2iliZ9+ 3*Z i fit4t:Zi i +5*Zi2+61i Zi3+ 7*-Z 14+8;;Zi5+9~tZi6+ i 0*Zi7 ti i *Zi8: 
f::of+i2*U41 i31iU8+14*-U9-t i 5-*Ul. 0+ i MUi i +17*Ui2+18*Ui3+i 9*Ui 4+2QH'Ui5+2i *U16: 
f ::o f 1 ;g*D6f23-f<D8+24*(!9+25*Di i +2M! Di 2+27*Di 3+ 2B*Di4+29*Di 5+30*Di6: 
f;::f+3i*Ti+32*12+33H4+34*T6+3~t:Ti0+36*Tii+371<T12+38*Ti3+37t:Ti4+4011Ti5: 
f :o-. f +41 H i8+42H i 9+43*G9+44*Gi 0+45!1:Gi i +46*&i 2t47 ;;Q 13+48Hl.l.4+491iQi6+50liQi 71 
$DEL Z8: Z9: Zi 0: Z i i: Zi. 2:7.13: Zi 4: Zi 5: Zi6: Z i7: Z i B: U4: U8: U9: Ui 0 :Ui i: Ui2 :U13: Ui 4: 
Uí.5:Ui6:06:D8:DY:üii:Di2:Di3~Di4:Di5:Di6!Ti~T2:T4:T6:Ti0:Tii;Ti2:;Ti3:Ti4: 
115:1!8:Ti9:Q9:Qi0:Gii:Q12•Gi3:8i4:Qi6:G!7$ 
' ~fACTOR F 501 SF!T F-il 
ID!S E I lFLOT Y!J lFV '<'I 
SCALC VA=lfV<(lflD-/.FVJ//.80: RP=IY!J-XfVJ/lSGRT!VAJI $PLOT RP i.FV '*'S 
' ~Lk!C ]0 E(J(],0!: l!=lE@(!,]): !2=lEG!l,2): !3:%[0(!,3): J4of.F81!,4): 
DS=Dl*S!JI 
I 
!Ajuste do mode1o TAL i 
I 
ÍFIT 10+11+12+13+14-tS SOIS ES iPLOT YlJ XFV 1*'\ $CALC VA=ZFV*(XBD-XFV)/XBO: RP=<YIJ-%FV)/%SGRT(VA)$ 
IPLDT RP lFV '*'I 
' iAjuste do modelo 1ALI + GAMA SIJ 
! SFIT I0+Ii+l2+13+I4+SIJ-iS SOIS ES SPLOT YIJ !FV ';;'~ 
SCALC VA=%FV<i%BD-%FVI/%BO: RP=!YlJ-%FVl/%SGRT!VAl$ 
SPLOT RP %FV '<'I 
I ÍAjuste do modelo TAL i + GAMA SIJ + DELTA DI*SIJ 
I 
SFIT 10+11+!2+!3+14+SIJ+DS-11 SDJS El IPLOT YIJ lFV '•'I 
ICALC VA=XFV•!%BO-%FVJ/%BD: RP=(Y!J-XFVJ/%SGRTIVAJI 
IPLOT RP lfV '<'I 
I 
ÍAjuste do modelo TAL i + GAKAi SIJ 
I 
lCALC Si=IB•SIJ: S1=11•SJJ: 52=12•SJJ: S3=I3•SIJ: S4=14*SIJI 
IF!T IB+!!+l2+!3+!4+SB+Si+S2+53+S4-11 ID!S El IPLOT YIJ XFV '*'I 
ICALC VA=XfV•IXBO-lFVl/XBO: RP=!Y!J-XfVJ/lSBRT<VAJI $PLOT RP lFV *fi 
SOEL !B: !!< 12: !3: !4: SB: Si: 52: 53: 541 
' !AJuste do ~odelo ALFA + BETA DI 
! 
'lf!T Dll IDIS El IPLOT Y!J XFV '<'I 
ICALC VA=XFV<I%BD-XFVJ/%BD: RP=(Y!J-%FVl/XSBRT(VAll 
IPLDT RP XFV '•'I 
' 
'!Ajuste do mode:lo ALFA t BETA DI + GAMA SIJ 
I ÍFIT Dl+S!JI SOIS ES SPLDT YIJ XFV '<'! 
SCALC VA=%FV<IXBD-ZFVJ/7.BD: RP=(Y!J-%FVl/lSGRl!VAJI 
IPLDT RP XFV '<'! 
' !Ajuste do modelo ALFA + BETA DI + GAMA SIJ 
I 
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lk'H Dl~S!J+OSS $DIS? [i- 'EPUH YlJ zrv ',:'l 
'J.,Cí1LC Ví;" i;. F V~\ hBD-7.fV l i/.BO • R f':-. { n J-Y.F V) /í::SGP.l ( VA) 'i 
~PUH RP i.FV '*'$ 
' SRETUPt1 
l :::::::::;:::::::::::::::;::::: :::::::;::::::::::::::;::::::::::::::::::::~.==o;:::::::::, . .:::::o: ::::;o;::::::::::::;:::::::::::;::,:::::::::::::::::::;:;::::: 
I 
!Sequrntict dt' cotiandos apn:-snürtda por WILLIAMS (1982} €' ut i1 ízo.da. no 
!ajuste dos Modelos 1ogi-sticos com varíac<~o extra-binomitJ.1. 
' 
J "'"'"'""'"""'"' = =:: "'"'"'""' === ""'""'"-"' ===::::::,::::::;;::;:;::::::::=:: "'""""'"'"'"''"'""'"'=::::::o::===;;;;::: ::::::o :::c:: =o=::"'"'"'::: 
' !Apos a df-cl:aracao das varinve-is e leitura dos dados como de costum;, 
!declare a variavel r€sposta, o erro E a lígacao $YVAR YlJ$ SERROR B SIJ> ILINK G! 
' 1Dr.c1ctrE 1jma ~\atriz de pes.os 
íWEIG W'í 
I 
!F;;:c;;; « m;:d:r iz de pEsos igual a identidade 
$ACC 81. i<CALC W::::i'i 
' lf',j'JStt~ o H'!oddo dESt.'ja.do (aqtJÍ e ajustado o modelo cowJ~i W = i/ 
'l!fi1 o modElo des€jado 'l.i $DIS E'!. 
I 
1 hwr i lta a estat i st in, qtJ i -<FJctdF<~do de Pearson 
tPR 1 7.X2~ 
I 
!Est i~1e e impFima fi e calcule os novos pesos 
IEXTR %VLI 
!CAl V•ZPW<XWT<ZVL: ZP•I%X2-XCUI%PW<Il-VIII/(%CUICZBD-11<%PW•Il-VIIII 
IPRI %PI !CAL W=l/11+7.P<I%BD-1111 
I 
iAjuste novamente o modelo desejado <aqui e aJustado o Mdelo modificado) 
SFIT o modelo desejadoS 
' !Repita os comandos abaíxo ate que a estatística qui-quadrado seJa 
!suficientemente proxima dos graus de liberdade do desvio 
IPRI %X21 
IEXTR XVLI 
!CAL V•7.PW<!Wl<%VL: ZP•I!X2-!CU(!PW<Il-VIIl/I%CUI(%BD-11•!PW<Il-Vlll$ SPRI !P$ $CAL W•l/{1+7.P<C!BD-lll$ 
' SRETURN 
1B3 
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