This paper concerns inter-procedural dataflow-analysis problems in which the dataflow information at a program point is represented by an environment (i.e., a mapping from symbols to values), and the effect of a program operation is represented by a distributive environment transformer. We present two efficient algorithms that produce precise solutions: an exhaustive algorithm that finds values for all symbols at all program points, and a demand algorithm that finds the value for an individual symbol at a particular program point.
Introduction
This paper concerns how to find precise solutions to a large class of interprocedural dataflow-analysis problems in polynomial time. Of the problems to which our techniques apply, several variants of the interprocedural constant-propagation problem stand out as being of particular importance.
In contrast to intraprocedural dataflow analysis, where "precise" means "meet-overall-paths" [ 161, a precise interprocedural dataflow-analysis algorithm must provide the "meet-over-all-valid-paths" solution. (A path is valid if it respects the fact that when a procedure finishes it returns to the site of the most recent call [28, 4, 18, 17, 22, 25, 24, 9, 13] ).
In this paper, we show how to find the meet-over-all-valid-paths solution for a certain class of dataflow problems in which the dataflow facts are maps We call this set of dataflow problems the Znterprocedural Distributive Environment problems (or IDE problems, for short). The contributions of this paper can be summarized as follows:
of Duesterwald et al. [9] and the demand algorithm of Horwitz et al. [13] . For example, it can handle linear-constant-propagation problems, which neither of the above algorithms can handle. Q Our da&low-analysis algorithms have been implemented and used to analyze C programs. Our experimental results have shown that:
l Although solving constant-propagation problems precisely resulted in a slowdown by a factor ranging from 2.2 to 4.5, the precise algorithm found additional constants in 7 of 38 test programs.
l In contrast to previous results for numeric Fortran programs [ 121, linear-constant propagation found more constants than copy-constant propagation in 6 of 38 test programs.
l The demand algorithm, when used to demand values for all uses of scalar integer variables, was faster than the exhaustive algorithm by a factor ranging from 1.14 to about 6.
The remainder of the paper is organized as follows: In Section 2 we introduce the copyconstant-propagation and linear-constant-propagation problems. Linear-constant propagation is used in subsequent sections to illustrate our ideas. In Section 3 we define the class of IDE problems. In Section 4, we define a compact graph representation of distributive environment transformers and show how to use these graphs to find the meet-over-all-valid-paths solution to a dataflow problem. Section 5 presents our algorithm for solving IDE problems. In Section 5.4, we discuss the application of our approach to copy-constant propagation and linear-constant propagation. In Section 6 we extend our algorithm to perform demand-driven dataflow analysis. Experiments in which our algorithm has been applied to perform copy and linear-constant propagation on C programs are reported in Section 7. Section 8 discusses related work.
Distributive constant-propagation problems
There are (at least) two important variants of the constant-propagation problem that fit into the framework presented in this paper: copy-constant propagation and linearconstant propagation. In copy-constant propagation, a variable x is discovered to be constant either if it is assigned a constant value (e.g., x := 3) or if it is assigned the value of another variable that is itself constant (e.g., y := 3; n := y). All other forms of assignment (e.g., x := y + 1) are (conservatively) assumed to make x nonconstant.
Linear-constant
propagation identifies a superset of the instances of constant variables found by copy-constant propagation. Variable n is discovered to be constant either if it is assigned a constant value (e.g., x := 3) or if it is assigned a value that is a linear function of one variable that is itself constant (e.g., y := 3; n := 2 * y + 5). All other forms of assignment are assumed to make n non-constant.
Constant propagation
is of importance in optimizing compilers for two reasons: (i) programs run faster when constants are substituted at compile time for constant variables; and (ii) the results of constant propagation enable other optimizing transformations, which in turn permits more efficient code to be produced.
3. The IDE framework
Program representation
A program is represented using a directed graph G* = (N*,E*) called a supergraph. G* consists of a collection of flowgraphs Gl,Gz,.. . (one for each procedure), one of which, Gmain, represents the program's main procedure. Each flowgraph Gp has a unique start node sp, and a unique exit node ep. The other nodes of the flowgraph represent statements and predicates of the program in the usual way,3 except that a procedure call is represented by two nodes, a call node and a return-site node.
In addition to the ordinary intraprocedural edges that connect the nodes of the individual flowgraphs, for each procedure call, represented by call-node c and return-site node r, G* has three edges:
l An intraprocedural call-to-return-site edge from c to r b An interprocedural call-to-start edge from c to the start node of the called procedure l An interprocedural exit-to-return-site edge from the exit node of the called procedure to Y.
The call-to-return-site edges are included so that we can handle programs with local variables and parameters; the dataflow functions on call-to-return-site and exit-to-retumsite edges permit the information about local variables that holds at the call site to be combined with the information about global variables that holds at the end of the called procedure.
Example 3.1. Fig. 1 shows an example program and its supergraph. For the moment ignore the edge labels. This program will be used in the rest of the paper as a running example.
Interprocedural paths

Definition 3.2.
A path of length j from node m to node n is a (possibly empty) sequence of j edges, which will be denoted by [el, e2,. . , ej], such that the source of ei is m, the target of ej is n, and for all i, 1 <i < j -1, the target of edge ei is the source of edge ei+i . Path concatenation is denoted by 11. declare x: integer program main begin call P(7) print (x) /* x is a constant here */ end procedure P (value a : integer) begin /* a is not a constant here */ if a > 0 then L~"".rn" a:=a-2 call P (a) a:=a+Z fi x:=-2*a+5 /* x is not a constant here */ end The notion of an (interprocedurally) valid path is necessary to capture the idea that not all paths in G* represent potential execution paths. A valid path is one that respects the fact that a procedure always returns to the site of the most recent call.
To understand the algorithm of Section 5, it is useful to distinguish further between a same-level valid path -a path in G* that starts and ends in the same procedure, and in which every call has a corresponding return (and vice versa) -and a valid patha path that may include one or more unmatched calls. l The empty path is a same-level valid path (and therefore a valid path). l Path p 11 [e] is a valid path if either e is not an exit-to-return-site edge and p is valid, or e is an exit-to-return-site edge and p = ph 11 [e,] 11 pr where pt is a same-level valid path, ph is a valid path, and the source node of e, is the call node that matches the return-site node at the target of e. Such a path is a same-level valid path if ph is also a same-level valid path.
We denote the set of valid paths from node m to node n by VP(m,n). 
S,ain+nl+sr+n4+n9
is a (non-same-level) valid path because the call-to-start edge nl + sP has no matching exit-to-return-site edge; the path is not a valid path because the exit-to-return-site edge eP ---f n7 does not correspond to the preceding call-to-start edge n 1 + sP.
Environments and environment transformers
Definition 3.5. Let D be a finite set of symbols. Let L be a finite-height meet semilattice with a top element T. 4 We denote the meet operator by tl. 
Note that this equality must also hold for infinite sets of environments.
The meet-over-all-valid-paths solution
A dataflow problem is specified by annotating each edge e of G* with an environment transformer that captures the effect of the program operation at the source of e. In an IDE problem, the environment transformer associated with an intraprocedural edge e represents a safe approximation to the actual semantics of the code at the source of e. Functions on call-to-return-site edges extract (from the dataflow information valid immediately before the call) dataflow information about local variables that must be reestablished after the return from the call. Functions on exit-to-return-site edges extract dataflow information that is both valid at the exit site of the called procedure and relevant to the calling procedure.
Note that call-to-return-site edges introduce some additional paths in the supergraph that do not correspond to standard program-execution paths. The intuition behind the IDE framework is that the interprocedurally valid paths of Definition 3.3 correspond to "paths of action" for particular subsets of the runtime entities (e.g., global variables). The path function along a particular path contributes only part of the dataflow information that reflects what happens during the corresponding run-time execution. The facts for other subsets of the runtime entities (e.g., local variables) are handled by different "trajectories", for example, paths that take "short-cuts" via call-to-return-site edges.
In the case of linear-constant propagation, the interesting environment transformers are those associated with edges whose sources are start nodes, call nodes, exit nodes, or nodes that represent assignment statements.
Linear-constant propagation handles assignments of the form n := c and x := cl * y + Q, where c, cl, and c2 are literals or user-defined constants. The environment transformers associated with these assignment statements are of the form lenv.env[x H c] and Aenv.env[x H cl * env(y) + 4, respectively. For example, the transformer associated with edge n9 4 ep in the supergraph of Fig. 1 is Aenv.env[x H -2 * env(a) + 51.
For other assignment statements, for example, x := yfz, the associated environment transformer is Aenu.enu[x I-+ I]. This transformer is a safe approximation to the actual semantics of the assignment; the transformer that exactly corresponds to the semantics, Aenv.env[x H env(y) + enu(z)], cannot be used in the IDE framework because it is not distributive.
Whether edges out of start nodes have non-identity environment transformers depends on the semantics of the programming language. For example, these edges' environment transformers may reflect the fact that a procedure's local variables are uninitialized at the start of the procedure; that is, the transformers would be: lenv.env[xl H I][xl H 11.. . [x, H I] for all local variables xi. The environment transformers for the edges out of the start node for the program's main procedure may also reflect the fact that global variables are uninitialized when the program is started. For instance, in our running example we make the assumption that globals are uninitialized when execution begins, and thus the environment transformer associated with edge Smain -+ nl in the supergraph of Fig. 1 is Aenu.enu[x H I].
The environment transformers associated with call-to-start edges reflect the assignments of actual parameters to formal parameters. For call-by-value-result parameters, the environment transformers associated with exit-to-return-site edges reflect the assignments of formals back to actuals. For example, the transformer associated with edge nl --) sp in the supergraph of Fig. 1 
From supergraphs to "exploded" supergraphs
In this section, we show that the meet-over-all-valid-paths solution in G* can be found by finding the "meet-over-all-realizable-paths" solution of a related problem in an "exploded" supergraph G'. G" is obtained by pasting together graphs that represent the "pointwise" behavior of G* 's environment-transformer functions. Representing these functions at a finer level of granularity leads to efficient dataflow-analysis algorithms because operations such as meets and compositions of functions can often be carried out by trivial, unit-cost operations on the pointwise representation. 
Informally, we say that the "macro-function" t is represented by the "micro-functions"
If an edge from d' to d is labeled with the function lenu.T, it can be omitted from the graph (and we say that d does not depend on d').
These ideas are formalized in the following definition. 
Also, for a given pointwise representation In case (iv), II.T is used in place of (2) 
Case (v):
The identity function is used whenever possible, i.e., Al.1 is used in place of (2) when, for all I, the right-hand side of Eq.
(1) will have the same value when Since for all 1, t(
Theorem 4.3. For every t: Enu(D,L) 5 Enu(D,L), t = [R,Jj.
Proof. By Definition 4.1, we have to show that for every env E Env(D,L), and d ED,
First, we claim that
To show (5), we first show that J holds in ( 
R,(d', d)(enu(d')) 2 t(Q[d' H env(d')])(d).
Therefore,
We now show that C_ holds in (5). By Definition 4.l(ii), Rt(A,d)(T) = t(Q)(d), and by Definition 4.l(iv)-(vi), for every d' f D,
Rt(A,d)(T) fl R,(d',d)(enu(d')) & t(!S[d' H enu(d')])(d).
To complete the proof it is sufficient to show that
t(enu)(d) = t(Q)(d) n n t(Q[d' I-+ enu(d')])(d)
d'ED (6) This is shown by induction on k, the number of symbols in em that are not mapped to T. Basis: For k = 0, mu = Q and therefore all the terms of the form
on the right-hand side of (6) are equal to 0. Hence, (6) trivially holds. 
t(enu)(d) = t(enu')(d) n t(Q[do H enu(do)])(d). (7)
Since in env', k symbols are not mapped to T, the induction hypothesis implies that
d/ED-{do}
By the definition of env', enu'(do) = T and therefore S2[ds t-t enu'(do)] = Q. Hence,
The proof is completed by substituting the right-hand side of (8) for t(enu')(d) in (7). 
Edge labels are given by a function EdgeFn: E" -+ (L 4 L) defined to be
EdgeFn( (m, d') -+ (n,d)) gf RMcm.+,,(d', d).
A path p in G' is a realizable path if the corresponding path in G* is a valid path.
We denote the set of realizable paths from an exploded-graph node mu to an explodedgraph node nR by RP(m',n'). Same-level realizable paths, denoted by SLRP(m',n'), are defined similarly.
Also, for all paths p E VP(smain, n) and d E D U {A}, we use r(p,d) to denote the set of realizable paths from (Smain, /i) to (n,d) that correspond to p. We will show that the meet-over-all-valid-paths solution to an IDE problem can be obtained by finding the meet-over-all-realizable-paths solution in G'. A key step in this argument is to show that compositions of the macro-functions along paths in G* are emulated by compositions of the micro-functions along paths in G". This is captured by the following lemma.
Lemma 4.7. For every n EN*, d ED, and path PE VP(smain,n),
Proof. By induction on the length of p.
Basis: For a length-0 path p, r(p, d) = q5 and therefore both sides of (9) 
Distributivity of
Rw(e,+,
)(PathFn(r)(T))
We now state the theorem that is the basis for our algorithm for solving IDE problems.
Theorem 4.8. For every nEN* and d ED, MVP,(d) = MRP(,p).
PrOOf. Let p E VP(Sm&, n). Then, using Lemma 4.7 and the fact that r(p,d) G RP(
and therefore
A), (n, d) ) and let p be the corresponding path in G* . Then, by Lemma 4.7,
The consequence of this theorem is that we can solve an IDE problem by solving the meet-over-all-realizable-paths problem on the labeled exploded supergraph.
An algorithm for solving IDE problems
In this section, we present an algorithm to compute the meet-over-all-valid-paths solution to a given dataflow problem instance IP. The input to the algorithm is the labeled exploded supergraph G'. The algorithm computes a value vaZ(n') E L for each exploded graph node n' EN'. When the algorithm terminates, for all n" EN', vaZ(n') = MRP,,a. [6) . Fig. 6 depicts the configurations that are used by ForwardComputeJumpFunctionsSLRPs to progressively compute better approximations to jump and summary functions for longer and longer same-level realizable paths.
To reduce the amount of work performed, ForwardComputeJumpFunctionsSLRPs uses an idea similar to the "minimal-function-graph" approach [14] : Only after a jump function for a path from a node of the form &,dl) to a node of the form (c,dz) has been processed, where c is a call on procedure q, will a path from (sq, d3) to (+d3) be put on the worklist -and then only if edge (c,dz) + (Sq,d3) is in E' (lines w~~31~.
Phase II
Phase II is performed by procedure ComputeValues, shown in Fig. 7 . In this phase, the jump functions are used to determine the actual values associated with nodes of is applied to the current approximation at node (+,,d) (lines [7] - [lo] Note that ZXZZ( (Smain, /i)) is initialized to I in Phase II(i). In fact, the initial value could be anything other than T; T cannot be used because then the test in PropagateValue would fail, and the algorithm would not visit all nodes of the form (n, A). The sp, d) ))) od od endcaae case n is a call node in p, calling a procedure q: particular non-T value is irrelevant: that value is propagated to all nodes of the form (n, A), but because the function on an edge from one of these nodes to a non-A node mB is always a constant function (see Definition 4.1), the value at (n, A) cannot affect the value at m'.
Example 5.1. When applied to the exploded graph of Fig. 4 , our algorithm discovers that x has the constant value -9 at node n3 (the print statement in the main procedure),
and that a does not have a constant value at node sp (the start node of procedure P).
During Phase I, the algorithm computes the following relevant jump and summary functions: The algorithm does not terminate for all IDE problems; however, it does terminate for all copy-constant-propagation problems, all linear-constant-propagation problems, and, in general, for all problems for which the space F of micro-functions contains no infinite decreasing chains. (Note that it is possible to construct infinite decreasing chains even in certain distributive variants of constant propagation [28, p. 2061 .)
The cost of the algorithm is dominated by the cost of Phase I. This phase can be carried out particularly efficiently if there exists a way of representing the microfunctions such that certain operations on micro-functions can be computed in unit time. These termination and cost issues motivate the following definition. l There is a representation scheme for F with the following properties: Apply: Given a representation for a function f E F, for every 1 E L, f (2) can be computed in constant time. 6 6 We assume a uniform-cost measure, rather than a logarithmic-cost measure; e.g., operations on integers can be performed in constant time. The source of a jump edge is a node of the form (sp, d), where sp is the start node of some procedure p; thus, there can be at most D + 1 jump-edge sources in each procedure. Each iteration of Phase I extends a known jump edge by composing it with (the function of) either an E' edge or a summary edge. There are at most 0(ED2) such edges. Because each edge e can be used in the operation "extend a jump edge along edge e" once for every jump-edge source, there are at most 0(ED3) such composition steps.
For each jump edge and summary edge from an exploded node @,A), the jumpfunction value can change at most height-of-L times. Similarly, jump edges and summary edges emanating from other exploded nodes (n,d), d E D, can change at most height of F times. Consequently, the total cost of Phase I, and thus of the entire algorithm, is bounded by 0(ED3) (where the constant of proportionality depends on the heights of L and F).
In the case of both copy and linear-constant propagation, the size of D is bounded
by MaxVisible (the maximum number of variables visible in any procedure of the program), and the height of L is 3. For copy-constant propagation, the height of F is 1; for linear-constant propagation, the height of F is 4 (see Section 5.4 below).
Consequently, our techniques solve all instances of these constant-propagation problems in time O(E MaxVisible3).
Some ejficiently representable IDE problems
Finite distributive subset problems
The IDE framework generalizes a class of interprocedural dataflow-analysis problems that we have treated in previous work. We call these problems the interprocedural, jinite, distributive, subset problems, or IFDS problems, for short. In IFDS problems, the dataflow facts form a finite set U, and the dataflow functions (which are of type 2" + 2") distribute over the meet operator (either union or intersection) [25,24, The meet semi-lattice 2" can be represented as Env(U, {I, T}) where _L C T. If enu E Env(U, {I, T}) represents set S E 2 ', then env(u) = _L iff u E S. For example, the maximum environment iLu.T represents the set 8, the environment
lu.T[x H I]
represents the set {x}, and the minimum environment Au.1 represents the set U.
When IFDS problems are treated as IDE problems, the only micro-functions that arise are id and X.1. All of the occurrences of micro-function X.1 are associated with edges of the form @,A) -+ (n,d). The only functions on "non-n" edges are identity functions. Since id o id = id and id n id = id, the class I = {id} is trivially a class of functions that has an efficient representation.
Copy-constant propagation
In copy-constant propagation, the micro-functions that arise are either id or of the form Il.c, where c is either a manifest constant that appears somewhere in the program or 1.' However, all of the constant functions X.c are associated with edges of the
form (m, A) -+ (n, d).
Thus, th e only functions on "non-A" edges are identity functions, so again we are dealing with the class I = {id}, which is trivially a class of functions that has an efficient representation.
Linear-constant propagation
Linear-constant propagation can be handled using the set of functions Here it is assumed that x * T = T * x = n + T = T + x = T for XEZI andthatx*I=l_*x=x+I=I+x=_L forxEZ1.
E&U: All representations except that of AZ.1 are unique. Any two triples in which c = I represent 11.1. However, equality can still be tested in unit time.
Linear-constant propagation can be also performed on real numbers RI. In this case, the meet operation is slightly simpler because there is no need to test whether u2 -al divides bl -b2 evenly -only that ~22 # al if b2 # bl. 
A demand dataflow-analysis algorithm
In this section, we give a demand algorithm for the IDE framework. The demand algorithm finds the value for a given symbol d E D at a given supergraph node 7i E N*.
The demand algorithm is similar to the exhaustive algorithm of Section 5. However, in the demand algorithm, the traversals of G" used to compute jump and summary functions are backwards (i.e., edges are traversed from target to source). Furthermore, whereas in the exhaustive algorithm all jump edges have sources of the form &,d), in the demand algorithm there are two different kinds of jump edges: (ii) The meet-over-all-realizable-paths values are computed by the procedure ComputeValuesForVisitedNodes, shown in Fig. 11 . In particular, at the end of this proce--dure, vaZ( (n,d)) = h4RPt,,2,).
The demand algorithm is a caching algorithm, i.e., the values of JumpFn, SummaryFn, val, and Nodes WithKnown Values are accumulated across different calls to ComputeExplodedNodeValue.
We maintain the invariant that for exploded nodes in the Nodes WithKnown Values set, the meet-over-all-realizable-paths value is already stored in val.
The procedure BackwardComputeJumpFunctions, shown in Fig. 9 , is a dynamicprogramming algorithm that computes jump functions from exploded nodes to the demand node Q&d), for increasingly longer paths. On every iteration of the while loop in lines [5] - [25] , a node (n,d) is removed from the worklist, and procedure Visit is invoked to process some predecessor n' of (n,d However, there are a number of differences:
l ComputeValuesForVisitedNodes starts from the set of nodes SourceNodesRelevant ToQuery, rather than from the single exploded node (smain,A). The following values are computed by ComputeValuesForVisitedNodes
The reader may wonder why ComputeValuesForVisitedNodes is called to compute values for all visited nodes, when A4RPl,,,) can simply be computed as
at the end of BackwardComputeJumpFunctions. This simpler computation can be performed if the goal is an algorithm tailored to the task of answering a single demand.
The algorithm as presented is tailored for better performance on a sequence of demands: Procedure ComputeValuesForVisitedNodes is invoked to make sure that the meet-over-all-realizable-paths value is known for all nodes visited during the call on BackwardComputeJumpFunctions.
Consequently, on subsequent calls to BackwardComputeJumpFunctions -to satisfy later demands -these nodes need not be re-visited.
Our demand algorithm is designed so that it has the same worst-case asymptotic complexity as the exhaustive algorithm of Section 5 when the sequence of demands consists of all N" nodes: In particular, the time is bounded by 0(,YD3) for efficiently representable IDE instances. Because a dataflow value at one point might depend on all other values at all other points, theoretically, the worst-case asymptotic complexity of the demand algorithm is O(ED3), even for a single demand. (This is true even if MRP(,,2) is computed immediately at the end of BackwardComputeJumpFunctions via (lo).) However, in the experiments discussed in Section I, the demand algorithm, used to demand values for all uses of scalar integer variables, was faster than the exhaustive algorithm in all cases.
Experiments
We have carried out several experiments to determine the feasibility of our proposed algorithms. Three dataflow-analysis algorithms were used in the experiments:
Precise Exhaustive: The exhaustive algorithm of Section 5, which considers only realizable paths in G".
Precise Demand: The demand algorithm of Section 6, which also considers only realizable paths in G".
Naive Exhaustive: An exhaustive algorithm that considers all paths rather than just the realizable paths. This algorithm is safe, but may be less accurate than the precise algorithms. For example, for the program in Fig. 1 , the Naive Exhaustive algorithm would not identify variable x as a constant at the print statement in procedure main.
The three algorithms were implemented in C and used with a front end that analyzes a C program and generates the corresponding exploded supergraphs for copy-constant propagation and linear-constant propagation (for scalar integer variables).
In the experiments, pointers were handled conservatively: Every call via a procedurevalued pointer was considered to be a possible call to every procedure of an appropriate type that was passed as a parameter or whose value was assigned to a variable somewhere in the program. Every assignment through a pointer was considered to conditionally kill all variables to which the "8~" operator was applied somewhere in the program; all uses through pointers were considered to be non-constant. Temporary variables were introduced as part of normalizing statements containing operations with side effects (e.g., pre-and post-increment). Without some care, this transformation could have distorted the relative performance of the exhaustive and demand algorithms: An exhaustive algorithm could spend considerable effort propagating dataflow information for temporaries beyond the sites at which they are used. This could have skewed the results artificially in favor of the demand algorithm. In our experiments, the effect was negligible because temporaries were reused: The total number of temporary variables was very small, and thus the cost of propagating information about temporaries was a small fraction of the total work performed by the exhaustive algorithms.
The study used 38 C programs; some came from the SPEC integer benchmark suite [29] and some were standard UNIX utilities. We used each of the three algorithms to perform copy and linear-constant propagation on each of the 38 programs, recording running times and the number of uses of scalar integer variables that were detected as constants. These data are presented in Fig. 13 .
The number of constants detected by each algorithm, reported in columns 2, 4, 6, and 8, respectively, indicates the number of places found by each algorithm where constants could be substituted for variables to improve the code. In all our reported results, running times reflect the trimmed mean of five data points (i.e., all experiments were run five times, and the average running times were computed by discarding the high and low values). All running times are the sum of "user cpu-time" and "system cpu-time" (in seconds) for the algorithms once the exploded supergraph is constructed. Boldface is used to emphasize the cases in which the algorithms did not all detect the same number of constants. (The Precise Exhaustive and Precise Demand algorithms always detect the same constants; therefore, we have not repeated that data under "Precise Demand".) These data allowed us to make the following comparisons:
l The running times and accuracies of the Naive Exhaustive algorithm versus those of the Precise Exhaustive algorithm. from 2.2 to about 4.5. However, the Precise Exhaustive algorithm found additional constants in 7 of the 38 test programs (see Fig. 13 ).
Comparison I: Naive Exhaustive vs. Precise Exhaustive
Comparison 2: Copy-Constant Propagation vs. Linear-Constant Propagation
Fig . 15 summarizes the relative times for copy-constant propagation versus linearconstant propagation (for both the Precise Exhaustive algorithm and the Naive Exhaustive algorithm). These results indicate that the overhead for performing linear-constant propagation is relatively minor. At best, copy-constant propagation is about 9% faster for the Naive Exhaustive algorithm, and about 16% faster for the Precise Exhaustive algorithm.
We also compared the accuracies of copy and linear-constant propagation. In our study, linear-constant propagation found more constants than copy-constant propagation in 6 out of the 38 test programs for the Precise Exhaustive algorithm and in 3 out of the 38 test programs for the Naive Exhaustive algorithm. Furthermore, in 7 out of the 38 test programs, linear-constant propagation via the Precise Exhaustive algorithm found more constants than copy-constant propagation via the Naive Exhaustive algorithm. These results are in contrast to previous results reported by Grove and Torczon for numeric Fortran programs [12] , in which no differences in accuracy were found between "pass-through parameter" constant propagation (which is even weaker than copy-constant propagation) and "polynomial parameter" constant propagation (which is stronger than linear-constant propagation). 9
Comparison 3: Precise Demand vs. Precise Exhaustive
Fig . 16 summarizes the relative times of the Precise Demand algorithm versus the Precise Exhaustive algorithm for both copy and linear-constant propagation. For the Precise Demand algorithm the times given in columns 10 and 11 of the table in Fig. 13 are the total times for a sequence of demands. However, a demand was not placed at every node of the exploded supergraph; instead, a demand was placed for every use of a scalar integer variable, since this information is sufficient to determine all opportunities for replacing variables by constants. (Thus, column three of the table in Fig. 12 gives the number of demands issued for each test program.)
The Precise Demand algorithm was faster than the Precise Exhaustive algorithm on all test programs; the speedup observed ranged from 1.14 to about 6. program operation is represented by a distributive environment transformer. We have described an algorithm to solve such problems precisely in polynomial time. In this section, we explain how our ideas and results relate to previous work.
The IDE framework
The IDE framework is based on earlier interprocedural dataflow-analysis frameworks defined by Sharir and Pnueli [28] and Knoop and Steffen [17] , as well as the IFDS framework that we proposed earlier [25, 24, 131 . The IDE framework is basically the Sharir-Pnueli framework with three modifications:
(i) The dataflow domain is restricted to be a domain of environments.
(ii) The dataflow functions are restricted to be distributive environment transformers.
(iii) The edge from a call node to the corresponding return-site node can have an associated dataflow function.
Conditions (i) and (ii) are restrictions that make the IDE framework less general than the full Shari-Pnueli framework. Condition (iii), however, generalizes the SharirPnueli framework and permits it to cover programming languages in which recursive procedures have local variables and parameters (which the Sharir-Pnueli framework does not). A different generalization to handle recursive procedures with local variables and parameters was proposed by Knoop and Steffen [17] .
As discussed in Section 5.4.1, the IDE framework is a strict generalization of the IFDS framework. In IFDS problems, the set of dataflow facts D is a finite set and the dataflow functions (which are in 2O -+ 2D) distribute over the meet operator (either union or intersection, depending on the problem). All IFDS problems can be encoded as IDE problems. On the other hand, only some IDE problems can be encoded as IFDS problems. For example, an IDE problem in which L is infinite -such as the linear-constant-propagation problem -cannot be translated into an IFDS problem.
Consequently, this paper strictly extends the class of interprocedural dataflow-analysis problems known to be solvable in polynomial time.
In addition, even when L is finite, the algorithm presented in this paper will perform much better than the algorithm for IFDS problems for many kinds of problems. For example, consider the problem of copy-constant propagation:
In any given problem instance, the size of L is no larger than the number of literals in the program; the IDE version of copy-constant propagation involves environments of size D, where D is the set of program variables; by contrast, the set of dataflow facts for the IFDS version is D x L. This has a substantial impact in practice: For some C programs of about 1300 lines that we tested, the IFDS version ran out of virtual memory, whereas the IDE version finished in a few seconds. (To date, we have run the IDE algorithm -for the more general linear-constant-propagation problem -on programs as large as 6000
lines.) In our previous papers, we showed how IFDS problems could be solved precisely in polynomial time by transforming them into a particular kind of graph-reachability problem -not an ordinary reachability problem, but reachability along realizable paths.
This transformation
yields an efficient interprocedural dataflow-analysis algorithm because the realizable-path reachability problem can be solved by an efficient dynamicprogramming algorithm. In the present paper, we show how to generalize these techniques from IFDS problems to IDE problems. In making this generalization, the following new issues arise:
l Although the transformation we apply to IDE problems is similar to the one used for IFDS problem, the transformed problem that results is a realizable-path summary problem, not a realizable-path reachability problem. That is, in the transformed graph we are no longer concerned with a pure reachability problem, but with values obtained by applying functions along (realizable) paths. (The relationship between transformed IFDS problems and transformed IDE problems is similar to the relationship between ordinary graph-reachability problems and generalized problems that compute summaries over paths, such as shortest-path problems, closed-semiring path
l The algorithm's efficiency depends on the use of compact representations of the functions that label edges in (the transformed) IDE problems. For example, in Section 5.4.3 we showed how the functions that arise in the linear-constant-propagation problem can be represented very simply using triples of integers.
The IDE (and IFDS) problems can be solved by a number of previous algorithms, including the "elimination", "iterative", and "call-strings" algorithms given by Sharir Recently, Ramalingam has shown how a framework very similar to the IDE framework can be used to develop a theory of "dataflow frequency analysis" in which information is obtained about how often and with what probability a dataflow fact holds true during program execution [20] .
Constant-Propagation Algorithms
Our algorithms for solving IDE problems can be used to find precise (i.e., meetover-all-valid-paths) solutions for both copy and linear-constant propagation problems in polynomial time. For both copy-constant propagation and linear-constant propagation, there are several antecedents. A version of interprocedural copy-constant propagation was developed at Rice and has been in use for many years. The algorithm is described in [5] , and studies of how the algorithm performs in practice on Fortran programs were carried out by Grove and Torczon [12] . The Rice algorithm has two potential drawbacks that our algorithms do not have. 
However, the Rice algorithm uses only an approximation to (11) (the so-called "return jump function"). Because of this approximation, the Rice algorithm does not even yield precise answers for non-recursive programs.
In contrast, the solutions to copy and linear-constant propagation problems obtained with our algorithms are precise for both non-recursive and recursive programs. Our algorithms generate precise "return jump functions": In particular, the collection of
micro-functions of the form JumpFn((s,, d') -+ (e,, d)) represents (11).
An algorithm for precise copy-constant propagation (for both recursive and nonrecursive programs) was given using the IFDS framework by Reps et al. [25, 13] .
However, as discussed in Section 8.1, there is a significant drawback to formulating copy-constant propagation as an IFDS problem: The running time and the space used both depend on the quantity "number of literals in the program".
We have also shown in this paper how to solve linear-constant-propagation problems, which in general find a superset of the instances of constant variables found by copyconstant propagation. Several others have also examined classes of constant-propagation problems more general than copy-constant propagation [15, 30, 12, 19, 6 ].
l Karr used linear algebra to define a safe algorithm for (intraprocedural) affine problems (i.e., problems in which relationships of the form x := ul yi + . . . + akyk + c are tracked) [15] .
l Steffen and Knoop address the more general problem of determining whether a subexpression (rather than a variable) has a constant value [30] . They define a decidable version of the problem and give an algorithm for the intraprocedural setting.
In the case of loop-free code, the algorithm is optimal.
l Grove and Torczon defined a class of polynomial jump functions [12] , which are more general than the linear jump functions used in our work; however, because of limitations in the way they define "return jump functions", their algorithm does not necessarily find precise interprocedural information.
l An algorithm given by Metzger and Stroud can handle statements of the form x := ay + bz + c [19] , which is a more general form than can be handled by the IDE framework. (The environment transformer that corresponds to such a statement, lenv.enu[x -+ a * env( y) + b * em(z) + c] is not distributive.) However, their algorithm is imprecise; it does not find the "meet-over-all-valid-paths" solution.
l Carini and Hind defined an algorithm for interprocedural constant propagation (extending the work of Wegman and Zadeck [33] ) that can handle non-distributive dataflow functions (and thus is more general than our algorithm) [6] . However, since they do not propagate values from called functions back to calling functions, their results are even less precise than our Naive Exhaustive algorithm. Wegman and Zadeck [33] , building on earlier work by Wegbreit [32] , examined the interaction between constant propagation and dead-code elimination. This issue is not addressed in our work.
Demand Datajow-Analysis Algorithms
Section 6 presented a demand algorithm for solving IDE problems, and the experiments reported in Section 7 indicate that for constant-propagation problems in C programs the demand algorithm is superior to the exhaustive algorithm (at least in programs of up to 6000 lines). The relationship between the demand algorithm of Section 6 and the exhaustive algorithm of Section 5 is similar to the relationship that holds for IFDS problems between the demand algorithm of [25, 13] and the exhaustive algorithm of [25, 24] .
One approach to obtaining demand algorithms for interprocedural dataflow-analysis problems was described by Reps [23, 21] . Reps presented a way in which algorithms that solve demand versions of interprocedural analysis problems can be obtained automatically from their exhaustive counterparts (expressed as logic programs) by making use of the "magic-sets transformation", a general transformation developed in the logic-programming and deductive-database communities for creating efficient demand versions of (bottom-up) logic programs [26,2,3,3 I] . Reps illustrated this approach by showing how to obtain a demand algorithm for the interprocedural locally separable problems. Subsequent work by Reps et al. ex-tended the logic-programming approach to the class of IFDS problems [25, 24] . (The latter papers do not make use of logic-programming terminology; however, the exhaustive algorithms described in the papers have straightforward implementations as logic programs. Demand algorithms can then be obtained by applying the magic-sets transformation.)
A different approach to obtaining demand versions of interprocedural dataflow-analysis algorithms has been investigated by Duesterwald et al. [9] . In their approach, a set of dataflow equations is set up on the flow graph (but as if all edges were reversed). The flow functions on the reverse graph are the (approximate) inverses of the forward flow functions. These equations are then solved using a demand-driven fixed-point-finding procedure.
The demand algorithm of Section 6 has the following advantages over the algorithm given by Duesterwald et al.:
(1) Their algorithm only applies when L has a finite number of elements, whereas we require only that L and F be ofjnite height. For example, linear-constant propagation, where L has an infinite number of elements, is outside the class of problems handled by their algorithm.
(2) Instead of computing the value of d at n, their algorithm answers queries of the form "Is the value of d at n J I?" for a given value I E L. In linear-constant propagation, there is no way to use queries of this form to find the constant value of a given variable.
(3) When restricted to IFDS problems, the worst-case cost of the Duesterwald-
Gupta-Soffa technique is O(E D 2D
). In contrast, the worst-case cost of our demand algorithm is O(E D3).
Duesterwald et al. also give a specialized copy-constant-propagation algorithm that remedies problems (2) and (3) for copy-constant propagation.
