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How to think and how to write programs in functional programming














In this article， we illustrate how to think and how to describe programs in functional programming. Since 
problems expected to be solved by computer grow increasingly complex， we are always looking for ways to 
figure out structures of such problems. In functional programming， we have mathematical means of abstraction 
and instantiation. It is important for us to find useful concepts by writing our way of thinking as a program. So， 
we demonstrate importance of type analyzing of function types for building programs by function compositions 
and for designing DSL（domain specific language）.
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•  組み合わせ方法 より単純な対象から複雑な対象に合成
する





















τ  ::=    b
｜  T τ１ … τn
｜ τ→τ




とえば，（，） Int Bool（通常は（Int， Bool） と書くことが多い）
は，（，）が型構成子，１つめの型パラメータが Int で，２つめの
型パラメータが Bool であるような対（つい）の型である。また， 












数学では，関数 f はある集合 A の各要素に集合 B の要素を
１つだけに対応させる１つの規則である。このとき集合 A を関
数 f の始域（domain），集合 B を終域（codomain）という。プロ
グラミングでは，集合を型に，要素を値に読み替え，プログラ
ムでは数学風の記法で
f :: A -> B
と書く。また，この記述のことを関数 f の型シグネチャという。
型の情報とその記述方法はプログラミングにおいては重要で
ある。x が A 型の値を表していれば，関数 f を x に適用した
結果の値は，式 f x で表し（数学では括弧を使って f(x) と書く
のが普通であるが，sin x のように不要な括弧は書かないのと同
じ記法を使う），適用の結果として得られる値の型は B である。




















うる。すなわち，（A -> B） -> C，A -> （B -> C），（A -> B） 











とえば，A -> （B -> C） は A -> B -> C と書いてよく，A -> 
B -> C とあれば A -> （B -> C） と解釈できる。
これと類似した議論は，関数適用の表記についてもできる。 
g :: A -> （B -> C） という型シグネチャをもつ関数 g があっ
て，x が A 型の値を表し，Y が B 型の値を表すとしよう。こ
のとき関数適用 g x が表す値の型は B -> C という関数型にな
る。したがって，g x は関数であるから y に適用でき，その適
用結果の値は式 （g x） y で表される。このとき，関数適用は左
結合であるとするのが合理的である。たとえば，（g x） yは g x 
y と書いてよく，g x y とあれば （g x） y と解釈できる。
3.2 関数定義の記述
関数定義は以下のように記述する。
stdBMI :: Float 
stdBMI = 22.0
stdWeight :: Float -> Float
stdWeight = \ h -> stdBMI * h
上のスクリプトは，変数 stdBMI を浮動小数点数型 Float の値 
22.0 に束縛し，変数 stdWeight を Float -> Float 型の関数
の値 \ h -> stdBMI * h に束縛している。関数リテラル記法 
\ x -> e は，λ抽象式 λx.e を表す。関数の定義は，関数適用
後の値を表す式を使って定義することもできる。
stdWeight :: Float -> Float 
stdWeight h = stdBMI * h
さらに，stdWeight は stdBMI の値を左から掛ける関数なの
で，直截に
stdWeight :: Float -> Float 






















こ の 入 力 文 字 列 か ら 出 力 文 字 列 へ の 変 換 を 行 う 関 数







（String -> String） -> IO （） となるはずである。すなわち，
interactは文字列変換関数から入出力アクションへの変換関数
である。入出力アクションとは，実行時に入出力を行う
main :: IO （）
main = interact calculator
4.2 calculator の構成
文字列を改行文字で分解する関数 lines :: String -> 
［String］と複数の文字列を改行文字で終端して連結する関数
unlines :: ［String］ -> Stringとを使えば，calculator は
以下のように構成できる。
calculator :: String -> String 
calculator = unlines . map calc . lines




な関数がでる。この関数合成演算子の型は （ b -> c ）-> （ a -> 
b ）-> （ a -> c ）である。左オペランドの関数の始域の型 b と
右オペランドの関数の終域の型 b が一致していることがこの
演算子の働きを示している。
lines :: String -> ［String］ 
map calc ::   ?  ->   ? 
unlines :: ［String］ -> String
のように型を並べてみれば，map calc :: ［String］ -> 
［String］であることが見てとれる。また，map calc は関数 
calc をリストの要素に適用した結果をリストにする関数であ





である。type Expr = Intを宣言しておけば，１つめの関数
を readExpr :: String -> Expr，２つめの関数をshowValue :: 
Expr -> Stringとすると，calcは以下のように構成できる。
calc :: String -> String 
calc = showValue . readExpr
これらの２つの関数のうち，showValueについては，Expr は
Intの別名であるから，定義済みで提供される関数show :: Int 
-> Stringを使って以下のように定義できる。













additive ::= multitive (addop   multitive )*




primary ::= number  ｜ ′( ′  expression  ′) ′
addop ::= ′+′ ｜ ′-′
mulop ::= ′*′ ｜ ′/′






















type Parser = ［Token］ -> Value
トークンの型と解析値の型をパラメータとすると，


























pSat :: （Char -> Bool） -> Parser Char 
pSat pred （c:cs） ｜ pred c = ［（c，cs）］
pSat _ _ = ［］
pChar  ::  Char -> Parer Char 
pChar c = pSat （c ==）
pSat の定義に左辺に現れている （c:cs） は，パーサへの入
力文字列に１文字以上の文字が含まれている場合，先頭文字を
c，残りの文字列を cs とする（すなわち，局所変数 c，cs を
導入し，それぞれを先頭文字と残りの文字列で束縛する）という
表明である。さらに，｜ pred c の部分は，付帯条件を示して
いて，この場合は先頭文字 c が指定された述語関数 pred を
満す，すなわち，pred c の値が True のときに，右辺の式を採
用することを示している。pSat の２つめの定義左辺に現れてい







f :: a -> bで変換すれば，この構文解析は Parser b型の
パーサを使ったのと同じことである。そこで，指定した関数 
f :: a -> bを指定して，Parser a 型のパーサを別の Parser b 
型のパーサに変換する演算（Parser a -> Parser b）を構成す
る関数 pFmap を定義する。すなわち，pFmapを関数 f :: a -> b
に適用すると，Parser a -> Parser a という型のパーサ変
換関数になり，この関数をパーサ p :: Parser a に適用する
と，Parser bという別の型のパーサになる。さらに，Parser b 
型のパーサは String -> ［（b， String）］ 型の関数のことで





pFmap f p sは，内包表記であらわすと
{ （ f  a， t）｜（a， t） ∈ p s }
という集合になると見なせる。同様にリスト内包表記（list 
comprehension）があれば，以下のように定義できる。
pFmap :: （a -> b） -> （Parser a -> Parser a）
pFmap f p  s = ［ （f a， t） | （a，t） <- p  s ］
pFmapは， 値 を 変 換 す る a -> b 型 の 関 数 を 使 っ て， 
Parser a -> Parser b 型のパーサ変換関数を構成する関数で






（$$$） :: （a -> b） -> Parser a -> Parser b
（$$$） = pFmap
これで，パーサ変換演算を構成する関数 pFmap が定義でき
たわけであるが，上の議論で，関数 f :: a -> b は関数適用
すると b 型の値になるわけだが，この b が b1 -> b2 という
関数かもしれない。そうであるとすると，pFmap を f に適用




pApp :: Parser （a -> b） -> （Parser a -> Parser b）
pApp p q s
= ［ （f a， u） | （f， t） <- p s， （a， u） <- q t ］
s の先頭部分を消費して，f を手に入れ，残り t の先頭部分
を消費して，a を手にいれる。
pFmap 関数の議論と同様に，pApp 関数は，Parser （a -> b） 




（***） :: Parser （a -> b） -> Parser a -> Parser b
（***） = pApp
4.4.4 パーサ選択とパーサ連接
２つのパーサの選択演算を実現する関数 pAlt は拡張 BNF
記法の選択’｜’に対応する。
pAlt :: Parser a -> Parser a -> Parser a
pAlt p q s = p s ++ q s
ここで，++ はリストの連結演算子である。
パーサp :: Parser a とパーサq :: Parser b とを順に適用
し，２つの値から新しい値を合成する関数 f :: a -> b -> cを
適用するようなParser cは以下のように構成できる。
（f $$$ p） *** q
すなわち，f $$$ p は Parser （b -> c） 型のパーサである




f $$$ p *** q
と表記することにする。
これを利用して２つのオペランドのパーサを順に適用して，
得られた値を対構成子 （，） :: a -> b -> （a，b） で合成する
パーサを構成する演算子&&&を以下のように定義しておく。
（&&&） :: Parser a -> Parser b -> Parser （a，b）
p &&& q = （，） $$$ p *** q
4.4.5 パーサの反復
拡張 BNF における反復（ ）＊ に対応して指定したパーサを０
回以上反復するパーサを構成する関数 pMany と１回以上反復す
るパーサ pMany1 とを用意する。pMany p は，入力を消費せず
解析値を空のリストとするパーサ pUnit ［］ と p を１回以上
反復するパーサ pMany1 p の選択である。pMany1 p は，パー
サ p とパーサ pMany p を順に適用して，その解析値を前のパー
サの解析値（型は a）と後のパーサの解析値（型は ［a］）とをリス
トの構成子関数 ( : ) :: a -> ［a］ -> ［a］ で合成するパーサ
である。( : ) x xs は x をリスト xs の先頭に加えたリストで
ある。これは，x : xs と書いても同じである。
pMany :: Parser a -> Parser ［a］
pMany p = pUnit ［］ ｜｜｜ pMany1 p




pMany1 p = （:） $$$ p *** pMany p
4.5 readExpr および pExpression の構成
readExpr s は，構文解析結果 pExpression s の内，入力文
字列をすべて消費したときの解析値である。
type Expr = Int
readExpr :: String -> Expr 
readExpr s
= case ［ x | （x，""） <- pExpression s ］ of
      ［e］ -> e
       _   -> error "no deterministic parse"
pExpression は拡張 BNF 記法の記述を機械的にプログラム
に書き換えること定義できる。開始記号 expression の生成規則
は，
expression   ::=   additive
であるから，
pExpression  ::  Parser  Expr 
pExpression = pAdditive
非終端記号 additive および adop の生成規則は，
additive ::=    multitive  （addop   multitive ）＊
   addop ::=    ′+ ′ ｜ ′- ′
であるから，それぞれに対応するパーサは
pAdditive :: Parser  Expr 
pAdditive = mkEBOp
$$$  pMultitive
***  pMany （pAddOp &&&  pMultitive）
type BOp =  Expr ->  Expr -> Expr 
pAddOp :: Parser BOp
pAddOp = pPlus ｜｜｜ pMinus
と定義できる。
パ ー サpMultitiveの 解 析 値 の 型 はExprで あ り， パ ー サ
pMany （pAddOp &&& pMultitive）の解析値は［（BOp， Expr）］型
であるから，合成関数mkEBOpの型はExpr -> ［（BOp， Expr）］ 
-> Exprとなる。mkEBOpの仕事は，１つめパーサの解析値を
初期値として，２つめのパーサの解析値であるリストを左
畳み込むことである。畳むための関数ebop の型は Expr -> 
（BOp， Expr） -> Expr である。ebopは，二項演算 o を２つの
オペランド e1，e2 に適用する関数である。
mkEBOp :: Expr -> ［（BOp， Expr）］ -> Expr 
mkEBOp = foldl ebop
where
ebop e1 （o， e2） = o e1 e2
foldl :: （a -> b -> a） -> a -> ［b］ -> a は 汎 用 の左
畳み込み関数で，たとえば Haskell 2010 では仕様の一部として，
以下のように定義され，標準ライブラリとして提供されている。
foldl  ::  （a -> b -> a） -> a -> ［b］ -> a 
foldl  f  e  ［］      =  e
foldl  f  e  （x:xs） =  foldl f （f e  x） xs
したがって，関数 foldl f e  :: ［b］ -> a は以下のよう
な変換を行うものになる。
[x1，x2，...，xn ] ⇒ ( f ... ( f ( f e x1) x2) ... xn)
同様に非終端記号 multitive および mulop の生成規則は，
multitive ::=    primary   （mulop   primary ）＊
mulop ::=    ′* ′  ｜ ′/ ′
であるから，それぞれに対応するパーサは，
pMultitive :: Parser Expr 
pMultitive =  mkEBOp
$$$ pPrimary
*** pMany (pMulOp &&& pPrimary)
pMulOp :: Parser BOp
pMulOp = pTimes ｜｜｜ pDivide
二項演算子のそれぞれを解析値とするパーサは，二項演算子
を表すそれぞれの文字を解析値とするパーサから構成する。
pPlus， pMinus， pTimes， pDivide :: Parser BOp 
pPlus   = const (+) $$$ pChar  ’+’
pMinus  = const (-) $$$ pChar  ’-’




pDivide = const div $$$ pChar  ’/’




primary    ::=    number ｜ ′( ′  expression   ′) ′
number    ::=    [′0 ′- ′9 ′]+
という生成規則から，対応するパーサを定義する。
pPrimary  ::  Parser  Expr 
pPrimary = pNumber
｜｜｜ （ between $$$  pChar   ’（ ’
              ***  pExpression
              ***  pChar   ’）’ ）
between  ::  a -> b -> c -> b 
between _ b _  =  b
pNumber :: Parser  Expr
pNumber =  readInt $$$  pMany1 (pSat isDigit)
readInt :: String -> Int 
readInt = foldl f 0
where
f a c = 10 * a + digitToInt c
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