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A NOTE ON DECOMPOSITIONS OF THE STOCHASTIC
CONVOLUTION DRIVEN BY A WHITE-FRACTIONAL GAUSSIAN
NOISE
RAN WANG AND SHILING ZHANG
Abstract Let u “ tupt, xq; pt, xq P R` ˆ Ru be the solution to a linear stochastic heat
equation driven by a Gaussian noise, which is a Brownian motion in time and a fractional
Brownian motion in space with Hurst parameter H P p0, 1q. For any given x P R
(resp. t P R`), we show a decomposition of the stochastic process t ÞÑ upt, xq (resp.
x ÞÑ upt, xq) as the sum of a fractional Brownian motion with Hurst parameter H{2
(resp. H) and a stochastic process with C8-continuous trajectories. Some applications
of those decompositions are discussed.
Keywords Stochastic heat equation; fractional Brownian motion; path regularity; law
of the iterated logarithm.
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1. Introduction
Consider the following one-dimensional stochastic heat equation
Bu
Bt “
κ
2
B2u
Bx2 `
9W, t ě 0, x P R, (1.1)
with some initial condition up0, xq ” 0, 9W “ B2W
BtBx
, where W is a centered Gaussian
process with covariance given by
ErW ps, xqW pt, yqs “ 1
2
`|x|2H ` |y|2H ´ |x´ y|2H˘ ps^ tq, (1.2)
for any s, t ě 0, x, y P R, with H P p0, 1q. That is, W is a standard Brownian motion
in time and a fractional Browinian motion (fBm for short) with Hurst parameter H in
space.
When H “ 1{2, 9W is a space-time white noise and u is the classical stochastic con-
volution, which has been understood very well (see e.g., [18]). Theorem 3.3 in [12] tells
us that the stochastic process t ÞÑ upt, xq (resp. x ÞÑ upt, xq) can be represented as
the sum of a fBm with Hurst parameter 1{4 (resp. 1{2) and a stochastic process with
C8-continuous trajectories. Hence, locally t ÞÑ upt, xq (resp. x ÞÑ upt, xq ) behaves as
a fBm with Hurst parameter 1{4 (resp. 1{2), and it has the same regularity (such as
the Ho¨lder continuity, the global and local moduli of continuities, Chung-type law of the
iterated logarithm) as a fBm with Hurst parameter 1{4 (resp. 1{2). See Lei and Nualart
[7] for earlier related work.
When H P p1{2, 1q, Mueller and Wu [11] used such a decomposition to study the
critical dimension for hitting points for the fBm; Tudor and Xiao [17] studied the sample
regularities of the solution for the fractional-colored stochastic heat equation by using
this decomposition.
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When H P p0, 1{2q, the spatial covariance Λ, given in
E
”
9W ps, xq 9W pt, yq
ı
“ δ0pt ´ sqΛpx´ yq,
is a distribution, which fails to be positive. The study of stochastic partial differential
equations with this kind of noises lies outside the scope of application of the classical
references (see, e.g., [3, 13, 15]). It seems that the decomposition results in [11] and [17]
are very hard to be extended to the case of H P p0, 1{2q.
Recently, the problems of the stochastic partial differential equation driven by a frac-
tional Gaussian noise in space with H P p0, 1{2q have attracted many authors’ attention.
For example, Balan et al. [1] studied the existence and uniqueness of a mild solution for
stochastic heat equation with affine multiplicative fractional noise in space, that is, the
diffusion coefficient is given by an affine function σpxq “ ax ` b. They established the
Ho¨lder continuity of the solution in [2]. The case of the general nonlinear coefficient σ,
which has a Lipschitz derivative and satisfies σp0q “ 0, has been studied in Hu et al. [6].
In this paper, we give unified forms of the decompositions for the stochastic convolution
about both temporal and spatial variables when H P p0, 1q. That is, for any given x P R
(resp. t P R`), we show a decomposition of the stochastic process t ÞÑ upt, xq (resp.
x ÞÑ upt, xq) as the sum of a fractional Brownian motion with Hurst parameterH{2 (resp.
H) and a stochastic process with C8-continuous trajectories. Those decompositions not
only lead to a better understanding of the Ho¨lder regularity of the stochastic convolution
(1.1), but also give the uniform and local moduli of continuities and Chung-type law of
iterated logarithm.
Notice that our decompositions are natural extensions of [12, Theorem 3.3], and they
are given in different forms with that obtained in [11] and [17].
The rest of this paper is organized as follows. In Section 2, we recall some results
about the Gaussian noise and the stochastic convolution. The main results are given in
Section 3, and their proofs are given in Section 4.
2. The Gaussian noise and the stochastic convolution
In this section, we introduce the Gaussian noise and corresponding stochastic integra-
tion, borrowed from [1] and [14].
Let S be the space of Schwartz functions, and S 1 be its dual, the space of tempered
distributions. The Fourier transform of a function u P S is defined as
Fupξq “
ż
R
e´iξxupxqdx,
and the inverse Fourier transform is given by F´1upξq “ p2piq´1Fup´ξq.
Given a domain G Ă Rn for some n ě 1, let DpGq be the space of all real-valued
infinitely differential functions with compact support on G. According to [14, Theo-
rem 3.1], the noise W can be represented by a zero-mean Gaussian family tW pφq, φ P
Dpp0,8q ˆ Rqu defined on a complete probability space pΩ,F ,Pq, whose covariance is
given by
ErW pφqW pψqs “ c1,H
ż
R`ˆR
Fφps, ξqFψps, ξq|ξ|1´2Hdsdξ, H P p0, 1q, (2.3)
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for any φ, ψ P Dpp0,8q ˆ Rq, where the Fourier transforms Fφ,Fψ are understood as
Fourier transforms in space only, z¯ is the conjugation of a complex number z and
c1,H “ 1
2pi
Γp2H ` 1q sinpHpiq. (2.4)
Let H be the Hilbert space obtained by completing DpRq under the inner production,
xφ, ψyH “
$’’’’’&
’’’’’’%
c2
2,H
ż
R2
pφpx` yq ´ φpxqqpψpx` yq ´ ψpxqq|y|2H´2dxdy, H P p0, 1{2q;
ż
R
φpxqψpxqdx, H “ 1{2;
c2
3,H
ż
R2
φpx` yqψpxq|y|2H´2dxdy, H P p1{2, 1q,
(2.5)
for any φ, ψ P H, where c2
2,H “ H
`
1
2
´H˘, c2
3,H “ Hp2H´1q. Denote }φ}H :“
axφ, φyH
for any φ P H. Then
ErW pφqW pψqs “ E
„ż
R`
xφpsq, ψpsqyHds

. (2.6)
See e.g., [6, 14, 16].
Let
ptpxq “ 1?
2piκt
e´
x2
2κt (2.7)
be the heat kernel on the real line related to κ
2
∆.
Definition 2.1. We say that a random field u “ tupt, xq; t P r0, T s, x P Ru is a mild
solution of (1.1), if u is predictable and for any pt, xq P r0, T s ˆ R,
upt, xq “
ż t
0
ż
R
pt´spx´ yqW pds, dyq, a.s.. (2.8)
It is usually called the stochastic convolution. Denote upt, xq by utpxq for any pt, xq P
R` ˆ R.
3. Main results
Recall that a mean-zero Gaussian process tXtutě0 is called a (two-sided) fractional
Brownian motion with Hurst parameter H P p0, 1q, if it satisfies
X0 “ 0, E
`|Xt ´Xs|2˘ “ |t ´ s|2H , t, s P R. (3.9)
Theorem 3.1. For H P p0, 1q, the following results hold for the stochastic convolution
u “ tutpxq; pt, xq P R` ˆ Ru given by (2.8):
(a) For every x P R, there exists a fBm tXtutě0 with Hurst parameter H{2, such that
utpxq ´ C1,H,κXt, t ě 0,
defines a mean-zero Gaussian process with a version that is continuous on R`
and infinitely differentiable on p0,8q, where
C1,H,κ :“
ˆ
21´HΓp2Hq
κ1´HΓpHq
˙ 1
2
. (3.10)
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(b) For every t ą 0, there exists a fBm tBpxquxPR with Hurst parameter H, such that
utpxq ´ κ´ 12Bpxq, x P R,
defines a Gaussian random field with a version that is continuous on R and
infinitely differentiable on R.
Let us observe that Theorem 3.1 says that, locally t ÞÑ utpxq behaves as a fBm with
Hurst parameter H{2 and x ÞÑ utpxq behaves as a fBm with Hurst parameter H . Thus,
for instance, it follows from this observation and known facts about fBm (see e.g., [8],
[9, Chapter 1], or [19]), we can obtain the following sample regularities of the stochastic
convolution.
By applying Theorem 3.1 and the Ho¨lder continuity result of fBms [9, Chapter 1], we
have the following well-known results, (see e.g., [18, Chapter 3], [2, Theorem 1.1]).
Corollary 3.2. (a) For every x P R, the stochastic process t ÞÑ utpxq is a.s. Ho¨lder
continuous of parameter H{2´ ε for every ε ą 0.
(b) For every t ą 0, the stochastic process x ÞÑ utpxq is a.s. Ho¨lder continuous of
parameter H ´ ε for every ε ą 0.
By applying Theorem 3.1 and the variations of fBms (see e.g.,[8]), we have the following
results.
Corollary 3.3. Let N be a standard normal random variable. Then, for every x P R
and ra, bs Ă R`,
lim
nÑ8
ÿ
a2nďiďb2n
“
upi`1q{2npxq ´ ui{2npxq
‰ 2
H “ pb´ aqC2{H
1,H,κE
“|N |2{H‰ , a.s.; (3.11)
and for every t ą 0, rc, ds Ă R,
lim
nÑ8
ÿ
c2nďiďd2n
rutppi` 1q{2nq ´ utpi{2nqs
1
H “ pd´ cqC1{H
2,H,κE
“|N |1{H‰ , a.s.. (3.12)
By applying Theorem 3.1 and the global and local moduli of continuity results for
fBms (see e.g., [8, Chapter 7]), we have
Corollary 3.4. (a) (Global moduli of continuity for intervals). For every x P R and
ra, bs Ă R`, we have
lim
εÑ0`
sup
s,tPra,bs,0ă|t´s|ďε
|utpxq ´ uspxq|
|t ´ s|H{2a2 lnp1{|t ´ s|q “ C3,H,κ, a.s.; (3.13)
and for every t ą 0, rc, ds Ă R, we have
lim
εÑ0`
sup
x,yPrc,ds,0ă|x´y|ďε
|utpxq ´ utpyq|
|x´ y|Ha2 lnp1{|x´ y|q “ C4,H,κ, a.s.. (3.14)
(b) (Local moduli of continuity for intervals). For every t ą 0 and x P R , we have
lim
εÑ0`
sup
0ă|t´s|ďε |utpxq ´ uspxq|
εH{2
a
2 ln lnp1{εq “ C5,H,κ, a.s.; (3.15)
and
lim
εÑ0`
sup0ă|x´y|ďε |utpxq ´ utpyq|
εH
a
2 ln lnp1{εq “ C6,H,κ, a.s.. (3.16)
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By applying Theorem 3.1 and the Chung-type law of iterated logarithm in [10, Theo-
rem 3.3], we have
Corollary 3.5. For every t ą 0 and x P R, we have
lim
εÑ0`
sup0ă|t´s|ďε |utpxq ´ uspxq|
pε{ ln lnp1{εqqH{2
“ C7,H,κ, a.s.; (3.17)
and
lim
εÑ0`
sup0ă|x´y|ďε |utpxq ´ utpyq|
pε{ ln lnp1{εqqH “ C8,H,κ, a.s.. (3.18)
4. The proof of Theorem 3.1
4.1. The proof of (a) in Theorem 3.1. The method of proof is similar to those of [12,
Theorem 3.3] and [4, Proposition 3.1], but is complicated in the fractional noise case.
Choose and fix some x P R. For every t, ε ą 0, by (2.8), we have
ut`εpxq ´ utpxq
“
ż t
0
ż
R
rpt`ε´spx´ yq ´ pt´spx´ yqsW pds, dyq `
ż t`ε
t
ż
R
pt`ε´spx´ yqW pds, dyq.
Let
J1 :“
ż t
0
ż
R
rpt`ε´spx´ yq ´ pt´spx´ yqsW pds, dyq,
J2 :“
ż t`ε
t
ż
R
pt`ε´spx´ yqW pds, dyq.
The construction of the Gaussian noise W , which is white in time, ensures that J1 and
J2 are independent mean-zero Gaussian random variables. Thus,
E
“|ut`εpxq ´ utpxq|2‰ “ EpJ21 q ` EpJ22 q.
Let us compute their variances respectively. First, we compute the variance of J2 by
noting that
EpJ2
2
q “c1,H
ż t`ε
t
ż
R
|Fpt`ε´spξq|2 |ξ|1´2Hdsdξ
“c1,H
ż t`ε
t
ż
R
e´κpt`ε´sq|ξ|
2|ξ|1´2Hdsdξ
“c1,H
ż ε
0
ż
R
e´κs|ξ|
2|ξ|1´2Hdsdξ.
The change of variables τ :“ ?κsξ yields
EpJ2
2
q “c1,H
ż ε
0
ż
R
e´|τ |
2|τ |1´2Hpκsq´1`Hdsdτ
“c1,HΓp1´HqH´1κH´1εH. (4.19)
For the term J1, we have
EpJ2
1
q “c1,H
ż t
0
ż
R
|Fpt`ε´spξq ´ Fpt´spξq|2 |ξ|1´2Hdsdξ
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ż t
0
ż
R
|Fps`εpξq ´ Fpspξq|2 |ξ|1´2Hdsdξ
“c1,H
ż t
0
ż
R
e´κs|ξ|
2
ˆ
1´ e´κε|ξ|
2
2
˙
2
|ξ|1´2Hdsdξ. (4.20)
This integral is hard to evaluate. By the change of variables and Lemma 5.1 in appendix,
we haveż 8
0
ż
R
e´κs|ξ|
2
ˆ
1´ e´κε|ξ|
2
2
˙2
|ξ|1´2Hdsdξ “κ´1
ż
R
ˆ
1´ e´κε|ξ|
2
2
˙2
|ξ|´1´2Hdξ
“εHκH´1
ż
R
ˆ
1´ e´ |τ |
2
2
˙
2
|τ |´1´2Hdτ
“Γp1´HqH´1p21´H ´ 1qκH´1εH . (4.21)
Therefore,
EpJ2
1
q “c1,HΓp1´HqH´1p21´H ´ 1qκH´1εH
´ c1,H
ż 8
t
ż
R
e´κs|ξ|
2
ˆ
e´
κε|ξ|2
2 ´ 1
˙2
|ξ|1´2Hdsdξ, (4.22)
and hence
EpJ2
1
q ` EpJ2
2
q “c1,HΓp1´HqH´121´HκH´1εH
´ c1,H
ż 8
t
ż
R
e´κs|ξ|
2
ˆ
1´ e´κε|ξ|
2
2
˙2
|ξ|1´2Hdsdξ. (4.23)
Let η denote a white noise on R independent of W , and consider the Gaussian process
tTtutě0 defined by
Tt :“
´c1,H
κ
¯ 1
2
ż 8
´8
ˆ
1´ e´κt|ξ|
2
2
˙
|ξ|´ 12´Hηpdξq, t ě 0.
Then tTtutě0 is a well-defined mean-zero Wiener integral process, T0 “ 0, and
VarpTtq “ c1,H
κ
ż 8
´8
ˆ
1´ e´κt|ξ|
2
2
˙2
|ξ|´1´2Hdξ ă 8, for all t ą 0.
Furthermore, we note that for any t, ε ą 0,
Ep|Tt`ε ´ Tt|2q “c1,H
κ
ż 8
´8
ˆ
e´
κt|ξ|2
2 ´ e´κpt`εq|ξ|
2
2
˙2
|ξ|´1´2Hdξ
“c1,H
κ
ż 8
´8
e´κt|ξ|
2
ˆ
1´ e´κε|ξ|
2
2
˙2
|ξ|´1´2Hdξ
“c1,H
ż 8
t
ż 8
´8
e´κs|ξ|
2
ˆ
1´ e´κε|ξ|
2
2
˙
2
|ξ|1´2Hdsdξ. (4.24)
This is precisely the missing integral in (4.23). Therefore, by the independence of T and
u, we can rewrite (4.23) as follows:
E
`|put`εpxq ` Tt`εq ´ putpxq ` Ttq|2˘
“c1,HΓp1´HqH´1κH´121´HεH
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“sinpHpiqΓp2H ` 1qΓp1´Hq
2HHκ1´Hpi
εH
“2
1´HΓp2Hq
κ1´HΓpHq ε
H , (4.25)
This implies that
Xt :“
ˆ
21´HΓp2Hq
κ1´HΓpHq
˙´ 1
2
putpxq ` Ttq, t ě 0,
is a fBm with Hurst parameter H{2. Using the same argument in the proof of [12,
Lemma 3.6], we know that the random process tT ptqutě0 has a version that is infinitely-
differentiable on p0,8q.
4.2. The proof of (b) in Theorem 3.1. This result has been proved in [4, Proposition
3.1] when H “ 1{2. We will prove it for the case of H ‰ 1{2.
For any t ą 0, x P R, let
Stpxq :“
ż 8
t
ż
R
rpspx´ wq ´ pspwqs ζpds, dwq, (4.26)
where ptpxq is given by (2.7), ζ is a Gaussian noise independent with W , which is white
in time and fractional in space variable with Hurst parameter H . By the argument in the
proof of [12, Lemma 3.6], we know that tStpxquxPR admits a C8-version for any t ą 0.
Next, we will prove that
E
“|putpx` εq ` Stpx` εqq ´ putpxq ` Stpxqq|2‰ “ κ´1ε2H . (4.27)
Then
Bpxq :“ κ1{2putpxq ` Stpxqq, x P R, (4.28)
is a two-side fBm with parameter H , and (b) in Theorem 3.1 holds.
In the remaining part, we will prove (4.27) for H P p0, 1{2q and H P p1{2, 1q, respec-
tively.
4.2.1. p0 ă H ă 1{2q. For any fixed t ą 0 and ε ą 0, by Plancherel’s identity with
respect to y and the explicit formula for Fpt, we have
E
`|utpx` εq ´ utpxq|2˘
“c2
2,H
ż t
0
ż
R2
”
ppt´spx` ε´ y ` zq ´ pt´spx´ y ` zqq ´ ppt´spx` ε´ yq ´ pt´spx´ yqq
ı2
ˆ |z|2H´2dsdydz
“ 1
2pi
c2
2,H
ż t
0
ż
R2
e´κpt´sq|ξ|
2
ˇˇ
eiξz ´ 1ˇˇ2 ˇˇeiξε ´ 1ˇˇ2 |z|2H´2dsdξdz. (4.29)
Since |eiξz ´ 1|2 “ 2p1´ cospξzqq and for any α P p0, 1q,ż 8
0
1´ cospξzq
z1`α
dz “ α´1Γp1´ αq cosppiα{2qξα, (4.30)
(see [1, Lemma D.1]), we have
E
`|utpx` εq ´ utpxq|2˘
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“2Γp2Hq sinpHpiqp1´ 2Hqpi c
2
2,H
ż t
0
ż
R
e´κpt´sq|ξ|
2
ˇˇ
eiξε ´ 1ˇˇ2 |ξ|1´2Hdsdξ
“4Γp2Hq sinpHpiqp1´ 2Hqκpi c
2
2,H
ż
R
´
1´ e´κt|ξ|2
¯ˆ1´ cospξεq
|ξ|1`2H
˙
dξ
“4Γp2Hq sinpHpiqp1´ 2Hqκpi c
2
2,H
ˆ
ˆ
Γp1´ 2Hq cospHpiqε2H
H
´
ż
R
e´κt|ξ|
2
ˆ
1´ cospξεq
|ξ|1`2H
˙
dξ
˙
. (4.31)
Recall Stpxq defined by (4.26). Using the same techniques above, we have
E
`|Stpx` εq ´ Stpxq|2˘
“2Γp2Hq sinpHpiqp1´ 2Hqpi c
2
2,H
ż 8
t
ż
R
e´κs|ξ|
2
ˇˇ
eiξε ´ 1ˇˇ2 |ξ|1´2Hdsdξ
“4Γp2Hq sinpHpiqp1´ 2Hqκpi c
2
2,H
ż
R
e´κt|ξ|
2
ˆ
1´ cospξεq
|ξ|1`2H
˙
dξ, (4.32)
which is exactly the missing integral in (4.31). By the independence of W and ζ , we
know that utpxq and Stpxq are independent. Therefore, we have
E
“|putpx` εq ` Stpx` εqq ´ putpxq ` Stpxqq|2‰
“sinp2HpiqΓp2HqΓp1´ 2Hq
κpi
ε2H
“κ´1ε2H .
(4.33)
4.2.2. p1{2 ă H ă 1q. For any fixed t ą 0 and ε ą 0,
E
`|utpx` εq ´ utpxq|2˘
“c2
3,H
ż t
0
ż
R2
ppt´spx` ε´ y ` zq ´ pt´spx´ y ` zqqppt´spx` ε´ yq ´ pt´spx´ yqq
ˆ |z|2H´2dsdydz. (4.34)
Since pt´spx`yqpt´spxq “ 12
“
p2t´spx` yq ` p2t´spxq ´ ppt´spx` yq ´ pt´spxqq2
‰
, by Plancherel’s
identity with respect to x and the explicit formula for Fpt, we haveż
R
ż
R
pt´spx` yqpt´spxq|y|2H´2dxdy “ 1
2pi
ż
R
ż
R
e´κpt´sq|ξ|
2
cospξyq|y|2H´2dξdy.
Therefore,
E
`|utpx` εq ´ utpxq|2˘
“ 1
2pi
c2
3,H
ż t
0
ż
R2
e´κpt´sq|ξ|
2 r2 cospξzq ´ cospξpε` zqq ´ cospξpε´ zqqs |z|2H´2dsdξdz
“ 1
pi
c2
3,H
ż t
0
ż
R2
e´κpt´sq|ξ|
2
cospξzqp1´ cospξεqq|z|2H´2dsdξdz. (4.35)
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By formula p3.761´ 9q of [5], we know thatż 8
0
cospaxq
x1´µ
dx “ Γpµq
aµ
cosppiµ{2q, for any µ P p0, 1q, a ą 0. (4.36)
Since H P p1{2, 1q, using (4.36) with µ “ 2H ´ 1, we have
E
`|utpx` εq ´ utpxq|2˘
“2Γp2H ´ 1q cosppip2H ´ 1q{2q
pi
c2
3,H
ż t
0
ż
R
e´κpt´sq|ξ|
2p1´ cospξεq|ξ|1´2Hdsdξ
“2Γp2H ´ 1q sinpHpiq
κpi
c2
3,H
ż
R
´
1´ e´κt|ξ|2
¯ˆ1´ cospξεq
|ξ|1`2H
˙
dξ
“2Γp2H ´ 1q sinpHpiq
κpi
c2
3,H
ˆ
ˆ
´Γp2´ 2Hq cospHpiq
Hp2H ´ 1q ε
2H ´
ż
R
e´κt|ξ|
2
ˆ
1´ cospξεq
|ξ|1`2H
˙
dξ
˙
, (4.37)
where the last equality we used the identity:ż 8
0
1´ cospξzq
z1`α
dz “ ´α´1pα ´ 1q´1Γp2´ αq cosppiα{2qξα, α P p1, 2q, (4.38)
(see [1, Lemma D.1]). Recall Stpxq given by (4.26). Using the same techniques above,
we have
E
`|Stpx` εq ´ Stpxq|2˘
“2Γp2H ´ 1q sinpHpiq
pi
c2
3,H
ż 8
t
ż
R
e´κs|ξ|
2
ˇˇ
eiξε ´ 1ˇˇ2 |ξ|1´2Hdsdξ
“2Γp2H ´ 1q sinpHpiq
κpi
c2
3,H
ż
R
e´κt|ξ|
2
ˆ
1´ cospξεq
|ξ|1`2H
˙
dξ. (4.39)
By the independence ofW and ζ , we know that utpxq and Stpxq are independent. There-
fore, we have
E
“|putpx` εq ` Stpx` εqq ´ putpxq ` Stpxqq|2‰
“´ sinp2HpiqΓp2H ´ 1qΓp2´ 2Hq
κpi
ε2H
“κ´1ε2H .
(4.40)
5. Appendix
Lemma 5.1. The following identity holds:ż 8
0
´
e´
x2
2 ´ 1
¯2
x´1´2Hdx “ Γp1´HqH´1p2´H ´ 2´1q.
Proof. The proof is inspired by Lemma A.1 in [12]. By the change of variables w “ x2{2,
we have ż 8
0
´
e´
x2
2 ´ 1
¯2
x´1´2Hdx “2´1´H
ż 8
0
`
e´w ´ 1˘2w´1´Hdw
“2´1´HpI0,1 ´ I1,2q,
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where Ia,b :“
ş8
0
`
e´aw ´ e´bw˘w´1´Hdw for all a, b ě 0. Since e´aw´e´bw “ w şb
a
e´rwdr,
we have
Ia,b “
ż 8
0
ż b
a
e´rww´Hdrdw “ Γp1´Hq
ż b
a
r´1`Hdr “ Γp1´HqH´1pbH ´ aHq.
Thus, I0,1 ´ I1,2 “ Γp1´HqH´1p2´ 2Hq, and the lemma follows. 
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