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Discussion: ”Stability in Linear Optimization and
Related Topics. A Personal Tour” by Marco A. Lo´pez
Diethard Klatte1
18 April 2011
This is a well-written compendium of both classical and recent results
on qualitative and quantitative stability of linear optimization problems,
where the case of infinitely many constraints is intrinsically included.
The author presents basic theoretical approaches and outcomes of this
area in a concise, competent and informative manner. Since this survey
is almost complete, we cannot add much in our note. So, we will restrict
ourselves to a discussion of two special subjects which are related to
our own research, complementing thereby single aspects of the author’s
presentation of Lipschitz stability analysis.
Sharp Lipschitz constants for finite linear systems
The author is particularly interested in concrete and computable for-
mulae for local and global error bounds in the sense of his definitions
(1.2), (1.3) and (1.4). For systems of finitely many linear equations and
inequalities, there is a related classical subject: the study of (sharp)
Lipschitz or Hoffman constants. However, under right-hand side pertur-
bations of finite linear systems, Lipschitz continuity of the solution set
map is uniform. So one is also interested in uniform constants.
To give some details, let A and C be real matrices of dimensions
m× n and k × n, respectively, define a multifunction by
F(b, d) := {x ∈ IRn | Ax ≤ b, Cx = d}, (b, d) ∈ IRm × IRk, (1)
and denote by domF its effective domain. For X,Y ⊂ IRn and a given
norm ‖ · ‖β, let eβ(X,Y ) = supx∈X infy∈Y ‖y − x‖β be the Hausdorff-
Pompeiu excess of X over Y , with eβ(∅, Y ) := 0. By Hoffman’s (1952)
fundamental theorem, there exists a constant ̺αβ = ̺αβ(A,C) > 0,
called Lipschitz constant for F , such that for all (b, d), (b′, d′) ∈ domF ,
eβ(F(b
′, d′),F(b, d)) ≤ ̺αβ
∥∥∥∥
(
b− b′
d− d′
)∥∥∥∥
α
, (2)
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where ‖ · ‖α and ‖ · ‖β are any two norms in IR
m+k and IRn, respectively.
This means that the multifunction F is Lipschitz on domF with respect
to the related Hausdorff metric hβ(X,Y ) = max{eβ(X,Y ), eβ(Y,X)}
for convex polyhedral sets X,Y . A constant ̺αβ for F is called sharp
if there exist (b, d), (b′, d′) ∈ domF such that hβ(F(b
′, d′),F(b, d)) ≥
̺αβ
∥∥∥( b−b′d−d′
)∥∥∥
α
> 0.
Obviously, any Lipschitz constant ̺αβ also satisfies the original ver-
sion of Hoffman’s Lemma (1952), namely, for (b, d) ∈ domF ,
inf
y∈F(b,d)
‖y − x‖β ≤ ̺αβ
∥∥∥∥ (Ax− b)+(Cx− d)
∥∥∥∥
α
∀x ∈ IRn , (3)
so ̺αβ is often called a Hoffman constant for F . Note that (3) implies
(2), provided that ‖ · ‖α is a monotonic norm (i.e., ‖z‖α = ‖|z|‖α), cf.
Mangasarian and Shiau (1986). For other types of monotonicity for ‖·‖α
in relating (3) and (2), see Zalinescu (2003).
If (2) (or (3)) holds for fixed (b, d) ∈ domF with a constant ̺αβ
depending on (A,C, b, d), one speaks of a Lipschitz (Hoffman) constant
for F at (b, d). This notion corresponds to the author’s definition (1.4).
Inspired by the big progress of studying quantitative stability for non-
linear systems in the 1990ies, several authors applied the related ideas
to linear systems, in particular, for deriving (sharp) Lipschitz or Hoff-
man constants for F at (b, d), cf. e.g. Ng and Zheng (2001), Aze´ and
Corvellec (2002) and Zalinescu (2003). This is done in rather general
settings, see also Section 2.3 of M. Lo´pez’ survey.
The study of uniform constants started much earlier. When looking
at the recent literature, some of these early contributions seem to be
forgotten. Computable formulae for Lipschitz constants for concrete
pairs of norms were given e.g. by Hoffman (1952), Robinson (1973),
Mangasarian (1981), Mangasarian and Shiau (1986). The important
question of finding sharp estimates was first answered by Li (1993, 1994),
and this even for general pairs (‖ · ‖α, ‖ · ‖β) of norms.
Assuming either C is of full row rank k or is vacuous, Li (1993) shows
that for any pair (‖ · ‖α, ‖ · ‖β),
λαβ(A,C) := sup


∥∥∥u
v
∥∥∥
α∗
:
‖ATu+ CTv‖β∗ = 1 , u ≥ 0 ; the rows
of A related to components uj > 0 plus
the rows of C are linearly independent


is a sharp Lipschitz constant for F , where ‖ · ‖γ∗ denotes the dual norm
to ‖ · ‖γ . Note that if rank
(
A
C
)
= n holds and lp norms are used, then
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λαβ(A,C) is given as a finite maximum of seminorms of the inverses of
certain submatrices of
(
A
C
)
. In the 2-norm, one could get an estimate of
λ22 by computing the smallest eigenvalues of at most m!/(n − k)!(m +
k − n)! square matrices, cf. Li (1993) for details.
Obviously, the estimates (2) and (3) are also useful for the quan-
titative stability analysis of the optimal set map of linear and convex
quadratic programs with fixed objective function. A suitable modifica-
tion of λαβ(A,C) yields a sharp Lipschitz constant λαβ(A,C, c) for the
optimal set mapping
Fopt(b, d) = argmin {cTx|Ax ≤ b, Cx = d}, (4)
cf. Li (1993, 1994). Further note that the interesting question whether
Lipschitz constants for F at (b, d) are locally bounded for small per-
turbations of (A,C) was handled first by Luo and Tseng (1994), for
relations to λαβ see also Li (1993).
Robinson (1973) considers in the case [AT, CT] 6= O the constant
σαβ(A,C) := max
J⊂[m]
max
p
{
min
{∥∥∥u
v
∥∥∥
α∗
:
(u
v
)
∈ SJ(p)
}
: p ∈ Pβ∗,J
}
,
where for J ⊂ [m] := {1, . . . ,m}, uJ is the vector with components uj ,
j ∈ J , Pβ∗,J := {p ∈ IR
n : ‖p‖β∗ ≤ 1, SJ(p) 6= ∅} and
SJ(p) :=
{(u
v
)
∈ IRm × IRk :
ATu+ CTv = p
uJ = 0 , u ≥ 0
}
.
He proves that σαβ(A,C) is finite for arbitrary (‖·‖α, ‖·‖β) and satisfies
Hoffman’s estimate (3) if ‖ · ‖β = ‖ · ‖2 (Euclidean norm).
For any two norms ‖ · ‖α and ‖ · ‖β and under the assumption that
either C has full row rank k or is vacuous (put k = 0), Klatte and Thiere
(1996) show that
ναβ(A,C) := max
I∈S
max
{
‖ATu+ CTv‖β∗
−1 :
∥∥u
v
∥∥
α∗
= 1,
uI ≥ 0,
u[m]\I = 0
}
with S := {I ⊂ [m] : |I| = r − k, rank[ATI , C
T] = r}, r = rank[AT, CT],
is finite and, moreover,
λαβ(A,C) = ναβ(A,C) = σαβ(A,C) . (5)
Thus, by Li’s result, all these forms give the same sharp Lipschitz con-
stant (and uniform Hoffman constant) for F . Note that Zalinescu’s
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paper (2003) is a nice survey of more recent developments in the area of
sharp global error bounds for finite linear systems.
Numerical experiments for computing sharp Lipschitz constants are
not much available. In our context, Klatte and Thiere (1995) discuss
several concrete representations of να2(A,C), i.e., for ‖ · ‖β = ‖ · ‖2.
In particular, one derives for ‖ · ‖α = ‖ · ‖∞ (maximum norm) and
‖ · ‖β = ‖ · ‖2 that after some transformations the computation of ν∞2
consists in solving a finite number of special quadratic programs of the
form
min{ ‖z‖2 : z ∈ conv [ {Ai}i∈I ∪ {±Cj}j∈[k] ]} ,
where Ai and Cj are the rows of A and C. Thiere’s tests done in the
late 1980ies, see Klatte and Thiere (1995), were never repeated by using
more recent generations of solvers. Since the computable formulae for
exact Lipschitz bounds under metric regularity (see the author’s Section
2.3 and e.g. Canovas et al. (2008)) involve similar subproblems like
ναβ(A,C), a continuation of numerical studies could be useful also for
local bounds.
Calmness of systems of infinitely many constraints
In Section 2.3 the author refers in a few places to local error bounds
according to definition (1.3) in his paper. We will use here the equivalent
notion of calmness (in the literature also called metric subregularity) for
the corresponding multifunction.
Let us consider the solution set mapping of a system of infinitely
many inequalities
F(b) = {x ∈ X | 〈at, x〉 ≤ bt, t ∈ T} , (6)
where T is a compact Hausdorff space, X is a Banach space, a ∈ C(T, IR)
is given, while the parameter b varies over C(T, IR). In the author’s
terminology, this is the constraint set map of a continuous LIP with
respect to right-hand side perturbations. The multifunction F is called
calm at (b¯, x¯) ∈ gphF if there exist neighborhoods U and V of b¯ and x¯,
respectively, and a constant κ > 0 such that
d(x,F(b¯)) ≤ κ‖b− b¯‖ ∀b ∈ U ∀x ∈ F(b) ∩ V . (7)
By definition, the multifunction F is calm at (b¯, x¯) ∈ gphF if F is
Lipschitz-like at (b¯, x¯).
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Though developed for more general nonlinear systems, the results in
Henrion and Outrata (2005), Klatte and Kummer (2009) and Kummer
(2009) have interesting implications also for the setting (6). Fixing b¯ ∈
C(T, IR), we write for x ∈ X
gt(x) := 〈at, x〉 − b¯t, t ∈ T, g(x) := max
t∈T
gt(x),
and define the relative slack of gt in comparison with g for all x ∈ X
with g(x) > 0 by
st(x) =
g(x)− gt(x)
g(x)
(≥ 0) , t ∈ T.
Theorem 3 by Klatte and Kummer (2009) implies the following charac-
terization of calmness for F : Let x¯ be any point such that g(x¯) = 0,
i.e., 〈at, x¯〉 ≤ b¯t for all t in T , and there is some s ∈ T with 〈as, x¯〉 = b¯s.
Then F is calm at (b¯, x¯) if and only if there exist some λ ∈ (0, 1) and a
neighborhood Ω of x¯ such that the following holds:
for all x ∈ Ω with g(x) > 0 there is some u
satisfying ‖u‖ = 1 and 〈at, u〉 ≤
st(x)
λ
− λ ∀t ∈ T .
(8)
For X = IRn, (8) differs from the extended Mangasarian-Fromovitz con-
strain qualification (EMFCQ) - which characterizes the Lipschitz-like
property - just by the additionally appearing quantities si(x). In Klatte
and Kummer (2009) and Kummer (2009) this result is used for charac-
terizing calmness by uniform - with respect to certain starting points -
linear convergence of suitable descent methods. This is of interest in de-
veloping solution methods for solving equations or variational problems
which require calmness only.
In their Theorem 4, Henrion and Outrata (2005) give a sufficient
condition for calmness of the solution set map of an inequality sys-
tem defined by infinitely many differentiable functions, but for finite-
dimensional X and T . This condition lies between EMFCQ and the
extended Abadie constraint qualification, it is written in terms of a fam-
ily of so-called critical index sets defined as Hausdorff limits of sequences
of active index sets. It directly applies also to the setting (6).
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