Quantum Mechanical Effects in Gravitational Collapse by Greenwood, Eric
ar
X
iv
:1
00
1.
19
90
v1
  [
gr
-q
c] 
 12
 Ja
n 2
01
0
Quantum Mechanical Effects in Gravitational Collapse
by
Eric Sean Greenwood
January 5, 2010
A dissertation submitted to the Faculty of the Graduate School of the University at
Buffalo, State University of New York in partial fulfillment of the requirements for the
degree of Doctor of Philosophy.
Department of Physics
Dedication
This body of work is dedicated to my father, Richard D. Greenwood Sr., and my grand-
father, Albert Kneaskern. My grandfather for his faith in me beyond anyone else I have
ever known, even before I had matured enough to realize the implication of his faith.
For my father who taught me the true nature of hard work and devotion. Together
they have embodied everything that I have ever aspired to in life. Yours memories shall
forever live in me, may you both rest in peace.
ii
Acknowledgements
I would like to thank my committee members and the faculty and staff in the physics
department at the University at Buffalo.
I would like to thank first and foremost my advisor Dr. Dejan Stojkovic for taking
me under his wing and giving me an opportunity to blossom as both an individual and
a physicist. His insight and understanding of the material is something that I myself
only hope to achieve as a physicist. I would like to thank Dr. Ulrich Baur for being
my surrogate adviser for a year; his mentoring during that time was invaluable to me
for both his insight and his willingness to explore subjects outside his specialization. I
would like to thank Dr. Doreen Wackeroth for her help, kindness, wisdom and tolerance
of me in her classes (sorry for being such a trouble maker during your lectures!). I would
also like to thank Dr. Francis Gasparini for his compassion and console during some very
difficult times during my duration at the University at Buffalo. His understanding and
advise where inspirational to me during these trying times and having faith in me to
teach both summer and regular semester courses.
I would also like to thank my family for their constant support and devotion over the
years before and during this body of work. Your support was and is very comforting to
me. A very special thank you to my friends that have become an intricate part of my
life during the torture which is graduate school. I especially want to thank my friends
Tyler Glembo, Andra´s Sablauer and Kenneth Smith, for without them I would have
never made it this far in both my schooling and my life.
iii
Contents
Dedication ii
Acknowledgements iii
List of Figures ix
Abstract x
1. Introduction 1
2. Formalism 2
2.1. Functional Schro¨dinger Equation . . . . . . . . . . . . . . . . . . . . . . . 3
2.2. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3. Occupation Number 8
3.1. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4. Model 13
4.1. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
5. Classical Treatment 17
5.1. Asymptotic Observer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
5.2. Infalling Observer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.3. Comparing Asymptotic versus Infalling . . . . . . . . . . . . . . . . . . . . 25
iv
Contents
5.4. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
6. Quantum Treatment 29
6.1. Asymptotic Observer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6.2. Infalling observer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
6.2.1. Near Horizon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
6.2.2. Near the Origin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
6.3. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
7. Radiation 41
7.1. Asymptotic Observer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
7.2. Infalling Observer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
7.2.1. Schwarzschild Coordinates . . . . . . . . . . . . . . . . . . . . . . . 51
7.2.2. Infalling Eddington-Finkelstein Coordinates . . . . . . . . . . . . . 56
7.3. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
8. Entropy 66
8.1. Partition Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
8.2. Entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
8.2.1. Entire System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
8.3. Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
8.4. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
9. Back Reaction 83
9.1. Stress-Energy Tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
9.1.1. Radiation Stress-Energy Tensor . . . . . . . . . . . . . . . . . . . . 85
9.1.2. Stress-Energy of the domain wall . . . . . . . . . . . . . . . . . . . 92
9.2. Quantum Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
9.3. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
v
Contents
10.Conclusion 96
A. Invariant Method and the Schro¨dinger Equation 98
B. Gauss Codazzi 106
B.1. The Gauss-Codazzi Formalism . . . . . . . . . . . . . . . . . . . . . . . . 106
B.1.1. The Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
B.1.2. The Surface Stress-Energy Tensor . . . . . . . . . . . . . . . . . . 109
B.1.3. Attractive Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
B.2. Spherical Walls . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
B.2.1. Radial dependence only . . . . . . . . . . . . . . . . . . . . . . . . 111
B.2.2. Radial and Time dependence . . . . . . . . . . . . . . . . . . . . . 114
B.3. Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
B.3.1. Massive Domain Wall . . . . . . . . . . . . . . . . . . . . . . . . . 116
B.3.2. Massive-Charged Domain Wall . . . . . . . . . . . . . . . . . . . . 117
C. ρ(t) Equation 119
D. ρ(τ) Equation 122
Bibliography 125
vi
List of Figures
5.1. Here we plot the the solution in Eq.(5.14). . . . . . . . . . . . . . . . . . . 20
5.2. Here we plot the the solution in Eq.(5.13). . . . . . . . . . . . . . . . . . . 21
5.3. Here we plot the numerical solution to Eq.(5.19). . . . . . . . . . . . . . . 23
5.4. Here we plot a comparison of the different approximations for the solution
of Eq.(5.19). The blue curve is the solution to Eq.(5.19), the green curve
is the solution to Eq.(5.20) and the red curve is the solution to Eq.(5.22). 24
5.5. Here we plot the corresponding numerical solution for Eq.(5.19). Here
we see that as R → Rs (τ = 1.66), the velocity of the domain wall
is approximately constant. However, after the domain wall passes the
Schwarzschild radius the velocity diverges as R→ 0. . . . . . . . . . . . . 25
5.6. Here we plot the corresponding numerical solution for the acceleration
associated with Eq.(5.19). Here we see that as R → Rs (τ = 1.66), the
acceleration of the domain wall increases almost linearly. However, after
the domain wall passes the Schwarzschild radius the acceleration diverges
as R→ 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
5.7. Here we plot dt/dτ versus R/Rs. Here we can see that as R → Rs,
dt/dτ →∞ as given in Eq.(5.26). . . . . . . . . . . . . . . . . . . . . . . . 27
vii
List of Figures
5.8. Here we plot a comparison of the position of the domain wall relative to
the Schwarzschild radius for both of the two different observers. Here the
position of the domain wall as seen by the infalling observer is given in
blue, while that of the asymptotic observer is given in green. . . . . . . . 27
7.1. N versus t/Rs for various fixed values of ω¯Rs. The curves are lower for
higher ω¯Rs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
7.2. N versus ω¯Rs for various fixed values of t/Rs. The occupation number
at any frequency grows as t/Rs increases. . . . . . . . . . . . . . . . . . . 48
7.3. ln(1 + 1/N) versus ω¯Rs for various values of t/Rs. . . . . . . . . . . . . . 49
7.4. ln(1+1/N) versus ω¯Rs for t/Rs = 8. The dashed line shows ln(1+1/NP )
versus ω¯Rs where NP is a Planck distribution. The slope gives β
−1 and
the temperature is given in Eq.(7.25). . . . . . . . . . . . . . . . . . . . . 50
7.5. The occupation number N as a function of proper time τ/Rs for various
fixed values of particle frequencies ω¯Rs. The curves are lower for higher
values of ω¯Rs. The occupation number diverges as the infalling observer
approaches Rs, which happens as τ → τc. . . . . . . . . . . . . . . . . . . 54
7.6. The occupation numberN as a function of frequency ω¯Rs for various fixed
values of proper time τ/Rs. The occupation number increases for larger
values of τ/Rs as τ → τc. . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
7.7. Plot of ln(1+1/N) as a function of frequency ω¯Rs for various fixed values
of proper time τ/Rs. The slope of the best fit line is β, which is the inverse
temperature. The non-thermal features disappear and the temperature
diverges as the Schwarzschild radius is approached, i.e. τ → τc. . . . . . . 56
7.8. Here we plot N versus v/Rs for various fixed values of ω¯Rs. The curves
are lower for higher values of ω¯Rs. . . . . . . . . . . . . . . . . . . . . . . 62
viii
List of Figures
7.9. Here we plot N versus ω¯Rs for various fixed values of v/Rs. The occupa-
tion number at any frequency grows as the collapse progresses (i.e. v/Rs
decreases) but in never diverges. . . . . . . . . . . . . . . . . . . . . . . . 63
7.10. Here we plot ln(1+1/N) versus ω¯Rs for various fixed values of v/Rs. The
curves are lower and display more fluctuations as v/Rs decreases. . . . . . 64
8.1. We plot the entropy of the entire system as a function of asymptotic
observer time t. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
8.2. We plot the entropy of the particles created during the collapse as a
function of asymptotic time t. . . . . . . . . . . . . . . . . . . . . . . . . . 76
8.3. We plot the entropy as a function of asymptotic observer time t for both
the entire system and the particles created during the time of collapse. . . 76
8.4. We plot the entropy of the shell as a function of asymptotic observer time t. 78
8.5. We plot R/Rs versus t/Rs for various values of n. Here the blue curve
corresponds to n = 2, the green curve corresponds to n = 5 and the red
curve corresponds to n = 10. . . . . . . . . . . . . . . . . . . . . . . . . . 79
8.6. We plot R˙/Rs versus t/Rs for various values of n. Here the blue curve
corresponds to n = 2, the green curve corresponds to n = 5 and the red
curve corresponds to n = 10. . . . . . . . . . . . . . . . . . . . . . . . . . 80
8.7. We plot µ versus t/Rs. The solid line corresponds to the entire system
while the dashed line corresponds to the induced radiation only. Here we
see that as t/Rs increases, the chemical potential for each goes to zero. . . 81
ix
Abstract
In this thesis we investigate quantum mechanical effects to various aspects of gravita-
tional collapse. These quantum mechanical effects are implemented in the context of the
Functional Schro¨dinger formalism. The Functional Schro¨dinger formalism allows us to
investigate the time-dependent evolutions of the quantum mechanical effects, which is
beyond the scope of the usual methods used to investigate the quantum mechanical cor-
rections of gravitational collapse. Utilizing the time-dependent nature of the Functional
Schro¨dinger formalism, we study the quantization of a spherically symmetric domain
wall from the view point of an asymptotic and infalling observer, in the absence of ra-
diation. To build a more realistic picture, we then study the time-dependent nature of
the induced radiation during the collapse using a semi-classical approach. Using the do-
main wall and the induced radiation, we then study the time-dependent evolution of the
entropy of the domain wall. Finally we make some remarks about the possible inclusion
of backreaction into the system.
x
1. Introduction
This thesis is based on work done in a series of nine papers, which have been published in
several different journals, see Refs.[30, 31, 32, 37, 45, 46, 47, 52]. The work here is varied
and takes several different aspects into account, however, for this thesis we concentrate
on only a subset of these papers. The subset of interest here are those papers which
include gravitational collapse of a massive shell only. Even though this is only a subset
of the possible parameters that a black hole can have, this subset displays most of the
interesting features that illustrate the core of our work.
1
2. Formalism
The most important part of our research is the formalism used to study the quantum
mechanical effects of gravitational collapse. To study these quantum effects of gravita-
tional collapse we will institute the Functional Schro¨dinger equation. In this part of the
thesis we will first derive the Functional Schro¨dinger equation, which will be the primary
equation used to study the quantum effects of gravitational collapse.
The main purpose of the Functional Scho¨dinger equation is to introduce the “observer”
time into the Wheeler-de Witt equation. It is well known in General Relativity that for
different foliations of space-time, different physical observations occur. For example, one
can consider the equations of motion for a black hole. Let us consider an object which
is falling into a black hole from different points of view. If one chooses the time as
observed by an asymptotic observer as the desired foliation of space-time, upon solving
the equations of motion of the object, one finds that it takes an infinite amount of time
for the object to fall into the black (even if the object is a photon). However, if one
choses the time as observed by a freely falling observer (one that is falling into the black
hole along a geodesic) as the desired foliation of space-time, upon solving the equations
of motion of the object in this case, one finds that it takes a finite amount of time for
the object to fall into the black hole. Therefore, one can see that it is important and
instructive to consider different foliations of the space-time to learn different aspects of
the system of gravitational collapse. The Functional Schro¨dinger equation allows for one
to specify the particular foliation of space-time that is of interest and study the system
2
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from that view point.
A second purpose of the Functional Schro¨dinger equation is to allow one to investigate
the time evolution of the system. Typically this is not done in the study of gravitational
collapse. The preferred method of study is to consider an initial static asymptotically flat
space-time, let the system evolve (with no knowledge of the evolution), then consider
a final different static asymptotically flat space-time. Then by comparing these two
different space-times, one can in principle have some understanding of what the evolution
was like between these two events. The Functional Schro¨dinger equation will in principle
allow us to study the total time evolution of the system, not just the static asymptotically
flat regions of space-time.
2.1. Functional Schro¨dinger Equation
In this section we will derive the Functional Schro¨dinger equation.
The Wheeler-de Witt equation for a closed universe is given by, see Ref.[1],
HΨ = 0 (2.1)
where H is the total Hamiltonian and Ψ is the total wavefunction for all the ingredients
of the system, including the observer’s degrees of freedom denoted by O. Eq.(2.1) is a
consequence of the idea that there is no “God” time, or no preferred time, or no super-
observer time. Therefore Eq.(2.1) is written in a gauge independent fashion, since there
is no preferred observer to observe the system.
In general we can write the wavefunction in Eq.(2.1) as
Ψ = Ψ (Xα, gµν ,Φ,O) . (2.2)
Here Xα = Xα(ζa) describes the location of the wall as a function of the internal wall
3
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world volume coordinates ζa, gµν is the metric, and Φ is a scalar field. The Roman
indices go over the internal domain wall world volume coordinates and the Greek indices
go over space-time coordinates. Note that the wavefunctional in Eq.(2.2) is a functional
of the fields but not the space-time coordinates. In general, the total Hamiltonian is a
linear combination of the Hamiltonian of the system itself and that of the Hamiltonian
of the observer. Therefore we will separate the Hamiltonian into two parts, one for the
system and the other for the observer, which can be written as
H = Hsys +Hobs. (2.3)
Any (weak) interaction terms between the observer and the wall-metric-scalar system
are included in Hsys. The observer is assumed to not significantly affect the evolution of
the system and vice versa. In mathematical language this means that we are assuming
that the Hamiltonian for the system and the observer commute with each other
[Hsys,Hobs] = 0. (2.4)
The total wavefunction Eq.(2.2) can be written as a sum over eigenstates
Ψ =
∑
k
ckΨ
k
sys(sys, t)Ψ
k
obs(O, t) (2.5)
where k labels the eigenstates and ck are complex coefficients.
To solve the full Wheeler-de Witt equation is very difficult since it involves all the
degrees of freedom, both that of the system and the observer. Here we shall utilize
the frequently employed strategy of truncating the field degrees of freedom to a finite
subset, hence we will be consider with the minsuperspace version of the Wheeler-de Witt
equation. As long as we keep all the relevant degrees of freedom that are of interest,
this is a useful truncation. Since we are only considering a subset of the total degrees of
4
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freedom, this is now considered an “open” system. In an “open” system, one can then
define an appropriate “observer” time in which one chooses to make measurements.
Therefore we can write the Schro¨dinger equation for the observation as
i
∂Ψkobs
∂t
≡ HobsΨkobs. (2.6)
This is convenient, however, we wish to make observations on the system not on the
observer. To transform this to observation on the system we will make use Eq.(2.1).
To introduce the observer time on observations of the system, we use Eq.(2.1), Eq.(2.5)
and Eq.(2.6), therefore we can write
HΨ = (Hsys +Hobs)
∑
k
ckΨ
k
sys(sys, t)Ψ
k
obs(O, t)
= Hsys
∑
k
ckΨ
k
sys(sys, t)Ψ
k
obs(O, t) +Hobs
∑
k
ckΨ
k
sys(sys, t)Ψ
k
obs(O, t)
= Hsys
∑
k
ckΨ
k
sys(sys, t)Ψ
k
obs(O, t) +
∑
k
ckΨ
k
sys(sys, t)HobsΨ
k
obs(O, t)
= Hsys
∑
k
ckΨ
k
sys(sys, t)Ψ
k
obs(O, t) + i
∑
k
ckΨ
k
sys(sys, t)∂tΨ
k
obs(O, t) (2.7)
where we made use of Eq.(2.3) and in the last line we used Eq.(2.6).
Now consider the integral of the last term in Eq.(2.7), we have
∫ tf
ti
dt
∑
k
ckΨ
k
sys(sys, t)∂tΨ
k
obs(O, t) =
∑
k
ckΨ
k
sys(sys, t)Ψ
k
obs(O, t)
∣∣∣tf
ti
−
∫ tf
ti
dt
∑
k
(
∂tΨ
k
sys(sys, t)
)
Ψkobs(O, t)
=Ψ
∣∣∣tf
ti
−
∫ tf
ti
dt
∑
k
(
∂tΨ
k
sys(sys, t)
)
Ψkobs(O, t).
(2.8)
However, by virtue of the Wheeler-de Witt equation, the total wavefunction Ψ is time-
5
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independent. Therefore the first term on the right hand side in Eq.(2.8) is zero. Shrinking
the integral we then have,
∑
k
ckΨ
k
sys(sys, t)∂tΨ
k
obs(O, t) = −
∑
k
ck
(
∂tΨ
k
sys(sys, t)
)
Ψkobs(O, t). (2.9)
Substituting Eq.(2.9) into Eq.(2.7) we can then write,
Hsys
∑
k
ckΨ
k
sys(sys, t)Ψ
k
obs(O, t) = i
∑
k
ck
(
∂tΨ
k
sys(sys, t)
)
Ψkobs(O, t) (2.10)
or interms of one k value, we then arrive at the Functional Schro¨dinger equation
HsysΨ
k
sys = i
∂Ψksys
∂t
. (2.11)
For convenience, from now on we will denote the system wavefunction simply by Ψ and
drop the superscript k and the subscript “sys”. Similarly H will now denote Hsys, and
the Schro¨dinger equation reads
HΨ = i
∂Ψ
∂t
. (2.12)
2.2. Discussion
Here we have derived the Functional Schro¨dinger equation. As discussed above, the
purpose of the Functional Schro¨dinger equation is to introduce the “observer” time into
the Wheeler-de Witt equation, Eq.(2.1). This will allow us to be able to use the classical
Hamiltonian of the system of gravitational collapse, then study the evolution of the
system from the view point of any observer of our choosing. This has two benefits: First
the formalism allows us to choose the “observer” we wish to study. As discussed earlier,
different “observers” will observer different phenomena which are of interest. Secondly,
the formalism will allow us to evolve the system quantum mechanically over time. One
of the benefits of this approach is that we can, in principle, observe thermodynamic
6
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properties of the system in a time-dependent fashion, which we will discuss in Chapters
7 and 8. As we will discuss, this is something which is beyond the scope of the usual
methods used to study the thermodynamic properties of the system.
7
3. Occupation Number
Throughout the text we will be interested in the number of particles created during
the gravitational collapse of our object, i.e. the radiation. Therefore we will derive the
occupation number of the particles created during the time of collapse in this chapter
for future convenience. Throughout this text we will be interested in systems with
spherical symmetry, since this is the simplest case to consider. Here we note that due
to the spherical symmetry, gravitational radiation is excluded from the system, thus
the radiation which we will consider will be from the excitation of particles due to the
time-dependent nature of the gravitational metric.
To consider the radiation we will consider a quantum scalar field φ in the background
of the gravitational collapsing object, which is given by
S =
∫
d4x
1
2
√−ggµν∂µφ∂νφ (3.1)
where S is the action of the scalar field. The reason we are considering only a scalar
field is that this is the simplest and easiest case, which gives insight into most of the
physically significant phenomena. By considering more complicated fields, one arrives
at the so-called gray-body factors, see for example Ref.[23], which are dependent on
the type of field used. Here we derive the number of particles induced as a function of
observer time “t”. Here “t” is used for any foliation of space-time used throughout this
body of work, whether the time is that of an asymptotic observer or that of an infalling
observer.
8
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In most cases we arrive at the Hamiltonian of the system from Eq.(3.1), which is of
the form of a sum of uncoupled simple harmonic oscillator. To simplify the notation, we
consider one eigenmode of the simple harmonic oscillator given by
H =
p2
2m
+
m
2
ω2(t)x2 (3.2)
where p is the momentum conjugate to x and x is the eigenmode. Using the standard
quantization procedure, upon inserting Eq.(3.2) into Eq.(2.12), we can then write
[
− 1
2m
∂2
∂x2
+
m
2
ω2(t)x2
]
ψ(x, t) = i
ψ(x, t)
∂t
. (3.3)
Here Eq.(3.3) can be solved exactly by utilizing the invariant operator method first
developed by Lewis and Reisenfeld, see Ref.[2] and Appendix A. Using this method,
Dantas, Pedrosa and Baseia showed, see Ref.[3], that the exact solution to Eq.(3.3) at
late times is given by
ψ(x, t) = eiα(t)
(
m
piρ2
)1/4
exp
[
i
m
2
(
ρt
ρ
+
i
ρ2
)
x2
]
(3.4)
where ρt denotes the derivative of ρ(t) with respect to t, and ρ is given by the real
solution of the non-linear auxilarly equation
ρtt + ω
2(t)ρ =
1
ρ3
(3.5)
with intitial conditions
ρ(ti) =
1√
ω0
, ρt(ti) = 0 (3.6)
where ti is the initial time. The time-dependent phase α is given by
α(t) = −1
2
∫ t
ti
dt′
ρ2(t′)
. (3.7)
9
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To find the occupation number of the induced radiation, consider an observer with
detectors that are designed to register particles of different frequencies for the free scalar
field Φ at earlier times. Such an observer will interpret the wavefunction of a given mode
x at late times in terms of simple harmonic oscillator states, {ϕn}, at final frequency ω¯.
Here ω¯, is the value of the frequency evaluated at a time tf as seen by the observer. The
number of quanta in eigenmode x can be evaluated by decomposing the wavefunction
Eq.(3.4) in terms of the states {ϕn}, and by evaluating the occupation number of that
mode. To implement this, we start by writing the wavefunction for a given mode at time
t > tf in terms of the simple harmonic oscillator basis at t = 0
ψ(x, t) =
∑
n
cn(t)ϕn(x) (3.8)
where
cn =
∫
dxϕ∗n(x)ψ(x, t) (3.9)
is the overlap, i.e. inner product, between the initial and final state of the wavefunc-
tion. The occupation number at eigenfrequency ω¯ by the time t > tf , is given by the
expectation value
N(t, ω¯) =
∑
n
n |cn|2 . (3.10)
To evaluate the sum in Eq.(3.10), we use the simple harmonic oscillator basis states
but at a frequency ω¯ to keep track of the different ω’s in the calculation. To evaluate the
occupation numbers at time t > tf , we need only set ω¯ = ω(tf ). So the simple harmonic
oscillator basis states are written as (see for example Appendix A.4 of Ref.[22])
ϕ(b) =
(mω¯
pi
)1/4 e−mω¯b2/2√
2nn!
Hn
(√
mω¯b
)
(3.11)
10
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where Hn are the Hermite polynomials. Then Eq.(3.9) and Eq.(3.4) together gives
cn =
(
1
pi2ω¯ρ2
)1/4 eiα√
2nn!
∫
dξe−Pξ
2/2Hn(ξ)
=
(
1
pi2ω¯ρ2
)1/4 eiα√
2nn!
In (3.12)
where
P = 1− i
ω¯
(
ρη
ρ
+
i
ρ2
)
. (3.13)
To find In consider the corresponding integral over the generating function for the
Hermite polynomials
J(z) =
∫
dξe−Pξ
2/2e−z
2+2zξ
=
√
2pi
P
e−z
2(1−2/P ). (3.14)
Since
e−z
2+2zξ =
∞∑
n=0
zn
n!
Hn(ξ) (3.15)
we can then write ∫
dξe−Pξ
2/2Hn(ξ) = d
n
dzn
J(z)
∣∣∣
z=0
. (3.16)
Therefore
In =
√
2pi
P
(
1− 2
P
)n/2
Hn(0). (3.17)
Since
Hn(0) = (−1)n/2
√
2nn!
(n− 1)!!√
n!
, n = even (3.18)
and Hn(0) = 0 for n = odd, we find the coefficients cn for even values of n,
cn =
(−1)n/2eiα
(ω¯ρ2)1/4
√
2
P
(
1− 2
P
)n/2 (n− 1)!!√
n!
. (3.19)
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For odd n, cn = 0.
We can now find the number of particles produced during the collapse. Let
χ =
∣∣∣∣1− 2P
∣∣∣∣ . (3.20)
Then using Eq.(3.10) we have
N(t, ω¯) =
∑
n=even
n |cn|2
=
2√
ω¯ρ2|P |
χ
d
dχ
∑
n=even
(n− 1)!!
n!!
χn
=
2√
ω¯ρ2|P |
χ
d
dχ
1√
1− χ2
=
2√
ω¯ρ2|P |
χ2
(1− χ2)3/2 . (3.21)
Now inserting Eq.(3.13) and Eq.(3.20) leads to
N(t, ω¯) =
ω¯ρ2√
2
[(
1− 1
ω¯ρ2
)2
+
(
ρt
ω¯ρ
)2]
. (3.22)
3.1. Discussion
Here we derived the occupation number of the radiation induced during the time of grav-
itational collapse. The occupation number is measured by an observer with a detector
at late times t > tf . As stated earlier, this was done for convenience since we will use
this quantity several times during this text.
12
4. Model
To study a concrete realization of black hole formation we consider a spherically sym-
metric Nambu-Goto domain wall (representing a shell of matter) that is collapsing. To
include the possibility of (spherically symmetric) radiation, as discussed in the previous
chapter (Chapter 3), we consider a massless scalar field, Φ, that is coupled to the grav-
itational field but not directly to the domain wall. The action for the system is then
given as
S =
∫
d4x
√−g
[
− 1
16piG
R+ 1
2
(∂µΦ)
2
]
− σ
∫
d3ζ
√−γ + Sobs. (4.1)
The first term is the Einstein-Hilbert action for the gravitational field, the second is the
scalar field action, the third is the domain wall action in terms of the wall world volume
coordinates, ζa (a = 0, 1, 2), the wall tension σ, and the induced world volume metric
γab = gµν∂aX
µ∂bX
ν . (4.2)
As stated in Chapter 2, the coordinates Xµ = Xµ(ζa) describe the location of the wall.
The term Sobs in Eq.(4.1) denotes the action for the observer.
As discussed earlier, a general treatment of full Wheeler-de Witt equation, Eq.(2.1),
is very difficult. So, we shall use the frequently employed strategy of truncating the
field degrees of freedom to a finite set, typically including only the relevant degrees of
freedom. In other words, we will consider the minisuperspace version of the Wheeler-de
13
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Witt equation. As long as we keep all the relevant degrees of freedom, this is a useful
truncation. Since we are considering spherically symmetric domain walls, we will assume
spherical symmetry for all the fields. Thus, the wall is described by the radial degree of
freedom R(t) only.
The metric for the wall is then taken to be the solution to Einstein equations for a
spherical domain wall. In Ref.[4] the metric, as follows from the spherical symmetry,
outside the wall is given by
ds2 = −
(
1− Rs
r
)
dt2 +
(
1− Rs
r
)−1
dr2 + r2dΩ2, r > R(t) (4.3)
where Rs = 2GM is the Schwarzschild radius in terms of the mass M of the wall, and
dΩ2 = dθ2 + sin2 θdφ2. (4.4)
By Birkhoff’s theorem, in the interior of the spherical domain wall the line element of
the metric is flat, i.e. Minkowski, which is given by
ds2 = −dT 2 + dr2 + r2dΩ2, r < R(t). (4.5)
Here T is the interior time coordinate, not to be confused with temperature. The interior
time coordinate is related to the asymptotic observer time coordinate t via the proper
time τ of the domain wall. By matching the coordinates for the interior and exterior at
the wall, in analogy with the Isreal junction condition (see Ref.[5]), and assuming that
the wall is infinitely thin, we have the relations
dT
dτ
=
√
1 +
(
dR
dτ
)2
(4.6)
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and
dt
dτ
=
1
B
√
B +
(
dR
dτ
)2
(4.7)
where
B ≡ 1− Rs
R
. (4.8)
By taking the ratio of Eq.(7.42) and Eq.(4.7), the relationship between the interior time
T and the asymptotic time t is given by
dT
dt
=
√
1 +R2τB√
B +R2τ
=
√
B − (1−B)
B
R˙2 (4.9)
where Rτ = dR/dτ and R˙ = dR/dt.
Since we are restricting the system to fields with spherical symmetry only, we need
not include other metric degrees of freedom. Thus, the scalar field can also be truncated
to be the spherically symmetric modes
Φ = Φ(r, t). (4.10)
In Ref.[4], Ipser and Sikivie integrated the equations of motion for the spherically
symmetric domain wall. They found that the mass is actually a constant of motion and
is given by, see Appendix B for a sketch of the method used,
M =
1
2
4piσR2
[√
1 +R2τ +
√
B +R2τ
]
(4.11)
where it is assumed that max(R)> 1/4piσG. This assumption is just used to ensure that
one does not start off inside of the collapsing spherical domain wall.
By virtue of Eq.(4.8), Eq.(4.11) is implicit since Rs = 2GM . Solving for M explicitly
in terms of Rτ gives
M = 4piσR2
[√
1 +R2τ − 2piσGR
]
. (4.12)
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However, making use of Eq.(4.9) we can solve for M in terms of RT = dR/dT
M = 4piσR2

 1√
1−R2T
− 2piσGR

 . (4.13)
Before we proceed we wish to discuss the physical relevance of Eq.(4.12). First consider
the case where Rτ = 0, i.e. for a static domain wall. The first term in the square bracket
is just the total rest mass of the shell. When the shell is moving, i.e. Rτ 6= 0, the first
term in the square bracket takes the kinetic energy of the domain wall into account. The
last term in the square bracket is the self-gravity, or the binding energy of the domain
wall. Therefore we can identify Eq.(4.12) (Eq.(4.13)) as the total energy of the system,
hence the Hamiltonian of the system. Thus, we will refer to Eq.(4.12) (Eq.(4.13)) as the
Hamiltonian.
4.1. Discussion
Here we developed the classical Hamiltonian for a massive spherically symmetric domain
wall undergoing gravitational collapse. As stated in the last paragraph, Eq.(4.12) is the
conserved mass of the system, however, it can be interpreted as the Hamiltonian. For
the remainder of the text, we will use Eq.(4.12) (Eq.(4.13)) as the Hamiltonian for the
system.
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5. Classical Treatment
In this chapter we wish to study the classical equations of motion of the collapsing
spherically symmetric domain wall. To do so, we will consider the cases for two different
foliations of space-time. Here we consider the collapse of the spherically symmetric
domain wall from the point of view of an asymptotic observer (one who is at rest with
respect to the collapse) and from the point of view of an infalling observer (one who is
riding along with the shell). This will be done by considering Eq.(4.13) and Eq.(4.12).
A naive approach to obtaining the dynamics for the spherical domain wall is to insert
Eq.(4.3) and Eq.(4.5), as well as Eq.(4.12) into the original action Eq.(4.1). Upon doing
so it is known that this approach does not give the correct dynamics for gravitating
systems. Therefore we will take an alternative approach for finding the action. We will
find the action that does in fact lead to the correct mass conservation law. The form of
the action can be deduced from Eq.(4.13) (Eq.(4.12)).
5.1. Asymptotic Observer
First we will consider the equations of motion from the view point of the asymptotic
observer. The asymptotic observer is any observer stationary with respect to the col-
lapsing domain wall, typically taken to be located at infinity. Here we summarize the
work originally done in Ref.[30].
From Eq.(4.13) we find the effective action for the spherically symmetric domain wall
17
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to be
Seff = −4piσ
∫
dTR2
[√
1−R2T − 2piσGR
]
. (5.1)
Using Eq.(4.9) we can write Eq.(5.1) in terms of the asymptotic observer time t as
Seff = −4piσ
∫
dtR2


√
B − R˙
2
B
− 2piσGR
√
B − (1−B)
B
R˙2

 . (5.2)
From Eq.(5.2) the effective Lagrangian for the system is
Leff = −4piσR2


√
B − R˙
2
B
− 2piσGR
√
B − (1−B)
B
R˙2

 . (5.3)
The generalized momentum ΠR can be derived from Eq.(5.3) in the usual manner,
this is given by
ΠR =
4piσR2R˙√
B

 1√
B2 − R˙2
− 2piσGR(1 −B)√
B2 − (1−B)R˙2

 . (5.4)
Therefore from the Lagrangian, Eq.(5.3), and the generalized momentum, Eq.(5.4), the
Hamiltonian can then be written as
H = 4piσB3/2R2

 1√
B2 − R˙2
− 2piσGR(1 −B)√
B2 − (1−B)R˙2

 . (5.5)
For later convenience, we wish to find the Hamiltonian as a function of (R,ΠR). To do
so, we need to eliminate R˙ in favor of ΠR using Eq.(5.4). This can be done, in principle,
but is very messy (the solution will involve solutions of a quartic polynomial). However,
we will be interested in what is happening as the shell approaches the horizon, i.e. when
R is close to Rs and hence B → 0, since this is the most interesting region of study. In
this limit one can see that the denominators of the two terms in Eq.(5.4) are equal. So
18
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we can rewrite Eq.(5.4) as
ΠR ≈ 4piµR
2R˙√
B
√
B2 − R˙2
(5.6)
where
µ ≡ σ(1− 2piσGRs). (5.7)
In the region R ∼ Rs the Hamiltonian, Eq.(5.5), is then approximately given by
H ≈ 4piµB
3/2R2√
B2 − R˙2
(5.8)
=
√
(BΠR)2 +B(4piµR2)2. (5.9)
Here we note that the Hamiltonian, written in the form of Eq.(5.9), has the form of the
energy of a relativistic particle with a position dependent mass.
Since the mass is a constant of motion, the Hamiltonian is a conserved quantity, so
from Eq.(5.8) we can write
h =
B3/2R2√
B2 − R˙2
(5.10)
where h ≡ H/4piµ is a constant.
Solving Eq.(5.10) for R˙ we obtain
R˙ = ±B
√
1− BR
4
h2
. (5.11)
In the region R ∼ Rs, this takes the form
R˙ ≈ ±B
(
1− 1
2
BR4
h2
)
. (5.12)
Since in the region R ∼ Rs, B → 0, the dynamics for the collapsing spherically
symmetric domain wall in this region can be obtained by solving the expression
R˙ = ±B. (5.13)
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To leading order in R−Rs, the solution is
R(t) ≈ Rs + (R0 −Rs)e±t/Rs (5.14)
where R0 is the radius of the shell at t = 0. Since we are interested in the collapsing
shell, we take the negative sign in the exponential term, Eq.(5.14).
Here we wish to make some comments on Eq.(5.14). By virtue of the negative sign in
the exponential, this then implies that, from the classical point of view, the asymptotic
observer never sees the formation of the horizon of the black hole, since Eq.(5.14) equals
Rs only as t → ∞. This is in agreement with the fact that it takes an infinite amount
of time for a photon to reach the horizon of a pre-existing black hole, as seen by an
asymptotic observer (see for example Ref.[7]). Therefore, Eq.(5.14) makes sense from
this point of view.
In Figure 5.1 we plot the position of the domain wall for the asymptotic observer. Here
we see the asymptotic behavior of the time dependence of the position of the domain
wall. As shown in Eq.(5.14), the domain wall asymptotes to the Schwarzschild radius,
taking an infinite amount of time for the domain wall to reach the Schwarzschild radius.
2 4 6 8
tRS
1.2
1.4
1.6
1.8
2.0
RRS
Figure 5.1.: Here we plot the the solution in Eq.(5.14).
Figure 5.2 shows the corresponding velocity of the domain wall as seen by the asymp-
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totic observer. Here we see that the velocity of the domain wall asymptotes to zero as
the domain wall collapses toward the Schwarzschild radius, as given in Eq.(5.13).
2 4 6 8
tRS
-0.5
-0.4
-0.3
-0.2
-0.1
HdRdtLRS
Figure 5.2.: Here we plot the the solution in Eq.(5.13).
5.2. Infalling Observer
Now we turn our attention to the infalling observer case, where the conserved mass is
given by Eq.(4.12). Here we point out the misnomer in the name infalling. The infalling
observe here is not to be confused with the traditional view point of an infalling observer,
one who is traveling along a geodesic, or a freely falling observer. The observer in this
case is infalling from the fact that the observer is attached to the domain wall and is
infalling with the wall. Therefore, eventhough the observer is in a locally Minkowski
reference frame, the overall reference frame is still Schwarzschild, since at any point in
time the observer is in a Schwarzschild reference frame. Here we summarize the work
originally done in Ref.[31].
The effective action consistent with Eq.(4.12) is
Seff = −4piσ
∫
dτR2
[√
1 +R2τ −Rτ sinh−1(Rτ )− 2piσGR
]
. (5.15)
Therefore the effective Lagrangian expressed in terms of the infalling observer’s time τ
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is given by
Leff = −4piσR2
[√
1 +R2τ −Rτ sinh−1(Rτ )− 2piσGR
]
. (5.16)
From Eq.(5.16) the generalized momentum Π˜R is derived to be
Π˜R = 4piσR
2 sinh−1(Rτ ). (5.17)
From Eq.(5.16) and Eq.(5.17), the Hamiltonian in terms of Rτ is given by
H = 4piσR2
[√
1 +R2τ − 2piσGR
]
(5.18)
which is just Eq.(4.12) as expected.
From Eq.(5.18) we can calculate Rτ
Rτ = ±
√√√√( h˜
R2
+ 2piσGR
)2
− 1 (5.19)
where h˜ ≡ H/4piσ. In general, Eq.(5.19) cannot be solved analytically, at least not in
very nice way. However, we can take some special cases to investigate the behavior of
the solution to find the time dependence.
As a first case we consider the zeroth order behavior near the horizon, i.e. R ∼ Rs.
In this region we note that we can write Eq.(5.19) as
Rτ = ±
√√√√( h˜
R2s
+ 2piσGRs
)2
− 1 (5.20)
hence Rτ is constant. Integrating Eq.(5.20) gives
R(τ) = R˜0 − τ
√√√√( h˜
R2s
+ 2piσGRs
)2
− 1 (5.21)
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where R˜0 is the radius of the shell at τ = 0.
As a second case we consider the case that h˜/R2 >> 2piσGR >> 1. Therefore we can
write Eq.(5.19) as
Rτ = − h˜
R2
. (5.22)
Integrating Eq.(5.22) we then have the solution
R(τ) =
(
R˜30 − 3h˜τ
)1/3
. (5.23)
Eq.(5.23) then gives that the time for an infalling observer to reach Rs is
τ =
R30 −R3s
3h˜
. (5.24)
Here we make some comments on Eq.(5.21) and Eq.(5.23). These solutions imply
that the infalling observer will reach Rs in a finite amount of his/her proper time. This
result is expected from classical general relativity, since the observer is in a locally flat
Minkowski reference frame. Therefore, there is no difficulty for the observer once he/she
reaches the horizon, the horizon is just another locally flat point in space according to
this observer.
0.5 1.0 1.5 Τ
1.2
1.4
1.6
1.8
2.0
RRS
Figure 5.3.: Here we plot the numerical solution to Eq.(5.19).
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For consistency, in Figure 5.3 we plot the numerical solution of Eq.(5.19) for the
parameters h˜ = 1/2 and σ = 0.1Rs. Figure 5.3 shows that the observer does in fact
reach Rs in a finite amount of his proper time. Figure 5.4 compares the special cases
discussed above with that of the numerical solution. Here the blue curve is the full
solution of Eq.(5.19), the green curve is the solution to Eq.(5.20) and the red curve is
the solution to Eq.(5.22).
1 2 3 4
Τ
1.2
1.4
1.6
1.8
2.0
RRS
Figure 5.4.: Here we plot a comparison of the different approximations for the solution
of Eq.(5.19). The blue curve is the solution to Eq.(5.19), the green curve is
the solution to Eq.(5.20) and the red curve is the solution to Eq.(5.22).
In Figure 5.5 we plot the numerical solution for the velocity of the domain wall as
seen by the infalling observer, from Eq.(5.19). Since the domain wall crosses its own
Schwarzschild radius at a time of τ = 1.66, Figure 5.5 shows that the velocity is infact
approximately constant as R → Rs. After the domain wall crosses the Schwarzschild
radius, the velocity then increases and diverges as R→ 0 (the classical singularity).
In Figure 5.6 we plot the numerical solution for the acceleration of the domain wall
as seen by the infalling observer, from Eq.(5.19). Since the domain wall crosses its own
Schwarzschild radius at a time of τ = 1.66, Figure 5.6 shows that the acceleration is
increasing almost linearly as R → Rs. After the domain wall crosses the Schwarzschild
radius, the acceleration then increases and diverges as R→ 0 (the classical singularity).
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0.5 1.0 1.5 2.0
Τ
-1.2
-1.0
-0.8
-0.6
dRdΤ
Figure 5.5.: Here we plot the corresponding numerical solution for Eq.(5.19). Here we see
that as R→ Rs (τ = 1.66), the velocity of the domain wall is approximately
constant. However, after the domain wall passes the Schwarzschild radius
the velocity diverges as R→ 0.
Therefore, we can conclude that even though the observer is attached to the domain wall,
he/she is not a truly free-falling observer (as stated at the beginning of this Section).
The infalling Schwarzschild observer is an accelerated observer during the entire duration
of the collapse.
5.3. Comparing Asymptotic versus Infalling
Here we wish to investigate the discrepancy of the observation between the infalling and
asymptotic observers.
To understand this discrepancy we turn to Eq.(4.7). As discussed in the previous
section, in the limit R → Rs, Eq.(5.19) is approximately constant. This means that we
can then write
∆t ≈ 1
B
√
B + c∆τ. (5.25)
Now, since B → 0 in this limit and the proper time taken to reach the Schwarzschild
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0.5 1.0 1.5 2.0
Τ
-3
-2
-1
d2RdΤ2
Figure 5.6.: Here we plot the corresponding numerical solution for the acceleration as-
sociated with Eq.(5.19). Here we see that as R → Rs (τ = 1.66), the
acceleration of the domain wall increases almost linearly. However, after
the domain wall passes the Schwarzschild radius the acceleration diverges
as R→ 0.
radius is finite, we can then see that
lim
R→Rs
∆t→∞. (5.26)
This is a fairly crude approximating, thus in Figure 5.7 we plot dt/dtau versus R/Rs.
Figure 5.7 shows that as R → Rs, dt/dτ does indeed diverge as given in Eq.(5.26).
Therefore Eq.(5.26) can be thought of as the gravitational red-shift, which is the source
of the discrepancy between the observations between the two observers. In Figure 5.8 we
show the the position of the domain wall as a function of time for both the asymptotic
and infalling observers. Figure 5.8 shows that initially the two observers are in agreement
on where the domain wall is compared to the Schwarzschild radius. However, as the time
increases (both asymptotic, t, and infalling, τ) the discrepancy becomes more apparent.
According to the asymptotic observer, the domain wall asymptotes to the Schwarzschild
radius, while according to the infalling observer this happens in a finite amount of time
(as stated earlier).
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1.2 1.4 1.6 1.8 2.0
RRS
4
5
6
dtdΤ
Figure 5.7.: Here we plot dt/dτ versus R/Rs. Here we can see that as R→ Rs, dt/dτ →
∞ as given in Eq.(5.26).
0.5 1.0 1.5 2.0 2.5 3.0
1.2
1.4
1.6
1.8
2.0
Figure 5.8.: Here we plot a comparison of the position of the domain wall relative to
the Schwarzschild radius for both of the two different observers. Here the
position of the domain wall as seen by the infalling observer is given in blue,
while that of the asymptotic observer is given in green.
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5.4. Discussion
In this section we investigated the classical equations of motion for the collapsing spher-
ically symmetric domain wall. As discussed in the first section, the asymptotic observer
sees the domain wall collapse to the Schwarzschild radius Rs only as t → ∞. This is
not an unreasonable result since in classical General Relativity an asymptotic observer
never sees a photon cross the Schwarzschild radius since it take an infinite amount of
time t to reach the horizon. Therefore one can easily believe the result here, since the
time taken is due to the gravitational redshift of the photon. As the shell approaches
Rs the redshift will increase until it becomes infinite by the time it reaches the horizon.
In the second section, the infalling observer will see the shell collapse to the horizon
in a finite amount of time. As discussed earlier, this is because the infalling observer is
always in a locally flat Minkowski frame. Thus, the horizon is not a significant point for
the observer, therefore there is no problem for him/her to pass right through and not
even know it. This result is again expected from classical General Relativity.
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6. Quantum Treatment
In this chapter we wish to study the quantum equations of motion using the Functional
Schro¨dinger equation Eq.(2.12), again for the two different foliations of space-time. The
idea here is that the quantum mechanical effects will change some of the difficulties that
arise from the classical solutions. The ultimate goal is that examining these quantum
mechanical effects will give us insight into the quantum mechanical nature of gravita-
tional collapse and will possibly help guide us to be able to construct the appropriate
theory of quantum gravity.
Some of the difficulties that arise from the classical solutions of gravitation collapse
are discussed below. This is not meant to be an exhaustive list, but give the reader of
an idea of the topics that we wish to address in this text.
First we will discuss one difficulty faced by the asymptotic observer, the presence
of the horizon. Why is the event horizon a difficult place for the asymptotic observer,
while there is it is no problem for the infalling observer, since the horizon is nothing more
than a coordinate singularity? Under the classical notion, as discussed in Chapter 5, the
presence of the coordinate singular creates an apparent gravitational time dilation, which
makes the collapsing domain wall appear to stop. This effect is due to the divergence of
the coordinate singularity when the observer sees the collapsing domain wall reach the
Schwarzschild radius. There has been much discussion in this matter about how these
quantum mechanical corrections can eliminate this effect. One such idea that has gained
much attention over the past few years, we will discuss this process here. The basic idea
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here is that the upon quantizing the shell, the shell will now have quantum fluctuations
in the position of the horizon. These fluctuations will then imply that the position of the
horizon is no longer fixed, but will now be given by Rs + δRs, where δRs represents the
small fluctuations in the position of the horizon. These effects can then make the time
as measured by the asymptotic observer finite (see for example Sec. 10.1.5 of Ref.[8])
∆t =
∫ R0
Rs+δRs
dr
1−Rs/r ∼ Rs ln
(
R0 −Rs
δRs
)
. (6.1)
If this were correct, we would be able to observe black hole formation (due to the collapse)
and other effects in finite time. Note however, that the fluctuations can go either way.
In the case of Rs − δRs, the result becomes infinite agin.
Now we will discuss difficulties facing the infalling observer. For this observe there are
really two important regimes: The regime in the region R ∼ Rs and the region R ∼ 0.
For the region R ∼ Rs, the concern is the exact opposite of that of the asymptotic
observer. Will the quantization of the shell contradict the classical observation that the
infalling observer sees the shell collapse to Rs in a finite amount of time? For the region
R ∼ 0, classically this represents the point of the classical singularity. Penrose and
Hawking showed in Ref.[9] that singularities are endemic in classical General Relativity.
The question then arises whether these singularities are an intrinsic property of space-
time or simply reflect our lack of the ultimate non-singular theory. The general belief is
that quantization will rid gravitation of singularities. This is analogous to another theory
where quantization got rid of the singularity, Electromagnetism. In atomic physics the
singularity of the Coulomb potential, which has an identical 1/r behavior, was eliminated
via quantization (see for example [10, 11, 12, 13]).
In this chapter we investigate these ideas. In later chapters we will investigate quantum
mechanical corrects to addition aspects of gravitational collapse, those being thermody-
namic.
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6.1. Asymptotic Observer
First we will consider quantization of the shell from the view point of the asymptotic
observer. This will be done by using Eq.(2.12). For this section we outline the work
done in Ref.[30].
To utilize Eq.(2.12) we need to use the Hamiltonian in Eq.(5.9). However, we notice
that Eq.(5.9) has a squareroot in it. Therefore, we will consider the Hamiltonian squared
H2 = BΠRBΠR +B(4piµR
2)2. (6.2)
Before we proceed, we discuss the choice of ordering in the first term on the right
hand side of Eq.(6.2). Since we are considering quantum mechanics, the distance R
and the conjugate momentum are now promoted to operators, which obey the standard
commutation relations. Thus in general we would need to add terms to the squared
Hamiltonian in Eq.(6.2) that depend on the commutator [B,ΠR]. However, in region of
interest we find that the commutator is given by
[B,ΠR] ∼ 1
Rs
.
Estimating H by the mass M of the domain wall, as for the discussion in Chapter 4, the
terms due to the operater order ambiguity will be negligible provided
M >>
1
Rs
∼ m
2
P
M
wheremP is the Planck mass. Therefore we can ignore the ordering ambiguity and chose
the ordering given in Eq.(6.2), provided that this limit is satisfied.
Now we apply the standard quantization procedure,
[R,ΠR] = i.
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We substitute
ΠR = −i ∂
∂R
(6.3)
into the squared Schro¨dinger equation
H2Ψ = −∂
2Ψ
∂t2
. (6.4)
Inserting Eq.(6.2) into Eq.(8.2.1) we then obtain
−B ∂
∂R
(
B
∂Ψ
∂R
)
+B(4piµR2)2Ψ = −∂
2Ψ
∂t2
. (6.5)
To find the wavefunction for the collapsing domain wall we need to solve Eq.(6.5). To
solve Eq.(6.5) in terms of R can be a formidable exercise in mathematics. However, we
can simplify the matter by defining the tortoise coordinate
u = R+Rs ln
∣∣∣∣ RRs − 1
∣∣∣∣ . (6.6)
We can then see that Eq.(6.6) then gives
BΠR = −i ∂
∂u
(6.7)
where we used Eq.(6.3). Using Eq.(6.7) we can then rewrite Eq.(6.5) as
∂2Ψ
∂t2
− ∂
2Ψ
∂u2
+B(4piµR2)2Ψ = 0. (6.8)
We can now identify Eq.(6.8) as just the massive wave equation in a Minkowski back-
ground with a mass term that depends on the position of the domain wall. We need to
now solve Eq.(6.8) for u. To do so, we must first write the mass term in terms of u,
rather than its present state of R. However, some care is needed since at R = Rs, u is
divergent, so we must take the appropriate branch. From Eq.(6.6) we have that for the
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region R ∈ (Rs,∞) maps onto u ∈ (−∞,∞) and R ∈ (0, Rs) maps onto u ∈ (0,−∞).
We are interested in the situation of a collapsing shell, hence the region R ∈ (Rs,∞).
Thus we are interested in u in the region u ∈ (−∞,∞). We can solve Eq.(6.8) for the
entire region, however, we are mostly concerned with the effect when R ∼ Rs. In the
region R ∼ Rs, the logarithm in Eq.(6.6) dominates, so we can write
R ∼ Rs +Rseu/Rs . (6.9)
We look for wave-packet solutions propagating toward Rs, or in terms of u, u → −∞.
Thus from Eq.(6.9) we have
B ∼ eu/Rs → 0. (6.10)
This means that the last term in Eq.(6.8), the mass term, can be ignored in this region.
In the region R ∼ Rs, the dynamics of the wave-packet is simply given by the free wave
equation, where any function of light-cone coordinates (u ± t) is a solution. To make
this explicit, we consider a Gaussian wave-packet propagating toward the Schwarzschild
radius
Ψ =
1√
2pis
e−(u+t)
2/2s2 (6.11)
where s is some chosen width of the wave packet in the u coordinate. The width of the
wave-packet remains fixed in the u-coordinate while it shrinks in the R coordinate via
the relation dR = Bdu, as follows from Eq.(6.6).
Let us consider some properties of Eq.(6.11). First, we see that the wave-packet
travels at the speed of light in the u coordinate. This is expected since the Schro¨dinger
equation takes the form of a massless wave equation in Minkowski space. Further, in
the u coordinate, the wave packet must travel out to u = −∞ to get to the horizon,
R = Rs. Thus we can conclude that the quantum domain wall does not collapse to Rs
in a finite amount of asymptotic time.
Therefore one can conclude that the quantum mechanical effect, i.e. the quantization
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of the domain wall, does not smear out the presence of the coordinate singularity at
the Schwarzschild radius. The asymptotic will not see the formation of the horizon in a
finite amount of his/her time. Hence, the quantum solution does not alter the classical
result found in Chapter 5.
6.2. Infalling observer
Now we consider quantization of the domain wall from the view point of the infalling
observer. This will be done using Eq.(4.12) as the Hamiltonian of the system. As
discussed earlier, here we wish to solve the Functional Schro¨dinger equation in two
different regions of interest. The first region is that near the Schwarzschild radius, Rs.
The second is the region near the classical singularity, in the region R ∼ 0. For this
section we summarize the work originally done in Ref.[31].
6.2.1. Near Horizon
The exact Hamiltonian in terms of Rτ is again given by Eq.(4.12). From Eq.(4.12) we
again see the presence of a square-root. However, in this case it is not as easy to remedy
this as it was in the case of the asymptotic observer, since upon squaring the Hamiltonian
will not get rid of the square root. To simplify the analysis we will require that Rτ is
small. This is indeed a restriction to the special motion of the wall, since in general
Rτ can be large near Rs if the shell is falling from a very large distance. However, one
may always choose initial conditions in such a way that the initial position of the shell
R(τ = 0) is very close to Rs.
In the limit of small Rτ , Eq.(4.12) simplifies to
H = 4piσR2s
[
1 +
1
2
R2τ − 2piσGRs
]
. (6.12)
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Then again in the same limit, the conjugate momentum Eq.(5.17) simplifies to
Π˜R = 4piσR
2
sRτ . (6.13)
Ignoring the constant terms from the Hamiltonian Eq.(6.12) and using Eq.(6.13) we can
write the Hamiltonian as
H =
Π˜R
8piσR2s
. (6.14)
Using the standard quantization procedure, we substitute
Π˜R = −i ∂
∂R
(6.15)
into the Schro¨dinger equation Eq.(2.12), which yields
− 1
8piσR2s
∂2Ψ
∂R2
= i
∂Ψ
∂τ
. (6.16)
Investigating Eq.(6.16), we see that Eq.(6.16) is just the Schro¨dinger equation for a
freely propagating “particle” of mass 4piσR2s , as one can expect from this approximation.
Since Rs is only a finite distance away for an infalling observer we conclude that the
wavefunction will collapse at Rs in a finite amount of proper time.
For the question on if the quantization of the domain wall will cause problems for the
infalling observer, we can conclude that quantum effects do not alter the classical result.
Hence a collapsing shell crosses its own Schwarzschild radius in a finite proper time.
6.2.2. Near the Origin
Now we wish to investigate the quantization of the domain wall in the region of the
classical singularity R ∼ 0.
The exact Hamiltonian in terms of Rτ is again given by Eq.(4.12), where Rτ is given
by Eq.(5.19). In the region near the classical singularity, i.e. in the limit R → 0, the
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classical expression for Rτ (keeping only the leading order term) becomes
Rτ ≈ − h˜
R2
(6.17)
where h˜ is defined in Chapter 5. Eq.(6.17) clearly shows that in this region the classical
expression for Rτ diverges. Up to the leading term near the origin, Eq.(6.17) implies
that the Hamiltonian is
H = 4piσR2Rτ . (6.18)
Substituting the asymptotic behavior, Eq.(6.17), in the expression for the generalized
momentum Eq.(5.17) we have
Π˜R = 4piσR
2 sinh−1(Rτ ). (6.19)
From Eq.(6.19) we see that
lim
R→0
Π˜R = 0. (6.20)
This then gives
lim
R→0
Π˜R
4piσR2
= −∞. (6.21)
This implies that Rτ , which is defined as
Rτ = sinh
(
Π˜R
4piσR2
)
(6.22)
by virtue of Eq.(5.17), near the horizon becomes
Rτ =
1
2
exp
(
− Π˜R
4piσR2
)
. (6.23)
36
CHAPTER 6. QUANTUM TREATMENT
Therefore substituting Eq.(6.23) into Eq.(6.18) we have
2piσR2 exp
(
i
4piσR2
∂
∂R
)
Ψ(R, τ) = i
∂Ψ(R, τ)
∂τ
. (6.24)
Let us consider some properties of Eq.(6.24). The differential operator in the exponent
gives some unusual properties to the equation. First we note the presence of the R−2
term. This implies that if we expand the exponent we can not stop the series after a
finite number of terms, but instead need to include all orders of the expansion, we will
make this explicit below. Thus, we need to include an infinite number of derivatives of
the wavefunction Ψ into the differential equation. An infinite number of derivatives of a
certain function uniquely specifies the whole function. Thus, the value of (the derivative
of) the function on the right hand side of Eq.(6.24) at one point depends on the values
of the function at different points on the left hand side of the same equation. This is in
strong contrast with ordinary local differential equations where the value of the function
and certain finite number of its derivatives are related at the same point of space. This
indicates that Eq.(6.24) describes physics which is not strictly local.
Here we will make the non-locality of Eq.(6.24) explicit. To illustrate we will use
the expression involving the sinh term, this is not necessary, however, it will make the
explanation more clear. Note that we can rewrite sinh as
sinh(x) =
ex − e−x
2
.
By making a change of variable we can make this more explicit. If we introduce the new
variable v = R3, Eq.(6.24) becomes
piσv2/3
[
exp
(
3i
4piσ
)
− exp
(
− 3i
4piσ
)]
∂
∂v
Ψ(v, τ) = i
∂Ψ(v, τ)
∂τ
. (6.25)
We can then see that the the differential operator in the exponents in Eq.(6.25) are
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just a translation operator, which shifts the argument of the wavefunction by a non-
infinitesimal amount of 3i/4piσ. Since the wavefunction is complex in general, a shift by
a complex value is not a problem. Therefore Eq.(6.25) can be written as
piσv2/3
[
Ψ
(
v +
3i
4piσ
, τ
)
−Ψ
(
v − 3i
4piσ
, τ
)]
= i
∂Ψ(v, τ)
∂τ
. (6.26)
Here we make an additional change in variable and define v′ = v−3i/4piσ. Then we can
rewrite Eq.(6.26) as
piσ
(
v′ +
3i
4piσ
)2/3 [
Ψ
(
v′ +
6i
4piσ
, τ
)
−Ψ (v′, τ)] = i∂Ψ(v, τ)
∂τ
. (6.27)
To interpret this we rely on usual differential calculus. From calculus we have
f(x+∆x)− f(x) ≈ f(x) +
∞∑
n=0
(∆x)nf (n) − f(x) =
∞∑
n=0
(∆x)nf (n) ≈ ∆x df
dx
. (6.28)
Here the last step assumes that ∆x is small so we are justified at keeping only the first
term in the expansion. Now, performing the same procedure as in Eq.(6.28) we can
write
ψ
(
v′ +∆v′, τ
)− ψ (v′, τ) ≈ ψ(v′, τ) + ∞∑
n=0
(∆v′)nψ(n) − ψ(v′, τ)
=
∞∑
n=0
(∆v′)nψ(n) (6.29)
where
∆v′ = − 6i
4piσ
. (6.30)
However, here we cannot truncate the series after a finite number of derivatives since
by virtue of Eq.(6.30), ∆v′ is not a small shift, provided that σ does not go to infinity.
Therefore we must keep all orders of the derivative, since as in Eq.(6.28) each derivative
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has higher powers of ∆v′.
An interesting thing to note here is that as σ → 0, the non-local effect becomes
stronger and more predominant. A possible understanding of this is as follows. Outside
of the domain wall, there exists a certain Hilbert space, while on the inside there exists
a second Hilbert space. The transition from the first Hilbert space to the second is not
necessarily a smooth transition. When the domain wall collapses to the singularity, the
effect of each of these Hilbert spaces is now taken into account. When dealing with
a massive domain wall, the warping of space-time is greater, however it exists over a
larger distance. This makes the transition more smooth from point to point. However,
for a small domain wall, the warping is less noticeable at larger distances. Therefore,
the transition is more violent the closer one gets to the classical singularity in this case,
since in both cases the warping diverges.
What about the value of the wavefunction at the classical singularity? Eq.(6.26) shows
that the wavefunction near the origin Ψ(R→ 0, τ) is in fact related to the wavefunction
at some distant point Ψ(R → ( 6i4piσ )1/3, τ). This also implies that the wavefunction
describing the collapsing domain wall is non-singular at the origin. Indeed, in the limit
R→ 0, this equation becomes
∂Ψ(R→ 0, τ)
∂τ
= 0 (6.31)
where we used the fact that the wavefunction at some finite R, i.e. Ψ(R→ ( 6i4piσ )1/3, τ),
is finite. From Eq.(6.31) it then follows that Ψ(R → 0) = const. This gives strong
indication that quantization of the domain wall may indeed rid gravity of the classical
singularity.
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6.3. Discussion
In this chapter we quantized the collapsing domain wall and investigated the quantum
corrections. In the first section we did this with respect to the asymptotic observe to
see if these fluctuations changed the classical observation that the domain wall takes an
infinite amount of time to reach Rs. Upon quantizing the domain wall, we found that
in this view point the classical scenario was not changed by the quantum fluctuations.
In the second section we investigated the quantization of the domain wall from the
view point of the infalling observer. Here we did this for two different points of interest,
near the horizon R ∼ Rs and near the classical singularity R ∼ 0, respectively. In the
region R ∼ Rs, we found that upon quantizing the domain wall, the classical view point
was again unchanged. The quantum fluctuations did not alter the fact that according to
the infalling observer, the domain wall will collapse to Rs in a finite amount of proper
time. In the region R ∼ 0, we found some interesting properties of the wavefunction.
First, we found that the physics of the wavefunction in this region are strongly non-
local, meaning that the value of the wavefunction at R ∼ 0 depends on the value of the
wavefunction some distance away from the classical singularity. This situation has been
previously suggested in the context of the information loss paradox (see for example
[14, 15, 16]). As we pointed out in the section, what is interesting is that this non-local
behavior becomes increasingly manifest in the limit that σ → 0, i.e. that the mass of
the domain wall becomes very small. This may be a consequence of the non-separability
of the Hilbert space between the outside of the domain wall and the singularity. In
the massive domain wall scenario, the transition from the outside to the inside Hilbert
space is smoother than in the case of the light domain wall. Secondly, we found that
the wavefunction is in fact finite at the classical singularity, which implies that quantum
fluctuations may rid gravity of the classical singularity.
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In this chapter we wish to investigate one of the thermodynamic properties of gravita-
tional collapse. Two of the most important thermodynamic properties of a black hole
are the temperature (discussed in this chapter) and the entropy (discussed in Chapter
8). As mentioned in Chapter 2, the benefit of the Functional Schro¨dinger equation is
that this will allow us to evolve the system over time. This is in contrast with the usual
method used to evaluate the thermodynamic properties of a black hole.
The most widely used method of determining thermodynamic properties of a black
hole is the so-called Bogolyubov method. The method here is as follows. One considers
an initial asymptotically flat space-time, usually Minkowski, at the beginning of the
gravitational collapse. The system is then allowed to evolve to a final asymptotically flat
space-time, Schwarzschild in the context of a shell of matter only, with no knowledge of
what happens in between. Then by matching the coefficients between these two space-
times, the mismatch of these two vacua gives the number of produced particles. As
mentioned, what happens in between the initial vacua and the final vacua is beyond the
scope of the Bogolyubov method.
Since the Functional Schro¨dinger equation allows one to find the time dependent
wavefunction for the system, one can, in principle, ask the question of what happens
during the evolution of the collapse. In this chapter we will investigate the time evolution
of the radiation, in the form of the occupation developed in Chapter 3, during the time of
gravitational collapse. The occupation number will then allow us to fit the temperature
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of the radiation, and compare with that of the pre-formed black hole.
As discussed in Chapter 4, we can consider the radiation given off during the col-
lapse of the domain wall by considering a massless scalar field Φ that is coupled to the
gravitational field. The action of the scalar field can then be written as in Eq.(4.1)
S =
∫
d4x
1
2
√−ggµν∂µΦ∂νΦ. (7.1)
We decompose the (spherically symmetric) scalar field into a complete set of real basis
functions denoted by {fk(r)}
Φ =
∑
k
ak(t)fk(r). (7.2)
The exact form of the function fk(r) will not be important for us. We will, however,
be interested in the wavefunction for the mode coefficients {ak(t)}. Note, again here we
use “t” to be anytime coordinate of interest to us, not necessarily the asymptotic time.
From Eq.(4.5) and Eq.(4.3) we can see that the action for both the different foliations
of space-time will consist of two parts, one from Eq.(4.5) and the second from Eq.(4.3). In
both foliations, the asymptotic observer and the infalling observer, we will be interested
in the region R ∼ Rs, therefore we will explicitly write out Eq.(7.1) then take the limit
to find the dominating contributions.
From this action we can then find the Hamiltonian of the system using the usual
methods. Substituting the Hamiltonian into Eq.(2.12) we can find the time-dependent
wavefunction of the system. As discussed in Chapter 3, the time-dependent wavefunction
allows us to find the occupation number N , which will allow us to fit the temperature
of the radiation (which we will describe below).
In 1975 Hawking showed that for a pre-existing static black hole, the black hole will
radiate its mass away, see Ref.[17]. The radiation that is given off has a finite tempera-
ture, as viewed by an asymptotic observer, which is known as the Hawking temperature.
Therefore, it will be instructive for us to compare our late time result with Hawking’s
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original calculation.
For the infalling observer, the calculation is also instructive to give us an idea of
what the region is like for this observer. Some unanswered questions are: since the
temperature as measured by the asymptotic observer is finite, what is the temperature
at the horizon for the local observer? If the temperature is infinite at the horizon, as one
would expect since the temperature for the asymptotic observer is finite, will the infalling
observer burn up before he reaches the horizon? To answer this question, we will use
two different foliations of space time, that of Schwarzschild and Eddington-Finkelstein,
respectively.
7.1. Asymptotic Observer
Here we consider the radiation as measured by the asymptotic observer. For this section
we summarize the work originally done in Ref.[30].
As stated above, the action for the scalar field can be written in two parts
S = Sin + Sout (7.3)
where
Sin = 2pi
∫
dt
∫ R(t)
0
drr2
[
−(∂tΦ)
2
T˙
+ T˙ (∂rΦ)
2
]
(7.4)
Sout = 2pi
∫
dt
∫ ∞
R(t)
drr2
[
− (∂tΦ)
2
1−Rs/r +
(
1− Rs
r
)
(∂rΦ)
2
]
(7.5)
where T˙ is given in Eq.(4.9), which with Eq.(5.11), gives
T˙ = B
√
1 + (1−B)R
4
h2
. (7.6)
As mentioned above, we are interested in the R ∼ Rs behavior of the action. As R→ Rs,
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we see that T˙ ∼ B → 0. Therefore the kinetic term in Eq.(7.4) diverges as (R − Rs)−1
in this limit, while the kinetic term in Eq.(7.5) diverges logarithmically. Therefore the
divergence of the kinetic term in Eq.(7.4) dominates over that of the divergence of the
kinetic term in Eq.(7.5). The gradient term in Eq.(7.4) vanishes in this limit, while the
gradient term in Eq.(7.5) becomes finite. Thus the gradient term in Eq.(7.5) is dominant
over that of the gradient term in Eq.(7.4) in this limit. Hence the action can be written
as
S ∼ 2pi
∫
dt
[
− 1
B
∫ Rs
0
drr2(∂tΦ)
2 +
∫ ∞
Rs
drr2
(
1− Rs
r
)
(∂rΦ)
2
]
(7.7)
where we have changed the limits of integration to Rs since this is the region of interest.
This approximation is valid provided the contribution from r ∈ (Rs, R(t)) to the integrals
remains subdominant, and also the time variation introduced by the true integration
limit can be ignored.
Now, using Eq.(7.2) we write the action in Eq.(7.7) as
S =
∫
dt
[
− 1
2B
a˙k(t)Mkk′ a˙k′(t) +
1
2
ak(t)Nkk′ak′(t)
]
(7.8)
where M and N are matrices that are independent of R(t) and are given by
Mkk′ = 4pi
∫ Rs
0
drr2fk(r)fk′(r) (7.9)
Nkk′ = 4pi
∫ ∞
Rs
drr2
(
1− Rs
r
)
f ′k(r)f
′
k′(r). (7.10)
Using the standard quantization procedure and Eq.(2.12), the wavefunction ψ(ak, t)
satisfies [(
1− Rs
R
)
1
2
Πk(M
−1)kk′Πk′ +
1
2
ak(t)Nkk′ak′(t)
]
ψ = i
∂ψ
∂t
(7.11)
where
Πk = −i ∂
∂ak(t)
(7.12)
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is the momentum operator conjugate to ak(t).
The problem of radiation from the collapsing domain wall is equivalent to the prob-
lem of an infinite set of uncoupled harmonic oscillators whose masses go to infinity with
time. We can see from Eq.(7.9) and Eq.(7.10) that the matrices M and N are hermitian.
Therefore, it is possible to do a principal axis transformation to simultaneously diago-
nalize M and N (see Sec. 6-2 of Ref. [18]) for example). Then for a single eigenmode,
the Schro¨dinger equation takes the form
[
−
(
1− Rs
R
)
1
2m
∂2
∂b2
+
1
2
Kb2
]
ψ(b, t) = i
∂ψ(b, t)
∂t
(7.13)
where m and K denote eigenvalues of M and N, and b is the eigenmode.
Dividing Eq.(7.13) through by B, we can write in the standard form
[
− 1
2m
∂2
∂b2
+
m
2
ω(η)2b2
]
ψ(b, η) = i
∂ψ(b, η)
∂η
(7.14)
where
η =
∫ t
0
dt
(
1− Rs
R
)
(7.15)
and
ω2(η) =
K
m
1
1−Rs/R ≡
ω20
1−Rs/R (7.16)
where we have chosen to set η(t = 0) = 0.
From Eq.(5.14) we can see that the classical late time behavior of the shell is given
by 1−Rs/R ∼ exp(−t/Rs). For early times, the behavior depends on how the spherical
domain wall was created and we are free to choose a behavior for R(t) that is convenient
for calculations and interpretation. The most convenient case to use is a static begin-
ning. This can be obtained if we artificially take the collapse to stop at some time, tf .
Eventually we can then take tf → ∞, as given by Chapter 5. We will then chose R to
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be
1− Rs
R
=


1 t ∈ (−∞, 0)
e−t/Rs , t ∈ (0, tf )
e−tf /Rs , t ∈ (tf ,∞).
(7.17)
With the choice of initial static space-time of the domain wall, the initial vacuum state
for the modes is the simple harmonic oscillator ground state,
ψ(b, η = 0) =
(mω0
pi
)1/4
e−mω0b
2/2. (7.18)
The exact solution for late times is given by Eq.(3.4) with initial conditions given by
Eq.(3.6).
As discussed in Chapter 3 an observer with a detector will interpret the wavefunction
of a given mode b at late times in terms of simple harmonic oscillator states at the final
frequency
ω¯ = ω0e
tf /2Rs (7.19)
where we have made use of Eq.(7.17).
The number of quanta in eigenmode b can be evaluated from Eq.(3.21). By calculating
N˙ it can be checked that N remains constant for t < 0 and also t > tf . Hence all the
particle production occurs for 0 < t < tf and is a consequence of the gravitational
collapse.
Now we can take the limit tf → ∞. In this limit, ρ remains finite but ρη → −∞ as
t > tf → ∞, provided ω0 6= 0 (see Appendix C for details). However, we are interested
in the behavior of N for fixed frequency, ω¯. From Eq.(7.19) in this limit implies ω0 → 0.
From the discussion in Appendix C, we also know that ρ → ∞ as ω0 → 0. Hence we
find
N(t, ω¯) ∼ ω¯ρ
2
√
2
∼ e
t/(2Rs)
√
2
, t > tf →∞. (7.20)
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Therefore the occupation number at any frequency diverges in the infinite time limit
when backreaction is not taken into account. In Figure 7.1 we have plotted the occupa-
tion number N versus t/Rs for various values of ω¯Rs. Figure 7.1 confirms the late time
behavior of the time dependence of the occupation number, Eq.(7.20).
2 4 6 8
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ΩRS = 1, 5, 10, 20
Figure 7.1.: N versus t/Rs for various fixed values of ω¯Rs. The curves are lower for
higher ω¯Rs.
We have also numerically evaluated the spectrum of mode occupation numbers at any
finite time and show the results in Figure 7.2 for several different values of t/Rs. Figure
7.2 shows that as the asymptotic observer’s time increases, the occupation number of
larger values of ω¯Rs increases. This is consistent with Eq.(7.16), since as t→∞, ω¯ →∞.
To find the temperature of the radiation, we compare the curve in Figure 7.2 with the
occupation numbers for the Planck distribution
NP (ω) =
1
eβω − 1 (7.21)
where β is the inverse temperature. We can see that the spectrum of occupation numbers
is non-thermal. As an example, there is no singularity in N at ω = 0 at finite time.
However, as t→∞, the peak at ω = 0 does diverge and the distribution becomes more
and more thermal for these times. There are also oscillations in N .
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Figure 7.2.: N versus ω¯Rs for various fixed values of t/Rs. The occupation number at
any frequency grows as t/Rs increases.
We now wish to fit the temperature of the radiation. From Eq.(7.21), we can find the
inverse temperature to be
β =
ln(1 + 1/NP )
ω¯Rs
= T−1. (7.22)
In Figure 7.3 we plot ln(1 + 1/N) versus ω¯Rs for various values of t/Rs. Here we see
that for smaller values of t/Rs the spectrum for β is non-thermal. For example, Figure
7.3 shows a thermal-like distribution for only small values of ω¯Rs for t/Rs = 2, while
the larger values or ω¯Rs are not yet thermally induced. If one fitted the slope of β for
this particular time, the only relevant region is that between 0 < ω¯Rs < 200. We can
also see that the fluctuations of β are large. However, as t/Rs increases more and more
values of ω¯Rs are thermally induced, hence one can fit a larger region. The fluctuations
for larger values of t/Rs become much smaller, until they become almost completely
non-existent. Another feature which occurs as t/Rs increases is that the slope of β goes
to zero, which would imply that the temperature of the radiation in fact goes to infinity,
not to a finite number as predicted by Hawking.
However, from Eq.(7.14) we see that the time derivative of the wavefunction on the
right-hand side is with respect to η, not with respect to t, and ω is the mode frequency
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Figure 7.3.: ln(1 + 1/N) versus ω¯Rs for various values of t/Rs.
with respect to η as well. Eq.(7.15) tells us that the frequency in t is (1 −Rs/R) times
the frequency in η, so at the final time tf , this implies
ω(t) = e−tf/Rs ω¯ (7.23)
where the superscript (t) on ω refers to the fact that this frequency is with respect to
time t. However, since we are interested in the temperature in time t, we must also
rescale the temperature in the same manner as the frequency. So the temperature seen
by the asymptotic observer is
T = e−tf /Rsβ−1(tf ). (7.24)
Fitting a thermal spectrum to the collapsed spectrum of Figure 7.2, as shown in Figure
7.4, we obtain
T ≈ 0.19
Rs
= 2.4TH (7.25)
where TH = 1/4piRs is the Hawking temperature. Since there is ambiguity in fitting
the non-thermal spectrum by a thermal distribution, we can only say that the constant
temperature, T , and the Hawking temperature are of comparable magnitude.
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Figure 7.4.: ln(1 + 1/N) versus ω¯Rs for t/Rs = 8. The dashed line shows ln(1 + 1/NP )
versus ω¯Rs where NP is a Planck distribution. The slope gives β
−1 and the
temperature is given in Eq.(7.25).
7.2. Infalling Observer
Here we consider the radiation as measured by the infalling observer. To do so we will
consider two different foliations of space time. As seen in Chapter 5, the acceleration of
the Schwarzschild observer becomes divergent as the observer crosses the horizon. There-
fore it is important to switch to another observer whose acceleration is no longer diver-
gent upon crossing the horizon. For this observer, we will work in Eddington-Finkelstein
coordinates. In this section we summarize the work originally done in Ref.[32].
First we will consider the Schwarzschild observer, after which we will consider the
Eddington-Finkelstein observer.
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7.2.1. Schwarzschild Coordinates
The action can again be written in two parts, see Eq.(7.3), where
Sin =2pi
∫
dτ
∫ R(τ)
0
drr2
[
− 1√
1 +R2τ
(∂τΦ)
2 +
√
1 +R2τ (∂rΦ)
2
]
(7.26)
Sout =2pi
∫
dτ
∫ ∞
R(τ)
drr2
[
− B√
B +R2τ
(∂τΦ)
2
1−Rs/r +
√
B +R2τ
B
(
1− Rs
r
)
(∂rΦ)
2
]
.
(7.27)
The most interesting things happen when the shell approaches the Schwarzschild radius.
From Eq.(5.19) we see that Rτ is constant in the limit when R → Rs. Therefore
the kinetic term for Sin is roughly constant. The kinetic term in Sout goes to zero as
R → Rs, so the Sin kinetic term is dominant. Similarly the potential term in Sin goes
to a constant while the potential term in Sout becomes very large, so the potential term
in Sout dominates. Therefore in the region R ∼ Rs we can write the action as
S ≈
∫
dτ
[
−
∫ Rs
0
drr2
1√
1 +R2τ
(∂τΦ)
2 +
∫ ∞
Rs
drr2
|Rτ |
B
(
1− Rs
r
)
(∂rΦ)
2
]
(7.28)
where we have changed the limits of integration from R(τ) to Rs since this is the region
of interest.
Using the expansion in modes, Eq.(7.2), we can write the action as
S =
∫
dτ
[
−1
2
1√
1 +R2τ
a˙k(τ)Akk′ a˙k′(τ) +
|Rτ |
2B
ak(τ)Ckk′ak′(τ)
]
(7.29)
where a˙ = da/dτ , and A and C are matrices that are independent of R(τ) and are given
by
Akk′ = 4pi
∫ Rs
0
drr2fk(r)fk′(r) (7.30)
Ckk′ = 4pi
∫ ∞
Rs
drr2
(
1− Rs
r
)
f ′k(r)f
′
k′(r). (7.31)
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From the action Eq.(7.28) we can find the Hamiltonian, and according to the stan-
dard quantization procedure, the wave function ψ(ak, τ) must satisfy the Functional
Schro¨dinger equation. We can write the Schro¨dinger equation as
i
∂ψ
∂τ
=
[
1
2
√
1 +R2τΠk(A
−1)kk′Πk′ +
|Rτ |
2B
ak(τ)Ckk′ak′(τ)
]
ψ (7.32)
where
Πk = −i ∂
∂ak(τ)
(7.33)
is the momentum operator conjugate to ak(τ).
Again, the problem of radiation from the collapsing domain wall for the infalling
observer is equivalent to the problem of an infinite set of uncoupled harmonic oscillators
with time dependent mass and frequency. Following the principal axis transformation
used in the section above, the single eigenmode Schro¨dinger equation take the form
[
− 1
2m
√
1 +R2τ
∂2
∂b2
+
|Rτ |
2B
Kb2
]
ψ(b, τ) = i
∂ψ(b, τ)
∂τ
(7.34)
where m and K denote eigenvalues of A and C, and b is the eigenmode.
Re-writing Eq.(7.34) in the standard form we obtain
[
− 1
2m
∂2
∂b2
+
m
2
ω2(η)b2
]
ψ(b, η) = i
∂ψ(b, η)
∂η
(7.35)
where
ω2(η) =
K
m
|Rτ |
B
√
1 +R2τ
≡ ω20
|Rτ |
B
√
1 +R2τ
(7.36)
and
η =
∫
dτ ′
√
1 +R2τ (7.37)
where we defined ω20 ≡ K/m.
To proceed further, we will use the classical background of the collapsing domain wall
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Eq.(5.21). The initial vacuum state for the modes is the simple harmonic oscillator
ground state,
ψ(b, η = 0) =
(mω0
pi
)1/4
e−mω0b
2/2. (7.38)
The exact solution for late times is given by Eq.(3.4) with initial conditions given by
Eq.(3.6).
As discussed in Chapter 3 an observer with a detector will interpret the wavefunction
of a given mode b at late times in terms of simple harmonic oscillator states at the final
frequency ω¯.
The number of quanta in eigenmode b can be evaluated from Eq.(3.21). By calculating
Nτ it can be checked that N remains constant for τ < 0 and also τ > τf . Hence all
the particle production occurs for 0 < τ < τf and is a consequence of the gravitational
collapse.
Now we can take the limit τf → τc. In this limit, ρ remains finite but ρη → −∞ as
τ > τf → τc, provided ω0 6= 0 (see Appendix D for details). However, we are interested
in the behavior of N for fixed frequency, ω¯. From the discussion in Appendix D, we
also know that ρ → ∞ as ω0 → 0. Therefore the occupation number at any frequency
diverges in the infinite time limit when backreaction is not taken into account.
In Figure 7.5 we plot the occupation number of produced particles as a function of
time (for several fixed frequencies ω¯Rs). The amount of proper time needed for the shell
to reach Rs can be obtained by integrating Eq.(5.19). For σ = 0.01R
−3
s this critical
proper time is τc = 7/3Rs. Figure 7.5 shows that, as the infalling observer approaches
Rs, the occupation number increases and diverges exactly at Rs. The same conclusion
as found by analyzing the occupation number N as a function of ρ and ρτ (see Appendix
D). This is in agreement with what one would expect in the absence of backreaction.
Hawking showed, see Ref.[17], that the flux of particles at late times diverges for a fixed
background, i.e. fixed mass of the object. Here, from Eq.(4.12), we are treating the mass
of the domain wall as a constant of motion. This means that we keep adding energy
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to the domain wall during the time of collapse, despite the the loss of mass due to the
radiation. For the asymptotic observer it takes an infinite amount of his time for the
domain wall to collapse to Rs, see Chapter 5 for discussion of this. However, this infinite
time interval corresponds to a finite amount of time for the infalling observer’s time.
Thus, one may conclude that the infalling observer has to encounter the infinite number
of particles produced during this finite amount of time before he reaches Rs.
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ΤRS
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Ω
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Figure 7.5.: The occupation number N as a function of proper time τ/Rs for various
fixed values of particle frequencies ω¯Rs. The curves are lower for higher
values of ω¯Rs. The occupation number diverges as the infalling observer
approaches Rs, which happens as τ → τc.
We have also numerically evaluated the spectrum of mode occupation numbers at any
finite time and show the results in Figure 7.6 for several different values of τ/Rs. Figure
7.6 shows that as the infalling observer time increases, the occupation number of larger
values of ω¯Rs increases.
To find the temperature of the radiation, we again compare the curve in Figure 7.6
with the occupation numbers for the Planck distribution, which is given by Eq.(7.21),
where β is again the inverse temperature. We can see that the spectrum of occupation
numbers is non-thermal. As an example, there is no singularity in N at ω = 0 at finite
time. However, as τ → τc, the peak at ω = 0 does diverge and the distribution becomes
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Figure 7.6.: The occupation number N as a function of frequency ω¯Rs for various fixed
values of proper time τ/Rs. The occupation number increases for larger
values of τ/Rs as τ → τc.
more and more thermal for these times. There are also oscillations in N , which are not
present in the Planck distribution.
We now wish to fit the temperature of the radiation, however, from Eq.(7.35) we see
that the time derivative of the wavefunction on the right-hand side is with respect to η,
not with respect to τ , and ω is the mode frequency with respect to η as well. Eq.(7.37)
tells us that the frequency in τ is
√
1 +R2τ times the frequency in η. However, recall
from Chapter 5 Eq.(5.19) tells us that as R → Rs, Rτ is in fact a constant. Therefore,
η and τ , for the case of the infalling observer, only differ by a constant amount. Hence,
without loss of generality, we can ignore this shift by a constant amount, since the general
features of the temperature will be the same. From Eq.(7.21), we can find the inverse
temperature to be
β =
ln(1 + 1/NP )
ω¯Rs
= T−1. (7.39)
In Figure 7.7 we fit a thermal spectrum to the collapsed spectrum of Figure 7.6. Several
important features of the Hawking-like radiation can be taken from from this plot. First,
the non-thermal features of the radiation are apparent. However, the departure from
thermality (the fluctuations) are larger for earlier times, hence larger frequencies. This
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observation was first argued in Ref.[30]. Second, as τ → τc and the infalling observer
approaches Rs, the radiation becomes more and more thermal even at large frequencies.
Third, at τ = τc, i.e. R = Rs, the radiation becomes purely thermal. At this point,
the black hole is formed and the radiation becomes thermal, as known from various
studies of quantum radiation from a pre-existing black hole. Finally, it is apparent that
the slope of ln(1 + 1/N) versus ω¯Rs is decreasing as the infalling observer approaches
Rs. Exactly at Rs, the slope of the curve is zero, indicating that the temperature of
the radiation is infinite. This is not surprising since, as it is well known, the asymptotic
observer in the nearly flat asymptotic region will register Hawking radiation with a finite
temperature (see previous section). When the temperature is blue-shifted back to Rs,
it clearly diverges.
2 4 6 8 10 12 14
Ω
-
RS
0.5
1.0
1.5
LnH1+1NL
ΤRS = 2.333, 2.3333, 2.33333
Figure 7.7.: Plot of ln(1 + 1/N) as a function of frequency ω¯Rs for various fixed values
of proper time τ/Rs. The slope of the best fit line is β, which is the inverse
temperature. The non-thermal features disappear and the temperature di-
verges as the Schwarzschild radius is approached, i.e. τ → τc.
7.2.2. Infalling Eddington-Finkelstein Coordinates
Now we consider the collapse from the point of view of an infalling Eddington-Finkelstein
observer. This is a different space-time foliation than that in Schwarzschild coordinates,
and we expect crucially different results. In particular, since the metric is not divergent
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at the horizon, we do not expect infinite temperature there.
For this purpose, we define the ingoing null coordinate v as
v = t+ r∗ (7.40)
where r∗ is the tortoise coordinate. We can then rewrite Eq.(4.3) as
ds2 = −
(
1− Rs
r
)
dv2 + 2dvdr + r2dΩ2, r > R(v). (7.41)
where the trajectory of the collapsing wall is r = R(v). The interior metric is the same
as in Eq.(4.5). The interior time coordinate, T , is related to the ingoing null coordinate,
v, via the proper time on the shell, τ . The relations are
dT
dτ
=
√
1 +
(
dR
dτ
)2
(7.42)
and
dv
dτ
=
1
B

dR
dτ
−
√
B +
(
dR
dτ
)2 (7.43)
where
B ≡ 1− Rs
R
. (7.44)
Consider again a massless scalar field Φ which propagates in the background of the
collapsing shell. The action for the scalar field is
S =
∫
d4x
√−g1
2
gµν∂µΦ∂νΦ, (7.45)
where gµν is the background metric given by Eqs.(4.5) and (7.41). Decomposing the
(spherically symmetric) scalar field into a complete set of real basis functions denoted
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by {fk(r)}
Φ =
∑
k
ak(v)fk(r) (7.46)
we can find a complete set of independent eigenmodes {bk} for which the Hamiltonian
is a sum of terms.
Since the metric inside and outside of the shell have different forms, we again split the
action into two parts
Sin = 2pi
∫
dT
∫ R(v)
0
drr2
[−(∂TΦ)2 + (∂rΦ)2] , (7.47)
Sout = 2pi
∫
dv
∫ ∞
R(v)
drr2
[
∂vΦ∂rΦ+ ∂rΦ∂vΦ
+
(
1− Rs
r
)
(∂rΦ)
2
]
. (7.48)
We are again interested in the near horizon behavior of the radiation, i.e. as R → Rs.
In this limit we can write Eq.(7.43) as
dv
dτ
≈ − 1
2Rτ
(7.49)
where Rτ = dR/dτ . Then with the help of Eq.(7.42) we can write Eq.(7.47) as
Sin = 2pi
∫
dv
∫ R(v)
0
drr2
[
− 1
2
1√
Rv/2(Rv/2 + 1)
(∂vΦ)
2
+ 2
√
Rv/2(Rv/2 + 1)(∂rΦ)
2
]
(7.50)
where Rv = dR/dv. Obviously, the action is not singular as R(v) → Rs, unlike the
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Schwarzschild case. From Eqs.(7.48) and (7.50) we can write the total action as
S ≈2pi
∫
dv
[
−
∫ Rs
0
drr2
1
2
1√
Rv/2(Rv/2 + 1)
(∂vΦ)
2
+
∫ ∞
Rs
drr2∂vΦ∂rΦ+
∫ ∞
Rs
drr2∂rΦ∂vΦ
+
∫ ∞
Rs
drr2
(
1− Rs
r
)
(∂rΦ)
2
]
(7.51)
where we have changed the limits of integration from R(v) to Rs since this is the region
of interest.
Now using the expansion in modes Eq.(7.46), we can rewrite the action as
S ≈
∫
dv
[
− 1
2
1√
Rv/2(Rv/2 + 1)
a˙kAkk′a˙k′
+
1
2
a˙kYkk′ak′ +
1
2
akY
−1
kk′a˙k′ +
1
2
akCkk′ak′
]
(7.52)
where a˙ = da/dv, and A, Y and C are matrices that are independent of R(v) and are
given by
Akk′ = 2pi
∫ Rs
0
drr2fk(r)fk′(r), (7.53)
Ykk′ = 4pi
∫ ∞
Rs
drr2fk(r)f
′
k′(r), (7.54)
Ckk′ = 8pi
∫ ∞
Rs
drr2
(
1− Rs
r
)
f ′k(r)f
′
k′(r). (7.55)
However if we take that the matrices are symmetric and real, we can see that Y = Y−1,
so we can write the action as
S ≈
∫
dv
[
− 1
2
1√
Rv/2(Rv/2 + 1)
a˙kAkk′ a˙k′
+
1
2
Ykk′ (a˙kak′ + aka˙k′) +
1
2
akCkk′ak′
]
. (7.56)
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From the action Eq.(7.56) we can find the Hamiltonian, and according to the standard
quantization procedure, the wave function ψ(ak, v) must satisfy
i
∂ψ
∂v
= Hψ, (7.57)
or
i
∂ψ
∂v
=
[1
2
√
Rv/2(Rv/2 + 1)Πk(A
−1)kk′Πk′
+
1
2
ak
(√
Rv/2(Rv/2 + 1)Y
2
kk′(A
−1)kk′ +Ckk′
)
ak′
+
1
2
√
Rv/2(Rv/2 + 1)ΠkYkk′(A
−1)kk′ak′
]
ψ (7.58)
where
Πk = −i ∂
∂ak
(7.59)
is the momentum operator conjugate to ak. Using the momentum operator conjugate
to ak, we can rewrite the Schro¨dinger equation as
i
∂ψ
∂v
=
[1
2
√
Rv/2(Rv/2 + 1)Πk(A
−1)kk′Πk′
+
1
2
ak
(√
Rv/2(Rv/2 + 1)Y
2
kk′(A
−1)kk′ +Ckk′
)
ak′
− i1
2
√
Rv/2(Rv/2 + 1)Ykk′(A
−1)kk′δkk′
]
ψ (7.60)
where δkk′ is the Kronecker delta function.
So the problem of radiation from the collapsing domain wall for the infalling observer
is equivalent to the problem of solving an infinite set of decoupled damped harmonic
oscillators with time-dependent frequency. Since A, Y and C are symmetric and real, it
is possible to simultaneously diagonalize them using the principle axis transformation.
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Then for a single eigenmode, the Schro¨dinger equation takes the form
i
∂ψ
∂v
=
[
− 1
2m
√
Rv/2(Rv/2 + 1)
∂2
∂b2
+
1
2
(√
Rv/2(Rv/2 + 1)
y2
m
+K
)
b2
− i y
2m
√
Rv/2(Rv/2 + 1)
]
ψ (7.61)
where m, y and K denote eigenvalues of A, Y and C, and b is the eigenmode.
Re-writing Eq.(7.61) in the standard form we obtain
[
− 1
2m
∂2
∂b2
+
m
2
ω2(η)− i y
2m
]
ψ(b, η) = i
∂ψ(b, η)
∂η
(7.62)
where
ω2(η) =
y2
m2
+
K
m
1√
Rv/2(Rv/2 + 1)
≡ y
2
m2
+
ω20√
Rv/2(Rv/2 + 1)
(7.63)
and
η =
∫
dv′
√
Rv/2(Rv/2 + 1) (7.64)
where we defined ω20 ≡ K/m. To find solutions to equation Eq.(7.62) we use the ansatz
ψ(b, η) = e−yη/2mφ(b, η). (7.65)
This leads to the equation for φ(b, η)
− 1
2m
∂2φ
∂b2
+
mω2
2
b2φ = i
∂φ
∂η
. (7.66)
The exact solution for late times is given by Eq.(3.4) with initial conditions given by
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Eq.(3.6). Then Eq.(7.65) gives
ψ = e−yη/2mφ(b, η) (7.67)
where φ given in Eq.(3.4).
As discussed in Chapter 3 an observer with a detector will interpret the wavefunction
of a given mode b at late times in terms of simple harmonic oscillator states at the final
frequency ω¯.
In Fig. 7.8 we plot N versus v/Rs for various fixed values of ω¯Rs. We can see that the
occupation number at any frequency increases as v/Rs decreases. Thus more particles
are created as the shell reaches and crosses the horizon. However, the number of created
particles does not diverge as R(v)→ Rs.
We then numerically evaluate the spectrum of mode occupation numbers at any finite
time and show the results in Fig. 7.9 for several values of v/Rs. The first sign of non-
thermality is the fact that the occupation number is non-divergent at ω¯ = 0, as opposed
to the thermal Planck distribution in Eq.(7.21).
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Figure 7.8.: Here we plot N versus v/Rs for various fixed values of ω¯Rs. The curves are
lower for higher values of ω¯Rs.
In Fig. 7.10 we plot ln(1 + 1/N) versus ω¯Rs for various values of v/Rs. As v/Rs
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Figure 7.9.: Here we plot N versus ω¯Rs for various fixed values of v/Rs. The occupa-
tion number at any frequency grows as the collapse progresses (i.e. v/Rs
decreases) but in never diverges.
decreases (as the shell is collapsing), the curves decrease. A thermal spectrum should
gives us a straight line, however, we see that is not the case here. The best one can do
is to fit the low frequency part of the spectrum and get the temperature in that regime.
In our case we get T = (0.17Rs)
−1. Unlike the case of Schwarzschild coordinates, where
the spectrum becomes thermal in the whole frequency range, in Eddington-Finkelstein
coordinates the spectrum never becomes thermal in the high frequency range. Another
feature is apparent in Fig. 7.10. As the collapse progresses, the fluctuations in the
spectrum become more violent. This is indicative of the shell approaching the actual
singularity at R = 0 which is the region of strong gravitational fields.
7.3. Discussion
In this chapter we investigated the Hawking-like radiation produced during the time of
gravitational collapse for both the asymptotic observer and the infalling observer. The
occupation number of the radiation was then used to fit the temperature of the radiation
as the shell approaches Rs. When considering Schwarzschild coordinates, in both cases
the resulting analysis lead to the same conclusions: First, that the spectrum of the
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Figure 7.10.: Here we plot ln(1+ 1/N) versus ω¯Rs for various fixed values of v/Rs. The
curves are lower and display more fluctuations as v/Rs decreases.
occupation display non-thermal characteristics during the time of collapse. This non-
thermality is seen by a non-divergent occupation number when ω¯ = 0 and in oscillations
about thermality. Second, the spectrum becomes more and more thermal as the domain
wall approaches Rs, corresponding to large ω¯ values. Finally, the spectrum becomes
purely thermal when the domain wall reaches Rs. When consider Eddington-Finkelstein
coordinates for the infalling observer, we find that the spectrum never becomes thermal
in the high frequency range.
In the case of the asymptotic observer, upon fitting the temperature, we find that
the temperature of the radiation is on the order of the Hawking temperature. This
value is not exactly the Hawking temperature for two reasons. First, when fitting the
temperature we use a best fit approximation for the slope of β. However, there is
ambiguity for choosing the best fit approximation, thus the true slope of β may be
different from the one chosen. Second, we are fitting the temperature numerically. There
is always an inherent approximation used we using numerical methods, therefore our
calculation is inherently ambiguous.
In the case of the infalling observer, upon fitting the temperature in Schwarzschild
coordinates, we find that when the shell reaches Rs the temperature of the radiation
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becomes divergent. This would seem to imply that the local temperature measured
by the observer is then infinite, meaning that the observer will burn up before he/she
reaches Rs. However, this is not necessarily the case. It has been argued in Ref.[19],
where a simple 1 + 1 model was studied, that the local vacuum polarization will cancel
out the divergent temperature energy density due to the radiation. Therefore, the true
local value of the stress-energy tensor is small in the region R ∼ Rs. A simple reason for
this divergent temperature is that the Schwarzschild observer is actually an accelerated
observer, so to truly investigate the local temperature one must consider a truly freely
falling observer, i.e. the Eddington-Finkelstein coordinates. In this case, upon fitting
the temperature, we find that the local temperature is in fact finite.
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8. Entropy
In 1972 Bekenstein argued that a black hole of mass M has an entropy proportional to
its surface area, see Ref.[20]. Further calculations by Gibbons and Hawking showed that
the entropy of a black hole is always a constant, despite the type of metric which is used,
see Ref.[21]. They showed that the expression for the entropy is given by
SBH =
Ahor
4
= piR2s (8.1)
where Ahor is the surface area of the event horizon and Rs is the Schwarzschild radius
for a black hole which contains only mass.
The typical method for calculating the entropy of the black hole is to first calculate
the temperature of the black hole using the so-called Bogolyubov method. Here, one
considers that the system starts in an asymptotically flat metric (typically Minkowski),
then the system evolves to a new asymptotically flat metric (in the case of just mass,
the typically final metric is that of Schwarzschild). One then matches the coefficients
between the two asymptotically flat spaces at the beginning and end of the gravitational
collapse. The mismatch of these two vacua gives the number of particles produced during
the collapse. What happens in between is then beyond the scope of the Bogolyubov
method, since the method is generally independent of time. Therefore the time-evolution
of the thermodynamics properties of the collapse cannot be investigated in the context
of the Bogoyubov method.
Here we will investigate the time-evolution of a spherically symmetric infinitely shell
66
CHAPTER 8. ENTROPY
of collapsing matter in the context of the Functional Schro¨dinger formalism. Since
the Functional Schro¨dinger formalism depends on the observer’s degrees of freedom,
one can introduce the “observer” time into the quantum mechanical processes, with
the use of the Wheeler-de Witt equation, in the form of the Schro¨dinger equation, see
Chapter 2. To study the case of gravitational collapse, one can then choose the classical
Hamiltonian of the collapsing object, then employ the standard quantization condition.
The wavefunctional is then dependent on the observer time chosen, hence one can view
the quantum mechanical processes of a given system under any foliation of space-time
that one chooses. The benefit of using the Functional Schro¨dinger formalism is that, in
principle, one can solve the time-dependent wavefunctional equation exactly, as discussed
in the previous chapters. Therefore the Functional Schro¨dinger formalism goes beyond
the approximations of the Bogolyubov method, since the system is allowed to evolve
over time, which allows one to investigate the intermediate regime during the collapse.
Since the wavefunctional contains all the information of the system, one can, in principle,
study the time evolution of the thermodynamical processes of the system. Of current
interest is the time-evolution of the entropy of a collapsing gravitational object. We will
do so from the view point of a stationary asymptotic observer, since this is the more
relevant question. In this chapter we summarize the work originally done in Ref.[37].
8.1. Partition Function
To study the entropy of the system, we will first develop the partition function for the
system. In order to study the time-evolution of the entropy we shall employ the so-called
Liouville-von Neumann approach, which was developed to study equilibrium and non-
equilibrium quantum processes (see Ref.[26]). The Liouville-von Neumann approach is a
canonical method which unifies the Liouville-von Neumann equation and the Functional
Schro¨dinger equation. This approach utilizes the invariant operator approach developed
by Lewis and Riesenfeld (see Ref.[2], Chapter 3 and Appendix A), which allows one
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to exactly solve time-indepedent and time-dependent quantum systems. The Liouville-
von Neumann approach has been employed for several different situations ranging from
Condensed matter physics to Cosmology, see for example see Ref.[27]. The basic as-
sumption of the Liouville-von Neuman approach is that non-equilibrium processes are
consequences of underlying microscopic processes which are well described by quantum
theory. The details about the collapse will depend on the particular foliation of space-
time used to study the system. From the point of view of an infalling observer, in order
to calculate the backreaction and local effect around the event horizon it is important to
choose a state that is non-singular at the horizon. In this region, the vacuum of choice
is the Unruh vacuum (see Refs.[28, 29]). However, discussed above, we are interested in
the view point of the asymptotic observer.
Using the Liouville-von Neumann approach, and following the procedure used in
Ref.[27], we can write the partition function as
Z = Tr
[
e−βI
]
(8.2)
where I is any operator which satisfies the equation
dI
dt
=
∂I
∂t
− i [I,H] = 0 (8.3)
and β is a free parameter. Here we note that Eq.(8.3) is just the Heisenberg equation of
motion for the operator I, see Ref.[22], where the total time derivative of the operator
is zero. In the case that the total derivative is equal to zero in the Heisenberg, this case
is known as the Liouville-von Neumann equation, see Ref.[2].
From Ref.[3], we can write the invariant operator I as
I =
1
2
[√
b
ρ
+ (pibρ−mρηb)2
]
. (8.4)
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Here we note that the invariant operator I is time dependent since ρ is time dependent
(see Eq.(3.5)). Using Eq.(8.4) we can therefore write the partition function, Eq.(8.2), as
Z = Tr exp
[
−β 1
2
[√
b
ρ
+ (pibρ−mρηb)2
]]
. (8.5)
In this form we can see that the partition function is time dependent since the invariant
operator I is time dependent by virtue of Eq.(8.4).
We note that we can rewrite the invariant operator in a more suggestive manner by
writing Eq.(8.4) as
I =
(
1√
2
)2 [( b
ρ
)1/4
− i (pibρ−mρηb)
][(
b
ρ
)1/4
+ i (pibρ−mρηb)
]
≡ n(t) + 1
2
(8.6)
where
n(t) = a†(t)a(t) (8.7)
and
a(t) ≡ 1√
2
[(
b
ρ
)1/4
+ i (pibρ−mρηb)
]
. (8.8)
Here n(t) is the time dependent number of states. Hence, the invariant operator I takes
on the form of a time-dependent harmonic oscillator Hamiltonian, where the number
operator is time dependent.
For a physical meaning of the partition function, we need to act the invariant operator
on a quantum state. In the Heisenberg picture, the quantum states span a particular
Hilbert space. A convienient basis in this Hilbert space is the so-called Fock space
representation, see Ref.[23]. This basis is an eigenstate of the Number operator, Eq.(8.7).
Thus at a particular time t, one has in the Fock space representation
n(t)
∣∣n, t〉 = n∣∣n, t〉. (8.9)
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Thus, in this space we can then write the partition function as
Z = Tr exp
[
−βω0
(
n+
1
2
)]
=
1
2 sinh
(
βω0
2
) . (8.10)
At first glance, one would be tempted to say that the partition function in Eq.(8.10) is not
time-dependent since the partition function now only depends on the initial frequency of
the induced scalar field. However, recall that β is free parameter which we can choose.
Here we discuss our choice in the free parameter β.
In Refs.[30, 32] one can define the occupation number for a frequency ω¯, Eq.(3.21).
Then by fitting the number of particles created as the usual Planck distribution Eq.(7.21),
one can then in principle fit the temperature of the radiation. Here, we then choose to
define β as
β =
∂ ln (1 + 1/N)
∂ω¯
. (8.11)
This implies that all of the time dependence of the system is encoded into the tempera-
ture of the system.
Therefore we can see that Eq.(8.10) is just the standard entropy for a time-independent
harmonic oscillator, however, the temperature here is time-dependent. Thus we recover
the time-dependence of the partition function. Since the partition function is time-
dependent, therefore the entropy is also time-dependent.
8.2. Entropy
In terms of the partition function, the thermodynamic definition of entropy is given by,
see for example Ref.[24],
S = lnZ − β∂ lnZ
∂β
. (8.12)
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Using Eq.(8.10), we can then write the entropy of the system as
S = − ln
(
1− e−βω0
)
+ β
e−βω0
1− e−βω0 . (8.13)
Therefore, this is again just the entropy of the usual time-independent harmonic oscil-
lator. From Eq.(8.11) it follows that the temperature is time-dependent.
To be able to calculate the entropy of the domain wall we will consider the entropy of
the entire system, i.e. the domain wall and radiation, and the radiation alone. We will
assume that the total entropy is a linear equation in the entropy of the domain wall and
the entropy of the radiation. Thus we will write the total entropy as
SSR = SS + SR, (8.14)
where the subscripts SR stands for domain wall and radiation, S for just domain wall
and R radiation only, respectively. Then by subtracting these two quantities one can
then determine the entropy of the domain wall
SS = SSR − SR. (8.15)
In Chapter 7 we considered the wavefunction and occupation number of the radiation
only system. To proceed further, we must now consider the wavefunction and occupation
number for the entire system, SR.
8.2.1. Entire System
To find the wavefunction and occupation number for the entire system, we first note
that from Eq.(5.5) we can approximate the Hamiltonian of the domain wall as
Hwall ≈ −BΠR. (8.16)
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Then using Eq.(8.16) and Eq.(7.13) we can write the Hamiltonian of the entire system
as
H = Hwall +Hb = −BΠR +B
Π2b
2m
+
K
2
b2 (8.17)
where ΠR is given in Chapter 5 and Πb is given by
Πb = −i ∂
∂b
(8.18)
The wavefunction for the entire system is then a function of b, R, and t, which we can
write as
Ψ = Ψ(b,R, t). (8.19)
Substituting Eq.(8.17) into Eq.(2.12), we can then write the Functional Schro¨dinger
equation as
iB
∂Ψ
∂R
− B
2m
∂2Ψ
∂b2
+
K
2
b2Ψ = i
∂Ψ
∂t
. (8.20)
To solve Eq.(8.20) we will use the semiclassical case, i.e. we will use the classical back-
ground for the collapsing shell. Since the distance of the shell only depends on the time,
see Eq.(5.13), we can then write
iB
dt
dR
∂Ψ
∂t
− B
2m
∂2Ψ
∂b2
+
K
2
b2Ψ = i
∂Ψ
∂t
.
Hence, we are eliminating the R dependence from Eq.(8.19), so Ψ(b,R, t) → Ψ(b, t).
Rewriting gives
− B
2m
∂2Ψ
∂b2
+
K
2
b2Ψ = i
∂Ψ
∂t
(
1−B dt
dR
)
. (8.21)
Making use of Eq.(5.13), i.e. dt/dR = −B, this becomes
− B
2m
∂2Ψ
∂b2
+
K
2
b2Ψ = 2i
∂Ψ
∂t
. (8.22)
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We now rewrite Eq.(8.22) in the standard form
[
− 1
2m
∂2
∂b2
+
m
2
ω2(η˜)b2
]
ψ(b, η˜) = i
∂ψ(b, η˜)
∂η˜
(8.23)
where
η˜ =
1
2
∫ t
0
dt′
(
1− Rs
R
)
(8.24)
and
ω2(η˜) =
K
m
1
1−Rs/R ≡
ω20
1−Rs/R. (8.25)
Here we have chosen to set η˜(t = 0) = 0.
The solution to Eq.(8.23) is given by Eq.(3.4), as discussed in Chapter 7. We can then
find the occupation number N for the entire system, Eq.(3.21).
Here we will make some quick comments regarding the occupation number. We can
see that from Eqs.(8.23) and (7.14), the Schro¨dinger equations for the entire system and
radiation only are of the same form. Hence one would expect that there is no difference
between the occupation number for the entire system and the radiation only. However,
the time parameters η˜ and η, given in Eqs.(8.24) and (7.15), are different. Hence the
occupation numbers of the two systems will evolve differently, which leads to different
temperatures in each of the two systems. Therefore, the entropy of each system will be
different.
8.3. Analysis
First we consider the entropy of the entire system. In Figure 8.1 we plot the entropy of
the entire system as a function of dimensionless time t/Rs. Figure 8.1 shows that the
system starts with an initial entropy of zero. This is expected since initially there is only
one degree of freedom, meaning that S = ln(1) = 0. Here we have normalized the initial
entropy of the shell to be zero. To justify this normalization, consider a solar mass black
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hole. Under the usual Bekenstein-Hawking entropy, the order of magnitude estimate
of the entropy of a solar mass black hole is SBH ≈ 1075. Now consider that the shell
is actually made up of protons. The initial entropy of the shell then is approximately
SS,0 ≈ 1057. Comparing the entropy of the final black hole versus the initial entropy of
the shell, the entropy of the final black hole is much much greater than that of the initial
entropy of the shell, thus the initial entropy of the shell only contributes a negligible
amount of entropy to the entropy of the final black hole. Thus our normalization of the
initial entropy of the shell to zero is justified. As t/Rs increases, initially the entropy
increases rapidly, then settles down to increase approximately linearly. Due to the linear
increase, we see that as t/Rs goes to infinity, the entropy will then diverge. This is again
expected since as the asymptotic time goes to infinity, the number of particles that are
produced diverges (see Ref.[30]). This is a consequence of the fact that we keep the
background fixed (i.e. Rs is a constant). In reality, Rs should decrease over time since
the radiation is taking away mass and energy from the system. Therefore as t/Rs goes
to infinity, the entropy of the entire system as measured by the asymptotic observer
diverges as R→ Rs.
5 10 15 20 25 30 tRS
5
10
15
20
25
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SHtL
Figure 8.1.: We plot the entropy of the entire system as a function of asymptotic observer
time t.
This is consistent with the results found in Refs.[33]. Here the authors consider the
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time-dependent non-equilibrium evolution of a black hole as well as the incorporation of
the given off radiation. Here one can see that the entropy of the system diverges as the
time goes to infinity.
The results of Figure 8.1 are consistent with the generalized second law of black hole
thermodynamics. The generalized second law states that, see for example Ref.[38] and
references there in
δ(Sout +A/4) ≥ 0 (8.26)
where here, Sout = SR, A/4 = SS and Sout + A/4 = SSR, respectively. Eq.(8.26)
simply states that the total entropy of the system must constantly be increasing as in
agreement with thermodynamics entropy Ref.[24]. As stated above, a realistic model
for gravitational collapse will have that the Schwarzschild radius Rs will decrease over
time, since the domain wall is losing mass. Eq.(8.26) allows for this result as long as the
entropy increase of the radiation compensates for the loss in entropy of the collapsing
domain wall.
Now we consider the radiation only. Considering just the particles which are created,
i.e. the radiation, during the collapse, we can then plot the entropy as a function or the
rescaled asymptotic time t/Rs, see Figure 8.2. Figure 8.2 shows initially the entropy of
the system is zero. Again, this is expected since initially the domain wall is in vacuum,
meaning that there are no particles produced. Therefore the only degree of freedom is
that of the domain wall, this then gives that the initial entropy must be zero. As the
asymptotic observer time increases, initially there is rapid increase in the entropy, but
again, the entropy then increases linearly as the asymptotic observer time increases. As
in the case of the entire system, as the time measured by the asymptotic observer goes
to infinity, the entropy of the particles created during the time of collapse diverges. This
is expected since the number of particles which are created during the time of collapse
diverges as R → Rs, hence as the domain wall approaches the horizon the number of
particles created during the collapse diverges. This result again is in agreement with the
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generalized second law of black hole thermodynamics, Eq.(8.26).
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Figure 8.2.: We plot the entropy of the particles created during the collapse as a function
of asymptotic time t.
In Figure 8.3 we plot the entropy as a function of the rescaled asymptotic observer
time t/Rs of both the entire system and the particles created during the time of collapse.
Figure 8.3 shows that except for the initial increase in the entropy, for later asymptotic
observer time, the slopes of the entropy versus time are approximately equal. Therefore,
one can expect that the entropy of the domain wall is approximately constant for late
times.
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Figure 8.3.: We plot the entropy as a function of asymptotic observer time t for both
the entire system and the particles created during the time of collapse.
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As stated earlier, what is of interest is the entropy of the collapsing domain wall,
since this will collapse to form a black hole. To find the entropy of the domain wall, we
can take the entropy of the entire system and subtract off the entropy of the particles
produced (since these are the only relevant objects which contribute to the entropy),
see Eq.(9.3). The result is then given in Figure 8.4. Figure 8.4 shows that initially
the entropy of the domain wall is zero. As stated above, this is expected since initially
there is only one degree of freedom. As asymptotic time increases, the entropy of the
domain wall rapidly increases. However, for late times, the entropy of the domain wall
goes to a constant. As stated above, this is expected since the late time entropies for
entire system and for the particles created during collapse are approximately parallel.
However, as discussed earlier, one would expect that in a realistic model the entropy
of the domain wall should in fact decrease over time since Rs is decreasing because the
domain wall is losing mass. The entropy here, however, is constant since we are assuming
that the mass is approximately the Hamiltonian of the system, which is a constant of
motion, see Chapters 5 and 4. This means that since we are holding the mass of the
domain wall constant, we need to keep adding energy to the system to counter act the
loss of mass from the Hawking radiation. Therefore one can expect that the entropy of
the domain wall must be a constant for late times.
In reality, radiation takes mass away from the system, so the entropy of the domain
wall will go to zero as Rs goes to zero. This means that after the black hole disappears,
all the entropy will go into the entropy of the radiation, which is in agreement with the
generalized second law of black hole thermodynamics.
From Figure 8.4, we see that our numerical value for the late time entropy of the
domain wall is
S ≈ 0.7R2s .
Comparing with Eq.(8.1), we can view this discrepancy as a shift in the Schwarzschild
radius Rs. In order to get the theoretical value for the entropy, Eq.(8.1), we see that we
77
CHAPTER 8. ENTROPY
5 10 15 20 25 tRS
0.1
0.2
0.3
0.4
0.5
0.6
0.7
SHtL
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Figure 8.4.: We plot the entropy of the shell as a function of asymptotic observer time t.
would require Rs → 2.11Rs. This is an understandable numerical error, which implies
that our numerical solution is of the same order as the Hawking-Bekenstein entropy.
Another interesting thing to note is that Figure 8.4 tells us that change in entropy
occurs for early times, then gets frozen as time increases. From the plot we see that the
change in entropy occurs during the time range 0 ≤ t/Rs < 7.5. At first sight this seems
to be an arbitrary value for the entropy of the domain wall to stop increasing. However,
from Eq.(5.14) one can see that this time is not an arbitrary value.
To see this, let us first consider Eq.(5.14) and make the requirement that R0 = nRs,
where n is some integer. Then we can write Eq.(5.14) as
R(t) = Rs
(
1 + (n− 1)e−t/Rs
)
.
For illustration purposes let’s restrict the value of n to be n ≤ 10, which is a restriction
that the domain wall starts off at a position ten times it’s Schwarzschild radius. In
Figure 8.5 we plot R/Rs versus t/Rs for various values of n. For each value of n chosen,
we see that the value R/Rs ≈ 1 occurs for t/Rs ≈ 7. In the case of n = 10, we see
that R = 1.005Rs, while the value is less than that for smaller values of n. Hence, the
time t/Rs = 7.5 seems to be a universal time when the domain wall is almost to the
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Schwarzschild radius. From Eq.(5.13) we see that by this time we have
R˙ = −B ≈ 0.
Hence in this time limit, the velocity of the domain wall is approximately zero, meaning
that as far as the asymptotic observer is concerned the domain wall has stopped moving
and there are no more dynamics. This can be seen in Figure 8.6, where we plot the
corresponding velocities for the same values of n. Figure 8.6 also shows that the time
t/Rs = 7.5 corresponds to a universal time of when the different velocities go approxi-
mately to zero. Recall from Chapter 5 that it takes an infinite amount of time for the
domain wall to reach the horizon, so from t/Rs = 7.5 to infinity the entropy is constant
since all the dynamics are essentially done and the shell is approximately stationary
for the observer. Hence the volume of the spherically symmetric domain wall becomes
essentially constant by the time t/Rs = 7.5.
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n=2, 5, 10
Figure 8.5.: We plot R/Rs versus t/Rs for various values of n. Here the blue curve
corresponds to n = 2, the green curve corresponds to n = 5 and the red
curve corresponds to n = 10.
Second, we can show that the entire system and the induced radiation come into ther-
mal equilibrium at this time. In Figure 8.11 we plot β versus t/Rs for the entire system
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(continuous curve) and the induced radiation (dashed curve). Figure 8.11 shows that for
the time t/Rs ≈ 7.5 the values of the two β’s become approximately equal, meaning that
the entire system and the induced radiation are now at the same temperature. There-
fore the system is now in thermal equilibrium, meaning that there is no more change in
entropy of the domain wall as t/Rs increases. Further more, the fluctuations (departure
from thermality) in β become very small at this time, as discussed in Refs.[30, 32].
2 4 6 8
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n=2, 5, 10
Figure 8.6.: We plot R˙/Rs versus t/Rs for various values of n. Here the blue curve
corresponds to n = 2, the green curve corresponds to n = 5 and the red
curve corresponds to n = 10.
Finally we can evaluate the the chemical potential for both the entire system and for
the induced radiation. From definition we can write the chemical potential as
µ =
∂S
∂N
. (8.27)
In Figure 8.7 we plot the chemical potential for both the entire system and for the
induced radiation. We can see that as t/Rs increases the chemical potential of the
entire system and the induced radiation goes to zero. This means that the dispersion of
particles goes to zero and the system goes into equilibrium.
During the dynamical process, the entropy increases almost linearly. If one applies a
best-fit line, we see that the entropy oscillates about the best line. These oscillations may
80
CHAPTER 8. ENTROPY
2 4 6 8 10 12
tRS
2
4
6
8
Μ
Figure 8.7.: We plot µ versus t/Rs. The solid line corresponds to the entire system while
the dashed line corresponds to the induced radiation only. Here we see that
as t/Rs increases, the chemical potential for each goes to zero.
be attributed to several different circumstances. First, the oscillations may be caused
by the non-thermal property of the radiation (see Ref.[30]). Secondly, these oscillations
may be a manifestation of the error associated with the numerical calculations. Lastly,
the oscillations may be an artifact of expanding the calculations beyond the region of
validity, since we are using the near horizon approximation. Hence for values large
compared to Rs, we cannot completely trust our result.
8.4. Discussion
Here we have shown that the entropy of the collapsing domain wall and the entropy of
the radiation given off during the time of collapse are in agreement with the generalized
second law of black hole thermodynamics. The results of Figure 8.1 are clearly in
agreement with Eq.(8.26). The results of Figure 8.4 are in agreement with the results of
Hawking and Gibbons, Eq.(8.1), that the entropy of the black hole is in fact finite and
proportional to the area of the event horizon.
Note, here we do not discuss or explain the origin of Eq.(8.1), we merely verify that our
model gives the correct result. The origin of Eq.(8.1) is still not understood, however,
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many attempts have been made to make sense of this result (see for example Refs.[34, 35,
36]). However, the answer to this question may lie in understanding the entanglement
nature between the particles inside and outside of the event horizon, see for example
Refs.[39, 40, 41].
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9. Back Reaction
In this section we make some general comments on how one can include the effect of back
reaction for an infalling observer during gravitational collapse. In this section we do not
completely solve the equations of motion for the included back reaction, we merely set
up the situation and make some comments about it.
To incorporate back reaction into gravitational collapse, one must consider the entire
Hamiltonian, as in Chapter 8, as well as the interaction Hamiltonian between the domain
wall and the induced radiation.
Thus the total Hamiltonian is given by
H =HWall +HRad +HInt
=4piσR2[
√
1 +R2τ − 2piGσR] +
∑
modes
[√
1 +R2τ
Πb
2m
+
|Rτ |
2B
Kb2
]
+ TµνS
µν (9.1)
where HInt = TµνS
µν is the interaction Hamiltonian and Tµν and S
µν are the energy-
momentum tensors for the radiation and the domain wall, respectively, which are given
by
Tµν =
∫
d4x
[
1
2
gµνg
αβ∂αΦ∂βΦ− ∂µΦ∂νΦ
]
=2pi2
∫
dt
∫
drr2
[
1
2
gµνg
αβ∂αΦ∂βΦ− ∂µΦ∂νΦ
]
(9.2)
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and
Sµν
√−g = σ
∫
d3ξγab∂aX
µ∂bX
νδ(4)(Xσ −Xσ(ξa)). (9.3)
From the expansion of the scalar field in Eq.(3.8), we can see that the stress-energy
tensor for the scalar field takes on the form
(Tµν) =


T00 T01 0 0
T10 T11 0 0
0 0 T22 0
0 0 0 T33


. (9.4)
While from Eq.(9.3) we see that the stress-energy tensor for the domain wall takes the
form,
(Sµν) =


S00 0 0 0
0 S11 0 0
0 0 S22 0
0 0 0 0


. (9.5)
Hence we see that the interaction Hamiltonian doesn’t contain any off-diagonal terms.
9.1. Stress-Energy Tensor
Here we develop the stress-energy tensor for the radiation and the domain wall, respec-
tively. First we will discuss the stress-energy tensor for the induced radiation. Second
we will discuss the stress-energy tensor for the domain wall.
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9.1.1. Radiation Stress-Energy Tensor
Here we examine the stress-energy tensor for the radiation. From the discussion in
Chapter 7 we can write the stress-energy tensor as
Tµν =4pi
∫
dτ
[1
2
gµν
(
−
∫ R(τ)
0
drr2
1√
1 +R2τ
(∂τΦ)
2 −
∫ ∞
R(τ)
drr2
B√
B +R2τ
(∂τΦ)
2
1−Rs/r
+
∫ R(τ)
0
drr2
√
1 +R2τ (∂rΦ)
2 +
∫ ∞
R(τ)
drr2
√
B +R2τ
B
(
1− Rs
r
)
(∂rΦ)
2
)
−
∫ ∞
0
drr2∂µΦ∂νΦ
]
(9.6)
Now using the metric we can write the individual terms, which are given as
T00 =4pi
∫
dτ
[
− 1
2
(
−
∫ R(τ)
0
drr2
(
1− Rs
r
)
1√
1 +R2τ
(∂τΦ)
2
−
∫ ∞
R(τ)
drr2
B√
B +R2τ
(∂τΦ)
2 +
∫ R(τ)
0
drr2
(
1− Rs
r
)√
1 +R2τ (∂rΦ)
2
+
∫ ∞
R(τ)
drr2
√
B +R2τ
B
(
1− Rs
r
)2
(∂rΦ)
2
)
−
∫ ∞
0
drr2(∂τΦ)
2
]
, (9.7)
T01 = −4pi
∫
dτ
∫
drr2∂τΦ∂rΦ, (9.8)
T10 = −4pi
∫
dτ
∫
drr2∂rΦ∂τΦ, (9.9)
T11 =4pi
∫
dτ
[1
2
(
−
∫ R(τ)
0
drr2
1√
1 +R2τ
(∂τΦ)
2
1−Rs/r
−
∫ ∞
R(τ)
drr2
B√
B +R2τ
(∂τΦ)
2
(1−Rs/r)2 +
∫ R(τ)
0
drr2
√
1 +R2τ
(∂rΦ)
2
1−Rs/r
+
∫ ∞
R(τ)
drr2
√
B +R2τ
B
(∂rΦ)
2
)
−
∫ ∞
0
drr2(∂rΦ)
2
]
, (9.10)
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T22 =4pi
∫
dτ
[1
2
(
−
∫ R(τ)
0
drr4
1√
1 +R2τ
(∂τΦ)
2 −
∫ ∞
R(τ)
drr4
B√
B +R2τ
(∂τΦ)
2
1−Rs/r
+
∫ R(τ)
0
drr4
√
1 +R2τ (∂rΦ)
2 +
∫ ∞
R(τ)
drr4
√
B +R2τ
B
(
1− Rs
r
)
(∂rΦ)
2
)]
, (9.11)
and
T33 =
8
3
pi
∫
dτ
[1
2
(
−
∫ R(τ)
0
drr4
1√
1 +R2τ
(∂τΦ)
2 −
∫ ∞
R(τ)
drr4
B√
B +R2τ
(∂τΦ)
2
1−Rs/r
+
∫ R(τ)
0
drr4
√
1 +R2τ (∂rΦ)
2 +
∫ ∞
R(τ)
drr4
√
B +R2τ
B
(
1− Rs
r
)
(∂rΦ)
2
)]
. (9.12)
Here note that from Eqs.(9.11) and (9.12) show that T33 = (2/3)T22.
For a full analysis of the stress-energy tensor we will look in the near the horizon
limit. Ideally we would like to extend this analysis to the near singularity limit as well.
However, we are working in Schwarzschild coordinates, which we cannot extend to the
near singularity limit due to the fact that the observer is being constantly accelerated
(see Chapter 5). We will then exam the behavior of the stress-energy tensor near the
horizon, i.e. in the region R ∼ Rs.
Of interest is the behavior of the stress-energy tensor near the horizon. To investigate
the effect of the radiation we will change the limit of integration from R(τ) to Rs,
allowing us to find the dominate terms in this regime. From Eq.(9.7) we see that in this
limit and with the expansion in modes we have
T00 = 4pi
∫
dτ
[
− 1
2
(
−
∫ Rs
0
drr2
(
1− Rs
r
)
1√
1 +R2τ
(∂τΦ)
2
+
∫ ∞
Rs
drr2
√
B +R2τ
B
(
1− Rs
r
)2
(∂rΦ)
2
)
−
∫ ∞
0
drr2(∂τΦ)
2
]
=
∫
dτ
[
1
2
1√
1 +R2τ
a˙kA˜kk′ a˙k′ − 1
2
√
B +R2τ
B
akC˜kk′ak′ − 1
2
a˙kD˜kk′ a˙k′
]
,
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from Eq.(9.8)
T01 = −
∫
dτ a˙kE˜kk′ak′ ,
from Eq.(9.9)
T10 = −
∫
dτakE˜
−1
kk′a˙k′ ,
from Eq.(9.10)
T11 = 4pi
∫
dτ
[1
2
(
−
∫ Rs
0
drr2
1√
1 +R2τ
(∂τΦ)
2
1−Rs/r
+
∫ ∞
Rs
drr2
√
B +R2τ
B
(∂rΦ)
2
)
−
∫ ∞
0
drr2(∂rΦ)
2
]
=
∫
dτ
[
−1
2
1√
1 +R2τ
a˙kF˜kk′a˙k′ +
1
2
√
B +R2τ
B
akG˜kk′ak′ − 1
2
akH˜kk′ak′
]
,
and from Eq.(9.11) we have
T22 = 4pi
∫
dτ
[
1
2
(
−
∫ Rs
0
drr4
1√
1 +R2τ
(∂τΦ)
2 +
∫ ∞
Rs
drr4
√
B +R2τ
B
(
1− Rs
r
)
(∂rΦ)
2
)]
=
∫
dτ
[
−1
2
1√
1 +R2τ
a˙kJ˜kk′a˙k′ +
1
2
√
B +R2τ
B
akK˜kk′ak′
]
,
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where the matrices are defined by
A˜kk′ =4pi
∫ Rs
0
drr2
(
1− Rs
r
)
fkfk′ , (9.13)
C˜kk′ =4pi
∫ ∞
Rs
drr2
(
1− Rs
r
)2
f ′kf
′
k′ , (9.14)
D˜kk′ =8pi
∫ ∞
0
drr2f ′kfk′ , (9.15)
E˜kk′ =4pi
∫ ∞
0
drr2fkf
′
k′ , (9.16)
F˜kk′ =4pi
∫ Rs
0
drr2
(
1− Rs
r
)−1
fkfk′, (9.17)
G˜kk′ =4pi
∫ ∞
Rs
drr2f ′kf
′
k′ , (9.18)
H˜kk′ =8pi
∫ ∞
0
drr2f ′kf
′
k′ , (9.19)
J˜kk′ =4pi
∫ Rs
0
drr4fkfk′ , (9.20)
K˜kk′ =4pi
∫ ∞
Rs
drr4
(
1− Rs
r
)
f ′kf
′
k′. (9.21)
To further investigate the problem, for a moment let us assume that the basis functions
are planewaves. This is a valid approximation in the asymptotic regime, however, this
will give us some insight into the problem here. For the basis functions as plane waves
we have
fk = e
ikr,
however since we are requiring real basis functions then we will take the real part of this.
Therefore we can write
Re
(∫ ∞
0
drr2f ′kfk′
)
= Re
(∫ ∞
0
drr2ei(k+k
′)r
)
.
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Performing the integral over r we then have
Re
(∫ ∞
0
drr2f ′kfk′
)
= δ(k + k′)
which is finite. Hence the other terms in Eqs.(9.7), (9.10), (9.11) and (9.12) are dominate
due to the divergences of these terms. Therefore we can ignore these extra terms, so we
then have
T00 =
∫
dτ
[
1
2
√
1 +R2τ a˙k(A˜
−1)kk′ a˙k′ − 1
2
√
B +R2τ
B
akC˜kk′ak′
]
,
T01 = −
∫
dτ a˙kE˜kk′ak′ ,
T10 = −
∫
dτakE˜
−1
kk′a˙k′ ,
T11 =
∫
dτ
[
−1
2
√
1 +R2τ a˙k(F˜
−1)kk′ a˙k′ +
1
2
√
B +R2τ
B
akG˜kk′ak′
]
,
T22 =
∫
dτ
[
−1
2
√
1 +R2τ a˙k(J˜
−1)kk′ a˙k′ +
1
2
√
B +R2τ
B
akK˜kk′ak′
]
,
which is of the same form as Hrad. We can see that the matrices in Eq.(9.21) are just
multiples of the matrices in Eq.(7.31). Therefore we can see that the eigenvalues of
Eq.(9.21) are multiples of those of Eq.(7.31), hence we can simultaneously diagonalize
the matrices as we did in Chapter 7. Finally we can write
T00 =
∫
dτ
[
−1
2
√
1 +R2τ
nm
∂2
∂b2
− nK
2
√
B +R2τ
B
b2
]
, (9.22)
T01 =−
∫
dτ a˙kE˜kk′ak′ , (9.23)
T10 =−
∫
dτakE˜
−1
kk′a˙k′ , (9.24)
T11 =
∫
dτ
[
1
2
n
√
1 +R2τ
m
∂2
∂b2
+
K
2n
√
B +R2τ
B
b2
]
, (9.25)
T22 =
∫
dτ
[
1
2
√
1 +R2τ
m
∂2
∂b2
+
K
2
√
B +R2τ
B
b2
]
, (9.26)
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where as in Chapter 7,m andK are eigenvalues, b are the eigenmodes and n is a constant
multiple. Here we note that T00, T11 and T22 have the structure of a Harmonic oscillator.
We now calculate the expectation value of the stress-energy tensor. To do this we
consider
〈Tµν〉 = 〈0|Tµν |0〉 (9.27)
where |0〉 is the vacuum state. Since the components of the stress-energy tensor have
the structure of a harmonic oscillator we take that the vacuum state is the ground state
of the harmonic oscillator (see Chapter 7). The ground state of the harmonic oscillator
is given by Eq.(7.18), thus the expectation value is
〈Tµν〉 =
∫
db
(mω0
pi
)1/2
e−mω0b
2/2Tµνe
−mω0b2/2. (9.28)
From the structure of Eqs.(9.22)-(9.26), we can see that there is a kinetic term and
a potential term which all have the same dependence on the eigenmode b. So, using
Eq.(7.18) we can write
Kinetic Term =
∫
db
(
e−mω0b
2/2 ∂
2
∂b2
e−mω0b
2/2
)
= −
√
mω0pi
4
,
and
Potential Term =
∫
db
(
e−mω0b
2/2b2e−mω0b
2/2
)
=
√
pi
4(mω0)3/2
where we used the fact that there are an infinite number of eigenmodes b (hence the
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integrals are from zero to infinity). The individual components are then,
〈T00〉 =
∫
dτ
[
1
2
√
1 +R2τ
nm
(√
mω0
4
)
− nK
2
√
B +R2τ
B
( √
pi
4(mω0)3/2
)]
, (9.29)
〈T11〉 =
∫
dτ
[
−1
2
n
√
1 +R2τ
m
(√
mω0
4
)
− K
2n
√
B +R2τ
B
( √
pi
4(mω0)3/2
)]
, (9.30)
〈T22〉 =
∫
dτ
[
−1
2
√
1 +R2τ
m
(√
mω0
4
)
− K
2
√
B +R2τ
B
( √
pi
4(mω0)3/2
)]
. (9.31)
Investigating Eqs.(9.29)-(9.31) we can see that as R→ Rs the potential term diverges
such as in the Hamiltonian of the induced radiation. Therefore we can conclude that
the components of the stress-energy tensor are divergent, however, not due to the usual
reasons. Typically this divergence of the stress-energy tensor is associated with the
divergence in the frequency ω (see for example Refs.[28, 29, 23]). To get around this
divergence, one usually either applies a cut-off for the allowed frequency or applies a
renormalization technique that makes the stress-energy tensor finite. Here we can see
that this process is not needed since the divergence is not due to the frequency (since
we never specify the basis functions), however the divergence is due to the metric itself.
The divergence in Eqs.(9.29)-(9.31) in the regime R ∼ Rs is due to the B term in
the potential term. As stated earlier, Chapters 5 and 7, this is due to the fact that we
are using Schwarzschild coordinates. The Schwarzschild observer is in an accelerated
reference frame, which causes the divergence. Therefore, as we saw in Chapter 7, to
study the question of backreaction the more appropriate observer to use would be a
truly free-falling observer such as an Eddington-Finkelstein observer. However, we will
not investigate such an observer here.
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9.1.2. Stress-Energy of the domain wall
From Eq.(9.3) we can write the determinant of the induced metric as
√−γ = R2 sin θ
√
B − R˙
2
B
= R2 sin θ
√
B − BR
2
τ
B +R2τ
(9.32)
where we used Eq.(4.7). The stress-energy tensor for the domain can then be written as
Sµν = −σγab (9.33)
where γab is again the induced metric on the surface of the domain wall. This is expected
from Eq.(B.10) in the case of the domain wall (σ = η).
9.2. Quantum Hamiltonian
Here we wish to find an appropriate way to take into account the fact that the mass of
the domain wall is changing, due to the fact that the radiation is taking mass away from
the system. To do this we will follow a technique that was first introduced in Ref.[43].
Eq.(4.12) tells us that the mass of the domain wall is approximately the Hamiltonian,
therefore we can write the Schwarzschild radius as
Rs → 2GHWall. (9.34)
The factor B in the Hamiltonian for the radiation contains the energy of the wall via
the Schwarzschild radius. So we then have
B = 1− 2GHWall
R
. (9.35)
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In the near horizon limit Eq.(4.12) can be written as
M = 4piσR2s [
√
1 +R2τ − 2piGσRs] = Hwall. (9.36)
Assuming that the velocity at the horizon is small and dropping the constant terms we
can write this as
Hwall = 2piσR
2
sR
2
τ . (9.37)
Using Eq.(9.34) we can then rewrite this as
Hwall =
1
8piσG2R2τ
(9.38)
=
(
Π2R
16piσG2
)1/3
(9.39)
where in the second line we used Eq.(5.17).
The total Hamiltonian in terms of a single mode then becomes
H =
(
Π2R
8piσG2
)1/3
+
(
1 +
(
1
1024piσG2ΠR
)2/3) Π2b
2m
+
RKb2
2
(
(16piσG2)1/3R− 2G(Π2R)1/3
)
(Π2R)
2/3
+ TµνS
µν . (9.40)
Here we note an unusual property of Eq.(9.40), the appearance of the fractional deriva-
tives. In general, fractional derivatives are non-local, that is, one cannot say that the
fractional derivative at a point x of a function f depends only on the graph of f very
near x, see for example Ref.[44]. Therefore it is expected that the theory of fractional
derivatives involves some sort of boundary conditions, involving information further out.
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The most general definition of the fractional derivative is
aD
q
t =


dq
dxq , Re(q) > 0
1, Re(a) = 0
∫ t
a(dx)
−q, Re(a) < 0.
(9.41)
Here the first case is defined as
dq
dxq
xk =
k!
(k − a)!x
k−q =
Γ(k + 1)
Γ(k − q + 1)x
k−q, (9.42)
while the third case is defined as
∫ t
a
(dx)|q|f(x) =
1
Γ(q)
∫ x
0
(x− t)|q|−1f(t)dt. (9.43)
Hence Eq.(9.40) is an differential-integral equation.
The study of the behavior backreaction is therefore very complicated. However, the
interesting thing to point out here is that, similarly to the investigation of the quantum
mechanical effects studied in Chapter 6, the presence of the non-locality again emerges.
However, in Chapter 6 the non-locality was only present when investigating the near
classical singularity regime. Here, the non-local effect is even present in the near horizon
regime.
9.3. Discussion
In this chapter we investigated the stress-energy tensor for the radiation given off during
collapse as well as investigated a way to include the loss of mass during this collapse.
We found some interesting properties of these two quantities.
First for the stress-energy tensor for the radiation, we found that the expectation
value for the stress-energy tensor is in fact infinite. However, this is not due to the usual
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difficulties. Generally when one investigates the stress-energy tensor, the infinities arise
from the basis function. Traditionally one assumes a plane-wave basis function for the
radiation, and the divergence is therefore due to the frequency of the basis function. To
avoid these infinities, one usually institutes a cut-off frequency. Here, we do not have
this problem. This is due to the fact that we never actually specify our basis functions,
hence we do not have the problem of infinities in the basis function. The divergence in
this case is due to the presence of the B−1 in the potential term. As R → Rs, B → 0
which causes the divergence. As stated in Chapters 5 and 7 this is due to the fact that
we are using Schwarzschild coordinates, where the observer is being accelerated.
To include the loss of mass into the Hamiltonian of the system, we used the technique
originally developed in Ref.[43]. Here one uses the approximation that the Hamiltonian
of the domain wall is approximately the mass of the domain wall. Therefore one can
replace the mass in the Schwarzschild radius by the Hamiltonian of the wall. Using this,
we can then rewrite the total Hamiltonian as in Eq.(9.40). The interesting thing here
is that the Hamiltonian is now in terms of fraction, not whole or partial, derivatives.
By definition, fractional derivatives are not strictly local quantities and will either give
a differential or integral equation depending on the sign of the fractional derivative. As
in Chapter 6, we recover the non-locality of the quantum effects during gravitational
collapse. Unlike in Chapter 6, these effects are now manifest even near the horizon.
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In this thesis we have investigated quantummechanical effects of gravitational collapse by
utilizing the time-dependent nature of the Functional Schro¨dinger formalism. As stressed
throughout this thesis, the Functional Schro¨dinger formalism allows us to investigate
the intermediate regimes that the standard methods cannot. Therefore we can obtain a
better understanding of what is happening during the evolution of the collapse, at least
in the context of the Functional Schro¨dinger formalism. As we have seen in the previous
chapters, the effects in this intermediate regime are robust and give good insight into
the process of collapse.
This thesis is not meant to be an exhaustive list of the different types of gravitational
collapse. Here we solely concentrated on a massive domain wall, while ignoring all other
observable quantities (such as charge and angular momentum). However, one can “eas-
ily” incorporate these observable into the system as well. For example, one can repeat
the steps above for the case of a massive-charged domain wall (i.e. Reissner-Nordstro¨m).
This has been done for the classical and quantum solutions in Ref.[45] and for the semi-
classical radiation in Ref.[46]. The analysis can also be repeated for different topologies,
other than spherically symmetric domain walls, as well as for different asymptotic space-
times (such as de Sitter or anti-de Sitter). In Ref.[47] the classical and quantum solutions
are studied for a (3+1)-dimensional BTZ black string in AdS space. It is well know that
a (3+ 1)-dimensional BTZ black string has the topology of a cylinder and is asymptotic
to AdS space-time, due to the negative cosmological constant.
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It is also important to note here that the Functional Schro¨dinger formalism is not
restricted to gravitational collapse. One could also apply the formalism to expanding
systems as well, which are essentially collapsing systems in reverse. In this case, one can
investigate an expanding de Sitter or anti-de Sitter universe and consider the radiation
and entropy during the evolution of expansion. For subsequent work on the radiation
given off during expansion, see “Time dependent fluctuations and particle production
in cosmological de Sitter and anti-de Sitter spaces,” by E. Greenwood, D. Dai and D.
Stojkovic (submitted for publication in Phys. Rev. D). In the case of de Sitter expan-
sion, which is represented by the Freedman-Robertson-Walker metric, the horizon is the
largest comoving distance which light emitted now can reach the observer at any time in
the future. It is expected that that de Sitter space can produce thermal radiation as well
(for some counter arguments see Refs.[48, 49]). In the case of anti-de Sitter expansion,
unlike de Sitter expansion, the space-time does not contain an event horizon. Therefore,
one would not expect thermal radiation with a constant temperature. However, due to
the time-dependent metric, particle production is still expected. Here it is expected that
after a short time of expansion, the universe starts recollapsing and ends up forming a
black hole, see for example Refs.[50, 51]. The Functional Schro¨dinger formalism can be
applied to these situations as well to help shed light on these questions.
97
A. Invariant Method and the Schro¨dinger
Equation
In this section we breifly review the invariant operator method developed by Lewis and
Reisenfeld in Ref.[2] as a solution to the time-dependent Schro¨dinger Equation.
Consider a system whose Hamiltonian operator H(t) is an explicit function of time,
and assume the existence of another explicitly time-dependent non-trivial Hermitian
operator I(t), which is invariant. To say that I(t) is invariant means that I(t) satisfies
the Liouville-von Neumann equation
dI
dt
=
∂I
∂t
+
1
i
[I,H] = 0 (A.1)
and since I(t) is Hermitian we have
I† = I. (A.2)
Here we will consider the analysis for a state vector
∣∣ψ〉, however, in general this also
works for a wavefunction since ψ(x) = 〈x∣∣ψ〉. We can then write the Schro¨dinger equa-
tion as
H(t)
∣∣ψ〉 = i ∂
∂t
∣∣ψ〉. (A.3)
By operating with the left-hand side of Eq.(A.1) on the state vector and using the
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Schro¨dinger equation, we obtain the relation
i
∂
∂t
(
I
∣∣ψ〉) = H (I∣∣ψ〉) , (A.4)
which implies that the action of the invariant operator on a Schro¨dinger state vector pro-
duces another solution of the Schro¨dinger equation. In general, this result is valid for any
invariant, even if the invariant involves the operation of time differentiation. However,
for our purposes, we shall consider invariants which do not involve time differentiation.
This choice allows one to derive simple and explicit rules for choosing the phases of the
eigenstates of I(t) such that these states themselves satisfy the Schro¨dginer equation.
Assume that the invariant is one of a complete set of commuting observables, so that
there is a complete set of eigenstates of I. Denote the eigenvalues of I by λ, and the
orthonormal eigenstates associated with a given λ by
∣∣λ, κ〉, where κ represents all of
the quantum numbers other than λ that are necessary for specifying the eigenstates:
I(t)
∣∣λ, κ〉 =λ∣∣λ, κ〉 (A.5)
〈λ′, κ′∣∣λ, κ〉 =δλ′λδκ′κ. (A.6)
Since the invariant is Hermitian, the eigenvalues λ are real. They are also time-independent
as we shall now see. By differentiating Eq.(A.5) with respect to time, we obtain
∂I
∂t
∣∣λ, κ〉 + I ∂
∂t
∣∣λ, κ〉 = ∂λ
∂t
∣∣λ, κ〉+ λ ∂
∂t
∣∣λ, κ〉. (A.7)
Using Eq.(A.1) we can write
i
∂I
∂t
∣∣λ, κ〉 + IH∣∣λ, κ〉 − λH∣∣λ, κ〉 = 0. (A.8)
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The scalar product of Eq.(A.8) with a state
∣∣λ′, κ′〉 is
i〈λ′, κ′∣∣∂I
∂t
∣∣λ, κ〉+ (λ′ − λ)〈λ′, κ′∣∣H∣∣λ, κ〉 = 0 (A.9)
which then implies
〈λ′, κ′∣∣∂I
∂t
∣∣λ, κ〉 = 0. (A.10)
Taking the scalar product of Eq.(A.7) with
∣∣λ, κ〉, we obtain
∂λ
∂t
= 〈λ, κ∣∣∂I
∂t
∣∣λ, κ〉 = 0. (A.11)
Since the eigenvalues are time-independent, it is clear that the eigenstates must be time-
dependent.
To investigate the connection between the eigenstates of I and the solutions so the
Schro¨dinger equation, we first write the equation of motion of
∣∣λ, κ〉 starting from
Eq.(A.7) and using Eq.(A.11):
(λ− I) ∂
∂t
∣∣λ, κ〉 = ∂I
∂t
∣∣λ, κ〉. (A.12)
By taking the scalar production with
∣∣λ′, κ′〉 and using Eq.(A.9) to eliminate
〈λ′, κ′∣∣∂I
∂t
∣∣λ, κ〉
we get
i(λ− λ′)〈λ′, κ′
∣∣ ∂
∂t
∣∣λ, κ〉 = (λ− λ′)〈λ′, κ′∣∣H∣∣λ, κ〉. (A.13)
From this, for λ′ 6= λ, we infer
i〈λ′, κ′∣∣ ∂
∂t
∣∣λ, κ〉 = 〈λ′, κ′∣∣H∣∣λ, κ〉. (A.14)
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Eq.(A.13) does not imply
i〈λ′, κ′∣∣ ∂
∂t
∣∣λ, κ〉 = 〈λ′, κ′∣∣H∣∣λ, κ〉.
If Eq.(A.14) held for λ′ = λ as well as for λ′ 6= λ, then we would immediately deduce
that
∣∣λ, κ〉 satisfies the Schro¨dinger equation, that is ∣∣λ, κ〉 is a special case of ∣∣ψ〉.
Note that the phase of
∣∣λ, κ〉 has not been fixed by our definitions. We are still free
to multiply
∣∣λ, κ〉 by an arbitrary time-dependent phase factor. Thus, we can define
a new set of eigenvectors of I(t) related to our initial set by a time-dependent gauge
transformation ∣∣λ, κ〉α = eiαλκ(t)∣∣λ, κ〉, (A.15)
where the αλκ(t) are arbitrary real functions of time. Because I(t) is assumed not to
contain time-derivative operators, the
∣∣λ, κ〉α are orthonormal eigenstates of I(t) just as
are the
∣∣λ, κ〉. For λ′ 6= λ, Eq.(A.13) also holds for matrix elements taken with respect
to the new eigenstates. Each of the new eigenstates will statisfy the Schro¨dinger if we
choose the phases αλκ(t) such that Eq.(A.13) holds for λ
′ = λ. This requirement is
equivalent to the following first-order differential equation for the αλκ(t):
δκκ′
dαλκ
dt
= 〈λ, κ′∣∣i ∂
∂t
−H∣∣λ, κ〉. (A.16)
Since each of the new set of eigenstates of I(t),
∣∣λ, κ〉α, satisfies the Schro¨dinger equation,
the general solution is ∣∣t〉 =∑
λ,κ
cλκe
iαλκ(t)
∣∣λ, κ; t〉, (A.17)
where the cλκ are time-independent coefficients. All of the state vectors with which
we have dealt so far are time-dependent, while in Eq.(A.17) we modified the notation
to indicate the dependence on time explicitly. The Schroo¨dinger state vector is now
denoted by
∣∣t〉 and the eigenstates of the invariant by ∣∣λ, κ; t〉.
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Assume that in the remote past the Hamiltonian H(t) is a constant operator H(−∞)
having a complete, orthonormal set of time-independent eigenstates
∣∣n; i〉, n being a
label for all relevant quantum numbers and i standing for “initial state.” Similiarly,
assume that in the remote future, the Hamiltonian is a constant operator H(∞) and it
possesses time-independent eigenstates
∣∣m; f〉, m labeling the quantum numbers and f
standing for “final state.” The explicit time variation of H(t) for intermediate times is
arbitrary except for piecewise continuity; in particular, we do not exclude the possibility
of variations rapid enough to render an analysis in terms of quasistationary states of
H(t) impossible.
We want to calculate the transition amplitude T (n → m) connecting an initial state∣∣n; i〉 to a final state ∣∣m; f〉. Thus we consider the case in which the Schro¨dinger state
vector
∣∣ − ∞〉 corresponds to an eigenstate ∣∣n; i〉. The superposition coefficients of
Eq.(A.17) for this problem are given by
cλκ = e
−iαλκ(−∞)〈λ, κ;−∞
∣∣n; i〉 (A.18)
from which we obtain
∣∣t〉 =∑
λ,κ
exp (i [αλκ(t)− αλκ(−∞)])
∣∣λ, κ; t〉〈λ, κ;−∞∣∣n; i〉. (A.19)
The transition amplitude is therefore given by
T (n→ m) = 〈m; f ∣∣∞〉
=
∑
λ,κ
exp (i [αλκ(∞)− αλκ(−∞)]) 〈m; f
∣∣λ, κ;∞〉〈λ, κ;−∞∣∣n; i〉. (A.20)
The properties of I(t) apply equally well to any operator that is an invariant corre-
sponding to a given H(t). In general, for a system of f degrees of freedom, there is
an infinite family of such invariants, the members of which are functions of a set of f
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independent invariants. Two such invariants will, in general, have different eigenstates,
different time derivatives, and different commutators with the Hamiltonian. However,
one must arrive at the same physical results no matter what invariant we use and,
therefore, the choice of which particular invariant to use may be made on the basis of
mathematical convenience. Here we demonstrate that the physical result is independent
of the choice of invariant, we give a direct proof that a transition amplitude, such as in
Eq.(A.20) is indeed independent of our choice of invariant.
Suppose that we have two complete orthonormal sets of states,
∣∣v; t〉 and ∣∣w; t〉, all
of which satisfy the time-dependent Schro¨dinger equation; and suppose that the states∣∣v; t〉 are eigenstates of one set of operators, whose eigenvalues are labeled by v, and
that the states
∣∣w; t〉 are eigenstates of a different set of operators, whose eigenvalues are
labeled by w. The transition amplitude T (n→ m) can be expressed as
T (n→ m) =
∑
v
〈m; f ∣∣v;∞〉〈v;−∞∣∣n; i〉 (A.21)
or as
T (n→ m) =
∑
w
〈m; f ∣∣w;∞〉〈w;−∞∣∣n; i〉. (A.22)
We want to show directly that these two expressions are the same. The completeness of
the states
∣∣w; t〉 requires ∣∣v; t〉 =∑
w
∣∣w; t〉〈w; t∣∣v; t〉. (A.23)
Operating on this equation with (i(∂/∂t)−H), and using the facts that all of the states
satisfy the Schro¨dinger equation and that the states
∣∣w; t〉 are orthogonal, we obtain
∂
∂t
〈w; t
∣∣v; t〉 = 0. (A.24)
Thus the quantity 〈w; t∣∣v; t〉 is independent of time. We now use the completeness of the
state
∣∣v; t〉 and ∣∣w; t〉, Eq.(A.24), and the orthonormality of the states ∣∣w; t〉 to rewrite
103
APPENDIX A. INVARIANT METHOD AND THE SCHRO¨DINGER EQUATION
Eq.(A.21) as
T (n→ m) =
∑
v,w,w′
〈m; f ∣∣w;∞〉〈w;∞∣∣v;∞〉〈v;−∞∣∣w′;−∞〉〈w′;−∞∣∣n; i〉
=
∑
v,w,w′
〈m; f ∣∣w;∞〉〈w;−∞∣∣v;−∞〉〈v;−∞∣∣w′;−∞〉〈w′;−∞∣∣n; i〉
=
∑
w
〈m; f ∣∣w;∞〉〈w;−∞∣∣n; i〉. (A.25)
Thus, Eqs.(A.21) and (A.22) are the same, as asserted.
Suppose for simplicity that the eigenstates of I are nondegenerate, so that the eigen-
value of I is the only quantum number required for describing the system. When this
is so, as it is in our discussion of the time-dependent harmonic oscillator, then it is
particularly convenient to choose an invariant having the property that it becomes time-
independent as t → −∞ so that the commutator [I(−∞),H(−∞)] vanishes. Then the
normalized eigenvectors of H(−∞) and I(−∞) are identical to within constant phase
factors. Consequently, we may choose the initial state |n; i〉 simply to be a eigenstate of
I(−∞), say |λ;−∞〉. Eq.(A.20) then reduces to
T (n→ m) = exp (i [αn(∞)− αn(−∞)]) 〈m; f |λn;∞〉, (A.26)
and the transition probability is given by
Pnm = |T (n→ m)|2
= |〈m; f |λn;∞〉|2 . (A.27)
As t → ∞, the invariant operator I(t) in general remains time-dependent and does
not commute with the Hamiltonian. Therefore, the state |λm;∞〉 in Eq.(A.27) is a
superposition of eigenstates of H(∞); this is another expression of the fact that energy
is not conserved in our system.
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From the structure of Eq.(A.20), it is apparent that we may express the transition
amplitude as a matrix element of an S matrix by writing
S =
∑
λ,κ
eiαλκ(∞)|λ, κ;∞〉〈λ, κ;−∞|e−αλκ(−∞) ,
T (n→ m) = 〈m; f |S|n; i〉. (A.28)
It is easily verified that this operator is unitary:
S†S = SS† = 1. (A.29)
In the special case that the Hamiltonian operators in the remote past and distant future
are identical, H(−∞) = H(∞), so that the initial and final states are the same set, we
may define an elastic scattering operator R in the standard fashion:
S = 1 + 2piiR. (A.30)
The operator R describes the nondiagonal transitions just as S does, but subtracts a
noninteracting part from the diagonal amplitudes so that 〈n|R|n〉 represents a “forward
reaction amplitude” from the state |n〉 to the same state. The unitarity of the S matrix
implies ∑
m
|〈m|R|n〉|2 = 1
pi
Im(〈n|R|n〉), (A.31)
which is a statement of the optical theorem: the total reaction probability is proportional
to the imaginary part of the forward reaction amplitude.
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B.1. The Gauss-Codazzi Formalism
Here we wish to solve Einstein’s equations in the presence of stress-energy sources con-
fined to three-dimensional time-like hypersurfaces for a general metric. Following the
methods used by Ipser and Sikivie, Ref.[4], we shall use the Gauss-Codazzi formalism.
The Gauss-Codazzi equations relate the four-dimensional geometry of the overall
global space-time to their projection onto a three-dimensional hypersurface embedded
within the original four-dimensional space-time. This is done by investigating the in-
trinsic and extrinsic curvature of the three-dimensional time-like hypersurface. The
Gauss-Codazzi formalism allows one to find the equations of motion for a collapsing
domain wall in a very systematic way. To find the equations of motion, one needs to
specify the metric (and associated energy-momentum tensor) only.
In this chapter we wish to develop the Gauss-Codazzi formalism for a general metric
where the only initial requirement is that the coefficients of the metric depend on position
and time only. We will then arrive a final equation which depends on the coefficient
(and derivatives of), as well as its associated energy-momentum tensor, which will allow
us to find the equations of motion for the collapsing domain wall once the metric is
completely specified. After we develop the general equations, we will compare our result
with that found in the literature for two different specified metrics: the Schwarzschild
and Reissner-Nordstro¨m metrics, respectively. The Schwarzschild and Reisner-Norstro¨m
metric coefficients both depend on position only, hence these are an example of a special
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case of the general method we are working with here.
B.1.1. The Equations
Here we follow the technologies developed in Ref.[4]. Let S denote a three-dimensional
time-like hypersurface containing stress-energy and let ξa be its unit spacelike normal
(ξaξ
a = 1). The three-metric intrinsic to the hypersurface S is
hab = gag − ξaξb (B.1)
where gab is the four-metric of the space-time. Here hab is known as the projected tensor
for the hypersurface S, see Ref.[25]. This is due to the fact that, when acting hab on a
vector va, it will project it tangent to the hypersurface, hence orthogonal to ξa,
(habv
a)ξb = gabv
aξb − ξaξbvaξb
= vaξa − vaξa
= 0.
Let ∇a denote the covariant derivative associated with gab and let
Da = ha
b∇b, (B.2)
hence Da is the covariant derivative on the induced three-dimensional hypersurface. The
extrinsic curvature of S, denoted by piab, is defind by
piab ≡ Daξb = piba. (B.3)
The extrinsic curvature depends on how the hypersurface is embedded in the full four-
dimensional space-time. The extrinsic curvature is used to differentiate different topolo-
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gies. For example, intrinsic geometry of a cylinder and a torus can be flat, however, we
know the exterior geometry of each is different. This different topology is given in the
extrinsic curvature, which will tell us that we are actually on a torus or a cylinder.
The contracted forms of the first and second Gauss-Codazzi equations are then given
by
3R+ piabpi
ab − pi2 = −2Gabξaξb (B.4)
habDcpi
ab −Dapi = Gbchbaξc. (B.5)
Here 3R is the Ricci scalar curvature of the three-geometry hab of S, pi is the trace of
the extrinsic curvature, and Ga
b is the Einstein tensor in four-dimensional space-time.
Here we will be working with infinitely thin domain walls. The stress-energy tensor
Tab of four-dimensional space-time then is assumed to have a δ-function singularity on
S. This in turn implies that the extrinsic curvature has a jump discontinuity across S,
since the extrinsic curvature is analogous to the gradient of the Newtonian gravitational
potential. Therefore we can introduce
γab ≡ pi+ab − pi−ab (B.6)
which is the difference between the exterior and interior extrinsic curvatures, and
Sab ≡
∫
dlTab, (B.7)
where l is the proper distance through S in the direction of the normal ξa, and where the
subscripts ± refer to values just off the surface on the side determined by the direction
of ±ξa. Hence the direction for, say +ξa will be in the direction of the exterior geometry
of the domain wall, while −ξa will denote the direction of the interior geometry of
the domain wall. As we shall discuss below, these geometries will be different for the
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case of the spherically symmetric domain wall. Using Einstein’s and the Gauss-Codazzi
equations, one can show that (see Ref.[7])
Sab = − 1
8piGN
(γab − habγcc) . (B.8)
We can also introduce the “average” extrinsic curvature
p˜iab =
1
2
(pi+ab + pi−ab) (B.9)
which will be important later.
B.1.2. The Surface Stress-Energy Tensor
Here we restrict ourselves to sources for which the stress energy tensor is given by, see
Ref.[4]
Sab = σuaub − η
(
hab + uaub
)
(B.10)
which is the material sources consisting of a perfect fluid. In Eq.(B.10) ua is the four-
velocity of any observer whose world line lies within S and who sees no energy flux in
his local frame, and where σ is the energy per unit area and η is the tension measured
by the observer. For a dust wall it is well known that η = 0, while for a domain wall
η = σ. For a domain wall Eq.(B.10) reduces to
Sab = −σhab. (B.11)
We also note that the four-velocity ua is a time-like unit vector orthogonal to the space-
like unit normal ξa, i.e.,
uau
a = −1, ξaua = 0, ξaξa = +1.
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B.1.3. Attractive Energy
Here we derive equations for an observer who is hovering just above the surface S
on either side. Let the vector field ua be extended off S in a smooth fashion. The
acceleration
ua∇aub = (hbc + ξbζc)ua∇auc
= hbcu
a∇auc − ξbuaucpiab (B.12)
has a jump discontinuity across S since the extrinsic curvature has such a discontinuity.
The perpendicular components of the accelerations of observers hovering just off S on
either side satisfy
ξbu
a∇aub
∣∣∣
+
+ ξbu
a∇aub
∣∣∣
−
=− 2uaubp˜iab
=− 2η
σ
(hab + uaub)p˜iab − 2 1
σ
Sabp˜iab (B.13)
and
ξbu
a∇aub
∣∣∣
+
− ξbua∇aub
∣∣∣
−
= −uaubγab
= 4piGn(σ − 2η). (B.14)
Here we comment on the precense of the second term on the right hand side of Eq.(B.13).
This term takes into account the contributions to the energy-tensor Tab which are present
in the vacuo on opposite sides of S. For example, if there is only mass present, then Tab
vanishes off the shell, hence the second term is zero. In the case of charge present, then
Tab does not vanish, then the contribution to Tab outside can be taken from the Maxwell
tensor.
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B.2. Spherical Walls
In this section we shall obtain the asymptotically flat solutions to Einstein’s equations
for spherically symmetric domain walls with an arbitrary metric. Here we will consider
two cases. First we will consider the case where the metric coefficients only depend on
the radial position of the domain wall. Second, we will consider the case where the
metric coefficients depend on both the radial position of the domain wall and the time.
B.2.1. Radial dependence only
For a spherical shell of stress-energy, let the unit normal ξ+ point in the outward radial
direction. It is well known that asymptotic flatness and spherical symmetry requires
that the interior geometry is flat (Birkhoff’s theorem). For the external geometry we
will choose an arbitrary metric. First we shall consider the case where the coefficients
only depend on position. Hence,
(ds2)+ =− ev(r)dt2 + eu(r)dr2 + r2dΩ2
=−A(r)dt2 +B(r)2dr2 + r2dΩ2 for r > R(t) (B.15)
and
(ds2)− = −dT 2 + dr2 + r2dΩ2 for r < R(t) (B.16)
where
dΩ2 = dθ2 + sin2 θdφ2. (B.17)
Here the equation of the wall is
r = R(t). (B.18)
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One finds for the components of ua and ξa (a = t or T, r, θ, φ, in that order)
(ua+) = (βA(r)
−1, Rτ , 0, 0), (u
a
−) = (α,Rτ , 0, 0),
(ξa+) = (RτA
−1, β(AB)−1, 0, 0), (ξa−) = (Rτ , α, 0, 0). (B.19)
Here Rτ = dR/dτ , where τ is the propertime of an observer moving with four-velocity
ua at the wall, and
α ≡Tτ =
√
1 +R2τ , (B.20)
β ≡Atτ =
√
A(r) +A(r)B(r)R2τ . (B.21)
However, here we should comment that the condition that ξ is of unit normal, this then
implies the condition that
B(r) =
1
A(r)
. (B.22)
Therefore we can rewrite Eq.(B.21) as
α ≡Tτ =
√
1 +R2τ , (B.23)
β ≡ =
√
A(r) +R2τ . (B.24)
These expressions and the definitions Eqs.(B.2), (B.3) and (B.9) imply that
(hab + uaub)p˜iab = (ξ
r
+ + ξ
r
−)
1
R
, (B.25)
and
ξbu
a∇aub
∣∣∣
+
=
1
β
[
Rττ +
A′
2
]
ξbu
a∇aub
∣∣∣
−
=
1
α
Rττ (B.26)
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where
A′ =
dA(r)
dr
∣∣∣
r=R(t)
. (B.27)
Substituting into Eqs.(B.13) and (B.14) then yields the equations of motion
(α+ β)Rττ =− 2η
σ
αβ(α + β)
R
− αA
′
2
− 2αβ
σ
Sabp˜iab (B.28)
(α− β)Rττ =4piαβG(σ − 2η)− αA
′
2
. (B.29)
Taking the ratio of Eqs.(B.28) and (B.29) allows us to eliminate Rττ from the expression,
so we then find
σ(σ − 2η) + (1−A)η
2pi(α+ β)GR
− A
′σ
4pi(α+ β)G
+
(1−A)Sabp˜iab
4pi(α + β)2G
= 0 (B.30)
Here we make some general comments on Eqs.(B.28) and (B.29). First, in the absence
of stress-energy outside the domain wall, Rττ is always negative provided η ≥ 0. Hence
a spherical domain wall with, say only mass, with η ≥ 0 will always collapse to a black
hole, regardless of its size. Second, in the presence of stress-energy outside the domain
wall, Rττ is always positive provided that the source term is small compared to the
other terms. However, if the source term is large compared to the other terms, Rττ can
become positive at some point. This means that the collapsing object will turn around
and begin to expand.
Eq.(B.30) allows us to find the equations of motion for a specific geometry, provided
that the coefficient A = A(r), i.e. is only a function of position. In the next section we
demonstrate the findings in Eq.(B.30) for two specific cases found in the literature. This
will allow us to demonstrate ease of the general form of the equations of motion.
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B.2.2. Radial and Time dependence
In this section we will write the exterior metric, Eq.(B.15), as
(ds2)+ =− ev(r,t)dt2 + eu(r,t)dr2 + r2dΩ2
=−A(r, t)dt2 +B(r, t)2dr2 + r2dΩ2 for r > R(t) (B.31)
where we will maintain that the interior metric is still given by the Minkowski line
element. We will again take that the equation of the wall is given by Eq.(B.18), this
then gives that the components of ua and ξa are unchanged in form from Eq.(B.19).
Note however that one does have to make the change from A(r) and B(r) to A(r, t) and
B(r, t), respectively. As in the case of radial dependence only, the condition that ξa is a
normalized space-like vector, we again have the condition that
B(r, t) =
1
A(r, t)
. (B.32)
Therefore we define α and β in the same manner as in the case with only radial depen-
dence, using the suitable substitution.
We can then find that the acceleration outside and inside the domain wall are given
by
ξbu
a∇aub
∣∣∣
+
=
1
β
[
Rττ +
A′
2
]
+
A˙R˙
2A3β
[
A2 + 2R˙2(A− β)− 3Aβ
]
ξbu
a∇aub
∣∣∣
−
=
1
α
Rττ (B.33)
where A′ is given in Eq.(B.27) and
A˙ =
dA
dt
. (B.34)
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Comparing the acceleration outside the domain wall for the radial and time dependent
metric coefficient, Eq.(B.33), to that of the acceleration outside the domain wall for the
radially dependent metric coefficient, Eq.(B.26), we see that the acceleration outside
the domain in the new case is just the acceleration in the radial case modified by an
additional term which depends on t-derivatives of the metric coefficient. This is not an
unexpected result.
Substituting Eq.(B.33) into Eqs.(B.13) and (B.14) then yields the equations of motion
(α+ β)Rττ =− 2η
σ
αβ(α + β)
R
− αA
′
2
− 2αβ
σ
Sabp˜iab
− A˙R˙α
2A3
[
A2 + 2R˙2(A− β)− 3Aβ
]
(B.35)
(α− β)Rττ =4piαβGN (σ − 2η)− αA
′
2
− R˙A˙α
2A3
[
A2 + 2R˙2(A− β)− 3Aβ
]
. (B.36)
Taking the ratio of Eqs.(B.35) and (B.36) allows us to eliminate Rττ from the expression,
so we then find
0 =σ(σ − 2η) + (1−A)η
2pi(α + β)GNR
− A
′σ
4pi(α+ β)GN
+
(1−A)Sabp˜iab
4pi(α + β)2GN
− A˙R˙σ
4piGNA3(α+ β)
[
A2 + 2R˙2(A− β)− 3Aβ
]
(B.37)
Here we make some general comments on Eqs.(B.35) and (B.36). First, we again see
that the first three terms in Eq.(B.35) and the first two terms in Eq.(B.36) are identical
to the radially dependent metric coefficients only, where the last term comes from the
time dependence of the metric coefficients. Second, it is not as obvious in this case the
behavior of the domain wall. In the case of gravitational collapse, R˙ < 0, making the
last term positive.
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B.3. Examples
In this section we present some examples using the equation of motion in Eq.(B.30).
First, we will investigate the case of a massive domain wall. We will show that Eq.(B.30)
automatically leads to the equation of motion arrived at by Ipser and Sikivie, see Ref.[4].
Second, we will investigate the case of a massive-charged domain wall. We will show
that Eq.(B.30) automatically leads to the equation of motion arrived at by Lo´pez, see
Ref.[6].
Here we note that the usual procedure for determining the metric coefficients is to
consider the asymptotic region of space-time (see for example Ref.[42]). Here one writes
the Ricci tensor, which gives the equations of motion for the the metric coefficients.
Then using the asymptotic requirements of the space-time, one integrates the equations
of motion for the metric coefficients and fixes the integration constant. As stated above,
we will just start with the metric coefficients to find the conserved quantities for the
collapsing domain wall.
B.3.1. Massive Domain Wall
It is well known that asymptotic flatness and spherical symmetry require the exterior
geometry to be Schwarzschild. Therefore we can write Eq.(B.15), the exterior metric, as
(ds2)+ = −
(
1− 2GM
r
)
dt2 +
(
1− 2GM
r
)−1
dr2 + r2dΩ2. (B.38)
Comparing the Schwarzschild metric with Eq.(B.15), one can then identify
A(r) = 1− 2GM
r
. (B.39)
Since the domain wall only contains mass, the stress-energy is only present on the domain
wall. Hence Tab vanishes outside of the domain wall. Therefore using Eq.(B.30) we can
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immediately write
σ(σ − 2η)− 2GM
R2
(σ − 2η)
4pi(α + β)G
= 0, (B.40)
or rearranging the terms we have
M =
1
2
(α+ β)4piσR2
=
1
2
[√
1 +R2τ +
√
1− 2GM
R
+R2τ
]
4piσR2 (B.41)
where in the second line we use the definition of α and β, Eqs.(B.23) and (B.24) re-
spectively. This is identical to Eq.(3.8) in Ref.[4], for the case of the massive domain
wall.
B.3.2. Massive-Charged Domain Wall
Since the domain wall is charged, and spherically symmetric, the geometry outside the
domain wall is given by the Reissner-Nordstro¨m solution to Einstein equations. There-
fore we can write Eq.(B.15), the exterior metric, as
(ds2)+ =−
(
1− 2GM
r
+
Q2
r2
)
dt2 +
(
1− 2GM
r
+
Q2
r2
)−1
dr2 + r2dΩ2. (B.42)
Comparing the Reissner-Nordstro¨m metric with Eq.(B.15), one can then identify
A(r) = 1− 2GM
r
+
Q2
r2
. (B.43)
In this case the domain wall contains both mass and charge, thus the stress-energy out-
side of the shell is taken from Maxwell’s tensor, since the inside portion of the spherically
symmetric domain wall will not feel the influence of the charge. The only nonvanishing
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components outside the domain wall are
T0
0 = T1
1 = −T22 = −T33 = − Q
2
8pir4
. (B.44)
By taking the difference of Eq.(B.4) on opposite sides of S, one finds
− 2
σ
Sabp˜iab =
Q2
4piσR4
. (B.45)
Therefore using Eq.(B.30) we can write
[
(σ − 2η) + Q
2
4pi(α + β)R3
][
σ − (GM −
Q2
2R )
2pi(α+ β)R2
]
= 0. (B.46)
Although this is an algebraic equation of second degree in σ, only one of the two roots
holds
σ =
(GM − Q22R )
2pi(α+ β)R2
, (B.47)
which, using Eqs.(B.23) and (B.24) can be put in the form
α− β = 4piσGR. (B.48)
Therefore, solving for the mass yields
M =
Q2
2GR
+ 4piσR2
[√
1 +R2τ − 2piσGR
]
(B.49)
which is identical to Eq.(61) in Ref.[6], for the case of the massive-charged domain wall.
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C. ρ(t) Equation
This work was originally completed in Ref.[30], here we will outline the results.
In the range t < 0, ω is a constant and the solution to Eq.(3.5) is
ρ(η) =
1√
ω0
. (C.1)
In the range of interest, during the time of gravitational collapse, we do not have an
analytical solution to Eq.(3.5). However, we can find certain useful properties of ρ(t).
First note that in terms of η
ω2 =
ω20
1− η/Rs . (C.2)
Then after rescaling, Eq.(3.5) can be written as
d2f
dη′2
= −(ω0Rs)2
[
f
1− η′ −
1
f3
]
(C.3)
where η′ = η/Rs, f =
√
ω0ρ. The boundary conditions are then
f(0) = 1,
df(0)
dη′
= 0. (C.4)
The last term in Eq.(C.3) becomes singular as f → 0. We can then consider a more
well behaved function for 1/f3. For example
d2g
dη′2
= −(ω0Rs)2
[
g
1− η′ − g
]
(C.5)
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with boundary conditions
g(0) = 1,
dg(0)
dη′
= 0. (C.6)
Eq.(C.5) implies that g(η′) is a monotonically decreasing function as long as g(η′) > 0.
Furthermore, it is decreasing faster than the solution for f as long as f < 1, since the
1/f3 in Eq.(C.3) is a larger “repulsive” force than the g term in Eq.(C.5). So
g(η′) ≤ f(η′) (C.7)
for all η′ such that g(η′) > 0.
Eq.(C.5) with initial conditions Eq.(C.6) can be solved in terms of degenerate hyper-
geometric functions. The important part for us is that g is positive for all η′ and, in
particular, g(1) > 0 for all the values of ω0Rs that we have checked. Therefore f(η
′) is
positive, at least for a wide range of ω0Rs.
We can find some more properties of ρ(t). Let f1 = f(1) 6= 0. Then the equation for
f can be expanded near η′ = 1.
d2f1
dη′2
∼ −(ω0Rs)2
[
f1
1− η′ −
1
f31
]
. (C.8)
This shows that
df
dη′
∼ (ω0Rs)2f1 ln(1− η′)→ −∞ (C.9)
as η′ → 1.
Hence ρ(η = Rs) is strictly positive and finite while ρη(η = Rs) = −∞ for finite and
non-zero ω0. Since f =
√
ω0ρ and f → 1 for ω0 → 0, we also see that ρ→∞ and ρη → 0
as ω0 → 0.
In the range tf < t, ω is a constant. However, the solution for ρ is not constant, unlike
in the range t < 0, since the constant solution 1/
√
ω(tf ) does not necessarily match up
with ρ(tf−) to ensure a continuous solution. Yet it is easy to check that in this range
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N˙ = 0 and so there is no change in the occupation numbers. So we need only find
N(tf−, ω¯) to determine N(t→∞, ω¯).
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D. ρ(τ ) Equation
To get an understanding of the number of particles created in the region near the horizon
we need to investigate the behavior of the function ρ(τ) near the Schwarzschild radius.
Near the horizon we can then write the velocity term as
|Rτ | ≈ const ≡ A. (D.1)
In this limit the position of the shell is then, from Eq.(5.21)
R(τ) ≈ R˜0 −Aτ (D.2)
where, as stated in Chapter 5, R˜0 is the initial position of the shell, we can write
√
1 +R2τ
|Rτ | ≡ C. (D.3)
Therefore the frequency becomes
ω2 ≈ ω
2
0
CB
. (D.4)
Therefore the auxiliary equation becomes
ρηη + ω
2
0
Rs
C((R0 −Rs)−Aτ)ρ =
1
ρ3
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or using Eq.(7.37) we can write this as,
1
C2
d2ρ
dτ2
+ ω20
Rs
C((R0 −Rs)−Aτ)ρ =
1
ρ3
. (D.5)
After rescaling we can write this as
d2f
dτ ′2
= −A
2ω
3/2
0 R
3/4
s C5/4
(R0 −Rs)11/4
[
f
1− τ ′ −
1
f3
]
(D.6)
where τ ′ = Aτ/(R0−Rs), and f = √ω0(Rs/C(R0−Rs))1/4ρ. The boundary conditions
are then
f(0) =
(
Rs
C(R0 −Rs)
)1/4
,
df(0)
dτ ′
= 0. (D.7)
The last term with the 1/f3 becomes singular as f → 0. Let us consider another equation
with this term replaced by another more well behaved function. For example consider,
d2g
dτ ′2
= −A
2ω
3/2
0 R
3/4
s C5/4
(R0 −Rs)11/4
[
f
1− τ ′ − g
]
(D.8)
where the boundary conditions in Eq.(D.7) become
g(0) =
(
Rs
C(R0 −Rs)
)1/4
,
dg(0)
dτ ′
= 0. (D.9)
Eq.(D.8) implies that g(τ ′) is a monotonically decreasing function as long as g(τ ′) > 0.
It is decreasing faster than the solution for f as long as f < 1, since the 1/f3 term in
Eq.(D.6). Therefore we have
f(τ ′) ≥ g(τ ′) (D.10)
for all τ ′ such that g(τ ′) > 0.
The solution for g is positive for all τ ′ and, in particular, g(1) > 0 for all the values
A2ω
3/2
0 C
5/4R
3/2
s /(R0−Rs)11/4 that we have checked. Therefore f(τ ′) is positive, at least
for a wide range.
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Let f1 = f(1) 6= 0. Then the Eq.(D.6) can be expanded near τ ′ = 1,
d2f1
dτ ′2
= −A
2ω
3/2
0 R
3/4
s C5/4
(R0 −Rs)11/4
[
f1
1− τ ′ −
1
f31
]
(D.11)
Integrating Eq.(D.11) we can then write
df
dτ ′
∼ A
2ω
3/2
0 R
3/4
s C5/4
(R0 −Rs)11/4
f1 ln(1− τ ′)→ −∞ (D.12)
as τ ′ → 1. Hence ρ(τ = (R0 − Rs)/A) is strictly positive and finite while ρτ (τ =
(R0 −Rs)/A) = −∞ for finite and non-zero ω0.
We are calculating the occupation number N as a function of frequency ω at some
fixed time. From Eq.(D.4) we see that, in order to keep ω fixed in time, ω0 → 0 as
B → 0. Thus, ω varies with ω0 and not with time. Since f = (Rs/C(R0 − Rs))1/4,
and f = (Rs/C(R0 − Rs))1/4 for ω0 → 0, we see that ρ → ∞ and ρτ = 0 as ω0 → 0.
This implies taht the occupation number in Eq.(3.21) diverges as τ → τc since B → 0
as τ → τc.
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