ident that the formula from [1] is numerically less stable than our formula; the mutual inductance should change smoothly in all the cases. Although our formula also suffers from some numerical stability problems in some cases (such as , the numerical problems are minuscule compared to those in the counterparts. Double precision is used in the previous results. At long double precision, the results from both formulas will prove. However, our results will still be much better. The reason that our formula is more stable is that it expresses the mutual inductance in terms of self inductance and makes use of the stable self inductance formula.
ident that the formula from [1] is numerically less stable than our formula; the mutual inductance should change smoothly in all the cases. Although our formula also suffers from some numerical stability problems in some cases (such as Figs. [4] [5] [6] , the numerical problems are minuscule compared to those in the counterparts. Double precision is used in the previous results. At long double precision, the results from both formulas will prove. However, our results will still be much better. The reason that our formula is more stable is that it expresses the mutual inductance in terms of self inductance and makes use of the stable self inductance formula.
V. CONCLUSION
In this brief, we proposed a new exact closed-form formula for the mutual inductance between parallel rectangular conductors. It reveals the inverse relation between mutual inductance and self inductance. Moreover, it is numerically more stable than the formula in [1] .
I. INTRODUCTION
In recent years, recurrent neural networks are widely studied, because of their immense potentials of application prospective. The Hopfield neural networks and cellular neural networks are typical representative recurrent neural networks among others. 
where aij and bij are constant connection weights, ci is a positive constant, 0 ij (t) is the time delay, I i is an external input or bias, and fj and gj are neuron activation functions i; j 2 f1; 2; . . . ; ng.
Such a recurrent neural-network model represents a general class of recurrent neural networks with or without time delays. In particular, when f j is a sigmoid function and g j 0(j = 1; 2; . . . ; n), the neural-network model (1) is the continuous-time Hopfield network. Similarly, when f j (u) = (ju + 1j 0 ju 0 1j)=2 and g j 0 or g j f j (j = 1; 2; . . . ; n), the neural-network model (1) represents the cellular neural networks without or with time delays, respectively. Global stability of various recurrent neural networks has been investigated extensively. In stability analysis of neural networks, the qualitative properties primarily concerned are uniqueness, global asymptotic stability, and global exponential stability of their equilibria. When g j 0(j = 1; 2; . . . ; n); global asymptotic stability and global exponential stability of the neural network (1) are studied in [1] - [3] , [5] - [7] , [9] , and [10] under the assumption of boundedness, continuous differentiability, and monotonicity of f j . Absolute exponential stability of a general class of neural networks is also studied in [8] and [11] . When gj 0 and fj is monotonic and unbounded or even a strict increasing unbounded exponential-type function, some results of global asymptotic stability of (1) can be found in [12] . The results about global stability of the neural network (1) can also be founded in [13] - [18] .
In many engineering applications and hardware implementations of neural networks, time delays even varying delays in neuron signals are often inevitable, because of internal or external uncertainties. In addition, to increase the convergence rate of neural networks tending toward equilibria, it is very important to achieve global exponential stability. Therefore, criteria for global exponential stability are very useful for analyzing and designing neural networks. Besides, it is highly desirable to obtain the rate of global convergence which only depends on the parameters of neural networks. Therefore, the global exponential stability of neural networks with time-varying delays deserves in-depth investigations.
This brief discusses the global exponential stability of the neural-network model (1) with finite time-varying delays. Several sufficient conditions for global exponential stability are derived. These conditions are useful to analyze the global exponential stability of the neural networks with time-varying delays. Moreover, these conditions can help to determine the exponential convergence rates of the neural networks.
II. PRELIMINARIES
Throughout of this brief, we denote juj as the absolute-value vector, i.e., juj = (ju 1 j; ju 2 j; . . . ; ju n j)
T ; jAj as the absolute-value matrix; i.e., jAj = [ja ij 
Then, the neural network (1) can be rewritten as
bijgj(xj(t 0 ij(t))): k (t1) = 0; G (1) k (t2) = "
for s 2 (t 1 ; t 2 ]; G (1) k (s) > 0 and for j = 1; 2; . . . ; n; t 2 [t 0 0 ; t 2 ] G (1) j (t) ":
On the other hand, by (3), (5), and (7), 
we proceed similarly to show that G (2) k (t3) > 0; t3 > t0, which leads to a contradiction as before.
Lemma 1 provides a new technique based on the concept of comparison. Different from the Lyapunov method, the new technique shows that if the given conditions hold, the state of (3) is always bounded by two exponential functions with opposite signs. As a result, the equilibrium of (3) is globally exponentially stable.
Lemma 2 [4]:
n is a homeomorphism of R n onto itself if H is injective on R n and lim kxk !+1 kH(x)k p = +1.
Lemma 3: Let P be a given n 2 n matrix and
If is an eigenvalue ofP , then 0 is also an eigenvalue ofP and 2
is an eigenvalue of PP T and P T P . f(x(t)) = ( f 1 (x 1 (t)); f 2 (x 2 (t)); . . . ; f n (x n (t))) T ;
III. MAIN RESULTS
g(x(t 0 (t))) = ( g 1 (x 1 (t 0 1 (t))); g 2 (x 2 (t 0 2 (t))); . . . ; g n (x n (t 0 n(t)))) T ; I = (I1; . . . ; In)
T .
Corollary 1:
Let ij (t) = j (t) for all i; j 2 f1; 2; . . . ; ng.
Bj is a nonsingular M matrix, then (1) is globally exponentially stable. Proof: First we will prove that (1) has a unique equilibrium point.
Let H1(u) = 0Cu+A f(u)+B g(u)+I, then H1 is injective on R n .
Otherwise, on the one hand, there exists u 6 = v; u; v 2 R n such that i.e., (1) has a unique equilibrium. Taking x(t) = u(t) 0 u 3 , the neural network (1) is rewritten as (2). It follows that Corollary 1 holds.
Remark 1: Corollary 1 provides an easily testable criterion to ascertain the global exponential stability of neural networks with timevarying delays. In addition, Corollary 1 provides a method to estimate the rate of exponential convergence of neural networks by solving transcendental equation p i (s i ) = 0 (i = 1; 2; . . . ; n) and taking the smallest s i as the estimated rate of exponential convergence of the neural network (2) . Moreover, since pi is monotone, pi(0) < 0 and p i (c i ) 0, it is easy to estimate the rate of exponential convergence by using a bi-section method. In contrast to the results in [17] , the result in Corollary 1 can be applied to neural networks with time-varying delays and can be used to estimate the convergence rate. 
where y(t) = (y1(t); y2(t); . . . ; yn(t)) T . Taking V (t) = n i=1 w i y 2 i (t), obviously, it is positive definite and follows dV (t) dt (14) =2 n i=1 w i y i (t) It follows from (13) that dV (t)=dt j (14) is negative definite. Therefore, the equilibrium point of differential system (14) 
dt (2) =02x T (t)Cx(t) + (x T (t); f T (x(t)))
2Ã(x T (t); f T (x(t))) T + (x T (t); g T (x(t 0 (t)))) 2B(x T (t); g T (x(t 0 (t)))) T :
By Lemma 1, Theorem 2 holds. (1) is globally exponentially stable. Proof: First we will prove that (1) has a unique equilibrium point.
Let H2(u) = 0Cu+A f(u)+B g(u)+I, then H2 is injective on R n .
Otherwise, there exist u; v 2 R n ; u 6 = v, such that H 2 (u) = H 2 (v), (1) has a unique equilibrium point. Taking x(t) = u(t) 0 u 3 , (1) is modified as (2).
Last, we will prove the equilibrium point u 3 is globally exponentially stable. Let f(x(t)) = (expfx(t)g0 expf0x(t)g)=(expfx(t)g+ expf0x(t)g), According to Corollary 1, this neural network is globally exponentially stable. However, the conditions in [1] - [3] cannot be used to ascertain the stability of this neural network.
Since the neural network is globally exponentially stable, according to (12), there exist s 1 ; s 2 ; s 3 > 0 such that for (t) , we obtain the equation shown at the bottom of the page. According to Remark 1, the exponential convergence rate of the neural network is at least equal to s min , which is greater than the rate of exponential convergence in ( [16] , Theorem 3). Using a bi-section method, the relation between and s min is depicted in Fig. 1 . f(x(t)) = (4=(1 + expf0x 1 (t)g); sin x 2 (t)) T ; g(x(t)) = (4=(1 + expf0x 1 (t)g); cos x 2 (t)) T ; i Let s 1 = s 2 = minfs 1 ; s 2 g. From s 1 07=2+1+2expfs 1 g = 0, the exponential convergence rate of the neural network is at least equal to s1. Using a bi-section method, the relation between and s1 is depicted in Fig. 2 .
V. CONCLUDING REMARKS
Stability analysis of neural networks is an important topic in the neural-network research. In this brief, we present theoretical results on the global exponential stability of a general class of recurrent neural networks with time-varying delays and globally Lipschitz continuous activation functions. These stability conditions are mild and some are easy to verify by using the connection weights of the neural networks. In additions, the rate of exponential convergence can be estimated by means of simple computation based on the stability results herein. Illustrative examples are also given to compare the new results with existing ones.
