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Die Wahl einer geeigneten Programmiersprache gll l mit Recht als wichtige 
Entscheidung die erhebliche Ausw irkungen alJl die Leistung der Program· 
mlefer und auf die Oualitat Ihrer Produkte hat 
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Die~er ArtlJ..d lc:gl ndch einer Abgren · 
zung de~ Thema~ lUn,H:h~1 dJr. v.dehe 
Einnü,~e eine ProgrJmm i .... r~pr .• che fo r-
m .... n und \Ielche ~krJ..mJlc: ~ich 01, 
heu le allg .... mein her,.u,.gebildet oJberl. 
die v. ichtigsten \Ierdl'n njher belrd eh-
tet. Es folgen H inv.ei~e auf Kriterien. 
an hand derer Programmler~prachell be-
urteilt \~erden können . Am Schluß ~teht 
ein Ausbl ick auf die zukunfuge I: nt · 
.... icklung. 
Programmiersprachen 
ein beliebtes Thema 
Fachleute Ilie auch Laien der Informa -
tik di skutit:ren gerne uber Progrdmmier-
sprachen : Jeder hat ge .... isse K enntnis~e. 
Erfah rungen. Zu - und Abneigungen . 
Dabei hört man \idfach Aus~agen v. ie: 
.. ADA hat sehr gute Fehlermeldungen.» 
.. FOIf!K .... ' ergibt die kürLeste Au~füh· 
rungszeit. » 
'< P .... SC .... L ist mi r zu kompliziert ... 
Hier ist offenba r nicht nu r Ion der 
Sprache. so ndern \'on et .... as Umfassen· 
dem. dem Programmie rs~SI(:m. die 
Rede. Die Quali tät der Fehlermeldu n-
gen ist beslimm t durch den Über~ctzer 
oder Interpreter : dies gilt auch für 
die Ausfüh rungszeit. v. obei natü rli ch 
schließlich die Hard ware der entschei-
dende Fa kto r ist: die Komplizierthei t 
eine r Sprache ist häufig nur durch 
schlechte Un lerlagen (Handbücher) 
suggeriert (oder einfach vermutet). Wir 
wollen al so zunächst eine begriffliche 
Trennun g vornehm en: Die Sprache ist 
ei ne rei n abslrakte Sache. bestehend aus 
ei ner Menge von RegellI. was in der 
Sprache zu lässig und dami t korrek t ist, 
und einer Erklärung. \~as es (fa lls es 
korrekt ist) bedeutet. Die Regeln nen-
[)r rer nal Jü( 111" Ll 0 1." I<. m Leu~r de~ ProJüt, 
Soft" .. re I:.ngmeeTing arn Rro .. n · Ro' ~n · Fo r · 
schunsszcntfum In D~u",1 I)r sc malh I:.Tll Hu 
" ~"T S""IlM ... VM ,~t Leue. der Soft .. are · hnt .... ,cklung 
N~lzlel11~ehnl k bel RRe In Raden 
,6& 
nen \\Ir ,~\'H(l\ . die ErJ..I_Lrun g d.t7U S.,-
",WIlI/" 
Di~' $) nt,1 \ ~,\g l .• I,u bei' rld ~ .... el~e JlI~. 
dJ ß d..! ,. fo lg .... nde e1l1 ~ or rd.te~ I' ro-
grJmm der Spr,tche P .... ~(AI i~ l : 
PRüG RA \ 1 bCI~Plcl ( Input. o utput ): 
Il[GI ;-.. 
"ruein ( [) .. , ".Ir ,,:hon Jllc~'1 
E .... D 
Die Sr: m.jnll~ ~_j gl daLU au ~. da ß e1l1e 
i\ u,fuhrung de, Progr.1Il1m~ die dnm,j· 
lige ,.\u .. gabe de~ S.l tle~ H D:I:, war scho n 
alle .... " ,tuf einem (durCh die Sprache 
nicht defilllCTtell) Ger.11. lum llet spiel 
Juf dl'm Druder. LUT I-olge h.lt. 
Vielfach \er<>ucht m:m. du,' S~llIJ .~ .... e-
IllgqClh teihlehe formal zu defin ieren 
(31n h.lUfig~len n .• ch dem Schern:. der 
Bi' I- oder B,,( t.. l .,. NAl H-Fo rm) und 
dTl.'ht d.mn die Defi nll lO n gerade um : 
S) llIa \ 1,1 ..... a~ sich fornul defillleren 
läßt. So IS t e~ 1,' \ \\,[ 111 der Be~chreibung 
der Sprdche '\1 (,1 1[ 60 geschehen. Die 
IU BeglIln ge\'dhlte: Defini tion I~I aber 
letztlich die klare re:. 
Zum Prof!rammu·r n ·w 'm gehören :1J1e 
Werkzeuge. die die Sprache praktisch 
'er .... endbur ma chen ("enn man ,on der 
Ver .... ell dung l um Gedankenauqausch 
1.\li .. chen .\ lc lh chen ;. b~iehl. die bei 
At GOt 60 zu den Ziel setzungen z::ihlte ). 
also 
- der Ühl'rsl'l:er (Compiler). der un ser 
Program m in eine \ on de r Maschine 
au sfü hrba re Form tran sformiert 
- das L(I!if=eifsY{fem . das währen d de r 
Programm ausführu ng Hilfestell un g 
lebtet bei komplizierten Operationen. 
zum IJeispiel bei der Behandlu ng ei-
ner Di\ ision durch Null. und dabei 
seinerseits au f das Betriebssystem zu-
grei ft 
- Pmgram mbibliOlheJ...en. die uns häufig 
geb rauchte Program mt ei le zur Verfü-
gu ng stelle n. etwa fü r trigo nometri -
sche Funk tionen oder für die Matri -
zenrechnun g 
- eventuell noch Hilfssofl"'(l rt', die uns 
Arbeiten an den Progra mmen speziell 
dieser Sprache erleichtern . zum Bei -
~ piel t'ormatierprogramm e ode r Tc~t­
sy~teme 
Bei ge wi,.~e n Sprachen (zum Beispiel 
BA~I() be~teht die Mög li chkeit (aber 
J.. einc~"eg~ die Not .... endigkei t), fast alk 
Aufg,Lb .... n de~ Über~etl.ers in das Lauf-
Leib~~tem LU \erlagern : man bezeichnet 
dic~e~ dann al<; Ifllerprl'l(' r . 
orfcnbar .~ t dic Qualität eines Program-
mier~} ~ terns nur zu einem kleinen Teil 
\on der Programmier~prache. \'or .... ie-
gl'nd .lbl·r Ion den zugehclfigen Werk -
:rcugen beqimml. die meist von der~el· 
b~'n Firma .... il· die Rechnerha rdware 
~t_lInlncn . I)a~ Programmicr~)~tl'm muß 
r .... o.: ht/ell ig und zu einem \t'rtretba ren 
!'reh \erfugbM ~elll. e~ mu H :. u~rei­
ch .... nd cffill .... nt. I.. orrl' J..t und Lu\erlibsig 
Geschichte 
Ansutze zu Sprachen. in denen Re-
ehen ab läufe fo rm al besch rieben wer· 
den kö nn en. hat es schon im 19. Jahr-
hu ndert gegeben : Countess AUGUSTA 
An .... LovELACE, die Tochter Lord SV· 
HOSS. wurde darum jüngst zur Patro-
nin der Sprache Ao .... gewählt. Aber 
praktische Bedeutung erreichten ihre 
Ansätze nie. Erst mit der Konstruk-
tion eines Rechn ers. dessen Steuerung 
nicht mehr durch Schalter od er durch 
einen Lochstreifen erfolgt. sondern 
d urch Befehle. die wie Daten gespei-
chert si nd und (prinzipiell) ei ner nach 
dem anderen ausgeführt werden. war 
der Weg frei für Programmierspra-
chen. Eine solche Maschine, wu rde 
etwa 1946 in den USA von ECKERT 
und M .... UCHLy konl:i pi ert. wir be-
zeichn en sie heute nach dem Miterfin-
der. der di e Ideen zu Papier gebracht 
hat, al s VON- NEUMA NN- Rechner. 
Sehr bald zeigte sich, wie aufwendig 
es ist, alle elementaren Operationen 
im Detail und in der binären Sprache 
des Computers zu form ulieren. Die 
Programmierer benutzten al so das 
Werkzeug, dessen ursprünglicher 
Zweck es war, technische oder physi-
kalische Berechnungen zu erleichtern. 
zur Vereinfachung ihrer e~genen Ar-
beit, sie programmierten übersetzer. 
Zunächst waren dies Assembler, a lso 
ei nfache Programme, die einen mne-
mon ischen Code in den Maschinen-
code übertrugen. Bald kam die auto-
mati sche Zuordnung der Speicher-
adressen hinzu , di e von Hand äußerst 
mühsam und fehlerträchtig ist. Den 
eigentlichen Durchbruch aber brachte 
- schon ein knappes Jahrzehnt nach 
Informatik Datentechnik 
.arbeiten. der Compiler muß brauchbare 
J-chlcrmeldungcn liefern US\I,. Außer in 
fallen, \'\'0 die: Sprache einen cnlschei· 
denden l:innuß au f das Progn mm ier-
')!>Icm h:u. sind Zu diese m Punkt keine 
allgelllcUlcn, \on der jeweiligen Impl e-
men tierung unabhä ngigen Aussagen 
möglich. Wir müssen uns hier also auf 
die Spr.lche M~lb~t bc~chrJnken. 
f.in e y,c!tcre Abgrenzung ist nOI\\'cndig. 
Wir beh.lOdeln \or allem kon\!: nIlO-
nclle Spr.lchen für techmsch· .... issen-
<'chaftlicht' An .... endungen: v.edcr "01-
kn "Ir du: Probleme der kommcr1.lcllen 
I' rogr.lmmicrung. die ganz \ornch ml ich 
in der Urall-Sprachc COIIOI erfolg!, ein-
beziehen. noch die ntuest en Entwick-
lungen in Richtu ng auf jrll1J.tiona/l' und 
logISche Sp rachen (mit Einsch ränkun -
gen repräsentiert durch LJ SP und PRO. 
! OG) dis kutieren. .e Konven!ionell» 
heiß! hier. daß wir vom Prinzip der 
Vo n.Neumann · Maschine a usge hen (sie-
he Kast en «Geschichte der Program-
miersprac hen h). 
Einflüsse auf 
Programmiersprachen 
Der ursprüngliche b'cd: ei ner Pro· 
grammiersprache ist es, Proble mlösun-
gen so fo rmul ierbar 7U machen, daß sie 
\on einem Rechner ausgeführt v.erden 
können . Da ra us ergeben sich zwei do· 
minierende Einnü sse: di e Architektur 
der Zielmaschin e ( Rechn er und Be-
der Programmiersprachen 
dem Von·Neu man n· Rechner - d ie 
Sprache FORTRAN. Der Na me en t-
sta nd als Abkürzu ng von Form ula 
Transla tion, denn der wichtigste Fort-
schritt war, daß nun die Formeln 
nicht meh r in elementa re Rechenope-
rationen zerlegt werden mußten, son· 
dern di rekt ins Programm gesetzt wer-
den kon nten. 
FORTRAN wa r ga nz pragmatisch rea li· 
siert worden. und fast im gleichen Stil 
wurde es noch vor wen igen Jahren 
verbesse rt (FORTRAN 77). Schon Ende 
der fü nfziger Jahre aber gab es An-
sätze. eine Progra mmiersprache syste-
matisch zu entwickeln . Das Ergebnis 
war ALGOL 60 (Algorithmic Language 
1960), wie FORTRAN ein großer Wurf. 
aber von ganz a nderem Charakter. 
Definiert von einer Kommission 
meist europäischer Wissenschaftler, 
war ALGOL 60 ein wesentlicher Fon -
schriu gegen über de n meisten seiner 
Nachfolgn ( DAVID G RIESS). Wesentli · 
ehe Prinzipien wie Rekursion un d De-
klaration wurden hier erstma ls prak· 
tisch angewendet. Die Sprache setzte 
sich zwa r in den USA nie durch. hatte 
aber durch d ie europä ischen Univer· 
si tä ten wesentlichen Ei nnuß auf die 
Entwicklung. 
Mit dem Ziel, d ie rasch wachsenden 
Mögl ichkeiten der Rechner yoll nutz-
bar zu machen, entsta nd ab 1964 bei 
IBM die Sprache PtJ I (die Abkü r-
zung steht für das bescheidene « Pro-
gra mming Language 11)). Da rin wur· 
den Konzepte aller gängigen Spra· 
ehen, also FORTRA N, ALGOL 60 und 
COBOL, gemischt , PLlI sollte d ie Uni-
yersalsprache sein. So ents tand ei n 
Saurier der Informatik. mäChtig und 
gefürchtet. Ähnlich wie ALGOL 60 ei ne 
Antwort auf FOIHRAN wa r, en twi k-
kelte ma n in Europa nun ALGOL 68. 
Um im Bild zu bleiben, ein etwas 
eleganterer Saurier, dem a ll erdings 
die Unterstützu ng einer sta rken Mut-
ter fe hlte und der da her nie große Be-
deu tung erla ngt hat. 
Die seChziger Ja hre waren d ie Dekade 
der Program miersprachen. Einerseits 
gab es noch wenig gesichenes Wissen, 
so daß viel zu erku nden war, a nder-
seits waren die Techniken und Hi lfs-
mi ttel weit gen ug gediehen. um Versu-
che mit neuen Sprachen zu ermögli-
c hen. So gehöne es beispielsweise für 
Doktoranden auf dem gerade ents te· 
henden Gebiet der Informatik. gera-
dezu zum guten Ton, ei ne eigene 
Sprache zu defi nieren und den Nach-
weis ihrer besonde ren Eignung zu 
versuchen. Das ausgezeichnete Buch 
von SAMM ET ( 1969) markiert den Hö-
hepunkt d ieser EntwiCklung. 
Sehr bald verlo r die G litzerfassade 
der allmächtigen Computer a n Gla nz, 
das Schlagwon yon der Softwarekrise 
ging um. Da mit tauchten neue Ziele 
a uf: Eine Progra mm iersprache soll 
dazu beitragen, daß Programme mög-
lichst wenig Fehler entha lten, daß sie 
leicht verständli ch und proble mlos zu 
ä ndern sind. PASCAL. ei ne betont 
kleine Sprache in der Tradi tion von 
ALGOL 60, aber durch neue Elemente 
vor allem zur Defin ition yon Da ten-
strukturen auf dem Stand von 1968. 
eroberte Europa und war einige Jahre 
später auch in USA e rfo lgreich. 
In den siebziger Jahren ist es um d ie-
tr iebssYSlem ) und das Anwendungsge-
bi el. Eben fa lls wichtig si nd der Stand 
der Implementat ionstechnik und des 
Softwa re-Engi nee rings. Hinzu kommen 
beim Entwurf einer Sprache noch spe· 
zielle Ziele wie Einfachheit. Orthogona · 
lität (für jeden Zweck sollte es nach 
r ... löglichkeit genau ein Sprachkonstrukt 
geben) oder Un lenaü I7ung der Pro· 
grammemv.icklung im Rahm en großer 
Projek te. 
Rechncra rchi te kl ur. BNriebssyslemc 
Alle heute in größerem Stil eingesetzten 
Sprachen sind geprägt du rch die Rech-
nera rchi tektur nach JOII' VO'-" NEl,.;-
\IA''''. In der clwa 35jii hri ge n Ge· 
schichte diese r Archi tektur .... urde die 
ses Thema ruhiger geworden. Es ent-
standen vor allem noch z .... ei Spra-
chen, etwa g leichzeitig und mit ähnli-
cher Zielsetzung: MOI)uLA-2 al s logi-
sche Fo rtsetzung von PASCAL, AOA als 
Standardsprache des US- Veneidi· 
gungsministeriu ms, das mi t seinem 
astronomischen Softwarebudget den 
Trend bestimmen kann. MODULA·2 ist 
hand lich und speziell fü r Personal 
Computers gut geeignet, AOA komfor-
tabel und mit a llen Extras ausgestat-
tet, die fü r d ie Reali sierung sehr g ro-
ßer Systeme erforderlich sind (dazu 
gehört auch eine ungewöhnl ich 
strenge Sta nda rdisierung). Beide 
Sprachen repräsentieren de n heutigen 
Stand der Technik, vor allem im Hin-
blick auf die Notwendigkeit, große 
Programme aus Bausteinen zusam-
menzusetzen, ohne an den Schnittstel-
len auf die KonsistenzpTÜfungen ver-
zichten zu müssen. 
Viele andere Sprachen können den 
oben erwähnten a ls Vorstufen oder 
Weiterentwicklun gen , Erweiterungen 
oder Teilsprachen zugeordnet wer-
den. Außerdem gibt es aber auch Ne-
benlinien der Spracheneyolution, die 
schon seit la ngem von der Ha uptlinie 
getrennt la ufe n. Der bekannteste Son· 
derfall dieser Art ist BAs tc ( Beginner's 
All Purpose Symbolic Instruction 
Code), en tstanden 1965 in den Verei -
nigten Staaten, dem Namen entspre-
chend a ls Anfängerspracbe. Vor a llem 
d ie Welle der Personalcomputer hat 
BASIC nach oben gespü lt, trotz des 
entschiedenen Widerstands vieler 
Fachleute, die dieser Sprache vorwer-
fen, gerade zu verhin dern, was nach 
dem Stand der Programmiertechnik 
erforderl ich ist (beispielsweise klare 
Ablaufstrukturen und a ussagek räftige 
Namen). 
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ArbeilSgeschwindigkeit der Rechner um 
einige Größenordnungen erhöht und 
der verfügbare Speicherplatz im glei-
chen Maße vergrößert. Dies erlaubt es 
uns heute, auf die volle Ausnutzung der 
technischen Möglichkeiten, wie sie die 
Assemblerprogrammierung prinzipiell 
zuläßt, zu verzichten. Anderseits zwingt 
uns der - jetzt technisch erfüllbare -
Wunsch nach Programmen für immer 
komplexere Probleme dazu, höhere 
Sprachen zu verwenden, die unseren 
Kopf von vielen unwesentlichen Details 
entlasten. 
Auch sonst ist die Wechselwirkung zwi-
schen Sprachen und Architektur der 
Zielmaschinen sehr stark: Vorhandene 
Architekturmerkmale beeinflussen den 
Entwurf von Sprachen. umgekehrt füb-
ren attraktive Spracbkonzepte, die sich 
aur herkömmlichen Rechnern nicht effi· 
zient implementieren lassen. zu neuen 
Ansätzen im Bereich der Architektur. 
Da Konzepte aber o(t in verschiedenen 
Bereichen gleichzeitig reifen, ist es gele· 
gentlich nicht möglich zu entscheiden, 
ob der Anstoß von der Sprachen- oder 
von der Architekturseite gekommen 
war. Bei den folgenden zwei Beispielen 
ist jedoch die Reihenfolge offenkundig. 
- Die bereits in FORTRAN und AU:;OL 60 
vorhandenen Parametermechanismen 
zum Informationsaustausch zwischen 
Programm und Unterprogramm sind 
inzwischen in verschiedenen Rech-
nern durch spezielle Befehle reali-
siert. 
- Gleichzeitig arbeitende Mikroprozes-
soren erreichen bei geeigneter Venei-
lung der Aufgabe eine einem einzel· 
nen Großrechner vergleichbare Lei-
stung. Die Programmierung einer sol-
chen Hardware ist aber mit konven-
tionellen Sprachen für Von·Neu-
mann-Rechner kaum möglich. Ein al-
ternativer Ansatz ist das DatennuB-
konzept, bei dem die Daten Ströme 
zwischen den Operatoren bilden. 
Eine Operation wird ausgeführt, 
wenn die benötigten Daten bereitste-
hen. Eine geeignete Programmier-
sprache für die Formulierung von 
Programmen solcher Darenflußrech-
ner ist noch immer eine Herausforde-
rung für die Sprachdesigner. 
Aawenduagsgeblet 
Es ist offensichtlich von Vorteil, wenn 
der Anwender seine Lösungen in der 
ihm geläufigen Terminologie oder einer 
.verwandten Sprache formulieren kann. 
So gab es fruh die Unterscheidung zwi-
schen Sprachen für technisch·wissen-
schaftliehe Probleme mit dem Schwer-
punkt auf der Auswertung von Formeln 
und Funktionen (FORTRAN, Au:;oL 60) 
und Sprachen für kommerzielle Anwen-
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dungen mit nichtnumerischen Elemen· 
ten, also Texten und anderen Struktu-
ren zur Aufnahme von Informationen, 
wie sie auch auf Karteikarten geführt 
wurden (COBOL). Weitere Spezialisie-
rung lieferte Sprachen für die Prozeßau-
tomatisierung (PEARL), für die Simula-
tion (SIMUU), für Anwendungen in der 
Mathematik, der Logik und der künstli-
chen Intelligenz (PROLOG, LlsP), für ein-
malige Berechnungen (die sogenannten 
Wegwerfprogramme, BASIC) sowie 
Sprachen für Kinder (LoGo) und andere 
Zwecke. 
Software...E.Dglneering 
Bestimmte Methoden der SQftwareent-
wicklung, wie man sie unter dem Sam-
melbegriff ((Software-Engineering)) zu· 
sammenfaßt, können durch die Pro-
grammiersprache unterstützt oder auch 
sabotiert werden. Eine Sprache (wie 
zum Beispiel BASIC), in der sich ein Pro-
gramm nicht in Einheiten mit einfachen 
Schnittstellen zerlegen läßt, eignet sich 
nicht für ein Projekt, an dem verschie-
dene Personen gleichzeitig entwickeln 
sollen. Große Programme oder Pro-
grammsysteme müssen sich aus Kom-
ponenten aufbauen lassen, die jeweils 
weitgehend abgeschlossene Einheiten 
bilden und als solche auch von den 
Werkzeugen wie Compilern oder Ver-
waltungssystemen bearbeitet werden 
können. Dabei ist es auch von großer 
Bedeutung, daß die Werkzeuge prüfen 
können, ob die Schnittstellen von bei-
den Seiten konsistent realisiert sind (wie 
beispielsweise in AOA). 
ADdere Entwurfsziele 
Neben den drei bereits genannten 
Aspekten spielen beim Entwurf (oder 
bei der Auswahl) einer Programmier-
sprache noch eine Reihe anderer Ziele 
eine Rolle, beispielsweise einfache Im-
plementierbarkeit (PASCAL), Effizienz 
der Ausführung (mit geringem Aufwand 
erreichbar in FORTRAN), leichte Erlern-
barkeit für Gelegenheitsbenutzer (BA. 
SIC) oder Orthogonalität der Sprachele-
mente (ALGOL 68). 
Einige wichtige Merkmale 
und Elemente 
von Programmiersprachen 
Fonnal ist eine Programmiersprache 
gekennzeichnet durch die Menge der 
darin verfügbaren Objekte und durch 
die Operationen, die mit diesen Objek-
ten ausgeführt werden können. Bei ganz 
primitiven Sprachen kann die Beschrei-
bung tatsächlich auf dieser Ebene erfol-
gen (ein einfacher Taschenrechner wird 
beispielsweise gesteuert durch die Ein-
gabe von Zahlen und Rechenoperatio-
nen) ; bei echten Programmiersprachen 
sind noch Konstrukte zur Gliederung 
notwendig, sowohl für die Daten 
(Typk.onzept) als auch füt die Operatio-
nen (Ablaufstruk.turen) und rur die Or-
ganisation des Programms insgesamt 
(zum Beispiel Modul· oder Prozedur-
konzept). Der Charakter der Sprache ist 
geprägt durch das Vorhandensein oder 
Fehlen gewisser Elemente dieser Kate-
gorien. Nachfolgend wird versucht, die 
wichtigsten Merkmale vorzustellen. 
Ausdrucke und Wertzuweisungtn 
Formeln, wie man sie beispielsweise in 
Fonnelsammlungen für Ingenieure fin-
det, werden in Programmen dargestellt 
durch Ausdrucke und Wertzuweisun-
gen, zum Beispiel 
Der Ausdruck rechts vom Symbol ((: - " 
bestimmt den Wen, der der Variablen 
auf der linken Seite zugewiesen wird. In 
FORTRAN und anderen älteren Sprachen 
verwendet man für die Wertzuweisung 
einfach das Gleichheitszeichen, aber 
das ist mathematisch inkorrekt, denn 
die Bedeutung ist ja nicht ((ist gleich)), 
sondern ((setze gleich.,. 
Welche Operationen die Sprache zur 
Bildung von Ausdrucken anbietet, ist 
bestimmt durch die darin vorkommen-
den Typen. 
Typen 
Der k.lassische Von-Neumann-Rechner 
arbeitet nur mit den Inhalten seiner 
Speicherzellen; ob diese Inhalte ganze 
Zahlen, Wahrheitswerte, einzelne Buch-
staben oder Fragmente aus gespeicher· 
ten Texten bedeuten, ist dabei ohne Be-
lang. Natürlich ist es aber in der Regel 
nicht sinnvoll, Buchstaben zu addieren, 
aus Wahrheitswerten die Wurzel zu zie· 
hen oder Texte zu multiplizieren; Ope-
rationen sind jeweils nur für Operanden 
gewisser Typen anwendbar. Bei den 
maschinennahen Sprachen (Assembler-
sprachen) muß der Benutzer selbst dar-
auf achten, daß in dieser Hinsicht nichts 
durcheinandergerät. Höhere Sprachen 
helfen ihm dabei durch Typen, bei· 
spielsweise die Typen INTEGER, 
REAL und LOGICAL in FORTRAN. Ein 
Typ ist gekennzeichnet durch die 
Menge der möglichen Werte (beispiels· 
weise TRUE und FALSE für LOGI-
CAL) und durch die Operationen, die 
auf Objekte dieses Typs zulässig sind. 
Mit der Infonnation, daß eine Variable 
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einem bestimmten Typ zugeordnet ist, 
kann der Übersetzer dreierlei anrangen: 
- Erkennung unzulässiger Operationen 
(Addition von LOGICAL) 
- Auswahl der riChtigen Operation 
(<< +n bedeutet ganzzahlige Addition, 
wenn die Operanden vom Typ INTE-
GER sind. aber Gleilkommaaddition 
für REAL-Operanden) 
- automatische Anpassung der Operan-
den (bei Addition einer INTEGER· 
Zahl und einer REAL-Zahl wird er-
stere: automatisch in eine REAL-Zahl 
verwandelt). 
Froher hauen die beiden leltten Mög-
lichkeiten im Vordergrund gestanden. 
also die Erhöhung des Komforts. Als 
sich zeigte, daß Programmfehler ein 
zentrales Problem darstellen, gewann 
die erste Möglichkeit an Bedeutung. 
Man ging daher noch einen Schritt wei-
ter und verlangte, daß der Programmie-
rer (anders als in FORTRAN) jedes Objekt 
eJ.plizit einführen müsse. Diese l'OIlSlän-
dig~ D~klaralion gestattet nicht nur die 
Prüfung, ob das Objekt nur entspre-
chend seinem Typ verwendet wird, 
sondern hilft auch ganz wesentlich, 
Schreibfehler zu entdecken. (Schreibt 
man in FORTRAN anstelle der Variablen 
KONV versehentlich CONV. so hat 
man unabsichtlich eine neue Variable 
eingeführt, die an dieser Stelle statt 
KONV verwendet wird. Der Compiler 
merkt nichts und meldet natürlich auch 
nichts.) 
Programme arbeiten meist nicht mit ele-
mentaren Objekten wie einzelnen Zah-
len, sondern mit zusammengestuten 
Daten, beispielsweise Personendaten 
für eine ganze Gemeinde. Hierfür sehen 
die Programmiersprachen Datenslfuktu· 
ren vor. Die wichtigsten sind: 
- Felder (Arrays) aus gleichartigen Ele-
menten 
- Verbunde (Records) aus im allgemei-
nen verschiedenartigen Elementen 
- Mengen (Sets) aus gleichartigen Ele-
menten, zum Beispiel verschiedenen 
Buchstaben 
- Netzwerke mit Zeigern (Pointers) 
FORTRAN und ALGOL bieten nur felder: 
erst in den se<:htiger Jahren erkannte 
man die volle Bedeutung der Daten· 
strukturen. Daher kamen mit PASCAL 
die Verbunde und Netzwerke hinzu. Da 
es möglich ist, eine Datenstruktur wie-
der als Baustein einer komplexeren Da-
tenstruktur zu verwenden, steckt darin 
eine kaum zu überschätzende Bereiche-
rung der Sprache. 
Schon oben wurde gesagt, daß der Typ 
durch die Menge der zulässigen Opera-
tionen gekennzeichnet ist. Der überset-
zer kann aber nur schematische Prüfun-
gen vornehmen. So sei uns beispiels-
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Vieh. BaUM.i.'.r "'.rd.rben den Stl1. Im Buch \Ion J . SBmmet (1969) ist ein bBbyloni. 
scher Turm abgebildet. dessen Steine Programmiersprachen sind. Wie sinnlos ein solcher 
Turm auch sein mag. so ist er doch auf ein wohldefiniertes Ziel gerichtet. Damit beschö· 
nigt der Vergleich aus heutiger Sicht die Situation bei den Programmiersprachen. Tat-
sächlich steUt s1ch die Lage eher ~Is Baustelle dar. bei der jeder ein anderes Ziel (oder gar 
keins) veriolgl und niemand den Uberblick hat (Grafik: J . ludewig). 
weise von einer ganzzahligen Variablen 
bekannt, daß sie nur um eins erhöht 
oder um eins gesenkt werden darf. Der 
übersetzer kann aber nicht verhindern, 
daß sie multipliziert oder um 327 erhöht 
wird. Folglich realisieren wir für die 
beiden zulässigen Operationen zwei 
Prozeduren und verbieten jeglichen di-
rekten Zugriff auf unsere Zahl: die Pro-
zeduren dürfen aufgerufen werden. 
Eine solche Gruppe von Prozeduren, 
die auf Objekte eines bestimmten Typs 
exklusives Zugriffsrecht haben, bezeich-
net man als abstrakten Datentyp. Vor al-
lem bei Datenstrukturen in komplexen 
Programmen ist diese Möglichkeit des 
~(information hiding)) (David Pamas) 
eine ganz wesentliche Erleichterung, 
und zwar nicht nur bei der Programm-
entwicklung, sondern mehr noch bei ei-
ner späteren Korrektur oder Modifika-
tion. 
Die Idee der abstrakten Datentypen 
wurde (als Class-Konzept) 1967 mit SI. 
MUI..A geboren , doch erst MODULA-2 und 
ADA machen vollen Gebrauch davon. 
Fachleute betrachten abstrakte Daten-
typen als die Errungenschaft des Soft-
ware-Engineerings in den letzten Jah-
ren. 
Ablaufstl'llkturtD 
Assemblersprachen enthalten spezielle 
Befehle, mit denen der Programmierer 
veranlassen kann, daß nicht einfach 
nach jedem Befehl der nächste aus-
geführt wird: die Sprunganweisung 
(~(BRANCH», (GOTO») in unbeding-
ter und bedingter Form. Prinzipiell ist 
der bedingte Sprung allein ausreichend. 
um aUe Algorithmen zu realisieren. Die 
Erfahrungen haben aber gezeigt, daß 
Programme durch Sprunganweisungen 
sehr unübersichtlich werden «(Like a 
bowl of spagheui»). Viele Fehler sind 
die unvermeidliche Folge. Daher be-
müht man sich heute, nur solche Ab· 
lauflconstrukte zu verwenden. die lokal 
verständlich sind, also ohne daß man 
überblickt, was an anderer Stelle ge-
schieht. Zu diesen abg~$chlossenen Kon-
struklen gehören nehen der einfachen 
Befehlssequenz 
- Schleifen (Laufschleifen, WHILE-
Schleifen) 
- Verzweigungen (IF·THEN·ELSE, 
CASE-Anweisung) 
- und vor allem Prozeduren. 
Ocr Sprung ist also (fast) verschwun-
den. Man sieht hier ein wesentliches 
Merkmal der höheren, «problemorien-
tierteM Sprachen: Obwohl die Ma-
schine nur den Sprung kennt, werden 
dem Benutzer ganz andere Konstrukte 
zur Verfiigung gestellt. weil sich gezeigt 
hat, daß damit die Ziele (vor allem Kor-
rektheit) besser erreicht werden. 
Procrammellederuag 
Wenn Programme relativ klein sind, ge-
schieht die Gliederung vor allem, damit 
wir uns auf abgeschlossene Teile kon-
zentrieren können. Dazu ist vor allem 
die Prozedur geeignet. Sie erlaubt es, für 
ein abgeschlossenes Teilproblem eine 
ebenso abgeschlossene Teillösung anzu-
fenigen, die im Kontext nur als Proze-
duraufruf. also als Elementaroperation 
erscheint. Die irrtümliche Verwendung 
fremder Variablen usw. ist durch die 
Kontrollmechanismen des Übersetzers 
weitgehend ausgeschlossen. Indem die 
Prozedur nur über Parameter mit ihrer 
Umgebung kommuniziert, kann sie 
mehrfach mit unterschiedlichen Para-
metern aufgerufen werden. Dabei ist es 
wichtig, daß die Schnittstelle vom Über-
setzer auf Typkonsistenz der Parameter 
geprüft wird (ist in FORTRAN nicht der 
Fall); die Sicherheit gegen Fehler wird 
auch wesentlich dadurch verbessert. 
daß für jeden Parameter· angegeben 
werden muß, in welche Richtung er die 
Infonnation transportiert (in Ao" IN; 
OUT und INOU1). 
Große Systeme werden von mehreren 
Gruppen entwickelt, die ihre Kompo-
nenten möglichst unabhängig voneinan-
der entwickeln und testen wollen. Auch 
ist es bei großem Umfang nicht mehr 
praktikabel, nach jeder Änderung das 
gesamte Programm neu zu übersetzen. 
Aus diesen Bedürfnissen folgt ein Mo-
dulkonzept, das sich (wie in Moouu-2 
und Ao" geschehen) auf sehr natürliche 
Art mit dem oben skinierten Konzept 
der abstrakten Datentypen verbinden 
läßt. 
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Ausffihrunesweise von Proerammtellen 
Prozeduren (in FORTRAN SUBROUTI· 
NES) werden sequentiell ausgeführt, 
das aufrufende und damit übergeord-
nete Programm unterbricht seinen Ab-
lauf für die Zeit der Prozedurausfiih-
rung. In gewissen Fällen hat es Vorteile, 
wenn sich beide beteiligten Programm-
teile so verhalten, als seien sie überge-
ordnet. also jeweils zeitweise auf das 
andere warten. Man bezeichnet solche 
gleichgeordnete Programmteile als Co-
rau(inen; in Moouu-2 sind sie nicht 
vorgegeben. aber realisierbar. 
Können mehrere Programmteile gleich-
zeitig (od~ «quasi-simultaß»), also wie 
gleichzeitig) ausgeführt werden. so 
nennt man sie Tasks. Alle Sprachen, die 
für die Programmierung von Echtzeit· 
aufgaben vorgesehen sind. enthalten ein 
Task-Konzept, beispielsweise PEARL 
oder MA-
lm Gegensatz zu allen bisher genannten 
Einheiten werden Exceptions in Ao" 
(oder ON-CONDITIONS in PLlI) 
nicht durch Aufruf oder ähnlich gestar-
tet, sondern dadurch. daß ein gewisses 
Ereignis eintritt, beispielsweise eine Di-
vision durch Null. 
Aspekte bei der 
Beurteilung von 
Programmiersprachen 
Wo immer eine Programmiersprache 
eingesetzt werden soll, kann sich die Be-
urteilung nicht auf ihre Eigenschaften 
beschränken, sondern muß die Bedin-
gungen der speziellen Situation einbe-
ziehen, vor allem die Anwendung, die 
Vorbildung der Mitarbeiter und die vor-
handene Infrastruktur mit Hilfsmitteln 
zur Unterstützung der Programment-
wicklung. Da diese Faktoren nicht ex-
akt bewertbar sind, bleibt viel Raum für 
nichtrationale Einnüsse wie frühere Er· 
fahrungen, Einnuß und Ansehen der 
für eine Sprache werbenden (manchmal 
missionierenden) Person oder andere, 
oft hochgespielte persönliche oder fir-
menpolitische Gründe. Obwohl solche 
Einnüsse oft den Ausschlag geben, sol-
len sie hier nicht weiter analysiert wer-
den; es ist eine allgemeine Aufgabe des 
Managements, eine technische Frage 
stufengerecht klären und entscheiden zu 
lassen. 
Statt dessen wollen wir versuchen, uns 
am allgemeinen Zweck des Einsatzes 
von Programmiersprachen zu orientie-
ren. der effizienten Erslellung eines kor-
reklen Programms und dem Erhalt der 
Ko"eklheit auch bei Änderungen wäh-
rend seiner Benutzung. Eine Program-
miersprache ist also danach zu bewer-
ten, inwieweit sie hilft, Fehler zu ver-
meiden oder wenigstens zu erkennen. 
Folgende Eigenschaften tragen sicher 
dazu bei : 
Eine ausreichende Mächtigkeit der 
Sprache erlaubt dem Programmierer, 
seine Absicht ohne Umformung oder 
Verschlüssel ungen zu fonnulieren. (Er 
sagt, was er sagen, nicht, was die Ma-
schine hÖren will.) Solche Transforma-
tionen führt ein Compiler - im Gegen-
satz zum Menschen - konsistent und 
zuverlässig aus. 
Wenige in der ganzen Sprache gültige 
Konzepte erleichtern das Erlernen und 
Beherrschen der Sprache, die wichtigste 
Voraussetzung rur das erfolgreiche Pro-
grammieren. So kann sich der Program-
mierer zum Beispiel leichter merken, 
daß an allen Stellen eines Programms, 
an denen ein Wert erwartet wird, ein 
Ausdruck stehen darf, als sich eine Liste 
von Ausnahmen einzuprägen, die aus 
seiner Sicht unverständlich sind (zum 
Beispiel «Im Befehl A darf ein Wert nur 
durch eine Konstante dargestellt wer-
den. im Befehl B durch einen Ausdruck 
mit höchstens einer Multiplikation und 
einer Addition, im Befehl C ein allge-
meiner Ausdruck. usw.))). Diese Viel-
zahl von Fällen verunsichert den Pro-
grammierer und begünstigt einen Pro-
grammierstil, der die Möglichkeiten ei-
ner Sprache nicht nutzt, sondern nur 
die einfachsten Varianten verwendet. 
Programme werden im allgemeinen 
nicht nur geschrieben, sondern während 
ihrer Entwick.lung und Benutzung im· 
mer wieder verändert. Sie werden also 
häufig gelesen. und es ist daher wesent-
lich, daß die Sprache allgemeinen Re-
geln, beispielsweise der Mathematik, 
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BeIm Entwurf oder bel der Auswahl von Programmiersprachen spielen \lerschledene Ziele eine Rolle Die leichte Erlernbarkeit der Spra . 
che ISI nur em Aspekt (Foto ehr Sonderegger. Informatikschule Schweiz) . 
e-nhpricht : :andernfall s kommt es leicht 
zu 1'. l iß\e rständnissen. $0 bedeutet zum 
B('ispie1 in PLI J 
rur eine quadratische lo.'l :mix A nicht 
\'. ie üblich das Produkt A ' A. bei dem 
jedes Element al s Skalarproduk t zweier 
Vektoren entsteht. sondern die Matri x. 
die man erhält. "('Im man jede Ko mpo. 
nente der ~htri;'( A eirl:l'In quadriert. 
Wje bereits erv.ähm. sind neben den Ei-
genschaften der Sprache auch andere 
Aspekte von Hedeulung. zum Bei spiel 
ihre Sta nda rdisierung. ihr Verwen-
dungsgrad und die Vcrfügbarkeit geeig· 
neter Implemenlierungen (Übersetzer. 
Einbenung in das Belriebssystem eines 
Rechners). Standardisierung ist natür-
lich kein Wert an sich. das Fehlen eines 
Standards er)chwert aber die Anwen-
dung einer Sprache (es fehlen ZU\ erläs· 
sige Lehrbücher und sichere Program · 
mierer) und den später vielleicht erfor· 
derlichen Wechsel auf eine andere Ma · 
schine . Ein höherer Verwendungsgrad 
bedeutet im ltllgemeinen. daß es viele 
ausgebi ldete Programmierer gibt und 
ein Projekt nicht zuerst mit einem Spra-
chenkurs beginnen muß. (Ein Projekt 
kann trotzdem mit einem Ku rs begin· 
nen. es gibt genügend andere \\ ichtige 
Themen .) Die Implementation schl ieß· 
TECHNISCHE RUND5CHAlJ 39/84 
lieh bestimmt. ob geeignete Werkzeuge 
für eine Sprache exi stieren, ob die Spra· 
ehe erfizicnI einsetzbar ist oder o b man 
:Iu f eine eigentlich anrakt;"e Sprache 
verzich ten muß. weil es an den Werk· 
zeugen hapert. 
Entwicklungstendenzen 
Die Ideen unu Zkk moderner Spra· 
chen ( ~'I ODLI~ ·2, AnA) lassen sich wie 
folgt zusammenfassen: 
Rechner dienen nicht mehr vorrangig 
zu m Rechnen, so ndern zur Lösung 
orga ni sato ri scher Aufgaben, zum Su· 
chen. Ko mbinieren. Um formen \'on 
Informationen aller Art. Die Spra· 
chen müssen also mit den dazu not· 
wendigen Basistypen und Operatio-
nen ausgestattet sein. 
Zur Beherrschung der Komplexität. 
die die Programme aufweisen, muß 
die Sprache starke Hilfe leisten (\'or 
allem durch Modu lko nzept, abst ra kte 
Datentypen und strenge Typbin-
dung). 
- Präzise Definition und damit Stan -
dard isierung der Sprache si nd für 
Au stausch und Kombination \'on 
Programmen essentiell. 
~ l it einem Sofl\\arebudget \on rund 3 
Mia Dollar pro Jahr spielt das U,S. Oe-
partment of Defense «((Pentagon») eine 
gewichtige Ro lle in der Welt der Pro-
grammiersprachen. Seine Entscheid ung 
z ugun sten von ADA als Standardspra-
che. die ganz deullich de r europäischen 
Traditi on en tst ammt (ALGOL. SI\llJLA, 
PASCAL). nicht der amerikanischen 
(FORTRA', COBOL. PLI I), deutel darauf 
hin. daß der Trend in Richtu ng auf 
Sprachen geht, deren Mächtigkei t und 
Sicherheit in einem ausgewogenen Ver-
h:iltnis stehen. .u. @ 
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