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ABSTRACT 
ThG GrajJh Partitioning problem, which has several applications, including the 
problems i.n VLSI design, is an important class of combinatorial optimization 
problerns which are characterized by their large number of interacting degrees of 
freedom. The objective of this thesis is to develop and test a combinatorial 
optimization soI-ution strategy for the- Uniform Graph Partitioning (UGP) Problem, 
which incorporates a problem specific heuristic into a genetic se·arch procedure as well 
as in to local search methods. To date, research on both local and probabilistic .search 
methods has 1nostly concentrated on the strategies as to how .to search ·the solution 
spaces rather than where to search. Proposed is a new strategy· in that it integrates a 
problem specific heuristic into the definition of the solution spaces and neighborhoods 
w h icl1 are to be searched. Application of such approaches to TSP and sequencing 
problerns were p-rcsented in [ST088] and [SVW90] and the results were reported to 
be e11couraging. Primary to this study is to encode solutions as heuristic, problem 
pairs (h,p), and to generate search spaces by perturbing the problem data. Complete 
graphs with edge weights having values in the. interval (0-1) were tested in regard to 
quaJity of solutions found and running tirne requirements. While the experimental 
results for the Genetic Algorithm implementation found to be comparabl~ with those 
achieved by Kernighan-Lin (K-L) Algorithm, GA always outperformed the· Hill'-
Clin1bing in Problem-Space implementation by a wide margin w_hen both implemented 
with the same problem specific heuristic. Also studied is the effect of using K-L 
algorithm as· the problen1 specific heuristic in a local search procedure. This approach_ 
yields better solutions than the K-L heuristic. 
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CHAPTER 1: 
INTRODUCTION TO THE UGP PROBLEM AS AN 
OPTIMIZATION P~OBLEM AND RELEVANT CONCEPTS 
2 
1.1. INTRODUCTION 
Due to their interacting, integer valued variables, combinatorial .optimization 
problems, including the graph partitioning pro}?lem, are intractable to most standard 
opti111iza:tion methods. Optimal solution procedures typically rely on im-plicit 
enumeration techniques, such·as Branch-and-Bound procedures [LW6G], or constraint 
relaxation procedures [FIS81]. However; since solution spaces grow exponentially in 
discrete optirnization problems, the application of such strategies have been limited to 
small-sized problems. Many moderate to large size NP-hard problems remained 
i i1 tractable. As ·a res u 1 t of th is inherent- intractability, heuristic solution p raced ures, 
\Vl1ich ase able to quickly produce near-optimal _solutions, are an attractive 
a.It.er II a.ti ve. 
H cu ristic procedures for corn binatorial optimization problems can be classified in to 
two 1nain classes, problem specific heuristics and ·local search procedures. Local search 
lieu ris tics are gen enc 1n applicability to a wide range of optimization problems. 
T·ypiqlily, these rnethods are hill-climbing procedures which iteratively search. a 
neighborhood of solutions for improvernent. In contrast, problem specific ·heuristics ~re 
li111itcd to the proble1n for which they are designed. They exploit problem specific 
b1owledgc and problem structure. Well known examples include the nearest 
11eigh borhood heuristics [GO L80] and the Space-filling curve heuristic [BP82] for the 
TSP, and the Kernighan-Lin heuristic [KL70] and the Fiduccia-Mattheyses heuristic 
[F'l\182] for the graph partiti·oning problen1. Most current implementations of both 
local search and problem specific \.euristic procedures rely on naive search 
neighborhoods, i.e .. , solution space neighborhoods, which .fail to ex·ploit problem 
specific knowledge. 
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In this thesis, an attempt is made to integrate a problem specific heuristiG into local 
and probabilistic search methods_,-a conjecture which is considered as a promising 
approach in CONDOR [C088]- for the graph partitioning problem. The strategy 
taken in this study is to employ a fast; greedy, problem-specific h.euristic in order to 
idcn tify promising neighborhoods, and to search these neighborhoods through a local 
search method and a genetic algorithm. 
In the UGP problern, we are given a graph G(N,[) associated with -its· connection 
matr:ix C( G ), a_nd are asked to partition the node set N into two P,qilal cardinality 
subsets, such that the the cost of the cut 1s mm1mum. In the following some related 
prior works are briefly reviewed. We will start by the seminal work of Kernighan-Lin 
[KL 70], which was designed for graph representable models such as communication 
11ctworks. Starting with an arbitrary partition, in each ite.ration the procedure selects 
a node froIT1 each subset and exchange$ the ·pair so that the maximum reduction in 
the s111r1 of the weighted external edges is achieved. Once- a pair is selected, they are 
not allowed to be selected again. Hence, the size of the search space decreases from n2 
to ( n-1 )2, then to ( n-2)2 , and so on. When all nodes a_re exhausted, the algorithm 
terminates by selecting the first k pairwise exchanges such that the total edge-cut 
reduction i;; rnaxirnized. The average time complexity of the algorithm is known to be 
2 .. 0 ( n log n) [KL 70]. Later research has concentrated on increasing the efficiency of K-
L heuristi·c. Fiduccia and Mattheyses [FM82] proposed a partitioning algorithm with 
linear run-time complexity. Rather than pairwise exchanges, each time only a single 
node frorn either subset is chosen to move while keeping the partition roughly in 
balance. Introduced, in their work, is the concept of node-gain which is used to select 
the node to be n1oved from one subset to the other. The properties of 
gain a.re then used to construct a data structu·re that allows efficient management of 
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J11odifying node-gains. Recently, Krishnamurthy [KRI85] proposed a possible 
improvement on the linear-time algorithm by presenting a lookahead tie-breaking 
pruccd urc when selecting the node with largest node-gain. 
In addition to the problern specific approaches mentioned above, a number of 
si·m u lated annealing ( SA) algorithms [KVG83], [JAMS89], and neural network 
approaches [YM89], [VM89) were proposed for the graph partitioning problems. While 
SA experirnents require long running times for quality results, neural network 
ap pruaches seek quality solutions with their inherent computational speed. It is 
reported in [JA1\1S89) that for a certain class of random graphs, SA beats 1(-1 
algorithm even when runn.ing time is considered. However, they also reported that, for 
other types of graphs, long an·nealing runs n1ust be allowed in order to get. best 
results. On the other hand, Van Den Bout and Miller [VM89), reported that their 
l'vlea.11-Field Algorithm (MFA) - an algorithm which combines the characteristics of 
SA and IIopfield Neural Network approaches -, obtained comparable results to those 
achieved by SA and K-L algorithm. In terms of convergence speed, ~tis reported that 
fvl FA performed rnuch faster than SA while slightly lagging behind of K-L 
im p]ernen tation. 
The rest of the thesis is organized as follows. Chapter 1 presents preliminary notions 
and concepts regarding- the UGP problem, and the Optimization Problems, as well as 
a detailed description of the Kernighan-Lin algorithm. In Chapter 2, local and 
probabilistic search methods are discussed followed by a proposed search 
neighborhoods first developed in [ST088]. A detailed discussion of the proposed 
Genetic Algorithm an.cl the test results are presented in Chapter 3. Chapter 4 provides 
the concluding rernarks of the thesis. 
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1.2. Definitions, Notation, and Conventions 
A graph G(N,IE) consists of a set of nodes ni €N, which are connected by a set of 
n4 ns 
Figure 1.2.1. Graph representation. 
Each edge has associated with it a nonnegative number cij denoting its _weight or cost. 
.Moreover we will denote the cardinality of node set N by INI and which is always 
assumed to be even and finite. 
Let C(N,[) be a graph of INI nodes with weights (costs) cij defined for eac;h edge. 
The connection matri1; C( G) of a graph is an INlxlNI matrix whose i/h element is 
denoted by C. ·• 
1) 
For example, for the graph shown in Figure 1.2.2., with ·each edge having the unit 
weig_ht, the connection matrix C( G) is given by 
6 
C'( G) 
n2 
0 
1 
1 
0 
Figure 1.2.2. A Graph with INl=4. 
1. 
0 
1 
1 
1 
1 
0 
1 
0 
1 
1 
0 
n4 
Since we shall be dealing with only undirected graph·s throughout this study, the 
connection matrix will always be considered symmetric. 
A graph is called connected if there is a path joining every pair of distinct nodes in 
the graph. (See Figure 1.2.3.a). A Graph is said to be complete if every pair of 
di.stinct nodes are joined by an edge. Figure 1.2.3.b. shows a complete· graph with five 
nodes. The compI·ete graph with INI nodes is denoted by %N. By definition, a 
complete graph is also a connected graph. 
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n1 n4 
nJ nS 
( a) 
n2 n4 
nJ n5 
(b) 
Figure 1.2.3. a) A connected graph. b) A complete graph 
A purtition P(f\\ ,N2 ) of a graph G(N,[) is a partition of its node set N into two 
distinct subsets, such that N1 nN2 = 0 and N1 UN2 == N. If a partition P(N1,N2 ) of 
an undirected graph G satisfies the condition IN 11==1N 2 j, i.e. the two subsets have 
f'qual cardinality, then. it is called a uniform partition. The cost of a partition 
C(N 1 ,N2 ) is simply the sun1 of the weights of all edges which belong to the cutset. 
I II other words, it is the summation of c .. over all i and j such. that i and j are 
ZJ 
i 11 different subsets. 
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The Uniform .Graph Partitioning (UGP) problem, which we will be focusing on in 
this study, is to find a uniform partition P(N 1 ,N2 ) such that the cost C(N 1 ,N2 ) is 
minimum over .the set of uniform partitions lJ . Mathematically, we may formulate 
the problem as follows : 
MINIMIZE C(N 1 ,N2) 
S.T. 
g_iven that, 
INI 1s even. 
The Graph Partitioning problem -has been proven to be NP-complete [GAR76], but 
even before that, researchers had become convinced of its intractability, and therefore, 
put their efforts into heuristic algorithms. Among many good heurisfics developed ·to 
date, Kernigh;;i,n-Lin [KL70) algorithm has been the recognized champion and has 
provided a basis for comparison for the several efficient algorithms developed si"nce 
then. The KL algorithn1 will be the subject of section 1.4. 
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1.3. The UGP Problem 
In this section we shall be looking into the important features of the· UGP problem, 
those which led researchers to develop efficient and noteworthy heuristics. Recall that 
in the Uniform Graph Partitioning problem we are given a graph G(N,E) and are 
asked to find an uniform partition P(N 1 ,N2 ) which has a cutset with minimum cost. 
The pr9blem can be visualized as in Figure L3.l. As is the case for many 
combinatorial optimization problem, the solution space for the UGP problem grows 
exponentially as the problem input (i.e. the number of nodes) increases. 
r - --- - - -- - - - - -
I 
L 
nl 
-------
,· r - - - - ----, 
nl21 
I 
n 1 I I 
I 
I 
I I L ___________ _J 
Figure 1.3 .1. T'he U GP problem where each edge has unit cost. 
For instance, consider a graph G(N,[) of car9inality l2Nl==20, then there are i! (2rf) 
- J! (?8). == 92378 different ways of partitioning the graph into two equal-sized 
subsets each having the cardinality of INI. For a moderately sized graph, say 30 < 
INI < 80, the search space becomes extremely large for exponential time·procedures to 
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sea.rcli fur an optimum partition. For example, employment of an exhaustive 
en u rneration procedure to find the minimal-cut partition is out of the q ucstion, since 
the current cornputer technology is simply not able to carry out the computations 
required by problems of this size. 
Ou the other hand, the UG-P problem could also be formulated as an integer linear 
programming (ILP) problem. However, in order to maintain the uniformity of the 
partition, we would need a large number of .constraint equations. Again, the search 
for optima through IL.P forn1ulation requires an enormous amount of computation. 
At t Ii is point, we find it worthwhile to n1en tion some less successful heuristic 
stra.tegies for solving the UGP problem. 
011e strategy rnay be to generate _random solutions continually, keeping the best 
solution found to date. When a prespecified threshold of time or value is reached, the 
search is term inate<l. Unfortunately, via this procedure, the probability of finding an 
optimal solution in any trial ·is obviously very small, indeed for a INl==30 grap4, this 
pro ba.bili ty is measured by the level of 1 o- 6 , i.e. p==( 0 .5 · (f g)) -1. 
Another possibility would be to apply the Ford-Fulkerson Max-Flow /Min-Cut 
algorithm [FF62] for partitioning. As known, this method provides a maximal-flow, 
thus·, a minimal-cost cut while disconnecting the grap·h .into two subgraphs in 
polynornial tin1e. Although it has a rel"atively fast running-time,. there is no guarantee 
that the resulting partition would be uniform, ·hence, additional amount of 
corn pu tation vyould be necessary to bring the subsets in to equal cardinality. In cases, 
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where the 1nargin between the resultant subset cardinalities is large, search for opthna 
through this tactic 1s ineffective. However., we should note that the solution obtained 
by Max-Flow/Min-Cut .algorithm 1s a lower-bound, i.e. no solution reached by any 
method could possibly be any better than this solution. Simply put, Max-Flow /Min-
Cut algorithm provides optimal solutions for 
problems. 
unconstrained graph partitioning 
A not.lier path to attack UGP problem would be the classical local search app-roach. In 
this case, we search for a favorable pairwise exchange of the nodes over the current 
solution.: This procedure continues until no pairwise exchange decreases the cost of the 
par tit.ion. However, the solutions obtained by the above local search procedure are 
not likely to be good enough, simply because the O(INl2 ) neighborhood is rather 
i nadcq uate for the procedure to search for local ·optima. Reasonably, one rnigh t wish 
to in vestigat.e larger neighborhoods, such as exchanging two nodes of t.he subset N1 
with those of N2 . In this case, the search time would be O(INl4 ) which would degrade 
the efficiency (speed) of the procedure in return for the gain in power ( ability of 
obtaining better solutions). 
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1.4. Kernighan-Lin Algorithm 
Given lNl==2N an<l c., suppose P(N;,N:D is an optimal unifor.m partition. Let 1) 
P(N 1 ,N2 ) .be any arbitrary uniform partition. ·Then, it is clear that, there is a set of 
incorrectly assigned clements in N1, denoted by x~, and as there is a such set in N2 , 
exchange of the SU bsets Xi and X2 yields the optimal partition P(Nr ,N;). We may 
illustrate the case as shown below. 
NI 
( Nl - X1 ) U X2 
( N2 - X2 ) U Xi 
The problem is to identify the subsets x1 and x2 without considering all possible 
alternatives. Now let us define the following preliminary notions. 
Definition 2.1. Given ·a uniform partition P(N 1 ,N2 ), where the elements otN1 and 
/3 cN2 , carryin.g out the operation 
is called a swap. 
N~ == ( N 1 - { o} ) U { jJ} 
N~ == ( N2 - {,B} ) U { o} 
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Definition 2.2. The swap neighborhood, SN(N1,N2 ), for the UGP problem is defined 
as the set of all uniform partitions, P(N~ ,N;),. that can be reached from the uniform 
partition P(N 1 ,N2 ) by a single swap .. 
Definition 2.3. For a given ·partition P(~1 ,N2 ), let us define for each afN1, an 
external cost, E(a,), by 
a11 d an internal cost, I (a,), by 
In the same rnanner, for each j3d\J2 define the corresponding costs as E(/3) and 
1(,8). Furthern1ore, for all nt:N, define the difference D(n), between external and 
internal costs as, 
D(n) ~ E(n) - I(n) 
Infonually speaking, I(a,) measures how strongly a is connected to the subset N1 
while E(a,) measures how strongly it is attracted to N2 . Then D( a) is a measure of 
how out-of-place the a is .. 
Lernrna 2.1. For a given partition, the swap of acN1 and /3 cN2 has an effect on 
the cost of the partition which is exactly measured by, 
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g( a ,-/3) D( a) + D(/3) - 2ca/J 
The proof of Lemrna 2.1. can be found in the original paper by Kernighan and Lin 
[KL70]. In light of the above definitions, a classical local search procedure can easily 
be cond.ucted for improved partitions over the initial partition. For instance, we may 
se~ucli for a best swap in O(JNJ2 ) time by observing the gain g(a,/3) over all (INJ2 ) 
pairs cxcN 1 and /3c:N 2 . In the paper by Kernighan and Lin [KL70], they reported the 
results of their local search experiments for the graphs of J2Nl==32 with 0-1 distance 
matrices whose about one-half of the entries are nonzero. The results have shown that 
global optimal values can be obtained in about 10 percent of the cases, and values 
within 1 or 2 of global optimal can be achieved in about. 75 percent of the trials. 
Naturally, we might be ten1 pted to investigate ·the neighborhood defined by swapping 
two(or n1ore) elernents of N1 with two(or more) of N2 , which, naturally, broadens 
the search space to O (IN 12 ,\) , where ,\ > 1 is a prespecified n ~m ber that guides the 
search. The resultant partition is said to be ..\-opt. However the disadvantage of this 
approach is that the use of small ,,\ 1s usually not sufficient to identify the good 
exchanges, ·i.e., convergence to local (wishfully to global) optima is slower. On the 
other hand, the co1nputational effort required grows exponentially as ,.\ gets larger. 
For exan1ple, for A==2 we have a search size of O(JNl4 ). 
Kernighan-Lin suggested the following idea which enriches the power of the general 
approach of local search [I(L 70]. The idea is to find favorable sizes of ,\ sequentially 
at each iteration, rather than setting ,,\ to a specified value in advance. They reported 
that this technique sacrifices a certain amount of power in exchange for ·a considerable 
gain in speed. The algorithm executes the loop given in Figure 1.6. Each time a pair 
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( c< ,/3;) is selected at Step 2, they contribute to the gain cumulatively, which is just 
LYi· Notice that once a pair has been selected, they are set aside and are not eligible 
to be selected on this pass again, so the size of the sets being considered decreases by 
l in every pass. Eventually, we obtain a cumulative gain function, 
which peaks for a certain value of k, where 1 < .k < IN I. 
k 
Gmax(k) == L g · 
. ·1 l z== 
n 
G(n)==I: g. , 
. 1 z 
z== 
If k= n , which corresponds to interchanging of all' e.lements of N1 with those of N2 , 
then clearly GmaxCn)=O . If Gmax(k) < 0 , indicating that no improvement has been 
ma.de over this iteration. In this case, we stop;· the current partition is locally optimal. 
0 n the other hand, if Gmax (k) > 0 , a reduction in cost tan be made by 
interchanging two clusters, namely, x 1 and x2 .. After this is done the resulting 
partition is regarded as an initial partition and the procedure is repeated from the 
beginning. It is observed in our K-L implementation that,. for the (0-1) complete 
graphs ·of sizes 20<INl<200, this loop is executed about 2-6 times (See Appendix-
3). It should also be noted that the partial sum I:,gi may actually be negative in the 
early stages, yet later become positive when the entire clusters x1 and x2 are 
exchanged. Thus, the algorithm is able to escape f°rom some local optima that would 
trap the simpler procedures, such as 1-opting. 
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1. Compute D(n) for all ntN. 
g1 == D(a-) - D(/3·) - 2c a 
. i J a.,_,,. 
I J 
is maximum (not necessarily positive}; 
a. and (3 . correspond to the largest gain fro:m a 
t J . 
single swap. Call them O'i and Pi , respectively. 
3. Remove ai and f3i from further consideration 
in this pass. Recalculate D( n) values by 
D'(i) = D(i) + 2c. , ~ 2c.13, , V i e N1-{ai} ia1 J 1 
D'(j) ~ D(j) + 2c .13, - .2c. , , V j e N2 -{,Bi} J 1 Jett 
4. Reiterate Steps 2 and 3 to identify the pairs 
(a~ , p;); ..... ;(Q; , ,a;) and the corresponding 
gains 91 ,92 , .... . ,9n 1 until nodes have been 
exhausted. 
Figure 1.4.1. The Kernighan and Lin Algorithm for the UGP Problem. 
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1.5. Optimization Problems 
In this section a brief review of the general notions -mostly in relation to the Graph 
Partitioning problem- will be presented. Let us first begin with the notion of the 
problem. In general, a ·problem, II, can have the form of a question or a task. 
Optirnization Problems, given the pro_blem parameters {problem descriptors) and the 
problem constraints, deal with the determination of configuration(s) or set(s) of 
variables which best satisfy some prespecified measurable objective. Optimization 
problems can be divided into two classes; those which concern themselves with 
continuous variables, and those which deal with discrete variables. 
Definition 1.5.1. An instance of an optimizatio,n problem, I(II), regardless of its 
continuous or cornbinatoric nature, is given as -a triplet, I(II)=={p,f,c} , where p 
stands for the problem parameters, and /cf is a feasible point in the feasible space f, 
and c is the cost function that does the mapping 
C f -+ IRl 
If a feasible point f ' sa'tisfies the condition 
c(J ') < c(f ) , V f € f 
then such a point is called .a globally optimal point for .the given instance I(II). 
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Exam pie l .S. l. 
Optimization Problem : Traveling Salesman Problem (TSP) 
An instance for TSP.p = { n==6, cij€ {0,1, .... ,oo}, (ij=l,2, .... ,n)} 
f = { all tours T on n=6 cities } 
nl 
• 
5 
I~ 
2 
4 
-
• 
~ 
n6 
n 
c = { I: c .k where k is the city visited 
. 1 1 1= 
after i on a particular tour.} 
n2 
• n3 
-• 
3 
-
r . 
1 
6 Ir 
. ~ 
• 
n5 n4 
Figure 1.5.1. An instance of TSP with tour length c==21. 
Example 1.5.2. 
·optimization Problern : Uniform· Graph Partitioning (UGP) 
An instance for UGPp = { l2Nl==8, cij€ [0,1] (i,j=l,2, .... ,2n)} 
nl 
• 
7 
5 
I 
n3 
r = { all uniform partitions lJ of l2NI nodes } 
c = { L I: c.. ,i.e., the cost of cutset } 
. N . N tJ 1c 1 )€ 2 
2 
n2 
• 
• 
n4 
N1 
2 
I 
I 
I 
I 
I 
I 
I 
/ 1 
n6 
n5 
n7 
• 
5 
• 
6 12 
• 7 I 
n8 
N2 
Figure 1.5 .2. An instance of U GP problem with cost c=3. 
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Definition 1.5.2. For a given feasible point /cF in a particular instance, we define 
the neighborhood off, N(.f), as a set of .neighboring points that are "reachable" from f 
in some systematic manner. 
Example 1.5.3. For the TSP instance given 1n Example i.5.1., we may define. a 
neighborhood for the point f ', named 2-change [LK73], by 
N(f ') == { The set of all f£F that could be reachable from f '· by dele_ting 
any two edges from the current tour and adding the two new edges.} 
nl n2 
n3 
2 
n6 nS n4 
Figure 1.5.3. A neighboring solution for Example 1.5.1. 
Example 1.5.4. A simple neighborhood defini~ion for the UGP problem may be given 
as follows : 
N(f ')== { All uniform partitions P(N 1,N2 )c:U that can be reachable from the 
current partition P'(N 1 ,N2 ) by interchanging one node of N1 
with one node of N2 . 
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I 
I 
N1 N2 
Figµr~ 1.5.4. A neighboring solution for Example 1.5.2. 
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1.6. Algorithms and Complexity 
A II algor·ithrn, .AL, in its broadest sense, is a list of instructions which are executed 
step by step for solving a problem. An algorithm is said to solve a problem II if that 
algori'tb1n is capable of producing- a solution for any instance I(II) of that problem. 
There are often several algorithms to solve a problem IT. The efficiency ( speed of 
running tirne) of an algorithm is the most important performance measure (alpng 
wit Ii men1ory req uirernen t measures) for comparison of the designated algorithms for 
a particular problern II. In complexity theory, the concept of running time is defined 
as t lie nu rn ber of elementary bit operations (arithmetic operations, comparisons, 
branching conditions, etc.) required in the execution of an algorithm on a machine-
independent computer model. Both time and memory requirement measu'res -are 
appropriately expressed in ter1ns of a single variable; the size of a problem instance. 
The size of an instance reflects the amou-nt of input needed to describe that instance 
to the computer model. In combinatorial optimization problems, .the input may be in 
the forms of a gi'aph, a set of integers, or configurations. In order to feed such 
combinatorial objects into the computer model, we need to define a way of encoding it 
via some convenient alphabet .A, such as binary coding or typewriter_ characters, or 
ASCII symbols. The alphabet .A is a finite set a11:d its elements are called symbols or 
letters. An ordered finite sequence of symbols from the alphabet .A is called a string 
and denoted by "f". Thus, the size of input is defined to be the length of this string, 
i.e.,the number of symbo1s in it. For example, let us consider the UGP problem 
instance given in Figure 1.6.1. below. 
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0 
n2 
s 
n3 
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nS 
0 
n6 
Figure 1.6.1. - An instance for the UGP problem. 
One way of representing this instance to the computer might be using the alphabet 
A={ n,(,),/,1,2,3,4,5,6,7,8,9,0 }. Thus, the instance can be enco"ded by the string 
"'1·" = "n(l)n(2)n(3)n(4)n(5)/5/3/2/4/3" , giving the input length of 30. 
For a given fixed encoding scheme (alphabet) and a given computer model, ~he time 
complexity function of an algorithm is defined as the largest amount of computational 
time needed to solve any problem instance. In the literature this is also refefred as the 
worst-case-behavior of the algorithm . 
1.5.1 Polynomial and Exponential Time Algorithms 
A problem II is said to be polynomially solvable if there exists a polynomial time 
algorithm fo~ it. An algorithm .AL is called polynomial-time or polynomial if its 
"tin1e- cornplexity function" is polynomially bounded. More formally, a time-complexity 
function, J{n), is said to be O(g(n)) whenever there is a constant 1e>O such that, 
for all values of n>O, J{n) is upper-bounded by the term 1e·g(n), i.e., .f(n)<1e·g(n), Vn~ 
23 
Th us, a polynomial tirne algorithm is defined to be the one whose time-complexity 
function is upper-bounded by O(p(n)) , whe·re p(n) is some polynomial and n IS 
the instance size. There may exist, of course, other algorithms for a certain problem 
whose time complexity functions can not be so bounded. Such algorithms are usually 
referred as exponential-time algorithms, although the bounding function does not 
necessarily have to be an exponential function. For example, the function logn . n IS 
non-polynomial yet not exponential either. 
An exponential function grows much more rapidly than a polynomial function, and 
there are even faster-growing functions, such as a _factorial function. Table 1.6.1 shows 
the growth of different time-compl'exity functions. as· the i1:1put size increases, whereas 
in Table 1.6.2, corresponding time requirement for each instance is presented. 
Table 1.6.1. The growth of polynomial and exponential functions (n==input size) 
Function .Approximate problem instance sizes 
n 20 40 6"0 
n· log n 86 213 354 
400 1600 3.600 
3.2·x 106 1.02 X 10 8 7. 7 X 10 
a· 
-------·---------------------------------------------------------------------------------- ·----------
log n 
n 
n! 
4i9 809 
1 048 809 
2.4 X 1018 
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335 863 860 
1.1 X 1012 
8.16 X 1047 
3.1 X lOlO 
1.15 X 10 18 
8.32 X 1081 
Table 1.6.2. Comparison of time complexity functions, assuming that 
the problem of size l takes 10-6 seconds to compute. 
problem size 
time complexity function 20 40 60' 
n 0.00002 sec 0.00004 sec 0.00006 sec 
n·.log n 0.00009 sec U.0002 sec 0.0004 sec 
n2 0.0004 sec 0.0016 sec 0.-0036 sec 
n5 3.2 sec l. 7 min 13.0 min 
------------------.-~---.-.----------------------------------------------------------------- ·---------------
n 
log 11, 
0.4 sec 5.6 mln 9 hour 
2n 1.0 sec 12.7 days 366 centuries 
n! 771 centuries 6 32 . 2. xlO cent. 2 66 t . .6x10 cen unes 
Another interesting feature of the polynomial tim.e ·algorithms is that they take better 
a<lvautage of improved computer technology. Table 1.6.3 presents the· estimation of 
the maxim urr1 size of problems solvable in one hour. Whenever a technological 
breakthrough occurs, we are likely to observe a multiplicative increase in the size of 
the problems solvable by polynomial algorithms in contrast to the additive increase for 
exponential algorithms. Thus, this significant argument constitutes another incentive 
for the researchers who persistently seek polynomial time algorithms even for the 
problems which can already be solvable efficiently by exponential algorithms. 
A close examination of the three tables illustrate why polynomial time algorithms are 
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regar<lc<l as " good " algorithms, in the .sense that they produce practically useful 
solutions. In fact, it is widely agreed that a problem has not been "satisfactorily-
solved" until a polynomial time algorithm is known for it. Ther.efore, we shall refer to 
such problems as "intractable" or NP- complete problems. For a thorough discussion 
of such problems see [GJ79] and [OLR85]. 
Table l.6.3. 
Tirne-complexity 
Junction 
n 
n· logn 
n2 
n.5 
Sizes of largest problem instances solvable in 1 hour on a computer 
with different computing speeds 
With computer of With computer of speed With computer of speed 
certain speed increased by 100 times increased by 1000 times 
n1 100n1 1000n2 
n2 81n2 739n2 
n3 10n3 31.6n3 
n4 2.5n4 3.98n4 
. -- - --- . 
. 
n 
log n 
n5 L48n5 1. 77n5 
2n n6 n6 + 6.64 n6 + 9.97 
n! 117 117 +2 n7 +3 
At this point, we should also observe the extreme cases of the two types of algorHhms 
where the efficiency of polynomial algorithms degrade.. For instance, in Ta.hie 
1.6.2., the 2n algorithm runs taster t~an the algorithm n 5 for n<20 . However, for 
many problems of realistic size~ this fact has -no practical importance. 
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0 n the other hand, in some rare cases, exponential time algorithms have been quite 
effective for solving some real-life problem instances, i.e., the problen1 instances that 
do not frequently ach~eve their worst-case complexity measure. For example, for an 
algorithrn of time cornplexity 2n , there might be only a few instances of size n that 
require 2n time, such that several other instances of size n can be solvable efficiently. 
Two of those such algorithms, which have exponential time complexity, are th~ wefl-
.known sim.plex algorithrn for Linear Programming problems [KM75] and Branch-and-
Boun<l algorithm for the Knapsack problem. 
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CHAPTER 2: 
A NEW HEURISTIC STRATEGY FOR NP-COMPLETE PROBLEMS 
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2.1. Local Search and Probabilistic Search Methods 
I II corn bi natorial optimization, there are several problems whose solutions are of great 
practical significance fall into the class NP-complete. This fact has urged many 
.researchers to re-evaluate th.eir strategies for attacking these problems. Despite their 
lack of a guarantee of exact solutions, the most widely used attack strategies have 
b.ecn local search methods and probabilistic search methods. Local search methods 
ern ployed in combinatorial optimizati.on can be considered as the discrete version of 
the "hill-climbing and .steepest-descent" techn.iq ues used ir.i continuous optimization. 
·This inherently simple and natural approach ·has been surprisingly successful for 
attacking a variety of NP-complete problems. Probabilistic search methods, on the 
other hand, are designed to get around the major drawback of local search methods, 
i.e., namely ''getting stuck" in a local optimum. This is accomplished by inco'rporating 
1:a.nclomnes.s into the search procedure. For both methods, as we shall see in the next 
sections, the definition of neighborhood is of fundamental importance and a creative 
endeavor. 
2.2-. Problem Specific Heuristics 
Problem Specific Heuristics refer to the heuristics that are specifically developed for 
indi_vidual problem types. They exploit the special structure of the problem at hand. 
The class of "gr~edy" heuristics, whi(h seek to maximize improvement at each step, 
falls into this category. In most problem specific heuristics, a feasible solution is not 
found until the end of the procedure: Classical examples include the "nearest 
neighbor" [GO L80] and "space fi}Jing curve " [B P82] heuristics for the TSP, Senju-
Toyoda heuristic, [ST68], for 0-1 LP problems, and Saab-Rao "bisectioning" 
heuristic, [SR90a], for the Uniform ·Graph Partitioning .problem. 
Problem specific "constructive" heuristics have been mostly studied in the Operatio"ns 
Research (OR) literature, while local search heuristics have mostly been of interest to 
the Artificial Intelligence (AI) researchers. Although both approaches have been 
effectively applied to various combinatorial optimization problems, it is uncommon to 
see the methods which integrate desirable properties of both [SVW90]. Indeed, the 
Committee On the Next Decade of Operations Research (CONDOR) [C088] 
addresses the integration of both approaches (OR_ and Al) as an important and 
pron1ising area of focus. 
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2.3. Local Search Heuristics 
Local search "improvement" heuristics start with a feasible solution and successively 
improve it by a sequence of operations, such as exchanges, mergers etc. Usually, an 
incu!llbent solution is maintained throughout the improvement process. The simplest 
local search methods are the hillclim bing and steepest descent approaches. 
Hillclirnbing searches the neighborhood of the incumbent solution for improved 
solutions. Once an improved solution is found, it is accepted as the new incumbent 
solution, and the search continues until no improved solution is found. Steepest 
descent differs from hill-climbing in that it investigates the entire neighborhood of the 
incumbent solution and takes the best neighbor as the new incumbent. A procedure 
chart for the general local search algorithm is given in Figure 2.3.1. 
1. Get an arbitrary initial solution S. 
2. While there is an untested ri.eighbor pf S 
do the following. 
2a. Let S' be an untested neighbor of S 
2b. If cost(S') < cost(S), accept S' as inc:umbent 
3. Set S=S1 and repeat step 2. 
Figure 2 .3.1. A typical "hill-climbing" local search method. 
Essential to the development of an effective local search method is the choice of a 
"goo<l" neighborhood definition and a method for searching that neighborhood. These 
questions are usually tested empirically and the design of an efficient and powerful 
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local search algorithm has been, and 1s, ·"an art" which 1s ''usually guided by 
intuition" [PS82]. 
In past research on graph-related combinatorial optimization problems, neighborhoods 
have been generated primarily by swapping graph elements, i.e., nodes and edges. For 
exan1ple, _for TSP swapping a set of K edges with a new set of K edges -provided 
that the new tour is a feasible one- in the incumbent solution (tour) constitutes a 
K-opt neighborhood. In the papers by Croes [CR58], Bock [B058], Lin [LI65], and 
Lin and Kernighan [LK73], 2-opt and 3-opt- neighborhoods have been studied 
extensively, and in [LIN65] it is reported empirically that there is no justification t.o 
extend I( beyond 3. 
On the other hand, for the UGP problem, working with a pre.specified K has not been 
so successful. Instead, Kernighan and Lin (I{L 70] proposed is an extension of K-opt, 
which is called variable- depth I{-opt (See Section 1 A.}. In a later paper, Fid uccia and 
Matthayses [.FM82] suggested to -move a single node at a tirr1e from the subsets N1 
and N2 alternatively. Although this approach theoretically decreases the running time 
to O(INl+IEI) frorn O(iNJ2·loglNI) in K-L, in practice, the empirical test results have 
shown that this speedup is illusory, as K-L algorithm runs in linear time per pass 
when implemented with the same data structures [JAMS89]. 
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2.4. Probabilistic Search Methods 
When a local search method is applied to NP-complete problems, the procedure 
in variably encounters either a very large neighborhood to search or a very large 
number of local optima, ( or sometimes both), depending on_ the definition of 
neighborhood employed [JPY88]. When tractable or "manageable" neighborhoods are 
employed, local search rnethods will likely ·be "trapped" in a local optimum. A typical 
approach to deal with that problem is to restart the local search procedure from 
several randomly selected initial solutions. Recently, more systematic. approaches have 
been studied to introduce randomness into the algorithms to escape local optima. The 
most notable of those approaches include Simulated Annealing (SA) [KGV83], Tahu 
Search (TS) [G.L088], and Genetic Algorithms (GA) [HO.L75]. Glover and Greenberg 
[~G89] sumn1arize the approaches offered by SA, TS, and GA. The common tactic 
employed in the .above approaches is to regulate the convergence of the algorithm by 
randomizing the search procedure. As it is so .in local search, definition of the 
neighborhood is of vital importance to algorithm success. 
In .the following section, a brief review of genetic algorithms· will be presented due to 
its pertinence to 9ur study. 
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2.5. Genetic Algorithms 
Genetic algorithms ( GA 's), are probabilistic search methods inspired by the process 
o( biological evolution in nature [HOL 75]. A population of solutions is maintained in 
every generation (iteration, pass, etc.) and bred to form successive generations. 
Solutions repres~nted as strings (or "chromosomes") which are combined via a 
"crossover operato~' to form c>ffspr.ing solutions in a way analogous to that found in 
biological reproduction. Parents are selected probabilistically with prefere·nce given to 
better solution~. G.A's have been used to evolve a population of rules so that the rule 
base learns from its environment [HOL75], [B0082], [DeJ80]. 
The perforrnance of genetic algorithms in real-valued function optimization has been 
a.n active popular research area. Notable work includes .Bethke [BET81], Ackley 
[ACK87a], [ACK87b], and Brindle [BRI81}. Up-to-date results have shown that GA's 
are "robust optirnization algorithms for positive real-valued functions defined. over 
domains of the form ~n " [SVG87]. When applied to optimization, GA's are 
prob!l,bilistic search methods which are "naive" in the sense that no attempt is made 
towards the exploitation of problem sp·ecific information. When viewed in this way, 
GA 's can be considered as an alternative to other naive probabilistic search methods 
such as "ran do in-start pl us hillclimbing", "stochastic hillclim bing", and simulated 
annealing. Clearly, efficient implementations must take the problem specific 
infonnation into account. It is this observation that stimulated us to integrate such 
inforrnation into the proposed genetic algorithm for the UGP problem. 
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2.6. Problem and Heuristic Space Search Neighborhoods 
To date, current applications of local and probabilistic search methods to 
combinatorial opt_imization are fundamentally based on neighborhoods defined in the 
solution ~pq,ce of the problem. Especially, in gr"aph-related combinatorial optimization 
problems, this definition is based on "swapping" graph elements, i.e., nodes, arcs etc. 
. . 
For example, swapping arcs in a traveling salesman tour o_r swapping nodes in graph 
partitioning are such operations. "In Storer [STQ88), two new search neighborhoods 
are proposed which are defined in heuristic. space and problem space as an alternative 
to the conventional solution space definition. These search spaces will be described in 
this section. 
The alternative approa~h suggested in [STOSS) involves explicitly integrating a known 
problem specific heuristic into the search procedure as a means to exploit problem 
structure. The proposed neighborhood -definition utilizes the fact that a heuristic is a 
rnapping frorn a problern, p, to a solution, s. 
h(p) s 
Th us, a heuristic,_ problem pair ( h,p) is said to be an encoding of a solution. A subset 
of the solution space can be generated by a set of heuristics. 
IHI { hi , i. ==l, ... ,n } 
That is, the n heuristics generate a subset of solutions : 
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S { h/p), i ~1,; .• ,n} 
In a similar manner, a subset of solutions may be gener_ated by the application of one 
heuristic to perturbed versions of the original problem. Let IP be a set of n problems 
generated by perturbing the original problem data ( e.g. perturbations to city 
coordinat~s in TSP or edge weights in UGP ). That is: 
IP { Pj = Po+bj, j=l, ... ,n } 
where p0 is the data vector for the original problem, and bj are randomly generated 
perturbation vectors. The correspondi:-ig solution subset S is given by : 
§ { h(pj) , j==l, ... ,n} 
·The first approach presented above is named a heuristic space method, whereas the 
second is called a problem space method. Solution subsets may also be generated by 
simultaneously varying heuristics and problems. 
When local or probabilistic search methods are applied to problem space 
neigh borhoo<ls, it is necessary to evaluate the objective function using the original 
proble111 data. For example , in the UGP problem, neighboring partitions are 
generated by applying the base heuristic to the perturbed edge weights, then the 
parfition-weigh t ( cost of the :cut-set) is evaluated using the original edge weights. 
36 
It is noted in Storer [STOSS] that problem space methods are more generally 
applicable to general combinatorial optimization problems while heuristic space 
methods appear promising for scheduling problems. In the next section, general 
properties of problem space based neighborhoods are discussed. 
2.6.1. Properties of Problem Space Neighborhoods 
This section presents some important properties of problem space as they are applied 
to lo<.:al or probabilistic search methods. Two fundamentally important elements of 
problc1n space methods are the base heuristi"c and the method of perturbation for the 
problern data. They both affect the nature of the search space they generate. In the 
following, we will briefly discuss the pertinent properties of problem transforms 
(1>ertl1rbatio11)·. 
Definition 2.6.1.1. Preserving Transforms: A problem transformation GJ' is defined to be 
"preserving" if the optimal solution for the original problem p 0 is the same as the 
optimal solution to all transformed (perturbed) problems. 
For example, consider a problem transform that rotates TSP city coordinates. around 
some point by a ·constant angle which. would cause the relative intercity distances· to 
remain unchanged. Obviously, the corresponding optimal -tour to such a transform is 
the sarne as -the one to the original problem. As an another example, dividing all 
UG P eqge weigh ts by a constant, will not cha~ge the optimal partition. 
Definition 2.6.1.2. Spanning Transform: A problem transform is said to "span" the 
37 
problem space if all problems (of a given size) rn a problem class can be reached by 
the repeated application of the transform 'j". 
For example, consider a transform GJ' UGP that randomly picks an edge at random and 
perturbs its weight by a random amount. By applying this transformation repeatedly, 
all versions of the U GP problem ( of a given size) can be reached fro"m any initial 
prublelll. 
Two important heuristic properties cart also be identified. 
Definition 2.6.1.3. Reversible Heuristic : A heuristic h is called "reversible" if, for every 
possible solution in the solution space s. € §, a problem p. can be found such that h(p ·) z . z i 
:s . 
z 
Typically, heuristics are not one-to-one mappings frmn problem space onto the set of 
solutions. In combinatorial problems, the set of solutions is a countable set, whereas 
the problen1 space is usually defined on ~-n. Thus, one to -one heuristics are 
impossible, and as such, well d'efined "inverses" do not exist. However, the 
definition of reversibility requires only that a sjngle problem can be found that will 
generate the given solution when plugged into the ·heuristic. Most problem specific 
heuristics should be reversible since they consist of a set of steps applied sequentially. 
Starting frorn a solution si, one sho_uld be able to work backwards through the steps 
to find a p. so that h(p ·)-== s .. For example, the nearest neighbor TSP heuristic can 
z z z 
easily be shown to be reversible. To find pi for any given si, simply form a cycle 
following. the sequence given in si. Clearly , h(pi)-==si. Another example is the Bisec-
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tioning heuristic [SR90a] fat the UGP problem. The problem pi , for any given si, 
cau be found directly from the sorted string specified in s .. Simply, put the first half 
1 
of the string on one side, and the remaining half to the other side, and connect the 
nodes with the original edges. Certainly, re-application of bisectioning heuristi~ would 
yield the same solution s .. 
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Definition 2.6.1.4. Invariant Heuristic : A heuristic is defined to· be "invariani" under a 
transform vJ if it produces the same solution when applied to any problem generated 
by GJ. 
Of particular ·interest ~re heuristics which are not invariant to preserving transforms. 
The nearest neigh bar TSP heuristic and bisectioning heuristic for the U GP are 
invariant to preserving transforms, while space filling curve (SFC) heuristic- for the 
TSP [BP85) 1s not. For example application of the space filling curve heuristic after 
rotating city coordinates about sorne point will usually yield a different solution. In 
t·he latter case one has the. opportunity to generate alternative solutions using only 
preserving transforn1s. 
Definition 2.6.1.5. Spannin.g ( h, 'f) pair : A heuristic, transform pair ( h, 'f) spans the 
solution space if all possible solutions can be generated from any initial problem. 
Theorem 2.6.1.1. : A heuristic, transform pair ( h, vf) spans the solution space if h is 
reversible and vJ is spanning. 
Proof 2.6.1.1. : Given the above definitions, the proof is straightforward. To gen~rate 
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any solution in the solution space s-cS, find P· such that h(p·)~s-. This is possible 
z z z l 
since. heuristic is reversible. Moreover, pi is reachable from Po by the definition of .a 
spanning transforrn. D 
The importance of th~s simple result is that a local or probabilistic search methods 
based on reversible heuristics an.cl spanning transforms can search the entire solution 
space. Alternatively, one may prefer more restrictive transforms and/ or heuristics 
which yield a subset of the· solution space as a search space for· local or probabilistic 
search. In this n1anner the search m.ay be confined to a subset of high quality 
solutions. Certainly, there is no guarantee that the optimal solution lies in this space. 
011e of the main considerations in problem space methods is computational speed. If a 
slow heuristic must be used at each iteration of the local or probabilistic search, the 
usefulness of the n1ethod may be significantly diminished. Fortunately, there exists, if 
not many, a number of heuri.stics. Space filling curve (S FC) ·TSP heuristic is such an 
example [SB87]. On the other hand, for the UGP problem, bisectioning procedure 
[SR90a] is considered as a fast and effective heuristic. We will discuss this heuristic 
shortly. 
Another important issue for the problem space methods is that every solution 
considered by a local or probabili$tic search of the neighborhood is a solution 
generated by a (presumably good) problem specific heuristic. Thus, by using slight 
perturbations of the original problem, one can limit the search procedure to 
reasonable solutions. In particular, we may consider coupling non-invariant heuristics 
with preserving transforms. The result would be a set of heuristic solutions to the ori-
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ginal problem, and can thus be expected to be of high quality. 
A not her concern that has to. be addressed is that the base heuristic may produce the 
same solution before and after the problem is perturbed. This especially occurs when 
small perturbations are used. Ckarly, repeated generation of the same solution sJows 
J·own the progress of the search procedure. Th us, the method must be ''tuned" i'n 
such a way that the perturbations are large enough to generate new solutions, but not 
so large as to yield poor solutions. The possibility of turning this phenomenon to· an 
ad vantage exists. It permits ·~pseudo" probabilistic search in that- a newly generated 
problem can be accepted as the incumbent if it produces the same solution. In this 
case the algorithm will seek progress through problem space although it produces the 
same solution. 
!VI oreover, the req u i rernen t of a single heuristic makes problem space methods more 
generally app_licable to most combinatorial optimization problems .. since -as an 
alternative~ defining fan1ilies of heuristics to form neighborhoods may prove difficult. 
for most. problems. 
A natural neighborhood metric can be defined when neighborhoods are based on 
pertur.bations to real valued problem data. Let p be the vector of problem data, and 
let ~ be a vector of perturbations. A problem space neighborhood is defined by the 
ball: 
Np { P+~ such that 11 ~ 11 < f } 
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There exists a corresponding neighborhood of solutions: 
N s { h(q} such that q is in ]{ p } 
A final significant property of the problem space based neighborhood definition is that 
it can easily be implemented in genetic algorithms. .A major obstacle in the 
application of genetic algorithms to combinatorial problems has been the difficulty. of 
producing a well defined cross-over operator. The application of standard cross-over 
to sequence based encodings invariably yields infeasible offspring solutions. For 
example in the UGP, if half the nodes are taken from each parent, it is highly unlikely 
that the offspring solution will be a valid partition. By operating in problem space, 
crossover operators are trivially constructed. Form an ·offspring problem by taking 
half of the edge weights from one parent, and half from the other. The heuristic is 
then applied to the offspring problem to produce a solution guaranteed to be a valid 
tour (by definition of a heuristic). 
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CHAPTER 3: 
A GENETIC ALGORITHM. APPROACH TO THE UGP PROBLEM 
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3.1. Generation of Initial Partitions 
'J'he initial partitions used in this study are generated by the "bisectioning algorithm" 
given in [SR90a]. Those initial partitions will further be fed into a Hillclimbing 
procedure, and into a Genetic Algorithm as well as into Kernighan-Lin Algorithm to 
obt_ain better solutions. The Bisectioning algorithm is essentially a constructive 
algorithm in that it generates partitions directly from the problem data, i.e., the 
graph. 
Before going into the details of the bisectioning algorithm, it is necessary to observe 
the following property regarding the sufficient conditions for optimality of a given 
partition. 
Theorem 3.1.1. [SR90a) : Let P(N 1 ,N2 ) be any uniform partition of a graph. G(N,IE) 
with a connection matrix C(G). If: 
( 3.1.1. ) 
j)arti tion. Furthermore, i°f : 
(3.1.2.) 
for all i,jc N1 , i-::j: j, and for all k,lc: N2 , k-::j= l, then P(N1 ,N2 ) is t"he orilf optimal uniform 
partition. The proof of Theorem 3.1.1. can be found in [SR90b]. 
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We can now proceed by presenting a procedure that constructs a uniform partition 
P(N 1 ,N2), given two nodes i and j of the graph (See PROCEDURE- BISECTION· below). 
The bisectioning procedure begins by assigning a sufficiently large number M to all 
diagonal elements of the connection matrix. Then the procedure computes a node 
value, pk==-cki-ckj' (for each node k, k==l,2, ... ,l2NI), where i and J are given 
arbitrary nodes. Here, one way to view cki ( ckj) is as a measure of attraction between 
nodes k -and i ( k and j) in the graph. Hence, pk is a measure of the difference in the 
at traction between nodes k and i and the attraction between k and J. Clearly, if 
pk >0; then .node k is said to be "more attrac~ed" to node i than to node j. Finally, 
p rocc<l ure terminates by sorting the array {pk, k== 1,2 , ... ,l2N I} in ascending order. The 
first 12.NI elements of the sorted array are assigned to the first partition N1 , while the 
remarnrng l2NI nodes are the elements of N2 . 
PROCEDURE BISECTION ( i,J,N1,N~t } ; . 
FOR k : ·. 1 to l2NI DO 
ckk : == M 
ENDFOR; 
FOR k : ==- l to l2NI DO 
pk : =:. C ki -= C ky' ; 
ENDFOR; 
(P,r l' ... ,P7rl2NI) : ~ SORT (Pp ... ' Pj2NP ; 
I\J 1 ; ~ { 1r i , i ~ 1, 2; . . • , J NJ } ; 
N2 :~ { 7ri' i~INlfl,INl+2, ... ,l2Nl}t 
ENDPROCEDURE 
Figure 3.1.1. Bisectioning Procedure [SR90a]. 
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Observation 3.1.1 [SR90a] : Let P(N1,N2) be a uniform partitio.n of a graph for which 
the equality (3.1.2) holds. For any node ic:N1 and jc:N2 BISECTION ( i,j",N1 ,N2 ) will 
yield P(N1,N2 )== P(N1,N2), which is optimal by Theorem 3.1.1. 
ALGORITHM-1 [SR90a] : 
Let i be any node in the graph G(N1 ,N2 ) on l2NI nodes; Let Q be any subset of 
N-{ i} of cardinality INI. 
Theorem 3.1.2. [SR90a]: Let G(N,[) be a graph which admits a partition P(N1,N2 ) 
satisfying inequality (3.1.2). for such a graph, ALGORITHM-! will always find an 
·optirnal partition. 
ALGORITHM-! 
best cost : -:-:- oo ; 
FOR_ E:ACH jc:Q DQ 
BISECTION ( i,J,Ni,N1 ) ; 
newcost : = cost P(N1 ,N2) ; 
IF newcost < bestcost THEN 
bestcost : -:-:-: newcost ; 
P(N1 ,N2) : == P(NLN2) ; 
END.IF; 
ENOFOR; 
-RE:Tl)RN (P(N1,N;2)) ; 
Fig_ure 3.1.2. Procedure chart for Algorithm-1. 
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Proof 3.1.2. [SR90a] : Let i be a node of graph G and let P(N 1 ,N2) be a pa_rtition 
satisfying inequality (3.1.2). Suppose itN 1. The cardinality of the subset Q is INl/2. 
Thus, there exists jE(QUN2) for which the procedure BISECTION returns P(N 1,N2 ) 
by Observation 3.1.1. Eventually, at least one partition considered by ALGORITHM-! 
is optimal. Since ALGORITHM-! keeps t.he best cost par.titian found thus far, it will 
always find the optimal partition for those particular graphs. D 
In light of the above results, we know that if a graph G belong·s to a class of graphs 
that admit partitions satisfying the hypothesis of Theorem 3.1.1., the ALGORITHM-! 
will always ·yield the optimal partitions for such graphs. However, there seems to be 
no simple test available to determine in advance that a given ·graph belongs to this 
class or not. Fortunately, one may improve the performance of ALGORITHM-! (at the 
cost of reduced speed) by applying PROCEDURE-BISECTION to every pair of distinct 
Vertices z and J 1n the graph. This leads us to ALGORITHM-2 (or, more 
appropriately, we will call it procedure. BEST-PAIR (l,J) GENERATION). The time-
complexity of sorting INI numbers is O(INl·loglNI) (Qllick-sort [HOA62]). Therefore, it 
is clear that ALGORITHM·-1 has time-complexity of O(INl2 · loglNI), where INI is the 
cardinality of node set. On the other hand, BEST-PAIR (l,J) GENERATION procedure is 
of complexity CJ(INl3 -loglNI), since sorting operation is performed INl2 times. Once 
the best pair (I,J) are determined for a particular UGP problem instaffce, through the 
BISECTION PROCEDURE, a string of nodes can be generated. Those nodes which are in 
the first ·half of the string belong to N1 , and those which are in the remaining half 
belong to N2 . In this manner, a solution encoding can be reached easily at any 
ite.ration of a local or probabilistic search. In Appendix.1 the results of BEST-PAIR 
GENERATION Procedure are given for different sizes of problems tested in this study. 
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ALGORITHM-2 
bestcost :== oo ; 
FOR EACH ic:N DO 
FOR EACH jcN 00 
BISECTION ( i,j,N_t ,N2 ) ; 
newcost : == cost P(N; ,Nfl) ; 
IF newcost < bestcost THEN 
/:Jest cost : = newcost ; 
P(N1 ,N2 ) := P(N~,N2) ; 
ENDIF; 
ENDFOR; 
ENDFOR; 
Figure 3.1.3. Procedure chart for Algorithm-2. 
Problem Size Best Pair 
( N ) ( I,J ) 
20 4 - 7 
30 8 - 24 
40 25 ~ 33 
50 21 24 
60 13 - 56 
80 44 - 68 
100 6 - 45 
200 120 .. 134 
Value 
42.39 
96.44 
180.74 
290.61 
421.65 
761 .. 75 
1212.11 
4900.33 
· .. · .. .· 
CPU Time 
(s.ec) 
0~21 
0.74 
L99 
4.42 
8.59 
24.92 
57.81 
840.16 
···: . ..... ·. 
Table 3.1.1. The sun1mary of the results for BEST.,PAIR GENERATION procedure. 
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3.2. Genetic Algorithms : Revisited 
Genetic Algorithms are probabilistic search procedures based on an analogy to natural 
selection and genetics. .Jn its basic form, a generation ( a population of solution 
encodings) is maintained and bred to form successive generations. It differs from the 
traditional search procedures in three ways. 
l. Direct use of a coding'. GAs use the coding of a ·parameter set, not 
the parameters. themselves. 
2. Search from a population (Parallel Search). GAs search simultane-
ously from the neighborhoods of po·pulation of soiu tions, not from 
the neighborhood of a single solution. 
3. Randomized Operators. GAs ~mploy probabilistic transition rules 
to guide the· search, not deterministic rules. 
Mechanics of a GAs are surprisingly simple involving only copying strings and cross-
citing partial strings.The main components of a simple GA .is: 
l. Reproduction 
2. Crossover 
3. Mutation 
.Reproduction is a process in which individual string·s are copied according to their 
objecfive function values, f. ,(in GA language this is called fitness function). Copying 
strings according to their fitness values rrieans that strings with better ( lower or 
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higher) value have a higher probability of con tributing offspring to next generation. 
This is done simply because the quality properties of the previous generation is des.ired 
to be passed on to next generations. 
After reproduction, sim pie crossover ( Figure 3.2.1) may pr_o.ceed in two steps. First, 
rnerr1 bers of the newly reproduced strings in the mating pool are mated at random. 
Second, each pair of strings undergoes a procedure called crossover as follows: A 
crossover site along the string is selected uniformly at random. New string is, thus, 
created by taking first part ( string elem en ts which are located before the crossover 
site) of solution encoding from father string, while taking the other part (elements 
which are located from crossover site to the end) from mother string. 
Father string 
Mother string 
BEFORE CROSSOVER 
OPERATION 
CROSSOVER 
SITE 
[X X O X O O X O X] 
[OXXO OXXX] 
Figure 3.2.1. A simple crossover. 
CROSSOVER 
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AFTER CROSSOVER 
OPERATION 
[X XO XX OX XX] 
Baby string 
Mutation, in the realm of GA, is the occasional ( with small probability) random 
alterations of the value of a string position, i.e., random walk in the string space. 
When used sparingly with reproduction and crossover, _it is an "insurance policy" 
.against irrecoverable premature loss of important features in· previous gen_erations. 
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3 .. 3. A GA for the UGP Problem : Standard Implementation 
We know frorn the prev10us section that GAs process population of strings. Hence, it 
comes as no surprise that the fundamental data st_ructure for the GA is a string 
population. In order to apply a GA algorithm to the UGP problem, one must find an 
appropriate way of representing UGP solution~ (partitions) as -strings. In our 
irnplementation this is accomplished by applying the BISECTION PROCEDURE (See 
Section 3.1.) directly to the problem input, i.e., connection matrix C(G). The result is 
an array of node numbers in an ascending order. For example, say for an hypothetical 
gi·aph of l2Nl==l0, giv~n C(G) and any (i,j) pair, one array might be of the form; 
T'his array represents a solution (clearly, in a string form) for the above given UGP 
instance, since cutting half of the array splits the node set N into two parts, namely 
N1 and N2 . Furthermore, if the above UGP instance and the partition satisfies 
Theorem 3.1.1, then it is indeed an optimal partition. As we noted earlier, it is not an 
easy task to' check in advance whether an instance belongs to this class. However, one 
may expect reasonable solutions from the output of the BISECTION PROCEDURE, since 
valuable problen1 specific information (recall that pk is a measure of attraction) is 
exploit~d. Thus, PROCEDURE-BISECTION will be used as a "base" heuristic throughout. 
our im plernen tation. 
Now we may ·proceed by discussing the relevant ISsues regarding population; fitness 
function, reproduction, crossover and mutation. 
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Genetic Algorithms work from a population as opposed to many ·other methods which 
work from a single solution. In this way, GAs seek safety in numbers. By maintaining 
a population of well:.adapted sample points (solutions), the probability· of "getting 
trap-peel" in a ·local minimum is reduced. 
In our implen1entation, a population at each generation is obtained by slightly 
perturbing the original problem data Il. This is accomplished by perturbing the edge 
weigh ts by a small random amount ~- Formally, we may write, 
ni+1 rr. + ~-+ 1 1 1 ( i==l,2, ... ,CJ>) 
where TI 1 is the vector of original problem data, Ili+i is the perturbed problem, ~i+ 1 
is the corresponding perturbation vector, and GJ> is the population size. In this iterative 
manner a population of GJ> problems, which will be evolved through crossover and 
lllUta.t.ion operators, is generated. 
The size of the population is one of the important parameter of a GA implementation 
to be decided on. In DeJong's [DeJ75] study of GAs in function optimization, it is 
suggested that good GA performance requires the choice of a moderat"e population 
size, along with the other considerations such as a high crossover rate and a low 
1n u tation rate. Following these suggestions we adopted the following policy regardi"ng 
population. size. (We will return to the discussions of policies regarding crossover rate 
.and rn u tation rate shortly.) 
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In our standard GA implementation, population size GJ is first set to a moderate size 
as to 'P==50. Then a number of experiments were run to see the effect of increase and 
decrease in population size, while other parameters ( crossover and mutation rate) 
were kept constant. The result of the experiments with GJ==lOO indicated that there is 
no justification for increased com_putational burden, since the ·quality of solutions 
found in both runs did not differ by a large margin. It is observed that the effect of 
increasirig population size from 50 to 100 does little more than produce duplicate 
solutions in the same population. On the other hand runs with GJ==30 revealed a 
discrimination among the problem. sizes. For the class of "small" problems, 
20<INl<60, we have been able to obtain the same quality results as the GJ=50 
irnplementation with less CPU time. However, for the larger problems, 80<INl<200, it 
has not been possible to reduce the population size. These empirical results led us to 
work with GJ==30 for small problem sizes, and 'P==50 for the larger problems. 
lu GA's, reproduction of the population is performed· in two ways; se.xual and asexual 
reproduction. In sexual reproduction two parents are randomly selected to· form an 
offspring solution and undergo a cros.sover operation which is developed specially for 
·this study. In the following, a procedure chart for the crossover operation is given 
(F'igure 3.3.1). What essentially is done in the suggested crossover operation is to 
create new problem data for the baby problem, and to obtain the corresponding string 
representation. The new problem data is created by c9pying some of the edge-weights 
fron1 the moth~r problem and copying the remaining ones from the father problem. 
The individual edge-weight contribution of parents is strictly determined by the' 
crossover site. It should be noted , at this point., that only the edge-weights 
associated with I and J ( i.e., c(k,I) and c(k,J), k=l,2, ... ,2N ) are taken into 
consideration, since this much information is sufficient for PROCEDURE- B.ISECTION to 
54 
M == randomly chosen rnother string, 
D == randomly chosen father string, 
13 == baby string, 
L == randomly chosen crossover-site, 
I ,J = best pair of nodes determined by the BE.ST PAIR GENERATION PROCEDURE, 
C( K, i,j) == weight for the edge (i,j) for the problem K of a given population. 
· PROCEDURE CROSSOVER ( M_,D,C( ... ),I,J ,L,B ) 
FOR i :--:-. 1 TO L DO 
C( B,i,I) := C( M,i,I); 
C( "B,I,i) := C( M,i,I) ; 
C( B,i,J ) := C( _M,i,J ) ; 
C( B,J,i) := C( M,i,J) ; 
ENDFOR; 
FOR i :::;:; L+ 1 TO l2NI DO 
C( B,i,T) := C( D,i,I); 
C( B,I,i ) :== C( D,i,I) ; 
C( B,i,J ) := C( D,i,J) ; 
C( B,J,i) :~ C( D,i,J); 
ENDFOR; 
FOR I and J £ N DO 
BISECTION ( I,J ,C( B,i,j ),N1,N2 ) j 
ENDFOR; 
RETURN ( P(N1,N2) ) ; 
ENDPROCl;DURE 
Figute 3.3.1 Procedure Chart for Crossover Operation. 
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return a partition. After PROCEo:uRE-BISECTION returns the partition P(Ni,N2 ), a 
call is made to subroutine _EVALUATE to obtain the corresponding objective (fitness) 
function value, which is computed using the original problem data. 
in the process of sexual reproduction, parents are determined accol_'ding to their 
fitness function. The fitness function FIT assigns a higher selection probability to 
solutions (partitions) with lower cut-size values. For each solution i in the population 
'P, FIT is defined as: 
FIT( i) - [ M,4.X (ft i)) - ft i) D7r / L [ M,4.X (ft i)) - fti) D7r 
z ic'P z 
where f( i) is the cut-size of partition i, and 1r is a turiing parameter. The power 1r 
deterini11es the selectivity of the fitness function. High values of 1r cause survival of 
only the fittest few solutions at the expense of diversity loss. In this case the 
algorithm will converge more quickly to .. a population of identical s_olutions. Therefore 
1r· should be chosen so that the convergence and diversity are properly balanced. 
Empirical testing showed that 1r==2 provided good results. 
In the asexua~ reproduction case, only one parent is selected at r~ndom according to 
fitness function to be an offspring solution. Since no crossover operation is needed, 
reprqduction is simply performed by copying a parent solution as· a baby solution. 
The quest.ion .as to what perGentage of the popul<el,tion should incur asexual 
rep rod uc~ion has also ·been a. by-product of this research. It was observed empirically 
that working with. an asexual reproduction rate, AR, (AR == I-Crossover-Rate) 
within the range [0.1-0.3] usually gave good results with the runs AR==0.2 being 
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rnost satisfactory. 
In problem space, the mutation operator randomly perturbs the edge weig_hts, c( i,I). 
and cU,J) (Note I and J are the best ~air used in the algorithm). Each edge weight is 
likely to incur mutation with a pro.bability of MR at each generation. Tests with 
M R,_..:Q.2 has yielded good results. The mutation operator simply adds (or, ·subtracts) 
a random amount ~ to the selected edge weight. The· random perturbation amount ~ 
is obtained by the following formula: 
~(i) == ( D(i)/M~X D(i)) * 8 * RND ( i==l,2, ... , INI) 
Where ~( i) is the perturbation amount, D( i) _is the ·difference between external and 
internal attraction (i.e., D(i) == EXT(i)-INT(i)) of node i, 8 is a parameter which 
guides the perturbation procedure ( 8==0.3 is maintained in every test pr_oblems for 
the. standard. implementation), and RND is. a uniform (0-1) random number. The 
perturbation procedure operates as follows: For a given sorted string of nodes, 
( F'ig.~.2.2. ), every node is likely to mutate (i.e. displacement within the string) with a 
probability of MR (Figure 3.3.3.). 
PARTITION-1 (N1) PARTITION-.2 (N2) 
IND(l) = I IND(2) . . . .. . . . . . . IND(N/2) IND(N/2 +1) .......... IND(N) = J 
LOWER p(k)'s HIGHER p(k)'s 
Figure 3.3.2. Sorted string of nodes. 
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When a node IND(i)cN 1 is selected for muta.tion, its D(i) value is computed and the 
edge weight c(IND(i),l) is perturbed by an amount ~(i). Clearly, .if D(i) is positive (an 
indication of attraction to the other subset), then ~( i) will be positive, indicating a 
prospective displacen1cnt towards right side of the string, since, ·in this case, 
p( k) == c( k,I )- c( k,J) will get larger. If D(i )is negative, then ~{ i) will be negative, 
indicating a prospective displacement toward left. Similar deduction can be 
established for the nodes IND(j) c N2. 
PROCEDURE MUTATION (MR,I,.J ,IND(.),RND,N1 ,.N2) 
FOR EACH IND(i)€ N1 DO 
IF MR < RND THEN ; 
c'( IND(i)J) : == c(.INO(i),l) + A(i) ; 
c'(l,IND(i)) :== c(I,IND(i)) + .6:(i) ; 
ENDIF; 
ENDFOR; 
FOR E:Ac;:H INO(j)t: N2 DO 
IF MR < RND THEN ;· 
c'(IND(j),J) := c(IND(j),J} + A(j) ; 
c'(J,IND(j)) :~ c(J,INO(j)) + A(j); 
ENDIF; 
ENDFOR; 
FOR new c'(.,.) DO 
BISECTION (I,J ,N1 ,N2) .;: 
ENDFOR; 
~ETURN (P(N1.,N2)) ; 
ENDPROCEDURE 
· .. · 
Figure 3.3.3. Procedure Chart for the Mutation operation. 
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3.4. Experimental Results 
Hill-climbing and Genetic Algorithm implementatidns over the proposed problem-
space neighborhoods are tested on a number of complete graphs which have 
uniformly distributed edge-weight values in the range (0-1 ). Since the expected value 
of these uniform random numbers is 0.5, -and the number of edges in the cutset for 
complete graphs is IN/212 (where IN/21 is the cardinality of each subset), we might 
expect an average cut-size (cost) value of C(N1 ,N2 )==0.5*IN/2l2 for a random 
partition. 
In Tables 3.4.1 and 3.4.2 a summary of the ·results for the hillclimbing 
in1plementation in problem space (See Appendix-2), Kernighan-Lin implementation 
(See Appendix-3), and standard GA implementation (See Appendix-4), as well as 
improved results (See Appendix-5) over the standard implementation, are given. All 
three implementations are coded in Fortran and run on a CYBER 850 mainframe. 
The results indicate that standard GA implementation beats the hin-climbing 
procedure in every t.e$t problems, except in INl==20 ( in running time consideration), 
-and INl==40 ( in quality of solution) . b.n the other hand, in resp·ect to running time 
requirerr1ents and the quality of solutions, the standard GA results fell behind when 
compared to I{-L results, except for the INl==80 case where GA have been able to find 
better solutions in longer runi:iing times (Note, in the INl=80 row of Table 3.4.2., the 
first line represents the first solutions found that were better than ·the corresponding 
K-L solution, while second line represents the best solution found.). H·owever, the 
quality of standard GA implementation solutions are within 5 percent of those 
obtained by K-L. The promising performance of the standard GA algorith~ 
has encouraged us to seek better strategies for· the GA algorithm. 
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. ·.·. · .. 
Problem Size Hill-Climbing Kernigltan.,Lin 
( N) in Problem Space Solution Solution 
20 41.48 ( .24 sec) 41.48 .. (.045 sec) 
30 96.44 (15.4 sec) 95.08 (.113 sec) 
.. 
40 172.64 (29.8 sec) 172.57 ( .158 sec) 
50 283.02·(77.6 sec) 280.19 ( .345 sec) 
60 415~07 (63.8 sec) 401.87 ( .566 sec) 
80 751.71 (24.1 sec} 734.94 (.962 sec) 
100 1192. 76 (49.3 sec) 1157.03 (3.01 sec) 
200 4868.32 (65.7 sec) 4712.88 (31.99 sec) 
Table 3.4.1. Results for Hill-climbing in problem space implementation and 
Kernighan"' Lin algorithm 
Problem Size 
( N ) 
20 
30 
40 
50 
60 
80 (a) 
(b) 
100 
200 
Sta.nd~d GA Solutions Better Results Obta.ina.ble 
and Running Tirnes by GA 
41.48 (1.01 sec) 
95.98 ( L 13 sec) 
176.01 (3.22 sec) 
283.75 (4.50 sec) 
410.51 ( 4.98 sec) 
734.57 (31.29 sec) 
732;18 ( 44.02 sec) 
1162. 71 (150.37 sec) 
4731.44 (1042.98 sec) 
41.48 (.05 sec) 
95.08 ( .26 sec) 
172.57 (.13 sec) 
. 280.19 ( .59 sec) 
. . 
401.87 (3.36 sec) 
734.69 (1.91 sec) 
733.31 (4.83 sec) 
1162~00 (11.11 sec) 
. .. . 
Not< Avail~ble 
Table 3.4.2. Results for standard Genetic Algorithm and better solutions obtained by 
GA with smaller population 
perturbation parameters (8). 
. 
sizes (~), higher mutation rates (MR), and higher 
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Close examination· of Appendix-1 reveals that time requirements per iteration are too 
long to make the standard GA competitive with K:.L algorithm on the size of 
problems tested. Since the base heuristic (PROCEDURE-BISECTION) employed in the 
standard GA is the fastest problem specific heuristic known to us O(INl·loglNI), there 
seemed no way of impi;oving the GA implementation within itself, but to re-adjust 
the parameter values. 
One direct cause for the high running-time per iteration in the standard GA 
irnplementation is the size of the population. Runs with smaller population sizes 
( keeping the other algorithm parameter values constant), reduced the running time 
dramatically. However, they did not yield the quality of solutions which were achieved 
by the standard ap_proach. It is, therefore, conjectured that there is not enough 
diversification among the population for the algorithm to converge a good. solution. 
However, a remedy exi'sts for that drawback. Simply, diversify solutions by using 
higher values for mutation rate (MR), and perturbation parameter (8). By following 
this strategy, we have been able identify better solutions than those obtained by the 
standard GA in most of the cases. During the course of this part of our study, we 
have used the following parameter values in the ranges : 
PERTURBATION PARA.METER, 8 == ( 0.3-4.0) 
POPULA.TIONSIZE, 'P == ( 3-30) 
MUTATION RATE, MR == ( 0.3-1.0 ) 
In A ppendix-5, a documeh tation of the the best results obtained via this strategy is 
giveu. ·The following observations, which also comply with our previous conjectures, 
can be made : 
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i ) As the graph size INI increases, larger perturbation parameter .8, and larger 
population size CJ are needed .. 
ii ) Independent of the graph size con_sidered, high mutation rates (MR>0.5) should 
be considered. 
iii ) For the case of INl=200, due to computational limits, we have not been able to 
carry out a sufficient n um her of runs in order to identify better results. 
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3.5. A Probabilistic Sampling Algorithm in Problem Space 
Using K-L as a Base Heuristic 
Analysis of the results rn the previous section rev~al the high quality of solutions 
·acl1ieved by the· K-L heuristic on the relatively srnall. problems tested. This 
observation led us to use the K-L heuristic as the base heuristic for problem space. 
Since the K-L heuristic require significant computation O(INl2 -loglNI), this approach 
will be feasible only on smaller problerns. The algorithm generically operates as 
ful lows: 
1. Apply K-L heuristic to the initial partition using the 
original problem data and obtain a solution . 
2. Perturb the problem data by a small amount. 
3. Re-apply K-L procedure to the perturbed problem. 
Compute the cost of the partition using original data. 
'1. Go to Step-2 and repeat the procedure for M times. 
T 11 rec versions of the above algorithm were implen1en ted and tested. In Version-I, 
during K- L operations, the swap pairs are detern1ined by using the perturbed costs, 
b ~1 t the nu n1 ber of pairs to be swapped are identified by using the original costs. The 
perturbation of the problem data is done by the following forn1ula, 
n.==rr 1 +~-z z '( i==l, .... , M) 
\Yhere IT 1 ( ci} is the vector of original p~oblem data, Ili ( c' ij) is the vector of 
perturbed problem data, and ~.i (8ijl"VU(-8,8)) is the perturbation vector for the ith 
problem. 
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Version-2 follows the same perturbation policy, but performs the whole K-L 
operations with perturbed data. 
Version-3 operates exactly the same way as Version-2 does, yet it follows a slightly 
different perturbation policy. It perturbs the problem either as, 
n ·= n1 + .6.. z z ( i== 1, .... , M) 
if the current solution is worse than the previous one, or as, 
( i= 1, .. ' M) 
if the current solution is better than the previous one. 
In the following table, results for each of the three versions are summarized. For every 
case a problern population of M=30 is maintained. Runs performed with the 
perturbation parameter being 8=0.05, and 8=0.10. The initial partitions used are the 
san1e partitions which were fed into the previous implementations of GA, regular K-L 
algorithm, and .Hill-Clim bing in Problem space. 
. .. .. 
Problem Version"'"1 ·. \/ersion--2 Versfoo-3 
Size;._.· K-L e e e 
N Solution 0.05 0.10 0.05 0.10 0.05 0.10 
40 172.57 172.57 172.57 172.57 172.57 172.57 172.57 
50 280;19 279.93 280.19 279.97 279.93 279.97 279.93 
6.Q 401.87 401.87 401.87 401.87 40L87 
80 734.94 732.00 732.18 732.18 732.00 732.18 732.18 
.. .· 
. ... 
100 : 1:t.57.02 1156.91 1156.91 <)156,91 
.. 
200 4712J38 4705.44 
Table 3.5.1. Results for the three versions of probabilistic sampling procedure. 
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Results indicate that application of any of the above versions would not yield 
solutions which differ from each other radically. Neither of the three versions has been 
able to improve the regular K-L solutions in the INl==4"0 and INl==60 cases. However, 
for the other cases, they all have been successful at improving the K-L results. 
Furthermore, to test the robustness of the above approach, a limited number of runs 
-were also made with random ·initial partitions (Table 3.5.2.). It was observed, in most 
of the cases, that they all produced the similar quality of results to those presented in 
Table 3 .. 5.1. 
.lnit. Part. { 1-J ) Solution 
; 
1 2-45 311.14 
2 1~·23 312,21 
3 l9-33 303:$4' 
lnit. Part. C 1-j) Solution 
1 1..:80 788.69 
2 19-79 797.06 
3 34..,.71 793.37 
·. 
Problem Size, N 50 
Version-I Version-2 
.. 
. 
279.93 279.93 
279.93 279.93 
2.1Q;Q1 -2.79.93 
Problem Size,·N=80 
Version-! Version .. 2 
732.00 732.00 
734.60 732..00 
732.00 732.00 
Version-3 
279.93 
279.93 
279.93 
... 
Version-3 
732.00 
733.03 
733.03 
Table 3.5.2. Results for the probabilistic sampling algorithm with random initial 
partitions. 
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3.6. Perspectives and Recommendations 
Within the scope of this thesis, we have been able to distinguish the following 
o bscrvations. 
1. As it was conjectured, pro_blern space methods, a concept which was first 
in traduced by Storer (STOSS] and applied to TSP and Scheduling problems, have 
proven their generic applicability on the U GP problem for complete graphs. Their 
irnplerncntational simplicity allowed us to embed them easily into a GA procedure and 
a II ill-Clim bing local search method, while creating unconventional search spaces. 
l\1 orcover, a simple probabilistic sampling method, which is implemented within the 
course of this thesis, has broaden the applications of problem space methods into ne·w 
di1nensions. for the UGP problem, as it yielded the most near-optimal solutions ever 
found by any other methods. Hence, when running time is inconsequential, this 
rnethod appears to be quite practical. It is also conjectured that, with the availability 
of powerful con1puters, the. K-L heuristic can well be integrated in a problem space 
GA search procedure. 
'2. An observati01}, ·which is commonly c_onjectured by many researchers, that the 
probabilistic search methods. are superior to local search methods, has once more 
revealed itself in our implernentations as the GA outperformed the hill-climbing 
rnethod unquestionably in problem space neighborhoods. Although, there 1s no 
theoretical explanation for this occurrence, we might view the .case as follows. 
llecall that we represent the solutions for the UGP problem as a collection of strings, 
which are constructed by a problem-specific heuristic. When we perturb the problem 
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data and "re-apply the base heuristic, letting the nodes wander within the string 
randomly. This movement of the -nodes within the string space is exactly determined 
by the perturbation parameter, 8. By the selection of sufficiently large 8, a problem 
space on 3? n can be generated. Clear_ly, the generated neighborhood covers the 
countable solution space for a given UGP instance. However, this leaves an 
enormously large neighborhood to operate for any kind of search- procedure. On the 
other hand, if a small 8 is chosen, then the n1ov~ment of the nodes are expected to 
be confined to a limited part of the string, hence, creating an insufficient search 
neighborhood. With the selection of appropriately small 8, a local search procedure 
searches iteratively for the better results by mapping the problem~ from the probiem 
space onto solutions in the· solution space one at a time. However, this search is 
usually slow and obtaining a good solution after a certain number of iteration is not 
guaranteed. On the other hand, GA uses its power of parallel search as it investigates 
the neighborhoods of many good solutions ·in one iteration. Since it explores a massive 
num_ber of solutions per iteration, after a certain number of iterations, GA invariably 
converges to a good solution provided that parameters are appropriately fixed. 
3. GA Approach to the U.GP problem is encouragmg and poses a potential 
competitor to the other rnethods, especially when larger graph sizes are considered 
together with fast computing power. From the theoretical standpoint, GA is expected 
to run faster than K-L algorithm, as K-L has a time-complexity of O(INl2 ·loglNI) 
whereas GA runs in time O(K· INl·loglNI). The constant factor Kin the GA run time 
complexity is affected by many factors, such as population size, secondary tune-up 
operations, and· etc. When all thes_e factors· add up (i.e., K is so large that, K>INI), 
the efficiency of GA inevitably degrades for small and medium size problems. On the 
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other hand, for sufficiently large INI, the. theoretical fact comes into effect and GA. is 
expected to perform better than K-L. However, this necessitates the use oi powerful 
computers. Due to the lack of a such ·computing power_, we. could not run the 
problems larger than INl==200. Figure 3.6.1. depicts the conjectured case, as K-L 
algorithm becomes impractical after a certain size. 
K-L ZONE 
CPU 
RANDOM I TIME 
SAMPLING! 
IN 
PROBLEM I 
SPACE I 
WITH 
K-L 
HEUR 
200 
K-L 
FUNCTION 
68 ZONE 
FUNCTIO.N 
PROBLEM SIZE 
Figure 3.6.1. Comparisons of run-time complexities and suggested approaches for 
.different problem zones. 
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CHAPTER 4: 
CONCLUSIONS 
69 
4.1. Conclusions 
In this thesis problem-space methods are investigated for the Uniform Graph 
Partitioning problem. Apart from conventional· solution-space neighborhood 
applications, an approach 1s followed which aper.ates over problem spac~. 
neighborhoods. A Genetic Algorithm and a Local Search procedure, both of which 
perform the search over the problem-spac·e, are developed and tested. Results were 
compared to those of Kernighan-Lin Algorithn1. The GA always outperformed Local 
Search by a wide margin in terms of both quality of solutions found and running time 
required. However, comparisons with I(ernighan-Lin show that the speed of standard 
CA implementation is quite slow, even though they both produced the COf!Iparable· 
pa.rti t ion-costs. However, \Ve have be.en able to identify quality GA solu tioris, which 
cLre corn parable to those of K-L, rn shorter running times by using smaller population 
sizes and higher rn u tation rates. Finally, we proposed a probabilistic sampling 
procedure which also operates over the problem space. This procedure exploits the 
power of K-L algorithn-1 as a base heuristic. We have tested this algorithm over a 
11 u·m ber of rnedium size graphs, and been able to irnprove I{-L solutions. In cases, 
when costly running times can be sacrificed in favor of much better ·solutions, this 
approach appears to be the best competitor an1ong the existing approaches to the 
U GP problern for small to n1edium size graphs. 
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APPENDIX 1 
RESULTS FOR BEST-PAIR GENERATION 
15 t column: Pair.of nodes ( I-J) which encodes 
the partition as a string of nodes. 
- 2nd column : Corres_ponding solution to ( I-J ) pair 
encoding. 
- 3rd colu·mn : Cumulative CPU time. 
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----------------------------------------. ---
N = 20 
--------------------------------------------
-PAIR ( I-J) SOLUTION CU1. CPU TIME 
---- ---------------------------------------
1- 2 45.53,8053,56909 .026552 
1- 5 45.3,6649310785 .030411 
1- 7 44.45893958276 .033176 
1- 10 44.10855629206 .03682 
l- 12 42.55311939107 .039528 
4- 5 42.48~18127718 .081511 
4- 7 42.39841804168 .084259 
--------------------------------------------
SEARCH END TIME= .210507 
--------------------------------------------
--------------------------------------------
N = 30 
--------------------------------
PAIR I I-J) SOLUTION CUH. CPU TIME 
------------------- ----------------------
1- 2 100.9721929061 .025284 
2- 7 99.23197321544 .08007 
8- 22 99.18178380741 .346722 
8- 24 98.54256091933 .350938 
---- --------------------------------
SEARCH ENO TIHE = . 74112 
--------------------------------------------
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--------------------------------------------N : 40 
--------------------------------------------PAIR fI-J) SOLUTI~ Cl-"'. CPU TINE 
--------------------------------------------1- 2 196.3315050671 
.026159 
1- 3 
.191. 4653636 778 
. 029574 
1- 4 190. 744416 7635 
.032949 
1- 9 190. 6919964025 
.046345 
1- 19 185.0990829146 
. 072455 
3- 37 18~.4836557854 
.306919 
9- 23 182. 9948160891 
.775447 
10- 38 182. 65213414 78 
. 889579 
14- 33 182.2207500806 1.16248 
25- 33 180.7432085183 1. 71528 
--------------------------------------------SEARCH END TIME = 1. 997365· 
--------------------------------------------
--------------------------------------------N = 50 
--------------------------------------------PAIR ( I-J) SOLUTION CUM. CPU TIHE 
--------------------------------------------1- 2 303.0156934411 
.027195 
1- 36 301.1561831764 
, 148752 
2- 9 294. 77463 72958 
.224286 
6- 21 294.1062655543 
.914233 
13- 18 291.263506858 1.917429 
21- 24 290. 6149515427 2.87522 
--------------------------------------------SEARCH END TIHE z 4. 420485 
--------------------------------------------
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PAIR ( I-J) 
N = 60 
SOLUTION CU1. CPU TIME 
---------------------------------------
1- 2 440.8085113707 .028377 
1- 3 440.1616661117 .034091 
1- 6 439.8098675473 .049701 
1- 8 431. 8927699322 .060293 
1- 16 429.7523647328 .100078 
1- 27 429.4508357578 .154064 
1- 33 424.7538459215 .18393 
12- 27 423.0109798243 2.98020 
13- 56 421.650008663 3.35248 
SEARCH END TIHE = 8.590736 
--------------------------------------------
N = 80 
--------------------------------------------PAIR ( I-J) SOLUTION CU'1. CPU TIHE 
--------------------------------------------1- 2 793.1512794377 
.033859 
1- 5 788.8601664784 
.058399 
1- 9 780. 6290924482 
.090631 
2- 15 779.4212488037 
.751011 
2- 59 774.1803591517 1.110315 
3- 17 770. 033 746 756 7 l. 387277 
15- 75 768. 7512722966 8.49618 
29- 37 765.4014121826 14.5381 
44- 68 761.7522330312 19.8657 
--------------------------------------------
SEARCH END TIME = 24. 920706 
--------------------------------------------
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------------------------------- ------------
N = 100 
--------------------------------------------
PAIR I I-J) SOLUTION CU1. CPU TIHE 
--------------------·-----------------------
1- 2 
1- 3 
1- 8 
1- 10 
1- 26 
l'- 77 
2- 5 
3- 55 
6- 45 
1247.417343262 
1235.874644608 
1228.782057524 
1228.761289842 
1224.276335036 
1223.882278447 
1218.825762701 
1212.195293338 
1212.117721896 
.037575 
.050057 
.108509 
.132575 
.318489 
.921924 
1.226127 
2. 994963 
6.197888 
--------------------------------------------
SEARCH END TIHE = 57.811098 
--------------------------------------------
--------------------------------------------
PAIR I I-J) 
N = 200 
SOLUTION 
1- 2 4976.639519965 
1~ 5 4967.853668309 
1- 6 4963.343780746 
CU1. CPU TIHE 
.080044 
.212392 
.257211 
1- 20 4936.556088912 
1.- 4 7 4934. 451463917 
2- 14 4933.940659523 
2- 48 4932.329393274 
2- 106 4929.810747012 
2- 125 4916.980334349 
3- 144 4916.569662465 
5- 185 4907.395697245 
46- 113 4903.417896335 
50- 167 4901.18214683 
120- 134 4900.334040863 
.915923 
2.097105 
9.099712 
10.532937 
12.986755 
13.788093 
22.896518 
41.184684 
339.720697 
367.572033 
704.086295 
--------------------------------------------
SEARCH END TIHE = 840.163979 
--------------------------------------------
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APPENDIX 2 
RESULTS FOR HILL-CLIMBING 
IN PROBLEM SP ACE 
- 1st column : Iteration number. 
- 2nd column : Value of the incumbent solution. 
- 3rd column : Cumulative CPU time. 
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****************************************'** 
l~PROVENENT !Y PERTUR8ATION 
******************************************* 
.~lJ~BER OF NODES -20 
RASDO:i NU~8ER SEED -12345 
CRAP!I TYPE : CO:iPLETE 
PERTUR8ATI0N l~TERVAL : (-.3, .3) 
BEST (1,J) PAIR AS FEEOED I~;ro PROGRA.'i 1-4 ,J- 7 
COST OF THE l~ITIAL PARTITION - 42.39841804168 
START TI:iE - .378338 
.. - - -.· - ........ - - - - .................... - .. - .... - ................ - .. - ............ •' .. -
B E C I N I ~ E R A T I O N S 
------- ................................................................................. 
ITR YAL CPU TI:iE 
............................................................................ 
ACCEPT 2 42.39841804168 
. 013601 
ACCEPT 44 41.48482093018 
.247417 
ACCEPT 48 41.48482093018 
.270992 
ACCEPT 198 41.48482093018 1. 103533 
ACCEPT 302 41. 4848209 3018 1.68192 
.,.CEPT 698 41.48482093018 3.88863) 
A:CEPT 700 41.48482093018 3.901181 
**************••·························· IHPROVEHENT BY PERTURBATION 
•••••••••••••••••••••••••••••••••••••••••• 
NUHEIER Of NODES= 30 
RANDOM MJHBER SEED 12345 
PER,:URBATION .3 
BEST PAIR AS f"EEDED INTO PROGRAM : I=8,J=24 
COST Of THE INITIAL PARTITIOU = 98.54256091933 
START TIHE = .317262 
---------------------------------------------------
BEGIN ITERATIONS 
----------------------------------------------· ----
ITR VAL CPU-Tl HE 
---------------------------------------------------ACCEPT 201 96 .8208765191 2 .. 516865 
ACCEPT 728 9b. 82087b5l 909 9.110687 
ACCEPT 908 96. 82087b51909 11.346825 
ACCEPT 1236 %.44334134015 15.413124 
ACCEPT 1329 9b .44334134015 16. 571855 
ACCEPT 1380 %.44334134014 17.206454 
ACCEPT 1458 96.44334134014 18.17579 
ACCEPT 1911 96 .44334134014 23.800256 
ACCEPT 2264 96 .44334134014 28.190217 
82 
••••••••••••••••••••••••••••••••••••••••••• 
IMPROVEMENT BY PERTURBATfON 
••••••••••••••••••••••••••••••••••••••••••• 
NUMBER OF NODES =40 
RANDOM NUMBER SEED -=12345 
GRAPH TYPE: COMPLETE 
PERTURBATION INTERVAL : (-.2,.2) 
BEST (I,J) PAIR AS FEEDED INTO PROGRA.~ I=25,J= 33 
COST OF THE INITIAL PARTITION = 180.7~32085183 
START TIME= .4079 
----------------------------------------------r---
B E G I N I T E R A T I O H S 
. . . . 
ITR VAL CPU TIME 
---------------- -- ---------~--------------------
ACCEPT 8 179.62)49818 .175016 
ACCEPT 12 177. 6)0048881 .264715 
ACCEPT lJ 177.494'.l899141 .288869 
ACCEPT 15 174.)77403008 .334187 
ACCEPT 16 174.37740)008 .358264 
,ccEPT 32 174.377403008 .701736 
ACCEPT 41 174. 377403008 .896041 
ACCEPT 112 174 .. 377403008 2.417971 
ACCEPT 186 174.)7740)008 4. 002854 
ACCEPT 192 174.2412776497 4. lJJ.879 
ACCEPT 323 173.884706006.8 6.933878 
ACCEPT 423 173.8847060068 9.07170~ 
ACCEPT 1053 17 3. 8.84 7060068 22.52)836 
ACCEPT 1078 173.649)021239 2).060658 
ACCEPT 1098 173. 64930212)9 2).490665 
ACCEPT 11 )6 173.649)0212)9 24.307-812 
ACCEPT 1J9E 172.6458810721 29.868705 
ACCEPT 1408 172.6458810721 30.128172 
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~****************************************** 
I:iPROVE.'1£NT BY PERTURBATION. 
************************~****************** 
,iL':13ER Of ~ODES -50 
~/DO~ f';L':1BER SEED -12345 
GRAPH TYPE : CO~PLETE 
PERTURBATION ISTERVAL : (-.3, .3) 
BEST (l,J) PAIR AS FEEDED ISTO PROCRA.'1 1-21,J- 24 
COST OF THE INITIAL PARTITIO~ - 290.,6149515427 
START TI~E - .422491 
- ·. - .. - ....... - - ........ - ... - ..... - - -.- . - - - - ~ ... · - .......... · .. - - .;. .. -·- -
BEGIN ITERATIONS 
.; . . . . .. - .. '• - •' - - ..... - - ... - ... .. . - - - .... - . - - .. - - - .. - - - ..... - - . -
!TR VAL CPU TI~E 
..... - - - •' - .... - .... ;. ........ - - ...... - - ......... - ........ : - .... - - ......... 
ACCEPT 318 2 8 8 . 6 2 0 l 2 4 11, 4 2 10.557288 
ACCEPT 31,6 288.429301276 11.53565:. 
ACCEPT 605 287. 78t.L,048S97 20.210311 
ACCEPT 697 286. 6442214631 23.293982 
ACCEPT 154 5 286. 161265893 51.684444 
'CEPT 16)7 285. 9398939777 54.771553 
ACCEPT 1702 285. 9)98939777 56. 94992 7 
ACCEPT 173 7 285. 93989)9777 58.125297 
ACCEPT 18 21 285. 9)989)9777 60.94622 
ACCEPT 1842 28).9864840192 61.65)594 
ACCEPT 1910 28). 9864840192 6).9)5066 
ACCEPT 2072 2 8) . 4 815064) 3 7 69. )61003 
ACCEPT 2109 2 8 3 . 4 815064)) 7 70.604975 
ACCEPT 2.13 5 2 8 3 . 116 7 \8 4 3 /.) 71.480343 
ACCEPT 2)20 28) 029171,1.\2) 7.7. 6 70092 
ACCEPT 21, S4 28)·,029174412) 82.159678 
84 
•••••••••••••••••••••••••••••••••••••••••• IHPROVEHENT BY PERTURBATION 
•••••••••••••••••••••••••••••••••••••••••• 
NUHBER Of NODES z 60 
RANDOM HUH6ER SEED 12.HS 
PERTURBATION .3 
BEST PAIR AS fEEOEO INTO PROGRAH .: I=B,J=56 COST Of THE INITIAL PARTITION : 421. 650008bb3 START TIHE = .3511531 
---------------------------------------------------BEGIN ITERATIONS 
---------------------------------------------·------ITR VAL CPU-TINE 
----- - -- .. - . -- -- - -- --------~-~------ACCEPT 16 421.1940694039 
.807501 
ACCEPT 107 418.6881675218 5.244418 
ACCEPT 217 417.8676881871 10.541251 
ACCEPT 228 417. 72042901>9 11.07579 
ACCEPT 718 417. 329707982 34.682179 
ACCEPT 1071, 415. 289&914306 51.908449 
ACCEPT 1113 415.2677080772 53.688398 
AC'cEPT 1199 .415.1390552498 57.819702 
ACCEPT 1324 415. 0799319134 63.821643 
ACCEPT 1403 415.0799319134 67. 62232.6 
ACCEPT lb05 415.0799319134. 77. 325011 
ACCEPT 1610 415.0799319134 77 .569985 
ACCEPT 1665 415.0799319134 80. 21336 7 
ACCEPT 1748 415.0799319134 84.197771 
••••••••••••••••••••••••••••••••••••••••••• IMPROVEMENT BY PERTURBATION 
••••••••••••••••••••••••••••••••••••••••••• 
NUMBER OF NODES c80 
R.AHDOM NUMBER SEED =12345 
GRAPH TYPE : COMPLETE 
PERTURBATiotl INTERVAL (-. 2,. 2) 
BEST (I, J) PAIR AS FEED ED INTO PROGRA.'1 
·I=44,J:z 68 
COST OF THE INITIAL PARTITION ::: 761.7522JJOJ12 
START TIME= .4747 
--------------------------------------------------B E G I N I T E R A T. I O ti S 
--------------------------------------------------!TR V~.L CP\..I TIME 
--------------------------------------------------
ACCEPT 58 761.)114256978 4.891759 
ACCEPT 90 760.)289595599 7.591964 
ACCEPT 100 759.165056)74) 8.442225 
ACCEPT 106 7 s 9 . o 2 2· n J 1 8 3 3 8.955669 
ACCEPT 107 755. 39H986625 9.048)79 
a.CCEPT 286 752.6981)500)9 2.;.115039 
ACCEPT 316 751. 7115.:47987 26.647622 
ACCEPT )52 751.7115447987 29.68417) 
ACCEPT 4)5 751. 7115447.987 )6.671701 
85 
••••••••••••••••••••••••••••••••••••••••••• 
IMPROVEMENT BY PERTURBATION 
••••••••••••••••••••••••••••••••••••••••••• 
NUMBER OF HODES =100 
RANDOM NUMBER SEED =12345 
G~~PH TYPE: COMPLETE 
PERTURBATION INTERVAL : (-.1,.1) 
BEST (I,J) PAIR AS FEEDED INTO PROGRA.~ I=6,J= 45 
COST OF THE INITIAL PARTITION = 1212.li7721896 
START TIME= .520843 
- - -- - - -. -- - - - - - - - - - -- - . - - - - - - - - - -· - - - - -- - .,...- - - - - - - - - -
BE G-I N IT ER~ TIO NS 
----------- ---.-------- - - --------------------ITR VAL CPU TIME 
-----------------. --------------------------------
ACCEPT 2 1204.354451271 
.27954 
ACCEPT 18 1202.091))7506 
ACCEPT )7 1199. 728162124 
ACCEPT 58 1198.8)342))18 
ACCEPT 18) 1194.681547817 
I\CCEPT )58 1194. 4267)2244 
ACCEPT 375 1192. 769336974 
******************************************* 
IHPROVL'1ENT BY PERTURBATION 
******************************************* 
J~BER OF NODES -200 
RA.~DO~ NUMBER SEED -12345 
GRAPH TYPE : CO:iPLETE 
2.)9)418 
4.89895) 
7.666681 
24.080094 
47.047501 
49.29145) 
PERTURBATION INTERVAL : (-.05, .05) 
BEST (I ,J) PAIR AS FEEDEO I:;rn PROCRA.'1 I-120,J- 134 
COST OF THE INITIAL PARTITIO:I - 4900. 3).404086) 
START TIME - .927851 
···-·-·-------------·-·-------------·-·-----------
B. E G I N ITERATIONS 
...... - .... - ... - ....... - - ... • . - ....... - - - - . - - .. - - - - - - ............ - -
ITR VAL CPU TI~E 
. - . - . - ..... - ... - . - - ..... - - . - . - ........ - . - - ... - - . - - - . - - - - - .. 
ACCEPT 4896.201628265 
.602914 
ACCEPT l) 4895.827)29976 7.167901 
ACCEPT 14 4893.9862)5497 7.7635)2 
ACCEPT 6) 4886.562654082 3).98109 
ACCEPT 64 4882.85215040/, )4 .. 568888 
•rcEPT 67 4 8 7 8 . 2 l 6 3 7 l 6 l!, )6.22311) 
ACCEPT 10) 4875 . 9 0 3 :> 11, ) 96 55.42896 
ACCEPT 106 467) 0:,/.]49605 57.087092 
ACCEPT 112 4869.3))760968 60.)42584 
ACCEPT 122 4 8 6 8 . 3 8 3 8 ,. 2 3 ,. 65.7258)9 
ACCEPT 128 4868.)8)84234 68. 969109 
86 
APPENDIX 3 
RESULTS FOR KERNIGHAN-LIN ALGORITHM 
IMPLEMENTATION 
87 
********************************************* 
K - L ALGORITHM 
********************************************* 
NUMBER OF NODES= 20 
RANDOM NUMBER SEED= 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =4-7 I 
COST OF THE INITIAL PARTITION= 
START TIME = .307097 
42.39841804168 
---------------
---------------
------------ --
-
---------------
---------------
---------------
-
I.ITERATION 
---------------
---------------
---------------
-
---------------
---------------
---------------
-
# NODES SWAPPED= 1 
DECREASABLE COST= .9135971115017 
IMPROVEMENT SO FAR= .9135971115015 
COST OF THE PARTITION =41.48482093018 
CPU TIME =.037233 
7 19 18 15 20 17 6 12 5 10 
16 9 3 13 11 14 8 2 1 4 
---------------
---------------
---------------
-
------------------
------------------
----------
2.ITERATION 
------------------
------------------
----------
------------------
------------------
----------
1 0 C a 1 0 p t 
total cpu-time = 
1 m a 
.045691 
r e a c h e d 
88 
********************************************* 
K - L ALGORITHM 
********************************************* 
NlktBER OF NODES= 30 
RANDOM NUMBER SEED= 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =8-24 
COST OF THE INITIAL PARTITION= 98.54256091933 
START TIME = .314214 
============================ ================= 
I.ITERATION 
---------------------------------------------
-
---------------------------------------------
-
I NODES SWAPPED= 4 
DECREASABLE COST= 2.300701644756 
IMPROVEMENT SO FAR= 2.300701644756 
COST OF THE PARTITION =96.24185927457 
CPU TIME =.050703 
24 29 25 27 30 4 10 28 1 18 9 13 3 22 7 
12 6 5 14 21 19 20 23 26 11 2 17 15 16 8 
----------------------------------------- ---
-
----------------------------------------------
2.ITERATION 
---------------------------------------------
-
---------------------------------------------
-
I NODES SWAPPED= 3 
DECREASABLE COST= .5922176500433 
IMPROVEMENT SO FAR= 2.892919294799 
COST OF THE PARTITION =95.64964162453 
CPU TIME =.073147 
24 29 25 27 30 4 10 2 1 18 9 11 3 22 14 
12 6 5 7 21 19 20 23 26 13 28 17 15 16 8 
---------------------------------------------
-
---------------------------------------------
-
3.ITERATION 
---------------------------------------------
-
---------------------------------------------
-
I NODES SWAPPED= 2 
DECREASABLE COST= .5648749319374 
IMPROVEMENT SO FAR= 3.457794226737 
COST OF THE PARTITION =95.08476669259 
CPU TIME =.095221 
24 29 25 27 30 4 16 19 1 18 9 11 3 22 14 
12 6 5 7 21 2 20 23 26 13 28 17 15 10 8 
4.ITERATION 
l O C a 1 o p t 1 m a r e a c h e d ' 
total cpu-time = .113135 
89 
--------------------------------------------
********************************************* 
K - L ALGORITHM 
********************************************* 
NUMBER OF NODES= 40 
RANDOM NUMBER SEED= 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =25-33 
COST OF THE INITIAL PARTITION= 180.7432085183 
START TIME = .32495 
----------------------------------------------
----------------------------------------------
l.ITERATION 
----------------------------------------------
----------------------------------------------
I NODES SWAPPED= 5 
DECREASABLE COST= 6.309757766125 
IMPROVEMENT SO FAR= 6.309757766126 
COST OF THE PARTITION =174.4334507522 
CPU TIME =.072406 
33 20 31 11 5 32 40 39 37 35 19 28 9 13 23 36 38 29 26 3· 
-----------------------------------------------
l 15 2 6 22 17 12 34 27 7 4 8 30 21 18 14 24 16 10 25 
----------------------------------------------
----------------------------------------------
2.ITERATION 
----------------------------------------------
----------------------------------------------
I NODES SWAPPED= 1 
DECREASABLE COST= 1.854120231068 
IHPROVEHENT SO FAR= 8.163877997193 
COST OF THE PARTITION =172.5793305211 
CPU TIHE =.116869 
33 20 31 22 5 32 40 39 37 35 19 28 9 13 23 36 38 29 26 3 
-----------------------------------------------
1 15 2 6 11 17 12 34 27 7 4 8 30 21 18 14 24 16 10 25 
----------------------------------------------
----------------------------------------------
3.ITERATION 
----------------------------------------------
----------------------------------------------
1 o c a 1 o p t 1 m a 
total cpu-time = .158485 
r a a c h e d 
/ 
90 
' . 
********************************************* 
K - L ALGORITHM 
********************************************* 
NUteER OF NODES= 50 
RANDOM NUMBER SEED= 12345 
GRAPH TYPE= COHPLETE 
BEST I-J =21-24 
COST OF THE INITIAL PARTITION = 290. 6149515427 
START TIME = .331616 
------------
------------
------------
----------
------------
------------
------------
----------
l.ITERATION 
------------
------------
------------
----------
------------
------------
------------
----------
I NODES SHAPPED = 4 
DECREASABLE COST= 8.985328093621 
IMPROVEMENT SO FAR= 8.985328093622 
COST OF THE PARTITION =281.629623449 
CPU TIME =.108497 
24 1 9 42 26 7 35 49 38 10 17 20 46 12 14 32 11 5 43 50 4 18 2 33 45 
22 13 31 16 28 34 25 37 23 44 15 30 40 3 41 27 19 39 29 36 47 8 48 6 21 
------------
------------
------------
----------
------------
------------
------------
----------
2.ITERATION 
-----------
-----------
-----------
-----------
--
------------
------------
------------
----------
I NODES SHAPPED = 4 
DECREASABLE COST= .6379688971512 
IMPROVEMENT SO FAR= 9.623296990767 
COST OF THE PARTITION =280.9916545519 
CPU TIME =.188768 
24 1 9 42 26 3 35 47 38 10 17 20 46 12 14 32 11 5 43 50 4 18 8"33 31 
22 13 45 16 28 34 25 37 23 44 15 30 40 7 41 27 19 39 29 36 49 2 48 6 21 
------------
------------
------------
----------
------------
------------
------------
----------
3.ITERATION 
------------
------------
------------
----------
------------
------------
------------
----------
I NODES SHAPPED = 3 
DECREASABLE COST= .7990585811004 
IMPROVEMENT SO FAR= 10.42235557187 
COST OF THE PARTITION =280.1925959708 
CPU TIME =.269191 
24 1 9 42 26 48 35 41 38 10 34 20 46 12 14 32 11 5 43 50 4 18 8 33 31 
22 13 45 16 28 17 25 37 23 44 15 30 40 7 47 27 19 39 29 36 49 2 3 6 21 
-----------
-----------
-----------
-----------
--
------------
------------
------------
----------
4.ITERATION 
----------
----------
----------
----------
------
----------
----------
----------
----------
------
l O C a l reached 
total cpu-time = .345878 
91 
********************************************* 
K - L ALGORITHM 
********************************************* 
NUHBER OF NODES= 60 
RANDOM NUHBER SEED= 12345 
GRAPH TYPE = COMPLETE 
BEST I-J =13-56 
COST OF THE INITIAL PARTITION= 421.650008663 
START TIME = .344707 
=====================================·======== 
I.ITERATION 
----------------------------------------------
----------------------------------------------
I NODES SHAPPED = 7 
DECREASABLE COST= 17.33882203343 
IMPROVEMENT SO FAR= 17.33882203343 
COST OF THE PARTITION =404.3111866296 
CPU TIME =.165388 
56 21 54 6 31 9 32 18 41 52 24 45 8 37 59 28 47 40 3 55 50 14 51 2 27 
33 23 25 42 30 
-----------------------------------------------
53 16 5 26 1 43 46 49 19 15 17 48 7 36 38 22 10 34 60 35 4 44 39 20 12 
29 57 11 58 13 
----------------------------------------------
----------------------------------------------
2.ITERATION 
----------------------------------------------
I NODES SWAPPED= 9 
DECREASABLE COST= 1.262270182894 
IMPROVEMENT SO FAR= 18.60109221632 
COST OF THE PARTITION =403.0489164467 
CPU TIME =.302349 
56 21 54 6 31 9 32 18 41 52 24 4 5 19 5~ 29 47 40 26 20 50 16 51 2 27 
33 23 53 42 44 
---------------------------------------- .------
25 14 8 3 1 43 46 49 37 15 17 48 7 36 38 22 10 34 60 35 45 30 39 55 12 
28 57 11 58 13 
----------------------------------------------
----------------------------------------------
3.ITERATION 
----------------------------------------------
----------------------------------------------
I NODES SWAPPED= 1 
DECREASABLE COST= 1.17412830472 
IMPROVEMENT SO FAR= 19.77522052104 
COST OF THE PARTITION =401.874788142 
CPU TIME =.436754 
56 21 54 6 31 9 32 18 41 52 24 28 5 19 59 29 47 40 26 20 50 16 51 2 27 
33 23 53 42 44 
25 14 8 3 1 43 46 49 37 15 17 48 7 36 38 22 10 34 60 35 45 30 39 55 12 
, 4 57 11 58 13 
------===-----------------------
---------------------------====-
4.ITERATION 
---------~--========--~=-----------------:-~--
1 o ca 1 opt 1 ma re/ached , 
total cpu-time = .566922 
92 
I 
********************************************* 
K - L ALGORITHM 
********************************************* 
NU1BER OF NODES= 80 
RANDOH NU18ER SEED= 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =44-68 
COST OF THE INITIAL PARTITION= 761.7522330312 
START TIME = .377752 
=========================================== ·== 
I.ITERATION 
----------------------------------------------
----------------------------------------------
I NODES SHAPPED = 10 
DECREASABLE COST= 26.18640226788 
IMPROVEMENT SO FAR= 26.18640226783 
COST OF THE PARTITION =735.5658307633 
CPU TIME =.343633 
68 67 65 29 76 33 3 59 60 18 20 43 8 57 35 63 24 40 51 25 79 77 61 l 70 
27 36 13 46 69 53 22 64 73 41 55 4 26 71 28 
31 39 54 47 23 32 11 34 42 49 62 7 2 12·45 52 48 56 19 72 50 30 16 80 10 
14 9 78 15 58 17 37 5 75 6 38 66 74 21 44 
------------------------------ ---------------
----------------------------------------------
2. ITERATION 
----------------------------------------------
----------------------------------------------
I NODES SHAPPED = 1 
DECREASABLE COST= .6184241648527 
IMPROVEMENT SO FAR= 26.80482643269 
COST OF THE PARTITION =734.9474065985 
CPU TIME =.656895 
68 67 65 29 76 33 3 59 45 18 20 43 8 57 35 63 24 40 51 25 79 77 61 1 70 
27 36 13 46 69 53 22 64 73 41 55 4 26 71 28 
31 39 54 47 23 32 11 34 42 49 62 7 2 12 60 52 48 56 19 72 50 30· 16 80 10 
14 9 78 15 58 17 37 5 75 6 38 66 74 21 44 
----------------------------------------------
3.ITERATION 
----------------------------------------------
----------------------------------------------
1 o c a 1 o p t 1 m a r e a c h e d ' 
total cpu-time = .962615 
93 
------------------------------------- -- --
********************************************* 
K - L ALGORITHM 
********************************************* 
NUMBER OF NODES= 100 
RANDOH NUMBER SEED= 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =6-45 
COST OF THE INITIAL PARTITION = 1212 .117721896 
START TIME = .420835 
================== =====-~==------------------
----------------------------------------------
----------------------------------------------
1. ITERATION 
I NODES SWAPPED= 22 
DECREASABLE COST= 48.62891505058 
IMPROVEMENT SO FAR= 48.62891505049 
COST OF THE PARTITION =1163.488806845 
CPU TIME =.633237 
45 29 56 24 13 85 75 46 68100 18 50 2 27 57 30 78 32 3 93 40 62 28 96 59 
48 33 90 4 36 1 72 81 23 8 tl 35 94 88 55 41 84 80 39 65 15 22 71 92 73 
-----------------------------------------------37 9 67 49 34 53 60 98 5 70 61 16 83 82 79 43 25 19 38 20 54 31 14 69 77 
11 87 99 58 64 74 51 7 89 66 44 26 17 91 76 86 95 97 63 52 47 12 42 10 6 
----------------------------------------------
----------------------------------------------
----------------------------------------------
----------------------------------------------
2.ITERATION 
I NODES SWAPPED= 10 
DECREASABLE COST= 3.199360871147 
IMPROVEMENT SO FAR= 51.82827592161 
COST OF THE PARTITION =1160.289445974 
CPU TIME =1.231759 
64 29 56 24 13 85 61 46 76100 18 50 2 27 12 30 20 98 31 93 40 62 28 96 59 
48 33 90 4 36 l 72 81 23 8 69 35 94 47 55 41 84 80 39 63 15 22 71 92 73 
-----------------------------------------------37 9 67 49 34 53 60 32 5 70 75 16 83 82 79 43 25 19 38 78 54 3 14 21 77 
11 87 99 58 45 74 51 7 89 66 44 26 17 91 68 86 95 97 65 52 88 57 42 10 6 
----------------------------------------------
----------------------------------------------
3. ITERATION 
----------------------------------------------
----------------------------------------------
I NODES SWAPPED= 5 
DECREASABLE COST= 2.94886351126 
IMPROVEMENT SO FAR= 54.77713943284 
COST OF THE PARTITION =1157.340582463 
CPU TIME =1.832355 
64 29 56 24 13 85 61 46 76 68 18 50 2 27 67 30 20 98 31 93 40 62 28 96 59 
42 33 90 4 36 1 72 81 23 8 75 35 94 47 55 41 84 80 39 63 15 22 71 92 11 
-----------------------------------------------
37 9 12 49 34 53 60 32 5 70 69 16 83 82 79 43 25 19 38 78 54 3 14 21 77 
73 87 99 58 45 74 51 7 89 66 44 26 17 91100 86 95 97 65 52 88 57 48 10 6 
94 
-------------------- ----------~~--------~----
4.ITERATION 
============-----=-==== =========-=-======== . 
# NODES SHAPPED = l 
DECREASABLE COST= .3111437169259 
IMPROVEMENT SO FAR= 55.08828314977 
COST OF THE PARTITION =1157.029438746 
CPU TIME =2.428995 
64 29 56 24 13 85 61 46 76 68 18 50 2 27 67 30 20 98 31 93 40 62 28 96 59 
3 33 90 4 36 l 72 81 23 8 75 35 94 47 55 41 84 80 39 63 15 22 71 92 11 
-----------------------------------------------
37 9 12 49 34 53 60 32 5 70 69 16 83 82 79 ,3 25 19 38 78 54 42 14 21 77 
73 87 99 58 45 74 51 7 89 66 44 26 17 91100 86 95 97 65 52 88 57 48 10 6 
----------------------------------------------
5.ITERATION 
----------------------------------------------
l O C a l O p t 
total cpu-time = 
1 m a 
3.013386 
r e a c h e d 
95 
--------------------------------------------
********************************************* 
K - L ALGORITHM 
********************************************* 
Nl.Jr"BER OF NODES= 200 
RANDOM ~ER SEED= 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =120-134 
COST OF THE INITIAL PARTITION= 4900.334040863 
START TIME = .800309 
=-=-------------------------------------------
l.ITERATION 
===-------------------------------------------
I NODES SWAPPED = 36 
DECREASABLE COST= 175.7683478537 
IMPROVEMENT SO FAR= 175.7683478501 
COST OF THE PARTITION =4724.565693013 
CPU TIHE =5.38678 
134 60173 98193 87135 50142159174 89 71185 33 75 40105 94 55184121 70 83 34 
169199 80192189 41131107130154 67 18156114146165139 48190196187100172123 56 
140 7 63 10 27 13170 35 51109158178 30 20152 37125153 92 58 42 76163 79116 
9188 12 85180 49198 64141 62124160 59 29106 57 24144 22 44 15122 47200 28 
-----------------------------------------------
82 43 26195 23 77186 45 32 11 69162149150 96 90 91181 19128167155 17 73179 
168 72 25133 53 93151 52 16108 97182110136132112157197 5 81176177 61117161 
143 6 78 68138103194145101171119 86 8 31 38 36113129166 84147 14118111 95 
2126 74 88175 65102 46137164183 99104115 66 3 1 39127191 4 54 21148120 
----------------------------------------------
----------------------------------------------
2.ITERATION 
----------------------------------------------
----------------------------------------------
I NODES SWAPPED = 4 
DECREASABLE COST= 4.306701237711 
IMPROVEMENT SO FAR= 180.0750490878 
COST OF THE PARTITION =4720.258991776 
CPU TIHE =10.853636 
134 60173 98193 87135 50142159174 89 71185 33 75 40105 94 55184121 70 83 34 
169199 80192189 41131107130154 67 18156114146165139 48190196187100172123 56 
140 7 63 10 27 13170 35 51109158178 30 20152 37125153 92 58128 76163164116 
9155 12 85 54 49198 64141 62124160 59 29106 57 24144 22 44 15122 47200 28 
-----------------------------------------------
82 43 26195 23 77186 45 32 11 69162149150 96 90 91181 19 42167188 17 73179 
168 72 25133 53 93151 52 16108 97182110136132112157197 5 81176177 61117161 
143 6 78 68138103194145101171119 86 8 31 38 36113129166 84147 14118111 95 
2126 74 88175 65102 46137 79183 99104115 66 3 l 39127191 4180 21148120 
----------------------------------------------
----------------------------------------------
3.ITERATION 
----------------------------------------------
I NODES SWAPPED= 22 
DECREASABLE COST= 1.631743278111 
IHPROVEHENT SO FAR= 181. 7067923662 
COST OF THE PARTITION =4718.627248497 
CPU TIME =16.244708 
134 60173 98193 87135 50142186 31 89' 71185 33 75 40105 94 55101121112 83 34 
169199181192189 41176168130154 67 18 19114146165139 82190188 74100172123 56 
140 7 63 10180 13 72 35 51109158178 79 20152 37125132148 58113 76163164116 
9155 12 85 38 68 17 64141 62124160 59 29106 57 24144 22 44 15 11 47 39 28 
- -- --------------------------------------
48 43 26195 23 77159 45 32122 69162149150 96 
107170 25133 53 93151 52 16108 97182110136153 
143 6 78 49138103194145184171119 86 8174 54 
2126187 88175 65102 46137 30183 99104115 66 
90 91 80156 42167196198 73179 
70157197 5 81131177 61117161 
36128129166 84147 14118111 95 
3 1200127191 4 27 21 92120 
--------=:=----=============================== 
4.ITERATION 
-=--=--=---====-------------------------------
• NODES SHAPPEO = 17 
OECREASABLE COST= 2.95427223371 
IHPROVEHENT SO FAR= 184.6610645996 
COST OF THE PARTITION =4715.672976264 
CPU TIHE =21.553344 
134 60173 98193 87135 50142159 31 89 71185 33184 40105 94 55122121 5 83126 169199 48192189 41176168130154 67 18 19114146174139156190188 74100172123 56 166 7 63 80 70 13 72 35 51198158178196 20152 37125183148 58170 76163164116 9155 12 85 38 68 17 64141 62124160 59 29 49 57 24144 84 44 15 11 47 39 28 
181 43 26195 23 77186 45 32101 69162149150 96 90 91 10 82 42167 79109 73179 
107113 25133 53 93151 52 16108 97182110136153180157197112 81131177 61117161 143 6 78106138103194145 75171119 86 8165 54 36128129140 22147 14118111 95 2 34187 88175 65102 46137 30132 99104115 66 3 1200127191 4 27 21 92120 
=========================---=-----------------5.ITERATION 
--------------------------------------------------------------------------------------------
• NODES SHAPPED = 5 
DECREASABLE COST= 2.542223875995 
IHPROVEHENT SO FAR= 187.2032884753 
COST OF THE PARTITION =4713.130752388 
CPU TIHE =26.755927 
134 60173 98193 87135 50142159 31 89 71185 33184 40105 94 55122121 5 83126 
169199 48192189 41 82168130154 67 18 19114146174139 52190 14 74100172123 56 
166 7 63 80 70 13 72 35 51198158178196 20152 37125183148 58 86 76163164116 9155 12 85 38 68 79 64141 62124160 59 29 49 57 24144 84 44 15 11 47 39 28 
181 43 26195 23 77186 45 32101 69162149150 96 90 91 10176 42167 17109 73179 
107113 25133 53 93151156 16108 97182110136153180157197112 81131177 61117161 
143 6 78106138103194145 75171119170 8165 54 36128129140 22147188118111 95 
2 34187 88175 65102 46137 30132 99104115 66 3 1200127191 4 27 21 92120 
--------------------------------------------------------------------------------------------6.ITERATION 
----------------------------------------------
I NODES SWAPPED= 2 
DECREASABLE COST= .2425364997319 
IHPROVEHENT SO FAR= 187.445824975 
COST OF THE PARTITION =4712.888215888 
CPU TIHE =31.990229 
134 60173 98193 87135 50142159 31 89 71185 33184 40105 94 55122121 5 83126 169199 48192189 41 82168130154 67 18 19114146174139 25190 14 74100172123 56 
166 7 63 80 70 13 72 35 51198158178196 20152 37125183148 58 86 76163164116 9155 12 85 38 68 79 64141 62124160 59 29 90 57 24144 84 44 15 11 47 39 28 
-------- ------------------------------------
181 43 26195 23 77186 45 32101 69162149150 96 49 91 10176 42167 17109 73179 
107113 52133 53 93151156 16108 97182110136153180157197112 81131177 61117161 
143 6 78106138103194145 75171119170 8165 54 36128129140 22147188118111 95 
2 34187 88175 65102 46137 30132 99104115 66 3 1200127191 4 27 21 92120 
----------------------------------============ ?.ITERATION 
----------------------------------============ 
1 o c a 1 o p t 1 m a r e a c h e d 
total cpu-time = 37.174624 
APPENDIX 4 
RESULTS FOR STANDARD GENETIC ALGORITHM 
IMPLEMENTATION 
98 
*************************************************** GENETIC ALGORITHM 
******************************************"********* 
NUHBER OF NODES= 20 
RANDOM NUMBER SEED= 12345. 
PERTURBATION AMOUNT= .3 
BEST PAIR AS FEEDED INTO PROGRAM I=4,J=7 
ASEXUAL REPRODUCTION RATE= .2 
MUTATION RATE = .2 
POPULATION SIZE = 30 
TUNING PARAMETER = 2. 
COST OF THE INITIAL SOLUTION= 42.39841804168 
START TIHE = .392507 
ITR HIN 
BEGIN ITERATIONS 
AVE MAX CPU TIME 
. --------------------------------------------------------------------
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
42.39841804168 
42.35111616204 
42.35111616204 
42.35111616204 
42.35111616204 
42.35111616204 
42.35111616204 
41.48482093018 
41. 48482093018 
41.48482093018 
41.48482093018 
41. 48482093018 
48.01276747289 
44.68912527507 
44.26471701843 
43.57556936961 
42. 90816090513 
42. 6406 7643441 
42.61156885911 
42.35331046512 
42.04270623289 
41.57618064133 
41.51527416723 
41.54572740428 
,. 
52.08387495632 
47.85096171564 
47.66864333267 
47.66864333267 
44.36808157169 
45.05199876005 
45.05199876005 
42.84229365269 
42. 69022911593 
42.39841804168 
42.39841804168 
42.39841804168 
99 
.142941 
.268307 
.392331 
.525741 
.640541 
.757383 
.883161 
1. 010594 
1.13475 
1.259728 
1.386557 
1. 518617 
*************************************************** 
GENETIC ALGORITHM 
*************************************************** 
NUMBER OF NODES= 30 
RANDOM NUMBER SEED= 12345. 
PERTURBATION AMOUNT= .3 
BEST PAIR AS FEEDED INTO PROGRAM I=8,J=24 
ASEXUAL REPRODUCTION RATE= .2 
MUTATION RATE = .2 
POPULATION SIZE = 30 
TUNING PARAMETER = 2. 
COST OF THE INITIAL SOLUTION= 98.54256091933 
START TIME = .413005 
----------------------------------------------------- ---------------
BEGIN ITERATIONS 
---------------------------------------------------------------------
ITR MIN AVE HAX CPU TIME 
---------------------------------------------------------------------
1 98.54256091933 107.0736356397 114.1993050176 .255669 
2 99.89446650562 105.6170008648 119.8277597135 .481511 
3 97.71793338032 104.2796630977 110.628904643 .706011 
4 97.15516475639 101.5983291428 113.0033151992 .912102 
5 95.98934308069 99.25045830589 104.2616432986 1.133107 
6 95.98934308069 97.87663021723 100.2070921048 1. 355615 
7 95.98934308069 97.78104479162 102.1318622713 1. 567899 
8 95.98934308069 97.06088943934 100.7831860382 1.802959 
9 95.98934308069 96.66587890466 98.51481366171 2. 030494 
10 95.98934308069 96.21423773934 97.71793338032 2.266676 
11 95.98934308069 96.03124604949 96.61788761272 2.492627 
12 95.98934308069 95.98934308069 95.98934308069 2.703301 
13 95.98934308069 96.03124604949 96.61788761271 2.939886 
14 95.98934308069 95.98934308069 95.98934308069 3.15687 
15 95.98934308069 95.98934308069 95.98934308069 3.393045 
16 95.98934308069 96.01029456509 96.61788761271 3.594194 
17 95.98934308069 95.98934308069 95.98934308069 3.815299 
18 95.98934308069 95.98934308069 95.98934308069 4.021607 
19 95.98934308069 95.98934308069 95.98934308069 4. 266534 
20 95.98934308069 96.01029456509 96.61788761271 4 .488624 
100 
*************************************************** 
GENETIC ALGORITHM 
***********************************'*************** 
NUMBER OF NODES= 40 
RANDOM NUMBER SEED= 12345. 
PERTURBATION AMOUNT= .3 
BEST PAIR AS FEEDED INTO PROGRAM I=25,J=33 
ASEXUAL REPRODUCTION RATE = .2 
MUTATION RATE = .2 
POPULATION SIZE = 30 
TUNING PARAMETER = 2. 
COST OF THE INITIAL SOLUTION= 180.7432085183 
START TIHE = .43399 
--------------------------------------·-----· -------- ---------------
BEGIN ITERATIONS 
---------------------------------------------
------------------------
ITR MIN AVE HAX CPU TIME 
---------------------------------------------
------------------------
1 
2 
3 
4 
5 
6 
7 
8 
9 
181. 630973 7586 
179. 05 78589517 
176.4298940181 
176.4298940181 
176. 4298940181 
176. 42 98940181 
176.4298940181 
176. 4298940181 
176.0167616237 
187.6459341573 
184.956635856 
181.452674037 
179.3056113853 
177.5582022906 
177.0760343631 
176.6606365929 
176.483482458 
176.7013058414 
193.9313247636 
194.0470610521 
184.5571089822 
182.1713154406 
180.7614621874 
179.8599324316 
177.7721316062 
178.0375472161 
180.8958558246 
101 
.402878 
.746081 
1.106307 
1.467727 
1.803937 
2.114467 
2.482966 
2.851832 
3.221265 
*********************~***************************** 
GENETIC ALGORITHM 
*************************************************** 
NUMBER OF NODES= 50 
RANDOM NUMBER SEED= 12345. 
PERTURBATION AMOUNT= .3 
BEST PAIR AS FEEDED INTO PROGRAM I=21,J=24 
ASEXUAL REPRODUCTION RATE = .2 
MUTATION RATE = .2 
POPULATION SIZE = 30 
TUNING PARAMETER = 2. 
COST OF THE INITIAL SOLUTION= 290.6149515427 
START TIME = .472997 
----------------------------------------------------- ---------------
BEGIN ITERATIONS 
---------------------------------------------------------------------
ITR HIN AVE HAX CPU TIHE 
---------------------------------------------------------------------
l 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
290.6149515427 
290.0524684357 
288.8789586176 
287.2208058933 
288.6753500581 
286.0777195101 
286.0777195101 
285.0313158372 
283. 7577717761 
283.7577717761 
283. 7577717761 
283.7577717761 
302.7765866194 
304.230394644 
302.0806763033 
298.8451578276 
295.5385016796 
292.2777923033 
290.3206076607 
288.1455881642 
287. 3989330197 
286.3807888036 
285.3661516312 
284.6554832795 
308.25757477 
323.197622485 
323.8761454847 
319.2149080473 
310.7351443483 
302.7749560838 
300.4492019028 
292. 2973112118 
291.4893096415 
289.4580217573 
288.3315721038 
286.5968774919 
102 
.606275 
1.093775 
1. 56 7582 
2.080968 
2.59278 
3.117298 
3.564997 
4.039186 
4.501414 
5.054376 
5.503445 
5.975546 
*************************************************** 
GENETIC ALGORITHM 
*************************************************** 
NUMBER OF NODES= 60 
RANOOH NUMBER SEED = 12345. 
PERTURBATION AMOUNT= .3 
BEST PAIR AS FEEDED INTO PROGRAM I=l3,J=56 
ASEXUAL REPRODUCTION RATE= .2 
MUTATION RATE = .2 
POPULATION SIZE = 30 
TUNING PARAMETER. = 2. 
COST OF THE INITIAL SOLUTION= 421.650008663 
START TIME = .499473 
-----------------------------------------------------
BEGIN ITERATIONS 
---------------
---------------------------------------------------------------------
ITR HIN AVE HAX CPU TIHE 
---------------------------------------------------------------------
1 417.7641015977 435 .1110136621 458.3250030345 . 826564 
2 416.5980460194 424. 31989336 96 442.7109672527 1. 489681 
3 415.25226908 422. 9244718773 438.7888672813 2.16987 
4 414.292985045 419.8945758058 429.2340284561 2 .885756 
5 414.4430323199 417. 3942583297 422.2844434648 3.58458 
6 412.7402109369 416.6853457873 421.6661423635 4. 298812 
7 410.5134417182 415. 8271345169 418.8520545998 4. 980332 
8 410. 5134417182 413.9516926304 418.6016790858 5. 642186 
9 410. 5134417182 413.6245372375 417.7376457702 6.303731 
10 410. 5134417182 412. 3823194338 416.2290708041 6. 928278 
11 410.5134417182 411. 9942524921 414.3897476934 7.592258 
12 410.5134417182 411. 5360082 734 415. 933 7414172 8. 258166 
13 410.5134417182 410.9725657313 413.630267172 8. 90163 
14 410.5134417182 411.094873196 413. 7510300371 9.597377 
15 410. 5134417182 410.8833294185 411.9670634541 10. 256507 
16 410.5134417182 410.8701055799 412.8890082664 10. 93634 
17 410.5134417182 410.6295774139 412.5438908561 11.653685 
18 410.5134417182 410.5898052948 412.5438908561 12. 261145 
19 410. 5134417182 410.8059765319 414.8478899462 12.921262 
20 410 . 513 44 1 718 2 410.8368837942 412.8143830346 13.618004 
21 410.5134417182 410.6680951364 412. 2640437929 14. 24296 
22 410.5134417182 410. 692821746 7 412. 2640437929 14.850998 
23 410. 5134417182 410.6284334365 412.7626367528 15.457318 
24 410. 5134417182 410.7407539133 412.8143830346 16.083916 
25 410. 5134417182 410.641327759 412.8890082664 16. 730406 
26 410. 5134417182 410. 6332509383 411.9670634541 17.372205 
27 410. 5134417182 410.5394875343 410.7738998799 18 .104569 
28 410.5134417182 410.6258014621 412.683677522 18. 784232 
29 410.5134417182 410.5447783299 411. 4535400713 19. 498973 
30 410. 5134417182 410. 65 71751033 412.8143830346 20.212021 
31 410. 5134417182 410.6329375009 412.0807076671 20.890508 
32 410. 5134417182 410.6813574361 412. 264043 7929 21.604292 
33 410. 5134417182 410. 5268966498 410.7738998799 22.318888 
34 410. 5134417182 410.6029116076 412.9370802404 22.958822 
35 410. 5134417182 410.6705932456 412.9370802404 23.653174 
36 410. 5134417182 410.5942296689 412.9370802404 24.33681 
37 410. 5134417182 410.5221236569 410.7738998799 24. 942273 
38 410. 5134417182 410.5308055956 410.7738998799 25. 657899 
103 
******************************************'******~** GENE1IC ALGORITHM 
*************************************************** 
NUMBER OF NODES= 80 
RANDOH NUMBER SEED= 12345 
PERTURBATION AMOUNT= .3 
PERTURBATION INTERVAL= 1 TO 80 
BEST PAIR AS FEEDED INTO PROGRAM I=44,J=68 
ASEXUAL REPRODUCTION RATE = .2 
MUTATION RATE = .2 
POPULATION SIZE = 50 
TUN!NG PARAMETER = 2. 
COST OF THE INITIAL PARTITION= 761.7522330312 
START TIME = .475298 
----------------------------------------------------- ------ --------
BEGIN ITERATIONS 
---------------------------------------------------------------------
ITR HIN AVE MAX CPU TIME 
---------------------------------------------------------------------
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
.:i5 
34 
35 
36 
37 
822.3656000441 
800.5610549368 
761.3436170172 796.4768674257 
757.7990713918 781.3080298603 
750.15616346 769.8025052851 
747.3679154531 763.6241359347 
747.3188756072 760.7318973484 
742.9506796126 759.4280486287 
742.3037110106 754.1777933944 
738.9357810956 747.2818652728 
740.3987142593 745.492563655 
784.4740652419 
784.1698393425 
788.1605232742 
782.5917254456 
769.3691798257 
764.4838325798 
735.6305280161 744.1763335159 
736.1049600139 743.6907765566 
736.5900514744 742.2620284654 
736.5900514744 740.871283128 
735.9118635371 739.54394845 
735.9118635371 739.1713301172 
734.575452114 738.7021382546 
734.0272137478 737.9211533297 
734.0272137478 736.9746192095 
734.0272137478 735.9990209424 
733.4284090092 734.8080743102 
734.0272137478 735.1377920192 
733.1970670837 734.5624856468 
732.1824266216 734.3627907168 
732.1824266216 733.9715025595 
732.1824266216 733.4930900446 
732.1824266216 733.0110411018 
732.1824266216 732.7338256276 
732.1824266216 732.4595925762 
732.1824266216 732.3725556136 
732.1824266216 732.4045473094 
732.1824266216 732.5229587978 
732.1824266216 732.4230926029 
732.1824266216 732.3588050031 
732.1824266216 732.3849549512 
732.1824266216 732.6937352606 
732.1824266216 732.2628466244 
732.1824266216 732.687~797428 
750.1574769597 
757.6026340348 
755.8455459359 
749.4635298621 
748. 34107236 72 
745.7556278905 
746.2862543312 
747.4047260468 
745.645598336 
741.2023597466 
738.0077885208 
738.0285039186 
741.642602638 
737.3256160302 
737.9722828301 
738.3614090632 
737.5629353861 
735.3268346962 
735.5636761896 
735.3268346962 
735.4659908027 
735.6781649869 
735.6482031555 
734.575452114 
735.4659908026 
735.0123394432 
735.6781649869 
733.8890396531 
737.6731308325 
104, 
3 .100494 
4.975658 
6.938512 
8.629915 
10.505641 
12.382806 
14.197826 
16.110046 
17.961329 
19.960444 
21.839396 
23.715143 
25.53408 
27.441893 
29.379964 
31. 293463 
33.111794 
34.780732 
36.629637 
38.440058 
40.371513 
42.241635 
44.024195 
45.811228 
47.570197 
49.567343 
51.566334 
53.383154 
55.260452 
57.226867 
59.105929 
61. 07499 
62.95025 
64.703284 
66.575587 
68.451123 
70.362225 
•.•....•....•....•.............................. ~ .. 
GENETIC ALGORITHM 
·················································~· 
NUHBER OF NODES= 100 
RANDON NUMBER SEED: 12345 
PERTURBATION AHOUNT: .3 
PERTURBATION INTERVAL: l TO 100 
BEST PAIR AS FEEOED INTO PROGRAM l=b,J=45 
ASEXUAL REPRODUCTION RATE = .2 
11UTATION RATE : .2 
POPULATION SIZE : 50 
TUN1NG PARAHETER = 2. 
COST OF THE INITIAL PARTITION: 1212.117i218q~ 
START TIME : .614089 
----------------------------------------------------- ---------------
BEGIN ITERATIONS 
ITR ---------------------------------------------------------------------HIN AVE HAX CPU TINE 
---------------------------------------------------------------------1 111>3.374794187 1177.049384253 1285.8401,74221 4. 51>0833 2 llb3. 374 79418 7 1168.902101831, 1211.195773598 7. 2b8973 3 1163. 374 79418 7 llb5.4750l9985 117b.436933858 9. 689663 4 1163. 3 74 794187 llb4.2727B079 1168.02639144 12.345174 5 1163. 3 74 79418 7 1163.68777512 1165.24404925 15.420802 b 116 3. 3 74 79418 7 1163.544557347 1165. 879896863 18.178717 7 1163. 374794187 ll6:L662421852 1166.31178 20.933731 6 1163.374794187 ll63.47bll4575 1165. 39804 763 7 23. b39.B8 9 1163. 374 79418 7 1163.6179000.B l lb5. 39804 71,3 7 26.299658 10 1163.374794187 1163.441657935 ll65.398047t,37 28.961066 11 llb3.374794187 1163.49981795 llb5.8798968b3 31.481552 12 llb3. 374 794187 l l 6 3 . 54 72 5 2 b 51 1165. 39804 763 7 34.327959 l3 1163.374794187 llb3.40ll928b6 llb4. b94 72814 31,. 9882 lb 14 1163.374794187 1163.474998294 11&5.679896863 39.699419 15 llb3.374794187 1163.415259256 1165. 39804 71,3 7 42.410713 lb 1163. 3 74 794187 llb3.42489624 1165. 6798%81,3 45.027535 17 1163.374794187 1163.415259256 llb5.396047i,37 47. B6599 16 1163.374794187 11&3.415259256 1165. 39804 7b37 50.402204 l'J llb3.374794187 1163.441657935 1165.398047&37 53.338207 20 lli,3.374794187 1163. 42489624 1165.6798%863 55.996711 21 1163.374794187 111>3.455120084 llb5.87989b8b3 sa. 751875 22 1163. 3 74 794187 1163. 441657935 111>5.398047637 61. 320157 23 1163.374794187 l lb3 .415259256 1165. 398047637 64.118223 24 1163.374794187 1163.496189394 1165. 39804 763 7 66. 964 71,4 25 1163.374794187 1163.64398328 1165. 39804763 7 1,9.860095 26 1163.374794187 111>3.572690126 111>5.879896863 72. 4 7784 27 1163. 374 794187 1163.415259256 1165. 39804 7637 75. 189006 28 1163. 3 74 7 9418 7 116 3 . 4 96 18 9 394 1165. 39804 763 7 77.711696 29 1163. 3 74 794187 1163.455724325 1165. 39804 76 37 80.514016 30 1163.374794187 116 3 . 4 71881778 1165.3980471,37 83.082702 31 1163.374794187 1163.498280457 1165.398047637 85. 787422 32 1163.374794187 1163. 40501803 1164.88598631,4 88. 451494 
• J 1163. 3 74 794187 1163.415259256 1165. 39804 763 7 91.1113&2 34 1163.374794187 1163.374794187 1163. 374 794187 93.818385 35 116 3. 3 74 7 9418 7 111>3.42489624 1165. 879896863 96.432155 36 1163. 374 794187 1163.441211587 1165. 87989681,3 99. 233325 37 1163 .142063687 1163.389223762 1164.190561535 102.03614 33 1162.98641551 1163.37403274 11 &4 . 1905615 3 5 104.611216 39 1162.98641551 llb3.3437535&3 11 & 3. 3 74 7 94 18 7 107 .1865:!:6 40 1162.98641551 1163. 218462742 1165.879896863 109.905239 41 1162.98&41551 1163 .154396859 1163.374794187 112.62101,7 42 1162. 98641551 l lb3. 09999417"', 116 3. 3 74 7 9418 7 115 521121, 43 1162.98641551 1163.075031124 l 11,3. 3 74 79418 7 118.421762 44 1162.98641551 1163. 078t,Z5683 11 b 3 . 3 7 4 7 94 18 7 121.140759 45 1162.981,41551 1163.029%7329 11 b 3. 374 H4 l 8 7 in.76723 46 1162. 98b4 l551 llb.L05t,l63586 1163. 374794187 lZb.:',45348 47 1162.98641551 1163.00:'.521974 l lb3. 374 794187 129.065774 48 1162.98641551 l lb2. 9895284 74 1163.142063687 Bl .8807?:l 49 1162.98641551 l 162. 99729604 7 l lb3. H4794i8 7 Bt•.60351 50 1162. 98641551 1162.994183084 116 3. 3 74 7 94 18 7 13b. 9%362 51 116.::. 98641551 ll62.98b41551 1162.98641551 139. 579543 52 1162.98641551 1162.98641551 1162.98641551 142.302293 53 1162.98641551 1162.98641551 1162. 98&41551 145.075008 54 1162.98641551 1162. 9895284 74 1163 .14206368 7 147 .~90061 55 1162. 71287663 1162. 984057696 ll63.1420b3b87 150.378711 56 1162. 71287663 1162.931707734 llb2.'J8641551 153.245978 
I O!J 
**********************************~**************** 
GENETIC ALGORITHM 
*************************************************** 
NUMBER OF NODES= 200 
RANDOM NUMBER SEED= 12345 
PERTURBATION AMOUNT= .3 
PERTURBATION INTERVAL= 1 TO 200 
BEST PAIR AS FEEDED INTO PROGRAM I=l20,J=l34 
ASEXUAL REPRODUCTION RATE = .2 
MUTATION RATE = .2 
POPULATION SIZE = 50 
TUNING PARAMETER = 2. 
COST OF THE INITIAL PARTITION= 4900.334040863 
START TIHE = 1.415315 
ITR HIN 
BEGIN ITERATIONS 
AYE HAX 
5070.512577629 
4870.502857638 
4781.338432501 
4770.389061452 
2 
3 
4 
s· 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
4753.273040119 
4749.626376846 
4747.920303704 
4747.920303704 
4745.19974661 
4745.155344435 
4744.570950618 
4744.570950618 
4744.066904931 
4741. 964710121 
4741.731326062 
4739.01575398 
4739.01575398 
4739.01575398 
4739.01575398 
4739.01575398 
4739.01575398 
4739.01575398 
4739.01575398 
4739.01575398 
4739.01575398 
4739.01575398 
4738.06079223 
4738.060792231 
4738.060792231 
4738.06079223 
4738.06079223 
4 735. 6 72 734568 
4 735. 6 72 734568 
4735.672734568 
4734.811761567 
4735.288874803 
4 734. 81176156 7 
4734.811761567 
4734.811761567 
4734.811761567 
4734.811761567 
4806.820462938 
4777.013770638 
4760.412120518 
4755.389264321 
4751.583534013 
4750.031607419 
4748.849933618 
4747.685177548 
4747.114190227 
4746.323016284 
4745.558334086 
4744.921896607 
4743.849959961 
4742.672518045 
4741.11232109 
4739.656734546 
4739.01575398 
4739.16560623 
4739.032059541 
4739.0934l8239 
4739.049088002 
4739.111714238 
4739.069526833 
4739.16432537 
4739.159159754 
4739.033047567 
4738.942536518 
4738.582753321 
4737.789317237 
4737.169052086 
4736.125645677 
4735.961869683 
4735. 74328729 
4735.899215493 
4735.758795415 
4735.662674273 
4735.639458529 
4 761. 810657063 
4757.772658017 
4756.57750877 
4751.539976556 
4751.907865441 
4750.276365141 
4748.946819338 
4748.475694913 
4749.809385666 
4748.20124453 
4748.141213606 
4742.982965014 
4739.015753981 
4741.868627121 
4739.359367251 
4741.868627121 
4739.995228534 
4741.868627121 
4 741. 868627121 
4743.195671258 
4742.583562349 
4739.995228534 
4739.995228534 
4739.995228534 
4739.157427486 
4739.157427486 
4738.938758531 
4738.06079223 
4737.719104517 
4738.938758531 
4736.715640432 
4736.835015904 
4736.835015904 
106 
CPU TIHE 
19.63684 
30.799187 
40.763742 
51.525271 
61.686564 
72.446647 
82.814395 
92.779831 
102.145869 
113.295042 
123.645964 
134.196607 
143.954986 
154.902299 
165.861411 
176.824431 
187.001441 
198.173337 
208.743426 
219.727193 
230.899639 
241.264506 
252.034743 
262.607753 
272.587488 
283.165919 
293. 942761 
303.738016 
315.117137 
326.293199 
336.679409 
347.668647 
358.456078 
368.8495 
380.04628 
391. 046651 
401.248745 
38 4734.811761567 4735.486816209 4 736. 715640432 412.642425 
39 4734.811761567 4nS.424129707 4737.719104517 424. 241944 
40 4734.811761567 4].)5.3431C60?.5 4736.835015904 435.448195 
41 4734.811761567 4735.095461438 4 735. 719992088 445.863903 
(, 2 4734.811761567 4 734. 98562955 4735. 719992088 455.285106 
43 4734.811761567 4734.933051251 4 735. 719992088 465.904746 
44 4734.811761567 4734.923483755 4 735. 719992089 476.329133 
45 4734.811761567 4734.89672203 4 735. 719992088 485.574842 
46 4734.811761567 4734.932106101 4 735. 719992088 496.02717 
47 4734.811761567 4 734. 8853146 96 4 735. 719992088 505.486464 
48 4734.811761567 4734.85947289 4735.288874803 515.740614 
49 4734.811761567 4734.888099685 4735.288874803 525.786235 
50 4734.811761567 4734. 950270711 4 735. 719992088 537.446085 
51 4734.811761567 4734.933051251 4 735. 719992089 547. 499899 
52 4733.738339609 4734.903880385 4 735. 719992088 558.544408 
53 4733. 738339609 4 734. 92497%03 4 735. 719992088 570.178378 
54 4733. 738339609 4734.742595056 4735.288874803 580.417085 
55 4733.738339609 4734.261410203 4735.603771649 589. 4714 72 
56 4733. 738339609 4733.871064271 4 735. 603 77164 9 600.559477 
57 4733.738339609 4733.83375563 4735.288874803 612.025136 
58 4733. 738339609 4733.790818752 4735.288874803 622.878675 
59 4733.738339609 4733.739613654 4733.802041875 632.131429 
60 4733. 738339609 4733.770624358 4735.288874803 643.383673 
61 4733. 738339609 4733.768726365 4 734. 81176156 7 654.635161 
62 4733. 738339609 4733.787484622 4734.915759351 665. 288 747 
63 4733.738339609 4733.799066742 4734.915759351 675.941642 
64 4733.738339609 4733.751080062 4733.802041875 687 .193836 
65 4733. 738339609 4733.787302659 4735.288874803 697.84724 
66 4733. 738339609 4733.766484318 4734.444850141 708.301167 
67 4733.738339609 4733.793470694 4734.444850141 719.558485 
68 4733. 738339609 4 733. 82682 72 96 4734.444850141 730. 216602 
69 4732.296715193 4733.657524591 4734.444850141 740. 876817 
70 4732.296715193 4733.222489176 4734.444850141 751.14 7158 
71 4732.296715193 4732.670277989 4 734. 0136 71504 762.42527 
72 4732.296715193 4732.356928261 4733.802041875 772.699045 
73 4732.2967151Q3 4732.424131557 4 734. 0136 71504 784. 574248 
74 4732.296715193 4732.347811962 4733.802041875 794.86635 
75 4732.296715193 4732.347811962 4733.802041875 805 .159292 
76 4732.296715193 4732.512325088 4 734. 0136 71504 816.44058 
77 4732.296715193 4732.401666367 4733.346226927 827.114848 
78 4 732. 296 715193 4732.317705428 4733.346226927 837.599007 
79 4732.296715193 4732.338695663 4733.346226926 848.885439 
80 4732.296715193 4732.359685897 4733.346226926 859.36769 
81 4732.296715193 4732.455673894 4 734. 32964 7005 870.258715 
82 4732.296715193 4732.455673894 4 734. 32 964 7005 880.951479 
83 4732.296715193 4732.317705428 4733.346226926 892.640237 
84 4732.296715193 4732.401666367 4733.346226927 903.521362 
85 4732.296715193 4732.380676132 4733.346226927 914 .4046 75 
86 4732.296715193 4732.394025023 4 734. 0136 71503 924.891029 
87 4732.296715193 . 4 732. 394025023 4734.0136 71504 935.767023 
88 4732.296715193 4732.331054319 4 734. 0136 71504 947.249322 
89 4732.296715193 4732.317705428 4733.346226926 958. 329051 
90 4732.296715193 4732.365393446 4 734. 0136 71504 969.005783 
91 4732.296715193 4732.352044554 4734.0136 71504 980.085537 
92 4732.296715193 4732.394025024 4 734. 0136 71504 990.164627 
93 4732.296715193 4732.33105432 4 734. 0136 71504 1000. 851921 
94 4732.296715193 4732.415015258 4 734. 0136 71504 1011.126547 
95 4732.296715193 4732.33105432 4734.0136 71504 1021.21375 
96 4 731. 442431798 4732.283532885 4732.491883161 1032.094255 
97 4731.442431798 4 732 .188997009 4 734. O 136 71504 1042.980928 
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APPENDIX 5 
IMPROVED SOLUTIONS 
WITH RE-ADJUSTED PARAMETER VALUES 
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**************************************************·* GENETIC ALGORITHM 
*******************************~******************* 
NUMBER OF NODES = 20 
RANDOM NUMBER SEED= 12345. 
PERTURBATION AMOUNT= l. 
BEST PAIR AS FEEDED INTO PROGRAM I=4,J=7 
ASEXUAL REPRODUCTION RATE = .2 
MUTATION RATE = l. 
POPULATION SIZE = 3 
TUNING PARAMETER = 2. 
COST OF THE INITIAL SOLUTION= 42.39841804168 
START TIHE = .33313 
ITR 
1 
HIN 
BEGIN ITERATIONS 
AVE 
42.39841804168 
41.48482093018 
41.48482093018 
41.48482093018 
48.46617423462 
44.60204087859 
42.08577796334 
42. 0938856 7118 
MAX 
52. 8196504064 
47. 23747023468 
42. 45279306389 
42. 39841804168 
2 
3 
4 
,.. 
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CPU TIHE 
.040943 
.058516 
.075623 
.094605 
**************************~************************ 
GENETIC ALGORITHM 
*************************************************** 
NUMBER OF NODES= 30 
RANDOM NUMBER SEED= 12345. 
PERTURBATION AMOUNT= .95 
BEST PAIR AS FEEDED INTO PROGRAM I=8,J=24 
ASEXUAL REPRODUCTION RATE = .2 
MUTATION RATE = 1. 
POPULATION SIZE = 15 
TUNING PARAMETER = 2. 
COST OF THE INITIAL SOLUTION= 98.54256091933 
START TIME = .413062 
-----------------------------------------------------
BEGIN ITERATIONS ---------------
---------------------- ·----------------------------------------------ITR HIN AVE HAX CPU TIME 
---------------------------------------------------------------------1 97.93758640521 102.8005032589 116.3701569597 .142878 2 95.0847666926 97.50208693363 99. 3 7112918219 .269588 3 95.0847666926 96.02826972617 99. 51954994545 
. 3 76402 4 95.0847666926 95. 4 7661091113 96. 97184505822 
.503218 5 95.0847666926 95.08476669259 95.0847666926 
. 629499 6 95.0847666926 95.08476669259 95.0847666926 
. 74409 7 95.0847666926 95.08476669259 95. 084 7666926 
.861579 8 95. 084 7666 926 95.08476669259 95.0847666926 
.979379 9 95.0847666926 95.08476669259 95.0847666926 1.096199 10 95. 084 7666 926 95.08476669259 95.0847666926 1.224008 11 95. 084 7666 926 95. 084 7666 9259 95.0847666926 1. 355665 12 95.0847666926 95.08476669259 95.0847666926 1. 473141 13 95.0847666926 95.08476669259 95.0847666926 1.599965 14 95. 084 76669?.6 95.08476669259 95.0847666926 1. 721956 15 95.0847666926 95.08476669259 95.0847666926 1.843509 16 95. 084 7666 926 95.08476669259 95.0847666926 1.950087 17 95.0847666926 95. 084 7666 9259 95.0847666926 2.076543 18 95.0847666926 95.08476669259 95.0847666926 2. 193547 19 95.0847666926 95. 084 7666 9259 95.0847666926 2.321075 20 95.0847666926 95.08476669259 95.0847666926 2.438447 21 95. 084 7666 926 95. 084 7666 9259 95.0847666926 2.566275 22 95.0847666926 95. 084 76669259 95.0847666926 2.684395 23 95.0847666926 95.08476669259 95.0847666926 2.811143 24 95. 084 7666 926 95.08476669259 95.0847666926 2.939395 
110 
• 
*************************************************** 
GENETIC ALGORITHM 
*************************************************** 
NUMBER OF NODES= 40 
RANDOM NUMBER SEED= 12345. 
PERTURBATION AMOUNT= 1.5 
BEST PAIR AS FEEDED INTO PROGRAM 1=25,J=33 
ASEXUAL REPRODUCTION RATE = .2 
MUTATION RATE = 1. 
POPULATION SIZE = 3 
TUNING PARAMETER = 2. 
COST OF THE INITIAL SOLUTION= 180.7432085183 
START TIME = .437328 
BEGIN ITERATIONS 
---------------------------------------------------------------------
ITR HIN AVE MAX CPU TIHE 
-------------------------------------------~-------------------------
1 178.6609346686 184.4365218623 195.3550359411 .067152 
2 177.8965181539 179.3896501475 180.9128602511 .094588 
3 172.5793305211 173. 5997652742 175.6406347805 .138927 
4 172.5793305211 172. 5793305211 172.5793305211 .182337 
5 172.5793305211 172.5793305211 172.5793305211 .225809 
6 172.5793305211 172.5793305211 172.5793305211 .262668 
7 172. 5793305211 172.5793305211 172.5793305211 .306083 
8 172.5793305211 172. 5793305211 172.5793305211 .333228 
9 172.5793305211 172.5793305211 172.5793305211 .368447 
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****~*~******w************************************* 
GENETIC ALGORITHM 
*************************************************** 
NUMBER OF NODES= 50 
RANDOM NUMBER SEED = 12345. 
PERTURBATION AMOUNT = 2.35 
BEST PAIR AS FEEDED INTO PROGRAM I=Jl,J=24 
ASEXUAL REPRODUCTION RATE= .2 
MUTATION RATE = 1. 
POPULATION SIZE = 5 
TUNING PARAMETER = 2. 
COST OF THE INITIAL SOLUTION= 290.6149515427 
START TIME = .467834 
-----------------------------------------------------
ITR 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
HIN 
BEGIN ITERATIONS 
AVE 
290.6149515427 
291. 5938039995 
290.4360401756 
283.8569188948 
282.1540476534 
280. l 925959708 
280. l 925959708 
280.1925959708 
280.1925959708 
280. 1925959708 
280.1925959708 
280.1925959708 
280.1925959708 
280. 1925959708 
280. 1925959708 
280.1925959708 
310.4440912337 
2 94. 7751179521 
291.8119663157 
287. 3393379839 
283.5049068224 
281. 2672242331 
280.48264356 
280. l 925959708 
280. l 925959708 
280 .1925959708 
280 .1925959708 
280. l 925959708 
280. 1925959708 
280.1925959708 
280. 1925959708 
280. l 925959708 
HAX 
322.2864678251 
299. 6536693644 
294. 9214627901 
290.6369705928 
285.4668037941 
282 .15404 76534 
281. 6428339171 
280. l 925959708 
280. l 925959708 
280.1925959708 
280. l 925959708 
280. l 925959708 
280. l 925959708 
280. l 925959708 
280. 1925959708 
280.1925959708 
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CPU TIHE 
.125277 
.2154 
.304817 
.394345 
.496699 
.599445 
.663897 
.753418 
.843517 
.94599 
1. 0226 77 
1.111844 
1.201005 
1. 290637 
1. 38015 
1.482551 
*************************************************** 
GENETIC ALGORITHM 
*************************************************** 
NUMBER OF NODES= 60 
RANDOM NUMBER SEED= 12345. 
PERTURBATION AMOUNT= 3. 
BEST PAIR AS FEEDED INTO PROGRAM I=l3,J=56 
ASEXUAL REPRODUCTION RATE = .2 
MUTATION RATE = 1. 
POPULATION SIZE = 6 
TUNING PARAMETER = 2. 
COST OF THE INITIAL SOLUTION= 421.650008663 
START TIHE = .498504 
---------------------------------------------
--------
BEGIN ITERATIONS 
---------------
----·----------------------------------------------------------------
ITR HIN AVE HAX CPU TIME 
----------------------------------------------
-----------------------
1 406.7725303856 420.6683768622 451. 45 78704388 .196214 
2 405.1482478051 408.9637299499 413.9546554727 .345003 
3 404.1253106908 406.6282185117 409.2728515332 .47569 
4 403.7212548652 406.0189624231 408.2021605023 .624079 
5 402.8917685087 404.8731694583 406. 5264996423 .772318 
6 402.5628581382 403.4528979821 404.8533375514 .92096 
7 402.5628581382 402.8199206153 403. 7763226302 l. 069902 
8 402.5628581382 402.7651022202 403. 7763226302 l. 21821 
9 402.5628581382 402. 5628581382 402.5628581382 l. 366043 
10 402.5628581382 402.9673463022 403.7763226302 1. 514258 
11 402.5628581382 402.7651022202 403.7763226302 1. 644125 
12 402.5628581382 402.7651022202 403.7763226302 1.756162 
13 402. 5628581382 402.7651022202 403.7763226302 1.921701 
14 402. 56 28581382 402.7651022202 403.7763226302 2.069645 
15 402.5628581382 402.7651022202 403.7763226302 2.235774 
16 402.5628581382 403.1695903842 403.7763226302 2. 383547 
17 402.5628581382 402.9673463022 403.7763226302 2.550318 
18 402.5628581382 402.7651022202 403.7763226302 2.662321 
19 402.5628581382 402.7651022202 403.7763226302 2.810256 
20 402.5628581382 402. 5628581382 402.5628581382 2.940314 
21 402.5628581382 402.5628581382 402.5628581382 3.089135 
22 402. 5628581382 402.5628581382 402.5628581382 3.238147 
23 401.874788142 401. 9894664747 402.5628581382 3. 36888 7 
24 401.874788142 401.874788142 401.874788142 3.518078 
25 401.874788142 402.1041448074 402. 5628581382 3.684682 
26 401. 8 74 788142 402.1041448074 402. 5628581382 3.815814 
27 401.874788142 402.1041448074 402. 5628581382 3.927826 
28 401.874788142 401. 8 74 788142 40 l. 8 74 788142 4.077114 
29 401.874788142 401. 9894664747 402.5626581382 4.243476 
30 401.874788142 401.874788142 401.874788142 4. 392599 
31 401. 874 788142 401. 874788142 401.874788142 4.54123 
32 401.874788142 401.874788142 401. 8 74 788142 4.689702 
33 401.874788142 401.874788142 401.874788142 4.856972 
34 401. 874 788142 401. 8 74 788142 401.874788142 5.023663 
35 401.874788142 402.2188231401 402.5628581382 5.172081 
36 401.874788142 401.874788142 401.874788142 5.308243 
37 401.874788142 401. 9894664 74 7 402. 5628581382 5.438974 
38 401. 8 74 788142 401. 9894664 74 7 402.5628581382 5.569721 
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**********~******************•***~***************~* 
GENETIC ALGORITHM 
******************************~******************** 
NUHBER OF NODES= 80 
RANDOM NUHBER SEED= 12345 
PERTURBATION AHOUNT = 2.5 
PERTURBATION INTERVAL= l TO 80 
BEST PAIR AS FEEDED INTO PROGRAM I=44,J=b8 
ASEXUAL REPRODUCTION RATE = .2 
MUTATION RATE = l. 
POPULATION SIZE = 15 
TUNING PARAMETER = 2. 
COST OF THE SOLUTION = 7ol. 7522330312 
START TIME = .54151 
ITR 
1 
HIN 
BEGIN ITERATIONS 
AVE 
747.3235899388 
735.8491043254 
734.8197468702 
734.6919910983 
734.6919910983 
734.3637385759 
734.3637385759 
733.3157570632 
733.3157570632 
757.0782250262 
741.1689104993 
737.841232524 
73b.2432878906 
735.3339028167 
734.9626334'+33 
734.9186577181 
734.5453233574 
733. 7238132962 
MAX 
812.~226046225 
749.7050050485 2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3107433892 
733.3107433892 
733.3107433892 
733.3107433892 
733.3107433892 
733.3107433892 
733.3107433892 
733. 31074338q2 
733.37018'+0035 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3701840036 
733.4246109439 
733.3701840035 
733.4790378843 
733.6967456457 
733.4790378843 
733.47903788'+3 
733.3701840035 
733.3701840036 
733.3701840036 
733.3147543284 
733.3675100441 
733.3134173486 
733. 36 71757991 
733.367844289 
733.3137515936 
733.3685127789 
733.4216027395 
746.4382659539 
738.0830406925 
736.3028702157 
735.8491043254 
735.3899934193 
734.8197468702 
734.8197468702 
734.1321611687 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
733.3157570632 
734.1321611687 
734.1321611687 
734.1321611687 
734 .1321611687 
734.1321611687 
734 .1321611687 
734.1321611687 
734.1321611687 
734.1321611687 
734.1321611687 
733.3157570632 
734.1321611687 
733.3157570632 
734.1321611687 
734 .1321611687 
733.3157570632 
734.1321611687 
734.1321611687 
1 1 '1 
CPU TIME 
.832173 
1.455772 
1. 918616 
2.538543 
3.095118 
3.653755 
4.178217 
4.8303 
5.420017 
5.945659 
6.470931 
7.090477 
7.647276 
8.203703 
8.792052 
9.380699 
9.99995 
10.619939 
11.178006 
11. 799892 
12.357402 
12.914219 
13.534915 
14.09093 
14.712778 
15.396924 
15.98649 
16.575472 
17.06902 
17.691041 
18.31191 
18.93404 
19.460719 
19.986919 
20.608175 
21.171699 
21.793303 
·* * ..... * * * * • * .. * * •• * * * * * ...... * .. * .... * .. * * * * * ... * *!' * .. * * * * * * * * 
GENETIC ALGORITHM 
**"***"*****************"*********************~**** 
NUMBER OF NODES= 100 
RANDOM NUMBER SEED= 1~54S 
PERTURBATION AMOUNT= .3 
PERTURBATION INTERVAL = 1 TO 100 
BEST PAIR AS FEEDEO INTO PROGRAM I=6,J=45 
ASEXUAL REPRODUCTION RATE = .2 
MUTATION RATE = .5 
POPULATION SIZE = 30 
TUNING PARAHETER = 2. 
COST OF THE SOLUTION = 1212.11·77218q6 
START TIME = .6305bl 
----------------------------------------------------- --~------ ·----~ 
BEGIN ITERATIONS 
---------------------------------------------------------------------
ITR HIN AVE MAX CPU TIME 
---------------------------------------------------------------------
1 1168.409033431 1189.213353544 1233 .14 7719413 2.553712 
2 1168.409033431 1175.339014576 1195.852558123 4.332857 
3 1166. 53899146 1170. 773974348 1180.704261024 5. 907117 
4 1165. 1843 96536 1168.085078221 1170.88247537 7.628771 
5 1163.970191589 1167.178750156 1109.366661791 9.249186 
6 1162.00365973 1166 .148229262 116 9. 634070011 11.119688 
7 1162.00365973 1164.362994066 1168.154441987 12.83826 
8 1162. 00365973 1162.681646397 1164.994670822 14. 751'+8 l 
9 1162.00365973 1162.519563512 1163.970191589 16.571874 
10 1162. 00365973 1162 .407513809 1163.970191589 18 .144176 
11 1162.00365973 llb2. 210860623 1162.891663557 19.914103 
12 1162. 00365973 1162.210860623 1162.891663557 21.78933 
13 1162. 00365973 1162.210860623 ll62.89l663S57 23.512522 
14 1162. 00365973 1162 .181260496 1162.891663557 25. 280 765 
l l :,. 
APPENDIX 6 
RESULTS FOR PROBABILISTIC SAMPLING IN 
PROBLEM SPACE 'WITH K-L AS A BASE 
HEURISTIC 
- Page 117 Version-I results 
- Page 123 Version-2 results 
- Page 129 Version-3 results 
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•••••••••••••••••••••••••••••••••••••••••••• ••••••••••••••••••••••••••••••••••••••••••••• 
K - L ALGORITHM IN PROBLEM SPACE K - L ALGORITHM IN PROBLEM·SPACE 
•••••••••••••••••••••••••••••••••••••••••••• ••••••••••••••••••••••••••••••••••••••••••••• 
NUMBER OF NODES m 40 
RANDOM NUMBER SEED z 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =25-33 
COST Of THE INITIAL PARTITION= 180.743.208 
THETA= .05 
START TIME = .33411J 
NUMBER OF NODES= 40 
RANDOM NUMBER SEED= 12345 
GRAPH TYPE• COMPLETE 
BEST I-J =25-33 
COST OF THE INITIAL PARTITIOU c: 180.7432085 
THETA= .1 
START TIME • .335447 
......................... ~ ........•......... ·········································~··· 
PROBLEM K-L SOLUTION CPU PROBLEM K-L SOLUTION CPU 
-------------------------------
---------
-------------------------------
---------l 172.579]]05211 
.167177 1 172.579]]05211 
.177107 2 172. 579)305211 
.2)4502 2 172.5793305211 
.244309 J 172.579)305211 
.]02035 ) 172. 579]]05211 
.312142 4 172.5793)05211 
.]69444 4 172. 579]]05211 
.)795] 5 172.579]]05211 
,4]6985 5 172.579]]05211 
.44675 6 172.579)305211 
.504474 6 172.579))05211 
.514696 7 172.579))05211 
.57161 7 172.5793305211 
.5823)4 8 172.579))05211 
.639044 8 172. 5793)05211 
.6498)5 9 172.579]]05211 
.706))) 9 172.5793305211 
.717475 10 172.5793305211 
.773577 10 172.579]]05211 
.785264 11 172.579)305211 
.842934 11 172.579))05211 
.855091 12 172.579))05211 
.910674 12 172.579))05211 
.92)526 lJ 172.579))05211 
.9782)9 13 172.5793)05211 
.991748 14 172.579)305211 1.046226 14 172. 579))05211 1.060038 15 172.5793)05211 1.113954 15 172.5793)05211 1.12822] 16 172. 5793305211 l.18~059 16 172.579))05211 1.19628) 17 172.579))05211 1.24947 17 172. 579))05211 1.264549 18 172.579)305211 1.)16889 18 172.579))05211 l.]]]02 19 172.579)305211 1.)84698 19 172.579]]05211 1.401196 20 172.579))05211 1.457146 20 172.579))05211 1.47422 21 172.579))05211 1.524547 21 172.579]]05211 1.542578 22 172. 579))05211 1.592171 22 172. 579))05211 1.61081 2) 172. 579))05211 1.659555 2) 172.579))05211 1.679028 24 172.5793)05211 1.726824 : 'i 172.579)305211 1.747465 25 172.579))05211 1.794469 25 172.579)305211 1.815)72 ·26 17?.. 579))05211 1.862202 26 172.579)305211 1.883456 27 172.579))05211 1.929561 27 172.579))05211 1.951659 28 172. 579))05211 1.9969)1 28 172.579))05211 2.01976) i9 172. 579))05211 2.064866 29 172.579)305211 2.087962 )0 172. 579))05211 2.1)2166 )0 172. 579))05211 2.156264 
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••••••••••••••••••••••••••••••••••••••••••• 
K - L ALGORITHM IN PROBLEM SPACE 
••••••••••••••••••••••••••••••••••••••••••• 
NUMBER OF NODES~ 50 
RANDOM NUMBER SEED E 12)45 
GRAPH TYPE = COMPLETE 
BEST I-J =21-24 
COST OF THE INITIAL PARTITION= 290.61495 
THETA = . 05 
START TIME • .3464)7 
········································~··· 
PROBLEM K-L SOLUTION CPU 
----------------------------------------
1 280.1925959708 .)65417 
2 280. 0488026444 .567991 
) 280.0488026444 .685044 
4 280.0488026444 .80272) 
5 279.9)51828968 1.005086 
6 279.9)51828968 1.122166 
7 279.9)51828968 1.241828 
8 279.9)51828968 1.)58726 
9 279.9)51828968 1.47608) 
10 279.9)51828968 1.59)688 
11 279.9)51828968 1.710779 
12 279.9)51828968 1.82800) 
1) 279. 9)51828968 1.945447 
14 279.9)51828968 2.0625)9 
15 279. 9)51828968 2.17962) 
16 279.9)51828968 2.296862 
17 279.9)51828968 2. 4·13 88 8 
18 279.9)51828968 2.5)08)) 
19 279.9)51828968 2.648046 
20 279.9)51828968 2.765072 
21 279.9351828968 2.881956 
22 279.9351828968 2.999)8) 
23 279.9)51828968 3.11645 
24 279.9)51828968 3.2)3912 
25 279.9)51828968 3.)51232 
26 279.9351828968 3.468661 
27 279.9)51828968 3.585758 
28 279.9]51828968 ].70))95 
29 279.9)51828968 ).82031 
)0 279.9]51828968 ).9]7952 
••••••••••••••••••••••••••••••••••••••••••• 
K - L ALGORITHM IN PROBLEM SPACE 
••••••••••••••••••••••••••••••••••••••••••• 
NUMBER OF NODES= 50 
RANDOM NUMBER SEED= 12345 
GRAPH TYPE= COMPLETE 
BEST I-J .:21-24 
COST OF THE INITIAL PARTITION= 290.614951 
THETA = . l 
START TIME = .)4601 
•••••••••••••••••••••••••••••••••••••••••••• 
PROBLEM K-L SOLlITION CPU 
----------------------------------------
1 280.1925959708 .)7645) 
2 280.1925959708 .49)))5 
) 280.1925959708 .610108 
4 280.1925959708 .727198 
5 280.1925959708 .8442)2 
6 280.1925959708 .961308 
7 280.1925959708 1.080408 
8 280.1925959708 1.197979 
9 280.1925959708 1.)15484 
10 280.1925959708 1.4)2665 
11 280.1925959708 1.550)05 
12 280.1925959708 1.66792 
1) 280.1925959708 1.7852)2 
14 280.1925959708 1.902651 
15 280.1925959708 2.019789 
16 280.1925959708 2. 1)700) 
17 280.1925959708 2.254))1 
18 280.1925959708 2.)71679 
19 280.1925959708 2.488827 
20 280.1925959708 2.605905 
21 280.1925959708 2.72)156 
22 280.1925959708 2.840766 
2) 280.1925959708 2.958472 
24 280.1925959708 ).075598 
25 280.1925959708 ).192658 
26 280.1925959708 ).)1012) 
27 280.1925959708 ).427)75 
28 280.1925959708 ].54466) 
29 280.1925959708 ).6620)7 
JO 280.1925959708 ).77972 
118 
••••••••••••••••••••••••••••••••••••••••••• 
K - L ALGORITHM IN PROBLEH SPACE 
................................. ······· ..... 
NUHBER OF NODES= bO 
RANDOM NUHBER SEED = 12345 
GRAPH TYPE = COHPLETE 
BEST I-J =13-5b 
COST OF THE INITIAL PARTITION= 421.bSOOI 
THETA = .OS 
START TIHE = .3b75q8 
•••••••••••••••••••••••••••••••••••••••••••• 
PROBLEM K-L SOLUTION CPU 
----------------------------------------
l 401.874788142 
. bO'HBq 
2 401.874788142 . 7q7q&4 
3 401.874788142 
. qab68 7 
4 401.874788142 l. l 7bb08 
5 401.874788142 1. 3b5b02 
b 401.874788142 1.554304 
7 401. 874 788142 l. 743056 
8 401.874768142 l. 93199 
' 
401. 874 768142 2.121483 
10 4 0 l . 8 7 4 7 8614 2 2.314091 
11 401.874788142 2.504556 
12 401. 874786142 2. b~7qa 
n 401.874 788142 2.68532 
14 401. 874 786142 3.075837 
15 401.874788142 3.2b5922 
lb 401. 874 788142 3.45b581 
17 401.874788142 3. 64 7211 
18 401.874788142 3.837&-.3 1q 401.874788142 4.028218 
20 401.874788142 4.21856 
21 401.874786142 4.4Qq86 
22 401.874788142 4. 5,q9t,3 
23 401.874786142 4_7qo522 
24 401.874788142 4. q8o527 
25 401.874788142 5.17103 
2b 401. 874 788142 5.361506 
27 4 0 l . 8 7 4 7 8814 2 5.551481 
28 401.874766142 5. 741455 
zq 401. 874786142 5.932231 
30 401.874788142 6.12252 
•••••••••••••••••••••••••••••••••••••••••••• 
K - L ALGORITHM IN PROBLEH SPACE 
•••••••••••••••••••••••••••••••••••••••••••• 
NIJHBER OF NODES= bO 
RANDOM NU1BER SEED= 12345 
GRAPH TYPE = COHPLETE 
BEST I-J =13-5b 
COST OF THE INITIAL PARTITION= 42l.b50008, 
THETA = .1 
START TIHE = .3b8q2 
.............. -.. ~ .......................... . 
PROB LEH K-L SOLUTION CPU 
----------------------------------------1 401.874 768142 
. 60238 2 401. 874768142 
. Hl228 3 401. 874 788142 
. 980848 4 401. 874 768142 1.173239 5 401.874 788142 l. 363328 6 401.874768142 l. 553531 7 401. 874 788142 1. 743492 8 401.874768142 1. 933532 
' 
401. 874 788142 2.123585 10 401. 874768142 Z.313028 11 401. 874788142 Z.503144 12 401.874788142 2.b92882 13 401.874768142 2.6824'6 14 401.874788142 3.072612 15 401.874768142 3.2b2908 lb 401.874768142 3.453067 17 401. 874788142 3. b42777 18 401.874788142 3.832124 19 401.874 788142 4.022241 20 401.874 768142 4.211711 21 401.874 788142 4.400562 22 401. 874 768142 4.5q0961 23 401. 874 788142 4.781245 24 401.874 788142 4,q71784 25 401.874768142 5. 161074 2b 401.874786142 5.350196 27 401.874788142 5.539893 28 401.874788142 5.729574 zq 401. 874 788142 5.9l'l5t,5 30 401. 874 788142 o. 109453 
119 
········~···································j K - L ALGORITHM IN PROBLEM SPACE 
•••••••••••••••••••••••••••••••••••••••••••• j 
NUMBER OF NODES= 80 
RANDOM NUMBER SEED= 12J45 
GRAPH TYPE= COMPLETE 
BEST I-J =44-68 
COST OF THE INITIAL PARTITION= 761.752233( 
THETA = • 1 
START TIME E .)9)601 
••••••••••••••••••••••••••••••••••••••••••••• 
PROBLEM K-L SOLUTION CPU 
----------------------------------------
1 7)4.9474065985 1.002605 
2 734. 9474065985 1.41000) 
3 734.9474065985 1.815851 
4 734.9474065985 2.222126 
5 734.9474065985 2.628604 
6 734. 9474065985 J.0)5081 
7 734.9474065985 J.4413)7 
8 7)4.9474065985 3.8482)1 
9 734.9474065985 4.254014 
10· 732.1824266216 5.31499 
11 7)2.1824266216 5.72)1)) 
12 7]2.1824266216 6.1]1273 
1J 7]2.1824266216 6.5)9671 
14 732.1824266216 6.947612 
15 732.1824266216 7.]55852 
16 732.1824266216 7.764089 
17 7]2.1824266216 8.171529 
18 732.1824266216 8.578892 
19 7]2.1824266216 8. 913 6 J 18 
20 7)2.1824266216 9.)9)946 
21 7]2.1824266216 9.801741 
22 7]2.1824266216 10.209666 
2) 7)2.1824266216 10.617694 
24 7]2.1824266216 11. 02544) 
25 7]2.00092)4294 11. 759213 
26 732.00092)4294 12.165926 
27 7]2.00092)4294 12. 573016 
28 732.00092)4294 12.98008) 
29 7]2.00092)4294 1).386976 
30 7)2.00092)4294 lJ.79)66 
120 
•••••••••••••••••••••••••••••••••••••••••••• 
K - L ALGORITHM IN PROBLEM SPACE 
•••••••••••••••••••••••••••••••••••••••••••• 
NUMBER OF NODES= 80 
RANDOM NUMBER SEED = 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =44-68 
COST OF THE INITIAL PARTITION= 761.7522JJ 
THETA = . 05 
START TIME c .)94657 
·······························~············ 
PROBLp,i K-L SOLUTION CPU 
----------------------------------------
1 734. 94 74065985 1.01885] 
2 734 .9474065985 1.424932 
) 7)2.1824266216 2.485612 
4 732. 1824266216 2.892165 
5 73~.1824266216 ).299164 
6 7)2.1824266216 ).706325 
7 7)2. 1824266216 4.11)187 
8 7)2.1824266216 4.519905 
9 7)2.1824266216 4.926863 
10 7)2.1824266216 5.)33355 
11 7)2.1824266216 5.740799 
12 7)2.1824266216 6.147697 
1) 7)2.1824266216 6.556082 
14 7)2.1824266216 6.963101 
15 7)2.1824266216 7.)69849 
16 7)2.1824266216 7.776649 
17 7)2.1824266216 8.18311 
18 732.1824266216 8.58931 
19 732 .1824266216 8.9958 
20 732 .1824266216 9.4031]3 
21 7)2.1824266216 9.809171 
22 732 .1824266216 10.215982 
2) 7)2.1824266216 10.622661 
24 732 .1824266216 11.028996 
25 732 .1824266216 11.435958 
26 732 .1824266216 11.84333) 
27 732 .1824266216 12.249846 
28 7)2 .1824266216 12.656369 
29 7)2.1824266216 13.063223 
JO 732 .1824266216 13.469834 
*~***************************··············· ••••••••••••••••••••••••••••••••••••••••••• K - L ALGORITHM IN PROBLEM SPACE K - L ALGORITHM IN PROBLEM SPACE 
·~·········································· ··········································· 
NUMBER OF NODES a 100 
RANDOM NUMBER SEED• 12345 
GRAPH TYPE• COMPLETE 
BEST I-J :a6-45 
COST OF THE INITIAL PARTITION= 1212.11772: 
THETA= .05 
START TIME s .44875) 
NUMBER OF NODES• 100 
RANDOM NUMBER SEED• 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =6-45 
COST OF THE INITIAL PARTITION - 1212.1177 
THETA= .1 
START TIME = .440404 
••••••••••••••••••••••••••••••••••••••••••••• ••••••••••••••••••••••••••••••••••••••••••• 
PROBLEM K-L SOLUTION CPU PROBLEM K-L SOLUTION 
CPU 
----------------------------------------
----------------------------------------
l 1157.029438746 ).206412 1 1157. 029438746 
).188456 
2 1157.0294)8746 ).962625 2 1157.0294)8746 
).9448)2 
) 1157.0294)8746 4.718148 ) 1156.912661168 5.))0496 
4 1157.0294)8746 5.475014 4 1156. 912661168 
6.085796 
5 1157.0294)8746 6.2)00)1 5 1156. 912661168 
6.840156 
6 1157.0294)8746 6.985874 6 1156.912661168 
7.594815 
7 1157.0294)8746 7.7425)5 7 1156.912661168 
8.3499)1 
8 1157.0294)8746 8.498157 8 1156.912661168 
9.105117 
9 1157.0294)8746 9.2542)1 9 1156.912661168 
9.860069 
10 1157.0294)8746 10.009909 10 1156.912661168 
10.61582 
11 1157.0294)8746 10.765512 11 1156.912661168 
11.)7111 
12 1157.029438746 11.521186 12 1156. 912661168 
12.12626 
1) 1157.0294)8746 12. 277034 1) 1156. 912661168 12.88079 
14 1157.0294)8746 1).0)2508 14 1156. 912661168 
lJ.6)497 
15 1157.029438746 1).788021 15 1156. 912661168 
14.)8818 
16 1157.0294)8746 14.54)259 16 1156.912661168 
15.14)78 
17 1157. 0294)8746 15.298421 17 1156.912661168 
15.89848 
18 1157. 0294)8746 16.05))8) 18 1156.912661168 
16.65268 
19 1157. 029438746 16.80897 19 1156.912661168 
17.40746 
20 1156.912661168 18.192595 20 1156. 912661168 
18.16227 
21 1156.912661168 18.945194 21 1156. 912661168 
18.917)1 
22 1156.912661168 19.698114 22 1156. 912661168 
19.67155 
2) 1156.912661168 20.450)06 2) 1156. 912661168 20.42621, 
24 1156.912661168 21.204866 24 1156. 912661168 
21.1825), 
2 5· 1156.912661168 21.958449 25 1156. 912661168 
21.9)742 
26 1156.912661168 22.711)8) 26 1156. 912661168 
22.692))· 
27 1156.912661168 2).465202 27 1156. 912661168 
2).44691' 
28 1156.912661168 24.218529 28 1156. 912661168 
24.20211' 
29 1156.912661168 24.972261 29 1156.912661168 
24.9567) 
)0 1156.912661168 25.724954 )0 1156.912661168 25.71241 
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••••••••••••••••••••••••••••••••••••••••••••• ••••••••••••••••••••••••••••••••••••••••••••• 
K - L ALGORITHM IN PROBLEM SPACE K - L ALGORITHM IN PROBLEM SPACE 
••••••••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••••••••••••••••• 
NUMBER OF NODES• 200 
RANDOM NUMBER SEED a 12)45 
GRAPH TYPE a COMPLETE 
BEST I-J •120-134 
COST OF THE INITIAL PARTITION• 4900.))40408 
THETA ,.. . 05 
START TIME = .846554 
NUMBER OF NODES a 200 
RANDOM NUMBER SEED =- 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =120-1)4 
COST OF THE INITIAL PARTITIOll = 4900.)3404 
THETA = . 1 
START TIME c .8407)1 
.................................•...... ~ .....................•..•......•...... ~ ........ . 
PROBLEM K-L SOLUTION CPU 
P.ROBLEH K-L SOLUTION CPU 
- ---------------------------------
----------------------------------------
1 4712.888215888 )5.857198 
1 4712.888215888 )8.44489) 
2 4712.888215888 41.))4947 
2 4710.800062908 50.085918 
) 471·2.4269682 51.760976 
) 4710.800062908 56.201505 
4 4710.800062908 67.07614) 
4 4710.800062908 62.271177 
5 4710.800062908 72.5)0574 
5 4710.800062908 68.)2597 
6 4710.800062908 77.981884 
6 4710.800062908 74.410275 
7 4710.800062908 8).42262~ 
7 4710.800062908 80.476999 
8 4705.447841478 108.66)2)6 
8 4710.800062908 86.560118 
9 4705.447841478 114.115119 
9 4710.800062908 92.634287 
10 4705.447841478 119.561013 
10 4710.800062908 98.705555 
11 4705.447841478 125.007766 
11 4710.800062908 104.7928 
12 4705.447841478 1)0. 45598) 
12 4710.800062908 110.86909 
1) 4705.447841478 13 5. 90504 
1) 4710.800062908 116. 92561 
14 4705.447841478 141. ]49249 
14 4710.800062908 12).00189 
15 4705.447841478 146.794)96 
15 4710.800062908 129.07269 
16 4705.447841478 152.2)))64 
16 4710. 800062908 135.1548 
17 4705.447841478 157.67)18 
17 4710.800062908 141.2))75 
18 4705.447841478 16). 114943 
18 4710.800062908 147.29798 
19 4705.447841478 168.558116 
19 4710.800062908 15).)8)85 
20 4705.447841478 174.002627 
20 4710.800062908 159.459]) 
21 4710.800062908 165.52326 
22 4710.800062908 171. 60268 
2) 4710.800062908 177.67)17 
24 4707.707741506 194.62161 
25 4705.447841478 206.02894 
26 4705.447841478 211.98214 
27 4705.447841478 217.9)5)2 
122 
................................................................................ ~ ....... . 
K - L ALGORITHM IN PROBLEM SPACE K - L ALGORITHM IN PROBLEM SPACE 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
NUMBER Of NODES~ 40 
RANDOM NUMBER SEED• 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =25-)) 
COST Of THE INITIAL PARTITION= 180.74)2085 
THETA = . 05 
START TIME • .333552 
NUMBER OF NODES~ 40 
RANDOM NUMBER SEED• 12345 
GRAPH TYPE• COMPLETE 
BEST I-J •25-)) 
COST OF THE INITIAL PARTITION= 180.743208 
THETA = . 1 
START TIME c .))5206 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
PROBLEM K-L SOLUTION CPU PROBLEM K-L SOLUTION CPU 
--~-------------------------------------
----------------------------------------1 172.579))05211 
.160964 1 172. 579))05211 .161287 
2 172.579))05211 
.224425 2 172.579))05211 .2219)) 
) 172.579))05211 
.288196 ) 172. 579))05211 .28)21) 
4 172.6458810721 .)922)5 4 172.579))05211 .344076 
5 172.6458810721 
.45)927 5 172.6458810721 .445)67 
6 172.6458810721 
.5151)7 6 172.6458810721 .5068)1 
7 172.6458810721 
.576224 7 172.6458810721 .567826 
8 172.579))05211 
.678)59 8 172. 579))05211 .669774 
9 172.6458810721 
.7807) 9 172.6458810721 . 77118 
10 172. 579))05211 
.8822) 10 174 .151))75)85 .955)56 
11 172.579))05211 
.94376) 11 174.8298884)8) 1.057229 
12 172.6458810721 1.045828 12 174 .1441013712 1. 15969 
1) 172. 579))05211 1.148204 l) 174. 794497074 1.262259 
14 172.579))05211 1.210046 14 174.)214287969 1.40588) 
15 172.579))05211 1.27)70) 15 174.)214287969 1.467149 
16 172.6458810721 1.)76769 16 174.078)121028 1.56924) 
17 172.6458810721 1.4)828) 17 175. 7)96464914 1.671525 
18 172.6458810721 1.50217 18 174.151))75)85 1. 77)514 
19 172. 579))05211 1.604)8 19 174. 221109572 1.877)82 
20 172. 579))05211 1.66606) 20 174. 057264697) 1.980117 
.21 172.579))05211 1.727749 21 174 .1441013712 2.082528 
22 172.579))05211 1.79188 22 174. 1441013712 2.144657 
2) 172.579))05211 1.855766 2) 174.87576021)4 2.246855 
24 172.579))05211 1.917)07 24 174. 9)5090905 2.)89814 
25 172. 579))05211 1.979087 25 174.078)121028 2.491626 
26 172. 579))05211 2.042884 26 174. 6592259)54 2.594162 
27 172.579))05211 2.104741 27 174. 057264697) 2.696526 
28 172.579))05211 2.1664)7 28 174.00)5)192)1 2.8)9)4 
29 172. 579))05211 2.229)75 29 174. 4184504)4 2.941681 )0 172.6458810721 2.)))156 )0 174.8589484)28 3.04)674 
12:3 
•••••••••••••••••••••••••••••••••••••••••••• 
K - L ALGORITHM IN PROBLEM SPACE 
•••••••••••••••••••••••••••••••••••••••••••• 
NUMBER OF NODES• 50 
RANDOM NUMBER SEED a 12345 
GRAPH TYPE= COMPLETE 
BEST I-J •21-24 
COST OF THE INITIAL PARTITION~ 290.61495: 
THETA = . 05 
START TIME s .345769 
••••••••••••••••••••••••••••••••••••••••••• 
K - L ALGORITHM IN PROBLEM SPACE 
•••••••••••••••••••••••••••••••••••••••••••• 
NUMBER Of NODES• 50 
RANDOM NUMBER SEED~ 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =21-24 
COST OF THE INITIAL PARTITION== 
THETA = • 1 
START TIME 
-= • 345148 
290.614951 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
PROBLEM l<-L SOLUTION CPU PROBLEM K-L SOLUTION CPU 
----------------------------------------
----------------------------------------
1 280.1925959708 .346795 1 280.1925959708 
.346041 
2 280.0488026444 .532935 2 280.1925959708 
.454087 
) 28.0.26))70228 .718502 ) 280.1925959708 
.562)85 
4 280.26))70228 .8)0444 4 282. 2911047511 
.746473 
5 279.970144697) 1.017045 5 282.295055882 1.238024 
6 279.9701446973 1.125725 6 279.9)51828968 1.424042 
7 279. 9701446973 1.2)5047 7 279.9701446973 1.687217 
8 280.7892976256 1.420157 8 279. 9701446973 1.796695 
9 279.970144697) 1.68221 9 280.9076402)25 1.98246 
10 279.9701446973 1.791404 10 282. 1685770604 2.170542 
11 279. 9701446973 1. 90048 11 281.609547226) 2.4)5269 
12 279.970144697) 2.009187 12 279.9)51828968 2.699617 
1) 279.9701446973 2.117917 1) 281. 5204646104 2.886101 
14 280.7659999619 2.)0)292 14 280.0488026444 ).0719) 
15 280.26)370228 2.566511 15 281.9222467115 ).258007 
16 279.970144697) 2.753015 16 280.26))70228 ).444249 
17 280.7892976256 2.9)8667 17 281. 6964749)55 ).78615 
18 280.26))70228 ).124541 18 281.821409257) 4.048)6) 
19 279.9701446973 ).)10512 19 279.9)51828968 4.)11821 
20 279.9701446973 ).41929) 20 279.9351828968 4.420736 
21 279.9701446973 ).527607 21 280.7892976256 4.760231 
22 279.970144697) ).6)6718 22 280.7892976256 4.86992) 
2) 279.970144697) ).745319 2) 281.7526972761 5.056909 
24 279.970144697) ).854726 24 279. 970144697) 5.244626 
25 279.9701446973 J.964272 25 279. 9701446973 5.35557 
26 279.970144697) 4.073147 26 279.9701446973 5.465815 
27 279.970144697) 4.18217 27 279.9701446973 5.575713 
28 279.9701446973 4.291311 28 281.6903155592 5.840137 
29 279.970144697) 4.400114 29 279. 9701446974 6.184572 
JO 279.9701446973 4.510)5 JO 279. 9701446974 6.294765 
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••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• K - L ALGORITHM IN PROBLEM SPACE K - L ALGORITHM IN PROBLEM SPACE 
·····························~·····~······· ........................................... . 
NUMBER OF NODES= 60 
RANDOM NUMBER SEED= 12)45 
GRAPH TYPE c COMPLETE 
BEST I-J =1)-56 
COST OF THE INITIAL PARTITION == 421. 65000. 
THETA = . 05 
START TIME c .)5996) 
NUMBER OF NODES= 60 
RANDOM NUMBER SEED• 12)45 
GRAPH TYPE = COMPLETE 
BEST 1-J =1)-56 
COST OF THE INITIAL PARTITION= 421.650008 
THETA = . 1 
START TIME 2 .)58227 
••••••••••••••••••••••••••••••••••••••••••• ••••••••••••••••••••••••••••••••••••••••••••• 
PROBLEM K-L SOLUTION CPU PROBLEM K-L SOLUTION CPU 
----------------------------------------
----------------------------------------1 401.874788142 
.564724 1 401.874788142 .564178 2 401.874788142 
.741102 2 401. 874788142 .740187 ) 401. 874 788142 
.9184)2 J 401. 874788142 .917227 4 401. 874 788142 1.097004 4 40).8251545541 1.)58557 5 401.874788142 1.277992 5 40). 9445443801 1.669424 6 401. 874788142 1.456116 6 40).0799195996 1.978)74 7 401.874788142 1.6))988 7 40).0799195996 2.156846 8 401.874788142 1.8119) 8 404.9025164619 2.465042 9 401.874788142 1.990257 9 40).8)4682066 2.77)148 10 402. 7501)9)88) 2.299558 10 40).0799195997 ).081268 
.11 401.874788142 2.608944 11 40).0799195997 ).2587)] 12 401. 874 788142 2.786967 12 404.5698079605 ).566697 1J 401.874788142 2.964821 lJ 40).0799195997 ).8745)2 14 401. 874 788142 ).14)057 14 40).0799195997 4.0516)4 15 401.874788142 ).)21144 15 402.8917685087 4.492))5 16 401. 874788142 J.499)05 16 401.874788142 4.800588 17 401.874788142 ).677505 17 40).56)674)967 5.1085)2 18 401.874788142 J.855576 18 40).2226477594 5.417485 19 401.874788142 4.0))514 19 40).2226477594 5.595556 20 401.874788142 4.211691 20 404. )111866296 6.167919 21 401.874788142 4.)89761 21 402.8917685087 6.606801 22 402. 5628581382 4.699206 22 401.874788142 6.915247 2) 401.874788142 5.009361 23 403. 834682066 7.224445 24 401.874788142 5.188067 24 40).9026238476 7.5)2258 25 401.874788142 5.366216 25 404 .9170104861 7.839542 26 401.874788142 5.544162 26 401.874788142 8.146365 27 402. 5628581382 5.85396) 27 401.874788142 8.323434 28 401.874788142 6.16)276 28 401.874788142 8.500341 29 401.874788142 6.342014 29 401.874788142 8.677937 )0 401.874788142 6.52002 )0 402. 750139388) 8.986507 
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............................................. ·····························~··············-
K - L ALGORITHM IN PROBLEM SPACE K - L ALGORITHM IN PROBLEM SPACE 
·································~·······~··· ············································-
NUMBER OF NODES c 80 
RANDOM NUMBER SEED= 12)45 
GRAPH TYPE= COMPLETE 
BEST I-J =44-68 
COST OF THE INITIAL PARTITION= 
THETA-= .05 
START TIME C .)9468 
761. 7522))0 
NUMBER OF NODES• 80 
RANDOM NUMBER SEED a 12345 
GRAPH TYPE = COMPLETE 
BEST I-J =44-68 
COST OF THE INITIAL PARTITION= 
THETA = . 1 . 
START TIME c .)94582 
761.7522))0 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
PROBLEM K-L SOLUTION CPU PROBLEM K-L SOLUTION CPU 
----------------------------------------
-------------------------------1 7)4.9474065985 
.969996 1 734.9474065985 
.960982 2 7)5.0)9848)74) 1.668812 2 7)4 .1382442128 2.881752 ) 7)2.1824266216 2.97809 ) 7)2.0009234294 ).572)15 
4 7)2.1824266216 ).)64)49 4 7)5.5094226099 4.567)17 5 7)2.1824266216 ).748606 5 7)4. 1820445627 5.562944 6 7)2.1824266216 4.13)491 6 7)4 .1820445627 5.949125 7 7)2.1824266216 4.517702 7 7)4.25698564)) 7.246709 8 7)2.72)8946815 5.204419 8 7)4.1504657057 8.24)165 9 7)2.1824266216 5.8912 9 7)2.9768707978 8.9)928) 10 7)2.72)8946815 6.578)52 10 7)2.00092)4294 9.6)2614 11 7)2.1824266216 7.265998 11 7)).2214416711 10.)2)928 12 7)2.1824266216 7.65079;2 12 7)).)696415112 11.018))7 
l) 7)).2496088961 8.640046 1) 7)). 2214416711 11.712228 14 734. )99068))59 9.)27)87 14 7)6.348482928 12.4090) 15 7J4.)99068)J59 9.711989 15 7)2. 0009234294 13.105)52 16 7J).0715697862 10.101i16 16 7)2. 0009234294 l). 49526) 17 7)J.0715697862 11.092707 17 7)5.0010096J81 14.188986 18 7)2.1824266216 11.78)227 18 734.4516488126 14.882911 
19 732.1824266216 12.168379 19 7)4.5)976)087) 16.498449 
20 7)2.1824266216 12.554171 20 7)).82)7015541 17.191591 2i 7)2 .1824266216 12.9)9541 21 7)).4284090092 17.886101 22 732.1824266216 13.324934 22 7)2.5452655699 18.580925 
23 732.1824266216 13.71145 2) 732.1824266216 19.276517 24 7)2.1824266216 14.096924 24 7)2.5452655699 19.972566 25 732.1824266216 14.481759 25 7)4. 5)5931) 194 20.66786) 
26 7)2.1824266216 14.867884 26 7)3.6517)603)6 21.)6))87 
27 7)2.5452655699 15.557246 27 73). 779970J91) 22.)608)8 
28 732.1824266216 16.247066 28 732.72)8946815 23.)57155 
29 7J2.1824266216 16.632245 29 7JJ.2581164491 24.050121 
JO 7J2.1824266216 17.017161 JO 7J2. 0009234294 24.742618 
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•••••••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••••••••••••••••• 
K - L ALGORITHM IN PROBLEM SPAC.E K - L ALGORITHM IN PROBLEM SPACE 
•••••••••••••••••••••••••••••••••••••••••••• ••••••••••••••••••••••••••••••••••••••••••••• 
NUMBER Of NODES= 100 
RANDOM NUMBER SEED• 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =6-45 
COST Of THE INITIAL PARTITION= 1212.11772 
THETA ,.. . 05 
START TIME = .441548 
NUMBER Of NODES a 100 
RANDOM NUMBER SEED• 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =6-45 
COST Of THE INITIAL PARTITION= 1212.11772. 
THETA= .1 
START TIME ~ .445013 
••••••••••••••••••••••••••••••••••••••••••••• ••••••••••••••••••••••••••••••••••••••••••••• 
PROBLEM K-L SOLUTION CPU PROBLEM K-L SOLUTION CPU 
---------------------------------
----------------------------------------1 1157.0294)8746 2.997661 1 1157.0294)8746 ).009708 2 1157. )4058246) 4.)0871) 2 1157 .0294)8746 ).7)1169 ) 1156.912661168 6.21)5)6 ) 1156.912661168 5.041076 4 1158.26196)477 7.52)061 4 1158. 65)018047 6.944578 5 1158.646615521 8.8)1179 5 1157. 58))04302 8.261652 6 1157. 029438746 10.7)4546 6 1158.451710877 10.17822 7 1157. )4058246) 12.046015 7 1157 .2206341)9 11. 5014 Jl 8 1157.0294)8746 1).)57522 8 1158.6)087129 14.014821 9 1157.0294)8746 14.076286 9 1161.2158)7667 15.3)6088 10 1157.)66496187 15.)86071 10 1158. 75776748 16.66026 11. 1157. 029438746 16.697402 11 1158.604979))3 17.98276 12 1157.366496187 18.008386 12 1159.780684512 19.)0392) 1) 1157.583304)02 19.911703 1) 1157. 0294)8746 21. 216924 14 1157.0294)8746 21.22451) 14 1157. 029438746 21.942907 15 1157. 0294)8746 21.94275 15 1158.228909614 2).263736 16 1157.))015641 2).252295 16 1157.405608748 25.782778 17 1156.912661168 25.15546 17 1157.88800201) 27.711457 18 1157. )8670)216 27.069741 18 1157.158168187 29.041695 19 1158.646506958 29.578198 19 1156.066825188 )0.)69)72 20 1157.5))686122 )1.498091 20 1156.249191695 )1.69456 21 1157.5))686122 )2.224)64 21 1157.4486))792 )).02125 22 1158.228909614 )).546807 22 1156.066825188 )4.)489)7 2) 1156.912661168 )5.466541 2) 1156.066825188 )5.077095 24 1157.879860944 )6.786817 24 1156. 7270)709 )6.401)59 25 1156.912661168 )8.107464 25 1156.066825188 )7.727652 26 1157.0294)8746 40.024349 26 1158.8))348891 )9.649618 27 1157. )4058246) 41.)40165 27 1156.)8208)5)1 42.1679)6 28 1158.)2598499 42.6546)2 28 1158.89810)98 4).48770) 29 1158. 662822059 4).968989 29 1157.065055782 45.407059 JO 1158. 662822059 44.690979 30 1157. 55)420959 47.)24011 
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••••••••••••••••••••••••••••••••••••••••••••• ••••••••••••••••••••••••••••••••••••••••••••• 
K - L ALGORITHM IN PROBLEM SPACE K - L ALGORITHM IN PROBLEM SPACE 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
NUMBER OF NODES= 200 
RANDOM NUMBER SEED a 12345 
GRAPH TYPE a COMPLETE 
BEST I-J cl20-134 
COST OF THE INITIAL PARTITION= 4900.334040 
THETA == • 05 
START TIME c .827285 
NUMBER OF NODES= 200 
RANDOM NUMBER SEED~ 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =120-134 
COST OF THE INITIAL PARTITION= 4900.3340408 
THETA = . 1 
START TIME ~ .830532 
········~·················i·················· ............................................ . 
PRQBLEM K-L SOLUTION CPU PROBLEM K-L SOLtITION CPU 
-------------------------~-------------· 
-- ----------------------------
---------
1 4712.888215888 33.834941 1 4712.8882.15888 )3.989695 
2 4712.733579409 48.798519 2 4710.800062908 44.219123 
3 4712. 609791638 58.940564 3 4716.215437784 64.09985 
4 4711.076203563 69.096082 4 4715.8687116)8 74. )011) 
5 4711. 07620356) 74.4)18)) 5 4712.164295171 89.))1254 
6 4712.6865676)5 89.403968 6 4715.447848691 104.)86295 
7 4705.447841478 llJ.95249 7 4713.288310056 114.585274 
8 4707.052711191 124.054542 8 4711.07620)56) 129.582628 
9 4706.362543021 1J4.1550)7 9 4 714. )7631560) 14 4. 586952 
10 4705.900154767 144.260961 10 4713.798752679 159.590886 
11 4705.447841478 154.374515 11 4712.819142713 174.612977 
12 4705. 447841478 159.70288 12 4721.442587941 194.4)0548 
13 4705.9)8023997 169.816)2) l) 4717.515)57164 209.4089 
14 4706.65)154641 179.907442 14 4717.407557944 234.10))56 
15 4706.653154641 185.212295 15 4705.9)802)996 254.00406 
16 4705.447841478 195.)34452 16 4706. 709)60011 264.185716 
17 4705.650710063 205.447589 17 4706.4)3707628 274.)67969 
18 4705.650710063 210.759925 18 4705.93802)997 284.5)7172 
19 4705.9)802)997 220.847964 19 4705.938023997 289.881988 
20 4705. 447841478 230.92)554 20 4705.650710063 )00.06061 
2i 4705.447841478 236.231371 21 4706.36254302 )10.259719 
22 4705.65071006) 246.)29925 22 4705.650710063 )20.447654 2) 4705.65071006) 251.644223 23 4705.447841478 3)0.642634 
24 4705.900154767 261.731205 24 4706. 71)69213 340.840485 
25 4705.447841478 271.807335 25 4705.447841478 351.0)5041 
26 4705.447841478 277 .112874 26 4707.682107)87 366.051787 
27 4705.900154767 287.198687 27 4705.447841478 376.2479)9 
28 4705.447841478 297. 273078 28 4706.4))707628 386.420587 
29 4705.93802)997 307.)52711 29 4705.447841478 396.5934)2 )0 4706. 542910343 317.418497 30 4710.48952904 406.77017 
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•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
K - L ALGORITHM IN PROBLEM SPACE K - L ALGORITHM IN PROBLEM SPACE 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
NUMBER Of NODES= 40 
RANDOM NUMBER SEED - 12345 
GRAPH TYPE C COMPLETE 
BEST I-J =-25-JJ 
COST OF THE INITIAL PARTITION m 180.7432( 
THETA = . 05 
START TIME = .)36118 
NUMBER Of NODES• 40 
RANDOM NUMBER SEED - 12345 
GRAPH TY PE = COMPLETE 
BEST I-J •25-JJ 
COST Of THE INITIAL PARTITIOU = 180. 74320, 
THETA "" . 1 
START TIME • .335533 
··········································~ ··········································· 
PROBLEM K-L SOLUTION CPU PROBLEM K-L SOLUT10N CPU 
---------------------------------------- ----------------------------------------
1 172.579)305211 .162429 1 172. 5793305211 .161209 
2 172.5793)05211 .254978 11 172.5793305211 1.324706 
1 172. 5793305211 .317418 1) 172.5793305211 1.533535 
4 172.5793305211 .506289 18 172.5793305211 2 .. 223483 
5 172.5793305211 .572203 29 172.5793305211 3.578739 
'6 172. 5793305211 .64)736 30 172.5793305211 3.643068 
7 172.5793305211 .734358 
8 172. 5793305211 .859566 
9 172. 5793)05211 .925428 
10 172.5793305211 .988166 
12 172.5793305211 1.199023 
20 172. 5793305211 2.153175 
21 172.5793305211 2.216941 
23 172. 5793305211 2.425122 
25 172. 5793305211 2.632431 
28 172.5793305211 2.90)028 
29 172. 579)305211 2.96658 
30 172. 5793305211 3.0)0418 
•••••••••••••••••••••••••••••••••••••••••• ••••••••••••••••••••••••••••••••••••••••••• 
K - L ALGORITHM IN PROBLEM SPACE K - L ALGORITHM IN PROBLEM SPACE 
.......................................... ··········································i 
NUMBER OF NODES c 50 
RANDOM NUMBER SEED c 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =21-24 
COST OF THE INITIAL PARTITION= 
THETA = . 05 
START TIME = .345627 
290.6149 
NUMBER OF NODES= 50 
RANDOM NUMBER SEED ... 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =21-24 
COST OF THE INITIAL PARTITION= 
THETA z: • 1 
START TIME = .)45418 
290.6149~ 
•••••••••••••••••••••••••••••••••••••••••• ••••••••••••••••••••••••••••••••••••••••••• 
.. 
PROBLEM K-L SOLUTION CPU PROBLEM K-L SOLUTION CPU 
------------------------------
1 280.1925959708 . 346558 1 280.1925959708 .348024 
4 280.1925959708 .841963 2 280.1925959708 .458467 
5 280.1925959708 .954576 5 279.9)51828968 1.190558 
6 280.1925959708 1.067012 
8 280.1925959708 1.444539 
9 280.1925959708 1.55659 
12 280.0488026444 2.201361 
13 280.0488026444 2.314794 
15 279. 9701446973 2.6967)5 
129 
• • • * * • • • • • • * ••••••••• * • * • * •• '* * •••••• * ........ . 
•••••••••••••••••••••••••••••••••••••••••••• 
NUMBlR OF NODL:; = 60 
RAHDOM NUHBER SU:D a l2J·~', 
GRAPH TYPE = COMPLETE 
BEST I-J· =13-56 
COST Of THE' ItllTIAL PARTITiOtl 
THETA = . 0 5 
START TIME = .360822 
421.G'..,JOC 
··········································~ 
PROBLE:-1 K-L SOLUTION CP-U 
-----------------------------------~----
1 401.874788142 .566807 
2 401.874788142 .754026 
3 401.874788142 .945582 
4 401.874788142 1.172205 
5 401.874788142 1.493956 
6 401.874788142 1.685976 
7 401. 874788142 3.196444 
8 401.874788142 3.443778 
9 .401.874788142 3.640054 
10 401.874788142 7.949867 
1 1 401.874788142 8.149386 
12 401.874788142 8.373819 
25 401.874788142 13.824552 
26 401.874788142 14. 008682 
27 401.874788142 14.195126 
··········································-}( - L ALGORITHM IN PROBLEM SPACE 
··············~···························· 
NUMBER Of NODES= 60 
RAt/DOH NUMBER SEED = 12345 
GRAP!! TYPE = COMPLETE 
BEST I-J xl3-56 
COST Of THE INITIAL PARTITIOH = 
THETA = . 1 
START TIME x= • 358715 
421.65000 
................... -........................ -.. . 
PROBI.L'1 K- L SOL UT ION CPlf 
----------------------- ----------------
1 401.874788142 .565578 
2 401.874788142 .90102 
3 401.874788142 2.629267 
.............................................................................................. 
K - L ALGORITHM IN PR0BLL'1 SPACE K - L ALGORITHM IN PROBLEM SPACE 
·······································~··· ......................................... . 
NUMBER Of NODES= 80 
RANDOM NUMBER SEED= 12345 
GRAPH TYPE = COMPLETE 
BEST I-J =44-68 
COST Of THE ItllTIAL PARTITIO'.l = 761. 75223 
THETA= .05 
START TIME = .]95567 
NUMBER Of NODES= 80 
RAHDOM NUMBER SEED"' 12345 
GRAPH TYPE = COMPLETE 
BEST I-J =44-68 
COST Of THE INITIAL PARTITION= 761.7522: 
THETA= .1 
START TIME = . 396634 
................................................. , ······································-
PR05LE.H K-L SOLUTIOtl CPU 
---------- ·--------------
---------------
1 734.9474065985 .950415 
2 734.145009611 2.440159 
3 734.145009611 2.875316 
4 734.145009611 4.566743 
'.) 734 .145009611 5.01096 
6 734.145009611 7.246845 
7 733.4080730266 8.29888) 
8 733.4080730266 10.763646 
9 733.4080730266 11.166667 
10 733. 40807)0266 ll.6342lt 
11 733.40807)0266 12.]9986 
15 732.1824266216 15.20559~ 
16 7)2.1824266216 15.60078: 
18 7)2.1824266216 1 7. 000051 
23 732.1824266216 20.49097: 
PROBLEM 
1 
2 
3 
. 
.. 
130 
K-L SOLUTION 
734.9474065985 
734.8195715124 
732. 1824266216 
732 .1824266216 
CPU 
.956333 
2.7384)7 
4.99965) 
9.510768 
******************************************** 
K - L ALGORITHM IN PROBLEM SPACE 
***********************••··················· 
NUMBER Of NODES= 100 
RANDOM NUMBER SEED• 12345 
GRAPH TYPE~ COMPLETE 
BEST I-J =6-45 
COST Of THE INITIAL PARTITION= 
THETA= .05 
START TIME ~ .440835 
1212.11772 
..........•................................. , 
PROBLEM K-L SOLUTION CPU 
----------------------------------------
1 1157. 0294 )8746 2.999094 ) 1156.912661168 6.)12116 
4 1156.912661168 7.04748) 
2'1 1156.529057629 )8.571671 
22 1156.066825188 41.0969)6 2) 1156.066825188 41.8)57)1 
.... ..............•.. ~, •••••••••• 
•••••••••••• N PROBLEM SPACE 
K _ L ALGORITHM I •••••••••••••••••••, 
••••••••••••••••••••••••• 
NUMBER Of NODES• 100 345 
RA?IOOM NUMBER SEED = 12 
GRAPH TYPE= COMPLETE 
BEST I-J ~6- 45 = 
COST OF THE INITIAL PARTITION 1212.11772 
THETA= .1 
·START TIME = .44)972 
•••••••••••••••••••••••••••• •••••••••••••••• 
PROBLEM K-L SOLUTION CPU 
-----------
------------
-------------
1 1157. 0294)8746 • 3. 069952 
********************************************* •••••••••••••••••••••••••••••••••••••••••••• K - L ALGORITHM IN PROBLEM SPACE K - L ALGORITHM IN PROBLEM SPACE 
********************************************* •••••••••••••••••••••••••••••••••••••••••••• 
NUMBER OF NODES= 200 
RANDOM NUMBER SEED= 12345 
GRAPH TYPE= COMPLETE 
BEST I-J •120-134 
COST OF THE INITIAL PARTITION= 
THETA= .05 
START TIME C .845092 
4900.))4040 
NUMBER OF NODES c 200 
RANDOM NUMBER SEED= 12345 
GRAPH TYPE= COMPLETE 
BEST I-J =120-134 
COST OF THE INITIAL PARTITION= 4900.33404( 
THETA== .1 
START TIME c .819)12 
·························································································~ 
PROBLL'i K-L SOLUTION 
------------------------------
1 
2 
5 
27 
4712.888215888 
4705.65071006) 
4705.65071006) 
4705.4478H477 
CPU 
)).60317) 
58.659056 
99.212178 
)88.998876 
PROBLEM K-L SOLUTION CPU 
----------------------------------------
1 
12 
131 
4712.888215888 
4710.769071449 
4708.8)1)9705 
)).701414 
268.)67969 
)07.780791 
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