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Abstract
The existence and relationship of the  -deviation and dual  -deviation of a poset is investigated,
where   is a nonempty set of linear order types. If   is a nite set of linear order types,
then bounds are given for the  -deviation of a poset (when it exists). If   is an arbitrary set
of indecomposable order types and L is a modular lattice, then the  -deviation behaves in a
classical manner on subintervals of L. Examples are given to illustrate the results. c© 2000
Elsevier Science B.V. All rights reserved.
1. Introduction
The Krull dimension of a module is an important tool for the study of rings and
their modules. Not only has a considerable amount of theory been developed for the
Krull dimension and dual Krull dimension of modules (e.g. [6] or [12]), but also this
dimension idea has given rise to a corresponding theory for partially ordered sets (e.g.,
see [1,3,10,11,14] or [18]). The most general denition of this type is usually called
 -deviation or  -Krull dimension in the literature, where   is a nonempty set of linear
order types. The aim of this paper is to study the properties of  -deviation and dual
 -deviation, especially for modular lattices.
Some basic terminology is introduced in Section 2. Then, in Section 3 we extend
some of the ideas of Albu and Smith [2] on X-Artinian and X-Noetherian posets,
where X is a nonempty subclass of the class of all posets. These results are used to
study the  -deviation and dual  -deviation of general posets. If  = f1; 2; : : : ; ng is a
nite set of linear order types, we show that, for a poset P, the  -deviation of P exists
if and only if the fig-deviation of P exists for each i; 16i6n; moreover, in Theorem
3:25 we give bounds on these dimensions that generalize and correct a result of Raggi
and Signoret [15].
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In Section 4 we examine the  -deviation of modular lattices. We show that, when  
consists only of indecomposable order types, then problems involving the countability
of order types in   can be overcome. If   is an arbitrary nonempty set of indecompos-
able order types, L is a modular lattice, and a 2 L, then Proposition 4:6 states that the
 -deviation, k (L), of L behaves in the classical way: k (L)=maxfk ([0; a]); k ([a; 1])g,
if either side exists. The full indecomposability hypothesis is important for this result;
an example is given to show that the conclusion of Proposition 4:6 can fail even when
  consists of only a single additively indecomposable order type.
In a subsequent paper, we will apply these results to the localization of  -deviation,
and we will use these results to develop a theory of  -deviation for symmetric order
types. This last type of deviation, when applied to modules or abelian categories,
completes and extends some of the results from [4,9], and [13] on DICC modules,
-DICC modules, and objects in AB5 abelian categories satisfying the Double Innite
Chain Condition, shortly, DICC.
2. Terminology and notation
In this section we x the notation used throughout the paper and recall some basic
denitions.
By a poset we mean a partially ordered set. Throughout this paper P will denote
the class of all posets. If x6y are elements in a poset (P;6); then y=x will denote
the interval [x; y]; i.e.,
y=x := fa 2 P j x6a6yg:
A nonempty class X of posets is said to be hereditary (resp. cohereditary), if for
every X 2P and every x6y in X such that y=x 2 X, it follows that z=x 2 X (resp.
y=z 2 X) for all z 2 y=x. The class X is called closed under intervals if it is both
hereditary and cohereditary.
A poset is called trivial if it has no two distinct comparable elements (such posets
are also known as antichains, cf. [16]). A linearly ordered poset, or a chain, is a
poset (C;6) having the following property: for any x; y 2 C; x6y or y6x. A poset
P is called dense if it has at least two elements, and if for any x<y in P there is an
z 2 P such that x< z<y: The opposite poset of a poset P will be denoted by P0.
Recall now some other basic denitions. Let P and Q be two posets, and let
f : P ! Q be a map. Then f is said to be increasing (resp. strictly increasing)
if for any x16x2 in P one has f(x1)6f(x2) (resp. if for any x1<x2 in P one has
f(x1)<f(x2)); f is an isomorphism in case f is (strictly) increasing, bijective and
its inverse map f−1 is also increasing. The posets P and Q are called isomorphic if
there exists an isomorphism f :P ! Q; we will designate this situation by P ’ Q: Note
that a bijective (strictly) increasing map is not necessarily an isomorphism. However,
we have the following result:
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Lemma 2.1. Let C be a chain; let X be a poset; and let f : C ! X be a strictly
increasing map. Then f induces an isomorphism C ’ f(C):
Two posets P and Q are said to have the same (order) type if P ’ Q; i.e., P and
Q are isomorphic posets.
By an order type we mean an ‘equivalence class’ of P with respect to the
‘equivalence relation’ ’ in P. Throughout this paper we employ Greek letters to
denote linear order types. If  is an order type, then  will denote the order type of
P0, where P is any poset of order type . If  and  are two order types, then + 
and  are the usual sum and product of order types (see e.g. [8] or [16]). If  and
 are ordinal numbers, then  denotes as usual the ordinal power (see e.g. [8]).
In the sequel we shall use the following traditional notation: ! for the order type
of the set N = f1; 2; : : :g of natural numbers,  for the order type of the set Z of all
rational integers,  for the order type of the set Q of all rational numbers, and  for
the order type of the set R of all real numbers. The considered order in each of the
four sets mentioned above is the usual one.
If  is an ordinal number, then a poset P is said to be of type  in case the posets
P and [0; ) have the same type, where [0; ) denotes the set of all ordinal numbers
 with 06<: The poset P is said to be of type  if P and [0; )0 have the
same type. For any ordinal >0, we shall denote by ! the th initial ordinal (see
[7, Chapter 8]).
As in [14] or [16], a poset P is said to be dispersed or scattered in case P does not
contain an isomorphic copy of Q; we shall denote this situation by writing Q 
 P: In
general, if P and Q are two arbitrary posets, then the notation P6Q will be used in
case P is isomorphic to a subposet of Q endowed with the induced ordering; in this
case one says that P ‘is sheltered in’ Q (in French, P ‘s'abrite dans’ Q, cf. [14]). For
the contrary case we shall use the notation P 
 Q: Very frequently, an ordinal number
 will be identied with the interval [0; ) of ordinal numbers; thus, instead of writing
Q 
 P, we shall occasionally write 
 P:
A linear order type is an order type of a chain. So, any ordinal number, being an
order type of a well-ordered poset, is a linear order type, but not conversely.
If  is a (linear) order type, then jj will denote the cardinal number of any poset
having order type .
Recall that a poset (P;6) is Noetherian (or satises ACC) if there is no innite
strictly ascending chain x1<x2<    in P and Artinian (or satises DCC) if there is
no innite strictly descending chain x1>x2>    in P.
For all undened notation and terminology on posets, the reader is referred to [7]
or [16].
3.  -Deviation of posets
Throughout this section X will denote a xed nonempty subclass of P.
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Denition 3.1 (Albu and Smith [2, Denition 4.1]). A poset P is said to be X-Artinian
(resp. X-Noetherian) if, for any descending chain
x1>x2>   >xn>   
(resp. for any ascending chain x16x26   6xn6   ) of elements of P, there exists
m 2 N such that xi=xi+1 2 X (resp. xi+1=xi 2 X) for all i>m.
This concept can be extended as follows:
Denition 3.2. Let X be a nonempty subclass of P and   a nonempty set of linear
order types. One says that a poset P is X−   if, for any chain C of P of order type
 with  2  , there exists a<b in C such that b=a, considered as an interval in P,
belongs to X. If   is a singleton fg, then instead of writing X − fg, we just write
X − .
We could dene a more general concept in case   is an arbitrary nonempty set of
arbitrary order types, not necessarily linear order types. In that case, instead of taking
chains C of order type  in Denition 3:2, we just take subsets C of P of order type .
The next result shows that Denition 3:2 really extends Denition 3:1 for classes X
closed under intervals.
Proposition 3.3. Let X be a nonempty subclass of P and P 2 P. Then the following
assertions hold:
(1) If X is hereditary; then P is X−!, P is X-Noetherian.
(2) If X is cohereditary; then P is X − ! , P is X-Artinian.
Proof. (1) If P is X-Noetherian, then for any chain
x1<x2<   <xn<   
of order type ! of elements of P, there exists m 2 N such that xi+1=xi 2 X for all
i>m; so P is X−!.
Conversely, assume that P is X−!, and let
x1<x2<   <xn<   
be a strictly ascending chain of elements of P. Denote
I :=fi 2 N j xi+1=xi 62 Xg:
We claim that I is nite, which will nish the proof of (1).
If I were innite, then there would exist a strictly increasing sequence of positive
integers in I
i1<i2<i3<   <ip< ip+1<   
such that xik+1=xik 62 X for all k 2 N:
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Consider the map
’ : N! I; ’(k) = ik ; k 2 N;
which is strictly increasing. Since P is X−!; there exists m<n in N such that
x’(n)=x’(m) 2 X. But X is a hereditary class; hence x’(m)+1=x’(m) 2 X; and consequently
’(m) 62 I; which is a contradiction.
In a similar manner one proves (2).
We are now going to present the notion of  -deviation of an arbitrary poset (P;6)
in a slightly modied manner than the one given in [14].
Denition 3.4. Let (P;6) be an arbitrary poset and   an arbitrary nonempty set of
linear order types. The  -deviation of (P;6), also called  -Krull dimension of (P;6)
and denoted in the sequel by k (P), is an ordinal number dened recursively as follows:
k (P) = −1, where −1 is assumed to be the predecessor of zero, if and only if P
is a trivial poset.
k (P) = 0 if and only if P is not trivial and contains no chain of order type  for
any  2  .
Let > 0 be an ordinal number and assume that we have already dened which
posets have  -deviation  for any ordinal <. Then we say that k (P) =  if and
only if we do not have k (P) =  for any ordinal <; and for any  2   and any
chain C of P of type , there exists a<b in C such that b=a; considered as an interval
in P, has k (b=a) =  for some <:
In case   = fg, then instead of kfg(P); we shall simply write k(P); and call it
the -deviation of P.
Remark 3.5. In [14] the denition of the  -deviation is, at least apparently, a bit
dierent: the only dierence is that instead of
‘for any 2  and any chain C of P of type , there exists a<b in C such that
b=a; considered as an interval in P, has k (b=a) =  for some <’
we have
‘for any 2 , any chain C of type  and any increasing map f :C ! P there exists
a<b in C such that f(b)=f(a); considered as an interval in P, has k (f(b)=f(a))=
for some <’.
These two denitions are indeed the same, as we can see this immediately: clearly, if
a poset P has  -deviation  as in the denition in [14], then it has the same  -deviation
as in our denition. Assume now that a poset P has  -deviation  as in our denition.
Let  2   be arbitrary, and consider a chain C of type  and an increasing map
f : C ! P: If f is strictly increasing, then by Lemma 2.1 f(C) is a chain in P of
order type ; hence, by our denition there exists a<b in C such that f(b)=f(a);
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considered as an interval in P, has k (f(b)=f(a)) =  for some <: If f is not
strictly increasing, then there exists a<b in C such that f(a) = f(b), and hence
k (f(b)=f(a)) =−1<:
Consequently, in both cases we have k (P) =  as in the denition in [14].
The denition above can be reformulated in a very compact manner | which will
be very suitable for the localization technique presented in our subsequent paper | by
using the concept of X−  poset, as follows: set
P () = fP 2 P jP has  -deviation  for some <g:
Proposition 3.6. With the notations above; if >0 is an ordinal; then
k (P) = , P 62 P () and P is P ()−  :
We are now going to show | as also noticed in [14, Proposition 2:4] | that the
concept of  -deviation of a poset is a natural extension of the usual concept of Krull
dimension.
For a poset P we shall denote by k(P) (resp. k0(P)) the usual Krull dimension or
deviation (resp. the usual dual Krull dimension or codeviation) of P.
The next result is a slight extension of the correct part of [14, Lemma 2:3].
Lemma 3.7. Let f : P ! Q be a strictly increasing map between two posets P and Q;
and let   be a nonempty set of linear order types. If Q has  -deviation; then P has also
 -deviation; and k (P)6k (Q): This holds in particular in case P is any nonempty
subset of a poset Q having  -deviation.
Proof. One proceeds by transnite induction on = k (Q) by using Lemma 2.1.
Remark 3.8. In [14, Lemma 2:3] it is asserted that if f : P ! Q is an increasing
and surjective map between two posets P and Q, and if P has  -deviation, then Q has
also  -deviation, and k (Q)6k (P): This is not true, as the following example shows:
Denote by P the poset obtained by adjoining a greatest element 10 to the trivially
ordered poset of all rational numbers, and by Q the poset obtained by adjoining a
greatest element 100 to the usually ordered poset of all rational numbers. Then, the map
f : P ! Q; f(10) = 100 and f(x) = x; 8x 2 Q
is clearly bijective and strictly increasing. However, k!∗(P) = 0; and by [11,
Theoreme 5] or Lemma 3.13 below, k!∗(Q) does not exist since 6Q:
Corollary 3.9. Let   be a nonempty set of linear order types and let >0 be an
ordinal. With the notations above; the class of posets P () is closed under intervals.
Proof. Apply Lemma 3.7.
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Proposition 3.10. Let P 2 P and let  be an ordinal. Then the following statements
hold:
(1) P has !-deviation and k!(P) = , P has dual Krull dimension and k0(P) = :
(2) P has !-deviation and k!∗(P) = , P has Krull dimension and k(P) = :
Proof. Apply [3, Proposition 3.3], Proposition 3.3 and Corollary 3.9.
The dual  -deviation of a poset P, denoted by k0 (P); is dened as being (if it
exists !) the  -deviation k (P0) of the opposite poset P0 of P. If we let
 0 = fj 2  g;
then it is clear that
k0 (P) = k (P
0) = k 0 (P) and k
0
 0 (P) = k 0 (P
0) = k (P):
Note that in case   contains an order type  with jj 2 f0; 1; 2g, then the only
(nonempty) posets having  -deviation are the trivial ones, and in that case their
 -deviation is −1, by denition (see also [14, p. 177]). So, to avoid trivialities, we
shall assume in the sequel that jj>3 for all  2  .
Sometimes, the presence of a greatest element 1 and a least element 0 is important.
If P fails to have these, then it is convenient to enlarge P by adjoining such elements,
to obtain a new poset P0. As known (see e.g. [12, Lemma 6:1:15]) if k(P)>0; then
k(P)= k(P0); and if k(P)=−1; then k(P0)=0: This property does not hold in general
for  -deviation, as the following examples show:
Examples 3.11.
(1) Let P = ! and  = ! + 1. Then P has no greatest element, and P0 = ! + 1;
so k(P) = 0; but k(P0) = 1:
(2) Let P = ! and  = (! + 1). Then P has no least element, and P0 = (! + 1);
so k(P) = 0; but k(P0) = 1:
(3) Let P = ! + ! and  = (! + 1) + (! + 1): Then P0 = (! + 1) + (! + 1);
so k(P) = 0; but k(P0) = 1:
However, if   consists only of indecomposable linear order types we will see below
that a result similar to [12, Lemma 6:1:15] holds. As in [16, Denition 10:5], a linear
order type  is said to be indecomposable if, whenever we partition a chain C of
order type  as C = A [ B with A \ B = ;; then either 6 or 6, where  (resp.
) is the order type of A (resp. B). Notice that in [14] the term impartible is used
for this concept. As in [16, Denition 10:1], a linear order type  is called additively
indecomposable if, whenever  =  +  with  and  linear order types, then either
6 or 6.
Clearly, any indecomposable order type is additively indecomposable, but not con-
versely: , the order type of R, is additively indecomposable, but not indecomposable
(see [16, p. 177]).
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Proposition 3.12. Assume that   consists only of indecomposable linear order types.
Let P be an arbitrary poset which has neither a least nor a greatest element; and
denote by P0 the poset obtained by adjoining to P a least and a greatest element.
If k (P)>0; then k (P) = k (P0); and if k (P) =−1; then k (P0) = 0:
Proof. One proceeds by transnite induction. The details are left to the reader.
We are going now to examine when a poset P having  -deviation also has dual
 -deviation. For   = f!g or   = f!g, this always happens by [11, Corollaire 6].
Lemma 3.13 (Pouzet and Zaguia [14, Proposition 2:2]). If P is a scattered poset; then
P has  -deviation. The converse is true if   contains an order type  with jj6@0:
Remark 3.14. The result in Lemma 3.13 is the best one that could be expected. Indeed,
if   fails to contain an order type  with jj6@0; then it could be possible for a poset
P to have  -deviation without being scattered. To see this, take   = fg and P =Q:
Then P has  -Krull dimension 0, since 
 , but Q6P:
Proposition 3.15. Suppose that   contains an order type  with jj6@0: Then a poset
P has  -deviation if and only if it has dual  -deviation.
Proof. By Lemma 3.13, if k (P) exists, then P does not contain an isomorphic copy
of Q. Thus, Q 
 P: It follows that Q0 
 P0: But Q0 ’ Q; hence Q 
 P0: Again by
Lemma 3.13, we deduce that k (P0) exists.
Remark 3.16. If   does not contain any  with jj6@0; then the result from Proposi-
tion 3.15 may fail, as the following remark from [14, p. 261] shows: for any ordinal
> 0 there exists a poset that has !-deviation but does not have ! -deviation. We
can ask if this happens also for any not noncountable order type , or more generally,
for any nonempty set   containing no nite or countable order type.
Corollary 3.17 (Lemonnier [11, Corollaire 6]). Let P be an arbitrary poset. Then P
has Krull dimension if and only P has dual Krull dimension.
Proof. Apply Propositions 3:10 and 3:15.
Problem 3.18. Find all P 2 P such that
k (P) exists , k (P0) exists;
for any  .
Problem 3.19. Find all   such that
k (P) exists , k (P0) exists;
for all P 2 P.
These two problems could be related to the following conjecture from [10]:
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Conjecture 3.20 (Lau et al. [10, p. 257]). An arbitrary poset P fails to have
 -deviation if and only if; for each  2  ; P contains a -dense poset.
Recall that if  is an order type, then a poset P is said to be -dense in case each
of its nontrivial intervals contains a chain of order type :
The answer to 3.20 is yes for any chain P by [10, Theorem 1:4]. We guess that the
same holds for any modular lattice, and even in a bit more general case, namely for
 -dense posets, but we could not yet prove that.
Denition 3.21. A poset P is said to be  -dense if each of its proper intervals contains
a chain of order type  for some  2  .
Note that in case   is a singleton fg and P is a chain, then we obtain the concept
of -dense chain considered in [10].
The next two results are natural extensions of similar results from [10] established
in case   is a singleton, and therefore, their proofs will be omitted.
Lemma 3.22. If a poset P contains a  -dense poset; then the  -deviation of P fails
to exist.
Lemma 3.23. If a poset P fails to have  -deviation; then there exists a  2   and a
chain C in P of order type  having the following property:
(y) for any a<b in C; the interval b=a in P does not have  -deviation:
Lemma 3.22 establishes a half of the next conjecture, while Lemma 3.23 might be
used to answer its other half:
Conjecture 3.24. Let L be a modular lattice and   a nonempty set of linear order
types. Then L fails to have  -deviation if and only if L contains a  -dense poset.
It seems very natural to ask about the relationship between the  -deviation k (P)
of a poset P and the -deviations k(P) for  2  . If P has  -deviation, then by [14,
Proposition 2:6], k(P) exists for each  2   and
supfk(P) j  2  g6k (P):
In order to examine the situation in which each k(P) exists ( 2  ), we need to
introduce some terminology and notation.
Let f1; 2; : : : ; ng be a nite set of ordinals. Write each of these ordinals as a
‘Cantor sum’, called also the normal form
i = !i1i1 + !i2i2 +   + !iti iti ;
where i1>i2>  >it>0 and 06ij<! for each j. (See [8, p. 107] or [17, p. 320]).
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By using ij = 0 as necessary, we may assume that
i = !1i1 + !2i2 +   + !tit ;
where 1>2>   >t>0 and each 06ij <!:
We dene the natural sum, called also the Hessenberg sum (see [8, p. 109] or [17,
p. 364]), H (1; 2; : : : ; n) of 1; 2; : : : ; n by



















Now, we are ready to state the result that determines how the existence of each
k(P) aects the existence and magnitude of k (P) when   is a nite set.
Theorem 3.25. Let  = f1; 2; : : : ; ng be a nite set of linear order types and let P
be a poset such that ki(P) = i for 16i6n: Then k (P) exists; and
maxf1; 2; : : : ; ng6k (P)6H (1; 2; : : : ; n):
Proof. Let  = maxfi j 16i6ng, T = f j is an ordinal; 066g, and let D =
T  T      T be the cartesian product of n copies of T with the product order. We
dene a function ’ from the set S of all nonempty, nontrivial subsets of P to D as
follows:
’(P0) = (1; 2; : : : ; n);
where P0 2 S and ki(P0) = i; 16i6n. Since P; P0 2 S with P0P implies that
ki(P
0)6ki(P); we must also have ’(P
0)6’(P).
If the second inequality is false, we may nd a poset P such that k (P) is not
6H (1; 2; : : : ; n). Since each of the n coordinates of D lies in the well-ordered set T
and since D has nitely many coordinates, then any descending chain of elements of D
must be nite. Consequently, by passing to a subset of P if necessary, we may assume
that ’(P) is minimal among the elements of D such that k (P) 
 H (1; 2; : : : ; n).
Since k (P)
 H (1; 2; : : : ; n), then either k (P) does not exist, or else k (P) exists
and k (P)>H (1; 2; : : : ; n). In either case, the denition of  -deviation says that there
exists j with 16j6n and a chain C in P of type j such that, for any a<b in C, the
interval b=a considered as an interval in P, does not satisfy k (b=a)<H (1; : : : ; n).
But since kj (P) = j there exist a<b in C such that b=a, considered as an interval
in P, satises kj (b=a)<j. Thus,
’(b=a) = (k1 (b=a); : : : ; kj (b=a); : : : ; kn(b=a))< (1; 2; : : : ; n):
By the minimality property of ’(P), we must have
k (b=a)6H (k1 (b=a); : : : ; kn(b=a))<H (1; 2; : : : ; n);
which contradicts our choice of C. (Note that the last inequality follows from the
properties of the expansion of ordinal numbers in the ‘! basis’, like the usual ones
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for the decimal representation of the natural numbers.) Therefore, by the denition of
 -deviation, k (P) exists and k (P)6H (1; 2; : : : ; n).
The rst inequality has been established in the discussion following the
Conjecture 3.24.
It is trivial to nd examples in which k (P) attains the lower bound in
Theorem 3.25. For example, kf!;!∗g(!) = 1 = k!(!)>k!∗(!) = 0:
Even in the nite case, k (P) can attain the upper bound of Theorem 3.25. We can
see this from the following example.
Example 3.26. Let P = (!m)  !n be a poset with the lexicographical order, where
m; n<!. Then k!∗(P) = m; and k!(P) = n; and kf!;!∗g(P) = m+ n:
The proofs that k!∗(P) = m and k!(P) = n can be done by using standard argu-
ments for dual Krull dimension and Krull dimension (see e.g. [11, Propositions 8; 10],
[12, p. 176]).
Theorem 3.25 shows that kf!;!∗g(P)6m + n. To see that kf!;!∗g(P)>m + n, rst
note that kf!;!∗g(!n)=k!(!n)=n via [12, p. 176]. Then a standard induction that uses
chains of order type ! in the rst coordinate shows that kf!;!∗g((!m)!n)>m+n,
as desired.
In [15, Theorem 1] it is stated without proof that, when  =f!;!g, then the upper
bound of Theorem 3.25 can be decreased to
maxfk!(P) + k!∗(P); k!∗(P) + k!(P)g:
This bound agrees with Theorem 3.25 as long as either k!(P)6! or k!∗(P)6!: But
when k!(P)=!+1= k!∗(P); the upper bound may fail, as we see from the following
example.
Example 3.27. Let P=!!(!!)!! be a poset with the lexicographical order.
Then k!(P) = !+ 1; k!∗(P) = !+ 1; and kf!;!∗g(P) = !2 + 2>!+ 1 + !+ 1:
Since P clearly contains a chain isomorphic to !  !!, then k!(P)>! + 1. Con-
versely, if C1 is a chain of order type ! in P, then eventually the elements of C1
will have the same rst coordinates, and C1 will have an interval, which as an inter-
val in P, embeds in t  (!!)  !!, where t <!. So it is sucient to show that
k!(t  (!!) !!)6!: Now, any chain C2 of order type ! in t  (!!) !! must
eventually have all of its rst coordinates equal and all of its second coordinates equal.
Hence C2 has an interval I that properly embeds in !!. But k!(I)<! for any proper
initial subinterval I of !!, and hence k!(t  (!!)  !)6!; as desired.
A similar, but slightly more complicated argument, shows that k!∗(P) = !+ 1.
Theorem 3.25 shows that kf!;!∗g(P)6!2 + 2. To see the reverse inequality, note
that each interval of the chain
(−1; 0; 0; 0)> (−2; 0; 0; 0)> (−3; 0; 0; 0)>   
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of type ! is isomorphic as an interval of P to ! (!!)!!. Hence, it is sucient
to show that kf!;!∗g(! (!!)  !!)>!2 + 1. Now, each interval of the chain
(1; 0; 0)< (2; 0; 0)< (3; 0; 0)<   
of type ! is isomorphic as an interval of ! (!!)!! to (!!)!!: Hence, it is
sucient to show that kf!;!∗g((!!)!!)>!2. But, since kf!;!∗g(!!)=k!(!!)=!,
an induction on the rst coordinates of (!n)  !! that uses chains of order type !
shows that kf!;!∗g((!n)  !!)>!+ n. Hence, kf!;!∗g((!!)  !!)>!2:
Remark 3.28. The method of construction in Example 3.27 can be used to construct
examples of posets P that attain the maximum value of k (P) in Theorem 3.25 in case
  = f!;!g; k!(P) = 1; and k!∗(P) = 2, where 1 and 2 are arbitrary ordinals.
Problem 3.29. Is the rst part of Theorem 3:25 true for an arbitrary (not necessarily
nite) set   = fi j i 2 Ig of linear order types; that is; does k (P) exist if ki(P)
exist for all i 2 I?
Remark 3.30. (1) The upper bound in Theorem 3.25 is the best possible, as
Example 3:26 or 3:27 shows.
(2) If 1; 2; : : : ; n is a nite family of linear order types, then the so-called sym-
metric sum of this family, denoted by
P






(i) j 2 Sn
)
;
where Sn is the group of all permutations of degree n. Using [17, Ex. 1, p. 364], one
deduces easily that for any nite family 1; 2; : : : ; n of linear order types, one has
X
16i6n
i6H (1; 2; : : : ; n):
4.  -Deviation of modular lattices
The aim of this section is to investigate the  -deviation of modular lattices. We
will show that in case the set   of linear order types consists only of indecomposable
ones, then some basic properties of the usual Krull dimension of posets hold also for
 -deviation.
Throughout this paper we shall denote by M the class of all modular lattices with
0 and 1.
Proposition 4.1. Let L 2M; and a 2 L. Then the map
’a : L! (a=0) (1=a); ’a(x) := (x ^ a; x _ a)
is strictly increasing; where (a=0) (1=a) is ordered componentwise.
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Proof. Clearly, ’a is an increasing map. Assume that there exist x<y in L such that
’a(x) = ’a(y). Then
’a(x) = ’a(y), x ^ a= y ^ a and x _ a= y _ a:
So, by modularity,
y = y ^ (y _ a) = y ^ (x _ a) = x _ (y ^ a) = x _ (x ^ a) = x;
which is a contradiction.
Note that if we endow (a=0)(1=a) with the lexicographic or the anti-lexicographic
order, then ’a is still a strictly increasing map.
Corollary 4.2. If C is a chain in a modular lattice L and a 2 L; then the map
’aC : C ! (a=0) (1=a); ’aC(x) := (x ^ a; x _ a)
is injective.
Proof. The result follows from the simple fact that any strictly monotone map between
two posets in which the domain is a chain is injective (see Lemma 2.1).
Proposition 4.3. Let L 2M; let a 2 L; and assume that   contains an order type 
with jj6@0. Then L has  -deviation if and only if a=0 and 1=a both have  -deviation.
Proof. The implication ‘)’ follows immediately from Lemma 3.7.
‘(=’ Assume that a=0 and 1=a have both  -deviation. Then either Q 
 L or Q6L.
If Q 
 L, then L has  -deviation by Lemma 3.13, and we are done. Assume now
that Q6L. Then L contains an isomorphic copy Q of Q, which is clearly a chain. By
Corollary 4.2, the map
’aQ : Q ! (a=0) (1=a); ’aQ(x) = (x ^ a; x _ a)
is injective.
Denote by ’1; ’2 the components of ’aQ:
’1 : Q ! a=0; ’1(x):=x ^ a;
’2 : Q ! 1=a; ’2(x):=x _ a:
Then neither ’1 nor ’2 is injective, for otherwise it would follow that Q6a=0 or
Q61=a, which contradicts by Lemma 3.13 the fact that a=0 and 1=a have both
 -deviation. So, there exists x<y in Q such that ’1(x) = ’1(y): Then necessarily
’2(x)<’2(y) since ’aQ is strictly increasing.
We claim that the restriction ’2j(y=x)\Q of ’2 to the interval y=x in Q
’2j(y=x)\Q : y=x ! 1=a; u 7! u _ a;
is injective.
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Indeed, if not, then there would exist u; v 2 Q such that x6u<v6y and ’2(u) =
’2(v). Since ’aQ is injective, it would follow that ’1(u)<’1(v).
But ’1 is an increasing map, and ’1(x) = ’1(y); so
x6u<v6y ) ’1(x)6’1(u)6’1(v)6’1(y)) ’1(u) = ’1(v);
which is a contradiction.
Consequently, ’2j(y=x)\Q is injective, and so 1=a contains a copy of a nontrivial
interval of Q. Since Q is a dense set, it follows that any of its nontrivial intervals
contains a copy of Q by a theorem due to Cantor (see [16, Theorem 2:8]). It follows
that Q61=a; which contradicts Lemma 3.13.
Remark 4.4. (1) We will see in Proposition 4.6 that the above condition ‘  contains
an order type  with jj6@0’ is not necessary in Proposition 4.3: it can be replaced
by the condition ‘  consists only of indecomposable linear order types’, which leads
to a more accurate form of Corollary 4.2.
(2) Proposition 4.3 fails for a non-modular lattice, even for the usual Krull dimen-
sion, as the following simple example shows:
Let L be the poset that is the disjoint union of the set Q with a set fa0; a; a1g having
exactly 3 elements. We order the set L by using the usual order of Q,
a0<a<a1; a0<q<a1; 8q 2 Q;
and no other distinct elements of L are comparable. With this order L becomes a lattice
with greatest element a1 and least element a0, and L contains at least a pentagon (in
fact a lot !). By [5, 3.2], it follows that L is not modular. We have
k(a=a0) = 0 and k(a1=a) = 0;
but k(L) does not exists by Lemma 3.13, since QL.
(3) We do not know if Proposition 4.3 holds for an arbitrary  .
Lemma 4.5 (Pouzet and Zaguia [14, Lemme 4:3]). Let   be a nonempty set of inde-
composable linear order types; and let P1 and P2 be two posets. Then
k (P1  P2) = maxfk (P1); k (P2)g;
if either side exists; where P1  P2 is ordered componentwise.
As known, if L 2M and a 2 L, then L is Artinian (resp. Noetherian) if and only if
both a=0 and 1=a are Artinian (resp. Noetherian). This holds, as known, also for the
usual Krull dimension (resp. dual Krull dimension): one has
k(L) = maxfk(1=a); k(a=0)g (resp: k0(L) = maxfk0(1=a); k0(a=0)g)
if either side exists.
The next result is an extension of the result above to  -deviation.
T. Albu, M.L. Teply /Discrete Mathematics 214 (2000) 1{19 15
Proposition 4.6. Let   be an arbitrary nonempty set of indecomposable linear order
types; L 2M; and a 2 L. Then
k (L) = maxfk (1=a); k (a=0)g;
if either side exists.
Proof. If k (L) exists, then, by Lemma 3.7, both k (a=0) and k (1=a) exist and
maxfk (1=a); k (a=0)g6k (L):
Consider the strictly increasing map
’ : L! (a=0) (1=a); ’(x):=(x ^ a; x _ a)
given by Proposition 4.1.
If both k (a=0) and k (1=a) exist, then, by Lemma 4:5, k ((a=0)  (1=a)) exists.
Hence by Lemma 3.7, k (L) exists, and k (L)6supfk (1=a); k (a=0)g, which nishes
the proof.
The condition that all of the order types of   are indecomposable is essential in the
proposition above. Even when   reduces to a single additively indecomposable order
type , the result can fail. To see this, consider the following:
Example 4.7. Let =[(!+1)+(!+1)]! and let  = fg. Note that  is additively
indecomposable, but not indecomposable. Form a chain of order type (! + 1)! + 1
whose maximum and minimum elements will be denoted by a and 0. Next form a
chain of order type (! + 1)! + 1 whose maximum and minimum elements will
be 1 and a. Now, connect 0 and 1 with another chain of order type  + 1, and
form a modular lattice by inserting points at all intersections in the following diagram
(Fig. 1), where a line of dashes denotes an innite number of ‘parallel’ lines:
By construction, we have k (a=0) = 0; k (1=a) = 0, and k (L)>1. Thus, we have
k (L)> supfk (1=a); k (a=0)g:
To see that L is actually a modular lattice, it is sucient to observe that L contains
no pentagon sublattice (see [5, 3.2]). This can be done by a tedious case-by-case
geometric elimination argument that uses our diagram of L. We give two cases; the
reader can check the many remaining ones.
Case 1: L contains a pentagon with two points on its left side, s is not on the right
edge of L, and t; s; q are not ‘colinear’ (Fig. 2).
First, note that q cannot lie on the right edge of L. Since all points that are not on
the right edge of L emit straight ‘diagonal’ rays (Fig. 3) then t is forced to lie on an
upward diagonal ray emitted by q. Since s is not on the right edge of L and s; t; q are
not colinear, we must have ‘parallel’ rays from q and s (Fig. 4):
If r lies on or above the ray from s, then q ^ r>s; if r lies below the ray from
s, then r _ s< t. Consequently, we cannot have a pentagon in L that satises this
case.
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Fig. 1.
Fig. 2.




Case 2: L contains a pentagon with two points on its right side (Fig. 5), both r
and p are on the right edge of the graph, r emits an upward slanted ray, p emits a
downward slanted ray, and both r and p have no other slanted rays. Then t must lie
on the straight diagonal ray emitted by r, and b must lie on the straight ray emitted
by p (Fig. 6):
From the structure of L, there exists x on the right edge of L with p<x<r such
that x emits two slanted rays (Fig. 7):
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Fig. 6.
Fig. 7.
Thus, q _ p< t and q ^ r >b. Consequently, we cannot have a pentagon in L that
satises this case.
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