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Abstract
In this paper, we execute the shift-splitting preconditioner for asymmetric saddle point
problems with its (1,2) block’s transposition unequal to its (2,1) block under the removed
minus of its (2,1) block. The proposed preconditioner is stemmed from the shift splitting (SS)
iteration method for solving asymmetric saddle point problems, which is convergent under
suitable conditions. The relaxed version of the shift-splitting preconditioner is obtained as
well. The spectral distributions of the related preconditioned matrices are given. Numerical
experiments from the Stokes problem are offered to show the convergence performance of
these two preconditioners.
Keywords : Asymmetric saddle point problems; Shift-splitting preconditioner; Spectral
distribution; Convergence
AMS classification: 65F10
1 Introduction
Nowadays, a shift splitting iteration scheme has been successfully used to solve the large sparse
system of linear equations
Ax = b (1)
with A being non-Hermitian positive definite, which is deemed as one of the efficient stationary
solvers and is first introduced in [2], and works as follows: Given an initial guess x(0), for
k = 0, 1, 2, . . . until {x(k)} converges, compute
(αI +A)x(k+1) = (αI −A)x(k) + 2b, (2)
where α is a given positive constant. It is noteworthy that this shift splitting iteration scheme
(2) not only is unconditionally convergent, but also can induce an economical and effective
preconditioner P = αI + A for the non-Hermitian positive definite linear system (1). This
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induced precondtioner is called as the shift-splitting preconditioner. When the shift-splitting
preconditioner P = αI + A together with Krylov subspace methods are employed to solve the
non-Hermitian positive definite linear system (1), its highly efficiency has been confirmed by
numerical experiments in [2].
Since both the shift splitting iteration scheme and the shift-splitting preconditioner are
economical and effective, they have drawn much attention. Not only that, this approach has been
successfully extended to other practical problems, such as the classical saddle point problems[
A BT
−B 0
] [
x
y
]
=
[
p
q
]
, (3)
where A ∈ Rn×n is symmetric positive definite (SPD), B ∈ Rm×n with rank(B) = m ≤ n, see [7].
Whereafter, Chen and Ma in [14] proposed the two-parameter shift-splitting preconditioner
for saddle point problems (3). Based on the work in [14], Salkuyeh et al. in [29] use the
two-parameter shift-splitting preconditioner for the saddle point problems (3) with symmetric
positive semidefinite (2, 2)-block, Cao et al. in [8] considered the saddle point problems (3)
with nonsymmetric positive definite (1, 1)-block, Cao and Miao in [9] considered the singular
nonsymmetric saddle point problems (3), and so on.
On the other hand, combining the shift splitting technique with the matrix splitting tech-
nique, some new efficient preconditioners have been developed, such as the modified shift-
splitting preconditioner [32], the generalized modified shift-splitting preconditioner [21], the ex-
tended shift-splitting preconditioner [33], a general class of shift-splitting preconditioner [10], the
modified generalized shift-splitting preconditioner [20,30], the generalized double shift-splitting
preconditioner [16], and so on.
In this paper, we consider the asymmetric saddle point problems of the form
Ax =
[
A BT
−C 0
] [
x
y
]
=
[
b
q
]
= f , (4)
where A ∈ Rn×n is SPD, B,C ∈ Rm×n, m ≤ n. Moreover, the matrices B and C are of full
rank. In [11], Cao proposed the augmentation block triangular preconditioner
PAug =
[
A+BTW−1C BT
0 W
]
,
for the system obtaining from multiplying the second block row of (4) by −1, where W ∈ Rm×n
is nonsingular and such that A+BTW−1C is invertible. The performance of the preconditioner
PAug was compared with several preconditioners presented in [12, 13, 25]. In [23], Li et al. pre-
sented the partial positive semidefinite and skew-Hermitian splitting (for short, PPSS) iteration
method for the system (4). The PPSS iteration method induces the preconditioner
PPPSS =
1
2α
(αI +H)(αI + S),
where α > 0,
H =
[
A 0
0 0
]
and S =
[
0 BT
−C 0
]
.
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Numerical results presented in [23] show that the PPPSS preconditioner outperforms the classical
HSS preconditioner [4]. Although the shift-splitting iteration scheme and the shift-splitting
preconditioner have been successfully used to solve the classical saddle point problems, they
have not been applied to the asymmetric saddle point problems (4). Based on this, our goal
of this paper is to use the shift-splitting iteration scheme and the shift-splitting preconditioner
for the asymmetric saddle point problems. One can see [5, 6, 15, 17, 18, 22] for more details.
Theoretical analysis shows that the shift-splitting iteration method is convergent under suitable
conditions and the spectral distributions of the corresponding preconditioned matrices are better
clustered. Numerical experiments arising from a model Stokes problem are provided to show
the effectiveness of the proposed two preconditioners.
We use the following notations throughout the paper. For a given matrix S, N (S) stands for
the null space of S. The spectral radius of a square matrix G is denoted by ρ(G). For a vector
x ∈ Cn, x∗ is used for the conjugate transpose of x. The real and imaginary parts of any y ∈ C
are denoted by ℜ(y) and ℑ(y), respectively. For two vectors x and y, the Matlab notation
[x; y] is used for [xT , yT ]T . Finally, for two vectors x, y ∈ Cn, the standard inner product of x
and y is denoted by 〈x, y〉 = y∗x.
The layout of this paper is organized as follows. In Section 2, the shift splitting iteration
scheme and the related shift-splitting preconditioner are presented for the asymmetric saddle
point problems (4). In Section 3, numerical experiments are provided to examine the convergence
behaviors of the shift-splitting preconditioner and its relaxed version for solving the asymmetric
saddle point problems (4). Finally, some conclusions are described in Section 4.
2 The shift-splitting method
Here, three lemmas are given for later discussion.
Lemma 1. [11] The saddle point matrix
A =
[
A BT
−C 0
]
(5)
is nonsingular if and only if rank(B) = rank(C) = m, N (A)∩N (C) = {0} and N (AT )∩N (B) =
{0}.
Lemma 2. [31] Let λ be any root of the quadratic equation x2 − ax + b = 0, where a, b ∈ R.
Then, |λ| < 1 if and only if |b| < 1 and |a| < 1 + b.
Lemma 3. [3] Let λ be any root of the quadratic equation x2 − φx + ψ = 0, where φ,ψ ∈ C.
Then, |λ| < 1 if and only if |ψ| < 1 and |φ− φ∗ψ|+ |ψ|2 < 1.
First, to guarantee the unique solution of the asymmetric saddle point problems (4), Lemma
4 is obtained.
Lemma 4. Let A be a SPD matrix and rank(B) = rank(C) = m. Then, saddle point matrix
(5) is nonsingular.
Proof. It is an immediate result of Lemma 1.
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Similarly, for every α > 0 and under the conditions of Lemma 4, the matrix
αI +A =
[
αI +A BT
−C αI
]
is nonsingular.
Next, under the condition of Lemma 4, we can establish the shift-splitting (SS) iteration
method for solving the asymmetric saddle point problems (4). To this end, the shift-splitting of
the coefficient matrix A in (4) can be constructed as follows
A = 1
2
(αI +A)− 1
2
(αI −A)
=
1
2
[
αI +A BT
−C αI
]
− 1
2
[
αI −A −BT
C αI
]
,
where α > 0 and I is the identity matrix. This matrix splitting naturally leads to the shift
splitting (SS) iteration method for solving the asymmetric saddle point problems (4) and works
as follows.
The SS iteration method: Let the initial vector x(0) ∈ Rn+m and α > 0. For k = 0, 1, 2, . . .
until the iteration sequence {x(k)}+∞k=0 is converged, compute x(k+1), by solving the linear system[
αI +A BT
−C αI
]
x(k+1) =
[
αI −A −BT
C αI
]
x(k) + 2
[
b
q
]
. (6)
Clearly, the iteration matrix Mα of the SS method is
Mα =
[
αI +A BT
−C αI
]−1 [
αI −A −BT
C αI
]
. (7)
To study the convergence property of the SS method, the value of the spectral radius ρ(Mα)
of the corresponding iteration matrix Mα is necessary to be estimated. As is known, when
ρ(Mα) < 1, the SS iteration method is convergent. Thereupon, we assume that λ is an eigenvalue
of the matrix Mα and its corresponding eigenvector is x = [x; y]. Therefore, we have[
αI −A −BT
C αI
] [
x
y
]
= λ
[
αI +A BT
−C αI
] [
x
y
]
,
which is equivalent to
(λ− 1)αx + (λ+ 1)Ax+ (λ+ 1)BT y = 0, (8)
(1 + λ)Cx− α(λ− 1)y = 0. (9)
To obtain the convergence conditions of the SS method, the following lemmas are given.
Lemma 5. Let the matrix A be SPD and rank(B) = rank(C) = m. If λ is an eigenvalue of the
matrix Mα, then λ 6= ±1.
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Proof. If λ = 1, then based on Eqs. (8) and (9) we have{
Ax+BT y = 0,
− Cx = 0. (10)
Based on Lemma 4, we deduce that x = 0 and y = 0. This is a contradiction, because x =
[x; y] = 0 can not be an eigenvector of Mα. Hence, λ 6= 1.
When λ = −1, based on Eqs. (8) and (9) we have αx = 0 and αy = 0. Since α > 0, we get
y = 0 and x = 0, which is a contradiction, since [x; y] is an eigenvector. Hence λ 6= −1.
Based on the above discussion, the results in Lemma 6 are right.
Lemma 6. Let the conditions of Lemma 5 be satisfied. Let also λ be an eigenvalue of Mα and
x = [x; y] be the corresponding eigenvector. Then x 6= 0. Moreover, if y = 0, then |λ| < 1.
Proof. When x = 0, from (9) we have α(λ − 1)y = 0. Based on Lemma 5, λ 6= 1. Therefore,
y = 0. This contradicts with the nonzero eigenvector x = [x; y]. Hence x 6= 0.
When y = 0, based on Eq. (8) we get
(αI +A)−1(α−A)x = λx.
Therefore, using the Kellogg’s lemma (see [24, page 13]) we deduce
|λ| ≤ ‖(αI +A)−1(α−A)‖2 < 1,
which completes the proof.
For later use we define the set S as
S = {x ∈ Cn : x = [x; y] is an eigenvector of Mα with ‖x‖2 = 1}.
It follows from Lemma 6 that the members of S are nonzero.
Theorem 1. Let the conditions of Lemma 5 be satisfied. For every x ∈ S, let a(x) = x∗Ax,
s(x) = ℜ(xHBTCx) and t(x) = ℑ(xHBTCx). For each x ∈ S, if s(x) > 0 and
|t(x)| < a(x)
√
s(x), (11)
then
ρ(Mα) < 1, ∀α > 0,
which implies that the SS iteration method (6) converges to the unique solution of the asymmetric
saddle point problems (4).
Proof. Based on Lemma 5, from (9) we have
y =
λ+ 1
α(λ− 1)Cx. (12)
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Substituting (12) into (8) leads to
(λ− 1)αx + (λ+ 1)Ax+ (λ+ 1)
2
α(λ− 1)B
TCx = 0. (13)
Let ‖x‖2 = 1. Pre-multiplying x∗ to the both sides of Eq. (13) leads to
α2(λ− 1)2 + α(λ2 − 1)x∗Ax+ (λ+ 1)2x∗BTCx = 0, (14)
which is equivalent to
α2(λ− 1)2 + α(λ2 − 1)a+ (λ+ 1)2(s(x) + t(x)i) = 0. (15)
For the sake simplicity in notations, we use s, t and a for s(x), t(x) and a(x), respectively. It
follows from Eq. (15), that
λ2 +
2(s+ ti− α2)
α2 + αa+ s+ ti
λ+
α2 − αa+ s+ ti
α2 + αa+ s+ ti
= 0. (16)
Next, we will discuss two aspects: t = 0 and t 6= 0.
When t = 0, from (16), we get
λ2 +
2(s − α2)
α2 + αa+ s
λ+
α2 − αa+ s
α2 + αa+ s
= 0. (17)
By simples computations, we have ∣∣∣α2 − αa+ s
α2 + αa+ s
∣∣∣ < 1 (18)
and ∣∣∣ 2(s− α2)
α2 + αa+ s
∣∣∣ < 1 + α2 − αa+ s
α2 + αa+ s
. (19)
Based on Lemma 2, the inequalities (18) and (19) imply that the roots of the real quadratic
equation (17) satisfy |λ| < 1.
If t 6= 0, then Eq. (16) can be written as λ2 + φλ+ ψ = 0, where
φ =
2(s+ ti− α2)
α2 + αa+ s+ ti
and ψ =
α2 − αa+ s+ ti
α2 + αa+ s+ ti
.
By some calculations, we get
φ− φ∗ψ = 2(s+ ti− α
2)
α2 + αa+ s+ ti
− 2(s − ti− α
2)
α2 + αa+ s− ti ·
α2 − αa+ s+ ti
α2 + αa+ s+ ti
=
2(s− α2 + ti)
α2 + αa+ s+ ti
· α
2 + αa+ s− ti
α2 + αa+ s− ti −
2(s − α2 − ti)
α2 + αa+ s− ti ·
α2 − αa+ s+ ti
α2 + αa+ s+ ti
= 2
[(s− α2 + ti)(α2 + αa+ s− ti)
(α2 + αa+ s)2 + t2
+
(α2 − s+ ti)(α2 − αa+ s+ ti)
(α2 + αa+ s)2 + t2
]
= 2
(s− α2 + ti)(α2 + αa+ s− ti) + (α2 − s+ ti)(α2 − αa+ s+ ti)
(α2 + αa+ s)2 + t2
= 4
αa(s − α2) + 2α2ti
(α2 + αa+ s)2 + t2
.
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Further, we have
|ψ| =
√
(α2 − αa+ s)2 + t2
(α2 + αa+ s)2 + t2
< 1,
|φ− φ∗ψ| = 4
√
α2a2(s− α2)2 + 4t2α4
(α2 + αa+ s)2 + t2
.
(20)
Based on Lemma 3, the necessary and sufficient condition for |λ| < 1 is
|φ− φ∗ψ|+ |ψ|2 < 1. (21)
Substituting (20) into (21) and solving the inequality (21) for t, gives |t| < a√s, which completes
the proof.
According to the definition of t(x), we have
|t(x)| = |ℑ(xHBTCx)| = |〈BTCx, x〉|
≤ ‖BTCx‖2‖x‖2 (Cauchy-Schwarz inequality)
≤ ‖BTC‖2‖x‖2 = ‖BTC‖2.
Also we have a(x) = x∗Ax ≥ λmin(A), where λmin(A) is the smallest eigenvalue of A. Therefore,
the inequality (11) can be replaced by
‖BTC‖2 ≤ λmin(A)
√
s(x).
In the special case that C = kB with k > 0, we can state the following theorem.
Theorem 2. Let the conditions of Lemma 5 be satisfied and C = kB with k > 0. Then
ρ(Mα) < 1, ∀α > 0, which implies that the SS iteration method (6) converges to the unique
solution of the asymmetric saddle point problems (4).
Proof. If C = kB with k > 0, then the matrix BTC = kBTB is symmetric positive semidefinite.
Therefore, we have s(x) = kx∗BTBx ≥ 0 and t(x) = 0. According to Theorem 1, all we need
is to prove the convergence for the case that s(x) = 0. If s(x) = 0, then we get Bx = 0. Now,
from Eq. (5) we deduce that
α2(λ− 1)2 + α(λ2 − 1)a = 0,
which is equivalent to
α(λ− 1)(α2(λ− 1) + α(λ + 1)a) = 0.
Now, since α > 0 and λ 6= 1 (from Lemma 5), we deduce that
α2(λ− 1) + α(λ+ 1)a = 0,
which gives the following equation for λ
λ =
α− a
α+ a
.
Therefore, since a = x∗Ax > 0, we conclude that |λ| < 1, which completes the proof.
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Remark 1. When k = 1, Theorem 2 is the main result in [7]. That is to say, Theorems 1 and
2 are generalizations Theorem 2.1 in [7].
Finally, we consider the preconditioner induced by the SS iteration method (6). As is known,
the advantage of matrix splitting technique often is twofold: one is to result in a splitting iteration
method and the other is to induce a splitting preconditioner for improving the convergence speed
of Krylov subspace methods in [2]. Based on the SS iteration method (6), the corresponding
shift-splitting preconditioner can be defined by
PSS =
1
2
[
αI +A BT
−C αI
]
.
Since the multiplicative factor 12 in the preconditioner PSS has no effect and can be removed
when PSS is used as a preconditioner, in the implementations, we only consider the shift-splitting
preconditioner PSS without the multiplicative factor
1
2 . In this case, using PSS with Krylov
subspace methods (such as GMRES, or its restarted version GMRES(k)), a vector of the form
z = P−1SS r
needs to be computed.
Let z = [z1; z2] and r = [r1; r2]. Then z = P
−1
SS r is equal to[
z1
z2
]
=
[
I 0
1
α
C I
] [
αI +A+ 1
α
BTC 0
0 αI
]−1 [
I − 1
α
BT
0 I
] [
r1
r2
]
. (22)
Based on Eq. (22), the following algorithm can be used to obtain the vector z.
Algorithm 1. Let z = [z1; z2] and r = [r1; r2]. Compute z by the following procedure
1. Compute t = r1 − 1αBT r2;
2. Solve (αI +A+ 1
α
BTC)z1 = t for z1;
3. Compute z2 =
1
α
(Cz1 + r2).
In Step 2 of Alg. 1, in general the matrix αI+A+ 1
α
BTC is indefinite, hence the corresponding
system can be solved exactly using the LU factorization or inexactly using a Krylov subspace
method like GMRES or its restarted version. However, when C = kB with k > 0, this matrix is
of the form αI +A+ k
α
BTB which is SPD. Therefore, the corresponding system can be solved
exactly using the Cholesky factorization or inexactly using the conjugate gradient (CG) method.
When Krylov subspace methods together with the preconditioner PSS = αI+A are applied to
solve the asymmetric saddle point problems (4), we need establish the spectral distribution of the
preconditioned matrix P−1SSA to investigate the convergence performance of the preconditioner
PSS for Krylov subspace methods.
The following theorem on the spectral distribution of the preconditioned matrix P−1SSA can
be obtained.
Theorem 3. Let the conditions of Theorem 1 or 2 be satisfied. Then the preconditioned matrix
P−1SSA are positive stable for α > 0 and its all the eigenvalues satisfy |λ| < 1, where λ denotes
the eigenvalue of the preconditioned matrix P−1SSA.
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Proof. Since
2P−1SSA = I −Mα,
then the real parts of the eigenvalues of the matrix P−1SSA are all positive because of ρ(Mα) < 1.
Thus, the matrix P−1SSA is positive stable for α > 0.
Let µ denote the eigenvalue of Mα. Then |µ| ≤ 1 and we obtain
2|λ| = |1− µ| ≤ 1 + |µ| ≤ 2,
which completes the proof.
Here, we present a relaxed version of the shift-splitting preconditioner as well, which is
defined by
PRSS =
[
A BT
−C αI
]
.
Similarly, using PRSS with Krylov subspace methods (such as GMRES, or its restarted version
GMRES(k)), a vector of the form
z = P−1RSSr
has to be computed as well. Let z = [z1; z2] and r = [r1; r2]. Then, we have[
z1
z2
]
=
[
I 0
1
α
C I
] [
A+ 1
α
BTC 0
0 αI
]−1 [
I − 1
α
BT
0 I
] [
r1
r2
]
. (23)
Based on Alg. 1, by a simple modification, we obtain Alg. 2 to obtain the vector z as follows.
Algorithm 2. Let z = [z1; z2] and r = [r1; r2]. Compute z by the following procedure
1. Compute t = r1 − 1αBT r2;
2. Solve (A+ 1
α
BTC)z1 = t;
3. Compute z2 =
1
α
(Cz1 + r2).
In the same way, we can obtain the spectral distribution of the preconditioned matrix P−1RSSA,
as follows.
Theorem 4. Let the conditions of Theorem 1 be satisfied. Then the preconditioned matrix
P−1RSSA has an eigenvalue 1 with algebraic multiplicity n and the remaining eigenvalues are the
eigenvalues of matrix 1
α
C(A+ 1
α
BTC)−1BT .
Proof. By calculation, we get
P−1RSSA =
[
I 0
1
α
C I
] [
A+ 1
α
BTC 0
0 αI
]−1 [
I − 1
α
BT
0 I
] [
A BT
−C 0
]
=
[
(A+ 1
α
BTC)−1 0
1
α
C(A+ 1
α
BTC)−1 1
α
I
] [
I − 1
α
BT
0 I
] [
A BT
−C 0
]
=
[
(A+ 1
α
BTC)−1 − 1
α
(A+ 1
α
BTC)−1BT
1
α
C(A+ 1
α
BTC)−1 − 1
α2
C(A+ 1
α
BTC)−1BT + 1
α
I
] [
A BT
−C 0
]
=
[
I (A+ 1
α
BTC)−1BT
0 1
α
C(A+ 1
α
BTC)−1BT
]
.
Therefore, the proof is completed.
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3 Numerical experiments
In this section, we present some numerical experiments to demonstrate the performance of the
shift-splitting preconditioner. In the meantime, the numerical comparison are provided to show
the advantage of the shift-splitting preconditioner (PSS) and its relaxed version (PRSS) over
the PPSS preconditioner (PPPSS) [23] and the augmentation block triangular preconditioner
(PAug) [11]. In our computations, we apply the flexible GMRES (FGMRES) [26, 28] together
with these four preconditioners to solve the assymmetric saddle point systems (4) and adjust
the right-hand side f such that the exact solution is a vector of all ones. The iterations start
with a zero vector as an initial guess and are stopped when the numbers of iteration exceeds
1000 or
Rk =
‖f −Ax(k)‖2
‖f‖2 ≤ 10
−7,
where x(k) is the computed solution at iteration k. In the implementation of the preconditioners
the subsystems are solved inexactly using the iterations method. When the coefficient matrix is
SPD, the corresponding system is solved using the conjugate gradient (CG) method, otherwise
by the restarted version of GMRES(10). For the subsystems, the iteration is stopped as soon
as the residual 2-norm is reduced by a factor of 102 and the maximum number of iterations is
set to be 100. Similar to the outer iterations, a null vector is used as an initial guess. Finally,
for the augmentation block triangular preconditioner the matrix W is set to be W = αI with
α > 0. In this case, the preconditioner PAug takes the following form
PAug =
[
A+ 1
α
BTC BT
0 αI
]
,
For all the methods the optimal value of parameter are obtained experimentally and are the
ones resulting in the least numbers of iterations.
We present the numerical results in the tables. In the tables, “CPU” and “Iters” stand for
the elapsed CPU time (in second) and the number of iterations for the convergence. A dagger
(†) means that the iteration has not converged in 1000 iterations. All runs are implemented
in Matlab R2017, equipped with a Laptop with 1.80 GHz central processing unit (Intel(R)
Core(TM) i7-4500), 6 GB memory and Windows 7 operating system.
Example 1. Let the asymmetric saddle point problems (4) be given by
A =
[
I ⊗ T + T ⊗ I 0
0 I ⊗ T + T ⊗ I
]
∈ R2s2×2s2
and
BT =
[
I ⊗ F
F ⊗ I
]
∈ R2s2×s2 , C = kB,
with
T =
µ
h2
tridiag(−1, 2,−1) ∈ Rs×s, F = 1
h
tridiag(−1, 1, 0) ∈ Rs×s, k > 0.
where ⊗ denotes the Kronecker product and h = 1/(s + 1) is the discretization mesh-size.
Therefore, the total number of variables n = 3s2.
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Table 1: Matrix properties for Example 1.
s n m nnz(A) nnz(B) nnz(C)
16 512 256 2432 992 992
32 2048 1024 9984 4032 4032
64 8192 4096 40448 16256 16256
128 32768 16384 162816 65280 65280
256 131072 65536 653312 261632 261632
This asymmetric saddle point problems (4) can be obtained by using the upwind scheme to
discretize the Stokes problem in the region Ω = (0, 1)× (0, 1) ⊂ R2 with its boundary being ∂Ω:
find u and p such that 

−µ∆u+∇p = f, in Ω,
∇ · u = g, in Ω,
u = 0, on ∂Ω,∫
Ω
p(x)dx = 0,
where µ, ∆, u and p are the viscosity scalar, the componentwise Laplace operator, a vector-valued
function representing the velocity, and a scalar function representing the pressure, respectively.
We set s = 16, 32, 64, 128, 256 and k = 2. Generic properties of the test matrices are
presented in Table 1. In this table, nnz(.) stands for number of nonzero entries of the matrix.
Numerical results for µ = 1 and µ = 0.1 are presented in the Tables 2 and 3, respectively. From
the numerical results in Tables 2-3, it is easy to find that the computational efficiency of GMRES
can not be satisfy when it is directly used to solve the asymmetric saddle point problems (4).
Whereas, FGMRES together with these four preconditioners for solving the asymmetric saddle
point problems (4) can rapidly converge. This also confirms that all four preconditioners indeed
can improve the convergence speed of GMRES. Among the preconditioners, PSS and PRSS
outperform the others from the iteration steps and the CPU time point of review.
In the sequel, we investigate the spectral distribution of four preconditioned matrices P−1SSA,
P−1RSSA, P−1PPSSA and P−1AugA. To do so, we set s = 16 and use the optimal value of the parameters
given in Tables 2 and 3. Figs. 1-2 plot the spectral distribution of the matrices. Fig. 1 plots
the spectral distribution of five matrices A, P−1SSA, P−1RSSA P−1PPSSA and P−1AugA with µ = 1 and
Fig. 2 for µ = 0.1. From the spectral distribution in Figs. 1-2, four preconditioners PSS , PRSS ,
PPPSS and PAug improve the spectral distribution of the original coefficient matrix A. As we
observe, the eigenvalues of P−1SSA are P−1RSSA better clustered than the two other preconditioned
matrices. Moreover, the spectral distribution of P−1SSA and P−1RSSA are almost in line with the
theoretical results, see Theorem 3 and Theorem 4.
Example 2. We use the matrix Szczerba/Ill Stokes from the UF Sparse Matrix Collection1,
which is an ill-conditioned matrix arisen from computational fluid dynamics problems. Generic
1https://www.cise.ufl.edu/research/sparse/matrices/Szczerba/Ill Stokes.html
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Table 2: Numerical results of FGMRES for Example 1 with µ = 1.
s No Prec. PSS PRSS PPPSS PAug
16 α∗ – 0.10 0.2 98.50 0.11
Iters 133 8 8 38 21
CPU 0.13 0.03 0.02 0.05 0.06
Rk 8.1e-8 8.4e-8 5.9e-8 1.0e-7 7.5e-8
32 α∗ – 0.20 0.34 100.6 0.10
Iters 285 9 9 45 21
CPU 2.93 0.06 0.05 0.14 0.14
Rk 9.6e-8 2.4e-8 9.6e-8 1.0e-7 8.9e-8
64 α∗ – 0.60 1.5 102.20 0.37
Iters 617 12 12 63 29
CPU 36.20 0.39 0.3 0.89 0.74
Rk 9.6e-8 7.5e-8 8.2e-8 9.3e-8 8.2e-8
128 α∗ – 0.60 0.64 103.90 4.20
Iters † 22 23 111 31
CPU – 2.37 2.48 8.69 3.19
Rk – 8.4e-8 8.5e-8 8.8e-8 6.5e-8
256 α∗ – 0.46 0.54 102.00 22.00
Iters † 61 64 217 78
CPU – 39.94 40.98 175.49 47.18
Rk – 7.8e-8 7.5e-8 9.9e-8 7.1e-8
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Figure 1: Spectra distribution of Example 1 for s = 16 with µ = 1 and k = 2.
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Table 3: Numerical results of FGMRES for Example 1 with µ = 0.1.
s No Prec. PSS PRSS PPPSS PAug
16 α∗ – 0.25 0.25 15.40 0.53
Iters 117 8 8 36 17
CPU 0.16 0.02 0.02 0.04 0.04
Rk 8.9e-8 1.5e-8 1.4e-8 9.4e-8 8.6e-8
32 α∗ – 0.23 0.23 29.80 2.42
Iters 238 11 11 56 20
CPU 1.67 0.07 0.07 0.16 0.11
Rk 9.0e-8 9.0e-8 5.6e-8 9.2e-8 1.0e-7
64 α∗ – 1.50 2.1 53.20 4.60
Iters 483 11 11 86 26
CPU 22.48 0.26 0.25 0.95 0.65
Rk 9.9e-8 9.7e-8 5.8e-8 9.6e-8 9.4e-8
128 α∗ – 4.90 6.4 92.80 19.10
Iters 908 18 19 129 39
CPU 302.64 1.91 1.96 7.07 4.06
Rk 9.9e-8 9.2e-8 7.2e-8 9.9e-8 9.9e-8
256 α∗ – 10.90 12.96 131.00 25.90
Iters † 30 37 192 90
CPU – 26.03 22.73 151.26 55.38
Rk – 9.0e-8 9.6e-8 9.7e-8 7.8e-8
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Figure 2: Spectra distribution of Example 1 for s = 16 with µ = 0.1 and k = 2.
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Table 4: Matrix properties for Example 2.
Matrix n m nnz(A) nnz(B) nnz(C)
Szczerba/Ill Stokes 15672 5224 73650 58242 59476
Table 5: Numerical results for Example 2.
PSS PRSS PPPSS PAug
α Iters CPU Rk Iters CPU Rk Iters CPU Rk Iters CPU Rk
0.1 471 31.32 9.8e-8 179 15.11 9.7e-8 467 22.97 1.0e-7 188 8.31 9.9e-8
0.05 358 22.14 9.9e-8 169 13.57 9.8e-8 348 13.65 9.7e-8 180 7.94 9.6e-8
0.01 210 13.56 9.7e-8 145 11.44 9.7e-8 164 5.19 9.1e-8 171 7.23 9.9e-8
0.005 173 11.40 9.6e-8 134 10.12 9.9e-8 121 4.44 9.2e-8 175 7.19 9.9e-8
0.001 115 7.49 9.9e-8 110 7.21 9.5e-8 66 6.97 9.1e-8 193 7.61 9.8e-8
0.0005 99 5.84 9.8e-8 97 5.93 9.8e-8 66 15.23 9.0e-8 208 8.20 9.7e-8
0.0001 64 3.91 9.7e-8 63 3.95 1.0e-7 84 123.13 9.4e-8 311 16.30 1.0e-7
0.00005 62 4.26 9.6e-8 61 4.23 1.0e-7 92 168.02 9.3e-8 313 18.61 9.9e-8
properties of the test matrix are given in Table 4. The FGMRES (GMRES) method without
preconditioning fails to converge in 1000 iterations. So, we present the numerical results of the
FGMRES method with the preconditioners PSS , PRSS , PPPSS and PAug for different values of
the parameter α in Table 5. As we observe all the preconditioners reduce the number of iterations
of the GMRES method. The minimum value of the CPU time for each of the preconditioner have
been underlined. As we see the minimum value of the CPU time is due to the PSS preconditioner.
4 Conclusion
For the asymmetric saddle point problems, we have presented the shift-splitting preconditioner
and its relaxed version to improve the convergence speed of Krylov subspace method (such as
GMRES/FGMRES). The eigenvalue distribution of the related preconditioned matrices have
been provided. Moreover, we have proved that the shift-splitting iteration method for the asym-
metric saddle point problems is convergent under suitable conditions. Numerical experiments
from the Stokes problem are given to verify the efficiency of the shift-splitting preconditioner
and its relaxed version.
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