The penalty equation of LCP is transformed into the absolute value equation, and then the existence of solutions for the penalty equation is proved by the regularity of the interval matrix. We propose a generalized Newton method for solving the linear complementarity problem with the regular interval matrix based on the nonlinear penalized equation. Further, we prove that this method is convergent. Numerical experiments are presented to show that the generalized Newton method is effective.
Introduction
The linear complementarity problem, denoted by is a given matrix and n q R ∈ is a given vector. This problem serves as a unified formulation of linear and quadratic programming problems as well as of two-person (noncooperative) matrix-games, and has several important applications in economics and engineering sciences; see Cottle, Pang, and Stone [1] and its references.
There exist several methods for solving ( ) , LCP M q , such as projection method, multi splitting method, interior point method, and the nonsmooth Newton method, smoothing Newton method, homotopy method etc. See [1] - [6] and its references.
In [7] , it given a nonlinear penalized Equation ( The nonlinear penalized problems (1.2) corresponding to the linear complementarity problem (1.1), which its research has achieved good results. In 1984, Glowinski [1] studied nonlinear penalized Equation (1.2) in n R , and proved the convergence of penalized equation that matrix A was symmetric positive definite. In 2006, Wang et al. [8] presented a power penalty function approach to the linear complementarity problem arising from pricing American options. It is shown that the solution to the penalized equation converges to that of the linear complementarity problem with matrix is positive definite. In 2008, Yang [7] proved that solution to this penalized Equations (1.2) converged to that of the LCP at an exponential rate for a positive definite matrix case where the diagonal entries were positive and off-diagonal entries were not greater than zero. The same year, Wang and Huang [9] presented a penalty method for solving a complementarity problem involving a secondorder nonlinear parabolic differential operator, and defined a nonlinear parabolic partial differential equation (PDE) approximating the variational inequality using a power penalty term with a penalty constant 1 λ > , a power parameter k >0 and a smoothing parameter ε . And prove that the solution to the penalized PDE converges to that of the variational inequality in an appropriate norm at an arbitrary exponential rate of the form
. Under some assumptions, Li [10] [11] proved that the solution to this equation converges to that of the linear complementarity problem with A is a strict row diagonally dominant upper triangular P-matrix when the penalty parameter approaches to infinity and the convergence rate was also exponential. It is worth mentioning that the penalty technique has been widely used solving nonlinear programming, but it seems that there is a limited study for the LCP.
Although the studies solving for the linear complementarity problem based on the nonlinear penalized equation have good results. But there is no method that is given for solving the nonlinear penalized equation. Throughout the paper, we propose a generalized Newton method for solving the nonlinear penalized equation with under the suppose [ ]
is regular. So the method can better to solve linear complementarity problem. We will show that the proposed method is convergent. Numerical experiments are also given to show the effectiveness of the proposed method.
Preliminaries
Some words about our notation: I refers to the identity matrix, and ⋅ represents the 2-norm. For Proof: By definition of
By the assumptions, we have 
Generalized Newton Method
In this section, we will propose that a new generalized Newton method based on the nonlinear penalized equation for solving the linear complementarity problem. Because when 1 k > , penalty term of the nonlinear penalized equation (1.2) These case penalty problems for the continuous Variational Inequality and the linear complementarity problems are discussed in [2] [13] .
Let us note
Thus, nonlinear penalized equation (3.1) is equivalent to the equation
A generalized Jacobian ε > and given 0 
Step 2: for the k λ , computer
Step 3: If 
The Convergence of the Algorithm
We will show that the sequence { } 
and by the lemma 2, we have 
Numerical Experiments
In this section, we give some numerical results in order to show the practical performance of Algorithm 2. The computational results are shown in Table 2 . This 0 x is initial point, k is number of inner iterations, the outer iteration number is m , * x is iteration results. 
