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Abstract—This paper presents a new framework to use images
as the inputs for the controller to have autonomous flight,
considering the noisy indoor environment and uncertainties. A
new Proportional-Integral-Derivative-Accelerated (PIDA) control
with a derivative filter is proposed to improves drone/quadcopter
flight stability within a noisy environment and enables au-
tonomous flight using object and depth detection techniques. The
mathematical model is derived from an accurate model with a
high level of fidelity by addressing the problems of non-linearity,
uncertainties, and coupling. The proposed PIDA controller is
tuned by Stochastic Dual Simplex Algorithm (SDSA) to support
autonomous flight. The simulation results show that adapting the
deep learning-based image understanding techniques (RetinaNet
ant colony detection and PSMNet) to the proposed controller can
enable the generation and tracking of the desired point in the
presence of environmental disturbances.
Index Terms—Control, Autonomous Drone, Face Detection,
Depth Detection, Stochastic Dual Simplex Algorithm
I. INTRODUCTION
RECENTLY, unmanned aerial vehicle (UAV) garners theattention of many researchers working in different ap-
plication domains such as search and rescue, delivering, and
crowdsourcing [1], [2]. UAVs or drones have been developed
in many areas, including robotic research, control, path plan-
ning, communication, etc. [3], [4], [5]. Attention to increasing
the usability of drones in many commercial/civil applications
inspires researchers to make this dynamic system better con-
trollable. In particular, quadcopters are popular drones due to
their performance in terms of vertical take-off and landing,
simple and stable structure. However, their instability, unstable
dynamics, non-linearity, and cross-coupling make this system
an interesting under-actuated system. Generally, a quadcopter
has six degrees of freedom, although four rotors should control
all directions. This causes the cross-coupling between rotation
and translational motions. Therefore, the nonlinear dynamics
need to be managed by the controller.
Over recent years, various control algorithms have been
developed to deal with the non-linearity of the quadrotor.
For example, command-filtered Proportional-Derivative (PD)/
Proportional-Integral-Derivative (PID) control [6], integral
predictive control [7] and optimal control [8], [9] have been
applied. The Sliding Mode Control (SMC) is another common
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control algorithm that is used to achieve greater performance
in terms of stability due to the influence of modeling errors and
external disturbances [5], [10], [11]. Note that the chattering
effect in the SMC arises in the steady state, where it simulates
unmodeled frequencies of the system dynamics.
Of these controllers, PID is preferred due to its simplicity,
although it leads to wide overshoot and large settling time [12].
Thus, adding a new derivative term (i.e., zero) can decrease the
size of the overshoot [13]. This can support better controlla-
bility. In addition, this derivative term improves the response
in terms of speed and smoothness where limiting overshoot
and settling time in an acceptable bound are considered.
Adapting deep learning-based image understanding tech-
niques and the controller opens advancements in drone ap-
plications because it improves the capability for autonomous
flight without global positioning. Object and depth detection
can provide fast, reliable, and integrated information, which
is required to reach a target. In this study, the target is a
human face, where object detection techniques such as hybrid
RentinaNet ant colony detection [14], [15] are utilized to
recognize the target. To reach the target, depth detention
techniques, like PSMNet [16] are applied to estimate the
relative distance to the target.
In this paper, the proposed accelerated PID controller with
a derivative filter aims to make an unstable drone/quadcopter
track the desired reference with the proper stability. Deep
learning and optimization-based image understanding tech-
niques, like object and depth detection, are utilized to make an
autonomous drone fly inside buildings and consider uncertain-
ties. The image understanding techniques provide information
about a target, such as measuring the relative distance to the
recognized target and following a particular threshold. This
information is processed to prepare it for the guidance module,
which is followed by the control discipline. Thus, the control
tracks the desired input, which is generated by the guidance
law.
Consequently, the mathematical model of the dynamic sys-
tem is provided and considers non-linearity, instability, cross-
coupling among different modes (i.e., pitch, roll, and yaw),
and the uncertain environment. The controller parameters are
tuned using the Stochastic Dual Simplex Algorithm (SDSA)
optimization algorithm [17], which improves the trade-off
between exploration and exploitation to achieve better optimal
parameters for the proposed controller.
This paper is organized as follows. Section II describes
the mathematical model of the dynamic system.The proposed
controller is explained and introduced in Section III. Stability
analysis is presented in Section IV and SDSA is briefly
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2explained in Section V. Guidance law is then introduced
in Section VI and deep learning-based image understanding
techniques are introduced in Section VII. The numerical results
and discussion are presented in Section VIII. Finally, this paper
ends with a conclusion.
II. DYNAMIC MODEL
The mathematical model of a system can be used as
the first step to study its performance. In this regard, the
quadcopter studied in this research is modeled in Fig. 1,
considering earth-centered inertia (ECI) and body frame. Thus,
XE = [xE , yE , zE ]
T and XB = [xB , yB , zB ]T are defined as
transformational motions from inertia frame to body frame due
to having an accurate dynamic model.
Ex
Ey
Ez
Bz
4F
2F
2F
3F
By
Bx
4
1
2
3
CG 
l 
Fig. 1. Earth Fixed and Body Fixed coordinate systems
The attitude of the quadcopter is formulated based on the
Eular angles roll, pitch, and yaw, which are rotated from the
x-axis, y-axis and z-axis, respectively. Thus, the Eular angles
are Θ = [φ, θ, ψ]T , and the angular velocity in the body frame
is Θ˙ = [φ˙, θ˙, ψ˙]T . In this sense, the angular velocity in inertia
(ω = [p, q, r]T ) is formulated as follows:
ω =
 1 0 − sin(θ)0 cos(φ) cos(θ) sin(φ)
0 − sin(φ) cos(θ) cos(φ)
 · Θ˙ (1)
Total torques are caused by three segments: thrust forces
(τ ), body gyroscopic torque (τb) and aerodynamic friction
(τa). In addition, each component of the torque vector (τ =
[τφ, τθ, τψ]
T ), corresponding to a rotation in the roll, pitch,
and yaw axis, can be determined by Eqs (2)−(4):
τφ = l(F2 − F4) (2)
τθ = l(F3 − F1) (3)
τψ = c(F2 − F1 + F4 − F3) (4)
where l is the distance between the center of motor and the
center of mass, and c is the force to torque coefficient. As
assumed, the quadcopter is a rigid body and symmetrical
dynamics apply, from which the torque can be calculated by
following equation:
τ = Iω˙ + Ω(Iω) (5)
where l is the distance between the center of motor to center
of mass, and c is the force to torque coefficient. As assumed,
the quadcopter is a rigid body and symmetrical dynamics, from
which the following equation can calculate the torque:
Ω =
 0 −r qr 0 −p
−q p 0
 (6)
In this system, the main control inputs are correlated to
the torque (τ = [τφ, τθ, τψ]T ) caused by thrust forces, body
gyroscopic effects, propeller gyroscopic effects and aerody-
namic friction. Gyroscopic effects and aerodynamic friction
are considered external disturbances for the control. Thus,
control inputs are determined as Eq (7).

uφ
uθ
uψ
uT
 =

τφ
τθ
τψ
τT
 =

0 l 0 −l
−l 0 l 0
−c c −c c
1 1 1 1


F1
F2
F3
F4
 (7)
where τT is the lift force and uT corresponds to the total
thrust acting on the four propellers, where uφ, uθ and uψ
represent the roll, pitch, and yaw, respectively. The drones
altitude can be controlled by lift force (uT ), which is equal to
quadcopter weight. The dynamic equations of the quadcopter
are formulated based on the Newton-Euler method [18]. The
six degree of freedom (6-DOF) motion equations are stated
by Eqs (8)−(13).
u˙ = rv − qw − g sin(θ) (8)
v˙ = pw − ru+ g sin(φ) cos(θ) (9)
w˙ = qu− pv + g cos(θ) cos(φ)− 1
m
uT (10)
p˙ =
1
Ixx
[(Iyy − Izz)qr + uφ + dφ] (11)
q˙ =
1
Iyy
[(Izz − Ixx)pr + uθ + dθ] (12)
r˙ =
1
Izz
[(Ixx − Iyy)pq + uψ + dψ] (13)
where d = [dφ, dθ, dψ]T is the angular acceleration distur-
bance corresponded to propeller angular speed, and these
acceleration disturbances are modeled by Eq (14).
d =
 +qImΩr−pImΩr
0
 (14)
where Ωr =
∑4
i=1(−1)iΩi is the overall residual propeller
angular speed, and Ωi is the angular velocity of each rotor.
3Im is the rotor moment of inertia around the axis of rotation.
Hence, the dynamics equations of the system can be summa-
rized as follows:
x˙(t) = A(x) +B(x)u(t) + d
y(t) = C(x) +D(x)u(t)
(15)
where x = [φ, θ, ψ, p, q, r, w]T and y = [y1, y2, y3, y4]T
are the states and measurable outputs, respectively. u =
[u1, u2, u3, u4]
T is the control and d is the disturbance. A,
B, C, and D are the nonlinear functions regarding dynamic
equations of the system.
The control design is considered to minimize the error for
tracking the desired command (see Eq (16)).
lim
t→∞ |e(t)| = ε (16)
where e(t) = r(t) − y(t) is the difference between reference
inputs and the systems measurable outputs and ε is the small
positive value.
III. PROPOSED PIDA CONTROLLER
The PID control is used in many engineering applications
because of its simplicity. Note that PID cannot function well
when wide overshoot and large settling time occur in the
system. This issue can be addressed by a modifying the PID
controller by adding an additional zero known as PIDA. It
is employed to achieve a faster and smoother response for
higher-order systems and retains both overshoot and settling
time within an acceptable limit. Additionally, the proposed
linear control is able to control the nonlinear system. In
this approach, the dynamic airframe is linearized about the
equilibrium point. The linearization of the model is given by
Eq (17).
∆X˙ = JX∆X + JU∆U (17)
where JX and JU are the Jacobian transformation of
the nonlinear model about the equilibrium point (Xeq =
[φ0, θ0, ψ0, p0, q0, r0, w0]
T ). Note that the equilibrium point
can be calculated by solving X˙ = AX = 0. Any solution can
be the equilibrium point because of null space if det(A) is
equal to zero.
In this regard, a Multi-Input Multi-Output (MIMO) control
system design follows the desire command in altitude and
attitude channels. A MIMO tracking controller can not only
stabilize the system, but also make it follow a reference input.
Thus, the linear system is given as follows:
X˙ = AX +BU +Dd
Y = CX
(18)
where Y is the outputs that follow the reference inputs and
Dd = [0, 0, 0, d
T , 0]T is the angular disturbance. In this
approach, the integral state is defined as follows:
X˙N = R− Y = R− CX (19)
According to Eq (19), the new state space of the system
is formulated in Eq (20). It is obvious that the system can
follow the reference inputs if the designed controller proves
the stability of the system.
[
X˙
X˙N
]
=
[
A 0
−C 0
] [
X
XN
]
+
[
B
Φ
]
U+[
Φ
I
]
R+
[
I
Φ
]
Dd
Y =
[
C 0
] [ X
XN
] (20)
where Φ is a zero matrix.
Regarding the acceleration disturbance in the system, the
general form of the proposed controller in the time series is
given in Eq (21).
u(t) = kpe(t) + ki
∫
e(t)dt+ kde˙(t) + kae¨(t) (21)
where kp, ki, kd, and ka are the gain of the proposed
controller. Then, the MIMO controller is generated by:
U(s) =
[
kp +
ki
s
+ kds+ kas
2
]
E(s) (22)
As seen in Eq (22), the derivative term is not efficient in a
high-frequency domain. This term can affect the performance
of the whole system in a noisy environment. Adding derivative
filter is proposed to address this issue and thus, the proposed
control is modeled as follows:
U(s) =
[
kp +
ki
s
+ kd × sL(s) + ka × sL(s)× sL(s)
]
E(s)
(23)
where L(s) is the optimal derivative filter which is formulated
as follows:
L(s) =
N/T
(N/T ) 1s + 1
(24)
where N and T are the order of the filter and time constant,
respectively. Based on Eq (24), the transfer function of optimal
derivative filter can be simplified as follows:
L(s) =
1
1 + Tfs
(25)
where Tf = T/N is the time constant of the optimal derivative
filter. Hence, the controller and filters parameters can be found
by SDSA to minimize the objective function given by Eq (26).
fobj = (Mos −Ms)2 − (ts − ts)2 (26)
where Mos is the desired maximum overshoot, which is set to
5 percent; ts, the desired settling time for the system, is 2 sec.
Ms and ts are the overshoot and settling time for each set of
designed controllers. Before the simulation result is presented,
the stability analysis of the system is introduced in Section IV.
4IV. STABILITY ANALYSIS OF THE PROPOSED PIDA
In this section, the stability of a system considering the
proposed controller is investigated. The following definitions
are needed.
Definition 1. Asymptotically stable is a system around its
equilibrium point if it meets the following conditions:
1) Given any  > 0, ∃ δ1 > 0 such that if ‖x(t0)‖ < δ1,
then ‖x(t)‖ < , ∀ t > t0
2) ∃ δ2 > 0 such that if ‖x(t0)‖ < δ2, then x(t) → 0 as
t→∞
Theorem 1. [V (x) = xTPx, x ∈ Rn] is a positive definite
function if and only if all the eigenvalues of P are positive.
Since P is symmetric, it can be diagonalized by an orthog-
onal matrix so P = UTDU with UTU = I and D diagonal.
Then, if y = Ux,
V (x) = xTPX
= xTUTDUx
= yTDy
=
∑
λi|yi|2
(27)
Thus,
V (x) > 0 ∀x 6= 0 ⇐⇒ λi > 0, ∀i (28)
Definition 2. A matrix P is a positive definite if it satisfies
xTPx > 0 ∀x 6= 0.
Therefore, any positive definite matrix follows the inequality
in Eq (29).
λminP‖x‖2 ≤ V (x) ≤ λmaxP‖x‖2 (29)
Definition 3. (V ) is a positive definite function as a candidate
Lyapunov function if (V˙ ) has derivative, and it is negative
semi-definite function.
Theorem 2. If the candidate Lyapunov function (i.e., V (x) =
xTPx, P > 0) exists for the dynamic system, there is a
stable equilibrium point.
According to Theorem 2 and the dynamic system model,
the system in the form of Lyapunov function is as follows:
V˙ (x) = x˙TPx+ xTPx˙
= xTATPx+ xTPAx
= xT (ATP + PA)x
= −xTQx
(30)
where the new notation (see Eq (31)) is introduced to simplify
the calculation. It is noted that Q is a symmetric matrix.
According to Definition 3, V is a Lyapunov function if Q
is positive definite (i.e., Q > 0). Thus, there is a stable
equilibrium point which shows the stability of the system
around the equilibrium (see Theorem 2).
ATP + PA = −Q (31)
The relationship between Q and P shows that the solution
of Eq (31), called a Lyapunov equation, proves the stability
of the system for picking Q > 0 if P is a positive definite
solution. Thus, there is a unique positive definite solution
if all the eigenvalues of A are in the left half-plane. A
noisy environment causes the movement of eigenvalues to the
right half-plane. Therefore, the system dynamics can intensify
instability. This issue raises the cross-coupling among different
modes such as roll, pitch, and yaw rate, which are caused
by the four rotors. Thus, the derivative term of the proposed
controller plays an essential role in maintaining stability. The
numerical results show that all eigenvalues of the quadcopter
with considering the proposed controller with uncertainties in
the environment are in the left half-plane, which proves that
the dynamic system is stable with uncertainties.
V. STOCHASTIC DUAL SIMPLEX ALGORITHM
The heuristic optimization algorithm (i.e., SDSA) is used
to find the best tuned parameters for the proposed controller.
SDSA is a new version of the Nelder-Mead simplex algorithm
[19], executing three different operators, such as reflection,
expansion, and contraction. These operators reshape the dual
simplex and move it toward the maximum-likelihood regions
of the promising area. Each simplex follows the standard rules
of simplex, from which the transformed vertices of the general
simplex approach are formulated, as in Eqs (32)-(34).
xr = (1 + α)x¯0 − αxh, α > 0 (32)
xe = γxr + (1− γ)x¯0, γ > 1 (33)
xc = βxh + (1− β)x¯0, 0 ≤ β ≤ 1 (34)
where α, γ, and β are reflection, expansion, and contraction
coefficients, respectively. During these transformations, the
centroid of all vertices excluding the worst point (xh) is x¯0.
In addition to the movement of dual simplex, a new defi-
nition of reflection points is applied to improve the diversity
and decrease the probability of a local minimum. Therefore,
during the i-th iteration, the worst vertices of simplexes in the
search space are replaced by normal distribution directions,
which are modeled in Eq (35).
∗
x
(i)
hs = x
(i)
hs
+ g(i)x¯(i)0 (35)
where
∗
x
(i)
hs is the new reflected point computed by the worst
point of each simplex (x(i)hs ), and g
(i) is the normal distribution
of the sampled solution in i-th iteration and s-th simplex. The
centroid of all simplexes and the probability density function
of the normally distributed simplexes are then expressed in Eq
(36) and Eq (37).
x¯(i)0 =
ns∑
s=1
x¯(i)0s (36)
g(xh|Σ) = 1√
2pi|Σ| .exp(−
(xh − x¯0)TΣ−1(xh − x¯0)
2
) (37)
5where ns and Σ are the number of simplexes and covariance
matrix of simplexes, respectively.
Reflection makes an action regarding reflect the worst point,
called high, over the centroid x¯0. In this approach, simplex
operators utilize the expansion operation to expand the simplex
in the reflection direction if the reflected point is better than
other spots. Nevertheless, the reflection output is at least better
than the worst; the algorithm repeats the reflection operation
with the new worst point [17], [19]. The contraction is another
operation that contracts the simplex, while the worst point
has the same value as the reflected point. The SDSA pseudo-
code is presented in Algorithm 1, and the tuned parameters of
SDSA, chosen based on [17], are listed in Table I.
Algorithm 1 Stochastic Dual Simplex Algorithm (SDSA)
Initialization
set ← [amax,αmax, γmax, βmax, imax ]
x0 ← random
Generate initial simplexes
Repeat
Compute Objective Function (F )
xh ← xworst
while (∃ xi):
reflection
expansion
contraction
end
xh ← ∗xh
Update simplexes
Until Stop condition satisfied.
TABLE I
TUNED PARAMETERS OF SDSA
Parameters Value
amax 10.5907
αmax 9.7323
γmax 9.9185
βmax 0.4679
imax 979
VI. GUIDANCE LAW
Guidance law is a process to generate commands for a
pursuer to track its target. An interesting guidance law is
proportional navigation (PN) which considers the rotation rate
of line of sight (LOS) [20]. The general concept of PN is
to vary the lateral acceleration of the pursuer in proportion
with the rotation rate of LOS. In this study, pure proportional
navigation (PPN) guidance law is applied to the quadcopter
for tracking and reaching the target. In PPN, the desired
acceleration command (proportional to LOS turning rate) is
applied normal to the velocity vector of the pursuer. Therefore,
PPN is modeled as follows:
ac = NΩLOS × (VM − VT ) (38)
where N is the constant number, named navigation constant
(N = 1). ΩLOS , VM , and VT are the angular velocity of
LOS, pursuer velocity (drone velocity), and the target velocity,
respectively. The angular velocity of LOS is formulated in Eq
(39).
ΩLOS =
(VM − VT )×R
|R|2 (39)
where R is the relative distance between the pursuer and the
target. R is estimated by image depth detection. In this study,
the drone is simulated to fly inside the indoor environment of
a building, where positioning systems such GPS are unable
to operate. In this regard, object tracking and depth detection
are employed to estimate the relative distance between the
drone and target. The target is set as a building mockett,
considering the safe distance from the target. The following
section explains the object and depth detection approaches.
VII. DEEP LEARNING BASED IMAGE UNDERSTANDING
TECHNIQUES
This section proposes a framework to adapt deep learning-
based image understanding techniques using object and depth
detection for generating and translating the target to the
drone. Object and depth detection play an important role in
autonomous drones without positioning systems. Note that
the indoor environment is furnished with many objects and
a particular object (a building mockett) is considered a target
for the drone to reach.
Object detection is an indispensable aspect of positioning
in autonomous drone flight inside a building because it is
the target point to obtain the relative distance estimation
(R). While the relative distance is estimated through depth
detection, the guidance law (PPN) is used to issue such a
command to the controller to track the target. In this study,
RetinaNet ant colony detection [15] is applied in the detection
module of the proposed autonomous system.
Ant Colony Detection (ACD) [14] utilizes a novel multi-
region feature selection method that defines histogram values
of basic areas and random areas (MRH), and is combined
with Continuous Ant Colony Filter (CACF) as a heuristic
filter [21], [22] detection to represent the original target. In
this paper, the ant colony detection is combined with the
popular one-stage RetinaNet [15] using five modification steps.
First, classification and regression are applied for detection.
Second, the intersection over union (IoU) loss function is used
for regression. Third, reconsideration is augmented regarding
data-anchor-sampling for training. Forth, there is a robust clas-
sification utilizing the max-out operation and fifth, the multi-
scale testing strategy is applied for inference. Consequently,
the proposed method achieved efficient performance in the
recognition of the target. The RetinaNet ant colony detections
architecture is presented in Fig. 2.
The proposed method uses a RentinaNet [15] object detec-
tor baseline considering the particular focal loss function to
address extreme class imbalance encountered during training.
The focal loss function is formulated in Eq (40 and 41).
FL(pt) = −νt(1− pt)τ log(pt) (40)
and
6 Class + box 
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 Class + box 
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Fig. 2. The architectuer of RetinaNet Ant Colony Detection
pt =
{
p if y = 1
1− p otherwise (41)
where y ∈ {±1} defines the ground-truth class, p ∈ [0, 1] is
the models estimated probability for the class labeled y =
1, and νt and τ are the balanced and focusing parameters,
respectively.
The object detection component includes the classification
and regression sub-tasks. For the regression task, the Unit-
Box [23] is applied to minimize the differences between the
predictions and ground-truth through IoU, rather than using
the smooth L1 [24] as the common loss function for the
regression. Thus, the IoU regression loss function is modeled
in Eq (42).
LIoU = − ln Intersection(Bp, Bgt)
Union(Bp, Bgt)
(42)
where Bp = (x1, y1, x2, y2) and Bgt = (x∗1, y
∗
1 , x
∗
2, y
∗
2) are
the predicted and the ground-truth bounding boxes, respec-
tively. Consequently, IoU calculates the similarity between the
truth and predicted bounding boxes. The minimization of this
similarity improves algorithm performance in the regression
sub-task.
In addition to the regression loss function, two-step clas-
sification (STC) and selective two-step regression (STR) are
employed in the selective refinement network [25]. In this re-
gard, STC and STR conduct a two-step classification on three
low-level detection layers and two-step regression on three
high-level detection layers, respectively. These loss functions
are formulated in Eq (43)−(44).
LSTC(pi, qi) =
1
Ns1
∑
i∈Υ
LFL(pi, l
∗
i)
+
1
Ns2
∑
i∈Γ
LFL(qi, l
∗
i)
(43)
and
LSTR(ri, ti) =
1
Ns1
∑
i∈Ψ
[l∗i = 1]LIoU (ri, g∗i)
+
1
Ns2
∑
i∈Γ
[l∗i = 1]LIoU (ti, g∗i)
(44)
where i, pi/qi, and ri/ti are the anchor index, first/second
step of predicted classification and regression, respectively,
and l∗i /g
∗
i are the class/location ground-truth. The number of
positive anchors is Ns1 /Ns2 for first/second step, and Υ/Ψ
and Γ are the collection of classification/regression samples
for the first and second steps. LFR is also the sigmoid focal
loss function, which is formulated in Eq (40).
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Fig. 3. The architecture of Pyramid Stereo Matching Network (PSMNet)
To perform the depth detection, information on the object
is needed. RetinaNet ant colony detection conducts target
recognition. For depth detection, the stereo images are used to
determine the distance from the camera, which can be installed
in the drones center of gravity. In this regard, PSMNet is
utilized to provide depth estimation from a stereo pair of
images [16]. PSMNet utilizes global information in stereo
matching using spatial pyramid pooling [26], [27] and dilated
convolution [28]. The architecture of PSMNet is illustrated in
Fig. 3.
Several left-right images are utilized by a stereo disparity
estimation algorithm, from which they are captured by two
cameras with a horizontal offset (i.e., baseline (b)). The output
of disparity estimation (Y ) is the same as either the left or right
images. Generally, the depth estimation algorithm uses the left
image as a reference and records in Y; thereby, the horizontal
disparity is applied to the right image for each pixel. Together
with the horizontal focal length fu of the left camera, the depth
map D is derived as follows:
D(u, v) =
fu × b
Y (u, v)
(45)
Thus, the 3D location (x, y, z) of each pixel (u, v) of the
target, which can be used to calculate the relative distance
between drone and target, is formulated as below:
z = D(u, v) (46)
x =
(u− cu)× z
fu
(47)
y =
(v − cv)× z
fv
(48)
where (cu, cv) is the pixel location corresponding to the
camera center and fv is the vertical focal length. Thus, the
extrinsic parameters of simulated cameras with 150 mm offset
can be visualized in Fig. 4.
The guidance module is needed to utilize object and depth
detection. The proposed independent drone uses the image as
an input for autonomous flying. In this regard, the image as
input passes through the object detection to provide the object
information for the depth detection modules. Depth detection
estimates the relative distance from the target. Further, the
Fig. 4. Visualization of Extrinsic parameters
guidance law (PPN) generates the commands for the drone
to reach the target by applying the proposed PIDA controller.
Finally, the controller takes action on flight dynamics. The
general flowchart of the proposed system is presented in Fig.
5.
VIII. NUMERICAL RESULTS
The numerical simulation is implemented to evaluate the
performance of the proposed architecture in autonomous flight,
considering image processing techniques and the controller.
The model quadcopter was simulated in MATLAB R2018b
in a Simulink environment on Windows 10 with an Intel(R)
Core(TM)i7-6700 CPU @ 3.4 Hz. The quadcopter parameters
are listed in Table II.
To begin the simulation and tune the hyper-parameters,
the initial state is introduced to identify the best optimal
parameters. In this study, it is assumed that the initial altitude
and velocity are XE = [0 0 -50]T m and V = [u v w]T =
[1 1 0]T m/s, respectively. A disturbance is applied to the
quadcopter and is modeled as white noise (mean value (µ) is
zero and standard deviation (σ) is one) at time 1 sec in the roll
channel. This disturbance destabilizes the system and locates
the eigenvalues of A in the right half-plane (see Fig. 6 and
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Fig. 7). Additionally, the quadrotor is highly sensitive to the
noisy environment because of instability and cross-coupling.
In this regard, PIDA with derivative filter, which obviates the
noise from the measurement inputs, is designed to respond
to this issue and keep the flight stable. Note that the hyper-
parameters of the proposed system are tuned according to the
model.
According to the proposed PIDA with a derivative filter,
tracking desire inputs, which can be defined as commands to
the quadcopter, are another issue that can be addressed by
a MIMO controller (i.e., four inputs and four outputs). The
proposed controller can be set by four gains and the time
constant for each mode/channel. The controllers parameters
are tuned using SDSA [17], convergence graph of which is
shown in Fig. 8. The SDSA is applied to the objective function
introduced in Eq (26). Table III lists the outputs of the heuristic
optimization algorithm as the best fit set of parameters for
TABLE II
QUADCOPTER MODEL PARAMETERS
Parameter Description value Unit
m Mass 0.8 kg
l Arm length 0.2 m
g Gravity acceleration 9.81 m/s2
c Force to torque coefficient 3e− 5 kg m2
Ixx Body moment of inertia along
x-axis
2.28e− 2 kg m2
Iyy Body moment of inertia along
y-axis
3.10e− 2 kg m2
Izz Body moment of inertia along
z-axis
4.40e− 2 kg m2
Im Motor moment of inertia 8.3e− 5 kg m2
TABLE III
CONTROLLER PARAMETERS FOR ALTITUDE AND ATTITUDE
Controller Parameter Channel
Roll Pitch Yaw Altitude
ki 0.1436 3.6869 0.0437 1.00
kd 6.5097 21.2743 29.9872 11.4676
ka 0.5772 0.3429 23.5238 7.5114
Tf 0.0437 0.0331 0.0117 0.3752
different modes/channels.
The complex commands that enable coupling among differ-
ent modes of the modeled quadcopter are used to evaluate the
performance of the designed controller. New command angles
are provided by a step function with 2 sec delay time in the
simulation environment, where φ = −5◦, θ = 10◦, ψ = 30◦
and with altitude starting from 50 m and stabling at 20 m.
Note that noisy measurements have been considered for this
simulation, and are modeled as white noise. As the simulation
results demonstrate, the noise cannot affect the performance of
the quadcopter. Figures 911 show that the proposed controller
can properly respond to and track the reference commands in
the noisy environment.
Table III shows the optimal parameters that are tuned by
SDSA. From the experiments, a scenario is defined to evaluate
the workflow of the system: a target is a stationary person
located at XET = [5 5 0] m in an ECI frame that is considered
a local frame. The drone is simulated in an indoor environment
with the initial position at XED = [0 0 − 5] m. A mission is
used to instruct the drone to reach the target by maintaining the
safe distance (i.e., 2 m is considered a suitable threshold from
the object). Thus, RetinaNet ant colony detection and PSMNet
recognize the relative distance to the target via the camera and
the command is readily enacted. For example, the object and
depth detection of the target in four different sampling times
are shown in Fig. 12.
Simultaneously, the relative distance calculated by the im-
age processing module is utilized by the guidance discipline
and followed by control and flight dynamics systems. The
simulation results show that the proposed system is adept at
tracking the target in consideration of the noisy environment.
The control responses and trajectory of the drone are illustrated
in Fig. 1316. As shown, the controller is tracking the desire
input generated by the guidance law over time. It is noted that
the drone arrives at the target point after 3 sec, at the same
height (h) as that of the target (i.e., h = 1.8 m). Further,
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Fig. 7. Angular velocity of the modeled drone in noisy environment without
controller
the drone stays in its position to meet the safe threshold
requirement (i.e., safe distance = 2 m ). Fig. 13 and Fig. 14
demonstrate that the quadcopter moves smoothly to touch the
target because angular velocity fluctuates minimally around
zero, and the Euler angles converge on zero to maintain both
the height and safe distance to stabilize and approach around
2 m (see Fig. 15).
IX. CONCLUSION
This paper has proposed a new workflow to use im-
ages as inputs for the controller to achieve autonomous
flight while considering the noisy indoor environment and
uncertainties. The proposed Proportional-Integral-Derivative-
Accelerated (PIDA) controller with the derivative filter is used
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Fig. 8. Performance of SDSA versus iteration
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Fig. 9. Controller response to the change of Roll, Pitch and Yaw angle
to improve flight stability for a drone, which has considered
the noisy environment. The paper has also proposed a plat-
form to adapt deep learning-based object and depth detec-
tion techniques to fly the drone autonomously in the indoor
environment surrounded by uncertainties. The mathematical
model considering non-linearity, uncertainties, and coupling
was derived from an accurate model with a high level of
fidelity.The simulation results show that image processing
techniques (RetinaNet ant colony detection and PSMNet) and
the proposed PIDA controller tuned by tochastic Dual Simplex
Algorithm (SDSA) are able to track the desired point in the
presence of disturbances.
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