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Abstract
We consider computational complexity of problems related to the fundamental group
and the first homology group of (embeddable) 2-complexes. We show, as an extension of an
earlier work, that computing first homology of 2-complexes is equivalent in computational
complexity to matrix diagonalization. That is, the usual procedures for computing homology
cannot be improved other than by matrix methods. This is true even if the complex is
in the euclidean 4-space. For this purpose, we use 2-complexes built in a standard way
from group presentations, called model 2-complexes. Model complexes have fundamental
group isomorphic with the group defined by the presentation. We show that there are
model complexes of size in the order of the bit-complexity of the presentation that can be
realized linearly in 4-space. We further derive some applications of this result regarding
embeddability problems in the euclidean 4-space.
1 Introduction
We study the fundamental groups of simplicial 2-complexes which are geometrically realized in
the 4-dimensional euclidean space. We approach this topic from a computational complexity
point of view. It is known that a 2-complex in the 3-space cannot have torsion in the first and
second homology groups. Thus, this embeddability property restricts the first homology group
(hence also the fundamental group). The embeddability into R3 also makes the computation
of the homology groups and Betti numbers more efficient using Alexander duality [2]. It is
shown in [4] that, from a computational point of view, no restriction applies to the first Z2-
homology of 2-complexes embedded in R4. This was done by reducing matrix rank computation
to computing Betti numbers of 2-complexes in R4. For such a reduction in complexities of
algorithms, one needs embedded complexes with given homology groups that moreover can be
constructed efficiently, in almost linear time, from the given input. The input in the case of [4]
was a 0-1 matrix M , which was considered as a system of equations Mx “ 0, where x is a vector
of variables. Then an embedded simplicial complex was constructed in linear time such that its
second Z2-homology group is isomorphic with the null-space of M . Now a generalization of this
reduction of rank computation to homology computation of complexes in R4 is to consider Z
coefficients and integer matrices, or in a more general setting, one can study what embeddability
implies regarding the fundamental group. Such a generalization was the purpose of this work.
We are given a finite presentation P “ă g1, . . . , gn; r1, . . . , rm ą of a group, and, our goal
is to construct a complex in R4 whose fundamental group is isomorphic with the given group.
In order to be useful for the reduction of algorithmic problems, the embedding needs to be
constructive. Moreover, we need the whole construction take an almost linear time. This is
because we want to argue that, in terms of computational complexity, for problems about the
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fundamental group or the first homology group, we gain nothing when the 2-complex is given
as realized in R4, compared to an abstract 2-complex.
We broadly define a model simplicial complex to be one that is constructed in a standard
way (i.e., by a fix algorithm) from a presentation of a group, and whose fundamental group is
isomorphic with the presented group. This is in contrast to the common definition, for instance
in [7], and more suited to our purposes. In the literature, there exist proofs of the fact that
model 2-complexes embed in R4. The first mention of this result is in a statement1 by Curtis
[1]. Later Stallings generalized this fact and showed that any homotopy type of n-complexes is
embeddable in R2n [11]. See [3] for a simple proof of Stalling’s theorem. There are also results
in the literature on embeddings of 2-complexes with certain properties for the complementary
space. In [8], together with giving another proof of embeddability of model complexes, it
is shown that acyclic 2-complexes can be embedded with contractible complement, see also
references in it. For a survey on possible thickenings of 2-complexes in various dimensions see
[7].
In this article, we give an explicit linear embedding of a model complex which is small,
as is needed in the reduction arguments and to be made precise below, see Theorem 2. The
embedding results are formalized and proved in Theorems 1 and 2. Our proof was derived
independently from the existing literature. We note that although our argument has turned
out to be similar in nature to [3], the approach we use needs a modification of the given
presentation (see the beginning of Section 3), and, we build the complex for the modified
presentation. The embedding of the model complex is then linear. In addition, we mention
some interesting corollaries of the main theorem, which are partly well-known, as examples of
possible applications of such simple embeddability arguments, namely, Corollary 1 and Theorem
3. We also generalize a simple theorem on undecidability of a relative embedding problem for
dimensions d ě 4, proved in [5] for d ě 5.
It is not difficult to compute the complexity of embedding procedures presented in some
of the existing literature, and they are at best linear in the unary size of the presentation (as
defined in Section 2), and, not “small” in our sense. For us, small means that the complex
has number of simplices proportional to the bit-complexity of the presentation, i.e., the number
of bits required to encode the presentation. Certain other interests also exist in having small
model complexes in euclidean 4-space, see for instance [9].
One implication of the embeddability of model complexes in R4 is that an algorithm for
deciding whether a given 2-complex (PL) embeds in R4 does not decide any property of the
fundamental group. This has been also one of the motivations for the present work.
Complexity of Integral Homology Computation (for 2-complexes in R4) In [4] the
complexity of computing Z2-Betti numbers was considered. A version of the main result of
this paper can be expressed as generalizing the result of [4] to integral homology computation.
It reads as follows. For any given abelian group (as a presentation), one can build in almost
linear time2 in size of the input a 2-complex in R4 whose first integral homology group is
isomorphic with the given group. Therefore, computing a decomposition of an abelian group
from its presentation reduces to computing first homology group of a complex in R4. Where
“computing the homology group” means as usual expressing the homology group as a direct sum
of cyclic groups from the boundary matrices. Note that for this result one needs the reduction
to have complexity roughly bounded by the bit-complexity of the input, hence the need for
small model complexes.
1 No proof is given in [1] and Stallings also refers this case to Curtis [1].
2up to a logarithmic factor, see definition of binary size of a presentation.
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The presentation of the abelian group can be thought of as a system of linear equations
over the integers Mx “ 0. The matrix M defines a linear transformation from a direct sum
of Z summands to again a direct sum of Z summands; M : X Ñ X. The group presented is
X{ kerpMq. The results proved here then shows that the groupX{ kerpMq is the homology group
of a 2-complex in R4, which can be constructed in time almost linear in the bit-complexity of
M . Observe that presentation defined by M does not include relations for commutativity of the
generators, however, these are only necessary if we want to have a complex whose fundamental
group is isomorphic with X{ kerpMq.
On the other hand, since the homology of a 2-complex is computed by diagonalization of
a constant number of integer matrices, the above considerations imply that computing the
homology of embedded complexes in R4 and integer matrix diagonalization are equivalent in
terms of computational complexity.
The rest of the paper is organized mainly into two sections. In the next section we state the
formal definitions and theorems and the second section includes the proofs.
2 Theorems
Let P “ xg1, g2, . . . , gn; r1, . . . , rmy be a presentation of the group G “ GpP q with generators
gi and relations rj . By definition, the group G is the quotient group xg1, . . . , gny{pr1, . . . , rmq,
where xg1, . . . , gny is the free group generated by the gi, and, pr1, . . . , rmq is the smallest normal
subgroup containing the elements represented by the words rj . To prevent some complications,
we assume that the given presentation always has at least n relations, hence, free groups could
be presented with n copies of the symbol denoting the empty word for the ri.
Given a presentation P there is a well-known procedure for building a 2-dimensional CW
complex K “ KpP q whose fundamental group pi1pK,x0q, with basepoint x0 P |K|, is isomorphic
with the group G. One first creates a wedge W of n directed circles g1, . . . , gn. The basepoint
is the wedge point. For each element rj , j “ 1, . . . ,m, one takes a 2-disk Dj and attaches
its boundary to the complex along the loop rj based at the wedge point. That is, by a map
f : S1 “ BDj Ñ W such that f represents the element represented by the word rj in pi1pW q
based at the wedge point. It follows from the Van Kampen-Seifert theorem that the fundamental
group of the resulting complex is isomorphic with G. See [10] for details of this construction
and for an extensive account of algebraic topology of 2-dimensional complexes.
The construction above can be done such that KpP q is a simplicial complex. We explain a
specialized construction of a simplicial complex adapted to our needs. This procedure defines
our notion of the model complexes. We first take a wedge of simplicial circles, say each with
c edges. For each relation rj , j “ 1, . . . ,m, we do the following. Let rj “ g11 ¨ ¨ ¨ g1kj , where for
l “ 1, . . . , kj , g1l “ gi or g1l “ g´1i for some i. We attach an annulus, denoted Aj , consisting of ckj
rectangles to W along its lower boundary, where the lower edge of each rectangle is identified
with an edge of W . The lower boundary of the annulus is attached such that the attaching map
represents rj . In the next step, a disk is attached to the upper boundary of the annulus by a
degree 1 map to finish attaching the disk for rj . We note that the size of the resulting complex
is Opn`řmj“1 kjq. We call the number spP q “ n`řmj“1 kj the unary size3 of the presentation
P .
We say that a simplicial complex is realized in R4 if it is simplex-wise linearly embedded.
We now state the main theorem.
3Note that to encode the presentation one needs an additional logn multiplicative factor for addressing the
generators, for simplicity we suppress this factor throughout.
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Theorem 1. There is an algorithm that, given any presentation P , constructs the model sim-
plicial complex K “ KpP q realized in R4. Moreover, the run-time of the algorithm (and hence
size of K) is of the order of the unary size of P .
We mention an interesting corollary of this theorem before proceeding to the proof. By
taking regular neighborhoods of complexes in a triangulation of R4 one shows
Corollary 1. For any given presentation P , there exists a 4-manifold-with-boundary M Ă R4
with pi1pMq – GpP q.
Next we make the model complexes more economical in terms of the number of simplices
in the complex. We define the binary size of a presentation as follows. Let mg be the largest
exponent of the generator g or that of its inverse g´1 appearing in the words rj . Moreover, denote
by m the largest value of the mg. First define the binary size of a word rj “ g11kj1 . . . g1mj kjmj to
be bprjq “ řmjl“1 rlogmg1ls, where the g1l are generators or inverse of a generator, g1l ‰ g1l`1, and
the logarithm is in base 2. The binary size of the presentation is bpP q “ n `řmj“1 bprjq. We
call a model complex small, if its size is in the order of the bit-complexity of the presentation,
up to logarithmic factors.
Theorem 2. Any given presentation P can be transformed to an equivalent presentation P 1
whose unary size is OpbpP q log nq.
Proof. For each generator g we define rlogmgs new generators called gp1q, . . . , gprlogmgsq and
relations gpkq “ gpk´1qgpk´1q, k “ 2, ..., rlogmgs, gp1q “ g. For each word ri we make the obvious
replacements, and write it with respect to the new generators. For each generator g (or inverse
of a generator) we have added rlogmgs new generators, and we have replaced g1kjl in any word
by at most rlogmgs generators (or inverse of one) each of exponent 1. Each old relation ri now
can be written with bpriq many generators or inverse of one each with exponent 1, hence has
unary size bpriq. The new presentation has at most n logm generators. The sum of the unary
sizes of the new relations is at most 3
ř
grlogmgs` 2n which is OpbpP q ` nq. Hence, the unary
size of the new presentation is Opn logm` bpP qq.
Remark The above proof has a geometric side. In the small model simplicial complex, towers
of Moebius bands are used to efficiently generate powers of a generator of the fundamental
group, see for instance [5] for more information about these spaces. A tower of Moebius bands
is constructed as follows. Take an arbitrary Moebius band M . Let c0 be its core circle, and
c1 be its boundary, their free homotopy classes satisfy rc1s “ 2rc0s. Take another Moebius
band M 1 with rc11s “ 2rc10s. Glue the core c10 to the boundary c1. In the resulting space
rc11s “ 2rc0s “ 2rc11s “ 4rc10s. Continuing this process one obtains a tower of Moebius bands
whose last boundary is a power of the first core. In the small model complex, “pinched” images
of such towers exist for rapidly creating powers of a generator.
The procedure in the above theorem and the procedure for defining the model complex
together define an standard way of constructing a small model complex for any presentation P .
Hence,
Corollary 2. There exist small model complexes for presentations. Moreover, they are realized
in R4, and whose realization can be constructed in almost linear time in bit-complexity of P .
We also state the following generalization of Theorem 1 whose proof will be given in the next
section.
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Theorem 3. For each homotopy type of (finite) 2-dimensional CW complexes there exists a
representative realized in R4.
Any homotopy type of 2-dimensional CW complexes has a simplicial complex representative,
see e.g. [10]. It then follows that there exists the corresponding 4-manifold-with-boundary in
R4 homotopy equivalent to any given 2-dimensional CW complex.
As the final application, we extend a result about undecidability of relative embedding
problems, proved in [5], to include the 4-dimensional case. We are interested to decide for a
pair of simplicial complexes pK,Lq, L Ă K, and a fixed PL embedding f : |L| Ñ R4 whether
the map f can be extended to an embedding of the whole complex K in R4 or not. The same
problem for Rd, d ě 5 is undecidable for codimension at most 2 as proved in [5]. Here we extend
this to the case R4. Define refinement complexity of a PL embedding f : |K| Ñ Rd to be the
minimum number of simplices in a subdivision of K on which f is simplex-wise linear.
Theorem 4. For each d ě 4 there exists a sequence of pd ´ 2q-complex pairs pKi, Liq with a
fixed PL embedding fi : |Li| Ñ Rd such that the refinement complexity of any extension to an
embedding of Ki is a non-recursive function of the number of simplices of Ki.
The proof of the above theorem is also given in the next section.
3 Proofs
We first give the proof of Theorem 1. As a first step, we change the presentation P into a new
presentation
P 1 “ xg1, . . . , gn, h1, . . . , hm; r1h1, . . . , rmhm, h1, . . . , hmy.
It is easily seen that GpP 1q – GpP q. The property of P 1 which we need is that, for each
relation there is a generator appearing with exponent 1, namely hi. Thus in the following we
work with the presentation P which is of this form.
We first take as the wedge of circles W a graph as in Figure 1, and realize W in a 2-plane
Π Ă R4 as is shown in the figure. From now on, by |W | we mean the image of this embedding.
In general, we denote the image of an abstract space X in R4 by |X| to distinguish it from the
abstract space. Note that in the embedding of the graph as drawn in Figure 1, any circle hj
contains an edge ej such that any point in |ej | has distance at least δ ą 0 to |W |´Ťj |hj |. This
δ is a constant of the algorithm and is independent of the given presentation.
Figure 1: the wedge of the generator circles
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For each j “ 1, . . . ,m, we have to find a disk Dj Ă R4, such that its boundary is glued to
|W | by a map representing rjhj or hj P pi1pW q, and its relative interior is disjoint from the rest
of the complex. For the relations of the type hj we use the region of Π that the circle hj bounds
as its disk. Hence, we focus on the relations of the type rjhj in the sequel.
We start with a procedure for mapping the annuli Aj defined in Section 2 into R4. Observe
that R4 is the union of 3-planes “passing through” Π, where Π is their only intersection. These
3-planes could be parameterized by an angle γ P r0, piq. We denote by Σγ the 3-plane with
parameter γ P r0, piq. Let Λ Ă R4 be a 3-plane parallel to Π, that is ΛXΠ “ H. Let Σ0 be the
3-plane passing through Π and parallel to Λ. The value γ is then the angle between the normal
of Π that point towards Λ in Σγ and a fixed normal to Π in Σ0.
Remark A smooth version of the mapping of the annulus can be thought of as follows. One
cuts the annulus into a strip and them glues the lower boundary of the strip along the required
loop on Π and rotates the strip such that in each Σγ the strip is a segment perpendicular to Π.
The following is a PL approximation of this map.
We say an annulus A is an n-annulus if it is comprised of n rectangles. We denote vertices
in one boundary of A by vi, i “ 1, . . . , n, and those in the other boundary by wi, i “ 1, . . . , n.
The boundary circle with the vi is called the upper boundary and the other boundary circle
is called the lower boundary of A, see Figure 2. The annulus is triangulated as shown in the
figure. The lower boundary is the circle whose image will be glued to |W |.
Figure 2: notation and triangulation of a 9-annulus, indexes modulo n
For j “ 1, . . . ,m, we take an interval Ij Ă pθ˚, pi{2q such that for distinct j the intervals are
disjoint. Here θ˚ ă pi{2 is an absolute constant. The lengths of these intervals satisfy |Ij | ă σ.
The constant σ will be determined later.
Let I “ Ij . We map a ckj-annulus (see Section 1 for the definition of kj) A “ Aj in
ΣI “ ŤγPI Σγ , such that the image of its lower boundary is attached to |W | Ă Π by the
required map representing rjhj P pi1pW q, and, is embedded elsewhere. Set n “ ckj . We show
that independent of n, such an annulus can always be realized. Let Q1, . . . , Qn be the rectangles
of A. Each rectangle is divided into two triangles, denoted tl, t
1
l, l “ 1, . . . , n. We consider the
obvious attaching map that maps a lower edge of A into one edge of W , and which represents
rjhj P pi1pW q. We then identify the vertices (and edges) of the lower boundary with those of
W . The basepoints are the wedge point in W , and w2 in the lower boundary. Note that each
lower vertex wl determines a vertex of W . Moreover, there exists exactly one rectangle such
that the lower edge of it is identified with ej by the attaching map and that is Qn. Let L be
the smallest subcomplex containing A´Qn. The complex L is just a strip of n´ 1 rectangles.
Assume θ1, θ2, . . . , θn P I are n values such that θ1 ă θ2 ă ¨ ¨ ¨ ă θn. For l “ 1, . . . , n, let vl
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Figure 3: part of an embedded annulus
be the point where the line perpendicular to Π and passing through wl P |W | in Σθl intersects
Λ. We have now placed the vertices of L in R4. If we just realize L linearly using these vertices,
we have attached the strip L such that it is disjoint from the rest of the complex other than for
its lower boundary which is in Π. Note that this argument is correct regardless of how the lower
edges of the rectangles are identified with segments in Π. Moreover, observe that the upper
boundary of the strip lies entirely in the 3-plane Λ.
In the next step, we have to embed the rectangle Qn to finish constructing the annulus
|A|. The vertices of the rectangle Qn already exist, and we can just linearly realize Qn as two
triangles. However, there is no guarantee that the two triangles are disjoint from the rest of the
annulus. Nonetheless, we claim that for σ sufficiently small the annulus will be embedded. The
intuition behind this is that the intersection of the annulus with Σγ , γ P pθ1, θnq, γ ‰ θi, ought to
consist of two almost perpendicular (on Π) segments whose base points have a positive distance
from each other. Let |Aj | be the annulus in R4 (possibly with self-intersections) constructed by
the above procedure for the j-th relation.
Lemma 1. The constant σ can be chosen such that, for all j, the relative interior of the annulus
|Aj | is embedded in ΣIj , the lower boundary is attached to |W | by a map representing rjhj, and
the upper boundary is a circle in ΛX ΣIj .
Proof. We use the same notation as above. Let |A| “ |Aj | and consider a 3-plane Σγ , γ P rθ1, θns,
and the set Aγ “ ClpΣγX|A|´Πq. First, observe that Aθ1 and Aθn consist of a triangle each, so
there is no intersection in these two 3-planes. Notice that the triangle |tn| spans all of the Σpθ1,θnq
and contributes a line segment to Aγ with w1 as one endpoint. If γ “ θi for some 1 ă i ă n,
then, Aγ consists of a triangle perpendicular to Π in Σγ , namely the triangle |t1i| “ viwiwi`1,
and, a line segment from the triangle |tn|, whose endpoints are w1 and a point in the segment
v1vn Ă Λ, let this line segment be fγ . For other values of γ, Aγ consists of two line segments,
both having an endpoint in Λ, see Figure 3. The other endpoints are wi`1 ‰ w1 and w1, if
θi ď γ ď θi`1, i P t1, . . . , n´ 1u. Let fγ denote the segment with endpoint w1 and eγ the other
segment. The point w1 is never an endpoint of a eγ since the edge |ej | is covered once by the
attaching map. The figure shows the case i “ n´ 1.
Consider the second case, i.e., when Aγ consists of two line segments. We are interested
in the angle that eγ and fγ make with the normal of Π in Σγ pointing towards Λ. We can
say that the angle between two directions in R4 is the length of the geodesic that connects the
corresponding points in S3 Ă R4.
Let α be this angle for eγ , and β the corresponding one for fγ . The angle α is bounded
from above by the angle 2ζi “ 2pθi`1 ´ θiq. To see this note that eγ lies in the triangle |ti| and
is incident on wi`1 and thus its angle with wi`1vi`1 is bounded by ζi. Let ni`1 be the normal
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vector in Σθi`1 pointing towards Λ. Then the angle between ni`1 and eγ is bounded from above
by ζi. Moreover, if nγ denotes the normal in Σγ pointing towards Λ, then the angle between
nγ and ni`1 is also bounded by ζi. It follows from the triangle inequality on S3 that the angle
between nγ and eγ is bounded by 2ζi.
We have thus α ď 2ζi ă 2|Ij |. Also, fγ lies in the triangle |tn| and similar to the above it
follows that
β ď 2pθn ´ θ1q ď 2|Ij |.
On the other hand, note that one endpoint of fγ is always w1 and the nearest that the
endpoint of eγ can come to it is δ or the length of ej . We can assume that the length of ej is a
constant of the algorithm and is greater than δ. It follows from Lemma 2 below that if
α, β ă δ
2ρ
an intersection between eγ and fγ is impossible, where ρ is the maximum length of a segment
of type eγ or fγ . Thus by choosing σ such that
2|Ij | ă δ
2ρ
there will be no intersection.
It is easy to see that the length of the segments eγ and fγ are decreasing functions of γ for
γ P pθ1, θnq. Hence, the maximum length is achieved by the length of the “first” segment of
the strip, i.e., w1v1, and this length is always less than the distance between parallel (in Σθ˚)
2-planes Π and ΛXΣθ˚ . Let ρ1 denote this distance. Then ρ ă ρ1, hence it is enough to choose
σ such that
σ ă δ
4ρ1 .
A similar argument works for the remaining case.
Lemma 2. Let Π be a 2-plane in a 3-space and let e1, e2 be two segments each having exactly
one endpoint in Π, and so that they intersect at the point p outside of Π. Moreover, let δ be
the distance between their endpoints in Π. Then at least one of e1, e2 makes an angle with the
normal vector of Π (pointing towards the half-space containing the ei) which is greater than
δ
2`peiq , where `p¨q denotes length.
Proof. Let α be the angle that e1 makes with the normal and β the same for e2. Let x1, x2
be the endpoints of the segments in Π respectively. We can assume that the intersection point
is the other endpoint of the two segments. Let qα be a segment of length equal to `pe1q and
perpendicular to Π at x1. Similarly, let qβ be the segment of the length `pe2q and perpendicular
to Π at x2. Let yα, yβ be the other endpoints of qα, qβ respectively. Consider the circle with
center x1 passing through p and yα and let aα be the short arc between yα and p on this circle.
Define aβ symmetrically. Then we have
`pe1qα` `pe2qβ “ `paαq ` `paβq ą `ppyαq ` `ppyβq ě `pyαyβq ě δ.
It follows that maxt`pe1qα, `pe2qβu ą δ{2, which implies α ą δ{p2`pe1qq or β ą δ{p2`pe2qq.
To finish the proof of the theorem, it is enough to observe that the circle in ΛX ΣIj which
is the upper boundary of Aj can be coned from a vertex in the other side of Λ and inside ΣIj .
This cone will be an embedded disk in ΣIj , and serves to kill the homotopy class of rjhj .
We remark that the condition σ ă δ{4ρ1 is independent of the given presentation. Hence
the real constraint on |Ij | which makes them arbitrarily small when the number of relations is
large, comes from the existence of disjoint intervals Ij .
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Proof of Theorem 3
We assume the given CW complex is connected. Since for any 2-dimensional CW complex
there exists a simplicial complex homotopy equivalent to it, it is sufficient to show that for
any given simplicial 2-complex K 1 there exists a homotopy equivalent complex K realized in
R4. We build K out of K 1 by contracting a spanning tree of the 1-skeleton. Then K is a CW
complex whose cells are simplices and attaching maps are simplicial. Since the 1-skeleton of K
is a wedge of circles it can be embedded in a 2-plane Π Ă R4. Let c1, . . . , cn be the 1-cells of
K and φ1, . . . , φm be attaching maps of 2-cells of K. Observe that since the 2-cells come from
triangles of K each attaching map defines an element of the homotopy class of the 1-skeleton
represented by at most three distinct generators (or inverse of a generator). The procedure used
in the proof of the main theorem applied to the presentation P “ xc1, . . . , cn; rφ1s, . . . , rφmsy
builds a simplicial 2-complex in R4 which is homotopy equivalent to K. This last claim follows
since the complex in R4 and K have the same 1-skeleton and homotopic attaching maps for
2-cells, see for instance Theorem 1.6 in [10].
Proof of Theorem 4
The proof for d ě 5 is given in [5]. Here we explain and expand that proof and show it applies
to the case d “ 4. We start by constructing the complex K for a presentation P of a group
whose word problem is undecidable. This implies that there is a sequence of curves Ci in the
1-skeleton of K which bound images of disks in K, with boundary mapped to Ci, but there is no
recursive function that bounds the complexity of the image, in terms of number of edges in Ci.
The complex Ki will be built by adding a new circle hi to the wedge of circles corresponding
to generators of P , and a new disk defining the relation Ci “ hi, where here Ci means the
corresponding word to the curve Ci. Thus curves hi and Ci represent the same class in pi1pKiq.
The complex Ki embeds in R4 by Theorem 1. Let Ni be a regular neighborhood of the
embedded complex. In case d ě 5 it is easily seen that the hi bound disks in Ni but in our
setting this is not immediate. Anyways, we assume for now that the curves hi bound disks in
Ni. Again, the complexity of these disks is not bounded by any recursive function, otherwise
we could solve the word problem for the group by an algorithm.
We can assume that Ni is triangulated by a subcomplex of a simplicial complex triangulating
a ball in R4. Let Xi be the complex which is the closure of complement of Ni union with the
1-skeleton of Ni. Now we build the complex K
1
i by gluing a disk along hi to Xi and we consider
the pair pK 1i, Xiq with the given embedding of Xi. Then it is easy to see that the embedding
problem for these codimension 0 pairs is undecidable since it is equivalent to the triviality
problem for the hi in Ni.
Next we reduce the dimension to d ´ 2. This is done by removing d-simplices and d ´ 1-
simplices from the complexes Xi and K
1
i. We have to show that removing these simplices
does not affect the computability of our problem. Indeed, the complementary space of the
pd ´ 2q-skeleton of Xi in the given embedding has fundamental group GpP q free product with
a free group. To see this consider the complementary space of Xi at the beginning as an open
subset of Rd, i.e. interior of Ni (Adding 1-skeleton of Ni does not change fundamental group of
complement of X). Now removing d-simplices has the effect of adding disjoint open d-simplices
to this complement. Hence the fundamental group does not change. Removing pd´1q-simplices
from Xi means adding relatively open pd´ 1q-simplices to the complement. Each such simplex
is incident on at most two d-simplices and changes the fundamental group if and only if the
two had been connected before in the space. In other words, the nerve of the collection of d-
simplices and pd´ 1q-simplices is a graph hence has free fundamental group. Since free product
with a finitely generated free group does not change computability it follows that we can replace
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pK 1i, Xiq with its pd´ 2q-skeleton and the theorem follows.
It remains to show that the curve hi bounds a disk in Ni. First observe that in (the
embedding of) Ki, each edge of hi is incident on only one triangle, and there is a point on an
edge of hi with a positive distance from the complex minus a neighborhood of that point. This
implies that there is a transverse sphere for the triangle incident on that edge. If Ci bounds an
image of a disk in Ni, then it also bounds an immersed disk which intersects itself in disjoint
points and transversely at those points in Ni.
Then hi will bound an immersed disk which consists of the immersed disk bounded by Ci
and image of the disk introducing the relation Ci “ hi. Using some transverse spheres of the
part of the disk incident on hi self-intersections of the disk bounded by hi can be removed by
tubing and hence hi will bound an embedded disk. We refer to [6] Chapter 1 for definition of
transverse spheres and how to remove intersections using them.
4 Acknowledgements
The author expresses his thanks to Herbert Edelsbrunner for his valuable suggestions regarding
this research and to Arnaud de Mesmay for helpful discussions.
References
[1] M. L. Curtis. On 2-complexes in 4-space. In M.K. Fort (Ed.), Topology of 3-manifolds and
related topics, pages 204–207. Prentice-Hall, 1962.
[2] C. J. A. Delfinado and H. Edelsbrunner. An incremental algorithm for betti numbers of
simplicial complexes on the 3-sphere. Computer Aided Geometric Design, 12(7):771 – 784,
1995.
[3] A.N. Dranisnikov and D. Repovs. Embedding up to homotopy type in euclidean space.
Bull. Australian Math. Soc., 47:145–148, 2 1993.
[4] H. Edelsbrunner and S. Parsa. On the computational complexity of betti numbers: re-
ductions from matrix rank. In Proc. Twenty-Fifth Ann Symp. Discrete Algorithms, 2014,
Portland, Oregon, USA, January 5-7, 2014, pages 152–160, 2014.
[5] M. Freedman and V. Krushkal. Geometric complexity of embeddings in Rd. Geom. Func.
Anal., 24(5):1406–1430, 2014.
[6] M. H Freedman and F. Quinn. Topology of 4-manifolds, volume 19. Princeton University
Press Princeton, New Jersey, 1990.
[7] C. Hog-Angeloni and W. Metzler. Geometric aspects of two-dimensional complexes. In C.
Hog-Angeloni, W. Metzler, and A. J. Sieradski, editors, Two-Dimensional Homotopy and
Combinatorial Group Theory, pp 1–50s. Cambridge University Press, 1993.
[8] Gu¨nther Huck. Embeddings of acyclic 2-complexes in S4 with contractible complement. In
Springer Lecture Notes in Math. 1440, pp 122–129. Springer, 1990.
[9] F Lutz and G Ziegler. A small polyhedral Z-acyclic 2-complex in R4. Electronic Geometry
Model, (2008.11):001, 2008.
10
[10] A. J. Sieradski. Algebraic topology for two dimensional complexes. In C. Hog-Angeloni,
W. Metzler, and A. J. Sieradski, editors, Two-Dimensional Homotopy and Combinatorial
Group Theory, pp 51–96. Cambridge University Press, 1993.
[11] J. Stallings. The embedding of homotopy types in manifolds. Mimeographed notes, Fine
Hall Library, Princeton University, 1965.
11
