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Abstract
The feedback capacities of the Gaussian multiple-access channel (GMAC) and the GMAC with
noncausal channel state information at the transmitters (NCSIT) are achieved by Ozarow’s Schalkwijk-
Kailath (SK) type feedback scheme and its extension (also called Rosenzweig’s feedback scheme),
respectively. In this paper, first, we show that the above Ozarow’s and Rosenzweig’s feedback schemes,
which are not designed with the consideration of secrecy, already achieve the secrecy capacity regions
(capacity regions with perfect weak secrecy constraint) of the Gaussian multiple-access wiretap channel
(GMAC-WT) with feedback and the GMAC-WT-NCSIT with feedback, respectively. This indicates
that for Gaussian multiple-access wiretap channels, the traditional secret key based feedback schemes
are not necessary. Next, we show that the feedback capacities of the GMAC with degraded message
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2sets (GMAC-DMS) and the GMAC-NCSIT with degraded message sets (GMAC-NCSIT-DMS) can
be achieved by two-step SK type feedback schemes. Furthermore, we show that the above capacity-
achieving feedback schemes also achieve the secrecy capacity regions of the GMAC-WT-DMS with
feedback and the GMAC-WT-NCSIT-DMS with feedback, i.e., the secrecy capacity regions of the
GMAC-WT-DMS with feedback and the GMAC-WT-NCSIT-DMS with feedback equal the capacity
regions of the same models without secrecy constraint. Finally, we derive outer bounds on the secrecy
capacity regions of GMAC-WT, GMAC-WT-DMS and GMAC-WT-NCSIT-DMS, and show that feed-
back helps to increase the secrecy capacity regions of GMAC-WT and GMAC-WT-DMS, and in some
cases helps to increase the secrecy capacity regions of GMAC-WT-NCSIT and GMAC-WT-NCSIT-
DMS. Overall, the main contribution of this paper is to find the inherent secrecy nature of SK-type
feedback schemes for the GMACs.
Index Terms
Feedback, Gaussian multiple-access channel, noncausal channel state information, secrecy capacity
region, wiretap channel.
I. INTRODUCTION
The multiple-access channel (MAC) has received extensive attention in the literature. The
capacity region of the discrete memoryless MAC (DM-MAC) was determined in [1]-[2], and the
capacity region of the Gaussian MAC (GMAC) was determined in [3]-[4]. Unlike the well known
fact that feedback does not increase the capacity of a discrete memoryless channel [5], [6] found
that feedback increases the capacity region of a binary erasure MAC, and then [7] proposed
an inner bound on the capacity region of the DM-MAC with feedback, and showed that this
inner bound is larger than the capacity region of the DM-MAC, which indicates that feedback
increases the capacity region of the DM-MAC. Later, the already existing inner bound [6] of the
DM-MAC with feedback was improved by [8]-[9], and [10]-[11] established corresponding outer
bounds on the capacity region of the same model. Though the capacity region of the DM-MAC
with feedback is still unknown, the capacity region of the two-user GMAC with feedback was
totally determined in [12] 1, where an extension of Schalkwijk-Kailath (SK) scheme [13] for the
point-to-point Gaussian channel with feedback was shown to achieve the capacity region of the
1Here note that for the N -user (N ≥ 3) GMAC with feedback, the capacity region remains open, and [32] determined the
sum rate capacity of the N -user GMAC with feedback for some special cases.
3GMAC with feedback. Furthermore, [12] showed that feedback increases the capacity region of
the GMAC, which consists with the results of the DM-MAC with feedback [6]-[9].
Secure communication over noisy channels was first studied by [14], where a transmitter
communicates with a legitimate receiver via a discrete memoryless main channel, and meanwhile
a wiretapper attempts to obtain the legitimate receiver’s received signal via another discrete
memoryless wiretap channel. The model studied in [14] is also called the wiretap channel
(WTC). The secrecy capacities (channel capacities with perfect secrecy constraint) of the discrete
memoryless WTC (DM-WTC) and the Gaussian WTC (G-WTC) was determined in [14]-[15]
and [16], respectively. Similarly to the above fact that feedback increases the capacity region
of the MAC, [17]-[18] showed that feedback increases the secrecy capacity of the DM-WTC,
and proposed a feedback coding scheme which uses the feedback as a secret key to encrypt
the transmitted message. [17] showed that this secret key based feedback scheme is optimal
(achieving the secrecy capacity of the DM-WTC with noiseless feedback) for some degraded
cases, and the optimal feedback scheme for the general case remains open. Very recently, it
was shown that for the general DM-WTC with noiseless feedback, a hybrid feedback scheme
[19] combining the secret key based feedback scheme [17] and Wyner-Ziv coding scheme [20]
achieves a higher secrecy rate than that in [17], and this hybrid scheme is still a sub-optimal
feedback scheme for the general DM-WTC. Besides the above works in the DM-WTC with
feedback, in recent years, the G-WTC with feedback also attracts a lot attention. To be specific,
[21] showed that the optimal feedback scheme of the G-WTC is the SK scheme [13], which
indicates that the classical SK scheme which is not designed with the consideration of secrecy
already achieves secrecy by itself. Based on the surprising finding of [21], very recently, it has
been shown that the secrecy capacities of the colored G-WTC with noiseless feedback [23] and
the G-WTC with noncausal state interference at the transmitter and noiseless feedback [24] are
determined by variations of the classical SK scheme.
Although the impact of feedback has been well studied in the basic wiretap channels as
reviewed above, such a topic remains open for multi-user wiretap channels. In this paper, we
focus on the Gaussian multiple-access wiretap channel (GMAC-WT) models, and study how the
feedback affects the secrecy capacity region. We summarize our contributions as follows.
• We first study the GMAC-WT with feedback. [12] studied such a channel without a wiretap-
per (GMAC with feedback) and showed that a generalized SK scheme achieves the capacity
region. We show that this generalized SK scheme is also secure by itself, which leaks only
4vanishing amount of information per channel use. Thus, the secrecy capacity region equals
the capacity region of the same model without secrecy constraint, i.e., the capacity region
of GMAC with feedback. Such a result is in parallel to that in [21], which showed that the
secrecy capacity of the single user G-WTC with feedback equals the capacity of the same
model without secrecy constraint. In addition, we derive a non-trivial outer bound on the
secrecy capacity region of GMAC-WT without feedback 2, and numerical result shows that
feedback enhances the secrecy capacity region of GMAC-WT.
• We then study the GMAC-WT with noncausal channel state information at the transmitters
(GMAC-WT-NCSIT) and feedback. In [25], a variation of the generalized SK scheme in
[12] was shown to achieve the capacity region of GMAC-NCSIT with feedback, which
equals the capacity region of the same model without channel state information, i.e., the
capacity region of GMAC with feedback 3. We show that the feedback scheme in [25] is
also secure by itself, which leaks only vanishing amount of information per channel use.
Hence, the secrecy capacity region of GMAC-WT-NCSIT with feedback equals the capacity
region of the same model without secrecy constraint, which is also in parallel to that in
[21]. Numerical result shows that feedback may enhance the secrecy capacity region of
GMAC-WT-NCSIT [26].
• Next, we study the GMAC-WT with degraded message sets (GMAC-WT-DMS) and feed-
back, where common and private messages are transmitted through GMAC-WT. To be
specific, first, we show that feedback does not increase the capacity region of GMAC with
degraded message sets (GMAC-DMS), which indicates that the capacity region of GMAC-
DMS with feedback equals that of the same model without feedback [27]. Next, we propose
a novel two-step SK feedback scheme that achieves the feedback capacity of GMAC-DMS.
Then we show that the proposed two-step SK scheme also achieves the secrecy capacity
region of GMAC-WT-DMS with feedback, which indicates that the secrecy capacity region
of GMAC-WT-DMS with feedback equals the capacity region of the same model without
secrecy constraint, and this is also in parallel to that in [21]. Moreover, an outer bound on
the secrecy capacity region of GMAC-WT-DMS is derived, and numerical result shows that
2Here note that the secrecy capacity region of GMAC-WT without feedback is unknown till now.
3Here note that in [28], it has been shown that the capacity region of GMAC-NCSIT equals that of GMAC. Since the capacity
region of GMAC with feedback is larger than that of GMAC, we can conclude that feedback increases the capacity region of
GMAC-NCSIT.
5feedback enhances the secrecy capacity region of GMAC-WT-DMS.
• Finally, we study the GMAC-WT-NCSIT with degraded message sets (GMAC-WT-NCSIT-
DMS) and feedback. Specifically, first, we modify the two-step SK feedback scheme for
GMAC-DMS with feedback by using a similar method [25] for GMAC-NCSIT with feed-
back, and show that this modified feedback scheme achieves the capacity region of GMAC-
NCSIT with degraded message sets (GMAC-NCSIT-DMS) and feedback. Then, we show
that this modified feedback scheme also achieves the secrecy capacity region of GMAC-WT-
NCSIT-DMS with feedback, which indicates that the secrecy capacity region of GMAC-WT-
NCSIT-DMS with feedback equals the capacity region of the same model without secrecy
constraint, and this is also in parallel to that in [21]. In addition, an outer bound on the
secrecy capacity region of GMAC-WT-NCSIT-DMS is derived, and numerical result shows
that feedback may enhance the secrecy capacity region of GMAC-WT-NCSIT-DMS.
To get a better understanding of the contribution of this paper and the related works studied
in the literature, the following Table I summarizes the capacity results on the GMAC with or
without NCSIT, degraded message sets (DMS), feedback and eavesdropping. In addition, for
convenience, we list the abbreviations in the following Table II.
Throughout this paper, a random variable (RV) is denoted by an upper case letter (e.g., X),
its value is denoted by an lower case letter (e.g., x), the finite alphabet of the RV is denoted
by calligraphic letter (e.g., X ), and the probability distribution of an event {X = x} is denoted
by PX(x). Random vectors and their values are denoted by a similar convention. For example,
XN represents a N -dimensional random vector (X1, ..., XN), and xN = (x1, ..., xN) represents
a vector value in XN (the N -th Cartesian power of the finite alphabet X ). In addition, define
ANj = (Aj,1, Aj,2, ..., Aj,N) and a
N
j = (aj,1, aj,2, ..., aj,N). Finally, throughout this paper, the base
of the log function is 2.
The remainder of this paper is organized as follows. Formal definitions of the models studied in
this paper are given in Section II. Capacity results on GMAC-WT and GMAC-WT-NCSIT with
or without feedback are given in Sections III and IV, respectively. Capacity results on GMAC-
DMS with feedback and GMAC-WT-DMS with or without feedback are given in Section V.
Capacity results on GMAC-NCSIT-DMS with feedback and GMAC-WT-NCSIT-DMS with or
without feedback are given in Section VI. Section VII includes the summary of all results in
this paper and discusses future work.
6TABLE I: Summarizing all results on the GMAC with or without NCSIT, DMS, feedback and
eavesdropping.
II. MODEL FORMULATION
In this section, we give formal definitions of the models studied in this paper. For convenience,
the following Table III provides notations about capacities of various channel models introduced
in the remainder of this paper.
A. Model I: The GMAC-WT with noiseless feedback
For the GMAC-WT with feedback (see Figure 1), the i-th (i ∈ {1, 2, ..., N}) channel input-
output relationships are given by
Yi = X1,i +X2,i + η1,i, Zi = Yi + η2,i, (2.1)
where X1,i and X2,i are the channel inputs subject to average power constraints P1 and P2,
respectively, Yi and Zi are the channel outputs of the legitimate receiver and the wiretapper,
7TABLE II: Abbreviations.
respectively, and η1,i ∼ N (0, σ21), η2,i ∼ N (0, σ22) are the channel noises and are independent
identically distributed (i.i.d.) across the time index i. The message Wj (j = 1, 2) is uniformly
distributed in Wj = {1, 2, ..., |Wj|}. The channel input Xj,i (j = 1, 2) is a (stochastic) function
of the message Wj and the feedback Y i−1. The legitimate receiver generates an estimation
(Wˆ1, Wˆ2) = ψ(Y
N), where ψ is the legitimate receiver’s decoding function, and the average
decoding error probability equals
Pe =
1
|W1| · |W2|
∑
w1∈W1,w2∈W2
Pr{ψ(yN) 6= (w1, w2)|(w1, w2) sent}. (2.2)
The wiretapper’s equivocation rate of the messages W1 and W2 is defined as
∆ =
1
N
H(W1,W2|ZN). (2.3)
8TABLE III: Notations on capacities of channel models introduced in this paper.
A rate pair (R1, R2) is said to be achievable with perfect weak secrecy if for any  and
sufficiently large N , there exists channel encoders and decoder such that
log |W1|
N
= R1,
log |W2|
N
= R2, ∆ ≥ R1 +R2 − , Pe ≤ . (2.4)
The secrecy capacity region Cfs,gmac of the GMAC-WT with feedback is composed of all such
achievable secrecy rate pairs. In addition, note that the model of GMAC-WT is defined almost in
the same fashion as GMAC-WT with feedback, except that the channel input Xj,i (j = 1, 2) is a
(stochastic) function of the message Wj . The secrecy capacity region of GMAC-WT is denoted
with Cs,gmac.
9Fig. 1: The GMAC-WT with feedback.
Fig. 2: The GMAC-WT-NCSIT with feedback.
B. Model II: The GMAC-WT-NCSIT with noiseless feedback
For the GMAC-WT-NCSIT with feedback (see Figure 2), at each time i (i ∈ {1, 2, ..., N}),
the channel input-output relationships are given by
Yi = X1,i +X2,i + Si + η1,i, Zi = Yi + η2,i, (2.5)
where X1,i, X2,i, η1,i, η2,i, Yi and Zi are defined in the same fashion as those in Section II-A, and
Si ∼ N (0, Q) is the independent Gaussian state interference and is i.i.d. across the time index i.
The message Wj (j = 1, 2) is uniformly distributed in Wj = {1, 2, ..., |Wj|}. The channel input
Xj,i (j = 1, 2) is a (stochastic) function of the message Wj , the state interference SN and the
feedback Y i−1. The legitimate receiver’s decoding function, average decoding error probability
and the wiretapper’s equivocation rate are defined in the same fashion as those in Section II-A.
The secrecy capacity region Cfs,gmac−ncsit of the GMAC-WT-NCSIT with feedback is composed
of all achievable secrecy rate pairs (R1, R2) defined in (2.4). In addition, note that the model of
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GMAC-WT-NCSIT is defined almost in the same fashion as GMAC-WT-NCSIT with feedback,
except that the channel input Xj,i (j = 1, 2) is a (stochastic) function of the message Wj and
SN . The secrecy capacity region of GMAC-WT-NCSIT is denoted with Cs,gmac−ncsit.
C. Model III: The GMAC-DMS and GMAC-WT-DMS with noiseless feedback
Fig. 3: The GMAC-DMS with noiseless feedback.
1) The GMAC-DMS with noiseless feedback: For the GMAC-DMS with feedback (see Figure
3), at each time i (i ∈ {1, 2, ..., N}), the channel input-output relationships are given by
Yi = X1,i +X2,i + η1,i, (2.6)
where X1,i, X2,i, η1,i and Yi are defined in the same fashion as those in Section II-A. The
message Wj (j = 1, 2) is uniformly distributed in Wj = {1, 2, ..., |Wj|}. The channel input
X1,i is a function of the message W1 and the feedback Y i−1, and the channel input X2,i is
a function of the messages W1, W2 and the feedback Y i−1. Receiver’s decoding function and
average decoding error probability are defined in the same fashion as those in Section II-A.
A rate pair (R1, R2) is said to be achievable if for any  and sufficiently large N , there exists
channel encoders and decoder such that
log |W1|
N
= R1,
log |W2|
N
= R2, Pe ≤ . (2.7)
The capacity region Cfgmac−dms of the GMAC-DMS with feedback is composed of all such
achievable rate pairs. In addition, note that the model of GMAC-DMS is defined almost in the
same fashion as GMAC-DMS with feedback, except that the channel input X1,i is a function
of the message W1 and X2,i is a function of the messages W1 and W2. The capacity region of
GMAC-DMS is denoted with Cgmac−dms.
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Fig. 4: The GMAC-WT-DMS with noiseless feedback.
2) The GMAC-WT-DMS with noiseless feedback: For the GMAC-WT-DMS with feedback
(see Figure 4), at each time i (i ∈ {1, 2, ..., N}), the channel input-output relationships are
given by (2.1), where X1,i, X2,i, η1,i, η2,i, Yi and Zi are defined in the same fashion as those
in Section II-A. The channel encoders and decoder are defined in the same fashion as those in
Section II-C1.
The secrecy capacity region Cfs,gmac−dms of the GMAC-WT-DMS with feedback is composed
of all achievable secrecy rate pairs (R1, R2) defined in (2.4). In addition, note that the model of
GMAC-WT-DMS is defined almost in the same fashion as GMAC-WT, except that the channel
input X1,i is only a (stochastic) function of the message W1 and X2,i is only a (stochastic) function
of the messages W1 and W2. The secrecy capacity region of GMAC-WT-DMS is denoted with
Cs,gmac−dms.
D. Model IV: The GMAC-NCSIT-DMS and GMAC-WT-NCSIT-DMS with noiseless feedback
1) The GMAC-NCSIT-DMS with noiseless feedback: For the GMAC-NCSIT-DMS with feed-
back (see Figure 5), at each time i (i ∈ {1, 2, ..., N}), the channel input-output relationships are
given by
Yi = X1,i +X2,i + Si + η1,i, (2.8)
where X1,i, X2,i, η1,i and Yi are defined in the same fashion as those in Section II-A, and Si
is defined in the same fashion as that in Section II-B. The message Wj (j = 1, 2) is uniformly
distributed in Wj = {1, 2, ..., |Wj|}. The channel input X1,i is a function of the message W1,
the state interference SN and the feedback Y i−1, and the channel input X2,i is a function of the
12
Fig. 5: The GMAC-NCSIT-DMS with noiseless feedback.
messages W1, W2, the state interference SN and the feedback Y i−1. Receiver’s decoding function
and average decoding error probability are defined in the same fashion as those in Section II-A.
The capacity region Cfgmac−ncsit−dms of the GMAC-NCSIT-DMS with feedback is composed of
all achievable rate pairs defined in 2.7. In addition, note that the model of GMAC-NCSIT-DMS
is defined almost in the same fashion as GMAC-NCSIT-DMS with feedback, except that the
channel input X1,i is only a function of W1 and SN , and X2,i is only a function of W1, W2 and
SN . The capacity region of GMAC-NCSIT-DMS is denoted with Cgmac−ncsit−dms.
Fig. 6: The GMAC-WT-NCSIT-DMS with noiseless feedback.
2) The GMAC-WT-NCSIT-DMS with noiseless feedback: For the GMAC-WT-NCSIT-DMS
with feedback (see Figure 6), at each time i (i ∈ {1, 2, ..., N}), the channel input-output
relationships are given by (2.5), where X1,i, X2,i, Si, η1,i, η2,i, Yi and Zi are defined in the
same fashion as those in Section II-B. The message Wj (j = 1, 2) is uniformly distributed in
Wj = {1, 2, ..., |Wj|}. The channel input X1,i is a (stochastic) function of the message W1, the
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state interference SN and the feedback Y i−1, and X2,i is a (stochastic) function of the messages
W1, W2, the state interference SN and the feedback Y i−1. The legitimate receiver’s decoding
function, average decoding error probability and the wiretapper’s equivocation rate are defined
in the same fashion as those in Section II-A.
The secrecy capacity region Cfs,gmac−ncsit−dms of the GMAC-WT-NCSIT-DMS with feedback
is composed of all achievable secrecy rate pairs (R1, R2) defined in (2.4). In addition, note that
the model of GMAC-WT-NCSIT-DMS is defined almost in the same fashion as GMAC-WT-
NCSIT-DMS with feedback, except that the channel input X1,i is only a (stochastic) function of
W1 and SN , and X2,i is only a (stochastic) function of W1, W2 and SN . The secrecy capacity
region of GMAC-WT-NCSIT-DMS is denoted with Cs,gmac−ncsit−dms.
III. THE GMAC-WT WITH NOISELESS FEEDBACK
In this section, first, we review Ozarow’s SK type feedback scheme for the GMAC with
feedback [12]. Next, we show that Ozarow’s scheme by itself achieves the secrecy capacity
region Cfs,gmac of the GMAC-WT with feedback, and hence Cfs,gmac equals the capacity region
Cfgmac of the GMAC with feedback. The capacity results given in this section indicate that
Ozarow’s feedback scheme, which is not designed with the consideration of secrecy, already
achieves secrecy by itself. Then, in order to show the benefits of channel feedback, we derive
an outer bound on the secrecy capacity region Cs,gmac of GMAC-WT 4 and then show that the
feedback capacity region is larger than the proposed outer bound. Finally, the capacity results
given in this section are further explained via a numerical example.
A. Preliminary: Capacity result on the GMAC with noiseless feedback
For the GMAC with feedback (see Figure 7), at each time i (i ∈ {1, 2, ..., N}), the channel
inputs and outputs are given by (2.6), where X1,i, X2,i, η1,i and Yi are defined in the same
fashion as those in Section II-A. The message Wj (j = 1, 2) is uniformly distributed in Wj =
{1, 2, ..., |Wj|}, and the channel input Xj,i (j = 1, 2) is a function of the message Wj and the
feedback Y i−1. Receiver’s decoding function and average decoding error probability are defined
in the same fashion as those in Section II-A. The capacity region of the GMAC with feedback
is composed of all achievable rate pairs defined in (2.7), and it is denoted by Cfgmac.
4In fact, the capacity region Cgmac of GMAC can be served as a trivial outer bound on Cs,gmac. In this paper, we provide a
new outer bound on Cs,gmac, and show that this new bound is tighter than the trivial outer bound Cgmac.
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Fig. 7: The GMAC with noiseless feedback.
Note that Cfgmac was determined in [12], and it is given by
Cfgmac =
⋃
0≤ρ≤1
{
(R1 ≥ 0, R2 ≥ 0) : R1 ≤ 1
2
log
(
1 +
P1(1− ρ2)
σ21
)
,
R2 ≤ 1
2
log
(
1 +
P2(1− ρ2)
σ21
)
,
R1 +R2 ≤ 1
2
log
(
1 +
P1 + P2 + 2
√
P1P2ρ
σ21
)}
. (3.1)
The capacity achieving scheme is described below.
Since Wj (j = 1, 2) takes the values inWj = {1, 2, ..., 2NRj}, we divide the interval [−0.5, 0.5]
into 2NRj equally spaced sub-intervals, and the center of each sub-interval is mapped to a message
value in Wj . Let θj be the center of the sub-interval w.r.t. the message Wj (here note that for
sufficiently large N , the variance of θj approximately equals 112 ). At time 1, Transmitter 2 sends
no signal and Transmitter 1 sends
X1,1 =
√
12P1θ1. (3.2)
The receiver obtains Y1 = X1,1 + η1,1, and gets an estimation of θ1 by computing
θˆ1,1 =
Y1√
12P1
= θ1 +
η1,1√
12P1
= θ1 + 1,1, (3.3)
where 1,1 = θˆ1,1 − θ1 = η1,1√12P1 . Let α1,1 , V ar(1,1) =
σ21
12P1
.
At time 2, Transmitter 1 sends no signal and Transmitter 2 sends
X2,2 =
√
12P2θ2. (3.4)
Similarly, the receiver gets an estimation of θ2 by computing
θˆ2,2 =
Y2√
12P2
= θ2 +
η1,2√
12P2
= θ2 + 2,2, (3.5)
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where 2,2 = θˆ2,2 − θ2 = η1,2√12P2 . Let α2,2 , V ar(2,2) =
σ21
12P2
. The receiver sets θˆ1,2 = θˆ1,1, so
that 1,2 = 1,1 and α1,2 = α1,1.
At time 3 ≤ k ≤ N , the receiver obtains Yk = X1,k + X2,k + η1,k, and gets an estimation of
θj,k (j = 1, 2) by computing
θˆj,k = θˆj,k−1 − E[Ykj,k−1]
E[Y 2k ]
Yk, (3.6)
where j,k−1 = θˆj,k−1 − θj . (3.6) yields that
j,k = j,k−1 − E[Ykj,k−1]
E[Y 2k ]
Yk. (3.7)
Meanwhile, for time 3 ≤ k ≤ N , Transmitter 1 sends
X1,k =
√
P1
α1,k−1
1,k−1, (3.8)
and Transmitter 2 sends
X2,k =
√
P2
α2,k−1
2,k−1 · sign(ρk−1), (3.9)
where αj,k−1 , V ar(j,k−1),
ρk−1 ,
E[1,k−12,k−1]√
α1,k−1α2,k−1
, (3.10)
sign(ρk−1) =
 1, ρk−1 ≥ 0,−1, ρk−1 < 0. (3.11)
In [12], it has been shown that the decoding error of the above coding scheme is arbitrarily
small if
R1 <
1
2
log(1 +
P1(1− ρ∗2)
σ21
),
R2 <
1
2
log(1 +
P2(1− ρ∗2)
σ21
), (3.12)
where ρ∗ ∈ (0, 1) is the solution to
σ21(σ
2
1 + P1 + P2 + 2
√
P1P2ρ) = (σ
2
1 + P1(1− ρ2))(σ21 + P2(1− ρ2)). (3.13)
Finally, using time sharing and time wasting, [12] proved that all rate pairs (R1, R2) in Cfgmac
(see (3.1)) are achievable.
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B. Capacity result on the GMAC-WT with noiseless feedback
The model of the GMAC-WT with feedback is formulated in Section II-A. The following
Theorem 1 establishes that the secrecy constraint does not reduce the capacity of GMAC with
feedback.
Theorem 1: Cfs,gmac = Cfgmac, where Cfs,gmac is the secrecy capacity region of the GMAC-WT
with feedback, and Cfgmac is given in (3.1).
Proof: First, note that Cfs,gmac cannot exceed the capacity region of the same model without
secrecy constraint, i.e., Cfs,gmac ⊆ Cfgmac. Then, it remains to show that any rate pair (R1, R2) ∈
Cfgmac is achievable with the secrecy constraint in (2.4). In fact, we show below that the SK type
feedback coding scheme achieving Cfgmac naturally satisfies the secrecy constraint in (2.4).
From Section III-A, we can calculate that
ρ1 = 0, ρ2 = 0,
ρk =
ρk−1σ21 − sign(ρk−1)
√
P1P2(1− ρ2k−1)√
(P1(1− ρ2k−1) + σ21)(P2(1− ρ2k−1) + σ21)
, (3.14)
α1,2 = α1,1 =
σ21
12P1
, α2,2 =
σ21
12P2
,
α1,k = α1,k−1
P2(1− ρ2k−1) + σ21
P1 + P2 + 2
√
P1P2|ρk−1|+ σ21
,
α2,k = α2,k−1
P1(1− ρ2k−1) + σ21
P1 + P2 + 2
√
P1P2|ρk−1|+ σ21
. (3.15)
where 3 ≤ k ≤ N . From (3.14) and (3.15), we can conclude that for 1 ≤ k ≤ N , ρk and αj,k
(j = 1, 2) are independent of the transmitted messages. Then, following from Section III-A, we
can conclude that at time i (1 ≤ i ≤ N ), the transmitted codewords Xj,i (j = 1, 2) can be
expressed as
X1,1 =
√
12P1θ1, X2,1 = X1,2 = ∅, X2,2 =
√
12P2θ2,
X1,3 =
√
P1
σ21
η1,1, X2,3 =
√
P2
σ21
η1,2,
X1,4 =
P1
σ1
√
P2 + σ21 ·
√
P1 + P2 + σ21
(
P2 + σ
2
1√
P1
η1,1 −
√
P2η1,2 − ση1,3),
X2,4 = − P2
σ1
√
P1 + σ21 ·
√
P1 + P2 + σ21
(
P1 + σ
2
1√
P2
η1,2 −
√
P1η1,1 − ση1,3),
...
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X1,N =
√
P1(P1 + P2 + 2
√
P1P2|ρN−2|+ σ21)
α1,N−2(P2(1− ρ2N−2) + σ21)
·(
1,N−2 −
√
α1,N−2(
√
P1 +
√
P2|ρN−2|)
P1 + P2 + 2
√
P1P2|ρN−2|+ σ21
(X1,N−1 +X2,N−1 + η1,N−1)
)
,
X2,N =
√
P2(P1 + P2 + 2
√
P1P2|ρN−2|+ σ21)
α2,N−2(P1(1− ρ2N−2) + σ21)
·(
2,N−2 −
√
α2,N−2(
√
P2 +
√
P1|ρN−2|)sign(ρN−2)
P1 + P2 + 2
√
P1P2|ρN−2|+ σ21
· (X1,N−1 +X2,N−1 + η1,N−1)
)
,
(3.16)
where j,N−2 (j = 1, 2) is also independent of the transmitted messages. From (3.16) and the
fact that ρk, j,k and αj,k (j = 1, 2 and 1 ≤ k ≤ N ) are independent of the transmitted messages
(see (3.14) and (3.15)), we can conclude that for 3 ≤ k ≤ N , Xj,k is a function of η1,1,...,η1,k−1,
and it is independent of the transmitted messages. For convenience, define
Xj,k = fj,k(η1,1, ..., η1,k−1), (3.17)
where j = 1, 2 and 3 ≤ k ≤ N . By using (3.16) and (3.17), the equivocation rate 1
N
H(W1,W2|ZN)
of any achievable rate pair in Cfgmac can be bounded by
1
N
H(W1,W2|ZN) = 1
N
H(θ1, θ2|ZN)
≥ 1
N
H(θ1, θ2|ZN , η1,1, ..., η1,N , η2,3, ..., η2,N)
(a)
=
1
N
H(θ1, θ2|
√
12P1θ1 + η1,1 + η2,1,
√
12P2θ2 + η1,2 + η2,2,
√
P1
σ21
η1,1 +
√
P2
σ21
η1,2 + η1,3 + η2,3, ...,
f1,N(η1,1, ..., η1,N−1) + f2,N(η1,1, ..., η1,N−1) + η1,N + η2,N , η1,1, ..., η1,N , η2,3, ..., η2,N)
=
1
N
H(θ1, θ2|
√
12P1θ1 + η2,1,
√
12P2θ2 + η2,2, η1,1, ..., η1,N , η2,3, ..., η2,N)
(b)
=
1
N
H(θ1, θ2|
√
12P1θ1 + η2,1,
√
12P2θ2 + η2,2)
=
1
N
(H(θ1, θ2)− h(
√
12P1θ1 + η2,1,
√
12P2θ2 + η2,2) + h(η2,1, η2,2|θ1, θ2))
(c)
=
1
N
(H(θ1, θ2)− h(
√
12P1θ1 + η2,1)− h(
√
12P2θ2 + η2,2) + h(η2,1) + h(η2,2))
(d)
≥ R1 +R2 − ( 1
2N
log(1 +
P1
σ22
) +
1
2N
log(1 +
P2
σ22
)), (3.18)
where (a) follows from (2.1) and (3.16), (b) follows from the fact that θ1, θ2, η2,1 and η2,2 are
independent of η1,1, ..., η1,N , η2,3, ..., η2,N , (c) follows from the fact that θ1, θ2, η2,1 and η2,2 are
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independent of each other, and (d) follows because H(θj) = NRj (j = 1, 2), the variance of θj
equals 1
12
as N tends to infinity, and θj is independent of η2,j . Choosing sufficiently large N ,
the secrecy constraint in (2.4) is proved, which completes the proof.
For comparison, the following Theorem 2 establishes an outer bound on the secrecy capacity
region Cs,gmac of GMAC-WT.
Theorem 2: Cs,gmac ⊆ Couts,gmac, where Couts,gmac is given by
Couts,gmac =
⋃
0≤α1,α2,β≤1
{(R1 ≥ 0, R2 ≥ 0) :
R1 ≤ 1
2
log
(
1 +
α1P1
σ21
)
− 1
2
log
(
σ21 + σ
2
2 + max{α1P1, α2P2}+ β(P1 + P2 −max{α1P1, α2P2})
σ21 + σ
2
2 + α2P2
)
,
R2 ≤ 1
2
log
(
1 +
α2P2
σ21
)
− 1
2
log
(
σ21 + σ
2
2 + max{α1P1, α2P2}+ β(P1 + P2 −max{α1P1, α2P2})
σ21 + σ
2
2 + α1P1
)
,
R1 +R2 ≤ 1
2
log
(
1 +
P1 + P2
σ21
)
− 1
2
log
(
1 +
P1 + P2
σ21 + σ
2
2
)}
. (3.19)
Proof: See Appendix A.
Remark 1:
The secrecy capacity region Cs,gmac of the GMAC-WT remains unknown. An inner bound
on Cs,gmac was given in [22], and a n-letter characterization of Cs,gmac was provided in [29]
which is not computable. The outer bound Couts,gmac given in Theorem 2 can be viewed as a new
contribution to the study of GMAC-WT. Here note that the capacity region Cgmac of the GMAC
is given by
Cgmac =
{
(R1 ≥ 0, R2 ≥ 0) : R1 ≤ 1
2
log
(
1 +
P1
σ21
)
,
R2 ≤ 1
2
log
(
1 +
P2
σ21
)
,
R1 +R2 ≤ 1
2
log
(
1 +
P1 + P2
σ21
)}
, (3.20)
and it can be viewed as a trivial outer bound on Cs,gmac. Comparing Cgmac with Couts,gmac, we
observe that Couts,gmac is outer bounded by Cgmac, i.e., the outer bound Couts,gmac is tighter than
Cgmac.
The following Figure 8 plots Cfs,gmac, Couts,gmac and Cgmac for P1 = 1, P2 = 1.2, σ2 = 0.1 and
σ22 = 3. It can be seen that feedback enhances the secrecy capacity region of GMAC-WT, and
the new outer bound Couts,gmac is tighter than the trivial outer bound Cgmac.
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Fig. 8: Capacity results on GMAC, GMAC-WT and GMAC-WT with feedback.
IV. THE GMAC-WT-NCSIT WITH NOISELESS FEEDBACK
In this section, first, we review Rosenzweig’s SK type feedback scheme for the GMAC-NCSIT
with feedback [25]. Next, we show that Rosenzweig’s scheme by itself achieves the secrecy
capacity region Cfs,gmac−ncsit of the GMAC-WT-NCSIT with feedback, and hence Cfs,gmac−ncsit
equals the capacity region Cfgmac−ncsit of the GMAC-NCSIT with feedback. The capacity results
given in this section indicate that Rosenzweig’s feedback scheme, which is not designed with
consideration of secrecy, already achieves secrecy by itself. Finally, the capacity results given in
this section are further explained via a numerical example.
A. Preliminary: Capacity result on the GMAC-NCSIT with noiseless feedback
For the GMAC-NCSIT with feedback (see Figure 9), at each time i (i ∈ {1, 2, ..., N}), the
channel input-output relationships are given by (2.5), where X1,i, X2,i, Si, η1,i and Yi are defined
in the same fashion as those in Section II-B. The message Wj (j = 1, 2) is uniformly distributed
in Wj = {1, 2, ..., |Wj|}, and the channel input Xj,i (j = 1, 2) is a function of the message
Wj , the state interference SN and the feedback Y i−1. Receiver’s decoding function and average
decoding error probability are defined in the same fashion as those in Section II-B. The capacity
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Fig. 9: The GMAC-NCSIT with noiseless feedback.
region of the GMAC-NCSIT with feedback is composed of all achievable rate pairs defined in
2.7, and it is denoted by Cfgmac−ncsit.
Note that Cfgmac−ncsit was determined in [25], and it equals the capacity region Cfgmac (see (3.1))
of GMAC with feedback. The capacity achieving scheme of Cfgmac−ncsit is briefly described below.
Since the state interference SN is available at both encoders in a noncausal manner, at each
time instant, the transmitters can subtract the state interference from the feedback signal, and
use a feedback scheme which is in the same fashion as Ozarow’s feedback scheme [12] for
GMAC. However, the receiver does not know the state interference, which leads to offsets of the
final estimation of the transmitted messages. Hence at the first transmission (time 1), the state
interference SN needs to be introduced into the encoding procedure, which is used to pre-cancel
the offsets of the receiver’s final estimation. The detail of this feedback scheme is given below.
The definition of the symbols are in the same fashion as those in Ozarow’s feedback scheme
[12] (see Section III-A), except that Si is the state interference at time i (1 ≤ i ≤ N ). At time
1, Transmitter 2 sends no signal and Transmitter 1 sends
X1,1 =
√
12P1(θ1 − S1√
12P1
+ A1), (4.1)
where
A1 =
N∑
i=3
β1,iSi, (4.2)
and β1,i will be defined later. The receiver obtains
Y1 = X1,1 + S1 + η1,1 =
√
12P1θ1 +
√
12P1A1 + η1,1, (4.3)
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and gets an estimation of θ1 by computing
θˆ1,1 =
Y1√
12P1
= θ1 + A1 +
η1,1√
12P1
= θ1 + A1 + 1,1, (4.4)
where 1,1 is in the same fashion as that in Section III-A. Let α1,1 , V ar(1,1) = σ
2
1
12P1
.
At time 2, Transmitter 1 sends no signal and Transmitter 2 sends
X2,2 =
√
12P2(θ2 − S2√
12P2
+ A2), (4.5)
where
A2 =
N∑
i=3
β2,iSi, (4.6)
and β2,i will be defined later. Similarly, the receiver gets an estimation of θ2 by computing
θˆ2,2 =
Y2√
12P2
= θ2 + A2 +
η1,2√
12P2
= θ2 + A2 + 2,2, (4.7)
where 2,2 is in the same fashion as that in Section III-A. Let α2,2 , V ar(2,2) = σ
2
1
12P2
. The
receiver sets θˆ1,2 = θˆ1,1, so that 1,2 = 1,1 and α1,2 = α1,1.
At time 3 ≤ k ≤ N , the receiver obtains Yk = X1,k +X2,k +Sk + η1,k, and gets an estimation
of θj,k (j = 1, 2) by computing
θˆj,k = θˆj,k−1 − βj,kYk, (4.8)
where
βj,k =
E[(Yk − Sk)j,k−1]
E[(Yk − Sk)2] . (4.9)
Meanwhile, for time 3 ≤ k ≤ N , Transmitter 1 sends
X1,k =
√
P1
α1,k−1
1,k−1, (4.10)
and transmitter 2 sends
X2,k =
√
P2
α2,k−1
2,k−1 · sign(ρk−1), (4.11)
where αj,k−1 , V ar(j,k−1),
j,k = j,k−1 − βj,k(Yk − Sk), (4.12)
and sign(ρk−1) is defined in the same fashion as that in (3.10) and (3.11).
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It is easy to see that for k ≥ 3, the encoding procedure described above is exactly in the same
fashion as that of Ozarow’s scheme [12] in Section III-A (the term Yk − Sk in (4.9) and (4.12)
indicates that the above encoding procedure is in the same fashion as that of Ozarow’s scheme
in Section III-A which does not consider the state interference SN ), and the only difference
is the use of SN at time 1 and time 2, which causes the transmission power of the first two
time instants to be larger than the average power constraint. However, note that for k ≥ 3, the
transmission power equals the average power constraint, and hence for sufficiently larger N , the
power constraint is preserved.
At time N , the receiver’s final estimation of θ1,N and θ2,N is given by
θˆ1,N = 1,N − 1,1 − A1 + θˆ1,1
= 1,N − 1,1 − A1 + θ1 + A1 + 1,1 = 1,N + θ1, (4.13)
and
θˆ2,N = 2,N − 2,2 − A2 + θˆ2,2
= 2,N − 2,2 − A2 + θ2 + A2 + 2,2 = 2,N + θ2. (4.14)
From (4.13) and (4.14), we observe that the receiver’s final estimation is in the same fashion
as those of Ozarow’s scheme [12] (see Section III-A), which indicates that the decoding error
of the above coding scheme is arbitrarily small if the rate pair (R1, R2) satisfies (3.12). Finally,
applying time sharing and time wasting, all rate pairs (R1, R2) in Cfgmac−ncsit are achievable.
B. Capacity result on the GMAC-WT-NCSIT with noiseless feedback
The model of the GMAC-WT-NCSIT with feedback is formulated in Section II-B. The
following Theorem 3 establishes that the secrecy constraint does not reduce the capacity of
GMAC-NCSIT with feedback.
Theorem 3: Cfs,gmac−ncsit = Cfgmac, where Cfs,gmac−ncsit is the secrecy capacity region of the
GMAC-WT-NCSIT with feedback, and Cfgmac is given in (3.1).
Proof: First, note that Cfs,gmac−ncsit cannot exceed the capacity region of the same model
without secrecy constraint, i.e., Cfs,gmac−ncsit ⊆ Cfgmac−ncsit = Cfgmac. Then, it remains to show
that any rate pair (R1, R2) ∈ Cfgmac−ncsit is achievable with the secrecy constraint in (2.4). In
fact, we show below that the SK type feedback coding scheme achieving Cfgmac−ncsit naturally
satisfies the secrecy constraint in (2.4).
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From Section IV-A, we note that for 1 ≤ i ≤ N and j = 1, 2, ρi, αj,i and j,i are in the
same fashion as those in Section III-A, and hence we can conclude that ρi, αj,i and j,i are
independent of the transmitted messages. In addition, the transmitted codewords Xj,i (j = 1, 2)
for 3 ≤ i ≤ N are in the same fashion as those in Section III-A (see (3.16)), which are functions
of η1,1,...,η1,i−1 and denoted by (3.17). For i = 1, 2, we have
X1,1 =
√
12P1(θ1 − S1√
12P1
+ A1), X2,1 = X1,2 = ∅, X2,2 =
√
12P2(θ2 − S2√
12P2
+ A2),
(4.15)
where A1 and A2 are linear combinations of SN and they are defined in (4.2) and (4.6),
respectively.
Now we show that the equivocation rate 1
N
H(W1,W2|ZN) of any achievable rate pair in
Cfgmac−ncsit can be bounded by
1
N
H(W1,W2|ZN) = 1
N
H(θ1, θ2|ZN)
≥ 1
N
H(θ1, θ2|ZN , η1,1, ..., η1,N , η2,3, ..., η2,N , S1, ..., SN)
(a)
=
1
N
H(θ1, θ2|
√
12P1(θ1 − S1√
12P1
+ A1) + S1 + η1,1 + η2,1,
√
12P2(θ2 − S2√
12P2
+ A2)
+S2 + η1,2 + η2,2, f1,3(η1,1, η1,2) + f2,3(η1,1, η1,2) + S3 + η1,3 + η2,3, ..., f1,N(η1,1, ..., η1,N−1)
+f2,N(η1,1, ..., η1,N−1) + SN + η1,N + η2,N , η1,1, ..., η1,N , η2,3, ..., η2,N , S1, ..., SN)
=
1
N
H(θ1, θ2|
√
12P1θ1 + η2,1,
√
12P2θ2 + η2,2, η1,1, ..., η1,N , η2,3, ..., η2,N , S1, ..., SN)
(b)
=
1
N
H(θ1, θ2|
√
12P1θ1 + η2,1,
√
12P2θ2 + η2,2)
(c)
≥ R1 +R2 − ( 1
2N
log(1 +
P1
σ22
) +
1
2N
log(1 +
P2
σ22
)), (4.16)
where (a) follows from the above definitions and (3.17), (b) follows from the fact that θ1,
θ2, η2,1, η2,2 are independent of η1,1, ..., η1,N , η2,3, ..., η2,N , S1, ..., SN , and (c) follows from the
corresponding steps of (3.18). Choosing sufficiently large N , the secrecy constraint in (2.4) is
proved, which completes the proof.
The following Figure 10 plots Cgmac−ncsit 5, an outer bound on the secrecy capacity re-
gion Cs,gmac−ncsit of GMAC-WT-NCSIT (see [26, Theorem 5]) and the secrecy capacity region
5Note that in [28], it has been pointed out that Cgmac−ncsit equals Cgmac, which indicates that for the GMAC-NCSIT, the
state interference can be pre-cancelled by both the transmitters and the receiver.
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Cfs,gmac−ncsit of GMAC-WT-NCSIT with feedback for P1 = 10, P2 = 3, Q = 5, σ21 = 10 and
σ22 = 20. It can be seen that feedback enhances the secrecy capacity region of GMAC-WT-
NCSIT.
Fig. 10: Capacity results on GMAC-NCSIT, GMAC-WT-NCSIT and GMAC-WT-NCSIT with
feedback.
V. THE GMAC-DMS AND GMAC-WT-DMS WITH NOISELESS FEEDBACK
In this section, first, we review the classical SK feedback scheme for the point-to-point
white Gaussian channel with feedback [13]. Next, we show that feedback does not increase the
capacity region Cgmac−dms of GMAC-DMS, and propose a two-step SK type feedback scheme
that achieves the capacity of GMAC-DMS with feedback. Then, we show that the proposed
feedback scheme also achieves the secrecy capacity region Cfs,gmac−dms of the GMAC-WT-DMS
with feedback, which indicates that the proposed two-step SK type feedback scheme, which is
not designed with the consideration of secrecy, already achieves secrecy by itself. Finally, in
order to show the advantage of channel feedback, an outer bound on the secrecy capacity region
Cs,gmac−dms of GMAC-WT-DMS is provided, and the capacity results given in this section are
further explained via a numerical example.
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Fig. 11: The white Gaussian channel with feedback.
A. Preliminary: SK scheme for the point-to-point white Gaussian channel with feedback
For the white Gaussian channel with feedback (see Figure 11), at each time i (i ∈ {1, 2, ..., N}),
the channel input-output relationship is given by
Yi = Xi + η1,i, (5.1)
where Xi is the channel input subject to average power constraint P , Yi is the channel output
of the receiver, and η1,i ∼ N (0, σ21) is the white Gaussian noise and it is i.i.d. across the time
index i. The message W is uniformly distributed in W = {1, 2, ..., |W|}. The channel input Xi
is a function of the message W and the feedback Y i−1. The receiver generates an estimation
Wˆ = ψ(Y N), where ψ is the receiver’s decoding function, and the average decoding error
probability equals
Pe =
1
|W|
∑
w∈W
Pr{ψ(yN) 6= w|w sent}. (5.2)
The capacity of the white Gaussian channel with feedback is denoted by Cfg , and it equals the
capacity Cg of the white Gaussian channel, which is given by
Cfg = Cg =
1
2
log(1 +
P
σ21
). (5.3)
In [13], it has been shown that SK scheme achieves Cfg , and this classical scheme is briefly
described below.
Since W takes values in W = {1, 2, ..., 2NR}, we divide the interval [−0.5, 0.5] into 2NR
equally spaced sub-intervals, and the center of each sub-interval is mapped to a message value
inW . Let θ be the center of the sub-interval w.r.t. the message W (the variance of θ approximately
equals 1
12
). At time 1, the transmitter sends
X1 =
√
12Pθ. (5.4)
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The receiver obtains Y1 = X1 + η1,1, and gets an estimation of θ by computing
θˆ1 =
Y1√
12P
= θ +
η1,1√
12P
= θ + 1, (5.5)
where 1 = θˆ1 − θ = η1√12P . Let α1 , V ar(1) =
σ21
12P
.
At time 2 ≤ k ≤ N , the receiver obtains Yk = Xk + η1,k, and gets an estimation of θk by
computing
θˆk = θˆk−1 − E[Ykk−1]
E[Y 2k ]
Yk, (5.6)
where k = θˆk − θ, (5.6) yields that
k = k−1 − E[Ykk−1]
E[Y 2k ]
Yk. (5.7)
Meanwhile, for time 2 ≤ k ≤ N , the transmitter sends
Xk =
√
P
αk−1
k−1, (5.8)
where αk−1 , V ar(k−1).
In [13], it has been shown that the decoding error Pe of the above coding scheme is upper
bounded by
Pe ≤ Pr{|N | > 1
2(|W| − 1)} ≤ 2Q(
1
2 · 2NR
1√
αN
), (5.9)
where Q(x) is the tail of the unit Gaussian distribution evaluated at x, and
αN =
σ21
12P
(
σ21
P + σ21
)N−1. (5.10)
From (5.9) and (5.10), we can conclude that if R < 1
2
log(1 + P
σ21
), Pe → 0 as N →∞.
B. A capacity-achieving two-step SK type scheme for the GMAC-DMS with noiseless feedback
The model of the GMAC-DMS with feedback is formulated in Section II-C1. In this subsec-
tion, first, we introduce capacity results on GMAC-DMS with or without feedback. Then, we
propose a two-step SK scheme and show that this scheme achieves the capacity of GMAC-DMS
with feedback.
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1) Capacity results on GMAC-DMS with or without feedback: The following Theorem 4
characterizes the capacity region Cgmac−dms of the GMAC-DMS.
Theorem 4: The capacity region Cgmac−dms of the GMAC-DMS is given by
Cgmac−dms =
⋃
0≤ρ≤1
{
(R1 ≥ 0, R2 ≥ 0) : R2 ≤ 1
2
log
(
1 +
P2(1− ρ2)
σ21
)
,
R1 +R2 ≤ 1
2
log
(
1 +
P1 + P2 + 2
√
P1P2ρ
σ21
)}
. (5.11)
Proof:
Achievability of Cgmac−dms: From [27], the capacity region Cmac−dms of the discrete memoryless
MAC-DMS (DM-MAC-DMS) is given by
Cmac−dms = {(R1, R2) : R2 ≤ I(X2;Y |X1), R1 +R2 ≤ I(X1, X2;Y )} (5.12)
for some joint distribution PX1X2(x1, x2). Then, substituting X1 ∼ N (0, P1) and X2 ∼ N (0, P2)
and (2.6) into (5.12), defining ρ = E[X1X2]√
P1P2
, and following the idea of the encoding-decoding
scheme of [27], the achievability of Cgmac−dms is proved.
Converse of Cgmac−dms: the converse proof of Cgmac−dms follows the idea of the converse part
in GMAC with feedback [12, pp. 627-628] (see the converse proof of the bounds on R2 and
R1 +R2), and hence we omit the details here. The proof of Theorem 4 is completed.
The following Theorem 5 determines the capacity region Cfgmac−dms of the GMAC-DMS with
feedback, which indicates that feedback does not increase the capacity of the GMAC-DMS, see
the followings.
Theorem 5: Cfgmac−dms = Cgmac−dms, where Cgmac−dms is given in (5.11).
Proof: Cfgmac−dms ⊆ Cgmac−dms directly follows from the converse proof of the bounds on
R2 and R1 +R2 in Cfgmac [12, pp. 627-628], and hence we omit the converse proof here. On the
other hand, note that Cgmac−dms ⊆ Cfgmac−dms since non-feedback model is a special case of the
feedback model, and the proof of Theorem 5 is completed.
2) A capacity-achieving two-step SK type feedback scheme for the GMAC-DMS with feedback:
Though feedback does not increase the capacity of GMAC-DMS, in this subsubsection, we
propose a two-step SK type feedback scheme that achieves Cfgmac−dms, and in the next subsection,
we will show that this two-step SK type scheme also achieves the secrecy capacity region
Cfs,gmac−dms of the GMAC-WT-DMS with feedback. The two-step SK type feedback scheme is
described below.
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Fig. 12: Feedback coding scheme for GMAC-DMS with feedback.
The main idea of the two-step SK type feedback scheme is briefly illustrated by the following
Figure 12. In Figure 12, the common message W1 is encoded by both transmitters, and the
private message W2 is only available at Transmitter 2. Specifically, Transmitter 1 uses power P1
to encode W1 and the feedback Y N as XN1 . Transmitter 2 uses power (1− ρ2)P2 to encode W2
and Y N as V N , and power ρ2P2 to encode W1 and Y N as UN , where 0 ≤ ρ ≤ 1 and
XN2 = U
N + V N . (5.13)
Here note that since W1 is known by Transmitter 2, the codeword XN1 and U
N can be subtracted
when applying SK scheme to W2, i.e., for the SK scheme of W2, the equivalent channel model
has input V N , output Y ′N = Y N −XN1 − UN , and channel noise ηN1 .
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In addition, since W1 is known by both transmitters and W2 is only available at Transmitter
2, for the SK scheme of W1, the equivalent channel model has inputs XN1 and U
N , output Y N ,
and channel noise ηN1 +V
N , which is non-white Gaussian noise since V N is not i.i.d. generated.
Furthermore, observing that
Yi = X1,i + Ui + Vi + η1,i = X
∗
i + Vi + η1,i, (5.14)
where X∗i = X1,i + Ui, X
∗
i is Gaussian distributed with zero mean and variance P
∗
i ,
P ∗i = P1 + ρ
2P2 + 2
√
P1P2ρρ
′
i ≤ P1 + ρ2P2 + 2
√
P1P2ρ = P
∗, (5.15)
ρ
′
i =
E[X1,iUi]
ρ
√
P1P2
and 0 ≤ ρ′i ≤ 1. Hence for the SK scheme of W1, the input of the equivalent
channel model can be viewed as X∗i . Since X1,i is known by Transmitter 2, let
Ui = ρ
√
P2
P1
X1,i. (5.16)
Then we have ρ′i = 1, which leads to
P ∗i = P
∗ = P1 + ρ2P2 + 2
√
P1P2ρ, (5.17)
and X∗i ∼ N (0, P ∗). The encoding and decoding procedure of Figure 12 is described below.
Since Wj (j = 1, 2) takes values in Wj = {1, 2, ..., 2NRj}, divide the interval [−0.5, 0.5] into
2NRj equally spaced sub-intervals, and the center of each sub-interval is mapped to a message
value in Wj . Let θj be the center of the sub-interval w.r.t. the message Wj (the variance of θj
approximately equals 1
12
).
Encoding: At time 1, Transmitter 1 sends
X1,1 = 0. (5.18)
Transmitter 2 sends
V1 =
√
12(1− ρ2)P2θ2, (5.19)
and
U1 = ρ
√
P2
P1
X1,1 = 0. (5.20)
The receiver obtains Y1 = X1,1 +X2,1 + η1,1 = X1,1 + V1 + U1 + η1,1 = V1 + η1,1, and sends Y1
back to Transmitter 2. Let Y ′1 = Y1 = V1 + η1,1, Transmitter 2 computes
Y
′
1√
12(1− ρ2)P2
= θ2 +
η1,1√
12(1− ρ2)P2
= θ2 + 1. (5.21)
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Let α1 , V ar(1) = σ
2
1
12(1−ρ2)P2 .
At time 2, Transmitter 2 sends
V2 =
√
(1− ρ2)P2
α1
1. (5.22)
On the other hand, at time 2, Transmitters 1 and 2 respectively send X1,2 and U2 = ρ
√
P2
P1
X1,2
such that
X∗2 = U2 +X1,2 =
√
12P ∗θ1. (5.23)
Once receiving the feedback Y2 = X∗2 + V2 + η1,2, both transmitters compute
Y2√
12P ∗
= θ1 +
V2 + η1,2√
12P ∗
= θ1 + 
′
2. (5.24)
and send X1,3 and U3 = ρ
√
P2
P1
X1,3 such that
X∗3 = U3 +X1,3 =
√
P ∗
α
′
2

′
2, (5.25)
where α′2 , V ar(
′
2). In addition, subtracting X1,2 and U2 from Y2 and let Y
′
2 = Y2−X1,2−U2 =
V2 + η1,2, Transmitter 2 computes
2 = 1 − E[Y
′
2 1]
E[(Y
′
2 )
2]
Y
′
2 . (5.26)
and sends
V3 =
√
(1− ρ2)P2
α2
2, (5.27)
where α2 , V ar(2).
At time 4 ≤ k ≤ N , once receiving Yk−1 = X1,k−1 + Uk−1 + Vk−1 + η1,k−1, Transmitter 2
computes
k−1 = k−2 −
E[Y
′
k−1k−2]
E[(Y
′
k−1)2]
Y
′
k−1, (5.28)
where
Y
′
k−1 = Yk−1 −X1,k−1 − Uk−1, (5.29)
and sends
Vk =
√
(1− ρ2)P2
αk−1
k−1, (5.30)
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where αk−1 , V ar(k−1). In the meanwhile, Transmitters 1 and 2 respectively send X1,k and
Uk = ρ
√
P2
P1
X1,k such that
X∗k = Uk +X1,k =
√
P ∗
α
′
k−1

′
k−1, (5.31)
where

′
k−1 = 
′
k−2 −
E[Yk−1
′
k−2]
E[(Yk−1)2]
Yk−1, (5.32)
and α′k−1 , V ar(
′
k−1).
Decoding:
The receiver uses a two-step decoding scheme. First, from (5.6), we observe that at time k
(3 ≤ k ≤ N ), the receiver’s estimation θˆ1,k of θ1 is given by
θˆ1,k = θˆ1,k−1 −
E[Yk
′
k−1]
E[(Yk)2]
Yk, (5.33)
where ′k−1 = θˆ1,k−1 − θ1 and it is computed by (5.32), and
θˆ1,2 =
Y2√
12P ∗
= θ1 +
V2 + η1,2√
12P ∗
= θ1 + 
′
2. (5.34)
The following lemma 1 shows that the decoding error probability of θ1 can be arbitrarily small
if R1 < 12 log(1 +
P1+ρ2P2+2
√
P1P2ρ
(1−ρ2)P2+σ21 ) is satisfied.
Lemma 1: For the two-step SK type feedback scheme described above, let Pe1 be the decoding
error probability of W1 (θ1). If R1 < 12 log(1 +
P1+ρ2P2+2
√
P1P2ρ
(1−ρ2)P2+σ21 ), Pe1 tends to 0 as N →∞.
Proof: See Appendix B.
Second, after decoding W1 and the corresponding codewords X1,k and Uk for all 1 ≤ k ≤ N ,
the receiver subtracts X1,k and Uk from Yk, and obtains Y
′
k = Vk + η1,k. At time k (1 ≤ k ≤ N ),
the receiver’s estimation θˆ2,k of θ2 is given by
θˆ2,k = θˆ2,k−1 − E[Y
′
kk−1]
E[(Y
′
k )
2]
Y
′
k , (5.35)
where k−1 = θˆ2,k−1 − θ2 and it is computed by (5.28), and
θˆ2,1 =
Y
′
1√
12(1− ρ2)P2
= θ2 +
η1,1√
12(1− ρ2)P2
= θ2 + 1. (5.36)
The decoding error probability Pe of the receiver is upper bounded by
Pe ≤ Pe1 + Pe2, (5.37)
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where Pej (j = 1, 2) is the receiver’s decoding error probability of Wj . From the classical SK
scheme [13] (also introduced in Section V-A), we know that the decoding error probability Pe2
of W2 tends to 0 as N →∞ if R2 < 12 log(1 + (1−ρ
2)P2
σ21
), and hence we omit the derivation here.
Now we have shown that if R1 < 12 log(1 +
P1+ρ2P2+2
√
P1P2ρ
(1−ρ2)P2+σ21 ) and R2 <
1
2
log(1 + (1−ρ
2)P2
σ21
),
the decoding error probability Pe of the receiver tends to 0 as N →∞. In other words, the rate
pair (R1 = 12 log(1+
P1+ρ2P2+2
√
P1P2ρ
(1−ρ2)P2+σ21 ), R2 =
1
2
log(1+ (1−ρ
2)P2
σ21
)) is achievable for all 0 ≤ ρ ≤ 1,
which indicates that all rate pairs (R1, R2) in Cfgmac−dms are achievable. Hence this two-step SK
type feedback scheme achieves the capacity region Cfgmac−dms of GMAC-DMS with noiseless
feedback.
Remark 2:
• In the above two-step SK type feedback scheme, replacing the SK scheme for W2 by a
classic random coding scheme for the point-to-point Gaussian channel, the capacity region
Cfgmac−dms of GMAC-DMS with noiseless feedback can also be achieved. However, as we
have shown in the previous sections, for the models in the presence of wiretapper, only SK
type schemes can achieve perfect weak secrecy, and this is the reason why we propose this
two-step SK type scheme for GMAC-DMS with feedback.
• Note that Ozarow’s SK type scheme [12] (see Section III-A) cannot achieve Cfgmac−dms, and
in fact, it only achieves Cfgmac−dms for 0 ≤ ρ ≤ ρ∗, where ρ∗ is the solution in (0, 1) of
(3.13).
C. Capacity result on the GMAC-WT-DMS with noiseless feedback
The model of the GMAC-WT-DMS with feedback is formulated in Section II-C2. The follow-
ing Theorem 6 establishes that the secrecy constraint does not reduce the capacity of GMAC-
DMS with feedback.
Theorem 6: Cfs,gmac−dms = Cfgmac−dms, where Cfs,gmac−dms is the secrecy capacity region of the
GMAC-WT-DMS with feedback, and Cfgmac−dms is given in Theorem 5.
Proof: Since Cfs,gmac−dms ⊆ Cfgmac−dms, we only need to show that any achievable rate pair
(R1, R2) in Cfgmac−dms satisfies the secrecy constraint in (2.4).
In the preceding subsection, we introduce a two-step SK scheme for the GMAC-DMS with
feedback, and show that this scheme achieves Cfgmac−dms. In this new scheme, the transmitted
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codewords X1,i, Ui and Vi at time i (1 ≤ i ≤ N ) can be expressed as
X1,1 = 0, U1 = 0, V1 =
√
12(1− ρ2)P2θ2,
X1,2 =
√
12P ∗θ1
ρ
√
P2
P1
+ 1
, U2 = ρ
√
P2
P1
X1,2, V2 =
√
(1− ρ2)P2
σ21
η1,1,
X1,3 =
√
P ∗P2(1− ρ2)
σ1r(ρ
√
P2
P1
+ 1)
η1,1 +
√
P ∗
r(ρ
√
P2
P1
+ 1)
η1,2, U3 = ρ
√
P2
P1
X1,3,
V3 =
√
(1− ρ2)P2
r
η1,1 − (1− ρ
2)P2
rσ1
η1,2,
...
X1,N =
1
ρ
√
P2
P1
+ 1
√
P ∗
α
′
N−1
(
′
N−2
r2
P ∗ + r2
− (η1,N−1 +
√
αN−3
αN−2
σ21
r2
VN−2
−
√
αN−3
αN−2
(1− ρ2)P2
r2
η1,N−2) ·
√
P ∗ · α′N−2
P ∗ + r2
), UN = ρ
√
P2
P1
X1,N ,
VN =
√
αN−2
αN−1
σ21
r2
VN−1 −
√
αN−2
αN−1
(1− ρ2)P2
r2
η1,N−1,
(5.38)
where r is defined in (A36) and P ∗ is defined in (5.17).
From (5.38), we can conclude that for 3 ≤ i ≤ N , θ1 and θ2 are not contained in the
transmitted X1,i, Ui and Vi. Hence following the steps in (3.18) and choosing sufficiently large
N , we can prove that 1
N
H(W1,W2|ZN) ≥ R1 +R2 − , which completes the proof.
For comparison, the following Theorem 7 establishes an outer bound on the secrecy capacity
region Cs,gmac−dms of GMAC-WT.
Theorem 7: Cs,gmac−dms ⊆ Couts,gmac−dms, where Couts,gmac−dms is given by
Couts,gmac−dms =
⋃
−1≤ρ≤1
{(R1 ≥ 0, R2 ≥ 0) :
R2 ≤ 1
2
log
(
1 +
(1− ρ2)P2
σ21
)
,
R1 +R2 ≤ 1
2
log
(
1 +
P1 + P2 + 2
√
P1P2ρ
σ21
)
− 1
2
log
(
1 +
P1 + P2 + 2
√
P1P2ρ
σ21 + σ
2
2
)}
.
(5.39)
Proof: See Appendix C.
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Remark 3: Similar to the GMAC-WT, the secrecy capacity region Cs,gmac−dms of the GMAC-
WT-DMS remains unknown, and the outer bound Couts,gmac−dms is tighter than the trivial outer
bound Cgmac−dms given in (5.11), which can be viewed as a new contribution to the study of
GMAC-WT-DMS.
The following Figure 13 plots Cgmac−dms, Cfgmac−dms, Couts,gmac−dms and the secrecy capacity
region Cfs,gmac−dms for P1 = 1, P2 = 1.5, σ21 = 0.1 and σ22 = 1.2. It can be seen that feedback
enhances the secrecy capacity region of GMAC-WT-DMS.
Fig. 13: Capacity results on GMAC-DMS and GMAC-WT-DMS with or without feedback.
VI. THE GMAC-NCSIT-DMS AND GMAC-WT-NCSIT-DMS WITH NOISELESS FEEDBACK
In this section, first, we show that feedback does not increase the capacity region Cgmac−ncsit−dms
of GMAC-NCSIT-DMS, and propose a hybrid feedback scheme which combines the capacity-
achieving feedback scheme of GMAC-NCSIT [25]) (see Section IV-A) and the two-step SK type
feedback scheme of GMAC-DMS (see Section V-B). Then, we show that the proposed hybrid
feedback scheme also achieves the secrecy capacity region Cfs,gmac−ncsit−dms of the GMAC-
WT-NCSIT-DMS with feedback, which indicates that the proposed feedback scheme, which is
not designed with the consideration of secrecy, already achieves secrecy by itself. Finally, in
order to show the benefits of channel feedback, an outer bound on the secrecy capacity region
35
Cs,gmac−ncsit−dms of GMAC-WT-NCSIT-DMS is provided, and the capacity results given in this
section are further explained via a numerical example.
A. A capacity-achieving SK type scheme for the GMAC-NCSIT-DMS with noiseless feedback
The model of the GMAC-NCSIT-DMS with feedback is formulated in Section II-D1. In this
subsection, first, we introduce capacity results on GMAC-NCSIT-DMS with or without feedback.
Then, we propose a hybrid feedback scheme and show that this scheme achieves the capacity
of GMAC-NCSIT-DMS with feedback.
1) Capacity results on the GMAC-NCSIT-DMS with or without noiseless feedback: The
following Theorem 8 characterizes the capacity region Cgmac−ncsit−dms of the GMAC-NCSIT-
DMS.
Theorem 8: The capacity region Cgmac−ncsit−dms of the GMAC-NCSIT-DMS is given by
Cgmac−ncsit−dms = Cgmac−dms =
⋃
0≤ρ≤1
{
(R1, R2) : R2 ≤ 1
2
log
(
1 +
P2(1− ρ2)
σ21
)
,
R1 +R2 ≤ 1
2
log
(
1 +
P1 + P2 + 2
√
P1P2ρ
σ21
)}
. (6.1)
Proof: In [28], it has been pointed out that Cgmac−ncsit−dms equals Cgmac−dms, which indi-
cates that for the GMAC-NCSIT-DMS, the state interference can be pre-cancelled by both the
transmitters and the receiver.
The following Theorem 9 determines the capacity region Cfgmac−ncsit−dms of the GMAC-
NCSIT-DMS with feedback, which indicates that feedback does not increase the capacity of
the GMAC-NCSIT-DMS, see the followings.
Theorem 9: Cfgmac−ncsit−dms = Cgmac−ncsit−dms = Cgmac−dms, where Cgmac−ncsit−dms is given
in (6.1).
Proof: Note that Cfgmac−ncsit−dms ⊆ Cfgmac−dms = Cgmac−dms = Cgmac−ncsit−dms directly
follows from the converse proof of the bounds on R2 and R1 +R2 in Cfgmac [12, pp. 627-628],
and hence we omit the converse proof here. On the other hand, note that Cgmac−ncsit−dms ⊆
Cfgmac−ncsit−dms since non-feedback model is a special case of the feedback model, and
Cgmac−ncsit−dms = Cgmac−dms (see (6.1)), and hence the proof of Theorem 9 is completed.
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2) A capacity-achieving SK type scheme for the GMAC-NCSIT-DMS with noiseless feedback:
Though feedback does not increase the capacity of GMAC-NCSIT-DMS, in this subsubsection,
we propose a hybrid feedback scheme that also achieves Cfgmac−ncsit−dms, and in the next subsec-
tion, we will show that this scheme also achieves the secrecy capacity region Cfs,gmac−ncsit−dms
of the GMAC-WT-NCSIT-DMS with feedback. The hybrid feedback scheme is given below.
In Section IV-A, we have shown that for the GMAC-NCSIT with feedback, the state interfer-
ence SN is used to pre-cancel the offsets of the receiver’s final estimation, and it is only used
at the first and the second transmission (time instants 1 and 2). Applying this usage of SN into
the two-step SK type feedback scheme of GMAC-DMS introduced in Section V-B, a hybrid
feedback scheme of GMAC-NCSIT-DMS is given below.
First, similar to the two-step SK type feedback scheme in Section V-B, Transmitter 1 uses
power P1 to encode W1, SN and the feedback Y N as XN1 . Transmitter 2 uses power (1− ρ2)P2
to encode W2, SN and Y N as V N , and power ρ2P2 to encode W1, SN and Y N as UN , where
0 ≤ ρ ≤ 1. Moreover, let θj be the center of the sub-interval w.r.t. the message Wj (the variance
of θj approximately equals 112 ).
Encoding: At time 1, Transmitter 1 sends
X1,1 = 0. (6.2)
Transmitter 2 sends
V1 =
√
12(1− ρ2)P2(θ2 − S1√
12(1− ρ2)P2
+ A2), (6.3)
and
U1 = ρ
√
P2
P1
X1,1 = 0, (6.4)
where A2 is a linear combination of S1,...,SN , and it will be determined later.
The receiver obtains
Y1 = V1 +X1,1 + U1 + S1 + η1,1 = V1 + S1 + η1,1 =
√
12(1− ρ2)P2θ2 +
√
12(1− ρ2)P2A2 + η1,1,
(6.5)
and gets an estimation θˆ2,1 of θ2 by computing
θˆ2,1 =
Y1√
12(1− ρ2)P2
= θ2 + A2 +
η1,1√
12(1− ρ2)P2
= θ2 + A2 + 1, (6.6)
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where 1 is in the same fashion as that in Section V-B, and define α1 , V ar(1) = σ
2
1
12(1−ρ2)P2 .
Then the receiver sends Y1 back to Transmitter 2. Let Y
′
1 = Y1 = V1 + S1 + η1,1, Transmitter 2
computes
Y
′
1√
12(1− ρ2)P2
= θ2 + A2 +
η1,1√
12(1− ρ2)P2
= θ2 + A2 + 1. (6.7)
Since A2 is known by the transmitters, Transmitter 2 obtains 1 from (6.7).
At time 2, Transmitter 2 sends V2 exactly in the same fashion as that in (5.22), i.e., V2 =√
(1−ρ2)P2
α1
1. On the other hand, at time 2, Transmitters 1 and 2 respectively send X1,2 and
U2 = ρ
√
P2
P1
X1,2 such that
X∗2 = U2 +X1,2 =
√
12P ∗(θ1 − S2√
12P ∗
+ A1), (6.8)
where P ∗ is defined in the same fashion as that in (5.17) and
A1 =
N∑
i=3
β1,iSi, (6.9)
and β1,i will be defined later. The receiver obtains
Y2 = X
∗
2 + V2 + S2 + η1,2 =
√
12P ∗θ1 +
√
12P ∗A1 + V2 + η1,2, (6.10)
and gets an estimation θˆ1,2 of θ1 by computing
θˆ1,2 =
Y2√
12P ∗
= θ1 + A1 +
V2 + η1,2√
12P ∗
= θ1 + A1 + 
′
2, (6.11)
where ′2 is in the same fashion as that in Section V-B, and define α
′
2 , V ar(
′
2). Then the
receiver sends Y2 back to both transmitters.
At time 3, once receiving the feedback Y2 = X∗2 + V2 + S2 + η1,2, both transmitters compute
Y2√
12P ∗
= θ1 + A1 +
V2 + η1,2√
12P ∗
= θ1 + A1 + 
′
2. (6.12)
and send X1,3 and U3 = ρ
√
P2
P1
X1,3 such that
X∗3 = U3 +X1,3 =
√
P ∗
α
′
2

′
2. (6.13)
In addition, subtracting X1,2, U2 and S2 from Y2 and let Y
′
2 = Y2 −X1,2 −U2 − S2 = V2 + η1,2,
Transmitter 2 computes
2 = 1 − E[Y
′
2 1]
E[(Y
′
2 )
2]
Y
′
2 . (6.14)
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and sends
V3 =
√
(1− ρ2)P2
α2
2, (6.15)
where α2 , V ar(2).
At time 4 ≤ k ≤ N , once receiving Yk−1 = X1,k−1 + Uk−1 + Vk−1 + Sk + η1,k−1, Transmitter
2 computes
k−1 = k−2 − β2,k−1Y ′k−1, (6.16)
where
Y
′
k−1 = Yk−1 −X1,k−1 − Uk−1 − Sk−1, (6.17)
β2,k−1 =
E[Y
′
k−1k−2]
E[(Y
′
k−1)2]
, (6.18)
and sends
Vk =
√
(1− ρ2)P2
αk−1
k−1, (6.19)
where αk−1 , V ar(k−1). In the meanwhile, Transmitters 1 and 2 respectively send X1,k and
Uk = ρ
√
P2
P1
X1,k such that
X∗k = Uk +X1,k =
√
P ∗
α
′
k−1

′
k−1, (6.20)
where

′
k−1 = 
′
k−2 − β1,k−1(Yk−1 − Sk−1), (6.21)
β1,k−1 =
E[(Yk−1 − Sk−1)′k−2]
E[(Yk−1 − Sk−1)2] , (6.22)
and α′k−1 , V ar(
′
k−1).
Decoding:
The receiver uses a two-step decoding scheme which is similar to that in Section V-B.
Specifically, first, from (5.6), we observe that at time k (3 ≤ k ≤ N ), the receiver’s estimation
θˆ1,k of θ1 is given by
θˆ1,k = θˆ1,k−1 − β1,kYk, (6.23)
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where β1,k =
E[(Yk−Sk)′k−1]
E[(Yk−Sk)2] . Combining (6.21) with (6.23), we have
θˆ1,k = θˆ1,k−1 + 
′
k − 
′
k−1 − β1,kSk
= θˆ1,2 + 
′
k − 
′
2 −
k∑
j=3
β1,jSj
(a)
= θ1 + A1 + 
′
2 + 
′
k − 
′
2 −
k∑
j=3
β1,jSj
= θ1 + 
′
k + A1 −
k∑
j=3
β1,jSj, (6.24)
where (a) follows from (6.11). From (6.24), we can conclude that for k = N ,
θˆ1,N = θ1 + 
′
N + A1 −
N∑
j=3
β1,jSj
(b)
= θ1 + 
′
N + A1 − A1 = θ1 + 
′
N , (6.25)
where (b) follows from (6.9). Note that (6.25) indicates that the receiver’s final estimation of
θ1 is in the same fashion as that in Section V-B, and observing that 
′
k (2 ≤ k ≤ N ) is exactly
in the same fashion as those in Section V-B, we can directly apply Lemma 1 to show that the
decoding error probability Pe1 of θ1 tends to 0 as N →∞ if R1 < 12 log(1 + P1+ρ
2P2+2
√
P1P2ρ
(1−ρ2)P2+σ21 )
is satisfied.
Second, after decoding W1 (θ1), the receiver obtains 
′
k + A1 −
∑k
j=3 β1,jSj (3 ≤ k ≤ N )
from (6.24), and obtains ′2 + A1 from (6.11). Furthermore, from (6.20) and the fact that
√
P ∗
α
′
k
is a constant value, we can conclude that for 3 ≤ k ≤ N , the receiver knows√
P ∗
α
′
k
(
′
k + A1 −
k∑
j=3
β1,jSj) = X
∗
k+1 +
√
P ∗
α
′
k
(A1 −
k∑
j=3
β1,jSj). (6.26)
In addition, for k = 2, the receiver knows
X∗3 +
√
P ∗
α
′
2
A1 (6.27)
since X∗3 =
√
P ∗
α
′
2

′
2 and
√
P ∗
α
′
2
is a constant value. Here for k = 2, define
∑k
j=3 β1,jSj = 0. Then
we can conclude that the receiver knows the terms in (6.26) for 2 ≤ k ≤ N .
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Recall that the receiver’s estimation θˆ2,1 of θ2 is given by (6.6). At time 2, since θ1 is obtained
by the receiver, the receiver’s estimation θˆ2,2 of θ2 is given by
θˆ2,2 = θˆ2,1 − β2,2(Y2 −
√
12P ∗θ1)
(c)
= θˆ2,1 + 2 − 1 − β2,2
√
12P ∗A1
(d)
= θ2 + A2 + 1 + 2 − 1 − β2,2
√
12P ∗A1 = θ2 + 2 + A2 − β2,2
√
12P ∗A1, (6.28)
where (c) follows from (6.14), and (d) follows from (6.6). At time k (3 ≤ k ≤ N ), the receiver’s
estimation θˆ2,k of θ2 is given by
θˆ2,k
(e)
= θˆ2,k−1 − β2,k
(
Yk −X∗k −
√
P ∗
α
′
k−1
(A1 −
k−1∑
j=3
β1,jSj)
)
(f)
= θˆ2,k−1 + k − k−1 − β2,kSk + β2,k
√
P ∗
α
′
k−1
(
A1 −
k−1∑
j=3
β1,jSj
)
= θˆ2,2 + k − 2 +
k∑
i=3
(
β2,i
√
P ∗
α
′
i−1
(A1 −
i−1∑
j=3
β1,jSj)− β2,iSi
)
(g)
= θ2 + 2 + A2 − β2,2
√
12P ∗A1 + k − 2 +
k∑
i=3
(
β2,i
√
P ∗
α
′
i−1
(A1 −
i−1∑
j=3
β1,jSj)− β2,iSi
)
= θ2 + k + A2 − β2,2
√
12P ∗A1 +
k∑
i=3
(
β2,i
√
P ∗
α
′
i−1
(A1 −
i−1∑
j=3
β1,jSj)− β2,iSi
)
, (6.29)
where (e) follows from the fact that the term in (6.26) is known by the receiver and hence it
can be subtracted from Yk, (f) follows from (6.16), and (g) follows from (6.28). From (6.29),
we can conclude that for k = N ,
θˆ2,N = θ2 + N + A2 − β2,2
√
12P ∗A1 +
N∑
i=3
(
β2,i
√
P ∗
α
′
i−1
(A1 −
i−1∑
j=3
β1,jSj)− β2,iSi
)
.
(6.30)
Observing that if
A2 = β2,2
√
12P ∗A1 −
N∑
i=3
(
β2,i
√
P ∗
α
′
i−1
(A1 −
i−1∑
j=3
β1,jSj)− β2,iSi
)
, (6.31)
(6.30) can be re-written as
θˆ2,N = θ2 + N , (6.32)
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which indicates that the receiver’s final estimation of θ2 is in the same fashion as that in Section
V-B, and observing that k (1 ≤ k ≤ N ) is exactly in the same fashion as those in Section
V-B, we can directly apply the same argument in Section V-B to show that the decoding error
probability Pe2 of θ2 tends to 0 as N →∞ if R2 < 12 log(1 + (1−ρ
2)P2
σ21
) is satisfied.
Finally, note that the decoding error probability Pe of the receiver is upper bounded by
Pe ≤ Pe1 + Pe2, and from above analysis, we can conclude that the rate pair (R1 = 12 log(1 +
P1+ρ2P2+2
√
P1P2ρ
(1−ρ2)P2+σ21 ), R2 =
1
2
log(1 + (1−ρ
2)P2
σ21
)) is achievable for all 0 ≤ ρ ≤ 1, which indicates
that all rate pairs (R1, R2) in Cfgmac−ncsit−dms are achievable. Hence this modified two-step SK
type feedback scheme achieves the capacity region Cfgmac−ncsit−dms of GMAC-NCSIT-DMS with
noiseless feedback.
B. Capacity result on the GMAC-WT-NCSIT-DMS with noiseless feedback
The model of the GMAC-WT-NCSIT-DMS with feedback is formulated in Section II-D2. The
following Theorem 10 establishes that the secrecy constraint does not reduce the capacity of
GMAC-NCSIT-DMS with feedback.
Theorem 10: Cfs,gmac−ncsit−dms = Cfgmac−ncsit−dms, where Cfs,gmac−ncsit−dms is the secrecy ca-
pacity region of the GMAC-WT-NCSIT-DMS with feedback, and Cfgmac−ncsit−dms is given in
Theorem 9.
Proof: Since Cfs,gmac−ncsit−dms ⊆ Cfgmac−ncsit−dms, we only need to show that any achievable
rate pair (R1, R2) in Cfgmac−ncsit−dms satisfies the secrecy constraint in (2.4).
In the preceding subsection, we introduce a hybrid feedback scheme for the GMAC-NCSIT-
DMS with feedback, and show that this scheme achieves Cfgmac−ncsit−dms. In this new scheme,
the transmitted codewords X1,i, Ui and Vi at time i (1 ≤ i ≤ N ) can be expressed almost in the
same fashion as those in (5.38), except that
V1 =
√
12(1− ρ2)P2(θ2 − S1√
12(1− ρ2)P2
+ A2),
X1,2 =
√
12P ∗(θ1 − S2√12P ∗ + A1)
ρ
√
P2
P1
+ 1
, U2 = ρ
√
P2
P1
X1,2. (6.33)
From (5.38) and (6.33), we can conclude that for 3 ≤ i ≤ N , θ1 and θ2 are not contained in the
transmitted X1,i, Ui and Vi. Hence following the steps in (4.16) and choosing sufficiently large
N , we can prove that 1
N
H(W1,W2|ZN) ≥ R1 +R2 − , which completes the proof.
42
For comparison, the following Theorem 11 establishes an outer bound on the secrecy capacity
region Cs,gmac−ncsit−dms of GMAC-WT-NCSIT-DMS.
Theorem 11: Cs,gmac−ncsit−dms ⊆ Couts,gmac−ncsit−dms, where Couts,gmac−ncsit−dms is given by
Couts,gmac−ncsit−dms =
⋃
−1≤ρ12,ρ1s,ρ2s≤1
{(R1 ≥ 0, R2 ≥ 0) :
R2 ≤ 1
2
log
(
1 +
P2 + σ
2
1 + a
2P1 + b
2Q− 2aρ12
√
P1P2 − 2bρ2s
√
P2Q+ 2abρ1s
√
P1Q
σ21
)
,
R1 +R2 ≤ 1
2
log
(
1 +
P1 + P2 +Q+ 2
√
P1P2ρ12 + 2ρ1s
√
P1Q+ 2ρ2s
√
P2Q
σ21
)
−1
2
log
(
1 +
P1 + P2 +Q+ 2
√
P1P2ρ12 + 2ρ1s
√
P1Q+ 2ρ2s
√
P2Q
σ21 + σ
2
2
)}
,
(6.34)
where
a =
√
P2
P1
ρ12 − ρ1sρ2s
1− ρ21s
, b =
√
P2
Q
ρ2s − ρ12ρ1s
1− ρ21s
. (6.35)
Proof: See Appendix D.
Remark 4: Similar to the GMAC-WT, the secrecy capacity region Cs,gmac−ncsit−dms of the
GMAC-WT-NCSIT-DMS remains unknown, and the outer bound Couts,gmac−ncsit−dms is tighter
than the trivial outer bound Cgmac−ncsit−dms = Cfs,gmac−ncsit−dms given in Theorem 10, which is
a new contribution to the study of GMAC-WT-NCSIT-DMS.
The following Figure 14 plots Couts,gmac−ncsit−dms and the secrecy capacity region Cfs,gmac−ncsit−dms
for P1 = 10, P2 = 3, Q = 5, σ21 = 10 and σ
2
2 = 20. It can be seen that feedback enhances the
secrecy capacity region of GMAC-WT-NCSIT-DMS.
VII. CONCLUSION
In this paper, we show the inherent secrecy nature of the SK-type feedback schemes for
the GMAC models. In other words, these feedback schemes, which are not designed with the
consideration of secrecy, already achieve perfect weak secrecy by themselves. In addition, we
show that feedback may help to enlarge the secrecy capacity regions of the GMAC-WT models
without feedback. One future direction is to explore whether one can identify dualities of some
kind between the GMAC and the Gaussian broadcast models 6 when feedback and secrecy
6The duality of MIMO MAC and MIMO broadcast channel with linear feedback coding schemes was found in [33].
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Fig. 14: Capacity results on GMAC-WT-NCSIT-DMS with or without feedback.
constraint are considered. Another topic is to investigate whether the generalized feedback
approach in [30] can be applied to the GMAC-WT with feedback. Furthermore, the finite
blocklength regime also deserves attention even in the single user wiretap case where a modified
SK scheme motivated by [31] might be useful.
APPENDIX A
PROOF OF THEOREM 2
First, note that if a rate pair (R1, R2) is achievable with perfect weak secrecy, i.e., (2.4) is
satisfied, then 1
N
H(W1|ZN) ≥ R1 −  and 1NH(W2|ZN) ≥ R2 −  are also satisfied, and the
reason is given below.
From (2.4), we know that 1
N
H(W1,W2|ZN) ≥ R1 +R2 − , and it can rewritten as
R1 +R2 − 1
N
H(W1,W2|ZN) ≤ . (A1)
On the other hand, observing that
R1 +R2 − 1
N
H(W1,W2|ZN)
=
1
N
H(W1) +
1
N
H(W2)− 1
N
H(W1,W2|ZN)
(a)
=
1
N
(H(W1) +H(W2|W1)−H(W1|ZN)−H(W2|W1, ZN))
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=
1
N
(I(W1;Z
N) + I(W2;Z
N |W1)) ≥ 1
N
I(W1;Z
N), (A2)
where (a) follows from W1 is independent of W2. Combining (A1) with (A2), we get
 ≥ 1
N
I(W1;Z
N) =
1
N
H(W1)− 1
N
H(W1|ZN) = R1 − 1
N
H(W1|ZN), (A3)
which is equivalent to 1
N
H(W1|ZN) ≥ R1 − . Similarly, we can prove that 1NH(W2|ZN) ≥
R2−. Now it remains to show that all achievable secrecy rate pairs (R1, R2) should be contained
in Couts,gmac, which we prove as follows.
We begin with R1 +R2 − 1NH(W1,W2|ZN) ≤ , which can be bounded by
R1 +R2 −  ≤ 1
N
H(W1,W2|ZN)
=
1
N
(H(W1,W2|ZN)−H(W1,W2|ZN , Y N) +H(W1,W2|ZN , Y N))
(b)
≤ 1
N
(I(W1,W2;Y
N |ZN) + δ())
(c)
≤ 1
N
(I(XN1 , X
N
2 ;Y
N |ZN) + δ())
(d)
=
1
N
(I(XN1 , X
N
2 ;Y
N)− I(XN1 , XN2 ;ZN) + δ())
=
1
N
N∑
i=1
(H(Yi|Y i−1)−H(Yi|X1,i, X2,i)−H(Zi|Zi−1) +H(Zi|X1,i, X2,i)) + δ()
N
(e)
=
1
N
N∑
i=1
(H(Yi|Y i−1, Zi−1)−H(Yi|X1,i, X2,i)−H(Zi|Zi−1) +H(Zi|X1,i, X2,i)) + δ()
N
≤ 1
N
N∑
i=1
(H(Yi|Zi−1)−H(Yi|X1,i, X2,i)−H(Zi|Zi−1) +H(Zi|X1,i, X2,i)) + δ()
N
(f)
≤ 1
N
N∑
i=1
(H(Yi)−H(Yi|X1,i, X2,i)−H(Zi) +H(Zi|X1,i, X2,i)) + δ()
N
=
1
N
N∑
i=1
(I(X1,i, X2,i;Yi)− I(X1,i, X2,i;Zi)) + δ()
N
, (A4)
where (b) follows from Fano’s inequality and Pe ≤ , (c) follows from H(W1,W2|XN1 , XN2 ) = 0,
(d) follows from (XN1 , X
N
2 )→ Y N → ZN , (e) follows from Yi → Y i−1 → Zi−1, and (f) follows
from Zi−1 → Yi → Zi, which indicates that I(Zi;Zi−1) ≤ I(Yi;Zi−1), i.e., H(Yi|Zi−1) −
H(Zi|Zi−1) ≤ H(Yi)−H(Zi).
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Next, note that 1
N
H(W1|ZN) ≥ R1 −  can be bounded by
R1 −  ≤ 1
N
H(W1|ZN) = 1
N
(H(W1|ZN)−H(W1|ZN , Y N) +H(W1|ZN , Y N))
(g)
≤ 1
N
(H(W1|ZN)−H(W1|ZN , Y N) + δ()) = 1
N
(I(W1;Y
N |ZN) + δ())
(h)
≤ 1
N
(I(XN1 ;Y
N |ZN) + δ())
(i)
=
1
N
(H(XN1 |ZN)−H(XN1 |Y N)−H(XN1 ) +H(XN1 |XN2 ) + δ())
≤ 1
N
(H(XN1 |ZN)−H(XN1 |Y N , XN2 )−H(XN1 ) +H(XN1 |XN2 ) + δ())
=
1
N
(I(XN1 ;Y
N |XN2 )− I(XN1 ;ZN) + δ())
=
1
N
N∑
i=1
(H(Yi|Y i−1, XN2 )−H(Yi|X1,i, X2,i)−H(Zi|Zi−1) +H(Zi|Zi−1, XN1 )) +
δ()
N
≤ 1
N
N∑
i=1
(H(Yi|Y i−1, X2,i)−H(Yi|X1,i, X2,i)−H(Zi|Zi−1) +H(Zi|Zi−1, X1,i)) + δ()
N
(j)
=
1
N
N∑
i=1
(H(Yi|Y i−1, X2,i, Zi−1)−H(Yi|X1,i, X2,i, Zi−1)−H(Zi|Zi−1) +H(Zi|Zi−1, X1,i)) + δ()
N
≤ 1
N
N∑
i=1
(H(Yi|X2,i, Zi−1)−H(Yi|X1,i, X2,i, Zi−1)−H(Zi|Zi−1) +H(Zi|Zi−1, X1,i)) + δ()
N
=
1
N
N∑
i=1
(I(X1,i;Yi|X2,i, Zi−1)− I(X1,i;Zi|Zi−1)) + δ()
N
, (A5)
where (g) follows from Fano’s inequality and Pe ≤ , (h) follows from H(W1|XN1 ) = 0,
(i) follows from XN1 → Y N → ZN and XN1 is independent of XN2 , and (j) follows from
Yi → (Y i−1, X2,i)→ Zi−1 and Zi−1 → (X1,i, X2,i)→ Yi.
Analogously, 1
N
H(W2|ZN) ≥ R2 −  can be bounded by
R2 −  ≤ 1
N
N∑
i=1
(I(X2,i;Yi|X1,i, Zi−1)− I(X2,i;Zi|Zi−1)) + δ()
N
. (A6)
To compute the terms in (A4), (A5) and (A6), first, define
E[X21,i] = P1,i, E[X
2
2,i] = P2,i, P1 =
1
N
N∑
i=1
P1,i, P2 =
1
N
N∑
i=1
P2,i. (A7)
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Next, note that
1
N
N∑
i=1
h(Zi|Zi−1, X1,i) ≤ 1
N
N∑
i=1
h(Zi|X1,i) = 1
N
N∑
i=1
h(X1,i +X2,i + η1,i + η2,i|X1,i)
(k)
≤ 1
N
N∑
i=1
h(X2,i + η1,i + η2,i) ≤ 1
N
N∑
i=1
1
2
log 2pie(σ21 + σ
2
2 + P2,i)
(l)
≤ 1
2
log 2pie(σ21 + σ
2
2 +
1
N
N∑
i=1
P2,i)
(m)
=
1
2
log 2pie(σ21 + σ
2
2 + P2), (A8)
and
1
N
N∑
i=1
h(Zi|Zi−1, X1,i) ≥ 1
N
N∑
i=1
h(Zi|Zi−1, X1,i, X2,i)
=
1
N
N∑
i=1
h(X1,i +X2,i + η1,i + η2,i|Zi−1, X1,i, X2,i)
(n)
=
1
N
N∑
i=1
h(η1,i + η2,i) =
1
2
log 2pie(σ21 + σ
2
2), (A9)
where (k) follows from X1,i, X2,i, η1,i and η2,i are independent of each other, and (l) follows
from Jensens inequality, (m) follows from the definition in (A7), and (n) follows from η1,i and
η2,i are independent of X1,i, X2,i and Zi−1. Combining (A8) with (A9), define
1
N
N∑
i=1
h(Zi|Zi−1, X1,i) = 1
2
log 2pie(σ21 + σ
2
2 + α2P2), (A10)
where α2 ∈ [0, 1]. Analogously, define
1
N
N∑
i=1
h(Zi|Zi−1, X2,i) = 1
2
log 2pie(σ21 + σ
2
2 + α1P1), (A11)
where α1 ∈ [0, 1]. Moreover, note that
1
N
N∑
i=1
h(Zi|Zi−1) ≥ max{ 1
N
N∑
i=1
h(Zi|Zi−1, X1,i), 1
N
N∑
i=1
h(Zi|Zi−1, X2,i)}
=
1
2
log 2pie(σ21 + σ
2
2 + max{α1P1, α2P2}), (A12)
and
1
N
N∑
i=1
h(Zi|Zi−1) ≤ 1
N
N∑
i=1
h(Zi)
(o)
≤ 1
N
N∑
i=1
1
2
log 2pie(σ21 + σ
2
2 + P1,i + P2,i)
(p)
≤ 1
2
log 2pie(σ21 + σ
2
2 +
1
N
N∑
i=1
(P1,i + P2,i))
(q)
=
1
2
log 2pie(σ21 + σ
2
2 + P1 + P2), (A13)
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where (o) follows from X1,i, X2,i, η1,i and η2,i are independent of each other, (p) follows from
Jensens inequality, (q) follows from the definition in (A7). Combining (A12) with (A13), define
1
N
N∑
i=1
h(Zi|Zi−1)
=
1
2
log 2pie
(
σ21 + σ
2
2 + max{α1P1, α2P2}+ β(P1 + P2 −max{α1P1, α2P2})
)
,
(A14)
where β ∈ [0, 1].
Using the above terms defined in (A10), (A11) and (A14), we bound (A4), (A5) and (A6),
respectively. First, for (A4), we have
R1 +R2 −  ≤ 1
N
N∑
i=1
(I(X1,i, X2,i;Yi)− I(X1,i, X2,i;Zi)) + δ()
N
=
1
N
N∑
i=1
h(Yi)− 1
N
N∑
i=1
h(Yi|X1,i, X2,i)− 1
N
N∑
i=1
h(Zi) +
1
N
N∑
i=1
h(Zi|X1,i, X2,i) + δ()
N
(r)
=
1
N
N∑
i=1
h(Yi)− 1
N
N∑
i=1
h(η1,i)− 1
N
N∑
i=1
h(Zi) +
1
N
N∑
i=1
h(η1,i + η2,i) +
δ()
N
(s)
≤ 1
N
N∑
i=1
h(Yi)− 1
2
log 2pieσ21 −
1
N
N∑
i=1
1
2
log(22h(Yi) + 22h(η2,i)) +
1
2
log 2pie(σ21 + σ
2
2) +
δ()
N
(t)
≤ 1
N
N∑
i=1
h(Yi)− 1
2
log 2pieσ21 −
1
2
log(22
1
N
∑N
i=1 h(Yi) + 2pieσ22) +
1
2
log 2pie(σ21 + σ
2
2) +
δ()
N
(u)
≤ 1
2
log 2pie(P1 + P2 + σ
2
1)−
1
2
log 2pieσ21 −
1
2
log(2pie(P1 + P2 + σ
2
1 + σ
2
2))
+
1
2
log 2pie(σ21 + σ
2
2) +
δ()
N
=
1
2
log(1 +
P1 + P2
σ21
)− 1
2
log(1 +
P1 + P2
σ21 + σ
2
2
) +
δ()
N
, (A15)
where (r) follows from X1,i, X2,i, η1,i and η2,i are independent of each other, (s) follows from
the entropy power inequality, (t) follows from the fact that log(2x + c) is a convex function
and Jensen’s inequality, and (u) follows from 1
N
∑N
i=1 h(Yi) − 12 log(22
1
N
∑N
i=1 h(Yi) + 2pieσ22) is
increasing while 1
N
∑N
i=1 h(Yi) is increasing and
1
N
N∑
i=1
h(Yi) ≤ 1
N
N∑
i=1
1
2
log 2pie(P1,i + P2,i + σ
2
1)
≤ 1
2
log 2pie(
1
N
N∑
i=1
(P1,i + P2,i) + σ
2
1) =
1
2
log 2pie(P1 + P2 + σ
2
1). (A16)
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Letting → 0, R1 +R2 ≤ 12 log(1 + P1+P2σ21 )−
1
2
log(1 + P1+P2
σ21+σ
2
2
) is proved.
Second, for (A5), we have
R1 −  ≤ 1
N
N∑
i=1
(I(X1,i;Yi|X2,i, Zi−1)− I(X1,i;Zi|Zi−1)) + δ()
N
(v)
=
1
N
N∑
i=1
h(Yi|X2,i, Zi−1)− 1
N
N∑
i=1
h(η1,i)− 1
N
N∑
i=1
h(Zi|Zi−1) + 1
N
N∑
i=1
h(Zi|Zi−1, X1,i) + δ()
N
(w)
≤ 1
2
log 2pie(σ21 + α1P1)−
1
N
N∑
i=1
h(η1,i)− 1
N
N∑
i=1
h(Zi|Zi−1) + 1
N
N∑
i=1
h(Zi|Zi−1, X1,i) + δ()
N
(x)
=
1
2
log 2pie(σ21 + α1P1)−
1
2
log 2pieσ21
−1
2
log 2pie(σ21 + σ
2
2 + max{α1P1, α2P2}+ β(P1 + P2 −max{α1P1, α2P2}))
+
1
2
log 2pie(σ21 + σ
2
2 + α2P2) +
δ()
N
=
1
2
log(1 +
α1P1
σ21
)
−1
2
log(
σ21 + σ
2
2 + max{α1P1, α2P2}+ β(P1 + P2 −max{α1P1, α2P2})
σ21 + σ
2
2 + α2P2
) +
δ()
N
, (A17)
where (v) follows from X1,i, X2,i, η1,i and η2,i are independent of each other, (w) follows from
1
N
∑N
i=1 h(Yi|X2,i, Zi−1) ≤ 12 log 2pie(σ21 +α1P1), and (x) follows from (A10) and (A14). Letting
→ 0,
R1 ≤ 1
2
log(1 +
α1P1
σ21
)− 1
2
log(
σ21 + σ
2
2 + max{α1P1, α2P2}+ β(P1 + P2 −max{α1P1, α2P2})
σ21 + σ
2
2 + α2P2
)
is proved.
Proof of 1
N
∑N
i=1 h(Yi|X2,i, Zi−1) ≤ 12 log 2pie(σ21 + α1P1): Observing that
1
N
N∑
i=1
h(Zi|X2,i, Zi−1)
(y)
≥ 1
N
N∑
i=1
1
2
log(22h(Yi|X2,i,Z
i−1) + 22h(η2,i))
=
1
N
N∑
i=1
1
2
log(22h(Yi|X2,i,Z
i−1) + 2pieσ22)
(z)
≥ 1
2
log(22
1
N
∑N
i=1 h(Yi|X2,i,Zi−1) + 2pieσ22), (A18)
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where (y) follows from entropy power inequality, and (z) follows from log(2x + c) is a convex
function and Jensen’s inequality. Substituting (A11) into (A18), we get
1
N
N∑
i=1
h(Zi|X2,i, Zi−1) = 1
2
log 2pie(σ21 + σ
2
2 + α1P1)
≥ 1
2
log(22
1
N
∑N
i=1 h(Yi|X2,i,Zi−1) + 2pieσ22). (A19)
Rewrite (A19), 1
N
∑N
i=1 h(Yi|X2,i, Zi−1) ≤ 12 log 2pie(σ21 + α1P1) is proved.
Analogous to (A17), we can prove that
R2 ≤ 1
2
log(1 +
α2P2
σ21
)− 1
2
log(
σ21 + σ
2
2 + max{α1P1, α2P2}+ β(P1 + P2 −max{α1P1, α2P2})
σ21 + σ
2
2 + α1P1
),
and the proof of Theorem 2 is completed.
APPENDIX B
PROOF OF LEMMA 1
As described in Section V-B2, for the SK scheme of W1, the equivalent channel model has
input X∗N = XN1 +U
N , output Y N , and channel noise ηN1 + V
N , where ηN1 + V
N is non-white
Gaussian because V N is generated by classical SK scheme. For 2 ≤ k ≤ N , define
η
′
1,k = η1,k + Vk. (A20)
Note that
E[(η
′
1,k)
2] = E[(η1,k + Vk)
2]
(a)
= E[(η1,k)
2] + E[(Vk)
2]
(b)
= σ21 + (1− ρ2)P2, (A21)
where (a) follows from the fact that Vk is independent of η1,k since V1 is a function of θ1 and
Vk (2 ≤ k ≤ N ) is a function of η1,1,...,η1,k−1, and (b) follows from (5.30). Furthermore, from
(5.28) and (5.30), Vk can be re-written as
Vk =
√
(1− ρ2)P2
αk−1
k−1
=
√
(1− ρ2)P2
αk−1
(
k−2 − E[(Vk−1 + η1,k−1)k−2]
E[(Vk−1 + η1,k−1)2]
(Vk−1 + η1,k−1)
)
(c)
=
√
(1− ρ2)P2
αk−1
(
k−2 −
√
(1− ρ2)P2αk−2
(1− ρ2)P2 + σ21
(Vk−1 + η1,k−1)
)
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=
√
(1− ρ2)P2
αk−2
√
αk−2
αk−1
(
k−2 −
√
(1− ρ2)P2αk−2
(1− ρ2)P2 + σ21
(Vk−1 + η1,k−1)
)
(d)
=
√
αk−2
αk−1
Vk−1 −
√
(1− ρ2)P2
αk−1
√
(1− ρ2)P2αk−2
(1− ρ2)P2 + σ21
(Vk−1 + η1,k−1)
=
√
αk−2
αk−1
σ21
(1− ρ2)P2 + σ21
Vk−1 −
√
αk−2
αk−1
(1− ρ2)P2
(1− ρ2)P2 + σ21
η1,k−1, (A22)
where (c) follows from k−2 is independent of η1,k−1, Vk−1 =
√
(1−ρ2)P2
αk−2
k−2 and αk−2 ,
V ar(k−2), and (d) follows from Vk−1 =
√
(1−ρ2)P2
αk−2
k−2. Substituting (A22) into (A20), we
have
η
′
1,k = η1,k + Vk = η1,k +
√
αk−2
αk−1
σ21
(1− ρ2)P2 + σ21
Vk−1 −
√
αk−2
αk−1
(1− ρ2)P2
(1− ρ2)P2 + σ21
η1,k−1
= η1,k +
√
αk−2
αk−1
σ21
(1− ρ2)P2 + σ21
Vk−1 −
√
αk−2
αk−1
(1− ρ2)P2
(1− ρ2)P2 + σ21
η1,k−1
+
√
αk−2
αk−1
σ21
(1− ρ2)P2 + σ21
η1,k−1 −
√
αk−2
αk−1
σ21
(1− ρ2)P2 + σ21
η1,k−1
= η1,k +
√
αk−2
αk−1
σ21
(1− ρ2)P2 + σ21
(Vk−1 + η1,k−1)−
√
αk−2
αk−1
η1,k−1
= η1,k +
√
αk−2
αk−1
σ21
(1− ρ2)P2 + σ21
η
′
1,k−1 −
√
αk−2
αk−1
η1,k−1. (A23)
From classical SK scheme [13], we know that
αk
αk−1
=
σ21
(1− ρ2)P2 + σ21
(A24)
for all 2 ≤ k ≤ N . Substituting (A24) into (A23), we obtain
η
′
1,k =
σ1√
(1− ρ2)P2 + σ21
η
′
1,k−1 + η1,k −
√
(1− ρ2)P2 + σ21
σ21
η1,k−1. (A25)
Here note that (A25) holds for 3 ≤ k ≤ N , and
η
′
1,2 = η1,2 + V2 = η1,2 +
√
(1− ρ2)P2
α1
1 = η1,2 +
η1,1
√
(1− ρ2)P2
σ1
. (A26)
On the other hand, from (5.32), we have
E[Yk−1
′
k−2] = E[(X
∗
k−1 + η
′
1,k−1)
′
k−2]
(e)
= E
[(√
P ∗
α
′
k−2

′
k−2 + η
′
1,k−1
)

′
k−2
]
=
√
P ∗α′k−2 + E[η
′
1,k−1
′
k−2], (A27)
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and
E[Y 2k−1] = E[(X
∗
k−1 + η
′
1,k−1)
2] = E
(√ P ∗
α
′
k−2

′
k−2 + η
′
1,k−1
)2
(f)
= P ∗ + 2
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21, (A28)
where (e) follows from (5.31), and (f) follows from (A21). Substituting (A27) and (A28) into
(5.32), ′k−1 can be re-written as

′
k−1 = 
′
k−2 −
E[Yk−1
′
k−2]
E[Y 2k−1]
Yk−1
= 
′
k−2 −
√
P ∗α′k−2 + E[
′
k−2η
′
1,k−1]
P ∗ + 2
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
(√
P ∗
α
′
k−2

′
k−2 + η
′
1,k−1
)
= 
′
k−2 −

′
k−2(P
∗ + E[
′
k−2η
′
1,k−1]
√
P ∗
α
′
k−2
) + η
′
1,k−1(
√
P ∗ · α′k−2 + E[
′
k−2η
′
1,k−1])
P ∗ + 2
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
= 
′
k−2
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
P ∗ + 2
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
−η′1,k−1
√
P ∗ · α′k−2 + E[
′
k−2η
′
1,k−1]
P ∗ + 2
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
. (A29)
From (A29), we observe that ′k−1 depends on E[
′
k−2η
′
1,k−1]. Combining (A25) with (A29), we
can conclude that
E[
′
k−1η
′
1,k] = E[(
σ1√
(1− ρ2)P2 + σ21
η
′
1,k−1 + η1,k −
√
(1− ρ2)P2 + σ21
σ21
η1,k−1)
·(′k−2
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
P ∗ + 2
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
−η′1,k−1
√
P ∗ · α′k−2 + E[
′
k−2η
′
1,k−1]
P ∗ + 2
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
)]
(g)
=
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
P ∗ + 2
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
· σ1√
(1− ρ2)P2 + σ21
E[
′
k−2η
′
1,k−1]
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−
√
P ∗ · α′k−2 + E[
′
k−2η
′
1,k−1]
P ∗ + 2
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
· σ1√
(1− ρ2)P2 + σ21
E[(η
′
1,k−1)
2]
+
√
P ∗ · α′k−2 + E[
′
k−2η
′
1,k−1]
P ∗ + 2
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
·
√
(1− ρ2)P2 + σ21
σ21
E[η1,k−1η
′
1,k−1]
(h)
=
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
P ∗ + 2
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
· σ1√
(1− ρ2)P2 + σ21
E[
′
k−2η
′
1,k−1]
−
√
P ∗ · α′k−2 + E[
′
k−2η
′
1,k−1]
P ∗ + 2
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
· σ1
√
(1− ρ2)P2 + σ21
+
√
P ∗ · α′k−2 + E[
′
k−2η
′
1,k−1]
P ∗ + 2
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
· σ1
√
(1− ρ2)P2 + σ21
=
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
P ∗ + 2
√
P ∗
α
′
k−2
E[
′
k−2η
′
1,k−1] + (1− ρ2)P2 + σ21
· σ1√
(1− ρ2)P2 + σ21
E[
′
k−2η
′
1,k−1],
(A30)
where (g) follows from E[′k−2η1,k] = E[
′
k−2η1,k−1] = E[η
′
1,k−1η1,k] = 0, and (h) follows from
(A25), which indicates that
E[η
′
1,k−1η1,k−1] = E
[(
σ1√
(1− ρ2)P2 + σ21
η
′
1,k−2 + η1,k−1 −
√
(1− ρ2)P2 + σ21
σ21
η1,k−2
)
η1,k−1
]
(i)
= E[(η1,k−1)2] = σ21, (A31)
where (i) follows from E[η′1,k−2η1,k−1] = E[η1,k−2η1,k−1] = 0.
Observing that the first item of E[′k−1η
′
1,k] is E[
′
2η
′
1,3], and it is given by
E[
′
2η
′
1,3] = E[
′
2(V3 + η1,3)] = E
′2(η1,3 +
√
(1− ρ2)P2
α2
2)
 ,
(j)
= E

√
(1−ρ2)P2
σ21
η1,1 + η1,2√
12P ∗
(η1,3 +
√
(1− ρ2)P2
r
η1,1 − (1− ρ
2)P2
rσ1
η1,2)

(k)
=
(1− ρ2)P2
rσ1
σ21√
12P ∗
− (1− ρ
2)P2
rσ1
σ21√
12P ∗
= 0, (A32)
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where (j) follows from

′
2 =
V2 + η1,2√
12P ∗
=
√
(1−ρ2)P2
σ21
η1,1 + η1,2√
12P ∗
, (A33)
2 = 1 − E[Y
′
2 1]
E[Y
′2
2 ]
Y
′
2
=
η1,1√
12(1− ρ2)P2
−
E[(
√
(1−ρ2)P2
σ21
η1,1 + η1,2)
η1,1√
12(1−ρ2)P2
]
E[(
√
(1−ρ2)P2
σ21
η1,1 + η1,2)2]
(
√
(1− ρ2)P2
σ21
η1,1 + η1,2)
=
σ21√
12(1− ρ2)P2r2
η1,1 − σ1√
12r2
η1,2, (A34)
α2 =
σ41
12(1− ρ2)P2r2 , (A35)
r =
√
(1− ρ2)P2 + σ21, (A36)
and (k) follows from E[η1,3η1,1] = E[η1,3η1,2] = E[η1,1η1,2] = 0. Now substituting (A32) into
(A30), we can conclude that
E[
′
k−1η
′
1,k] = 0 (A37)
for all 3 ≤ k ≤ N .
The final step before we bound Pe1 is the determination of α
′
k, which is defined as α
′
k =
V ar(
′
k) = E[(
′
k)
2]. Using (A29) and (A37), we have
α
′
k
(l)
= α
′
k−1

√
P ∗
α
′
k−1
E[
′
k−1η
′
1,k] + (1− ρ2)P2 + σ21
P ∗ + 2
√
P ∗
α
′
k−1
E[
′
k−1η
′
1,k] + (1− ρ2)P2 + σ21
2
−2
(
√
P ∗
α
′
k−1
E[
′
k−1η
′
1,k] + (1− ρ2)P2 + σ21)(
√
P ∗ · α′k−1 + E[
′
k−1η
′
1,k])
(P ∗ + 2
√
P ∗
α
′
k−1
E[
′
k−1η
′
1,k] + (1− ρ2)P2 + σ21)2
E[
′
k−1η
′
1,k]
+(σ21 + (1− ρ2)P2)

√
P ∗ · α′k−1 + E[
′
k−1η
′
1,k]
P ∗ + 2
√
P ∗
α
′
k−1
E[
′
k−1η
′
1,k] + (1− ρ2)P2 + σ21
2
(m)
=
α
′
k−1r
2(r2 + P ∗)
(P ∗ + r2)2
=
α
′
k−1r
2
P ∗ + r2
, (A38)
where (l) follows from (A21), and (m) follows from the definition in (A36) and (A37).
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From (A38), we can conclude that√
α
′
N
(n)
= (
r√
r2 + P ∗
)N−2
√
α
′
2
(14)
= (
r√
r2 + P ∗
)N−2
r√
12P ∗
, (A39)
where (n) follows from (A38), and (14) follows from α′2 = V ar(
′
2), (A33) and (A36).
Finally, we bound Pe1 as follows. From 
′
N = θˆ1,N − θ1 and the definition of θ1, we have
Pe1 ≤ Pr
{
|′N | >
1
2(|W1| − 1)
}
(o)
≤ 2Q
(
1
2 · 2NR1 ·
1√
α
′
N
)
(p)
= 2Q
(
1
2
· 2−NR1( r√
r2 + P ∗
)−N+2
√
12P ∗
r2
)
= 2Q
(
1
2
√
12P ∗
r2
2−NR1(
√
r2 + P ∗
r
)N−2
)
= 2Q
(
1
2
√
12P ∗
r2
2−NR12(N−2) log
√
r2+P∗
r
)
= 2Q
(
1
2
√
12P ∗
r2
2−2 log
√
r2+P∗
r 2−N(R1−log
√
r2+P∗
r
)
)
, (A40)
where (o) follows from Q(x) is the tail of the unit Gaussian distribution evaluated at x, and (p)
follows from (A39) and the fact that Q(x) is decreasing while x is increasing. From (A40), we
can conclude that if
R1 < log
√
r2 + P ∗
r
=
1
2
log(1 +
P ∗
r2
)
(q)
=
1
2
log(1 +
P1 + ρ
2P2 + 2
√
P1P2ρ
(1− ρ2)P2 + σ21
), (A41)
where (q) follows from (5.17) and (A36), Pe1 → 0 as N → ∞. The proof of Lemma 1 is
completed.
APPENDIX C
PROOF OF THEOREM 7
Note that in Appendix A, we have shown that the individual secrecy constraint 1
N
H(W2|ZN) ≥
R2 −  holds if the joint secrecy constraint in (2.4) holds.
We begin with the sum rate bound R1 + R2 − 1NH(W1,W2|ZN) ≤ , which is bounded by
(A4), i.e.,
R1 +R2 −  ≤ 1
N
N∑
i=1
(I(X1,i, X2,i;Yi)− I(X1,i, X2,i;Zi)) + δ()
N
. (A42)
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Then substituting Yi = X1,i +X2,i + η1,i and Zi = Yi + η2,i into (A42), we have
R1 +R2 −  ≤ 1
N
N∑
i=1
h(Yi)− 1
N
N∑
i=1
h(Yi|X1,i, X2,i)− 1
N
N∑
i=1
h(Zi) +
1
N
N∑
i=1
h(Zi|X1,i, X2,i) + δ()
N
(a)
=
1
N
N∑
i=1
h(Yi)− 1
N
N∑
i=1
h(η1,i)− 1
N
N∑
i=1
h(Zi) +
1
N
N∑
i=1
h(η1,i + η2,i) +
δ()
N
(b)
≤ 1
N
N∑
i=1
h(Yi)− 1
2
log 2pieσ21 −
1
N
N∑
i=1
1
2
log(22h(Yi) + 22h(η2,i)) +
1
2
log 2pie(σ21 + σ
2
2) +
δ()
N
(c)
≤ 1
N
N∑
i=1
h(Yi)− 1
2
log 2pieσ21 −
1
2
log(22
1
N
∑N
i=1 h(Yi) + 2pieσ22) +
1
2
log 2pie(σ21 + σ
2
2) +
δ()
N
(d)
≤ 1
2
log 2pie(P1 + P2 + 2
√
P1P2ρ+ σ
2
1)−
1
2
log 2pieσ21 −
1
2
log(2pie(P1 + P2 + 2
√
P1P2ρ+ σ
2
1 + σ
2
2))
+
1
2
log 2pie(σ21 + σ
2
2) +
δ()
N
=
1
2
log(1 +
P1 + P2 + 2
√
P1P2ρ
σ21
)− 1
2
log(1 +
P1 + P2 + 2
√
P1P2ρ
σ21 + σ
2
2
) +
δ()
N
, (A43)
where (a) follows from η1,i and η2,i are independent of X1,i and X2,i, (b) follows from the entropy
power inequality, (c) follows from the fact that log(2x + c) is a convex function and Jensen’s
inequality, and (d) follows from 1
N
∑N
i=1 h(Yi)− 12 log(22
1
N
∑N
i=1 h(Yi)+2pieσ22) is increasing while
1
N
∑N
i=1 h(Yi) is increasing and
1
N
N∑
i=1
h(Yi)
≤ 1
N
N∑
i=1
1
2
log 2pie(P1,i + P2,i + 2E[X1,iX2,i] + σ
2
1)
≤ 1
2
log 2pie(
1
N
N∑
i=1
(P1,i + P2,i + 2E[X1,iX2,i]) + σ
2
1)
(e)
=
1
2
log 2pie(P1 + P2 + 2
√
P1P2ρ+ σ
2
1),
(A44)
where (e) follows from the definitions
E[X21,i] = P1,i, E[X
2
2,i] = P2,i, P1 =
1
N
N∑
i=1
P1,i, P2 =
1
N
N∑
i=1
P2,i, ρ =
1
N
∑N
i=1E[X1,iX2,i]√
P1P2
.
(A45)
Letting → 0, R1 +R2 ≤ 12 log(1 + P1+P2+2
√
P1P2ρ
σ21
)− 1
2
log(1 + P1+P2+2
√
P1P2ρ
σ21+σ
2
2
) is proved.
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Now it remains to show that R2 ≤ 12 log(1 + (1−ρ
2)P2
σ21
), and the proof is exactly in the same
fashion as that in [12, pp. 627-628]. Hence we omit the proof here. The proof of Theorem 7 is
completed.
APPENDIX D
PROOF OF THEOREM 11
Note that in Appendix A, we have shown that the individual secrecy constraint 1
N
H(W2|ZN) ≥
R2 −  holds if the joint secrecy constraint in (2.4) holds.
We begin with the sum rate bound R1 +R2 − 1NH(W1,W2|ZN) ≤ , which can be bounded
by
R1 +R2 −  ≤ 1
N
H(W1,W2|ZN)
(a)
≤ 1
N
(I(W1,W2;Y
N |ZN) + δ())
(b)
≤ 1
N
(I(XN1 , X
N
2 , S
N ;Y N |ZN) + δ())
(c)
=
1
N
(I(XN1 , X
N
2 , S
N ;Y N)− I(XN1 , XN2 , SN ;ZN) + δ())
=
1
N
N∑
i=1
(H(Yi|Y i−1)−H(Yi|X1,i, X2,i, Si)−H(Zi|Zi−1) +H(Zi|X1,i, X2,i, Si)) + δ()
N
(d)
=
1
N
N∑
i=1
(H(Yi|Y i−1, Zi−1)−H(Yi|X1,i, X2,i, Si)−H(Zi|Zi−1) +H(Zi|X1,i, X2,i, Si)) + δ()
N
≤ 1
N
N∑
i=1
(H(Yi|Zi−1)−H(Yi|X1,i, X2,i, Si)−H(Zi|Zi−1) +H(Zi|X1,i, X2,i, Si)) + δ()
N
(e)
≤ 1
N
N∑
i=1
(H(Yi)−H(Yi|X1,i, X2,i, Si)−H(Zi) +H(Zi|X1,i, X2,i, Si)) + δ()
N
=
1
N
N∑
i=1
(I(X1,i, X2,i, Si;Yi)− I(X1,i, X2,i, Si;Zi)) + δ()
N
, (A46)
where (a) follows from Fano’s inequality and Pe ≤ , (b) follows from H(W1,W2|XN1 , XN2 ) =
0, (c) follows from (XN1 , X
N
2 , S
N) → Y N → ZN , (d) follows from Yi → Y i−1 → Zi−1,
and (e) follows from Zi−1 → Yi → Zi, which indicates that I(Zi;Zi−1) ≤ I(Yi;Zi−1), i.e.,
H(Yi|Zi−1)−H(Zi|Zi−1) ≤ H(Yi)−H(Zi).
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Then substituting Yi = X1,i +X2,i + Si + η1,i and Zi = Yi + η2,i into (A46), we have
R1 +R2 − 
≤ 1
N
N∑
i=1
h(Yi)− 1
N
N∑
i=1
h(Yi|X1,i, X2,i, Si)− 1
N
N∑
i=1
h(Zi) +
1
N
N∑
i=1
h(Zi|X1,i, X2,i, Si) + δ()
N
(f)
=
1
N
N∑
i=1
h(Yi)− 1
N
N∑
i=1
h(η1,i)− 1
N
N∑
i=1
h(Zi) +
1
N
N∑
i=1
h(η1,i + η2,i) +
δ()
N
(g)
≤ 1
N
N∑
i=1
h(Yi)− 1
2
log 2pieσ21 −
1
N
N∑
i=1
1
2
log(22h(Yi) + 22h(η2,i)) +
1
2
log 2pie(σ21 + σ
2
2) +
δ()
N
(h)
≤ 1
N
N∑
i=1
h(Yi)− 1
2
log 2pieσ21 −
1
2
log(22
1
N
∑N
i=1 h(Yi) + 2pieσ22) +
1
2
log 2pie(σ21 + σ
2
2) +
δ()
N
(i)
≤ 1
2
log 2pie(P1 + P2 + 2
√
P1P2ρ+ σ
2
1)−
1
2
log 2pieσ21 −
1
2
log(2pie(P1 + P2 + 2
√
P1P2ρ+ σ
2
1 + σ
2
2))
+
1
2
log 2pie(σ21 + σ
2
2) +
δ()
N
=
1
2
log(1 +
P1 + P2 + 2
√
P1P2ρ
σ21
)− 1
2
log(1 +
P1 + P2 + 2
√
P1P2ρ
σ21 + σ
2
2
) +
δ()
N
, (A47)
where (f) follows from η1,i and η2,i are independent of X1,i and X2,i, (g) follows from the entropy
power inequality, (h) follows from the fact that log(2x + c) is a convex function and Jensen’s
inequality, and (i) follows from 1
N
∑N
i=1 h(Yi)− 12 log(22
1
N
∑N
i=1 h(Yi) + 2pieσ22) is increasing while
1
N
∑N
i=1 h(Yi) is increasing and
1
N
N∑
i=1
h(Yi)
≤ 1
N
N∑
i=1
1
2
log 2pie(P1,i + P2,i +Q+ 2E[X1,iX2,i] + 2E[X1,iSi] + 2E[X2,iSi] + σ
2
1)
≤ 1
2
log 2pie(
1
N
N∑
i=1
(P1,i + P2,i + 2E[X1,iX2,i] + 2E[X1,iSi] + 2E[X2,iSi]) + σ
2
1)
(j)
=
1
2
log 2pie(P1 + P2 + 2
√
P1P2ρ12 + 2
√
P1Qρ1s + 2
√
P2Qρ2s + σ
2
1), (A48)
where (j) follows from the definitions
E[X21,i] = P1,i, E[X
2
2,i] = P2,i, P1 =
1
N
N∑
i=1
P1,i, P2 =
1
N
N∑
i=1
P2,i,
ρ12 =
1
N
∑N
i=1E[X1,iX2,i]√
P1P2
ρ1s =
1
N
∑N
i=1E[X1,iSi]√
P1Q
, ρ2s =
1
N
∑N
i=1E[X2,iSi]√
P2Q
.
(A49)
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Letting → 0, the sum rate bound of Theorem 11 is proved.
Now it remains to show the upper bound on the individual rate R2, see the details below.
First, note that
R2 −  ≤ 1
N
H(W2|ZN) ≤ 1
N
H(W2)
(k)
=
1
N
H(W2|XN1 , SN)
(l)
≤ 1
N
(I(W2;Y
N |XN1 , SN) + δ())
(m)
≤ 1
N
(I(XN2 ;Y
N |XN1 , SN) + δ())
≤ 1
N
N∑
i=1
(H(Yi|X1,i, Si)−H(Yi|X1,i, X2,i, Si)) + δ()
N
, (A50)
where (k) follows from W2 is independent of XN1 and S
N , (l) follows from Fano’s inequality
and Pe ≤ , and (m) follows from H(W2|XN2 ) = 0.
Then substituting Yi = X1,i + X2,i + Si + η1,i into (A50), and using the fact that η1,i is
independent of X1,i, X2,i and Si, we have
R2 −  ≤ 1
N
N∑
i=1
(h(X2,i + η1,i|X1,i, Si)− h(η1,i)) + δ()
N
(n)
≤ 1
N
N∑
i=1
(
1
2
log 2pie(V ar(X2,i|X1,i, Si) + σ21)−
1
2
log 2pieσ21) +
δ()
N
(o)
≤ 1
N
N∑
i=1
(
1
2
log 2pie(V ar(X2,i − aiX1,i − biSi) + σ21)−
1
2
log 2pieσ21) +
δ()
N
=
1
N
N∑
i=1
(
1
2
log 2pie(P2,i + a
2
iP1,i + b
2
iQ− 2aiE[X1,iX2,i]− 2biE[X2,iSi] + 2aibiE[X1,iSi]) + σ21)
−1
2
log 2pieσ21) +
δ()
N
, (A51)
where (n) follows from η1,i is independent of X1,i, X2,i and Si, and (o) follows from V ar(X2,i|X1,i, Si)
is no greater than the variance of the difference between X2,i and its linear MMSE estimation
Xˆ2,i = aiX1,i + biSi, and
ai =
E[X1,iX2,i]Q− E[X1,iSi]E[X2,iSi]
P1,iQ− (E[X1,iSi])2 , bi =
E[X2,iSi]P1,i − E[X1,iSi]E[X1,iX2,i]
P1,iQ− (E[X1,iSi])2 .
(A52)
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Observing that in (A51), we can readily check that the logarithm function is concave in P1,i,
P2,i, E[X1,iX2,i], E[X2,iSi] and E[X1,iSi] by evaluating the corresponding Hessian matrix. Hence
applying Jensen’s inequality, using (A49), defining
a =
√
P2
P1
ρ12 − ρ1sρ2s
1− ρ21s
, b =
√
P2
Q
ρ2s − ρ12ρ1s
1− ρ21s
, (A53)
and letting → 0, the bound on the individual rate R2 is proved.
The proof of Theorem 11 is completed.
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