The last years have seen an explosion of work on the integration of vision and language data. New tasks like Image Captioning and Visual Questions Answering have been proposed and impressive results have been achieved. There is now a shared desire to gain an in-depth understanding of the strengths and weaknesses of those models. To this end, several datasets have been proposed to try and challenge the state-of-the-art. Those datasets, however, mostly focus on the interpretation of objects (as denoted by nouns in the corresponding captions). In this paper, we reuse a previously proposed methodology to evaluate the ability of current systems to move beyond objects and deal with attributes (as denoted by adjectives), actions (verbs), manner (adverbs) and spatial relations (prepositions). We show that the coarse representations given by current approaches are not informative enough to interpret attributes or actions, whilst spatial relations somewhat fare better, but only in attention models.
Introduction
Nouns are a crucial component of natural language sentences. It is not a coincidence that children first learn to use nouns and only afterwords expand their vocabulary with verbs, adjectives and other parts of speech (Waxman et al., 2013) . Interestingly, the same development has taken place with Language and Vision models. Object classification has long been the main concern of the computer vision field, only then followed by action classification shared tasks. Recently, more ambitious competitions have been proposed, aiming to evaluate models' ability to connect whole sentences to images, through both Image Captioning (IC) or Visual Question Answering (VQA) tasks. Progress in this area has seemed swift and impressive, but the community is now scrutinising the results to understand whether enthusiasm is warranted. Several diagnostic datasets have been proposed with this goal in mind, highlighting various flaws in existing tasks (Johnson et al., 2017; Zhang et al., 2015) . Our paper is a contribution to these efforts, showing that the field may have moved too fast from noun to sentence interpretation, overlooking difficulties in understanding other parts-of-speech.
Our paper expands the existing FOIL dataset (Shekhar et al., 2017) . FOIL consists of a set of images matched with captions containing one single mistake. The mistakes are always nouns referring to objects not actually present in the image. The work demonstrates that the language and vision modalities are not truly integrated in current computational models, as they fail to spot the mistake in the caption and to correct it appropriately (humans, on the other hand, obtain almost 100% accuracy on those tasks). In the present paper, we exploit the FOIL strategy to evaluate Language and Vision models on a larger set of possible mismatches between language and vision. Beside considering nouns as possible 'foil' words, we also consider verbs, adjectives, adverbs and prepositions, as illustrated in Figure 1 . The results obtained by state-of-the-art systems on this data demonstrate that current models are indeed little able to move beyond object understanding. Figure 1 : Sample image, corresponding original caption and the generated foil caption for the different parts of speech. The model has to be able to classify the caption as 'correct' or 'foil' (Task 1); detect the foil word in the foil caption (see words highlighted in red) (Task 2); and correct the foil word with an appropriate replacement (see words highlighted in green) (Task 3).
The FOIL methodology
We follow the methodology highlighted in Shekhar et al. (2017) , which consists of replacing a single word in a human-generated caption with a 'foil' item, making the caption unsuitable to describe the original image. Given such replacements, the system should be able to perform three tasks: a) a classification task (T1): given an image and a caption, the model has to predict whether the caption is correct or inappropriate for the image (evaluating whether the model has a coarse understanding of the linguistic and visual inputs and their relations); b) a foil word detection task (T2): given an image and a foil caption, detect the foil word in the caption (evaluating whether the model reaches a fine-grained representation of the linguistic input); a foil word correction task (T3): given an image, a foil caption and the foil word, the model has to correct the mistake (verifying whether the model reaches a fine-grained representation of the image). Four models are tested on tasks 1-3: one baseline (a 'blind' model), and three state-of-the-art models from the Visual Question Answering (VQA) and Image Captioning (IC) literature.
Blind Model: this model is based on the caption only; in other words, the system does not have access to the visual data. The caption is modelled by an LSTM, fully connected to a hidden layer followed by a softmax to perform the classification. This blind baseline affords an evaluation of the 'language bias' of the data (i.e., the phenomenon by which a Language and Vision dataset can be suitably modelled using language only).
Discriminative VQA Models: two VQA models are used, namely the LSTM + norm I of Antol et al. (2015) and the Hierarchical Co-Attention model (HieCoAtt) of Lu et al. (2016) . In LSTM + norm I, the text is represented by two stacked LSTMs and the image is represented by a normalisation of the last fully connected layer of VGG network (Simonyan and Zisserman, 2014) . Both representations are projected onto a 1024-dimensional feature space. The combination of language and vision features is performed by point-wise multiplication followed by a fully connected and a softmax layer. HieCoAtt has a similar architecture, with the addition of an attention layer. Attention is provided to both image and text in alternation, in a hierarchical fashion.
Generative IC Model: we use the IC system of Wang et al. (2016) (henceforth, IC-Wang) , which generates a word in a caption by considering both past and future contexts, using a bi-directional LSTM. IC-Wang consists of three modules: a CNN to encode the image, a text LSTM to encode captions, and a multimodal LSTM for mapping visual and text representations to a common space.
For T1, the models are directly trained to classify a given caption as 'good' vs. 'foil'. For T2 and T3, the model trained on T1 is adopted. For T2, we subsequently occlude one word (Goyal et al. (2016) ) at a time and calculate the probability of the new caption to be good vs. foil. The model selects as foil word, the one which has generated the caption with the highest probability. For T3, we regress over all Shekhar et al. (2017) .
the target words on the position of the foil word and select the one which generates the caption with the highest probability to be "good". Due to the generative nature of IC models, adapting IC-Wang for the classification purpose is less straightforward. For T1, we generate all possible captions by subsequently predicting one word at a time provided all other words in the caption and the image. We compare the probability of these generated captions with the given caption. When the test caption probability is higher than generated captions probabilities, we classify the given caption as good caption, else as foil caption.
Dataset Creation
Following Shekhar et al. (2017) , we aim at creating a dataset of images associated with both correct and foil captions, where the latter are obtained by replacing one word in the original text. Expanding on the original paper, our target/foil pairs do not merely consist of nouns. The introduced error can also be an adjective (an object's attribute), a verb (an action), a preposition (a relation between objects) or an adverb (a manner of action). In total, we produce 196,284 datapoints, each corresponding to an <image, original, foil> triple. The starting point for images and correct captions is Microsoft's Common Objects in Context (MS-COCO) (Lin et al. (2014) ).
Creating new target/foil pairs
We describe below our procedure to expand the original dataset with new parts-of-speech. Verbs: We use three resources: a) VerbOcean, a semi-automatically generated broad-coverage semantic network of verbs extracted from the Web by exploiting a pattern-based approach (Chklovski and Pantel (2004) ); b) Computing Lexical Contrast (CLC), a resource of contrasting words selected from direct and indirect WordNet opposites, (Mohammad et al. (2013) ); c) SimLex999, a set of related word pairs rated with respect to their similarity (Hill et al. (2016) ). From VerbOcean and CLC, we extract all antonyms (e.g., pull-push). From SimLex999, we select those pairs with a similarity score lower than the average in the database (e.g., allowing-preventing). We end up with 902, 44, and 30 verb pairs from VerbOcean, CLC and SimLex999 respectively.
Adjectives and adverbs: As in the verb case, we use antonyms from CLC and we select pairs from SimLex999 which have a similarity score lower than average. We extract 46 and 127 adjectives pairs from CLC and SimLex999 respectively. All adverbial pairs come from CLC, and amount to 52 datapoints.
Prepositions: We extract prepositions from Berry et al. (1995) , divided into three classes: place (e.g., under, below), direction (e.g., inside, outside) and device (e.g., by, with). Using these prepositions, we generate target/foil pairs by coupling prepositions which belong to the same class. We obtain a total of 206 pairs (110, 90 and 6 for place, direction and device respectively).
Nouns: The target/foil noun pairs are built using words that belong to the same category in MS-COCO (e.g., bird/dog, from the MS-COCO category ANIMAL). In order to obtain a balanced dataset across the various PoS, we only use a subset of the FOIL-COCO dataset of Shekhar et al. (2017) . From the FOIL dataset, we retain the 37,536 images for which foil captions could be generated, using the target/foil pairs extracted from the resources mentioned above. Of the FOIL datapoints generated for the noun pairs, only those containing images used for the other PoS are selected. Hence, the number of unique images of the whole dataset is the same of those used for nouns (see Table 1 for details of the train/test set division.)
We use all word pairs in both directions (e.g. replacing push with pull and pull with push). We only use pairs for which target and foil are found in the original captions. This ensures that the model will not learn to recognise a foil caption simply by recording the presence of an unknown word. From each resource, we randomly split the target/foil pairs into training and test sets. The number of unique pairs per PoS is provided in Table 1 .
Foil Caption Generation
From the word pair lists above, foil captions are generated from MS-COCO original captions. The foil captions are generated by replacing nouns are directly extracted from the FOIL dataset by Shekhar et al. (2017) . In this case, for each original MS-COCO caption, several foil ones are generated and subsequently filtered using several heuristics. The aim of filtering is to prioritise salient objects in the image, and to minimise the language bias in the data. Ideally, these filters would have to be applied also for the generation of the foil caption for the other PoS, but we found that they reduced the size of our data in an unacceptably small size. As a consequence, the results we report are obviously affected by the language bias, as shown by the reasonable performance of a 'blind' model without access to visual data. However, as we will see, our broad claim is not affected by this heightened baseline. Details on the number of the unique images and of of datapoints generated for each PoS are reported in Table 1 . Table 2 reports the accuracy of the various models described in §2 for Task T1. The blind model's accuracy is well above chance level for all PoS, with lower results observed on the captions generated by noun and adverb replacement. Recall that for nouns, the language prior has been minimised, whereas the datapoints generated with verb, adjective and preposition replacements have some language prior that the models can exploit. The comparatively low performance on adverbs may be explained by the fact that all generated target/foil pairs are antonyms which behave very similarly from a distributional point of view (e.g. upwards/downwards, partially/completely, etc). HieCoAtt is the overall best performing model, but we note that it only outperforms the blind model by a few points. These numbers, however, do not show to which extent the models are able to avoid the trap of the dataset: Shekhar et al. (2017) showed that on the FOIL data, models tend to detect correct captions with reasonable accuracy but fail to identify the incorrect ones, leading to a large bias in classification. Taking this insight into account, for the rest of this paper, we focus on the accuracy of the systems in dealing with foil captions, across all three tasks. As shown in Table 3 , the blind model's accuracy is still reasonable on T1, but lower than chance for nouns and adverbs. In the case of nouns, the visual input helps obtaining a higher accuracy, whereas this is not the case for the other PoS. This could be due to the ability of vision models to 'see' objects but not their properties (adjectives) or relations (verbs, prepositions) . It is a known shortcoming of such systems that they have difficulties in recognising anything that is not straightforwardly defined by a bounding box (Johnson et al. (2017) ). IC-Wang performs very poorly on verbs, adjectives and prepositions, even though it is the best system for nouns. Other models improve minimally on the baseline, with prepositions getting the best improvement: +7% for HieCoAtt. When looking more in detail into this result, we observe that most instances in the preposition data indicate location: it is not surprising that an attention model would perform well on those, since it is trained to focus on particular areas of the image.
Experiments and Results

Results and Analysis
For task T2 (see Table 4 ), all models perform well under baseline on verbs, adjectives and adverbs. IC-Wang does however provide some improvement on prepositions. The reason for this may be that the system, being trained to generate sequences, has a better internal language model than other approaches. Whilst a good language model is unlikely to help in the case of content words, we can expect some benefits for function words. This trend has been observed in work on L2 error detection, where mistakes in words from closed classes are easier to spot and correct (Herbelot and Kochmar (2016) ).
For task T3 (see Table 4 ), improvements over the baseline are minimal. IC-Wang performs best overall, but at a level well below its achievement on nouns. We do not only confirm that foil correction is hard, but that it is particularly challenging on parts-of-speech that represent attributes or relations. We note that IC-Wang improves more on prepositions than on adjectives and adverbs, confirming what was observed in T2 (i.e. closed classes are easier to deal with). But it also provides a good improvement on the verb baseline, which is puzzling given its inability to spot verb foils in T2.
Conclusion
Language and Vision integration has been studied in a fine-grained, but single-minded way, when focusing on objects (nouns). The level of events (sentences) has also received attention, but through coarse representations. Our work aims to highlight the importance of a fine-grained representation for all components of a sentence, including attributes and relations. Our results show that none of the current SoA models achieve this overall goal: attention models may have the right components to detect location (e.g., see locative prepositions), but some image captioning systems probably provide a better language model, in particular for closed-class words.
