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Abstract
Catastrophic forgetting (also known in the literature as catastrophic interference) is the
phenomenon by which learning systems exhibit a severe exponential loss of learned information
when exposed to relatively small amounts of new training data. This loss of information is not
caused by constraints due to the lack of resources available to the learning system, but rather is
caused by representational overlap within the learning system and by side-effects of the training
methods used. Catastrophic forgetting in auto-associative pattern recognition is a well-studied
attribute of most parameterized supervised learning systems. A variation of this phenomenon,
in the context of feedforward neural networks, arises when non-stationary inputs lead to loss of
previously learned mappings. The majority of the schemes proposed in the literature for mitigating
catastrophic forgetting are not data-driven, but rather rely on storage of prior representations of the
learning system. We introduce the Fixed Expansion Layer (FEL) feedforward neural network
that embeds an expansion layer which sparsely encodes the information contained within the
hidden layer, in order to help mitigate forgetting of prior learned representations. The fixed
expansion layer approach is generally applicable to feedforward neural networks, as demonstrated
by the application of the FEL technique to a recurrent neural network algorithm built on top
of a standard feedforward neural network. Additionally, we investigate a novel framework for
training ensembles of FEL networks, based on exploiting an information-theoretic measure of
diversity between FEL learners, to further control undesired plasticity. The proposed methodology
is demonstrated on a several tasks, clearly emphasizing its advantages over existing techniques.
The architecture proposed can be applied to address a range of computational intelligence tasks,
including classification problems, regression problems and system control.
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Chapter 1
Introduction
The problem of catastrophic interference (also referred to as catastrophic forgetting [20]) in
artificial neural networks has been studied for over two decades by researchers from many
disciplines, including machine learning, cognitive science, and psychology [36, 44]. Many real-
world applications, such as financial time series analysis and climate prediction, involve data
streams that are either strictly non-stationary or can only be considered piecewise stationary. It
has been shown that in mammals, long durations of time between observations of stationary
patterns can lead to an excessive tendency to form associations between sensory inputs and
desired outputs (abnormal potentiation) often at the expense of weakening existing associations
[32, 22]. In parameterized supervised learning systems (including connectionist architectures
such as neural networks), catastrophic interference is the process by which a network ‘forgets’
learned patterns upon being presented with new patterns for a sufficiently long period of time.
In such non-stationary settings, one can expect a neural network to have an inherent ‘learning
capacity’ determined by the number of weights and neurons it contains. When this capacity is
reached, learning new information will gradually interfere with a network’s ability to recall prior
representations.
However, catastrophic interference is commonly not a result of a network reaching its learning
capacity. Instead, once the network has been trained on new patterns, or is no longer being
adequately presented with inputs drawn from a prior observation distribution, drastic information
loss occurs at exponential rates. New information catastrophically degrades learned representations
even though sufficient learning capacity remains. Such scenarios are commonly encountered when
1
non-stationary input streams are presented to the network or in circumstances where continuous
learning is desired.
Many approaches to diminishing the impact of catastrophic interference have been proposed
in the literature, with varying levels of success [3, 4, 18, 26, 27, 33, 45]. The vast majority of the
schemes proposed do not pertain to online learning, but are rather based on batch-learning pro-
cesses (with a particular emphasis on the study of auto-associative pattern recognition). Moreover,
most techniques require extensive memory resources, as they continually store representations of
prior network configurations as means of refreshing knowledge of older representations. This
work introduces a novel approach for mitigating catastrophic forgetting by augmenting multilayer
perceptron (MLP) networks with an additional sparsely-encoded hidden layer specifically designed
to retain prior learned mapping of inputs to outputs. Learning occurs incrementally and minimal
storage requirements are imposed. Furthermore, this work examines other methods for the
mitigation of catastrophic interference in neural network systems (including the introduction of the
target variation trace, a method which controls the learning of new information based on the novelty
of the network error) as well as methods that can control the effects of catastrophic interference in
ensembles of neural networks.
This manuscript is divided into six chapters. Chapter 1, this chapter, introduces the problem,
and Chapter 2 provides a detailed background of the concepts and examines other approaches
found in the literature. The Fixed Expansion Layer network is introduced in Chapter 3, which
examines the problem of catastrophic interference within a single learning system. Chapter 4
examines catastrophic interference within ensembles of learning systems. Experimental results are
presented in Chapter 5, with a summary of contributions and discussion of future work presented
in Chapter 6.
2
Chapter 2
Background and Literature Review
2.1 Artificial Neural Networks
Artificial neural networks (ANNs) are composed of individual units, analogous to neurons. Each
unit processes input and produces output independently of other neurons in the network, with
the network’s output being determined by the output values of its individual neurons. The first
significant implementation of an ANN was the ‘perceptron’ [47].
The Perceptron
The perceptron is the most fundamental ANN algorithm. Each neuron is connected to network
inputs, outputs, and other neurons via ‘synapses’. Synapses have an associated weight value, and
the output of a neuron is some function of the weighted sum of its input values. Formally, each
neuron performs the following calculation
Figure 2.1: A Single Perceptron Unit
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Figure 2.2: Perceptron Network
yˆj = f
(
n∑
i=1
wjixi
)
(2.1)
where yˆj is the output of the j-th neuron (the network’s approximation of the desired output, which
is represented as yj), wji is the weight that neuron j assigns to the i-th synapse, xi is the value of
the i-th input (the value transmitted along the i-th input synapse), and f(·) is the activation function
(which can be the identity function if the output is just the value of the weighted sum or a threshold
function). A perceptron neuron is depicted in Figure 2.1.
A perceptron network uses two layers of neurons. The neurons in the first layer are fully
connected to the second layer by a number of synapses (as shown in Figure 2.2). Inputs are fed to
the first layer, signal is transmitted to the second layer, and the network’s output is composed of
the values of the neurons in the second layer. During training, the network’s output is compared
with the desired output. The difference between the two is the network error and is used to train the
network. Learning in these networks takes place in the synaptic junctions between the two layers;
by adjusting the synaptic weights (the values used for wji), the network is able to learn mappings
between inputs to the network and the desired outputs.
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Perceptron networks perform supervised learning, where training data consists of pairs of
network inputs and also the desired output for each input. The output cells of the network compare
the desired output with the actual output in order to calculate an error signal used for training.
Training is performed using the Widrow-Hoff rule [53]. Intuitively, if an output cell’s value is
too high, then it makes sense to decrease the synaptic weight values for synapses connected to
input cells with positive values (and increase the weight for synapses connected to input cells with
negative values). Similarly, if the output value is too low, then the synapses connected to input
cells with positive values should be increased. Formally, the weight update rule is calculated as
w
(t+1)
ji = w
(t)
ji + η(yj − yˆj)xi (2.2)
where w(t+1)ji is the weight assigned to the synapse between the j-th and the i-th input at time t+ 1
(with w(t)ji representing this value at time t), yj is the desired target value of the j-th output, yˆj is
the actual value of the j-th network output, and xi is the value of the i-th input. The value of η is a
small constant which acts as a learning step-size; the step-size controls the rate of weight changes
within the network.
This early neural network is able to learn associations between inputs and outputs, but suffers
from a key drawback: the output must be a linear transformation of the input. Essentially, the
perceptron network’s operation is equivalent to linear regression and to discriminant analysis [37,
48].
The Multilayer Perceptron
The multilayer perceptron (also known as the feedforward neural network or the error backpropa-
gation network) solves the problem of learning associations which are not linear transformations.
This is accomplished by adding a third ‘hidden’ layer between the input and output layers (as
depicted in Figure 2.3). Formally, the network’s operation uses the following equations
hj = f
(∑
i
wjixi
)
(2.3)
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Figure 2.3: Multilayer Perceptron
yˆk = g
(∑
j
zkjhj
)
(2.4)
where hj is the value of the j-th hidden neuron, f(·) is the activation function for the hidden layer,
wji is the weight that hidden neuron j assigns to the i-th input, xi is the value of the i-th input, yˆk
is the value of the k-th output neuron, g(·) is the activation function used for the output layer, and
zkj is the weight that the k-th output neuron assigns to the j-th hidden neuron.
By using a nonlinear activation function f(·) for the hidden layer, the network is able to learn
nonlinear input-output mappings, however the training algorithm must be changed to account for
the new layer. Multilayer perceptrons can be trained using gradient descent (also known as error
backpropagation), which is explained in detail in Section 2.3.
2.2 Recurrent Neural Networks
The standard multilayer perceptron neural network does not have the ability to approximate
temporally-dependent mappings between its input space and its output space. To address
6
Figure 2.4: Elman Recurrent Network (Simple Recurrent Network)
this, Elman’s Simple Recurrent Network (SRN) [15] utilizes ‘context’ neurons which form a
representation of the current state. Following each feedforward process, the values of the hidden
neurons are stored into the context neurons (as depicted in Figure 2.4). These context neurons are
fed to the network, in addition to the external inputs, during the subsequent time step.
Formally, consider a multilayer perceptron which has N input neurons [x1, x2, . . . , xN ] and M
hidden neurons [h1, h2, . . . , hM ] . To transform this MLP into a recurrent network, context neurons
are added to the input layer. The M new context neurons [x′1, x
′
2, . . . , x
′
M ] will store the prior value
of the hidden layer neurons. Equation 2.3 shows the hidden layer calculation for a MLP; the new
hidden layer calculation for this recurrent network becomes
h
(t)
j = f
(
N∑
i=1
wjixi +
M∑
i=1
w′jix
′
i
)
(2.5)
where h(t)j is the value of the j-th hidden neuron at time t and w
′
ji is the weight that the j-th hidden
neuron assigns to the i-th context neuron. The values of the context neurons x′i are given by
x′j = h
(t−1)
j j ∈ [1,M ] (2.6)
where h(t−1)j is the value of the j-th hidden neuron from the previous input at time t− 1.
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Using these memory signals the network is able to capture temporal dependencies. However,
retaining information about long-term temporal dependencies is a difficult task; SRNs, and most
gradient-based recurrent neural network models, have difficulty with capturing long sequences,
or functions with long-term temporal dependencies, due to the ‘vanishing gradient’ phenomenon
[6]. Additionally, the non-stationary nature of real-world data sequences typically fed to recurrent
networks renders the task of accurately modeling processes difficult.
2.3 Gradient-based Network Training
Training for the most simple neural network, the perceptron, is accomplished using the Widrow-
Hoff rule defined in Equation 2.2, but this equation is not suitable for adjusting the weights
of multiple layers simultaneously. For MLPs, RNNs, and other multilayer networks, error
backpropagation is often used to perform weight updates during supervised learning. Error
backpropagation (or variants of the method) is the most popular training algorithm for networks
with at least three layers and has been discovered and independently rediscovered by many authors
(e.g. [11, 29, 40, 49, 52]).
The intuition behind error backpropagation is fairly simple. Under supervised training, the
weights of linear neurons in the output layer of a network can be adjusted according to the standard
Widrow-Hoff learning rule; the error from the output layer is then propagated backward from the
output layer to the hidden layer using those same connections and weights. An error signal for the
hidden layer neurons can be calculated as a weighted average of the error signal in the output layer
neurons (with the weighting determined by the weights between the output and hidden neurons).
Once an error signal can be determined for the neurons in the hidden layer, the Widrow-Hoff rule
can be applied to adjust the weights between the hidden and input layer neurons.
Consider a multilayer network with activations given by
hj = f
(∑
i
wjixi
)
(2.7)
yˆk = g
(∑
j
zkjhj
)
(2.8)
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where hj is the value of the j-th hidden neuron, f(·) is the activation function for the hidden layer,
wji is the weight that hidden neuron j assigns to the i-th input, xi is the value of the i-th input, yˆk
is the value of the k-th output neuron, g(·) is the potentially non-linear activation function used for
the output layer, and zkj is the weight that the k-th output neuron assigns to the j-th hidden neuron.
The total error for the k-th output neuron is calculated as
ek = (yk − yˆk) (2.9)
where yk is the k-th target output, and we define an error signal for this neuron using the equation
δoutput,k = g
′
(∑
j
zkjhj
)
× ek (2.10)
where g′(·) is the derivative of the activation function for the output layer.
This error signal combines the neuron error with the activation of the neuron. Using this error
signal in conjunction with the Widrow-Hoff rule, we obtain the delta update rule for the output
layer weights:
z
(t+1)
kj = z
(t)
kj + ηδoutput,khj (2.11)
where z(t+1)kj is the value of the weight that the k-th output neuron assigns to the j-th hidden neuron
at time t+ 1 (with z(t)kj representing this value at time t) and η is a step-size constant.
The error signal for the hidden layer cannot be directly computed, due to the fact that there is
no defined ‘target’ value defined for this layer. The error signal is estimated as a function of the
output error, the weights between the output and hidden layers, and the activation of the hidden
layer neurons. For the j-th hidden neuron, this estimation is given by
δhidden,j = f
′
(∑
i
wjixi
)
×
∑
k
(zkjδoutput,k) (2.12)
where f ′(·) is the derivative of the activation function for the hidden layer. Given the estimated
error signal, we apply the Widrow-Hoff rule to obtain the update equation
w
(t+1)
ji = w
(t)
ji + ηδhidden,jxi (2.13)
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where w(t+1)ji is the value of the weight that the j-th hidden neuron assigns to the i-th input at time
t+ 1 (with w(t)ji representing this value at time t).
Using the iterative update rules given by Equations 2.11 and 2.13, all of the weights of the
network can be adjusted in response to each training example presented to the network. Error
backpropagation has been shown to converge toward a local minimum of the mean square of the
error for the output layer (provided that η is chosen to be appropriately small) [1]. Precisely, if the
total error of the network in response to the t-th training sample is defined as
E(t) =
1
2
∑
k
(yk − yˆk)2 (2.14)
then the given update rules will cause the network weights to change such that E(t) will converge
to a local minimum as t→∞.
This convergence property of error backpropagation can be proven by showing that error
backpropagation is an implementation of gradient descent, a well-known procedure in numerical
analysis [12, 17, 43, 50]. Equations 2.11 and 2.13 are equivalent to
w
(t+1)
ji = w
(t)
ji − η
∂E(t)
∂wji
(2.15)
and
z
(t+1)
kj = z
(t)
kj − η
∂E(t)
∂zkj
(2.16)
where ∂E
(t)
∂wji
is the partial derivative of the error at time t with respect to the weight wji and ∂E
(t)
∂zkj
is the partial derivative of the error at time t with respect to the weight zkj . A full proof of this
equivalence can be found in [1].
When considering catastrophic interference, two features of error backpropagation are very
significant. Firstly, network weights are updated at each time step in response to each training
sample; this means that the influence that any one training sample has on the network decreases as
the total number of training samples grows. Secondly, error backpropagation is only guaranteed to
converge to a local minimum of the error function; there is no guarantee that the global minimum
will be located or that a small adjustment in the network weights will not result in a large increase
in network error.
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Figure 2.5: The Ackley Problem
To illustrate the significance of these drawbacks, consider a classic minimization problem
known as the Ackley problem (introduced as a two-dimensional problem in [2], and generalized to
n dimensions in [5]). The Ackley problem defines the multidimensional function
F (~x) = −20 · exp
−0.2
√√√√ 1
n
·
n∑
i=1
x2i
− exp( 1
n
·
n∑
i=1
cos(2pixi)
)
+ 20 + exp(1) (2.17)
which is shown in Figure 2.5 (for a two-dimensional ~x).
If the surface of the error function for a neural network is similar to that of the Ackley problem,
then the error backpropagation is likely to converge to a local minima and not to the global minima.
Additionally, if the network is able to converge to the global minima, it is not likely to stay there;
the continuous weight updates will ‘bump’ the network out of the global minima and cause the
network to converge back to a local minima.
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2.4 Online Learning and Non-stationary Environments
Machine learning systems can either be trained using unsupervised learning (wherein training
takes place without any a priori definitions of ‘right’ or ‘wrong’) or supervised learning (which
trains the system using training data which has been previously annotated with correct answers).
Additionally, both of these types of systems can be trained in two different ways, depending on
how many presentations of training data are allowed.
When performing batch training, the training data is collected before the learning system is
to be trained. The training data is then presented to the learning system until a desired degree
of proficiency is demonstrated. The entire collection of training data is collected beforehand and
stored; this allows training to perform multiple passes through the training data as needed. Batch
training is typically more effective, as the learning system benefits from being able to examine all
available training data during the learning process. Typically, learning systems which use batch
training are only trained a single time. Afterwords, the systems are put into a sort of ‘production
mode’, and learning no longer takes place.
In contrast to batch training, online learning methodologies are those which do not allow
repeated presentations of training data. Each sample from the set of training data is presented
a single time, and there can be no reuse of data once all training data has been observed. The
advantage of this methodology is that no persistent storage is required for the training data; the
system is given each sample of training data as it becomes available, and then the sample is
discarded. This has the disadvantage of not allowing the system to repeatedly train over the same
dataset.
The process of online learning is further complicated when it occurs within non-stationary
environments (also referred to as ‘concept drift’). The environment is said to be non-stationary
when the process by which inputs are generated changes over time.
2.5 Catastrophic Forgetting in Neural Networks
The problem of catastrophic interference (also referred to as catastrophic forgetting) in neural
networks has been studied for over two decades by researchers from many disciplines such as
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machine learning, cognitive science, and psychology [36, 44]. In neural networks (and other
connectionist architectures), catastrophic interference is the process by which a network ‘forgets’
learned patterns upon being presented with new patterns. One can expect a neural network to have
an inherent ‘learning capacity’ determined by the number of weights and neurons it contains; when
this capacity is reached, learning new information will gradually interfere with a network’s ability
to recall existing information.
However, catastrophic interference is not caused by a network having reached its learning
capacity. Instead, once the network has been trained on new patterns, or is no longer being
adequately presented with inputs drawn from its entire observation space, drastic information loss
occurs; new information catastrophically interferes with the previously learned model even though
the theoretical learning capacity has not been met. Such scenarios are commonly encountered
when non-stationary inputs are presented to the network.
2.6 Conventional Mitigation of Catastrophic Forgetting
Many approaches to reducing the effect of catastrophic interference have been proposed with vary-
ing levels of success. Notably, mainstream exploration of the problem of catastrophic interference
has been within the domain of auto-associative pattern learning, which has not addressed problems
inherent with more general function approximation [38]. The most common schemes proposed
in the literature can coarsely be categorized as rehearsal methods, psuedorehearsal methods, dual
methods, and activation sharpening.
2.6.1 Rehearsal Methods
Rehearsal methods were among the first approaches aimed at addressing the problem of catas-
trophic interference; two such methods are the rehearsal buffer model [44] and sweep rehearsal
[45]. Each method attempts to retain information about previously learned patterns by maintaining
a buffer of previously observed patterns; these buffered patterns are then periodically used for
training during the learning of subsequent patterns. Such early methods mitigated the effect
of catastrophic interference somewhat, but required persistent storage of learned patterns and
introduced challenges with respect to the correct balance between new patterns and buffered ones.
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The Rehearsal Buffer Model
The rehearsal buffer model operates as follows: assuming there are M patterns to be learned, one
creates a rehearsal buffer containing a small subset of m patterns (e.g. to start, the 1st pattern
through the mth pattern, with typical values of m being around 4). The neural network is then
trained over each pattern in the buffer; each pattern in the buffer is presented in sequence, and the
entire buffer is looped over N times. After N loops through the buffer, the first item in the buffer
is removed and the next pattern to be learned is added to the buffer. So, the buffer would first
contain items in the range [1,m], training loops over these items N times, and the buffer is updated
to contain the items in the range [2,m+ 1]. This process continues until all M patterns have been
learned.
Sweep Rehearsal
Sweep rehearsal is similar to the rehearsal buffer model, but uses a “dynamic” training buffer.
Given M patterns and a buffer size of m, one must first learn at least (m − 1) patterns before the
dynamic buffer comes into play. Once some number of patterns has been learned (with a pattern
considered ‘learned’ by being trained until the estimation error is below a given criterion), the
process of learning a new pattern proceeds as follows: let the new pattern to be learned be pattern
xi. The training buffer is created by combining pattern xi with (m−1) previously learned patterns
(selected at random), and the network is trained by presenting each pattern in the buffer once.
However, where the rehearsal buffer model would sweep through this same buffer N times, sweep
rehearsal builds a new buffer containing xi and (m − 1) randomly selected previously learned
patterns for each epoch (where an epoch is one presentation of each pattern in the buffer). A new
buffer is created and used for training until pattern xi is considered learned (at which point we
repeat the process for xi+1, etc.). In practice, sweep rehearsal shows better performance than the
rehearsal buffer model [45].
2.6.2 Pseudorehearsal Methods
Whereas rehearsal methods attempt to retain learned information by storing and rehearsing
previously learned patterns, pseudorehearsal methods attempt to latch on to learned information
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without the requirement of pattern storage [46]. Instead of using previously learned patterns
for rehearsal, pseudopatterns consisting of random input values are generated periodically during
training. The pseudopattern is fed into the network and the network’s output is recorded. After
some number of subsequent training iterations, a previously generated pseudopattern is selected
for pseudorehearsal. The pseudopattern is fed into the network, and the previously recorded output
is used as a training target.
Pseudorehearsal can use the rehearsal buffer model or sweep rehearsal as the base learning
mechanism. However, random pseudopatterns are used instead of actual patterns that have
previously been learned. To use pseudorehearsal with the sweep rehearsal approach, we would
construct our sweep buffer by selecting the n-th pattern to be learned and generating (m − 1)
pseudopatterns (as opposed to randomly selecting (m − 1) previously learned patterns) before
each epoch. During each epoch, the network is trained over the sweep buffer once. We then
construct another sweep buffer containing the n-th pattern and newly generated pseudopatterns.
This process repeats until the n-th pattern is learned sufficiently (then we would repeat using the
(n+ 1)-th pattern, etc.).
Consider the problem of learning binary patterns with an auto-associative neural network. The
training data is given as input-output pairs (xi, yi), where xi is the i-th input and yi is the desired
i-th output.The function to be approximated is f(xi) = yi. Note that, for the auto-associative
problem, xi = yi and f(·) is the identity function. The function approximation performed by the
auto-associative neural network h(xi) = yˆi, where yˆi is the output of the neural network (and we
desire h(xi) = yˆi ≈ yi).
We generate a pseudopattern pi by randomly setting each bit to 0 or 1 with equal probability.
We compute the output of the network over this pseudopattern and store the result as qi (i.e. we
compute h(pi) = qi). For pseudopatterns, instead of training in order to achieve the goal qi ≈ pi,
we use the value of qi as the actual training target. So, our sweep buffer would contain our pattern
to be learned, (xi, yi) as well as a number of pseudopatterns (pi, qi).
These pseudopatterns serve as approximate snapshots of the network’s internal state at some
time during the training process. As training proceeds, the network’s internal state is being adjusted
in order to recognize the currently viewed patterns. When pseudorehearsal is performed, the
network’s internal state is essentially being re-adjusted in order to be more like the snapshot
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of its prior internal state. This adjustment causes the network to be more likely to retain
prior information, thus combating the catastrophic interference effects. However, the process
of generating pseudopatterns and periodically retraining over these pseudopatterns increases the
storage and computational requirements of the system. Moreover, analysis suggests that in some
networks the effectiveness of pseudorehearsal is reduced when used with low-dimensional input
or input patterns that are nearly (or completely) orthogonal [18].
2.6.3 Dual Methods
Dual methods address catastrophic interference by means of attempting to separate that which
is being learned from that which has already been learned; these methods are characterized by
the explicit representation of short-term and long-term memory. Dual weight methods [27, 33]
maintain two sets of weights for a single network architecture, while dual network methods [21,
4, 26] utilize entirely separate neural networks. Both approaches use one of their resources (a set
of weights or a network) for storing long-term, slowly changing information and use the other
resource for storing short-term, quickly changing information.
Dual network methods operate by using one network (the ‘learning’ network) for processing
input and learning the input-output function to be approximated, while another network (the
‘memory’ network) performs long-term storage of learned information. During training, the
learning network alternates between periods of normal training and periods of knowledge transfer.
For the normal training, the learning network is fed training information and trained in the same
way as any multilayer perceptron feedforward neural network would be used [3].
Knowledge transfer is performed using pseudopatterns [3]. A pseudopattern is generated for
one of the networks (the ‘source’ network) by creating pseudo-inputs consisting of random noise
and feeding these into the source network; the source network’s output is recorded as the pseudo-
targets. The same pseudo-inputs are presented to the other network (the ‘destination’ network),
and the pseudo-targets from the source network are used as a training target for the destination
network.
During training, knowledge is transferred from each network to the other. Knowledge is
transferred from the learning network to the memory network in order to store information about
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(a) Learning new information (b) Storing of new information (c) Refreshing learned information
Figure 2.6: Operation of a dual network system
newly learned patterns, while knowledge is transferred from the memory network to the learning
network in order to retain information about previously learned patterns [3]. Operation of a dual
network system is depicted in Figure 2.6.
2.6.4 Activation Sharpening
Activation sharpening is inspired by the belief that catastrophic forgetting is a consequence of the
overlap of pattern representations within the neural network and can be addressed by reducing
such overlap [19]. The goal of activation sharpening is to gradually develop semi-distributed
representations of patterns in the hidden layer of the network by causing neurons within the hidden
layer to ‘latch’ onto specific regions of the input space. This approach modifies this traditional
feedforward process; the input pattern is fed forward and the activation of nodes in the hidden
layer is ‘sharpened’ by increasing one or more of the hidden nodes with the largest activation
values and decreasing the activation values of all the other hidden nodes. The difference between
the original and sharpened activation values is immediately backpropagated to the input-hidden
weights (as if it was an error signal) in order to train the network to produce a sharpened activation
in the future. After this occurs, the input is fed forward and the error backpropagated as usual.
More formally, consider a network with the hidden layer values given by
hj = f
(∑
i
wjixi
)
(2.18)
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where hj is the value of the j-th hidden neuron, f(·) is the activation function for the hidden layer,
wji is the weight that hidden neuron j assigns to the i-th input and xi is the value of the i-th input.
A typical neural network performs one feedforward and backpropagation operation for each
training sample. A typical feedforward iteration for the network would be performed by setting
the input layer values, calculating the hidden layer values, then calculating the output values. After
the feedforward, error backpropagation would take place (as described in Section 2.3).
A network with a single hidden layer using activation sharpening performs one and a half
feedforward and backpropagation operations for each training sample. The first set of operations
are performed in order to calculate the hidden layer activations and perform activation sharpening.
This feedforward operation is performed by setting the input layer values and then calculating the
hidden layer values; output layer values are not yet calculated.
Then, some number of the most active hidden layer neurons are selected for sharpening.
Assuming that activation values for the hidden layer neurons are between 0 and 1, new activation
values for all hidden neurons are calculated using the formula
h
′
j = hj + α(1− hj) if hj ∈ S
h′j = hj − αhj if hj /∈ S
(2.19)
where h′j is the new activation value, α is a sharpening factor between 0 and 1, and S is the set of
neurons selected for activation.
After the new activation values have been calculated, a backpropagation operation is per-
formed. The difference between the old activation values and the new activation values are treated
as an error signal, and the hidden neuron weights are updated according to the equation
w′ji = wji + η(h
′
j − hj)xi (2.20)
where wji is the value of the weight that the j-th hidden neuron assigns to the i-th input, w′ji is the
updated weight, xi is the value of the i-th input, and η is the network step size.
After this ‘half’ feedforward and backpropagation are completed, a standard feedforward and
backpropagation is performed (using the new weight values). The goal of this procedure is to
evolve representations with a few highly activated hidden neurons instead of many active neurons
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with average activation levels; this has the effect of reducing the average amount of activation
overlap among representations[19].
2.7 Ensemble Diversification Strategies
Ensembles of neural networks have been shown to be more effective than individual neural
networks. Originally, neural network ensembles were constructed using a two-stage design
process; individual networks are first generated and trained, and then they are combined into
ensembles. These networks were usually trained independently.
The mean squared error (MSE) of an ensemble of neural networks can be decomposed into
bias, variance, and covariance terms [51]. Ensembles aim to reduce the variance term; the variance
of the ensemble will be lower than the average variance of its components. This can be shown
by considering the output of an ensemble H in response to input xi given by a weighted linear
combination of the ensemble member outputs as
H(xi) =
N∑
j=1
wjhj(xi) (2.21)
where wj is the weight given to ensemble member j such that 0 ≤ wj ≤ 1 and
∑
j wj = 1,
and hj(xi) is the output of ensemble member j. Using the property that, for uncorrelated random
variables X and Y , Var[αX + βY ] = α2Var[X] + β2Var[Y ] we can show that the variance ofH is
given by
Var[H] = Var
[
N∑
j=1
wjhj
]
=
N∑
j=1
(
w2jVar[hj]
)
(2.22)
Since wj ≤ 1, we can see that Var[H] <
∑N
j=1 (Var[hj]) (under the assumption that there is more
than one network in the ensemble, i.e. N > 1). However, this is under the assumption that the
members ofH are uncorrelated. If there is any correlation between members, then we have to add
a covariance term to the calculation of Var[H]; correlation among members of an ensemble directly
reduce the maximum accuracy that the ensemble can achieve, and any method that can increase
diversity of the members in an ensemble has the potential to increase the ensemble’s accuracy.
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In the case that ensemble members are neural networks, the function calculated by hj is
fully specified by the weights contained in the network. In a sense, we can consider hj to be
occupying a point in a hypothesis space, with the coordinates being specified by the network
weights. During the training process, hj follows a trajectory through hypothesis space; the
initialization of the network weights determine the starting point and each training iteration moves
hj along a trajectory. The ensembleH can therefore be defined as a collection of points within this
hypothesis space. If H is to have diversity among its members, we would like ensemble members
to occupy sufficiently different points within this hypothesis space. Under this world view, we can
categorize diversification strategies into three categories depending on how the strategy alters the
hypothesis trajectory of an ensemble member. Diversification strategies can alter the starting point
in hypothesis space, the set of accessible hypotheses, or the trajectory through hypothesis space.
[10]
2.7.1 Starting Point in Hypothesis Space
Random Weight Initialization
Initializing the weights of each neural network randomly is one of the most common methods for
creating diversity; the hope is that starting each network in a different location within hypothesis
space will increase the probability that the networks will continue to follow unique trajectories
within the space. This is generally accepted as the least effective diversification strategy, and is
typically only used as a benchmark for comparison (e.g. [39]). It has been empirically shown
that, after network type, training set structure, and number of hidden neurons, randomized weight
initialization is the least effective means of generating diversity. [54, 41]
2.7.2 Set of Accessible Hypotheses
The most common way of altering the set of hypotheses accessible by an ensemble member is to
alter the set of training data by presenting a different subset of the training data to each ensemble
member.
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K-fold Cross-Validation
This strategy separates the training samples into k disjoint subsets. k new partially overlapping
training sets are then created for each ensemble member by leaving one of the k subsets out and
training over the others. [28]
Bagging
Bagging re-samples the original training set to randomly create training sets for each ensemble
member. Given a set of N training samples, each ensemble member is trained using a subset of the
training samples generated by randomly drawing (with replacement) N samples from the training
data. Each member is still trained using N samples, but some samples are repeated and some
omitted from each member’s specific training set. [7]
Boosting
This strategy is similar to bagging, however training sets are explicitly created. Ensemble members
are trained in series; when selecting the training set for the j-th ensemble member, weighted
random sampling is used to draw the samples from the training set. The weighting is determined
from the performance data obtained when training the previous ensemble members, and specified
such that samples that were difficult for existing ensemble members to classify are more likely
to be presented to the new member. [23] The popular AdaBoost algorithm [24] falls under this
category.
2.7.3 Trajectory Through Hypothesis Space
These diversification strategies alter the way that ensemble members traverse the hypothesis space.
The most popular method of altering the hypothesis space trajectory is modifying the cost function
by adding a penalty term. The normal error function for an ensemble member is
ej(xt) =
1
2
(yt − yˆ(j)t )2 (2.23)
When we add a penalty term, this becomes
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ej(xt) =
1
2
(yt − yˆ(j)t )2 + λR (2.24)
where R is the penalty term, and λ is a weighting factor that controls the tradeoff between the
normal error and the error due to incurred penalty.
Negative Correlation (NC) Learning
Negative correlation (NC) learning applies a penalty term in order to negatively correlate each
network’s error with the errors of the rest of the ensemble [35]. It relies on the intuition
that diversity between neural networks can be enforced by augmenting their cost function with
an explicit diversity term. NCL employs the standard back-propagation algorithm to train the
individual neural networks in parallel, and then each network’s error function is penalized in order
to negatively correlate the errors of the learners as means of guaranteeing diversity.
Consider a training dataset D, defined as
D = {(x1, y1), . . . , (xt, yt), . . . , (xN , yN)} (2.25)
where xt ∈ RDX is the t-th training input with DX dimensions, yt ∈ RDY is the t-th desired output
with DY dimensions, and the dataset has a total of N samples.
We take the output of the ensemble to be the simple weighted average of it’s members, defining
H(xt) = 1
M
M∑
j=1
(hj(xt)) = yˆt (2.26)
where we use H(·) to represent the function computed by the entire ensemble and yˆt to represent
the output of the ensemble in response to the input xi (i.e. H(xt) = yˆt). When referring to
individual members of an ensemble, hj(·) represents the function computed by the j-th ensemble
member, hj(xt) is the j-th ensemble member’s output in response to the t-th input, and yˆ
(j)
t is the
member’s output (i.e. hj(xt) = yˆ
(j)
t ).
So, an alternative expression of the ensemble calculations can be given by
hj(xt) = yˆ
(j)
t (2.27)
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H(xt) = 1
M
M∑
j=1
yˆ
(j)
t (2.28)
Normally, if each member was being trained in order to minimize the standard mean squared
error equation, the error for member j would be given by
ej(xt) =
1
2
(yt − yˆ(j)t )2 (2.29)
However, under NCL, we add a penalty term to obtain the error function
ej(xt) =
1
2
(yt − yˆ(j)t )2 + λpj(xt) (2.30)
where pj(xt) is the penalty for the j-th ensemble member in response to input xt and λ is a
weighting term balancing the normal mean squared error term with the new penalty term.
The penalty term for each network is given by
pj(xi) = (hj(xi)−H(xi))
∑
k 6=j
(hk(xi)−H(xi)) (2.31)
which, as shown in the literature (e.g. [9, 35]), causes the errors between ensemble members to
become negatively correlated. NC has been shown to consistently outperform simple ensemble
systems. In addition to empirical studies, NC has been shown [9] to produce desirable theoretical
properties grounded in statistical theory. This penalty retains the ability to train each of the
networks both simultaneously and incrementally.
2.8 Weighting Contributions from Ensemble Members
The method used to combine the individual outputs hj into the ensemble outputH has a significant
effect on ensemble accuracy [51]. If the members of H have very low covariance, then it can be
expected that each member will have different areas in which it is most accurate. Simple methods
of weighting the member outputs (e.g. setting all wj = 1N ) cannot be expected to perform as well
in input regions where the members ofH have significantly different outputs.
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There are several approaches to combining outputs from ensemble members into a single
coherent output for the ensemble. Some of the most common approaches are explored here. In this
section, we let our set of ensemble members beH = {hj | 1 ≤ j ≤M}, whereM is the number of
members in the ensemble. We useH(·) to represent the function computed by the entire ensemble
and yˆi to represent the output of the ensemble in response to the input xi (i.e. H(xi) = yˆi). When
referring to individual members of an ensemble, hj(·) represents the function computed by the j-th
ensemble member, hj(xi) is the j-th ensemble member’s output in response to the i-th input, and
yˆ
(j)
i is the member’s output (i.e. hj(xi) = yˆ
(j)
i ).
2.8.1 Plurality Voting
Plurality voting [25] is one of the simplest methods of weighting ensemble members in a
classification context. For classification, the inputs xi are samples and the outputs yi are class
labels. Under plurality voting, the ensemble choice is defined to be the class for which the
most ensemble members voted. Formally, let yˆ(j)ik be the value that member hj estimates for the
probability that xi ∈ class k. The set of members that believe xi is a member of class k is defined
as
Sk =
{
hj | yˆ(j)ik = max
k′
yˆ
(j)
ik′
}
(2.32)
Thus, Sk is the set of all ensemble members that gave xi the highest probability of being in set k.
The ensemble’s classification output is then
H(xi) = arg max
k
|Sk| (2.33)
where |Sk| denotes the size of set Sk. H(xi) is then the class label for which the most ensemble
members voted.
2.8.2 Basic Ensemble Method (BEM)
The Basic Ensemble Method (BEM) [42] takes the simple average of all the ensemble members;
this can be used in either a classification or a regression scenario. The ensemble output under BEM
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is given by
H(xi) = 1
M
M∑
j=1
(hj(xi)) (2.34)
If the correct function value to be estimated is given by f(xi), in the BEM we can define the misfit
function for each member as
mj(xi) = f(xi)− hj(xi) (2.35)
which allows us restate the network output as
H(xi) = f(xi)− 1
M
M∑
j=1
(mj(xi)) (2.36)
Interestingly, it can be shown ([42]) that as long as mj(xi) are mutually independent with zero
mean, the error in estimating f(xi) can be made arbitrarily small by increasing the population size
ofH. This result helps to highlight the need for diversity amongst the members of an ensemble; the
mutual independence in mj(·) is directly affected by the amount of diversity amongst the members
ofH.
2.8.3 Linear Combinations
Linear combinations of the ensemble members’ output is a more generalized form of the BEM that
is applicable to regression problems. The ensemble output is calculated as
H(xi) =
M∑
j=1
wjhj(xi) (2.37)
where wj is a weight assigned to each ensemble member such that 0 ≤ wj ≤ 1 and
∑M
j=1wj = 1.
There are many techniques to determining the values of wj . In [42], the BEM is extended to
the Generalized Ensemble Method (GEM) by the addition of a weighting term. It is further shown
that the optimal weights (optimal in the sense that the mean squared error is minimized over the
training set) is
wj =
∑
iC
−1
ji∑
k
∑
iC
−1
ki
(2.38)
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where C is the covariance matrix of the misfit functions, such that Cij = E[mi(x)mj(x)] (where
E[·] is the expected value). The optimal mean square error under this weighting is
MSE =
[∑
i,j
C−1ij
]−1
(2.39)
This result depends on two assumptions: the rows and columns of C are linearly independent and
we have a reasonable estimate of C. In the case where we have nearly duplicate members in the
populationH, we will have nearly linearly dependent rows and columns inC, making the inversion
calculation unstable and our estimate of C−1 unreliable. This reinforces the need for a sufficient
level of diversity amongst the members of the ensemble.
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Chapter 3
Mitigation of Catastrophic Interference
within a Neural Network
3.1 The Fixed Expansion Layer Feedforward Neural Network
The motivation behind the fixed expansion layer (FEL) neural network, first introduced in [13], is
similar to the motivation for activation sharpening: reducing the overlap of pattern representations
within the network. The FEL network addresses the problem of representational overlap by
exploiting an augmented MLP architecture which includes the addition of an expansion hidden
layer to the network, as depicted in Figure 3.1. The weights for this layer are fixed during
network initialization and remain unchanged during subsequent network operations. As a result,
the FEL framework inherently supports an incremental, online learning process and exploits sparse
encoding to latch onto previously learned input/output mappings.
During the feedforward phase, the FEL neurons are triggered in order to present a consistent
sparse representation of the input pattern to the output layer, as illustrated in Figure 3.2. The
sparsity of the triggered FEL neurons protects the input-to-hidden layer weights which were not
used in the sparse coding from the backpropagated error signal (see Figure 3.3), thus preventing
the network weights from changing drastically when exposed to new information, which mitigates
the effects of catastrophic interference. Sparsity thus serves as means of latching on to older
information by selectively gating weight update signal propagation through the network.
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Figure 3.1: Architecture of the FEL neural network
Figure 3.2: FEL neural network operation - feedforward
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Figure 3.3: FEL neural network operation - backpropagation
Consistency of representations within the FEL neurons is critical to the accuracy of the
network; the network cannot retain information if the dense signal from the hidden layer is not
sparsely encoded in a consistent fashion. This requirement is the main factor to consider in
deciding how the activation values of the FEL neurons are to be calculated.
Two approaches to sparse representational consistency have been investigated; the first
approach, the parameterized FEL network, creates sparsity by using fixed weights that are not
fully connected, directly evaluating the full fixed layer signal, and then sparsifying the signal
heuristically. Building off of the lessons learned from the parameterized approach, the second
technique, the feature-sign FEL network, uses techniques that has greater theoretical foundations
within the sparse-coding literature and that directly forms a sparse representation of the hidden
layer signal.
3.2 Parameterized FEL Network
One approach to the FEL activation problem is to perform a traditional feedforward operation
(from the input layer to the hidden layer) and then to heuristically sparsify the FEL activation
values; this is the approach investigated in [13]. Using the fixed weights and the activation values of
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the hidden layer, activation values are calculated for all FEL neurons. Once these values have been
calculated, we heuristically determine which FEL neurons contain the most significant information
about the hidden layer and zero out the values of the other FEL neurons.
3.2.1 Weight Initialization
The weights between the hidden layer and the FEL are set when the neural network is created and
are not updated during the learning process. These FEL weights must facilitate expansion of the
signal contained in the activations of the hidden layer neurons into a more sparse representation of
that signal in the FEL neurons. To achieve this, each FEL neuron is only connected to a portion of
the neurons in the hidden layer. If each hidden neuron were fully connected to each FEL neuron
(as in traditional feedforward neural network weighting), each FEL neuron’s activation would be a
function of the full hidden layer signal; the FEL layer’s signal would be just as dense as that of the
hidden layer. We therefore select only a portion of the hidden layer neurons to contribute to each
FEL neuron.
To initialize the FEL weights, we first determine the number of hidden layer neurons that
contribute to each FEL neuron’s activation (NC) and the number of hidden layer neurons that
will inhibit the activation of each FEL neuron (NH). For each FEL neuron, we randomly select
NC contributory neurons and assign them a contributory weight (vC) of 1. We then select NH
inhibitory neurons and assign them an inhibitory weight value (vH) of − vCNH . The selection of
contributory and inhibitory neurons is performed such that each neuron in the hidden layer will
contribute and inhibit the same number of FEL neurons.
3.2.2 Neuron Triggering
During training, only a small portion of the FEL neurons (the ‘triggered neurons’) have nonzero
activation values. Any hidden layer neuron connected to a triggered FEL neuron will receive a
corrective training signal and consequently update all of its input layer weights (depicted in Figure
3.3); if all FEL neurons were triggered, then all hidden neurons would receive a training signal,
and all input-hidden weights would be updated during each training iteration. We trigger some
number (N+) of neurons that have the largest activation value as well as some number (N−) of
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neurons that have the smallest activation values. Intuitively, this can be thought of as selecting the
neurons that strongly ‘agree’ or strongly ‘disagree’ with the hidden layer signal; the strength of the
agreement or disagreement is a result of the contributory or inhibitory weights between the hidden
layer neurons and the FEL neurons. These triggered neurons then have their activation value set to
a constant value (v+ or v−), and all other FEL neurons have their activation value set to 0.
By setting the activation value of the triggered FEL neurons to specific values (as opposed to
using their actual activation values), we are effectively limiting the information that can be sent
between the hidden layer neurons and the output layer neurons. In effect, we are dividing the
learning process into two parts; the hidden layer weights are adjusted in order to create the sparse
representation that will be most informative to the output layer, and the output layer weights are
adjusted in order to interpret the sparse FEL signal into an accurate representation of the desired
output.
3.2.3 Examination of the Parameterized Approach
The fixed expansion layer feedforward neural network is an effective approach to combating
catastrophic interference and learning under non-stationary training data [13]. Using the FEL, we
are able to obtain higher accuracy than other current approaches to this problem. There are minimal
computational requirements added due to this approach; the only additional processing required is
the extra feedforward layer. The FEL feedforward neural network is able to retain more previously
learned information about the training data, even when the training data is non-stationary in nature.
However, there are some aspects of the parameterized approach that are troublesome. In the
above approach, there are eight constants (NC , NH , vc, vh, NA, ND, vp, vn) which must be manually
specified; this can lead to the requirement of empirically tuning the parameters for any given
problem. Ideally, we want as few ‘magic constants’ as possible and would prefer a more data-
driven approach to FEL operation which might be able to make more use of the resources available
in the fixed expansion layer.
Such a data-driven approach would ideally address the need for a special initialization of the
fixed weights, the issue of which FEL neurons to trigger, and the value to assign to each triggered
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neuron. The Feature-Sign FEL network was developed in order to address these concerns and to
incorporate advances in sparse coding theory into the algorithm.
3.3 Feature-Sign FEL Network
Sparse coding can be used as an improved method for determining the FEL activation neurons
and their values. In such framing, the activations of the hidden layer denote the dense signal, the
activations of the expansion layer represent the sparse signal, and the FEL weights act as the basis
for the transformation. We seek to minimize the L1 norm of the fixed expansion layer neurons
while at the same time retaining key information from the hidden layer neurons. This is equivalent
to the following optimization formulation:
min
x
||y − Ax2||+ γ||x||1, (3.1)
where y is the activation of the hidden layer, A is the FEL weight matrix, x is the FEL activation
(over which the minimization is performed), and γ is a penalty constant which acts to balance the
desire for a sparse FEL activation and retention of information from the hidden layer.
This problem can be efficiently solved using the feature-sign search algorithm introduced in
[31]. Equation (3.1) can equivalently be written as
min
x
||y − Ax2||+ γ
N∑
i=1
|xi|, (3.2)
where N is the number of elements in x. If we know the signs of the elements in x, then we
can replace each of the terms |xi| with either xi (if xi > 0), −xi (if xi < 0), or 0 (if xi = 0).
Considering only nonzero coefficients, this reduces (3.2) to a standard, unconstrained quadratic
optimization problem (QP), which can be solved analytically and efficiently. The feature-sign
search algorithm operates by maintaining an active set of potentially non-zero coefficients in x and
the sign (positive or negative) of these values; all other members of x are assumed to be zero. Given
an active set, we can analytically solve (3.2); in addition, given the corresponding minimization
solution, an improved active set can be obtained (if it exists).
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Table 3.1: The Feature-Sign Search Algorithm
Feature-sign search algorithm
1: Initialize x := ~0, θ := ~0, and active set := {}, where θi ∈ {−1, 0, 1} denotes sign(xi).
2: From zero coefficients of x, select i = arg maxi
∣∣∣∂||y−Ax||2∂xi ∣∣∣.
Activate xi (add i to the active set) only if it locally improves the objective, namely:
If
∣∣∣∂||y−Ax||2∂xi ∣∣∣ > γ, then set θi := −1, active set := {i} ∪ active set .
If
∣∣∣∂||y−Ax||2∂xi ∣∣∣ < −γ, then set θi := 1, active set := {i} ∪ active set .
3: Feature-sign step:
Let Aˆ be a submatrix ofA that contains only the columns corresponding to the active set.
Let xˆ and θˆ be subvectors of x and θ corresponding to the active set.
Compute the analytical solution to the resulting unconstrained QP (minimizexˆ||y −
Aˆxˆ||2 + γθˆT ):
xˆnew := (Aˆ
T Aˆ)−1(AˆTy − γθˆ/2),
Perform a discrete line search on the closed line segment from xˆ to xˆnew:
Check the objective value at xˆnew and all points where any coefficient changes sign.
Update xˆ (and the corresponding entries in x) to the point with the lowest objective value.
Remove zero coefficients of xˆ from the active set and update θ := sign(x).
4: Check the optimality conditions:
(a) Optimality condition for nonzero coefficients: ∂||y−Ax||
2
∂xi
+ γsign(xj) = 0, ∀xj 6= 0
If condition (a) is not satisfied, go to Step 3 (without any new activation); else check
condition (b).
(b) Optimality condition for zero coefficients: ∂||y−Ax||
2
∂xi
≤ γ, ∀xj = 0
If condition (b) is not satisfied, go to Step 2; otherwise return x as the solution.
Each such step reduces the objective function. It has been shown that the feature-sign search
algorithm converges to a global optimum of the optimization problem (3.2) in a finite number of
steps [31]. The algorithm is shown in Table 3.1.
The framing of the fixed expansion layer network within the sparse coding domain and the
application of the feature-sign search algorithm lead to significant advantages. By applying this
approach, we are able to eliminate eight constants (NC , NH , vc, vh, NA, ND, vp, vn) and replace
these with a single constant (γ). Beyond offering a more firm theoretical grounding to the FEL
approach, this improvement results in significantly higher accuracy over the original approach, as
discussed in Section 5.4.
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Figure 3.4: FEL Elman recurrent neural network
3.4 Fixed Expansion Layers in Elman Recurrent Neural Net-
works
Applying the FEL technique to Elman’s Simple Recurrent Network (SRN) [14] (shown in Figure
2.4) allows the system to capture temporal dependencies. In this recurrent FEL (rFEL) network,
the expansion layer now acts to prevent convergence of the weights between the context neurons
and the hidden layer neurons. This is done by gating the context signal using an expansion layer,
as depicted in Figure 3.4.
Elman recurrent neural networks ([15], structure depicted in figure 2.4) are widely used to
approximate functions that have temporal dependencies. However, as an extension of regular
neural networks, Elman networks also suffer from the problem of catastrophic forgetting.
Consider the scenario where we are trying to approximate f : X× S→ Y× S with an Elman
recurrent neural network (RNN). In other words, we have that f(xi, st) = (yi, st+1), where xi ∈ X
is the input, st ∈ S is the current state, yi ∈ Y is the output, and st+1 ∈ S is the new state. This
is the typical scenario for approximation by a RNN. Suppose there is a subset of the input space
A ⊂ X such that ∀xi ∈ A ∃yi ∈ Y ∀s ∈ S f(xi, st) = (yi, st+1) st = st+1. Simply put, there is
some region of the input space (A) where f(xi, s) has no actual dependence on the state history. If
many samples from A occur sequentially, then the weights from the recurrent layer to the hidden
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layer will converge toward 0, thus disregarding the state history. When we once again observe any
xi /∈ A, the network will no longer have the information from those weights required to adequately
approximate f .
This effect is mitigated by isolating sparse state signals contained within dense hidden layer
signal by inserting a FEL between the hidden layer and the recurrent portion of the input layer
(see figure 3.4). This FEL will act as a gate on the state signal; in the above example, some FEL
neurons would latch on inputs xi ∈ A. The weights from those FEL neurons to the input layer will
converge to 0, and the information stored in the other weights will not be lost.
3.5 Target Variation Trace
An alternative method of mitigating catastrophic forgetting is to vary the rate of learning in order to
maximize the learning of new information and minimize repetition of already learned information.
In order to do this, we compute some metric to quantify whether or not new information has been
presented and use this metric to proportionately control the learning rate of the network. We refer
to this approach as the ‘target variation trace’.
We can compare this approach with others used for the mitigation of catastrophic interference:
activation sharpening seeks to maximize the distribution of information representation within the
hidden layer by encouraging individual hidden neurons to latch on to specific areas of the input
space; the fixed expansion layer network seeks to minimize representational overlap by learning a
sparse representation of the dense hidden layer signal and using this sparse transformation for
information storage; by using the target variation trace, the network is encouraged to rapidly
explore regions of the error space that have not been observed recently while slowing the rate
of network convergence when in regions of the error space that have previously been observed.
Consider a standard gradient descent neural network with error and weight updates defined by
E(xt) =
1
2
∑
j
[
ej(xt)
2
]
(3.3)
∆Wt ∝ −η∇WE (3.4)
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where xt is the t-th input vector, E(xt) is the total network error for the t-th input, ej(xt) is the
error for the j-th neuron of the output layer in response to the t-th input,W is the matrix of network
weights, ∆Wt is the change in weights in response to the t-th input, η is a step-size constant, and
∇WE is the gradient of the total network error E(xt) with respect to the weights W .
The target variation trace approach moderates the rate of weight change depending on the
change in error signal. Formally, the network uses
∆Wt ∝ −γ(t)∇WE (3.5)
γ(t) ∝ η × d (E(xt), E(xt−1)) (3.6)
where γ(t) is the new step size for time t, η is the original network step size, and d(·, ·) is a distance
metric measuring the change in error from time (t− 1) to time t.
Intuitively, this means that the network will make small weight adjustments when the same type
of approximation error is made between time (t−1) and t. If the network is fed constant values for
the input pair (x, y), then γ(t) will approach 0, and the network weights will stop being adjusted.
Therefore, we can prevent the network weight convergence which ordinarily cause catastrophic
forgetting.
In order to gracefully handle multidimensional error signals, we use the cosine distance metric
defined as
d (E(xt), E(xt−1)) ≡ E(xt) • E(xt−1)‖E(xt)‖‖E(xt−1)‖ (3.7)
where • denotes the dot product operator and ‖ · ‖ denotes the L2 norm.
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Chapter 4
Mitigation of Catastrophic Interference
within Ensembles of Neural Networks
When examining the results from experiments with a single FEL network, it was observed that,
when FEL networks suffer from some degree of forgetting, they tend to do so in different regions.
It is possible that this property is exploitable by ensembles of FEL networks; this chapter examines
the FEL network within an ensemble setting and presents several techniques for ensuring diversity
within members of an ensemble.
4.1 Diversification using Output Distribution
As discussed in Section 2.7, diversification of members within an ensemble is critical to the
performance of the ensemble as a whole.
Using explicit weight estimation by ensemble members provides a useful mechanism for
weighting member contribution, but it should also be useful for increasing diversity within an
ensemble. When we estimate the error, we are effectively estimating the variance of the output.
Taking this idea further, we can envision an ensemble member not trying to estimate just the correct
output, but estimating a probability distribution defined by (µ, σ2) in which the correct output is
likely to fall.
This extension is useful for determining the corrective signal, but it also allows for more
information-theoretical methods of increasing diversity within the ensemble. Given a collection
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of (µj, σ2j ) outputs, we can calculate the Jensen-Shannon divergence [34] between members j and
k as
JSD(P ‖ Q) = 1
2
DKL(P ‖M) + 1
2
DKL(Q ‖M) (4.1)
DKL(P‖Q) =
∑
i
P (i) ln
P (i)
Q(i)
(4.2)
where P is the normal distribution N (µj, σ2j ), Q is the normal distribution N (µk, σ
2
k), and M
is a distribution defined by M = 1
2
(P + Q). D(P ‖ M) is the Kullback–Leibler divergence
between P and M . Further, the quantity
√
JSD(P ‖ Q) is a metric [16] which can serve as
a metric indicating the distance between two ensemble members. This formulation allows for a
theoretically sound method of diversifying ensemble members.
To apply this technique, we add a penalty term to each network’s error function in order to
increase the JSD between the network’s output and the ensemble’s output. This gives us the new
error function
ej(xi) =
1
2
N∑
k=1
(
yik − yˆ(j)ik
)2
+ λ
√
JSD(hj ‖ H) (4.3)
where λ is a weighting term and JSD(hj ‖ H) is the Jensen-Shannon divergence between the j-th
ensemble member’s output and the combined output of the entire ensemble.
4.2 Explicit Error Estimation by Ensemble Members
Ensemble weighting can also be accomplished by explicitly estimating member error for ensemble
members (in this case we’re using FEL networks). For example, in approximating aN -dimensional
function, we also require each ensemble member to estimate its own error, so
hj(xi) =

yˆ
(j)
i1
...
yˆ
(j)
iN
eˆj(xi)
 (4.4)
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Table 4.1: Accuracy comparison between a single FEL network and various ensembles of FEL
networks
Accuracy
Single FEL network 0.800
Basic Ensemble Method 0.815
Estimated MSE weighting 0.829
Individual output error estimate weighting 0.827
Estimated max absolute error weighting (separate network) 0.830
Estimated max absolute error weighting (same network) 0.863
where hj is trained with the goals that yˆ
(j)
i ≈ yˆi and also eˆj(xi) ≈ ej(xi), where ej(xi) =
1
2
∑N
k=1
(
yik − yˆ(j)ik
)2
(or alternatively the L1 norm can be used, where ej(xi) = 12
∑N
k=1
∣∣∣yik − yˆ(j)ik ∣∣∣)
.
Using this estimate, we can set wj , the weight assigned to the j-th ensemble member,
proportional to the estimated error. So, we have wj ∝ eˆj(xi)−1, which will lower the overall
error in H as long as our estimation of ej(xi) is reasonable. Analysis of the results indicate
high correlation (correlation coefficient of 0.45) between the error estimates and the actual
errors. Several methods of using this estimate for weighting have been tried, and the results
are summarized in table 4.1. The best results have been obtained when requiring each ensemble
member to estimate its maximum absolute error. If we define the error of the individual output for
the k-th dimension as ejk(xi), the maximum absolute error is given by
max
1≤k≤N
|ejk(xi)| (4.5)
4.3 Backpropagation Through a Consolidation Neural Net-
work
We propose to further explore the impact of explicitly using a neural network to consolidate
the outputs of each ensemble member into an accurate ensemble output. Given outputs hj ,
the consolidation network H will compute f ′(h1, . . . , hj, . . . , hM) = yˆi. For a N -dimensional
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function, the ensemble error is given by
E(xi) =
1
2
N∑
k=1
(yik − yˆik)2 (4.6)
This error is then backpropagated through the consolidation neural network. The traditional term
for the member error (using no penalty terms) is
ej(xi) =
1
2
N∑
k=1
(
yik − yˆ(j)ik
)2
(4.7)
For ensembles of neural networks, we adjust member networks by changing the weights attached
to the output nodes. If yˆ(j)ik is the output node for the k-th dimension of the j-th member, we adjust
the output weights W by a factor proportional to
∂ej(xi)
∂yˆ
(j)
ik
= yik − yˆ(j)ik (4.8)
The novelty of this work comes from modifying the member error function. We can backpropagate
through H in order to determine the amount of the ensemble error attributable to each ensemble
member. More importantly, we can calculate the portion of the ensemble error attributable to each
output node of hj as
∂E(xi)
∂yˆ
(j)
ik
=
∂E(xi)
∂H
∂H
∂hj
∂hj
∂yˆ
(j)
ik
(4.9)
We can use this knowledge in the weight adjustment such that
∆W
(j)
k ∝
∂ej(xi)
∂yˆ
(j)
ik
+ ρ
∂E(xi)
∂yˆ
(j)
ik
(4.10)
where ρ is a weighting term balancing the ensemble member’s error in estimating f against the
amount of error in H as a whole which is caused by hj . The intuition is that, by minimizing
both estimation error and the error contributed to the ensemble, we can appropriately weight each
ensemble member along with encouraging diversity among the ensemble members.
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4.4 Ensemble Diversification in FELNN Ensembles
FEL neural networks introduce an additional layer with several unique properties. In ensembles of
FEL networks, this property can be exploited in order to both increase diversity in the ensemble
and increase utilization of the FEL layers within ensemble members.
Each FEL network within an ensemble is initialized with different values for the fixed weights,
which are used as the basis for the sparse coding; as a result, each ensemble member performs
the sparse coding process differently. For any given input, each ensemble member sparsely code
the hidden neuron activations will different efficiency levels. For example, one ensemble member
might have a sparse coding requiring the activation of 5 FEL neurons, while another ensemble
member might only have 2 FEL neurons activated.
Using this property, we can define the coding efficiency for parameterized FEL network
ensemble members as
ci(xt) ≡
∑
r∈V+
|r|+
∑
s∈V−
|s| (4.11)
where ci(·) is the coding efficiency for the i-th ensemble member and xt is the input at time t. The
values of r ∈ V+ are the values of the N+ FEL neurons with the largest activation values, and the
values of s ∈ V− are the values of the N− FEL neurons with the smallest activation values; these
values are taken before the FEL neurons are triggered (i.e. before the values are set to v+or v−
using the procedure specified in Section 3.2).
This value is used for both weighting and diversity purposes. The weight of the i-th ensemble
member (for the input xt) is calculated as
wi(xt) =
ci(xt)∑M
j=1 cj(xt)
(4.12)
and the overall output of the ensemble is given by
H(xt) =
M∑
i=1
wi(xt)hi(xt) (4.13)
where hi(·) is the output of the i-th ensemble member and M is the total number of ensemble
members.
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Diversity is increased by only training the two ensemble members with the greatest and least
coding efficiency values. For each training sample, only the two members with the maximum
and minimum values of ci are trained using backpropagation. The intuition behind this is that
divergence can be increased by only modifying the most efficient and least efficient networks.
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Chapter 5
Experimental Results
5.1 Auto-Associative Binary Pattern Reconstruction
5.1.1 Task Description
For the first task, we compare FEL network performance to two of the commonly utilized
approaches for mitigation of catastrophic forgetting. We also show the performance of a standard
multilayer perceptron (MLP) feedforward neural network for reference. Exploration of the
problem of catastrophic interference has traditionally been within the domain of auto-associative
pattern learning [38]; this task compares the ability of a network to retain previously learned
information after learning new information.
The auto-associative binary pattern reconstruction test is performed as follows. First, the
network is trained over a set of 20 patterns, where each pattern consists of 32 binary values. The
goal of the network is to recreate the input provided; the network has 32 real-valued outputs that do
not get rounded or thresholded. The network is trained over all 20 patterns until the mean squared
error for the set is less than 0.06. Once the network has learned the 20 base items, we present a
new pattern to the network. The network is trained once using this intervening item, and we then
measure the mean squared error over the original set of base items in order to determine how much
of the original information was retained.
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Table 5.1: Pattern reconstruction accuracy for the traditional catastrophic forgetting task.
Intervening
Items
Standard
MLP
Pseudo-
rehearsal
Activation
sharpening FEL NN
1 0.930 0.934 0.926 0.941
3 0.922 0.931 0.917 0.936
5 0.918 0.930 0.914 0.932
7 0.914 0.927 0.909 0.929
10 0.914 0.926 0.911 0.926
5.1.2 Networks Tested
We evaluated the FEL neural network against a standard multilayer perceptron (MLP) feedforward
neural network, a network using activation sharpening, and a network using pseudorehearsal. All
networks have 32 input neurons, 16 hidden layer neurons, and 32 output neurons. For activation
sharpening, the two hidden layer neurons with the largest values were sharpened by a factor of
α = 0.001. Pseudorehearsal was performed by generating 32 pseudopatterns after original training
over the binary patterns. Every time an interleaving pattern is learned, a random pseudopattern is
selected and presented for training.
In the FEL neural network 128 neurons were used in the sparse (fixed) layer. Each FEL node
received inputs from half of the hidden layer nodes (i.e. NC = 4,NH = 4), with excitatory weights
of vC = 1 and inhibitory weights of vH = −0.25. For the neuron triggering, the NC = 4 neurons
with the largest activation value and the NH = 1 neuron with the smallest activation value were
used. The positive trigger value was vp = 0.5 and the negative trigger value was vn = −1.
5.1.3 Simulation Results
Each network was used in 100 independent test runs, and the results were used in order to determine
the mean accuracy, standard deviation, and the 95% confidence interval for the mean accuracy.
A plot of these values is shown in Figure 5.1, with some detailed results presented in Table 5.1.
The FEL network performed significantly better than the standard MLP network and the network
using activation sharpening and was slightly better than the network using pseudorehearsal.
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Figure 5.1: Pattern reconstruction accuracy for the traditional catastrophic forgetting task. Each
line represents the mean classification accuracy, with the shaded proportion representing the 95%
confidence interval.
These results show that the FEL network performs well in the domain typically used for testing
catastrophic forgetting.
5.2 Single Learner Non-stationary Gaussian Distribution Clas-
sification Task
We study the addition of the FEL on a classification task, whereby clusters of observations with
non-stationary properties are used as training input. Inputs consist of data from four clusters of two
dimensional points, where each cluster has a predefined mean and standard deviation and samples
for that cluster are drawn from a Gaussian distribution. The process involves 50,000 training
iterations followed by 1,000 testing iterations. The neural network is given the point’s x and y
coordinates as a two dimensional input, and produces a four dimensional output representing the
class index. This problem is trivial when we train over samples drawn from each distribution for
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the entire training period. All algorithms evaluated are able to achieve 100% accuracy under such
conditions.
However, in order to study each algorithm’s ability to resist catastrophic interference, we do
not train over all four clusters during the training process. Instead, we present samples from all
four clusters during the first portion of training, followed by presenting samples from only two
of the clusters (i.e. the ‘primary’ clusters) during the rest of training. During this second portion
of training, no samples from the other two clusters (i.e. the ‘restricted’ clusters) are presented.
Testing is still performed over both the primary and the restricted clusters with the goal being to
determine whether or not the network is able to retain information about the restricted clusters upon
being presented with many samples from only the primary clusters. The proportion of training that
only references the primary clusters (i.e. the ‘non-stationary percentage’) was adjusted in order to
measure how well each algorithm performed under varying amounts of interference.
We tested the fixed layer feedforward neural network against a standard multilayer perceptron
(MLP) feedforward neural network, a network using activation sharpening, a network using
pseudorehearsal, and a network using the target variation trace method. All networks use 2 input
neurons, 16 hidden layer neurons, and 4 output neurons. For activation sharpening, the 2 hidden
layer neurons with the largest values were sharpened by a factor of α = 0.001. Pseudorehearsal
was performed by generating a new pseudopattern every 1000 training iterations. Every 100
training iterations, a random pseudopattern is selected and presented for training.
For the FEL neural network, a FEL of 128 neurons was used. Each FEL received input from
half of the hidden layer (NC = 4, NH = 4), with contributory weights of vC = 1 and inhibitory
weights of vH = −14 . For the neuron triggering, the N+ = 4 neurons with the largest activation
value and the N− = 1 neuron with the smallest activation value were used. The positive trigger
value was v+ = 12 and the negative trigger value was v− = −1.
5.2.1 Simulation Results
For each value of the non-stationary percentage, 100 independent test runs were performed for
each algorithm, and the results were averaged in order to determine the mean accuracy, standard
deviation, and the 95% confidence interval (α = 0.05) for the mean accuracy.
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Figure 5.2: Single learner non-stationary Gaussian distribution classification accuracy. Each
line represents the mean classification accuracy, with the shaded proportion representing the
95% confidence interval. ‘Non-stationary percentage’ refers to the percent of training that was
performed using only samples from the primary clusters.
Table 5.2: Classification rates for various catastrophic interference mitigation schemes compared
to the proposed method
Non-
stationary
percentage
Standard
MLP
Pseudo-
rehearsal
Activation
sharpening
Target
Variation
Trace
FEL NN
0.00 1.00 1.00 1.00 1.00 1.00
0.25 0.52 0.76 0.55 0.74 0.92
0.50 0.51 0.66 0.50 0.59 0.85
0.75 0.50 0.58 0.50 0.55 0.79
1.00 0.50 0.50 0.50 0.50 0.50
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Figure 5.3: Single learner non-stationary Gaussian distribution classification region detail,
comparing a standard multilayer perceptron (on top) with a FEL network (below). The primary
clusters are centered at (-2,2) and (2,-2). The left shows the results of the test set, with green
circles representing correct classifications and red X’s representing incorrect classifications. The
right displays the entire input space and the classification that each network would make for a point
in that region. Note that the standard MLP loses the classification region for both of the restricted
clusters, while the FEL network only loses the borders of the restricted clusters.
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A plot of each network’s accuracy is shown in Figure 5.2, with some detailed values presented
in table 5.2. For all non-stationary percentages, the FEL shows the highest classification accuracy.
Furthermore, the accuracy drops off at a roughly linear rate as the non-stationary percentage
increases; the exponential decay in accuracy shown by the standard MLP is characteristic of
catastrophic interference. Figure 5.3 provides more detail for one test run (with a non-stationary
percentage of 75%). The standard MLP loses all ability to classify samples from the restricted
clusters, while the FEL network only misclassified samples that lie near the edges of the restricted
clusters.
5.3 Ensemble Learning Non-stationary Gaussian Distribution
Task
To compare ensemble techniques, we evaluated various schemes for composing multiple FEL
neural networks into an ensemble. Each ensemble is composed of 7 FEL neural networks, using
the same parameters as in the single learner case. We compared Jensen-Shannon divergence as
a diversification term with and without weighting the learners proportionally to their estimated
error. Furthermore, both a basic ensemble which uses the mean value of member outputs and an
ensemble trained using NCL were considered. The negative correlation penalty term used was
γ = 0.5 (as in [8]), and the Jensen-Shannon divergence term is weighted using a convex with
the MSE term, where γ = 0.8. The temperature parameter in the estimated error weighting was
τ = 0.1.
For each value of the non-stationary percentage, 100 independent test runs were performed
for each algorithm, and the results were used in order to determine the mean accuracy, standard
deviation, and the 95% confidence interval for the mean accuracy.
A plot of the accuracy obtained by using an ensemble of FEL neural networks is illustrated in
Figure 5.4, with some detailed values presented in Table 5.3. Results from the ensemble technique
comparison show that significant accuracy gains can by made by using the FEL neural network
in an ensemble setting. All ensemble techniques perform significantly better than a single learner,
with the most significant accuracy differences occurring at higher levels of non-stationarity.
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(a) JSD/NC detail
(b) FEL/BPC detail
Figure 5.4: Ensemble learning non-stationary Gaussian distribution classification accuracy in
ensembles of FEL networks applied to a basic clustering task . Each line represents the mean
classification accuracy, with the shaded proportion representing the 95% confidence interval. ‘Non-
stationary percentage’ refers to the percent of total training iterations that were performed using
only samples drawn from the primary clusters.
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Table 5.3: Classification accuracy for various ensemble techniques
Non-
stationary
percentage
Basic
Ensemble
Negative
Correlation
Learning
Jensen-
Shannon
Divergence
JSD with
Error
Back-
propagation
Consolida-
tion
FEL Metric
Diversity
0.00 1.00 1.00 1.00 1.00 1.00 1.00
0.25 0.95 0.96 0.98 0.98 0.98 0.99
0.50 0.89 0.91 0.96 0.96 0.95 0.98
0.75 0.83 0.85 0.91 0.91 0.89 0.94
0.90 0.77 0.80 0.82 0.87 0.82 0.79
1.00 0.50 0.50 0.50 0.50 0.50 0.50
To examine the possible performance of error estimated weighting, we investigated the
correlation between the estimated error and the actual error. The results are shown in Figure 5.5.
It can be seen that the correlation level remains significantly high across the entire range of non-
stationarity values and, correspondingly, the Jensen-Shannon divergence ensemble using estimated
error weighting performs better than other approaches at higher levels of non-stationarity.
5.4 Non-stationary MNIST Classification Task
The previous tasks illustrate the viability of the FEL network when considering the traditional
domain over which catastrophic interference is measured and when considering a simple Gaussian
classification problem. This task shows that the FEL network is applicable to more complex tasks
and that the FEL network’s accuracy is significantly improved by the addition of the feature-sign
search algorithm.
This task involves the classification of digits taken from the MNIST database of handwritten
digits [30]. Digits 1, 2, 3, and 4 are used for this task. The original MNIST digits are 32x32
pixel grayscale images, with each image consisting of 1024 pixels taking on integer values from
0 (white) to 255 (black). We preprocess the MNIST data by shifting the pixel values to be
a real number between 0 and 1, centering the data, and using principal component analysis
(PCA) to reduce the 1024-dimensional data to 128 dimensions. This dimensionality reduction
captures approximately 94% of the variance of the original data. By taking the Moore-Penrose
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Figure 5.5: Error estimated weighting: Correlation coefficient between the estimated error and the
actual error (used for error weighting).
pseudoinverse of the principal component matrix, we can reconstruct the reduced data in order
to get a visual representation of the amount of information present in the reduced dataset. This
representation is shown in Figure 5.6.
In order to use the MNIST data to study the mitigation of catastrophic interference, we use a
similar approach to that used in the Gaussian classification task. The training period is divided into
two phases. During the first phase of training, we present training examples of all 4 digits. During
the second phase of training, we only present training examples of 2 of the digits (digits 1 and
2). The ‘non-stationary percentage’ represents the proportion of training time spent in the second
phase (where only 2 of the digits were used for training).
We evaluated the performance of a standard MLP network, a FEL network, and a FEL network
using the feature-sign search algorithm (FEL-FS). Each network has 128 inputs for the digit and 4
outputs representing the classification of that digit.
For both FEL networks, the number of hidden neurons was increased to 64, and the number of
FEL neurons was increased to 512. We also increase the number of hidden neurons in the MLP
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Figure 5.6: Original MNIST handwritten digits (top) and the reconstructed PCA reduced digits
(bottom)
network to 78. This number of hidden neurons was chosen in order to give the MLP network the
same amount of learning resources as the FEL networks; each FEL network is able to change the
weights between the 128 input neurons and the 64 hidden neurons as well as the weights between
the 512 fixed expansion layer neurons and the 4 output neurons, giving the FEL networks 10,240
weights with which to store information. The MLP network is able to change the weights between
the 128 input neurons and the 78 hidden neurons as well as the weights between the 78 hidden
neurons and the 4 output neurons; this gives the MLP network 10,296 weights with which to store
information.
The parameters for the MLP network and the FEL network are the same as those used in the
single-learner Gaussian classification task. For the FEL-FS network, we use γ = 3.5. Additionally,
we do not apply the FEL weight initialization technique to the FEL-FS network (leaving the input-
hidden weights randomly initialized as in the MLP network).
For each value of the non-stationary percentage, 100 independent test runs were performed for
each algorithm, and the results used in order to determine the mean accuracy, standard deviation,
and the 95% confidence interval for the mean accuracy.
A plot of the accuracy of the networks tested is shown in Figure 5.7, with some detailed
values being presented in Table 5.4. These results clearly show that both the FEL and the FEL-
FS networks perform significantly better than the standard MLP network on the more complex
MNIST classification task, while the FEL-FS network consistently outperforms the basic FEL
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Figure 5.7: Classification accuracy for the MNIST classification task. Each line represents the
mean classification accuracy, with the shaded proportion representing the 95% confidence interval.
‘Non-stationary percentage’ refers to the percent of total training iterations that were performed
using only two of the four possible digits.
Table 5.4: Classification accuracy for the MNIST classification task
Non-
stationary
percentage
Standard
MLP
Network
FEL
Network
FEL
Feature-Sign
Network
0.00 0.9595 0.9661 0.9654
0.25 0.5123 0.7708 0.8930
0.50 0.4967 0.6501 0.7923
0.75 0.4963 0.5629 0.6643
0.90 0.4965 0.5227 0.4989
1.00 0.4966 0.4964 0.4944
network. Additionally, we can see that the performance of the FEL-FS network has a more linear
degradation profile compared to the exponential degradation of the MLP and FEL networks.
5.5 Auto-associative binary sequence reconstruction
Auto-associative binary sequence reconstruction can be viewed as a sequence-based version of
a traditional catastrophic forgetting task. Mainstream exploration of the problem of catastrophic
interference has commonly been restricted to the domain of auto-associative pattern learning [38];
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this task compares the ability of a network to retain previously captured sequences of observations
after demonstrating the learning of new sequences. In particular, the capacity of networks to retain
information about sequences of patterns is evaluated, rather than that of a single presentation for
each pattern.
The auto-associative binary sequence reconstruction test was performed as follows. A number
of binary pattern sequences were randomly generated, where each sequence consisted of two
binary patterns (composed of the values −1 and 1). The objective is to learn to reconstruct the first
part of the sequence after the complete sequence is observed. This test was repeated for sequences
using patterns consisting of 16, 32, and 64 dimensions in order to measure each algorithm’s ability
to scale to more challenging settings. First, the network is trained over a batch of 20 randomly
generated sequences. The network is repeatedly trained over this batch until the mean squared
error for the training set reaches an acceptable level. For the 16-dimensional and 32-dimensional
tests, a threshold of 0.06 was used; for the 64-dimensional test, this threshold was increased to
0.075 due to the fact that not all networks were able to reach the 0.06 error level. Once the network
has learned the 20 base sequences, a new sequence is presented to the network. The network is
trained using this intervening sequence, and then the mean squared error over the original set of
base items is measured in order to determine how much of the original information was retained.
This experiment was conducted using the rFEL network, a network using pseudorehearsal,
a network using activation sharpening, a system using dual networks, and a standard Simple
Recurrent Network (SRN). For the pseudorehearsal, activation sharpening, and dual networks we
use SRNs as the base network. All networks used 16 hidden neurons, a step size of 2−5, and
were trained with standard stochastic gradient descent. After the pseudorehearsal network was
successfully trained, 32 pseudopatterns were generated; a pseudopattern was used for training
after the introduction of each new sequence. During training of the dual network system, 20
pseudopatterns were created with the learning network and used to transfer information to the
memory network. Once a new sequence was introduced, the learning network was trained using
3 pseudopatterns generated by the memory network. For activation sharpening, 8 neurons were
sharpened with a sharpening factor of 0.1, and the rFEL network used a sparse expansion layer
with 128 neurons and γ = 2.5.
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Figure 5.8: Binary sequence reconstruction: 16-dimensional pattern
Figure 5.9: Binary sequence reconstruction: 32-dimensional pattern
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Figure 5.10: Binary sequence reconstruction: 64-dimensional pattern
Table 5.5: Binary sequence reconstruction: 32-dimensional pattern detail. Entries denote the mean
accuracy of the network over 50 independent test runs.
# of
New
Items
Simple
Recurrent
Pseudo-
rehearsal
Activation
Sharpening
Dual
Networks
Recurrent
FEL
Network
10 0.7228 0.7253 0.7411 0.6626 0.8981
20 0.6031 0.6402 0.6267 0.5929 0.8623
30 0.5166 0.6016 0.5440 0.5542 0.8264
40 0.4507 0.5805 0.4791 0.5276 0.7971
50 0.4024 0.5675 0.4338 0.5151 0.7714
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Figure 5.11: FEL reconstruction accuracy for 16-dimensional pattern using different initial error
thresholds
For each setting, 50 independent runs were conducted from which the mean accuracy, standard
deviation, and the 95% confidence interval for the mean accuracy were derived. These values are
shown in Figures 5.8, 5.9, and 5.10; detailed results for the 32-dimensional test are illustrated in
Table 5.5. As can be observed from these graphs, a pseudo-linear degradation is exhibited by the
recurrent FEL network, while performance of other schemes follows a sharper degradation profile.
Sensitivity of FEL accuracy to initial training period
An interesting phenomenon can be observed by comparing Figure 5.8 with Figure 5.10; the FEL
network retains more information and has a higher accuracy when tested on a sequence composed
of 64-dimensional patterns than when tested on a sequence composed of 16-dimensional patterns.
One would expect that the 64-dimensional test would prove more difficult, given the same network
configurations and parameters. Accordingly, the performance of all other methods decreased as
expected between the two tests.
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Upon further exploration, this behavior was discovered to be caused by the length of the initial
training period. All networks used a hidden layer consisting of 16 neurons. For the non-FEL
networks, this resulted in the network input being 32 dimensions; 16 for the pattern input and 16
for the context signal (the prior values of the hidden layer neurons). For the FEL network, the total
network input was 144 dimensions; 16 for the pattern input and 128 for the context signal, which
had been sparsely coded by the FEL. When training with the original 16-dimensional sequences,
all networks easily reached the required initial 0.06 error threshold for the training set before being
presented with new patterns and re-tested. Furthermore, all networks reached this threshold with
fewer training iterations than was required to reach the 0.075 threshold used for the 64-dimensional
task.
For the non-FEL methods, there was no significant difference in performance caused by the
shorter initial training time. However, due to the larger input dimensionality, the FEL network’s
performance was hindered by the shortened initial training period used during the 16-dimensional
task; the 16 hidden neurons had not yet found optimal weights to assign to the 144 input/context
neurons. The FEL network was able to reach the 0.06 threshold before this occurred. Figure 5.11
presents a comparison of FEL network performance on the 16-dimensional task when different
initial error thresholds are used, and there are significant differences in performance caused by the
longer initial training times required for the lower error thresholds.
5.6 Non-stationary MNIST sequence classification task
The previous experiment demonstrated the viability of the recurrent FEL network within the
domain of auto-associative memory of temporal sequences. The next test case was devised in
order to evaluate the ability of the rFEL network to classify sequences of complex visual patterns,
namely involving the classification of images taken from the MNIST database of handwritten digits
[30]. The digits 1, 2, 3, and 4 were selected for this task. The goal of this task is to correctly
classify sequences consisting of two of the four digits. Consequently, four different sequences
were considered: (1, 3), (1, 4), (2, 3), (2, 4).
The original MNIST digits are 32x32 pixel grayscale images, with each image consisting
of 1024 pixels taking on integer values from 0 (white) to 255 (black). The MNIST data was
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Figure 5.12: Sample MNIST sequences. Each row is a sample of a sequence used in the
classification task, with the two digits being presented sequentially.
preprocessed by shifting the pixel values to be a real number between 0 and 1, centering the
data, and using principal component analysis (PCA) to reduce the 1024-dimensional data to 128
dimensions. This dimensionality reduction captured approximately 94% of the variance of the
original data. By taking the Moore-Penrose pseudoinverse of the principal component matrix, we
can reconstruct the reduced data in order to get a visual representation of the amount of information
present in the reduced dataset. Samples of the reconstructed sequences are depicted in Figure 5.12.
When the sample distribution does not change during the training period, all algorithms
evaluated were able to achieve over 90% accuracy. In order to employ the MNIST data to study
the mitigation of catastrophic interference, the training sequences were presented such that the
networks were exposed to nonstationary inputs.
In order to study each algorithm’s ability to mitigate catastrophic interference in the presence of
non-stationarity, the sample distribution was varied over the training period such that samples were
drawn from all classes of sequences during the initial phase of the training process, followed by
a duration of time in which samples were drawn only from two of the classes (i.e. ‘primary’
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classes). During this latter phase of the training, no samples from the other two classes (i.e.
‘restricted’ classes) were presented. Testing was performed over both the primary and the restricted
classes with the goal being to determine the degree to which the network was capable of retaining
information about the restricted classes after being presented with multiple observations drawn
only from the primary classes. The proportion of training iterations that pertained to the primary
classes (i.e. the ‘non-stationary percentage’) was varied in order to measure how well each
algorithm performed under different levels of interference.
For this task, a total of 8,000 training samples were presented. During the first phase of the
training process, samples were drawn randomly from all classes with equal probability, while at the
second phase of training, samples were drawn only from the two primary classes. The restricted
sequences were (1, 3), (1, 4), and the primary sequences were (2, 3), (2, 4).
The same algorithms used in the previous section were applied in this experiment. All networks
hosted 64 hidden neurons, used a step size of 2−5 and were trained using standard stochastic
gradient descent. For the pseudorehearsal algorithm, pseudopatterns were created and occasionally
used during the training process; following every 400 training iterations, 50 new pseudopatterns
were generated and added to the collection of pseudopatterns, and 25 random pseudopatterns were
drawn from the collection and used for training. The dual network system was trained in a similar
fashion. Following every 400 training samples, 50 pseudopatterns were created and used to transfer
information into the memory network, then 100 pseudopatterns were created and used to transfer
information to the learning network. For activation sharpening, 32 neurons were sharpened with a
sharpening factor of 0.001, and the rFEL network used a sparse expansion layer with 512 neurons
and γ = 0.4; the lower γ value reflects the need for more contextual information than in the
previous task.
Each network was used in 35 independent runs; the results were averaged and are shown in
Figure 5.13. The 95% confidence intervals were calculated, but only the rFEL network’s interval
is shown in the plot in the interest of avoiding clutter. The rFEL network performed statistically
significantly better than the other algorithms, but the difference in performance between the other
algorithms was not statistically significant. The MNIST sequence classification task was more
challenging for the other algorithms than originally anticipated, with performance dropping rapidly
after only a minor degree of non-stationarity was introduced. For example, using a non-stationary
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Figure 5.13: MNIST sequence classification accuracy
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Figure 5.14: Recurrent FEL neuron affinity
level of 0.06, 7,520 training samples from all sequences were presented, with the reduced classes
being excluded from only the last 480 training samples. Under these conditions, the Simple
Recursive Network’s classification accuracy dropped from its baseline accuracy of 0.8962 to
0.5324, while the rFEL network’s accuracy dropped from 0.9811 to 0.9347 over the same interval.
The motivation behind the FEL network is that the fixed layer neurons can form a meaningful
sparse representation of the hidden layer signal. As such, it was expected that different FEL
neurons would consistently react to different features within the input signal. To measure the
FEL neuron affinity, the following data was collected. An ‘affinity vector’ was stored for each
FEL neuron. For each test sample, the input signal was multiplied by the activation value of each
FEL neuron and added to that neuron’s affinity vector; if the FEL neuron was not activated, no
change was made to its affinity vector. Once the evaluation process completed, the affinity vectors
represented a weighted sum of input values to which the FEL neuron responded. By reconstructing
a 32x32 pixel grayscale image from these weighted values (using the procedure described earlier),
we can visually observe the input to which each FEL neuron responded. A collection of these
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affinity vectors is presented in Figure 5.14. It can be seen that the FEL neurons consistently
reacted in response to specific patterns; one can observe varying levels of positive and negative
responses to the digits 1 and 2, and in multiple cases the same neuron shows a positive response to
one digit and a negative response to the other digit. This provides interesting insight into the actual
representations captured by the sparse encoding of the FEL layer, further supporting the overall
significant results observed in mitigating catastrophic interference.
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Chapter 6
Summary and Future Work
6.1 Summary of Contributions
This work introduced the fixed expansion layer neural network, which is uniquely designed
to mitigate forgetting effects in parameterized supervised-learning systems. This is achieved
by exploiting sparse encoding for latching long-term representations. Learning is inherently
achieved in an incremental, online manner, with modest requirements for additional memory
and computational resources. Moreover, the feature-sign search algorithm can be used to
significantly improve FEL accuracy. When embedded in an ensemble of learners, the FEL exhibits
significantly higher accuracy in the presence of non-stationary inputs, without the need for tuning
any application-specific parameters.
The following significant contributions were presented in this manuscript:
• The fixed expansion layer neural network was introduced as a method of mitigating the
effects of catastrophic interference, compared with several popular techniques found in the
literature, and shown to perform more effectively than the other methods.
• The FEL network was enhanced using the feature-sign algorithm for sparse coding. The
resulting feature-sign FEL network was shown be more effective than the original FEL
network.
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• A fixed expansion layer was incorporated into a recurrent neural network, with the resulting
recurrent FEL network able to successfully mitigate the effects of catastrophic interference
within the state-dependent domain.
• The target variation trace was introduced as an alternative means for combating catastrophic
forgetting; this method was shown to be more effective than some alternatives, but not as
effective as the FEL network.
• The Jensen-Shannon divergence was applied to achieve diversity amongst members of
an ensemble learning system, with this application resulting in increased accuracy of the
ensemble.
• An improved method of computing the weighted contribution of each member to the
ensemble’s output was presented wherein each ensemble member computes an estimate of
it’s expected error. This approach was shown to improve accuracy when combined with the
above JSD diversity mechanism.
• Divergence and weighting of ensemble members were accomplished by using a neural net-
work to consolidate member outputs. Error was backpropagated through the consolidation
network in order to determine the training signal to be used for each ensemble member.
• A divergence and weighting strategy for ensembles of FEL networks was presented, wherein
the sparse coding efficiency of each member is calculated and used for output weighting and
for determining which ensemble members to train.
6.2 Publications
The following manuscripts were published as a result of this work:
• Robert Coop and Itamar Arel. Mitigation of catastrophic interference in neural networks
using a fixed expansion layer. In Circuits and Systems (MWSCAS), 2012 IEEE 55th
International Midwest Symposium on, pages 726 –729, August 2012.
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• Robert Coop, Aaron Mishtal, and Itamar Arel. Ensemble Learning in Fixed Expansion Layer
Networks for Mitigating Catastrophic Forgetting. Neural Networks and Learning Systems,
IEEE Transactions on, accepted pending minor revisions, 2013.
• Robert Coop and Itamar Arel. Mitigation of Catastrophic Forgetting in Recurrent Neural
Networks using a Fixed Expansion Layer. In Neural Networks (IJCNN), The 2013
International Joint Conference on, accepted for publication, 2013.
6.3 Future work
Using a fixed expansion layer has been shown to be an effective means of mitigating the effects
of catastrophic interference in neural networks, but there are several aspects of this approach that
could be improved upon by future work.
Of primary concern is the computational complexity of the approach; the original parameter-
ized FEL network operates very efficiently, but requires specification of many constant values.
The feature-sign algorithm adds theoretical grounding, removes these constant values, and greatly
increases accuracy; however, using the feature-sign algorithm for minimization of Equation
3.1 increases the computational complexity of the FEL network. A more efficient data-driven
mechanism for sparsely encoding the hidden layer signal into the expansion layer would reduce
this complexity.
Further exploration of the algorithm parameters would prove beneficial. In particular, the FEL
weight matrix is currently composed of a number of excitatory and inhibitory weights (for the
parameterized network) or randomly initialized (for the feature-sign network). The feature-sign
search algorithm can find an optimal set of coefficients for a dense signal and a fixed coding basis;
there are many approaches to optimizing the basis used for sparse coding (including some from
the original feature-sign paper in [31]). Future work might explore the possible ways that the basis
might be further leveraged to improve accuracy.
This work has presented the FEL network and its application to several auto-associative and
classification tasks. This represents only a small sample of the tasks for which the FEL network
might prove effective. Non-stationary environments have been a major focus of this work, but the
mitigation of catastrophic interference provided by the FEL network is likely effective for other
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environments. Of particular interest would be environments where the inputs come from multiple
regimes (or modes of operation); each regime may have a stationary distribution of input samples,
but there may be several different distributions that can be used. The improved memory of the
fixed expansion layer should allow the network to retain information about many different modes
of operation, even if a regime has not been observed for quite some time. There are numerous
real-world scenarios that fit into this scheme and are of particular interest, such as financial data
streams and recurring weather patterns.
The ensemble diversity methods presented were shown to be effective. Further work in this
area could be applied to the FEL specific mechanisms for diversity. Specifically, application of FEL
specific diversity and weighting techniques have not yet been extensively tested on the feature-sign
FEL network.
The FEL scheme can be broadly studied in deep learning neural networks, which is a growing
area of research. This can greatly improve deep machine learning schemes in enriching their
feature representations.
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