We consider, instead of (1.1), its weak version:
where Cj° (^3) is the space of real valued C°°-functions on R s with compact supports, dt^ -'
G(x 9 y, Q\(j))Q(d&)u(t^ dx)u(t,
and (u(t),<py represents the integral of </> with respect to a probability measure solution u(f) ==u (t, dx) . Denote by £P 2 the space of probability distributions / on R & satisfying I l.r| 2 /(J.r) <oo. Then probabilistic JES methods guarantee the solvability of the equation (1. 3) with an initial value /e£P 2 (see Section 2 and Tanaka [20] , [21] ). The solution u(f) =Ttf defines a nonlinear semigroup on the space 2? 2 -The operator T £ is determined by the measure Q so that we denote it by T t (Q) .
After the idea of Landau, for e; 0<e<l, we The main object of this paper is to show that U t f-Km T\f holds e40 for f^L 3? 2 where {U t } is the nonlinear semigroup defined by (1. 6) with a = -I 6 z Q(dO'). To prove this, we construct a jump type Markov pro-4 Jo cess {X £ (t}} on R s associated with (1.4) and also a diffusion process {X(t)} on R 3 associated with (1.6). We show that X E (•) converges weakly to X(-) as £ tends to 0 which implies the convergence of the nonlinear semigroup immediately. This kind of limit theorem for Markov processes was studied well in the cases with linear infinitesimal generators by several authors (see, e.g., Kurtz [10] and Skorohod [16] ). Our limit theorem is a nonlinear analogue of a part of these results.
In Section 2, we summarize known results about associated Markov processes with the Boltzmann equation and the Landau equation. Section 3 is devoted to giving estimates on the function G(x, y, 0; 0) and solutions of stochastic differential equations with respect to Poisson point processes.
The proof of the limit theorem will be given in Section 4. The scaling law for the measure Q will be generalized when the initial distribution f satisfies I \x p f(dx)<^oo with some p^>2. Properties of the diffusion
J.R3
process associated with the Landau equation will be discussed in Section 5. Finally in Section 6, we refer to similar problems about the onedimensional analogous model. Let Q be a Borel measure on (0, it) satisfying I 6Q(dO)<^oo. We set For f£=L £P 2 , we consider the following stochastic differential equation: respect to a probability measure P on (C, j3 c ).
X(t)=X(V)+\a(X(s-),Y(s-,a),Q,<t>-)N(dsded<}>da}

/ (i)
Denoting by u(f) the distribution of X t under P (i.e., u(t, B) = P(X t e5) for every Borel subset B of J2 The existence of a solution to the martingale problem (2. 3) can be shown by applying the result of Funaki [5] . To prove the uniqueness, let u(f) be the distribution of X t under some solution P to the martingale problem (2.3). Then the condition (iii) proves that (2.4) for every £2>0 .
In fact, (2. 4) can be proved by showing that
where jE p [-] means the expectation relative to P and Xi(t) is the z-th
are determined only by f. The probability measure P solves the following martingale problem: If iQs} satisfies the assumption (II) , then it fulfills also the assumption P* (I) with c= I 6 2 Q(d6) . As is stated in Section 1, we consider the seal- 
where N E is a Poisson random measure on (0, oo) x£ with intensity
We denote by P} the distribution on the space D of the integrable solution X £ (-) of (2.8) with an initial distribution /e £P 2 .
Remark. The conditions ("dQ e (J0)<oo in (I) and [* OQ(d6)<oo
Jo Jo in (II) are assumed only to use the result of Tanaka [20] which guarantees the solvability of the equation (2. 8) . But his unpublished result
shows that these assumptions are unnecessary (private communication) .
See also Theorem 2 of Tanaka [22] .
We also denote by P f the unique solution P to the martingale prob- as functions of 0 to periodic functions on JR ] with period 2ft. Assuming that, for each x&R 3 , e((j)\x,x) is also given in such a way that de -= zXe for some z el? 3 ; |z|=l, we define fafay; x' 9 y') ^[Q 9 2n) 9 dcj) (x, y, x' 9 y') GE (I?
3 ) 4 , so tnat the following relation holds. We note that the relation (3.1) determines 0 0 (.r, y; :r', y') uniquely. (ii)
For given x, x* ', y, ^ and 0, we denote x* (j:, y, 0, 0) and x* (x', y, ^, 0 + 0 0 (^:, y; x 7 , y)) simply by x* and (.r') *, respectively. Then we get and Ito's formula (see, e.g., Ikeda and Watanabe [6] ) yields that The first term has the following bound:
r r*ACn î
While the second term is bounded as follows.
Hence we get the estimate (iii) combining those on T[ and /£ with (3. 16) .
Q.E.D. 
Proof. Let {p(t,co), t:>Q} = i(6(t,a>),$(t,co),a(t,co)), ^0} be a Poisson point process on S corresponding to the Poisson random measure N, that is, p(t) is an 5iJ {9} -valued process such that N(B)
=
Q.E.D. § 4. Proof of the Main Theorem
We now give the proof of Theorem 2. 1. Throughout this section, the family {Qe} is assumed to satisfy the assumption (I) if /*EE 2? P (p^>2) or the assumption (II) if /e £P 2 . We denote by tf (t) 9 0<e<l, and u(f) the probability distributions of X t under P} and P f , respectively. For each x^R\ let P £ fiX , 0<e<l, and P ftX be the probability distribution P(B x ,tf(-),e~2Qe) of the solution of (2.2) and that on the space C of the unique solution to <Jt«(.)-niartingale problem (at = eft/ 4) with initial distribution d x , respectively, where d x is the Dirac's (^-measure with unit mass at x. We sometimes regard P fiX as a probability measure on (D, 1$ D ) . We show a strong version of Theorem 2. 1. Since the condition (4.2) implies that .P(JX"°EEC) =1, the condition (4.5) shows the following (see Billingsley [3] ).
(4. 6) X £ converges to X° in the space DU as e-^0 (P-a.s.) .
Now we see that The following lemma can be shown by using Ito's formula relative to the Poisson stochastic integrals. Proof. We divide the proof into three steps.
Step Step 2. We show that 
The next task is to show that we have that
\x-y\ z
Substituting this equality into the right hand side of (4. 18) , we obtain (4. 16) and therefore we get the conclusion. Q.E.D.
We are now ready to prove Lemma 4. 1.
Proof of Lemma 4. 1. The proof will be given in four steps.
Step 1. To complete the proof, by Lemma 4. 4 and Lemma 4. 5, it is sufficient only to show that Pf and P} tX converge weakly to Pf and Pf, x , respectively. But the weak convergence of {Pf} follows from that of {Pf, x } for every x^R*. Since Lemma 4.3 implies that each subsequence {Pf lX } of {Pf, x } contains a further subsequence {Pf' x } which converges weakly to some probability distribution P 9 it proves the conclusion that P -P fjX .
For simplicity, we denote the subsequence {P}' tX } by
Step 2. Here we show that P(C) =1. To this end, we first prove Step 4. We have shown that the probability distribution P is a solution to <_^(.)-martmgale problem on the space (C, .S c ) with initial distribution d x . The uniqueness of the solution to the martingale problem implies that P -P fiX which completes the proof. Q.E.D.
As an immediate consequence of Theorem 4. 1 and Lemma 4. 5, we obtain the following. 
. Properties of Associated Diffusion Process with Landau Equation
We study (1) the time evolution of moments and (2) the trend to the equilibrium for the associated diffusion process with Landau equation (1.6). Let <Jl Ut u^S > 2, be the differential operator introduced in Section 1 and let P=P f be the unique solution to the martingale problem (2. 3) with initial distribution/e £P 2 . We denote by u(t)=U t f the distribution of X t under P.
(1) Time evolution of moments. Ikenberry and Truesdell [7] studied the time evolution of moments for solutions to Boltzmann equation of Maxwellian molecules. Their method is available in our case so that, for each integer £^>0, we choose 2&-J-1 linearly independent homogeneous harmonic polynomials {£ Similarly to the three-dimensional case, we can associate a one-dimensional Markov process X(t) with the weak version of (6. 1) by solving the following stochastic differential equation (see Murata [14] ) :
X(t) = X(0) + f a (X(s-), Y(5-, a},d}N(dsdQda) 
Js, X(t)~Y(t, •)
for every t^>0 (6.2) where X(t)^Y(t, •) and X(0)^f mean the equivalence in law.
Our objective here is to discuss the scaling limit of the equation (6.1). We define a family {Q e ; 0<£<1} of Borel measures on ( -7T, 7T) by Q E (B) =Q(£~1#n (-7T, 7T)) for every Borel subset B of ( -7T, 7l) and consider the following two types of scalings:
(I) t-+*-l t, Q~»Qe.
(II) t-*e~2t y Q-*Q £ . Combining two estimates (6. 5) and (6. 6) and applying Gronwall's lemma, we get (6. 4 = ||/|| 2 Tor every £>0.
Scaling (I) . We set b = OQ (dff) . After the transformation (I) ,
(ii) The distribution of X(t) tends to the Gaussian distribution with mean 0 and variance ||/|| 2 as £-»oo.
