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I. INTRODUCTION
The principle of using multiple agents is motivated by the idea that instead of using a highly sophisticated and expensive robots, it may be advantageous in certain situations to use a group of small, simple, and relatively cheap robot. The group of agents can be used to accomplish various tasks in different environment such as tactical operations, exploratory space missions, remote monitoring with mobile sensor networks, avoidance of collision and over-crowding in automated air traffic control, cleanups of toxic spills, fire fighting and cooperative search with unmanned air vehicles.
One of the problems that is of paramount importance in multi-agent systems is that of achieving consensus, that is, achieving identical values for some specified subset of the states of the agents. For instance, the agents may try to converge to the same direction of movement [1] after some time or they might want to converge to a point. Both are problems in achieving consensus. If we have a centralized system with perfect information then achieving consensus is a trivial matter, since the central controller can instruct each agent suitably to reach a common consensus point. However, if the communication system has a constraint on the number of messages that it can communicate, then one may opt for a broadcast protocol where the central controller will communicate simple and identical instructions to all the agents through a broadcast mechanism. We further impose the additional constraint that each agent can interpret the control command only in its local coordinate frame or local state space. Only the central controller has access to the global states of the system. Some of these constraint are common to other problems of a similar nature (for instance, see [2] , [3] , [4] , [5] ).
This problem was motivated by a recent paper by Bretl [6] where a control strategy for a group of micro-robots is developed to perform a useful task even when every robot receives the same control signal. The paper considers point robots with simple kinematics. It was shown that when there are only two agents, there exists a broadcast control command (that is, both agents receive identical instructions from the central controller) using which both agents can meet at the same location at the same time, for almost all initial conditions. However, if the number of agents is more than two, then the best that the agents can achieve is to come close to each other within a certain distance (measured by the radius of the smallest disc that contains all the agents positions), which is a function of the initial conditions. Bretl [6] formulates this problem as an optimization problem that minimizes the radius of the disc, and proposes a solution using the second order cone programming (SOCP) technique [8] . However, using this strategy the agents cannot be made to converge to a point. Once the solution of the SOCP is implemented, no further improvement is possible. Bretl's paper was in turn motivated by an interesting paper by Donald et al. [7] on the development of untethered, steerable micro-robots, where every robot receives the same power and control signal through an underlying electrical grid.
Our paper makes several specific contributions. The first is to propose a strategy that uses the basic Bretl's model with an additional randomization feature that allows large number of agents to achieve positional consensus or point convergence on repeated application of the algorithm without compromising the broadcast constraint on the control command. The second contribution is that our method can be extended to the case where the agents can be made to converge to any pre-specified point. The third contribution is to propose an optimization problem for this task that is based on a linear programming formulation. This allows standard and easily available software to be used for obtaining the solution. Moreover, this formulation also retains the property that the number of decision variables, whose values are to be communicated to agents, remains unchanged even when the number of agents increases. Finally, we also propose some interesting properties related to the positional formation of agents when the LP based strategy is applied iteratively.
It is worth noting that the randomization feature in the algorithm has some similarity with the random perturbation used in Viscek's model [1] . Vicsek et al. [1] propose a simple but compelling discrete time model of n autonomous agents (points or particles) all moving in the plane with constant speeds but with different headings. Each agent updates its heading using a local rule based on the average of the headings of its neighbors plus some random perturbation.
The paper is organized as follows: In Section II we consider two agents and show that it is possible to move two agents to a common location using identical control. In Section III we formulate a linear programming problem for minimizing the proximity between agents by using identical broadcast control. In Section IV we have discussed some results on the formation of the agents after the linear programming solution is implemented. In section V we introduce the notion of iterative solution of the problem by repeated use of the LP algorithm and show that introducing a random perturbation in the broadcast mechanism leads to point convergence of the agents by repeated application of the LP technique. In Section VI we present a modification of the algorithm to ensure that the swarm of agents converge to a pre-specified point. In section VII we show several simulation results that illustrate the salient features of the proposed algorithm. Section VIII concludes the paper with a discussion of possible future directions of research.
II. FORMULATION AND SOLUTION FOR TWO AGENTS
We will first pose the problem in a general framework and then address the two agents case to clarify many of the assumptions and concepts discussed in the previous section.
Assume that n agents are located on an obstacle-free plane. We assume that the central controller has access to the global state of the system which, in this case, consists of the position (x i ∈ R 2 ) and orientation (θ i ∈ (−π, π]) of the agents, i = 1, . . . , n. The central controller computes a common local control for the agents and broadcasts it to the agents for implementation. The local control is in the form of a tuple (θ, d), which is interpreted by each agent in its local frame of reference. Here, θ refers to the angle by which each agent changes its orientation, and d is a scalar that refers to the distance by which each agent moves after effecting the orientation change. Note that, the broadcast mechanism (θ, d) is the same for all the agents. Also, the local frame of reference for each agent is centered at the agent's location and its reference axis is oriented along its current orientation. As an illustration see Fig. 1 , where agents are shown located initially at x i0 with initial orientation θ i0 in the global reference frame. If the control command broadcast to all the agents is (θ, d), then the agents implement it in their local coordinate frame by each of them changing their orientation by the same angle θ and advancing by the same distance d to reach the final destination x if . Even in this figure it can be seen that by doing this the agents have come closer to each other. Our objective is to determine a (θ, d) such that the agents can achieve the closest proximity with each other.
Theorem 1: For two agents, for all initial conditions of the agents except when θ 10 = θ 20 , there exists a control (θ, d) using which point convergence can be achieved. Note that this result is also available in Bretl [6] and is stated here for completion. The above theorem shows that it is possible to use a broadcast control command to make two agents meet at the same location simultaneously for almost all initial conditions. However, the solution is also unique and hence the location of the meeting point cannot be chosen arbitrarily. One can also interpret this result by noting that the final meeting point is on the Voronoi edge (equidistant line) between the two initial positions of the agents. It can be shown that only one unique point on the Voronoi edge satisfies the requirement that the orientation change angle is the same for both the agents (see Fig. 2 ). The point p moves on the equidistant line from −∞ to +∞ and the corresponding orientation angle change θ is plotted for the two agents. The intersection of the two curves is the unique control command point. It can be seen that when the number of agents is more than two, each pair gives rise to a different unique meeting point. Thus, there does not exist a common control command to be broadcast so that all the agents meet at a point. In the absence of such a command, the best that can be done is to determine a (θ, d) which brings the agents in closest proximity with each other. Note that in this case (θ, d) may not be unique.
In the next two sections we will propose solutions to overcome both the drawbacks without compromising the broadcast based control mechanism.
III. A LINEAR PROGRAMMING FORMULATION
Let the initial position and initial orientation of the n agents be x i0 = (p i1 p i2 ) ∈ R 2 and θ i ∈ (−π, π], respectively, for all i ∈ {1, ..., n}. As before, we define the control command to be broadcast as (θ, d). We define our performance measure as the half length, denoted by r > 0, of the side of a square oriented along the global coordinate frame, and containing all the final positions of the agents. Let this square be centered at z = (z 1 , z 2 ) ∈ R 2 . Assuming that all the agents execute the command (θ, d), their final positions, given by x if = [q i1 q i2 ] ∈ R 2 will be,
That is,
where, u 1 = d cos θ and u 2 = d sin θ are the control variables that replace (θ, d). Note that Eqn. (2) are linear equations. Now, we formulate the linear programming problem as, Minimize r Subject to
The above is a linear programming problem with the decision vector as (r, z 1 , z 2 , u 1 , u 2 ). Note that the decision vector remains same irrespective of the number of agents. Only the number of inequality constraint increases with the number of agents. Also, note that z 1 ,z 2 ,u 1 and u 2 are free variables and can take both positive or negative values.
IV. SOME RESULTS ON THE FORMATION OF AGENTS
After executing the LP the distance between i and j agent along x-axis and y-axis will be
where, C = (cos(θ i + θ) − cos(θ j + θ)), S = (sin(θ i + θ) − sin(θ j + θ)) and i, j ∈ {1 . . . n}. Thus the resulting distance along x-axis and y-axis are dictated by the value of C and S.
After executing the LP, the new formation of the agent obtained is of interest. Below, we investigate some properties of the formation. For this let us define the span of the formation along X and Y axis as follows: Let (x i , y i ) be the position of the agents, where i ∈ I = {1, . . . , n}.
Then define x max = max{x i } i∈I , x min = min{x i } i∈I , y max = max{y i } i∈I and y min = min{y i } i∈I . Then the span of the formation along the X and Y axis are given by,
The formation is said to be square if S x = S y and rectangular otherwise. Essentially, the spans are the length of the sides of the minimal rectangle that contains the position of all the agents. Note that the LP problem attempts to minimize the quantity r = max{S x , S y }.
We first consider a very special case with three agents. Let us assume that minimal formation by three agents is a rectangle and not necessarily a square where S x = S y . Then, there are four way in which this can be occur. This is shown in Figure 3 . Before we prove some general results on the formation of the agents after the LP is executed we will state a lemma that will be useful to prove the main results.
Lemma 1: If C = cos(θ i + θ) − cos(θ j + θ) then there exists a θ such that C < 0 where θ i , θ j ∈ (−π, π] and
2 ) − ∆φ). After replacing θ in C = cos(θ i + θ) − cos(θ j + θ) we will get C = −2 sin( θi−θj 2 ) sin(∆φ). It is clear from the expression that we can make C < 0 by choosing ∆φ properly.
Theorem 2: After executing the LP, square is the optimal formation for three agents.
Proof: We will prove this by contradiction. Suppose after executing the LP, the optimal formation is a rectangle. Let the position and orientation of the three agents be x i0 = (p i01 , p i02 ) ∈ R 2 and θ i0 ∈ (−π, π], respectively, for all i ∈ {1, 2, 3}. Let agents k and l be on the left edge and right edge of the rectangle. Without loss of generality, we can assume S x0 > S y0 and ∆d < 1 4 min{(S x0 − S y0 ), | p io1 −p jo1 |}, where i, j ∈ {1, 2, 3}. Let us define a broadcast control command (θ, ∆d) such that ∆d > 0 is very small. After broadcasting (∆d, θ), for some θ, the new positions will be
The new dimensions of the rectangle are given by S x1 and S y1 , where S x1 = p k11 − p l11 . As S x0 > S y0 and ∆d <
According to Lemma 1, there always exists θ such that C < 0. As C < 0 then S x1 < S x0 . This implies that there exist a broadcast command (∆d, θ) such that the maximum length of the sides of the rectangle can be further reduced. This implies that the optimal solution of the LP problem for three agents can not yield a rectangle. It has to be a square. This proof is valid for Fig. 3 (a), 3(b) and 3(d). The proof for Fig. 3 (c) will be taken care of by the next Theorem.
Theorem 3:
When the initial conditions are such that only one agent is on one edge of the longer span and m agents (m > 1) are on the other edge of the larger span, then the LP solution leads to a square formation. Proof: Consider Fig. 4 where S x > S y . The X distance between agent j and the other m number of agent S x = p j1 −p i1 , where i ∈ {1, . . . m}. Let ∆d < We can write
where
and R is a positive quantity. For a particular θ j we will get a set of angles {Φ i } for m agents. Let Φ max = max{Φ i } and Φ min = min{Φ i }. Note that θ i is fixed here. Let θ j1 contribute to Φ max and θ j2 contribute to Φ min . Then Φ max = θj1+θi 2
and
≤ π. We will get S ′ x < S x , when sin(Φ i + θ) < 0. The set of angles {Φ i } will be within a bounded envelope of (0, π) as Φ max − Φ min ∈ (0, π). Then there always exist an angle θ such that all the envelope will come in the lower two quadrants such that all sin(Φ i + θ) < 0. This implies that there S ′ x < S x . Thus the LP solution cannot yield a rectangular formation since there will be another formation which can be achieved by broadcasting and which will have a smaller value of max{S x , S y }.
However, there may not exist a solution when the number of agents on the opposite edges are more than two. As an example we can show that four agents with position and orientation of ( (4. Let agent j and k be on one edge and a set of agent {i} on the opposite edge where i ∈ {1, . . . , m}. For agent j there will be a set of angles {Φ ij } and for agent k there will be a set of angles {Φ ik }. For agent j, Φ maxj = max{Φ ij } and Φ minj = min{Φ ij } and for agent k, Φ max k = max{Φ ik } and Φ min k = min{Φ ik }. The range of Φ maxj − Φ minj and Φ max k − Φ min k will both be (0, π). Now, the range of max{{Φ ij } ∪ {Φ ij }} − min{{Φ ij } ∪ {Φ ij }} will be greater than (0, π). In which case there does not exist any common θ such that the X or Y axis distance will be reduced. They will remain at the same position after executing the LP.
Theorem 4: If the solution of the LP problem yields a square formation then the number of agents on the boundary of the square is more than two. Proof: We will prove this by contradiction.Let, the number of agent on the square are two and they are located at diagonally opposite corners. The other agents are the interior of the square. For the sake of simplicity we will consider only three agents. This is given in Fig. 5 ,where M N is the Voronoi edge between agents located at A and B. According to Theorem 1, there always exists (θ, d) such that they can meet at an unique point on the Voronoi edge (M N ). Let the unique meeting point be F . Let us define a very small positive quantity ∆d such that ∆d < min
After broadcasting (θ, ∆d) the agents will move from their positions. The new position of agents A and B are C and D, respectively. The interior agent will remain in the interior of the square. CD is the new diagonal of the square. We can show that △ABF ∼ △CDF and so CD AB and CD < AB. This implies that further improvement of the square is possible. This is a contradiction.
V. ACHIEVING PERFECT CONSENSUS
The solution of the linear programming (LP) problem will yield control instructions which can be broadcast to all the agents. The agents will move to a new position or within a new square region of smaller area. It can be shown that no further improvement of the performance (reduction in r) can be achieved by repeated use of the algorithm. In other words, repeated application of the LP algorithm with the new final positions will not reduce the value of r any further.
Suppose we represent the LP algorithm as an operation L on the initial conditions that yields the solution as,
then,
That is, there will be no further change in the performance measure r. In other words, (x if , θ if ) is a stationary point so far as the LP algorithm is concerned. We can generalize this process by assuming that each step in the iteration is denoted by the index k, with the first step in the iteration as k = 1. We call this the unperturbed case as the solution of the LP is directly implemented by the agents without any perturbation to the solution.
Theorem 5: In the unperturbed case, for k ≥ 2, u * 1,k = u * 2,k = 0 and x i,k+1 = x i,k ; θ i,k+1 = θ i,k . This means that repeated use of the LP solution on subsequent positions will not reduce r.
Proof: We will prove this by contradiction. Suppose for a given initial condition (x 
It can be shown that if in the first stepû i is used it would yield a r = r 2 < r 1 , which implies that r 1 was not a solution to the LP. This is a contradiction. Now, consider a perturbed case where, the agents receive a broadcast command containing the LP solution and a command to randomly perturb the final orientation angle after the LP solution has been implemented. This process is shown in Figure 6 , where, the orientation angle, after implementing the LP solution is perturbed by each agent as follows,θ
where, the perturbation angle ν i,k+1 is given by ν i,k+1 = η i β. η i is a random number generated by each agent independently and β is a scaling angle which is common to all the agents. The scaling angle can be set manually and η can be generated through various distributions. Here, we consider both normal distribution and uniform distribution.
ν n,k+1 VI. ACHIEVING POSITIONAL CONSENSUS AT DESIRED POINT In the previous section, we consider the problem of positional consensus, but did not have control over at which the agents can meet. Suppose we have a pre-specified meeting point then we can achieve this by slightly modifying the previous formulation. In this modified form we define the meeting point as the center of the agent formation and is denoted by (z 1 , z 2 ). Now the input to the LP are the initial positions, initial orientation and the meeting point. We can formulate the modified linear programming problem as, Minimize r Subject to
The above is a linear programming problem with the decision vector as (r, u 1 , u 2 ). Note that the number of decision variables has reduced over the previous formula. In the next section we will give simulations results.
VII. SIMULATION RESULTS
In the first set of simulations we start with three agents. Initially we consider ((1, 1), 45 o ), ((5, 4), 135 o ), and ((2, 6), −45 o ) as the initial position and orientation angle of the three agents. Using the perturbation technique, with normal distribution for η and a scaling angle of β = 120 o , the agents converge to a point after a few iterations (see Fig. 7 ). The variation in the x and y coordinates of the three agents against the number of iterations are also shown. The convergence criterion for terminating the simulation was when the value of r became less that 2 × 10 −4 . We continue with our study with three agents. In Fig. 8 we plot the average number of iterations needed, and the average length of path traveled by each agent, to achieve convergence, as a function of the scaling angle β for the two cases when the random number η is generated by a uniform distribution or by a normal distribution. These results are given by averaging over 200 trials. We also plot the standard deviations. From these results we can conclude that using larger scaling angle reduces r faster than when the scaling angles are small. Also, using normal distribution gives better results than uniform distribution.
Next, we consider larger number of agents (10 and Figure 9 . These results show that the computation time and the number of iterations rises with the number of agents. This is expected since the complexity of the algorithm is same as that of the LP algorithm.
To demonstrate the result that the agents can be meet any pre-specified point, we consider same set of initial position and orientation angle( ((1, 1), 45 o ), ((5, 4), 135 o ), and ((2, 6), −45 o ) ) of the three agents. The meeting point we set as origin (0, 0). The result is illustrated in Fig. 10 .
VIII. CONCLUSIONS
In this paper we considered the problem of controlling a group of agents to converge at a location using only broadcast control input (identical control) for all the agents. The results shows that it is possible for a group of agents to meet at a location by sending them a sequence of simple and exactly identical instruction. The location point can be pre-specified. We were able to show that introducing a perturbation in the broadcast command helped to achieve point convergence which was not possible earlier. We also proposed a novel linear programming based solution approach that is computationally less intensive than the SOCP technique proposed in the literature. There are several opportunities for future work in this direction. It seems possible to extend this work to consider process noise, sensor uncertainty, and the presence of obstacles in the environment. Moreover, the algorithm can Abstract: In this paper we present a modified broadcast control algorithm for controlling a group of homogeneous agents to achieve positional consensus. We make an assumption that the agents are capable of generating a flag which indicates whether agent will be active or passive. This proposed technique is based on the constraint that all agents must be given the same control input through a broadcast communication mechanism. The control command is computed using state information of active agents or active and passive agents in a global framework. The control input is implemented by the active agents in a local coordinate frame. We propose some modified broadcast control mechanisms based on linear programming with or without introducing random perturbation in the orientation of the active agents. We show that even without introducing perturbation in the orientation angle positional consensus is possible if we adopt random flag setting. We make a comparison between several algorithm that have been designed as combinations of the two randomization mechanism. Moreover, we extend the method to achieve positional consensus through this modified algorithm at a pre-specified point. The effectiveness of the approach is illustrated through simulation results.
Key words: Multi-agent systems, Linear Programming, Broadcast Communications
INTRODUCTION
The principle of using multiple agents is motivated by the idea that instead of using a highly sophisticated and expensive agent, it may be advantageous in certain situations to use a group of small, simple, and relatively cheap agents. The group of agents can be used to accomplish various tasks in different environment such as tactical operations, exploratory space missions, remote monitoring with mobile sensor networks, avoidance of collision and over-crowding in automated air traffic control, cleanups of toxic spills, fire fighting and cooperative search with unmanned air vehicles.
One of the problems that is of paramount importance in multi-agent systems is that of achieving consensus, that is, achieving identical values for some specified subset of the states of the agents. For instance, the agents may try to converge to the same direction of movement [1] or they might want to converge to a point. Both are problems in achieving consensus. If we have a centralized system with perfect information, then achieving consensus is a trivial matter, since the central controller can instruct each agent suitably to reach Email addresses: kaushikdas@aero.iisc.ernet.in (Kaushik Das), dghose@aero.iisc.ernet.in (Debasish Ghose) 1 This project is partially supported by AOARD/AFOSR. a common consensus point. However, if the communication system has a constraint on the number of messages that it can communicate, then one may opt for a broadcast protocol where the central controller will communicate simple and identical instructions to all the agents through a broadcast mechanism. This is the framework in which we address the problem of consensus in this paper. Other papers that address similar problem are [2, 3, 4, 5] .
This problem we address in the paper was motivated by a recent paper by Bretl [6] where a control strategy for a group of micro-robots is developed to perform a useful task even when every robot receives the same control signal. The paper considers point robots with simple kinematics. It was shown that when there are only two agents, there exists a broadcast control command (that is, both agents receive identical instructions from the central controller) using which both agents can meet at the same location at the same time, for almost all initial conditions. However, if the number of agents is more than two, then the best that the agents can achieve is to come close to each other within a certain distance (measured by the radius of the smallest disc that contains all the agents positions), which is a function of the initial conditions. Bretl [6] formulates an optimization problem that minimizes the radius of the disc, and proposes a solution using the sec-
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ond order cone programming (SOCP) technique [7] . However, using this strategy the agents cannot be made to converge to a point. Once the solution of the SOCP is implemented, no further improvement is possible.
Bretl's paper was in turn motivated by an interesting paper by Donald et al. [8] on the development of untethered, steerable micro-robots, where every robot receives the same power and control signal through an underlying electrical grid. These robots mainly have two parts. One is an untethered scratch drive actuator used mainly for forward locomotion. The other part is a cantilevered steering arm used for turning through frictional contact with the substrate. These micro-robots are simple in construction and can operate only in a local coordinate frame. They do not have sensory capabilities to determine their position and orientation in the global coordinate frame. Neither do they have capabilities to localize themselves in relation to their neighboring objects or other robots.
Based on the above paradigm Das and Ghose [9] proposed a strategy that uses the basic Bretl's model with an additional randomization feature that introduced a random perturbation on the angular orientation of the agents to achieve positional consensus or point convergence on repeated application of the algorithm without compromising the broadcast constraint on the control command. This method has extended to the case where the agents can be made to converge to any pre-specified point. The paper [9] also proposes an optimization problem for this task that is based on a linear programming formulation instead of SOCP technique and shows improved computational performance. However, the proposed LP based method with the randomization feature had a serious drawback when the number of agents is very large. This was observed in simulations carried out in [9] . In the present paper we introduce another randomization feature that not only introduces a random perturbation to the agents' angle but also sets a flag that randomly assigns active or passive role to the agents, where an active agent implements the broadcast control while the passive agents ignore it. We show that this additional features helps in achieving consensus or point convergence of even large number of agents.
FORMULATION AND SOLUTION FOR TWO AGENTS
Assume that n agents are located on an obstacle-free plane. We assume that the central controller has access to the global state of the system which, in this case, consists of the position (x i ∈ R 2 ) and orientation (θ i ∈ (−π, π]) of the agents, i = 1, . . . , n. The central controller computes a common local control for the agents and broadcasts it to the agents for implementation. The local control is in the form of a tuple (θ, d), which is interpreted by each agent in its local frame of reference. Here, θ refers to the angle by which each agent changes its orientation, and d is a scalar that refers to the distance by which each agent moves after effecting the orientation change. Note that due to the broadcast mechanism (θ, d) is the same for all the agents. Also, the local frame of reference for each agent is centered at the agent's location and its reference axis is oriented along its current orientation. As an illustration see Fig. 1 , where agents are shown located initially at x i0 with initial orientation θ i0 in the global reference frame.
If the control command broadcast to all the agents is (θ, d), then the agents implement it in their local coordinate frame by each of them changing their orientation by the same angle θ and advancing by the same distance d to reach the final destination x i f . Even in this figure it can be seen that by doing this the agents have come closer to each other. Our objective is to determine a (θ, d) such that the agents can achieve the closest proximity with each other. Proof. From Fig. 1 , assuming only two agents, we have,
where, R(α) is the rotation matrix,
Letting
The above equation can be solved easily for d and θ if the inverse on the right hand side exists, which happens when θ 10 θ 20 .
The above theorem shows that it is possible to use a broadcast control command to make two agents meet at the same location simultaneously for almost all initial conditions. However, the solution is also unique and hence the location of the meeting point cannot be chosen arbitrarily.
It can be seen that when the number of agents is more than two, each pair gives rise to a different unique meeting point. Thus, there does not exist a common control command to be broadcast so that all the agents meet at a point. In the absence of such a command, the best that can be done is to determine a (θ, d) which brings the agents in closest proximity with each other. Note that in this case (θ, d) may not be unique.
In the next two sections we will propose a linear programming based solution and a randomized mechanism to obtain consensus without compromising the broadcast based control mechanism.
A LINEAR PROGRAMMING SOLUTION FOR MULTIPLE AGENTS
Let the initial position and initial orientation of the n agents be x i0 = (p i1 p i2 ) ∈ R 2 and θ i ∈ (−π, π], respectively, for all i ∈ {1, ..., n}. As before, we define the control command to be broadcast as (θ, d). We define our performance measure as the half length, denoted by r > 0, of the side of a square oriented along the global coordinate frame, and containing all the final positions of the agents. Let this square be centered at z = (z 1 , z 2 ) ∈ R 2 . Assuming that all the agents execute the command (θ, d), their final positions, given by x i f = [q i1 q i2 ] ∈ R 2 will be,
That is, 
The above is a linear programming problem with the decision vector as (r, z 1 , z 2 , u 1 , u 2 ). Note that the decision vector remains the same irrespective of the number of agents. Only the number of inequality constraint increases with the number of agents. Also, note that z 1 ,z 2 ,u 1 and u 2 are free variables and can take both positive or negative values. An illustration of this process is shown in Figure 2 .
The solution of the linear programming (LP) problem will yield control instructions which can be broadcast to all the agents using which the agents will move to a new position or within a new square region of smaller area, that is, a square with a reduced side length. It can be shown that no further improvement of the performance (that is, reduction in r) can be achieved by repeated use of the algorithm.
That is, there will be no further change in the performance measure r. In other words, (x i f , θ i f ) is a stationary point so far as the LP algorithm is concerned. We can generalize this process by assuming that each step in the iteration is denoted by the index k, with the first step in the iteration as k = 1. Then we can represent the process as in Figure 3 . We call this the unperturbed case as the solution of the LP is directly implemented by the agents without any perturbation to the solution. The following result has been proved in [9] and is stated here for completion.
Theorem 2. In the unperturbed case, for k
This means that repeated use of the LP solution on subsequent positions will not reduce r. 
RANDOMIZATION MECHANISMS
Now, consider a perturbed case where the agents use a randomization mechanism to modify their states and implement broadcast command containing the LP solution. The
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Figure 4: Perturbation in angle randomization mechanism contains two components, in one of which a random perturbation is introduced in the orientation angle of the agent and in the other a flag is set by which an agent designates itself as active or passive. In the angle perturbation case, the final orientation of each agent is perturbed and is used by the central controller to implement the LP algorithm. This process is shown in Figure 4 , where, the orientation angle, after implementing the LP solution is perturbed by each agent as follows,
where, the perturbation angle ν i,k+1 is given by,
where, η i is a random number generated by each agent independently and β is a scaling angle which is common to all the agents. The scaling angle can be set manually and η can be generated through various distributions. In Eqn. (11) ν i,k+1 represents the perturbation angle. The perturbation angle for different agents are different. This kind of random mechanism has been studied in [9] and has been found to be deficient when the number of agents is large, as they do not come closer than a certain value even after a large number of iterations.
The main idea behind the flag setting approach is that each agent (i) randomly generates a flag f i , that can take one of two values. One is high ( f h ), denoting an active agent and other is low ( f l ), denoting a passive agent. The set of agents that have high flags (active) is denoted by R a and the set of agents that have low flags (passive) is R p .
Let the set of active agents at time t be R a (t) = {i | f i = f h } and the set of passive agents at time t be R p (t) = {i | f i = f l } where i ∈ {1, . . . , n}. An active agent is one that will implement the broadcast command and change its state whereas a passive agent will ignore the command and remain stationary. The flag value for each agent may or may not be observed by the central controller (CC). The central controller have information of position and orientation of all the agents (active and passive) at each step. The control command (u * 1 ,u * 2 ) computed by the central controller will be broadcast to all the agents, but only the active agents will move.
Let the position-orientation of active and passive agents be (x a,k , θ a,k ) and (x p,k , θ p,k ), respectively. After receiving the broadcast command the new position of the active and passive agents are
where (θ, d) is the broadcast control command.
ALGORITHMS
In this section we will propose five different algorithms obtained as combination of the two randomization mechanisms described in the previous section. They are denoted as A, (A, F O ), (A, F N ) , F O , F N and are shown in Fig. 5 . The algorithm A that introduced perturbation only in the angle has been studied in [9] . 
Algorithm ( A, F O )
In this case, the active agents in R a (t) whose flag is high will perturb its orientation randomly. Then, the central controller will observe the positions, orientations and flags of all agents, but will compute the control command (θ, d) using the position and orientation of the active agents only. The control command will be broadcast to all the agents. After receiving the control command only the active agents will change their state. The passive agents will remain stationary. This implies that,
where, θ a,k = θ a,k + ν a,k .
Algorithm ( A, F N )
In this case also the flag will be set randomly, as well as the orientation. However, the central controller does not have access to the flag information and will compute the control command (θ, d) using positions and orientations of both the active agents and passive agents. The control command will be broadcast and all the active agents will move from their respective positions. This implies that,
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Algorithm (F O )
In this case the flags of the agents will be set randomly but the orientation will not be perturbed. The central controller will observe the flags, positions and orientations of all the agents and compute the control command for the active agents only. The central controller will broadcast control command and all active agents will move from their respective positions. This implies that,
Note that in this case there is no perturbation in the agent orientation.
Algorithm (F N )
In this case also the flag of the agents will be set randomly, but orientation will not be perturbed. The central controller will observe positions and orientations of all the agents and compute the control command based on the position and orientation of all agents. The central controller will broadcast the control command to all the agents but only the active agents will implement these and will move.
We put all the above algorithms in a tabular form in Table 1 . 
ACHIEVING POSITIONAL CONSENSUS AT A DE-SIRED POINT
In the previous section, we considered the problem of positional consensus, but did not have control over the point at which the agents can meet. In [9] a scheme has been proposed to address this. We can define the meeting point (z 1 , z 2 ) of the agent formation. In this case, the input to the LP are the initial positions, initial orientation and the meeting point. The linear programming formulation is the same as [9] . We can formulate the modified linear programming problem as, Minimize r Subject to
The above is a linear programming problem with the decision vector as (r, u 1 , u 2 ). Note that the number of decision variables has reduced over the previous formulation.
SIMULATION RESULTS
In the first set of simulations consider three agents. Initially we consider ((1, 1), 45 o ), ((5, 4), 135 o ), and ((2, 6), −45 o ) as the initial position and orientation angle of the three agents. Using algorithm A all three agents converge to a point after a few iterations (see Fig. 6 ). The variation in the x and y coordinates of the three agents against the number of iterations are also shown. The convergence criterion for terminating the simulation is gives as value of r becoming less that 2 × 10 −4 . Next, we consider larger number of agents (5, 10, 15 and 20). The convergence criterion is also relaxed to r ≤ 0.1. We can see after some iteration the rate of decrement of performance radius r is very small. For agents 10, 15, 20 the performance radius is not improving after some iterations. The results are shown in Figure 7 . These results show that the computation time and the number of iterations rise with the number of agents. This is expected since the complexity of the algorithm is the same as that of the LP algorithm.
Next we consider Algorithm (A, F O ). Note that in this case the control command is computed by considering only the active agents. We consider 5 agents in this simulation. The simulation result is given in Fig. 8 . The convergence criterion for terminating the simulation is gives as value of r becoming less than 0.1. The simulation result shows that the agent are not converging to a point. In fact they seem to be sometimes going apart from each other and sometimes coming closer.
The reason behind this is the following. The central controller is computing the control command based on the active agents information only and it is independent of passive agent information. This implies that the active agents move to a point defined by the LP solution without taking into consideration the presence of the passive agents. This leads to the active agents moving away from the passive agents. So after repeatedly using this algorithm the agent will not converge to a point.
Next we consider Algorithm (A, F N ) . The central controller does not observe the flags and considers all the agents while compute the control command. Here we consider 5, 10, 15 and 20 agents for illustration. The convergence criterion for terminating the simulation is the same as (A, F O ). The simulation result is given in Fig. 9 . We can see that this algorithm is able to bring a higher number of agents at a point. This algorithm are opposite to previous algorithm. The reason why this algorithm works better than (A, F O ) is that consideration of the passive agents in the LP computation keeps the agents swarm together. Thus, not have access to the flag information (by the central controller) actually helps in better convergence.
Next we consider the Algorithm F O . Here the central controller observes the flag values and there is no perturbation in orientation. Here also we take 5 agents to demonstrate the result. The termination condition for simulations is the same. The simulation result is given in Fig. 10 . We can see the agents do not converge to a point. The reason for not converging is same as Algorithm (A, F O ).
Next we consider the Algorithm F N . Here the central controller does not observes the flags and there is no perturbation of angles. we consider 5, 10, 15 and 20 agents to demonstrate the result. The simulation result are given in Fig. 11 . We can see the agents converge to a point for upto 15 agents. The simulation result (Fig. 11) shows that, this algorithm does not work for agent 20 agents but still it gives better result than algorithm A.
We see all the algorithms are not efficient for making the agents converge to a point. Table 2 shows performance comparison of all the algorithms. Table 3, Table 4 and Table 5 gives comparison of the number of iterations and of the computations time between the algorithms for 10 and 15 and 20 agents respectively. Note that NC denotes these cases where the algorithm did not make the agents converge to a point.
To demonstrate the result that the agents can meet at any pre-specified point, we consider 5 agents. Here the meeting point is (0, 0) . The result is given in Fig. 12 . It shows that where the final point is specified all the algorithms will work. Table 6, Table 7 and Table 8 gives comparison of the number of iterations and of the computations time between the algorithms for 10 and 15 and 20 agents respectively when the meeting point is specified. The results shows that even the number of agents are higher, the algorithms (A, F O ) and F O are taking few iteration to converge.We consider 50 agents also for the algorithms (A, F O ), F O and the simulation result is shown in Fig. 13 . 
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CONCLUSIONS
In this paper we present some modified broadcast control algorithms. The results shows that some algorithms are effective for higher number of agents. We have also shown that without perturbation in the orientation, positional consensus is possible by setting randomized flags.
Introduction
Research on multiple agents in the context of robotics is motivated by the fact that instead of using a highly sophisticated and expensive automated agent, it may be advantageous to use a group of small, simple, and relatively cheap autonomous agents (mobile robots or UAVs).
The autonomous control of multi agents has emerged as a challenging problem. The agents are assumed to have limited sensor and communication range and execute some local rule-based strategy depending on the information collected by each agent from the environment and from neighboring agents. One of the generic tasks that such a system of agent is often called upon to perform is to physically bring all the agents to a common point. This is called a multi-agent rendezvous problem [1] . This problem is important because if rendezvous is feasible, then more general formations are also achievable [2] . Previous work in this area are by Ando et al. [3] and Lin et al. [4] where each agent moves toward the rendezvous point by performing a sequence of "stop-and-go" moves. The stop mode is basically the sensing period and is an interval of fixed length. In the go mode the agents will maneuver in an interval of variable length and will move from its current position to a new position. In [3] , as also in our paper, the sensing period is assumed to be zero. Both [3] and [4] use algorithms that require determination of the smallest circle that contains a given set of agent positions. These algorithms are called "circumcenter algorithms". Although the complexity of this algorithm is proved to be subexponential of order O(ne (2+o (1)) √ 2 lnn ) [5] , the number of actual computations is fairly high. In our paper we generalize the notion of sensing domain and decision domain and show that by using a rectilinear decision domain the computations can be simplified considerably, thus bringing down the convergence time.
We show that our algorithm is far superior in terms of computational time than Ando's algorithm [3] which is the standard algorithm in the literature. we consider point robots with simple kinematics and instantaneous directional motion as in [3] , [4] .
Preliminaries
Let R = {a 1 , a 2 ,. ..,a n } be the set of robots or agents. The positions of agent a i is given by p i = (x i , y i ) ∈ R 2 . The sensor domain of a agent a i is denoted as S i and its decision domain is denoted by D i , where D i ⊂ S i . Information sensed from the decision domain is used to implement the algorithm. Essentially, we introduce the concept that information from the whole of the sensor domain need not be used for decision-making. In Fig. 1a , we give a schematic of these concepts. Note that, in general, p i need not be inside S i . An agent determines its set of neighbouring agents based on D i . In this paper we assume that the sensing domain (S i ) of all the agents is circular with radius r. The decision domain (D i ) is a square of side 2d, with d <
, aligned with a pre-specified global (X,Y ) reference frame. This is shown in Fig. 1b . The set of neighbors of agent a i is defined as
Note that an agent is also its own neighbor, so a i ∈ N i . Also, if a j ∈ N i then a i ∈ N j . In Ando et al. some sense till they meet at a point. The RDD (rectilinear decision domain) algorithm retains these two ideas. Again as in [3] the RDD algorithm has the assumption that the initial graph is connected.
Algorithm RDD (Rectilinear Decision Domain)
Step 1: Each agent a i determines its neighbour set N i using its decision domain D i .
Step 2: Each agent constructs the smallest rectangle, aligned with the global coordinate axes, that contains all the members of its neighbour set.
Step 3: Each agent computes the centroid of the rectangle and moves to it.
Fig. 2 illustrates these steps where c i (t k )
is the centroid of the rectangle at the time instant t k . These steps are similar to Ando's algorithm [3] , but for a few significant differences. In Step 1, Ando's algorithm determines neighbours using the sensor domain S i . In Steps 2 and 3, Ando's algorithm computes the circumcenter of the neighbours and moves toward it subject to a constraint. Unlike RDD which allows the agents to move directly to the centroid, Anod's algorithm may not allow the agents to reach the centroid. These two important differences lead to high computational complexity, and thus higher convergence time, in Ando's algorithm. In RDD, an agent a i uses the information P i = {(x j , y j )|a j ∈ N i } where a j ∈ N i , and computes max{x j }, min{x j }, max{y j } and min{y j } to obtain the rectangle. The computational complexity of this operation is O(n). We will now state two important theorems.
Theorem 1. An agent's movement will be confined to a square of side d centered at the agent's current position and aligned with the global reference frame.
Proof. Consider the maximum deviation of the centroid of the rectangular area along the X -axis from the agent's current position. This will be less than d/2 because the maximum deviation of a neighbor's position along the X -axis is d. Similar arguments hold for the Y -axis. So the agent movement will be confined within a square of side d, centered at the agent's current position.
x r j (t k ) Fig. 3 . Agent a i ,a j and its neighbor projection along X-axis
Theorem 2. If at any time t k , agents a i and a j are neighbors, then they will be neighbors for all time t > t k .
A 
Proof. Consider Fig. 4 
Fig. 5. Agent a i is at the corner point of Co(t k )
Equating the above two equations θ 2 = θ 1 . Thus, A will be on the line BC. So, A is not a corner point. This leads to the contradiction.
From Theorem 4 and Theorem 3, it is clear that agents at the corner of the convex will move either inside of the convex hull or move along the edges of the convex hull.
Theorem 5. No agent can be at a corner point of the convex hull Co(t k ) at time t k+1 .
Proof. We prove this by contradiction. Suppose an agent a i reaches the corner point c 1 of the convex hull Co(t k ) at time t k+1 . This implies that c 1 is the mid point of the rectangle made by the neighbors of agent a i at time t k . Then, according to Theorem 3, c 1 is inside the convex hull
. This implies that c 1 is the convex combination of some points of Co(t k ). This leads to the contradiction.
Theorem 6. Co(t k+1 ) ⊂ Co(t k )
Proof. Let there be m corner points of the convex hull Co(t k ) given by P c (t k ) = {p 1 ,... , p m } and m 1 corner points of the convex hull Co(t k+1 ) given by
, because no agent can reach at the corner of the convex hull Co(t k ) according to lemma 5 at time instant t k+1 . The corner point agents of Co(t k ) must move (according to Theorem 4) .
Next we will show that the diameter of the global convex hull will reduce at each step.
Proof. As before, let P c (t k ) = {p 1 ,... , p m } be the set of corner points of Co(t k ) and P c (t k+1 ) = { p 1 ,... , p m 1 } be the set of corner points of Co(t k+1 ). According to the definition of the diameter of a convex hull [7] 
The above theorem tells us that the sequence of convex hulls, generated by the positions of the agents will make a descending chain of convex sets. Under similar arguments as Ando et al. [3] it can be shown that the convex hull will become a point as all the agents converge to a point. We omit the proof due to space limitations.
Simulation Results and Implementation Issues
In Fig. 6 , four snapshots for 10 agents have been shown. One can see that all the agents eventually converge to a point. The system converges when the maximum distance between the agents along the X axis and Y axis is less than the decision domain distance (d), since the agents would converge to a single point in the very next step. The comparative study between Ando's algorithm and the RDD algorithm is executed. In Table 1 , the comparison of computational time to converge is given. The results shows that RDD algorithm is superior in terms of computational time.
In Table 2 comparison of the number of iterations to converge is given. The iteration number in case of RDD algorithm is a bit higher than Ando's algorithm. The reason behind for this is the decision domain in case of RDD algorithm is smaller than Ando's algorithm.
The algorithm can be implemented by any agent (robot) that can gather information about and from its neighbors (positions and orientations) using sonar sensors, vision sensors or laser scanners. After generating the control command the agents can broadcast the control command with positions and orientation of the centroid information by a short range communication mechanism. An agent receiving a broadcast control command from another agent which is not in its decision domain will ignore the command. 
Conclusions
We presented and analyzed a rendezvous algorithm considering a rectilinear decision domain. The computational complexity of RDD algorithm is low compared to the well established Ando's algorithm in the literature. The RDD algorithm is simpler in terms of few computation needed and in relaxing the restriction on the movement of the agents to the centroid of the rectangle. In this sense, it is a purely centroidal algorithm. The simulation results support our claim.
This paper addresses the problem of achieving rendezvous in a multi-agent system under various information paradigms. We consider two classes of algorithms (i) Broadcast based algorithms and (ii) Distributed control algorithms. In the first we consider a case where each agent is homogeneous and all agents are controlled by the same broadcast command from a centralized controller. This method has low communication cost. In the second case we consider each agent to implement its own control based on information gathered from its neighbours through a limited sensing capability. In this paper we give a brief overview of the broadcast based methods and some results on the distributed control algorithm where a modification in the decision domain of the agents is shown to yield significant benefits in terms of computational time, when compared with standard algorithms available in the literature. Moreover, we also show its straightforward application to higher dimensional problems which is a considerable improvement over available algorithms in the literature.
The challenge in these algorithms is to develop control algorithms such that the agents can collectively perform some task. All the agents have limited sensor and communication range and execute some local rule-based strategy depending on the information collected by each agent from the environment, from neighboring agents, and/or from a central controller (in the broadcast case).
Broadcast Based Mechanisms
In this framework, each agent executes a command received from a central controller which computes a common command for all the agents after observing their positions and orientations [1] . The main advantage of this framework is the saving in communication cost due to the fact that the same command is being transmitted in broadcast mode, as against individual commands to each agent. A possible schematic representation is given in Figure 1 .
Introduction
Research on multiple agents is motivated by the fact that instead of using a highly sophisticated and expensive automated agent, it may be advantageous to use a group of small, simple, and relatively cheap autonomous agents. The group of agents can be used to accomplish various tasks in different environments such as tactical operations, exploratory missions, remote monitoring with mobile sensor networks, avoidance of collision and over-crowding in automated air traffic control, cleanups of toxic spills, fire fighting and cooperative search with unmanned air vehicles.
(a) (b) Figure 1 : (a) Broadcast Mechanism (b) Implementation of the broadcast mechanisms In multi-agent systems, autonomous control of groups of mobile agents which are loosely interconnected through limited range communication links has emerged as a challenging problem. In this paper we discussed two information paradigms; one based on a broadcast mechanism and the other on a distributed control framework. One of the generic tasks that such a system of agent is often called upon to perform is to physically bring Note that each agent has a local reference frame which is used by the agent to implement the broadcast command. For instance, if the command is "turn anti-clockwise by 30 degrees and proceed for 3 meters", then the agent carries out this command in its own local reference frame and not with respect to the global reference frame. Thus, with the same command issued to all agents, an agent that is oriented at say 10 deg from the global reference frame will attain an orientation angle of 40 deg, while an agent with initial orientation at 110 deg from the global reference frame will attain an orientation of 140 deg (Figure 1: ). It was shown in of agents. Also, note that z that this problem can be formulated as a linear programming problem, but the best result of bringing the agents close can be achieved by only one step. In that paper a random perturbation was introduced in each agent's orientation and it was shown that several steps can then be executed with each step leading to a smaller proximity between agents till they converge. Several modifications (based on flag setting to classify behavior of agents) were proposed in [3] and shown to improve convergence. ( , ], i0 i1 i2 respectively, for all i {1,..., n} . As before, we define the control command to be broadcast as (,. We define our d ) performance measure as the half length, denoted by r 0, of the side of a square oriented along the global coordinate frame, and containing all the final positions of the agents. 2
Linear Programming Formulation
Randomization Mechanisms
Perturbation in the orientation
The solution of the linear programming (LP) problem will yield control instructions which can be broadcast to all the agents using which the agents will move to a new position or within a new square region of smaller area. It can be shown that no further improvement of the performance (that is, reduction in r ) can be achieved by repeated use of the algorithm.
Let this square be centered at z ( . , zz 12 ) Assuming that all the agents execute the command (, ) their final positions, given by x q be,
We can generalize the process by assuming that each step in the iteration is denoted by the index k , with the first step in the iteration as k 1.
That is
Now, consider a case where, the agents receive a broadcast command containing the LP solution and a command to randomly perturb the final orientation angle after the LP solution has been implemented. In this, the orientation angle, after implementing the LP solution is perturbed by each agent as,
where, u 
Achieving Positional Consensus at Desired Point
In the previous section, we consider the problem of positional consensus, but did not have control over the point at which the agents can meet.
Suppose we have a pre-specified meeting point then we can achieve this by slightly modifying the previous formulation. In this modified form we define the meeting point as the center of the agent formation and are denoted by (, Figure 5 . AF AF The algorithm A that introduced perturbation only in the angle has been studied in [2] . The decision vector is (,ru ,u ) . Note that the number of 12 decision variables has reduced over the previous formula. Distributed Control Algorithms
Distributed Control Algorithm
The present work proposes a new modified algorithm for distributed implementation of a rendezvous algorithm based on a modified decision domain. Previous work in this area are done by Ando et al. [4] and Lin et al. [5] in two dimensions, where each agent moves toward the rendezvous point by performing a sequence of "stop-and-go" moves. The stop mode is basically the sensing period and is an interval of fixed length. In the go mode the agents will maneuver in an interval of variable length and will move from its current position to a new position. The algorithm proposed by Ando et al. [4] has been extended to arbitrary dimensions by Cortes et al. [6] . [4] in sub-exponential of order ne d dimension of the space with n as the number of agents. So, the number of actual computations is fairly high. In our work we generalize the notion of sensing domain and decision domain and show that by using a rectilinear decision domain the computations can be simplified considerably, thus bringing down the convergence time. We show that our algorithm is far superior in terms of computational time than Ando's algorithm which is the standard algorithm in the literature.
The comparison results between RDD and Ando's algorithm in 2D was given in [4] . In this work we extended it to three dimension and the comparative results are also given.
Preliminaries
Let R {,aa , , a n } be the set of robots or agents. The . Information sensed from the decision domain is used to implement the algorithm. Essentially, we introduce the concept that information from the whole of the sensor domain need not be used for decision-making. In Figure 7 we give a schematic of these concepts. Note that, in general, p 
Rectilinear Decision Domain (RDD) Algorithm
The RDD (rectilinear decision domain) algorithm retains two basic ideas for a general rendezvous problem (1) Agents who are neighbours remain as neighbours and (2) Agents come closer with each other in some sense till they meet at a point. The RDD algorithm will execute these following steps with radius r . The decision domain D i is a square of side 2d , with dr /2 , aligned with a global (, rence frame. This is shown in Figure 7 . )refe XY pre-specified 1 Each agent determines its neighbour set using its decision domain. Let the global convex hull made by the positions of the is an one dimensional optimization problem over n points. So the computational complexity of this algorithm is n .
agents at the time instant t k be denoted by Co t k (). We can define the diameter of the convex hull at the time instant t k as (()) max p () p (t )} Figure 8 illustrates these steps where ct()is the centroid ikof the rectangle at the time instant t k . These steps are similar to Ando's algorithm [5] , but for a few significant differences. In Step 1, Ando's algorithm determines neighbours using the sensor domain S i . In Steps 2 and 3, Ando's algorithm computes the circumcenter of the neighbours and moves toward it subject to a constraint. Unlike RDD which allows the agents to move directly to the centroid, Ando's algorithm may not allow the agents to reach the centroid. These two important differences lead to high computational complexity, and thus higher convergence time, in Ando's algorithm. In RDD, an agent
where, ij, {1,2, , n} . When rendezvous is achieved the diameter of the global convex hull is zero. We will first show that the diameter of the global convex hull will reduce at each step. Co t k agents at the corner points of global convex hull () cannot remain stationary. It has been proved in [4] that any agent motion will be confined within a square of side d centered at the current position and aligned with the global reference frame. It is also shown in that paper [4] that if any two agents are neighbors at any time instant t k then they will be neighbor It can be proved that for any agent a i which is at the corner of () at least one non-located neighbor, both and has Co t Now, it is clear that agents at the corner of the convex will move either inside of the convex hull or move along the edges of the convex hull. It has been proved in [4] that Co t ( As the number of neighbors is finite then we can discard a finite number of values of l and by remembering the index variable we can say that such number is constant (number of neighbors will not change). As the set {( ), pt l 0} , where a j N is infinite set of jl1 points and is a compact set then it has at least an accumulation point P j . Then it is possible [9] 
Let us consider ()t
Co
Now for any other agents two conditions can arise
The first case is similar to that given in [9] . So from it we can say that all the agents will converge to a point. The second case is not possible as the initial graph is connected.
Simulation Results and Discussions
Simulations Results
In the first set of simulations we have three agents. Initially placement of the agents was random, we ensured that the agents were connected, which implies that there exists at least one path between any two agents. One can see that all the agents eventually converge to a point. The system converges when the maximum distance between the agents along the global reference frame is less than the decision domain distance , since the agents would converge to a d single point in the very next step. In Figure 11 we placed 10 agents randomly in three dimensional space. One can see that all the agents converge to a point.
Comparison Results
The comparative study between Ando's algorithm and the RDD algorithm was carried out in this work. In Table 2 , the comparison of computational time to convergence is given. The results show that RDD algorithm is superior in terms of computational time. The average was taken over 25 runs. In Table 3comparison of the number of iterations to converge is given. The iteration number in case of RDD algorithm is a little higher than Ando's algorithm. The reason behind this is the decision domain in case of RDD algorithm is smaller than Ando's algorithm. However, this is easily offset by the fact that RDD takes much less computational time per iteration. In Table 4 ,5 we made a comparison between Ando and RDD algorithm in 3D space. Ando and RDD algorithm in three dimensions 
Conclusions
We presented and analyzed a rendezvous algorithm considering a rectilinear decision domain. The computational complexity of RDD algorithm is low compared to the well established Ando's algorithm in the literature. The RDD algorithm is simpler in terms of few computations needed and in relaxing the restriction on the movement of the agents to the centroid of the rectangle.
