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A NOVEL APPROACH FOR ELECTROKINETIC PHENOMENA IN 
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ABSTRACT: Electrokinetic phenomena controls and drives many interactions in soft matter physics. In biology, for example, many of 
living functions are derived from complicated electrokinetic phenomena that interrelates cells, solvents, ions, solutes and tissues. This 
paper defines, explores and provides a novel method towards the analysis and understanding of such problems. The new method is a 
generalization of the General Geometry Ewald-like Method (GGEM); it combines continuum and statistical mechanics through a Green’s 
function formalism for the long-range interactions. In this way, the separation of time and length scales, commonly encountered in soft 
matter fluids, is avoided. The fundamental equations behind electrokinetic problems are exposed and the paper finishes with a description 
of the novel Nernst-Planck-GGEM approach.
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1.  INTRODUCTION
Interactions between complex and simple fluids, 
three dimensional architectures and networks, passive 
and active transport mechanisms, hydrophobicity- 
hydrophilicity, long- and short-range interactions 
and dissipative and non-dissipative fields and 
confinement are responsible for most of the interactions 
that comprehend biological functioning [1, 2]. An 
appropriate understanding and manipulation of such 
interactions will improve our knowledge of how 
such systems work towards medical, material and 
biotechnological design strategies. The comprehensive 
and collective analysis of these interactions will 
embrace the novel concept of new biology [3, 4]. 
Understanding system biology will also generate new 
avenues to solve and study global health problems, 
such as cancer, malaria, tropical diseases, heart, 
circulatory and neurological pathologies. The most 
relevant question, following the new biology, is what 
to neglect and what to include when studying such 
systems, accounting for the fact that most of them are 
far from equilibrium.
Fundamental for the development of theories, methods 
and experiments is the understanding of soft matter 
(complex) fluids, which are multi-phase materials 
that do not behave as simple liquids or as crystalline 
solids. In contrast to simple materials, they cannot 
be characterized solely in terms of simple sets of 
properties, such as density and viscosity. Their 
properties vary between those of a viscous fluid and 
an elastic solid; they are non-linear in the sense that 
their behavior varies with time, deformation and 
confinement, and they dominate most of the biological 
functions [1, 2, 5–10]. A key feature of complex fluids 
is their ability to transform be- tween liquid-like and 
solid-like states, depending on process characteristics, 
environment or the application of external fields 
(nematic, confinement, flow and/or electromagnetic) 
[11, 12]. Common examples of soft matter systems 
are polymer solutions, polymer melts, suspensions 
(i.e. blood, cellular cytoplasm, brain tissue), cell 
membranes and liquid crystals [13–19]. There are two 
main approaches to study them: continuum mechanics 
and statistical mechanics.
In continuum mechanics, most studies focus on the 
solution of fluid mechanics and transport equations 
using multiple constitutive equations [20–23]. These 
relations are typically obtained experimentally [13], 
theoretically for reduced models like the FENE-P 
model for polymer solutions [14], or phenomenological 
like the Leslie-Ericksen theory of liquid crystals 
[24–26]. In statistical mechanics, the main focus 
of attention has been the analysis of systems at 
equilibrium. Statistical mechanics models and methods 
have been highly successful in predicting the properties 
and structure of complex systems for industrial and 
biological applications. Within this approach, statistical 
thermodynamic principles serve as the basis to develop 
computational and theoretical approaches: molecular 
dynamics, Monte Carlo [27, 28], density functional 
theory [29, 30], etc.Hernandez-Ortiz 106
An important aspect of continuum and statistical 
approaches is the reduction of the degrees of freedom 
by coarse-graining some of the structural components 
of the complex fluid in order to achieve and combine 
length and time scales appropriately. This process 
must be done rigidly, following laws and postulates 
of thermodynamics by averaging a specific set of 
properties [31–33]. In principle, statistical mechanics 
does coarse graining by reducing λ 10
23 microstates 
degrees of freedom to few thermodynamic properties 
like entropy, energy, volume, composition, temperature 
and other potentials [32, 34]. Any reader with some 
thermodynamic background can relate the definition 
of temperature, given by the equipartition theorem 
[35], as the mean kinetic energy of the system: 
i.e.  3
2kBT = 1
2 mv
2 , where  kB is Boltzmann 
constant, T is the temperature, m  the mass, v the 
velocity and   denotes average.
Coarse-graining also offers a tool to study systems with 
length and time scale differences; biological systems, 
complex fluids, soft matter are common examples of 
systems that contain macromolecular structures, swimming 
or suspended, in simple solvents containing ions. For 
example, let us examine a DNA molecule suspended in a 
monovalent salt solution, say water with Sodium Chloride. 
A DNA molecule of a commonly studied virus, λ−phage 
[36, 37], has a contour length of   m, while 
water molecules have a characteristic size of 
 
m. For the time scale, let us use the time that the molecule 
will spend diffusing its own size  , where 
Di ~1/Li is the Stokes-Einstein diffusion coefficient 
[38–41]. We ended up with a characteristic time of 
 s and   s. Therefore, while 
the length scale difference is five orders of magnitude; 
the time scale difference is twelve. Coarse-graining and 
proper combination of statistical and continuum mechanics 
is, therefore, the correct path to study soft matter systems 
[19, 32, 42, 43], where macromolecules (or macro-entities 
such as colloids, particles, fibers, bacteria, algae, etc.) are 
suspended, swimming or absorbed by common electrolyte 
solvents, surfaces, tissues, etc.
2.  CHARGED MACRO-ENTITIES IN AN 
ELECTROLYTE
It is now clear, that in many real situations in soft matter, 
big entities are in contact, interaction, sorption, etc. with 
small solvent molecules and ions. The discussion above 
enlightened us with how thermodynamics, transport 
phenomena, rheology and coarse-graining will provide 
tools towards theoretical approaches that will overcome 
length and time scale differences. Some (or most) of 
these situations involve charge systems, macro-entities, 
ions, solvents, or all of these. The discussion of the 
present manuscript centers these problems: discrete 
charged macro-entities embedded in charge solvents.
As a general situation, let us consider a collection of 
NP discrete ions (point- or smooth-charges) embedded 
in a solvent with NI charged species (continuum ions). 
The discrete ions can be, for example, molecular 
representations of complex macromolecules like DNA 
or any other polyelectrolyte, charged liquid crystals 
or peptides, elements that constitute fibers or colloids 
[11–14].
The discrete and continuum charges will constitute a 
charge density given by [21, 44, 45]
  (1)
where F Faraday’s constant (F = eNA), zj is the 
continuum ion’s valence (j = 1, ..., NI), zν is the 
discrete ion’s valence (ν = 1, ..., NP), e is the 
elementary charge and NA is Avogadro’s number. Under 
electrostatic considerations and for systems where local 
electroneutrality is not satisfied [21, 46, 47], the charge 
density will drive an electrostatic potential, which 
for constant dielectric permittivity (ε0ε) is given as a 
solution of Poisson’s equation:
     ( 2 )
where ε0 is the vacuum dielectric constant and ε is the 
relative constant of the solvent. An electric force is 
generated on the ions (discrete and continuum) driven 
by the electric field E(x) = −∇φ(x):
 (3)
Similar to the charge density, the sum of the forces on 
the continuum and discrete ions defines the following 
force densityDyna, Edición Especial, 2012 107
 (4)
where fν  is the total non-Brownian and non-
hydrodynamic force on the discrete ion ν, including the 
electric force fν
E from Eqn. (3) (see discussion below).
Most of real situations in soft matter, driven and applied 
flows fields follow zero Reynolds number (no inertia) 
considerations; therefore the solvent velocity can be 
decomposed by
      (5)
where v0(x) is the unperturbed solvent velocity and 
u(x) is the velocity perturbation generated by the force 
density in eqn. (4). For a Newtonian fluid, the velocity 
perturbation is a solution of Stokes system of equations:
    (6)
where η is the solvent viscosity.
3.  CONTINUUM DYNAMICS
The dynamics of the ions within the solvent or 
continuum ions comes from a species balance [20, 
23, 48]:
      (7)
where the flux is given by Nj = Cjv + jj and jj is the 
diffusive flux given by the Nernst-Planck equation 
expression
  (8)
where Dj is the diffusion coefficient of ion j, Cj is the 
concentration, kB is Boltzmann’s constant and T the 
absolute temperature. This expression comes from the 
general diffusion theory for the mass flux neglecting 
thermal diffusion and diffusion due to pressure gradients. 
In addition, the potential driven diffusion is derived from 
the electric force on the ions fj
E [20, 21, 48].
The time evolution for each charged species on the 
solvent is then given by
  (9)
for species j = 1, ..., NI .
4.   DISCRETE IONS’ DYNAMICS
Each of the NP discrete ions behave as regularized point-
force and/or point-charge. They have a hydrodynamic 
radius a and interact via a repulsive excluded volume 
potentials. Neglecting inertia (Reynolds, Re = 0), for 
each discrete ion, ν = 1,...,NP, the force balance requires
    (10)
where, for ion ν, fν
H is the hydrodynamic force, fν
V 
is the bead-to-bead excluded volume force, fν
E the 
electrostatic force, fν
B is the Brownian force and fν
S are 
other type of potential forces.
The dynamics of the discrete ions in the solvent is described 
by the probability density in the configuration space, Ψ, 
referred to as the configuration distribution function. The 
diffusion equation for the configuration distribution function 
has the form of a Fokker-Planck equation [14, 19],
    (11)
a convection-diffusion equation for the probability 
density. Where R is a vector containing the 3NP 
coordinates of the discrete ions, with Rν = xν denoting 
the Cartesian coordinates of ion ν. The vector V0 of 
length 3NP represents the unperturbed velocity field, 
with  . The vector F has length 
3NP , with Fν = fν being the total non-Brownian, non-
hydrodynamic force acting on ion ν. The mobility 
tensor M is a 3NP × 3NP tensor, that it may be separated 
into the Stokes drag and the hydrodynamic interaction 
tensor, Ωνμ, [23, 40, 49, 50]
    (12)
where δ is a 3×3 identity matrix and δνμ is the Kronecker 
delta. The mobility tensor defines the diffusion tensor 
by D = kBTM.Hernandez-Ortiz 108
The Fokker-Planck equation for the probability 
density, eqn. (11) corresponds to a system of stochastic 
differential equations for the motion of the discrete ion 
positions [42, 43]:
  (13)
where the independent components of dW are obtained 
from a real-valued Gaussian distribution with mean 
zero and variance dt. The Brownian perturbation, dW, 
is coupled to the hydrodynamic interactions through the 
fluctuation-dissipation theorem: D = B · BT[32, 51].
5.  ELECTROKINETIC PHENOMENA 
In general situations, the transport phenomena that 
arises from the coupling effects between electric fields 
and fluid motion are called electrokinetic phenomena. 
Among these are electrophoresis, electroosmosis, 
streaming potential and sedimentation potential [21, 45, 
52]. In soft matter, electroosmosis and electrophoresis 
are two common situations that must be faced, 
analyzed, studied and optimized in order to design 
materials and systems. In particular, electroosmosis 
[37, 53–66] is a flow driven by a presence on an electric 
field, while electrophoresis [54, 56, 59, 67–80] is the 
particle motion caused by an imposed field.
Even in continuum mechanics, electrokinetic 
phenomena is a complicated problem due to its 
nonlinear character; for soft matter applications, 
where not only all the fluxes and potentials must be 
solved for, they must also be coupled with the motion 
of the macro-entities using statistical mechanics 
principles (like eqn. (13)), obeying all thermodynamics 
restrictions and postulates. Due to these complications, 
several authors and groups in the literature have relied 
on pseudo-equilibrium assumptions for the ions in 
the continuum solvent. Most of these use solutions 
of the so-called Poisson-Boltzmann equation: linear 
and non-linear [54–57, 61, 67, 73, 81–117]. In this 
approach, the continuum ions are supposed to be in 
equilibrium surrounding charged macro-entities and 
walls. Therefore, continuum concentrations are known 
and the species evolution equation (eqn. (9)) is no 
longer required. The concentrations are assumed to 
follow a Boltzmann distribution, i.e.
      (14)
where Cj∞ is the bulk concentration. Using these 
concentrations in the charge density definition (eqn. 
(1)), the continuum contribution of the electrostatic 
potential is reduced to solve a non-linear Poisson-
Boltzmann equation. Clearly, these approaches are 
useful when
         (15)
Now, what about all those situations where the system 
is so far from equilibrium that not even the continuum 
ions can be assumed in equilibrium? What if we want 
to know how dissipative or non-dissipative fields can 
modify the equilibrium structure of continuum ions 
around macro- entities?
6.  A NOVEL APPROACH: NERNST-PLANCK-
GGEM 
For some years, my group has been developing a 
generalization of the General Geometry Ewald-like 
Method (GGEM), that promises to be a way to study 
soft matter systems where  . Similar to 
GGEM [40, 41, 50, 118–125] for electrostatics and 
hydrodynamics, we seek for an efficient solution for 
the evolution of the discrete and continuum ions.
To obtain the electrostatic force and potential and the 
velocity perturbation in any geometry, the NP-GGEM 
starts with the restatement of the charge-density and 
force-density expressions:
      (16)
where the local densities are defined by
  (17)
which drive the local contribution of the electrostatic 
potential φl(x) and the velocity perturbation ul(x). The 
global densities are then defined byDyna, Edición Especial, 2012 109
  (18)
They are responsible for the global contribution of 
the potential φg(x) and velocity perturbation ug(x). 
By linearity φ(x)= φl(x)+φg(x) and u(x)= ul(x)+ug(x). 
Similar to Ewald methods, the screening functions, 
g
e,h(x), satisfy   [126–128].
The local contributions, φl(x) and ul(x), are calculated 
assuming an unbounded domain and only considering 
the NP discrete ions:
      (19)
where Gl(x) and Gl(x) are composed of a free-space 
Green’s function minus a smoothed function obtained 
from the solution of the corresponding equation with 
the forcing term given by the smoothed function g
e 
or g
h.
Conventionally, for Poisson’s equation a Gaussian 
defined by
      (20)
yields a simple expression for Gl(x):
       (21)
while for the Stokes equations we found that a modified 
Gaussian defined by
  (22)
yields a simple expression for Gl(x):
  (23)
The global contributions are found numerically using 
conventional numerical methods [23, 129, 130]. 
These solutions require that φl + φg and ul + ug satisfy 
appropriate boundary conditions. For homogeneous 
Dirichlet boundary conditions for the potential we would 
re- quire φg(x) = −φl(x), while for no-slip velocity we 
would require ug(x) = −ul(x). For problems with periodic 
boundary conditions, Fourier techniques can be used to 
guarantee the periodicity of the global contributions. The 
periodicity on the local contributions is obtained using 
the minimum image convention for the discrete ions 
[27, 28]. The global contribution is therefore obtained 
on a set of discrete points on a mesh; many techniques 
(finite differences, finite elements, spectral methods) can 
be used to find the global contribution; after the mesh is 
resolved, interpolation can be used to get the value of the 
global velocity at the location xν of each point discrete 
ion [131]. Details of the NP-GGEM and other GGEM 
generalizations will be published in future publications.
7.  CONCLUSIONS
This paper describes a cornerstone in soft matter 
physics: the electrokinetic phenomena, where the 
evolution of flow and electric fields are coupled with 
the dynamics of solvent molecules and macro-entities. 
In the past, researchers had assumed equilibrium 
conditions for the ions in the continuum solvent, using 
the so-called Poisson-Boltzmann approaches, methods 
that have been successful in the analysis and design of 
many soft matter systems. However, for more general 
far-from- equilibrium situations, these approaches fail 
to take into account all relevant physical information. 
The Nernst-Planck-GGEM provides new avenues for 
the theoretical understanding of soft matter systems that 
couple the dynamics of all entities and fields
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