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Resumen
La citricultura constituye actualmente una parte important´ısima de la economı´a en la Co-
munidad Valenciana. Uno de los principales problemas presentes en la industria citr´ıcola son las
podredumbres producidas por los hongos Penicillium digitatum y Penicillium italicum. La de-
teccio´n temprana del dan˜o producido por los hongos en los c´ıtricos es especialmente importante
para la industria distribuidora de c´ıtricos, ya que un reducido nu´mero de frutas infectadas puede
diseminar la infeccio´n a toda una partida de c´ıtricos, produciendo grandes pe´rdidas econo´mi-
cas. Actualmente en la industria citr´ıcola la inspeccio´n y eliminacio´n de c´ıtricos dan˜ados por
podredumbres se realiza de manera manual por operarios, ya que en etapas tempranas el dan˜o
producido por el hongo es dif´ıcilmente detectable por sistemas de inspeccio´n automa´ticos. En esta
Tesis Doctoral se va a desarrollar un sistema de visio´n hiperespectral basado en filtros de cristal
l´ıquido sintonizables y se van a estudiar te´cnicas para procesar las ima´genes proporcionadas por el
mismo de forma automa´tica. La finalidad de dichas te´cnicas sera´ obtener un grupo reducido y lo
suficientemente informativo de bandas espectrales mediante me´todos de seleccio´n de caracter´ısti-
cas que permita detectar los frutos afectados por podredumbres tempranas mediante algoritmos
automa´ticos de clasificacio´n.
xiv
Cap´ıtulo 1
Introduccio´n y objetivos generales
1.1. Introduccio´n
El sector citr´ıcola, con algo ma´s de 89 millones de toneladas de produccio´n anual, es la primera
produccio´n de frutas en el mundo, lo que da una idea de la importancia que tiene dentro de la
economı´a mundial este sector. Tambie´n lo es en la Unio´n Europea, donde su produccio´n alcanza
cifras cercanas a los 10 millones de toneladas, de las que aproximadamente el 35 % corresponden
a la produccio´n de la Comunidad Valenciana. Espan˜a es el primer pa´ıs exportador mundial de
c´ıtricos en fresco, acaparando el 34 % del comercio mundial, y el cuarto en cuanto a produccio´n se
refiere. Segu´n la Generalitat Valenciana, durante la campan˜a 2006-2007, la produccio´n valenciana
de c´ıtricos ascendio´ a 4.241.644 toneladas (figura 1.1), lo que representa aproximadamente el
80 % del total de los c´ıtricos espan˜oles. Si nos atenemos u´nicamente a los datos de los c´ıtricos
ma´s importantes, tenemos que la Comunidad Valenciana exporto´ el 88,7 % de las naranjas y el
97,1 % de mandarinas espan˜olas. De la parte de la produccio´n valenciana que se consume fuera
del mercado espan˜ol, aproximadamente el 82 % se destina a pa´ıses de la Unio´n Europea, mientras
que el resto se exporta a pa´ıses tan dispares como Japo´n o Canada´, donde los c´ıtricos valencianos
tienen un mercado cada vez ma´s importante. Cabe citar el ejemplo de las exportaciones de c´ıtricos
valencianos a Estados Unidos, que han pasado de 4.200 a 80.000 toneladas en los u´ltimos 10 an˜os,
debido al esfuerzo de los productores por ofrecer productos de gran calidad. Para mantener este
nivel de comercio se ha realizado un gran esfuerzo por elevar la calidad del producto, asegurando,
entre otras caracter´ısticas de calidad, la ausencia total de dan˜os en la piel de las frutas.
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Figura 1.1: Evolucio´n del balance (produccio´n real) y aforo estad´ıstico (previsio´n) de la produccio´n de
c´ıtricos en la Comunidad Valenciana. (Generalitat Valenciana, 2008)
1.1.1. Dan˜os en c´ıtricos
Atendiendo a los dan˜os econo´micos que de ellos se pueden derivar, los defectos que se encuen-
tran en la piel de los c´ıtricos se pueden clasificar en dos categor´ıas: defectos que siguen evolucio-
nando una vez que la fruta ha sido recolectada y defectos que no evolucionan. A continuacio´n se
detallan los defectos ma´s importantes agrupados segu´n esta clasificacio´n.
• Entre los defectos que no evolucionan, cabe citar: dan˜os producidos por feno´menos me-
teorolo´gicos, como las heladas, granizos o lluvias persistentes, dan˜os que se derivan de al-
teraciones bioqu´ımicas debidas al incorrecto abonado, riego y tratamientos fitosanitarios,
dan˜os causados por plagas de insectos que colonizan la superficie del fruto, produciendo un
deterioro de su aspecto exterior, pero sin afectar a sus cualidades internas.
• Entre los defectos que evolucionan, se encuentran todos los dan˜os producidos por hongos
causantes de diversas podredumbres. Estos hongos penetran en la fruta aprovechando cual-
quier herida o magulladura de la fruta que presente una rotura de su piel. Las causas de
estos dan˜os pueden ser:
– La recoleccio´n a destajo, que suele originar heridas, golpes y magulladuras, o produce
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oleocelosis que deriva en otros dan˜os, sobre todo en las frutas tempranas, cuando se
lleva a cabo una recoleccio´n antes de tiempo.
– La recoleccio´n mediante tiro´n, que ocasiona la ausencia del pedu´nculo en la fruta,
lo cual permite a los hongos atacar a la fruta por esta zona, o que deja pedu´nculos
excesivamente largos que pueden pinchar a otras frutas, ocasiona´ndoles heridas por
punzamientos.
– Las picaduras de insectos como por ejemplo la mosca blanca del Mediterra´neo. La
mosca, al picar la fruta, deposita huevos, lo que provoca que las larvas, al eclosionar
los huevos, se alimenten de ella, deteriora´ndola totalmente.
b)a) c) d)
e) f ) g) h)
i) j) k) l)
Figura 1.2: Defectos comunes producidos en c´ıtricos producidos por: rameados (a), perdida de pedu´nculo
(b), puncio´n por pedunculo (c), fitotoxicidad (d), trips (e), serpetas (f), negrilla (g), dan˜o por fr´ıo (h),
oleocelosis (i), Penicillium digitatum (j), antracnosis (k), y picadura de mosca (l).
La figura 1.2 muestra ejemplos de algunos dan˜os comunes en c´ıtricos. Los defectos que no
evolucionan deprecian el fruto e impiden la exportacio´n. Sin embargo, en muchas ocasiones, estos
frutos pueden ser destinados al mercado interior, como es en el caso de la fruta afectada por
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negrilla, rameados ligeros, fitotoxicidad o dan˜os causados por pedrisco. Otros dan˜os, como ramea-
dos severos, fuertes golpes o ataque severo de trips, impiden el consumo en fresco, debido al mal
aspecto que presenta la fruta, pero no afectan a sus cualidades organole´pticas, lo que permite
aprovechar esta fruta en la industria de transformacio´n. Sin embargo, la fruta infectada por hon-
gos tampoco puede ser aprovechada por la industria de transformacio´n ya que, habitualmente,
estos dan˜os afectan negativamente al sabor o el aroma.
Dentro de las podredumbres destaca la podredumbre verde y la podredumbre azul, originada
por los hongos Penicillium digitatum y Penicillium italicum respectivamente, y que afectan a los
agrios en su post-recoleccio´n, incluido el proceso de comercializacio´n. Las pe´rdidas econo´micas
causadas por estos hongos son muy importantes, calcula´ndose en te´rminos gene´ricos que suponen
del 10 al 15 % del valor total del producto (Eckert and Eaks, 1989). A este problema se suma
el hecho de que un reducido nu´mero de frutas infectadas puede diseminar la infeccio´n a una
remesa entera de c´ıtricos, produciendo grandes pe´rdidas econo´micas. Este problema presenta serios
inconvenientes para el almacenaje de la fruta por largos periodos de tiempo o en la exportacio´n
de c´ıtricos al extranjero (Wills et al., 1998), poniendo en peligro asegurar la calidad de los frutos
destinados a comercio y en u´ltima instancia al consumo.
Figura 1.3: Sala de inspeccio´n UV de podredumbres en la industria citr´ıcola.
En cuanto a la identificacio´n y eliminacio´n de frutas que presentan estas podredumbres, no
existen en el mercado sistemas que permitan su deteccio´n automa´tica. Esta labor se lleva a cabo
de manera manual aprovechando el feno´meno de la fluorescencia de los aceites esenciales de la piel
de los c´ıtricos, liberados debido a la podredumbre, al aplicar luz ultravioleta (UV). Esta inspeccio´n
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Figura 1.4: Lineas de inspeccio´n capaces de analizar varias frutas por segundo.
se realiza en unas ca´maras de especiales, conocidas popularmente como “discotecas” (ver figura
1.3), utilizando el efecto de fluorescencia que produce la radiacio´n ultravioleta sobre los tejidos
afectados. El problema ma´s grave de este modo de inspeccio´n se deriva del empleo de la luz UV
que es dan˜ina para la piel de las personas, por lo que los operarios no pueden permanecer por
un tiempo superior a las dos horas en el interior de la ca´mara de inspeccio´n. En este sentido, la
automatizacio´n de esta labor mejorar´ıa la calidad del trabajo de estos operarios al realizarse de
forma automa´tica, limita´ndose la tarea del operario a supervisar el correcto funcionamiento de la
tecnolog´ıa a trave´s de unos monitores de control. Una solucio´n general al problema de los dan˜os
producidos por Penicillium digitatum y Penicillium italicum puede venir de la automatizacio´n
del proceso de deteccio´n de frutos afectados por el hongo, y en particular del uso de la visio´n por
computador.
1.1.2. Sistemas de visio´n convencionales
Los sistemas de visio´n por computador son una parte cada vez ma´s importante en la au-
tomatizacio´n de los procesos en la agricultura (Kim et al., 2005a; Cho et al., 2002; Chen et al.,
2002) y un elemento absolutamente necesario en las tareas de inspeccio´n de la fruta en fresco
(Blasco et al., 2003; Leemans et al., 2002; Aranda and Toma´s, 1997), donde el mantenimiento de
la calidad de una elevada produccio´n exige la inspeccio´n individual de varias toneladas de fruta
por hora (ver figura 1.4). Este aspecto tecnolo´gico es el que en la actualidad puede otorgar una
ventaja competitiva a nuestros productores respecto a terceros pa´ıses que basan su fortaleza en
bajos costes de produccio´n. Por ello, es muy importante la constante investigacio´n en sistemas de
visio´n artificial aplicados a la inspeccio´n de fruta en fresco que sean cada vez ma´s avanzados y
adaptados a las necesidades de nuestros productores.
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Los sistemas de visio´n comu´nmente empleados en las tareas de inspeccio´n automa´tica, a se-
mejanza del ojo humano, usan la radiacio´n emitida por los cuerpos en tres longitudes de onda
concretas, centradas en los colores rojo, verde y azul, y las combinan para obtener las ima´genes
en color que vemos. Al adquirir y combinar ima´genes u´nicamente de estas tres longitudes de onda
se esta´ desaprovechando gran parte de la informacio´n de la reflectancia de las frutas en el resto
de las longitudes de onda del rango visible y en otras regiones del espectro electromagne´tico pues,
en ocasiones, los defectos se aprecian mejor en otras longitudes de onda intermedias y concretas,
alejadas del rojo, verde o azul. En (Gaffney, 1973) se demostro´ que los distintos tipos de defectos
externos de los c´ıtricos presentan una reflectancia distinta para cada longitud de onda, pudie´ndose
llegar a detectar de que´ tipo de defecto se trata mediante me´todos espectrome´tricos. En (Blasco,
2001) se utilizaron distintos filtros interferome´tricos colocados en las o´pticas de diferentes ca´maras
sensibles al ultravioleta, visible e infrarrojo cercano, con el fin de caracterizar e identificar defectos
superficiales en c´ıtricos. El inconveniente principal de estos filtros es la dificultad para realizar
barridos en frecuencia (obtener un conjunto de ima´genes monocroma´ticas de la escena), ya que
solamente permiten el paso de luz de una longitud de onda concreta y es necesario cambiar el filtro
de la o´ptica para obtener ima´genes en distintas longitudes de onda. Un avance en este sentido es
el uso, en aplicaciones de inspeccio´n de productos agr´ıcolas, de sistemas hiperespectrales como los
empleados en (Xing et al., 2005; Polder et al., 2004; Ariana et al., 2006).
1.1.3. Sistemas de visio´n hiperespectrales
Los sistemas hiperespectrales de imagen surgen del campo de investigacio´n del sensado remoto
mediante sensores multi e hiperespectrales para la observacio´n de la Tierra (Lillesand et al., 2004;
Goetz et al., 1985), expandie´ndose ra´pidamente su uso a otros campos de la ciencia de lo ma´s
diversos como la tecnolog´ıa alimentaria (Park et al., 2002; Kim et al., 2001) o la agricultura de
precisio´n (Erives and Fitzgerald, 2005; Mirick et al., 2006; Yang et al., 2002; Chen et al., 2002;
Muhammed, 2005; Lawrence and Labus, 2003). El empleo de este tipo de sistemas para la de-
teccio´n de dan˜os en fruta ha experimentado un importante incremento en los u´ltimos an˜os. En
(Xing et al., 2005) los autores utilizan un sistema de visio´n hiperespectral para detectar golpes
en manzanas. El uso de este tipo de tecnolog´ıa para la deteccio´n de golpes en pepinos ha sido
empleada por Ariana et al. (2006) utilizando un sistema hiperespectral en el rango infrarrojo.
Kim et al. (2005b); Lee et al. (2005); Mhel et al. (2004) han empleado sistemas hiperespectrales
para detectar defectos superficiales y contaminantes en manzanas. En el campo de los c´ıtricos, el
empleo de sistemas que emplean informacio´n espectral no esta´ tan extendido y en los u´ltimos an˜os
esta´ experimentando un importante auge para la deteccio´n de defectos superficiales. En Qin et al.
(2009) el autor emplea un sistema hiperespectral para detectar golpes en c´ıtricos. Este tipo de
sistemas tambie´n se ha utilizado con e´xito para determinar para´metros relacionados con la cali-
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dad como la estimacio´n de so´lidos solubles en c´ıtricos de la cultivar cv. valencia (Cayuela, 2008)
o el grado de maduracio´n (Okamoto and Lee, 2009). A pesar de este incremento en el empleo de
este tipo de te´cnicas en muchos problemas relacionados con los c´ıtricos, el nu´mero de referencias
bibliogra´ficas relacionadas con la deteccio´n temprana de podredumbres en c´ıtricos es muy escasa.
Los sistemas hiperespectrales se caracterizan por adquirir un nu´mero amplio de ima´genes
monocroma´ticas de la misma escena en diferentes longitudes de onda. El conjunto de ima´genes
monocroma´ticas adquiridas constituye una imagen hiperespectral. Estas ima´genes se caracterizan
por aportar informacio´n espacial de la escena (como los sistemas cla´sicos de visio´n) as´ı como
informacio´n espectral de la misma. Los sistemas hiperespectrales de visio´n cuentan con dos par-
tes claramente diferenciadas: un sistema de adquisicio´n de imagen (CCD, acro´nimo de Charge
Coupled Device) y un sistema responsable de la seleccio´n de la longitud de onda de la radiacio´n
que incide en el CCD. La caracter´ıstica fundamental de estos filtros es que se puede controlar la
frecuencia de la radiacio´n que transmiten los mismos. Existen varios tipos de filtros que realizan
esta misio´n, los ma´s destacables son: los espectrofoto´metros de imagen, los AOTF (Acoustic-Optic
Tunable Filters) y los LCTF (Liquid Crystal Tunable Filter) (Poger and Angelopoulou, 2001). Los
espectrofoto´metros basan su funcionamiento en las caracter´ısticas de dispersio´n de las ondas elec-
tromagne´ticas en medios materiales y suelen ser utilizados en aplicaciones en las que la adquisicio´n
de imagen de la escena se realiza l´ınea a l´ınea, esto es, que cada imagen capturada por la matriz
CCD contiene la informacio´n espectral de una l´ınea de la escena. El principal inconveniente de
este tipo de sistema de seleccio´n de frecuencia es que requiere del movimiento relativo de la escena
adquirida respecto del sistema de adquisicio´n. Por el contrario los AOTF y los LCTF son capaces
de adquirir una imagen monocroma´tica completa de la escena, sin necesidad de realizar un barrido
en frecuencias completo. Los AOTF basan su funcionamiento en las propiedades piezoele´ctricas de
los materiales. Se construyen uniendo transductores piezoele´ctricos a un material cristalino apro-
piado. Excitando los transductores con la radiofrecuencia adecuada se producen perturbaciones
en el material que interaccionan con los fotones, proporcionando as´ı la capacidad de seleccio´n en
frecuencia (Bei et al., 2004). Los dispositivos de seleccio´n en frecuencia empleados en este trabajo
son filtros de cristal l´ıquido sintonizable, tambie´n denominados LCTF. E´stos basan su funciona-
miento en la combinacio´n de filtros de Lyot. Estos filtros esta´n constituidos por una estructura
de sandwich de una la´mina de cristal l´ıquido, y una la´mina de cuarzo entre dos polarizadores
lineales (Hetchts, 1998) (ver figura 1.5). Las la´minas de cuarzo y de cristal l´ıquido constituyen
un retardador1. El principal e´xito de los filtros de Lyot es controlar electro´nicamente el a´ngulo
caracter´ıstico del mismo, es decir se controla el proceso de interferencia entre los haces ordinarios
y extraordinarios de la radiacio´n electromagne´tica incidente, consiguiendo a la salida la selectivi-
1Un retardador es un dispositivo o´ptico que es capaz de rotar el plano de vibracio´n de la luz, que en definitiva
es una onda electromagne´tica.
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dad en frecuencia deseada en la radiacio´n transmitida (Hetchts, 1998). Un LCTF esta´ constituido
por una serie de filtros de Lyot apilados para conseguir el rango y la selectividad en frecuencia
deseada.
1.1.4. Cadena de preprocesado de ima´genes hiperespectrales
Las ima´genes hiperespectrales constituyen una fuente de informacio´n mucho ma´s amplia que
una imagen convencional. Una imagen hiperespectral esta´ constituida por un conjunto de ima´genes
monocroma´ticas (variando en nu´mero en funcio´n de la resolucio´n del sistema utilizado), que se
unen formando un hipercubo, en el que dos dimensiones constituyen las dimensiones espaciales y
la tercera componente la espectral (ver figura 1.6). Este hecho, que por una parte es uno de los
grandes atractivos de los sistemas hiperespectrales, puede convertirse, sin el tratamiento adecuado,
en un problema, ya que en general estas ima´genes presentan mucha informacio´n redundante o que
no es discriminante en el problema de clasificacio´n estudiado (Shaw and Burke, 2003).
Polarizador lineal
Cuarzo Cristal líquido
Polarizador lineal
Figura 1.5: Esquema de un filtro de Lyot de una sola etapa.
Otro detalle a tener en cuenta es que cuando se analizan ima´genes hiperespectrales en bruto,
se esta´ analizando la radiancia de la escena, cuando en general, se desea conocer la reflectancia de
la misma. Por estas dos razones, cuando se adquiere una imagen hiperespectral, es necesario en
primer lugar realizar las compensaciones oportunas (en la medida de lo posible en cada problema)
para determinar la reflectancia de la escena a partir de la radiancia y aplicar te´cnicas para reducir
la cantidad de informacio´n que aporta una imagen hiperespectral. En la figura 1.6 se muestra un
protocolo general para el pretratamiento de ima´genes hiperespectrales.
La naturaleza de la compensacio´n para obtener la reflectancia variara´ dependiendo del modo de
adquisicio´n de las mismas. Si la imagen hiperespectral se adquiere desde un sate´lite se tendra´ en
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N píxeles
K bandas
Radiancia
Corrección
Reectancia
Reducción
de la  
Dimensionalidad
j características < K bandas
Etapa de extracción de conocimiento 
Figura 1.6: Esquema del tratamiento previo de una imagen hiperespectral antes de su ana´lisis
(Shaw and Burke, 2003).
cuenta los efectos dispersivos de la atmo´sfera (Shaw and Burke, 2003). Si por el contrario la
iluminacio´n de la escena se realiza de modo controlado (en una campana de inspeccio´n como la
que se ha desarrollado en este trabajo) y se conoce la forma del objeto presente en la escena, la
compensacio´n se realizara´ mediante el uso de un blanco de referencia y el modelo de elevacio´n
digital correspondiente a la forma del objeto.
En cuanto a la reduccio´n de la dimensionalidad del problema, existen te´cnicas estad´ısticas
para conseguir este propo´sito. Estas te´cnicas pueden ser de tipo no supervisado como el ana´lisis
de componentes principales (PCA) (Jolliffe, 1986), o de tipo supervisado como el ana´lisis discrimi-
nante lineal (LDA) (Cheng et al., 2004). El uso de un tipo de te´cnicas u otras estara´ condicionado
a la informacio´n disponible sobre las clases presentes en el problema.
Otro punto de vista a la hora de definir los me´todos de reduccio´n de la dimensionalidad,
consiste en clasificarlos desde el punto de vista del modo en que realizan su propo´sito. La dimen-
sionalidad del problema se puede reducir de dos maneras, mediante la seleccio´n de caracter´ısticas
(Kohavi and John, 1997; Blum and Langley, 1998; John et al., 1994) o la extraccio´n de carac-
ter´ısticas (Liu and Motoda, 1998a). La extraccio´n de caracter´ısticas consiste en obtener un espacio
vectorial transformado, que mantenga la estructura de los datos, cuya dimensio´n sea menor que
la del espacio original. El inconveniente de estos me´todos es que se necesita disponer de todas las
caracter´ısticas del espacio original para su ca´lculo y posterior empleo. La seleccio´n de caracter´ısti-
cas consiste en obtener un nu´mero reducido de caracter´ısticas del espacio vectorial original que
contengan la ma´xima informacio´n acerca del problema estudiado. La seleccio´n de caracter´ısticas
constituye un problema abierto en el entrenamiento y construccio´n de clasificadores. Es impres-
cindible, antes de construir un clasificador, encontrar las caracter´ısticas ma´s significativas. De no
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ser as´ı las caracter´ısticas no significativas pueden introducir ruido en la clasificacio´n produciendo
resultados sin sentido. Esto se ve acentuado en problemas en los que el nu´mero de caracter´ısti-
cas es muy elevado y esta´ directamente relacionado con el feno´meno conocido en la bibliograf´ıa
como curse of dimensionality (Hughes, 1968), por el cual, un nu´mero elevado de caracter´ısticas
produce modelos subo´ptimos. Adema´s, en este trabajo se empleara´n estas te´cnicas con otra fi-
nalidad, determinar un nu´mero reducido de bandas que permita caracterizar el problema de la
deteccio´n de podredumbres en c´ıtricos. La implementacio´n de un sistema en l´ınea es imposible
sin una reduccio´n considerable del nu´mero de bandas que proporciona un sistema hiperespectral.
Por tanto, el sistema final debe ser compacto en nu´mero de bandas y en acierto de clasificacio´n.
Estos dos condicionantes, y el equilibrio entre ambos, se deben tener siempre en mente con el fin
de desarrollar un sistema realizable y u´til.
1.2. Organizacio´n de la Tesis Doctoral
Esta Tesis Doctoral se ha organizado en 6 cap´ıtulos. El cap´ıtulo 1 realiza una introduccio´n
general al problema tratado. El cap´ıtulo 2 describe profundamente el sistema de visio´n hiperes-
pectral basado en filtros sintonizables de cristal l´ıquido desarrollado en el a´mbito de esta Tesis
Doctoral. A pesar de ello, en la seccio´n de materiales y me´todos de cada uno de los siguientes
cap´ıtulos, se ha incluido unos pa´rrafos describiendo brevemente el sistema de visio´n hiperespectral
y las peculiaridades de configuracio´n del mismo para los ensayos realizados en cada cap´ıtulo con
el fin de que el lector conozca en cada ensayo los elementos del sistema que intervienen y sus
caracter´ısticas.
En el cap´ıtulo 3 se propone una metodolog´ıa novedosa de preprocesado de ima´genes hiperes-
pectrales para minimizar los efectos adversos que introduce la curvatura esfe´rica del c´ıtrico. En el
cap´ıtulo 4 se han planteado una serie de ensayos de deteccio´n de podredumbres producidas por el
hongo Penicillium digitatum con el fin de evaluar el comportamiento general del sistema y sondear
la naturaleza del problema a tratar. El cap´ıtulo 5 muestra una revisio´n y ampliacio´n del problema
tratado en el cap´ıtulo anterior en cuanto al nu´mero de defectos empleados (trips y rameados), los
hongos que producen la podredumbre (Penicillium digitatum y Penicillium italicum), la inclusio´n
de informacio´n espacial del p´ıxel a clasificar, las te´cnicas de aprendizaje automa´tico empleadas y
el clasificador de fruta desarrollado. Por u´ltimo en el cap´ıtulo 6 se exponen las principales contri-
buciones del trabajo, las conclusiones particulares y generales extra´ıdas tras los ensayos realizados
as´ı como la proyeccio´n futura de la Tesis Doctoral y los hitos cient´ıficos y tecnolo´gicos alcanzados
en forma de art´ıculos en revista internacionales y patentes en explotacio´n.
Cada uno de los cap´ıtulos de esta Tesis Doctoral excepto el primero (Introduccio´n general) y
el u´ltimo (Conclusiones) es autocontenido en el sentido de que contiene cada una de las secciones
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habituales que se puede encontrar en un art´ıculo cient´ıfico (introduccio´n, materiales y me´todos,
resultados y conclusiones). Esta divisio´n del trabajo realizado atiende u´nicamente a criterios de
claridad en la exposicio´n global del trabajo realizado. Los contenidos de esta Tesis Doctoral tratan
aspectos tan diversos como el hardware y puesta a punto del sistema de visio´n hiperespectral, el
preprocesado de ima´genes hiperespectrales o el ana´lisis de ima´genes de frutos c´ıtricos dan˜ados por
podredumbres. Los cap´ıtulos presentados por separado muestran los ensayos y resultados parciales
de las diferentes etapas naturales por las que ha transcurrido la investigacio´n desarrollada en el
a´mbito de esta Tesis Doctoral y, analizados globalmente ponen de manifiesto la completitud del
trabajo de investigacio´n realizado en esta Tesis Doctoral.
1.3. Objetivos de la Tesis Doctoral
En el Centro de AgroIngenier´ıa del Instituto Valenciano de Investigaciones Agrarias (IVIA),
se ha trabajado y continu´a trabajando, a trave´s de distintos proyectos de investigacio´n (FEDER-
CICYT DPI-2003-09173-C02-0 y FEDER-MEC (DPI2007-66596-C02-02), en el desarrollo de te´cnicas
avanzadas de visio´n por computador para la identificacio´n de los defectos externos de los c´ıtricos.
Esta Tesis Doctoral esta´ enmarcada en el a´mbito de esos proyectos y se ha centrado en el desarrollo
de un sistema de adquisicio´n de ima´genes hiperespectrales, basado en filtros sintonizables de cristal
l´ıquido (LCTF) y las te´cnicas necesarias para el posterior ana´lisis de las mismas, como herramienta
para identificar automa´ticamente los dan˜os producidos por podredumbres comunes (Penicillium
digitatum y Penicillium italicum) .
Adema´s, parte del trabajo se enmarca en la colaboracio´n que el centro de AgroIngenier´ıa del
IVIA mantiene con diversos investigadores del Grupo de Procesado Digital de Sen˜ales (GPDS)
del departamento de Ingenier´ıa Electro´nica de la Universidad de Valencia. En concreto en el
programa de ”Grups Emergents”de la Generalitat Valenciana HYPERCLASS/GV05/011 en el que
se establece, como aplicacio´n fundamental, el control de la calidad fitosanitaria de frutos en
centrales postcosecha mediante el empleo de te´cnicas de seleccio´n de caracter´ısticas y clasificadores
avanzados.
El principal objetivo de este trabajo es identificar dan˜os producidos por podredumbres comu-
nes en c´ıtricos utilizando un sistema multiespectral automa´tico y un conjunto de te´cnicas derivadas
del aprendizaje automa´tico. Para ello, se ha implementado un sistema de visio´n hiperespectral
basado en filtros de cristal l´ıquido sintonizables con el fin de adquirir las ima´genes hiperespec-
trales que sera´n utilizadas para evaluar las te´cnicas empleadas y evaluar el rendimiento de las
diferentes metodolog´ıas propuestas en esta Tesis Doctoral. Este objetivo general se puede dividir
en los siguientes hitos:
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1. Desarrollar un sistema de visio´n hiperespectral basado en LCTF. En este trabajo
se construira´ un sistema de visio´n hiperespectral basado en filtros sintonizables de cristal
l´ıquido, a partir de sus elementos fundamentales. Se disen˜ara´n todos los elementos hardware
necesarios para albergar el sistema de adquisicio´n, los filtros sintonizables de cristal l´ıquido,
y el sistema de iluminacio´n. Se desarrollara´ el software para el control del sistema de visio´n
hiperespectral completo a trave´s de una aplicacio´n informa´tica con interfaz gra´fica de fa´cil
manejo. Asimismo, se caracterizara´ el sistema de visio´n hiperespectral con el fin de conocer
las posibles limitaciones de funcionamiento que ofrece el mismo. A partir del ana´lisis del
sistema, se determinara´n los para´metros de funcionamiento del mismo.
2. Desarrollar me´todos de preprocesado de ima´genes hiperespectrales de c´ıtricos.
Se desarrollara´n te´cnicas para obtener la reflectancia de los c´ıtricos a partir de la radiancia
captada por el sistema de visio´n hiperespectral. Estas te´cnicas se centrara´n principalmente
en corregir las variaciones espaciales que introduce el sistema de iluminacio´n en la adquisicio´n
de imagen. Para ello se desarrollara´ un novedoso modelo de elevacio´n digital (DEM) para
preprocesar las ima´genes hiperespectrales. A partir de este modelo se estudiara´ el modo de
tener en cuenta la geometr´ıa de cada c´ıtrico para obtener las propiedades reflectivas del
mismo.
3. Desarrollar te´cnicas de ana´lisis de ima´genes hiperespectrales para detectar dan˜os
producidos por podredumbres en c´ıtricos. Estos ensayos se realizara´n sobre varias va-
riedades de mandarinas y el objetivo de los mismos sera´ detectar podredumbres producidas
por Penicillium digitatum en diferentes momentos de la infeccio´n (podrido temprano y po-
drido esporulado). En estos ensayos se utilizara´n frutas con un u´nico estado de maduracio´n
y sin presencia de otros defectos superficiales. Asimismo, estos ensayos se empleara´n para
evaluar la idoneidad de los sistemas de iluminacio´n desarrollados. En el a´mbito de estos
ensayos se utilizara´n un nu´mero amplio de te´cnicas de seleccio´n de bandas y de clasificacio´n
de cara´cter no supervisado y supervisado. Se determinara´, con el montaje realizado, cua´l es
el nu´mero o´ptimo de bandas para maximizar el e´xito en la segmentacio´n de imagen. Final-
mente, se elaborara´ un modelo de segmentacio´n de ima´genes hiperespectrales de mandarinas
con el mejor me´todo de seleccio´n y con el mejor clasificador de entre todos los estudiados.
Con las ima´genes segmentadas se elaborara´ un sistema automa´tico para la deteccio´n de
dan˜os producidos por Penicillium digitatum en mandarinas.
4. Desarrollar un sistema de clasificacio´n de c´ıtricos con dan˜os comunes y pro-
ducidos por Penicillium digitatum y Penicillium italicum. Con las conclusiones
extra´ıdas en los ensayos previos, se focalizara´n los esfuerzos hacia mejorar la capacidad
del sistema para detectar podridos producidos Penicillium digitatum y ampliar el rango de
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defectos detectables (dan˜os producidos por trips, rameados y Penicillium italicum) y clasi-
ficarlos en frutos con diferentes estados de maduracio´n. Para ello se trabajara´ en mejorar el
sistema de iluminacio´n as´ı como evaluar otras te´cnicas de seleccio´n y clasificacio´n. El estudio
de seleccio´n de bandas se utilizara´ para determinar las regiones del espectro que contienen
conocimiento sobre el problema de clasificacio´n propuesto. Los clasificadores se utilizara´n
para elaborar modelos de segmentacio´n de imagen y evaluar los grupos de bandas obtenidos.
La finalidad u´ltima es proponer un protocolo de clasificacio´n de podredumbres (seleccio´n,
segmentacio´n y clasificacio´n) y estudiar la viabilidad de implementarlo en un sistema de
visio´n multiespectral a medida basado en el conocimiento extra´ıdo.
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Cap´ıtulo 2
Sistema de visio´n hiperespectral
basado en filtros sintonizables de
cristal l´ıquido
2.1. Introduccio´n
El uso de la visio´n por computador en la regio´n visible del espectro electromagne´tico pa-
ra la evaluacio´n de la calidad y la deteccio´n de dan˜os en c´ıtricos esta´ ampliamente extendida
(Blasco et al., 2007b; Pydipati and Lee, 2006; Blasco et al., 2003, 2009a). No obstante, determi-
nadas caracter´ısticas organole´pticas y algunos tipos de defectos no son fa´cilmente caracterizables
utilizando sistemas de visio´n RGB como por ejemplo los podridos en estad´ıos tempranos de la
infeccio´n. Una manera de mejorar la eficacia de los sistemas de clasificacio´n y la deteccio´n de
todo tipo de defectos se ha encaminado hacia la ampliacio´n de la regio´n del espectro en la que
se observa utilizando sistemas multiespectrales (Aleixos et al., 2002; Blasco et al., 2007a, 2009b).
Este tipo de sistemas se caracteriza por emplear ma´s bandas que las habituales RGB, pero no
esta´n indicados para realizar ensayos espectrome´tricos ya que no permiten explorar de manera
sistema´tica una regio´n amplia del espectro.
Las te´cnicas espectrome´tricas se han mostrado eficaces para caracterizar defectos superficiales
en c´ıtricos (Gaffney, 1973). Este tipo de te´cnicas se pueden clasificar en tres tipos: fluorescen-
cia, absorcio´n y reflexio´n. Las te´cnicas espectrome´tricas basadas en fluorescencia se caracterizan
por estudiar la luz emitida por objeto bajo estudio, cuando la superficie del mismo ha sido ex-
citada con una radiacio´n externa. Este tipo de te´cnicas se ha mostrado eficaz para determinar
caracter´ısticas intr´ınsecas de los c´ıtricos (Latza and Ernes, 1978; Garc´ıa-Reyes et al., 2006), no
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obstante los equipos empleados son muy caros y presentan poca versatilidad para su uso intensivo.
Las te´cnicas espectrome´tricas basadas en absorcio´n se basan en estudiar la radiacio´n transmitida
por una muestra al ser iluminada, no obstante el uso de este tipo de te´cnicas esta´ limitado por
la opacidad de la muestra cuando se trata de un objeto como un c´ıtrico y es ampliamente utili-
zada en su aplicacio´n sobre muestras l´ıquidas como por ejemplo zumos de naranja (Sun, 2009).
Las te´cnicas espectrome´tricas basadas en propiedades reflectivas son ma´s utilizadas para eva-
luar para´metros de calidad en c´ıtricos (Qin et al., 2009; Cayuela, 2008; Okamoto and Lee, 2009;
Go´mez-Sanchis et al., 2008b). Este tipo de te´cnicas se caracteriza por estudiar la reflectancia ob-
tenida a partir de instrumentos espectrome´tricos. Estos instrumentos pueden ser de dos tipos:
espectro´metros de laboratorio y espectro´metros de imagen. Los primeros se caracterizan por pre-
sentar resoluciones espectrales muy elevadas (resoluciones menores al nano´metro), no obstante,
estos instrumentos generalmente no pueden analizar regiones extensas de una muestra y su uso
se restringe al de laboratorio. Los segundos son los denominados espectro´metros de imagen, estos
presentan resoluciones espectrales mucho menores (mayores o iguales a 10 nm) y presentan la
capacidad de analizar muestras extensas como por ejemplo la superficie de un c´ıtrico.
Los primeros sistemas de este tipo utilizados para el ana´lisis de las propiedades reflectivas
de fruta se pod´ıan considerar como sistemas multiespectrales de adquisicio´n de imagen. Estos
sistemas consist´ıan en una serie de filtros interferome´tricos acoplados en una rueda montada entre
una ca´mara monocroma´tica y la escena que, mediante un sistema meca´nico, giraba permitiendo la
adquisicio´n de ima´genes monocroma´ticas en diferentes bandas. Este tipo de sistemas presentaba
inconvenientes como la baja velocidad de adquisicio´n de la imagen multiespectral y el bajo nu´mero
de bandas espectrales adquiridas. En los u´ltimos an˜os, la tecnolog´ıa de los espectro´metros de
imagen ha experimentado grandes avances, este hecho ha permitido grandes avances en campos
como el sensado remoto por sate´lite o las aplicaciones de la visio´n por computador hiperespectral.
Actualmente se emplean tres tipos sistemas para construir un sistema de visio´n hiperespectral en la
inspeccio´n de fruta: los espectrofoto´metros de imagen, los AOTF y los LCTF . Los primeros basan
su funcionamiento en las caracter´ısticas de dispersio´n de las ondas electromagne´ticas en medios
materiales y se caracterizan por adquirir las caracter´ısticas espectrales de la escena l´ınea a l´ınea
mediante el movimiento relativo de la escena respecto al instrumento. Estos sistemas presentan
una buena resolucio´n espectral, pero no permiten adquirir la imagen completa sin sincronizar
adecuadamente la adquisicio´n de imagen con el movimiento de la muestra mediante un encoder.
Los sistemas basados en AOTF se caracterizan por presentar buenos tiempos de sintonizacio´n (en
torno a 50 ms) y una buena selectividad en frecuencia. El principal inconveniente que presentan
este tipo de sistemas radica en que el campo de visio´n de los mismos es reducido debido al pequen˜o
taman˜o del cristal utilizado en este tipo de filtros. La principal ventaja de los sistemas basados en
LCTF frente a los anteriores es que son ma´s compactos y ofrecen un campo de visio´n ma´s amplio.
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No obstante como principal inconveniente destacar que el tiempo de sintonizacio´n es ma´s elevado
(en torno a 250 ms).
Los ensayos realizados en esta Tesis Doctoral se han realizado utilizando un sistema de visio´n
hiperespectral basado en LCTF, la principal razo´n que ha motivado la eleccio´n de estos filtros es
que son ma´s compactos y ofrecen un campo de visio´n mayor que los AOTF, esto es necesario ya
que una campana de inspeccio´n t´ıpica presenta distancias cortas entre la ca´mara y la escena. Para
llevar a cabo los experimentos realizados en esta Tesis Doctoral, se ha disen˜ado y desarrollado
un sistema de visio´n por computador hiperespectral a partir de sus componentes fundamentales,
tales como ca´mara de adquisicio´n, filtros sintonizables de cristal l´ıquido y sistema de iluminacio´n.
La adquisicio´n de ima´genes hiperespectrales con un sistema como el presentado en este cap´ıtulo
presenta una serie de problemas inherentes a la propia estructura del sistema. Estos problemas
esta´n relacionados con cuestiones tales como el empleo de dos filtros y la sincronizacio´n de la
adquisicio´n de imagen con la sintonizacio´n de los filtros. La adquisicio´n de todo el rango espectral
que proporcionan los dos filtros sintonizables, uno para la regio´n visible y otro para el infrarrojo
cercano, requiere de un montaje que permita utilizar los dos filtros simulta´neamente sin necesidad
de montar y desmontar cada uno de los filtros en cada adquisicio´n, cosa que imposibilitar´ıa la
adquisicio´n sistema´tica de ima´genes hiperespectrales. Por otra parte, es necesario sintonizar los
filtros en cada una de las bandas de intere´s y que en ese momento se realice una captura del sistema
de adquisicio´n para adquirir la correspondiente imagen monocroma´tica. Las aplicaciones software
proporcionadas por los fabricantes de los filtros y la ca´mara no permiten la sincronizacio´n de
ambos elementos ni la adquisicio´n de una imagen hiperespectral completa (conjunto de ima´genes
monocroma´ticas en el rango espectral definido).
Adema´s, es necesario realizar una adecuada seleccio´n de determinadas partes del sistema como
la o´ptica de la ca´mara, la fuente de iluminacio´n empleada o el sistema de alimentacio´n ele´ctrico
utilizado para alimentar el sistema de iluminacio´n. Las labores realizadas van encaminadas a sol-
ventar estos problemas y engloban tareas como el disen˜o y montaje de la campana de inspeccio´n,1
el montaje del hardware de adquisicio´n y LCTF, el desarrollo de software espec´ıfico de manejo, el
control y sincronismo de los diferentes elementos del sistema y la determinacio´n de los para´metros
de funcionamiento del sistema de visio´n hiperespectral tales como el tiempo de precalentamiento
del sistema de iluminacio´n o los tiempos de integracio´n del CCD en la adquisicio´n de cada banda.
1La campana de inspeccio´n esta´ constituida por la propia campana de inspeccio´n, sistemas de guiado de la
ca´mara y los filtros LCTF, un sistema difusor lumı´nico, as´ı como el sistema de alimentacio´n ele´ctrica.
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2.2. Objetivos en la implementacio´n del sistema de visio´n
El propo´sito de este cap´ıtulo de la Tesis Doctoral es describir las especificaciones de disen˜o
y funcionamiento del sistema de visio´n hiperespectral basado en filtros sintonizables de cristal
l´ıquido desarrollado, as´ı como caracterizar la respuesta espectral de los mismos. Este objetivo
engloba aspectos relativos al disen˜o y las caracter´ısticas del sistema y se puede dividir en una
serie de objetivos espec´ıficos.
1. Sistema de posicionamiento de la ca´mara y filtros. Se disen˜ara´ e implementara´ un sis-
tema de posicionamiento para la ca´mara y los filtros sintonizables. Este sistema facilitara´ la
adquisicio´n sistema´tica de ima´genes hiperespectrales.
2. Sistemas de iluminacio´n. Se evaluara´n diferentes tipos de sistemas de iluminacio´n (va-
riando la geometr´ıa de los mismos) con el objetivo de determinar el que ma´s se adecua a la
adquisicio´n de ima´genes de c´ıtricos.
3. Caracterizacio´n del sistema de visio´n hiperespectral. Se caracterizara´ la respuesta
espectral de cada uno de los elementos del sistema, as´ı como la respuesta global del sistema
completo, con el objetivo de determinar el rango o´ptimo de trabajo del sistema.
4. Desarrollo de una aplicacio´n informa´tica. Otro objetivo fundamental para la adquisi-
cio´n sistema´tica de ima´genes hiperespectrales sera´ el desarrollo de una aplicacio´n informa´tica
y un software para el control del sistema de visio´n hiperespectral. Este software se encar-
gara´ de labores de sincronizacio´n, seleccio´n de para´metros de funcionamiento e interfaz con
el usuario.
5. Determinacio´n de los para´metros de funcionamiento del sistema. Mediante una
serie de ensayos se obtendra´n los para´metros de funcionamiento del sistema de visio´n hiper-
espectral tales como el tiempo de precalentamiento del sistema de iluminacio´n o los tiempos
de integracio´n del sistema en cada banda. Finalmente, se propondra´ una metodolog´ıa para
la adquisicio´n de ima´genes hiperespectrales con el sistema implementado.
2.3. Materiales y me´todos
2.3.1. Campana de inspeccio´n
La primera tarea consiste en disen˜ar una campana de inspeccio´n que sea lo ma´s versa´til posible,
en el sentido de albergar varios tipos de iluminacio´n, poder incluir diferentes tipos de ca´maras y
que se adecu´e a un transportador de fruta de rodillos bico´nicos propiedad del IVIA.
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La campana de inspeccio´n se ha realizado en acero inoxidable (ver figura 2.1a) con dos puertas
laterales para facilitar el montaje y desmontaje de los sistemas de adquisicio´n e iluminacio´n. La
movilidad de la campana se ha conseguido mediante cuatro ruedas y un sistema de anclaje al
transportador. Otro detalle a tener en cuenta en el disen˜o de la campana es el probable calen-
tamiento producido por el sistema de iluminacio´n. El aumento de temperatura debido a la falta
de ventilacio´n de la campana cuando estuviera cerrada podr´ıa dan˜ar los elementos del sistema
de visio´n hiperespectral (LCTF, ca´mara o el propio sistema de iluminacio´n). Se han instalado
cuatro ventiladores de 20W 220/AC (figura 2.1b) situados en la parte superior de la campana que
permiten la extraccio´n del aire caliente acumulado.
Figura 2.1: a) Detalle de la campana de inspeccio´n antes de ser instalada en el transportador de rodillos.
b) Dos de los cuatro ventiladores instalados en la campana de inspeccio´n para refrigerar la misma. c)
Campana de inspeccio´n ya acoplada al transportador de rodillos.
Una vez construida la campana de inspeccio´n e instalada en el transportador de rodillos
bico´nicos (ver figura 2.1c) se ha estudiado la instalacio´n f´ısica de los elementos del sistema de visio´n
hiperespectral (ca´mara y LCTF) mediante soportes de sustentacio´n y guiado. Dichos elementos
de soporte deben cubrir las siguientes funcionalidades:
• El soporte de la ca´mara debe permitir cualquier desplazamiento de la misma en el plano de
la escena, con el fin de centrar la ca´mara en la regio´n de intere´s. Para ello se ha disen˜ado
un sistema de gu´ıas que permite desplazar la ca´mara para ajustar su posicio´n, adema´s de
un sistema de fijacio´n para evitar desplazamientos no deseados.
• La campana de inspeccio´n se ha disen˜ado para albergar dos filtros LCTF, cada uno de ellos
sensible en una regio´n del espectro electromagne´tico. Se debe de poder adquirir una imagen
hiperespectral de la misma escena en el rango espectral proporcionado por cada uno de los
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filtros sin variar la geometr´ıa de la escena. Para ello se ha disen˜ado un sistema de guiado que
permite emplear cualquiera de los dos filtros en una adquisicio´n, sin necesidad de complejos
montajes para intercambiar los filtros cada vez que se quiera utilizar uno de ellos (ya que
imposibilitar´ıa la adquisicio´n sistema´tica de ima´genes hiperespectrales). Es necesario que su
manipulacio´n no afecte a la ca´mara para evitar cambios en la escena adquirida.
• La iluminacio´n utilizada esta´ compuesta por la´mparas halo´genas que producen una ilumina-
cio´n puntual y, por tanto, puede producir brillos indeseados en la superficie del fruto (esta
decisio´n esta´ justificada en la seccio´n 2.3.2). Por lo tanto es necesario disen˜ar, montar y
probar una serie de campanas de iluminacio´n con diferente geometr´ıa para minimizar los
efectos indeseados producidos por este tipo de iluminacio´n.
Cada una de las especificaciones descritas anteriormente, se ha cubierto mediante una serie
de subsistemas disen˜ados a medida. La descripcio´n de los mismos se detalla en las siguientes
secciones.
Sistema de posicionamiento de la ca´mara
Siguiendo las especificaciones de disen˜o de la campana de inspeccio´n, la ca´mara debe poder
ubicarse en cualquier posicio´n del plano de la escena con el fin de realizar ajustes de la posicio´n
de la regio´n de intere´s que se desea adquirir. Con esta finalidad, se disen˜o´ un sistema de gu´ıas
ubicado en la parte superior de la campana de inspeccio´n. El esquema completo del sistema de
guiado se muestra en la figura 2.2.
El sistema de gu´ıas consta de cuatro tubos de acero galvanizado de 20 × 20 mm, dos de ellos
(G1 y G2) ubicados de manera longitudinal en la parte superior de la campana. El tercer tubo
(G3) se ha colocado transversalmente mediante dos correderas sobre los dos tubos anteriores, de
esta manera la ca´mara se puede desplazar a lo largo de la direccio´n longitudinal de la campana
de inspeccio´n. El cuarto tubo (G4) se ha colocado, a modo de soporte de la ca´mara, sobre el tubo
G3 mediante una corredera que permite el movimiento de la ca´mara en la direccio´n transversal
de la campana de inspeccio´n. Finalmente, en el tubo (G4) se ha colocado un perfil (P1) de 200
mm de longitud, con una gu´ıa en su parte central que permite el movimiento de la ca´mara en la
direccio´n perpendicular al plano de la escena para aumentar o disminuir el campo de visio´n de la
ca´mara.
En la figura 2.3 se observa el sistema de guiado ya montado sobre la campana de inspeccio´n,
como se puede observar en la misma figura el mismo sistema sirve adema´s como soporte para los
mo´dulos de control de los LCTF.
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 Campana de inspección.   
G1
L1
G2
G3
T2
L2
Sistema de guías “G” 
para el posicionamiento 
de la cámara
Sistema de perfiles “T” 
para intercambiar el 
filtro entre las posiciones 
VIS y NIR
Sistema de perfiles “L” 
para el posicionamiento 
de los perfiles “T”
T1
Figura 2.2: Esquema del sistema de posicionamiento de la ca´mara en el interior de la campana.
G2
G1
G3
G4
P1
a) b)
Figura 2.3: a) Gu´ıas G1 y G2 responsable del movimiento en la direccio´n longitudinal a la campana.
b) Gu´ıas G3 y G4 responsables del movimiento de la ca´mara en la direccio´n transversal a la campana de
inspeccio´n. La gu´ıa del perfil P1 permite variar la altura de la ca´mara sobre la escena.
Sistema de guiado de los LCTF
Una vez colocado en la campana de inspeccio´n el sistema de guiado de la ca´mara, se ha
disen˜ado un sistema para albergar los LCTF en la campana de inspeccio´n. Cada uno de los filtros
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sintonizables ha sido disen˜ado por el fabricante para que se acople a una ca´mara y funcione
de manera individual, limita´ndose el rango espectral de adquisicio´n. El uso de cada filtro por
separado (como sugiere el fabricante) incapacitar´ıa al usuario del sistema para adquirir ima´genes
hiperespectrales de la misma escena de manera sistema´tica. As´ı pues, es necesario que el sistema
portafiltros pueda ser capaz de alojar los dos LCTF que van a ser utilizados y permita un ra´pido
intercambio de un filtro a otro mediante un sencillo movimiento, sin alterar la geometr´ıa de
adquisicio´n de la escena.
Para conseguir este objetivo se ha disen˜ado un caja portafiltros realizada en metacrilato que
aloja los dos filtros. Dicha caja puede desplazarse por dos gu´ıas de aluminio entre dos finales de
carrera que delimitan la posicio´n exacta de cada filtro justo debajo de la o´ptica. As´ı pues se puede
cambiar de un filtro a otro simplemente desplazando el portafiltros de un final de carrera a otro.
Diseño 3D de la caja portafiltros LCTF
Habitáculo del filtro Varispec VIS-07
Habitáculo del filtro Varispec NIR-07
Apertura de refrigeración
y salida de cables
Estructura del portafiltros 
en metacrilato negro
Diafragma de salida de los filtros
Rebaje para el apoyo de la tapa
Vista frontal caja portafiltros LCTF
Figura 2.4: Disen˜o 3D de la caja portafiltros.
Primero se realizo´ el modelado 3D de la caja portafiltros (figura 2.4). En dicho disen˜o se
tuvieron en cuenta detalles como la creacio´n de salidas de cables de control de cada uno de los
filtros en los laterales de la caja, que adema´s permiten una correcta refrigeracio´n de los filtros (ver
figura 2.5b). Tambie´n se observa en la misma figura la creacio´n de dos celdas de sujecio´n para
cada filtro en el interior del portafiltros, que junto con la cubierta superior, evita cualquier tipo
de movimiento de los filtros (figura 2.5a).
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Figura 2.5: a) Portafiltros con los dos LCTF instalados y cubierta superior. b) Detalle de apertura lateral
para salida de cables, as´ı como celdas de sujecio´n de ambos filtros.
El sistema de guiado del portafiltros consta de dos perfiles con forma de T (T1 y T2) de
aluminio de 20 × 20 mm. Los perfiles de aluminio descansan sobre dos perfiles con forma de L
(L1 y L2) de acero galvanizado de 20 × 20 mm colocados transversalmente en los extremos de
la campana de inspeccio´n (figura 2.6a), a la altura necesaria para que, cuando este´ colocado el
portafiltros, e´ste se encuentre al nivel de la ca´mara.
Figura 2.6: a) Detalle de las guias en T (T1 y T2) y el soporte de las mismas (L1). b) Sistema de guiado
y portafiltros ya colocados en la campana de inspeccio´n. c) Ajuste final de la ca´mara con el portafiltros.
La distancia de separacio´n de los perfiles de aluminio coincide con el ancho del portafiltros.
De este modo se puede desplazar por los mismos entre dos finales de carrera, que delimitara´n
las posiciones de alineacio´n de ambos filtros con la vertical de la ca´mara. En la figuras 2.6b) y
2.6c) se muestra el sistema de guiado junto con el portafiltros ya montado y la alineacio´n entre el
portafiltros y la ca´mara una vez ajustados todos los sistemas de posicionamiento.
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2.3.2. Sistema de iluminacio´n
Con el fin de evaluar cua´l es el sistema de iluminacio´n ma´s adecuado desde el punto de vista
espectral y geome´trico, se han instalado tres sistemas de iluminacio´n diferentes en la campana de
inspeccio´n; uno basado en tubos fluorescentes, otro basado en iluminacio´n halo´gena con un siste-
ma difusor cil´ındrico y, por u´ltimo, otro basado en iluminacio´n halo´gena con difusor semiesfe´rico.
En los ensayos de esta Tesis Doctoral se han utilizado los dos u´ltimos, descartando el primero
en ensayos preliminares, por su baja eficiencia espectral en el infrarrojo. La implementacio´n fi-
nal de estos dos sistemas de iluminacio´n ha sido fruto de una evolucio´n gradual, en base a la
experiencia obtenida en los diferentes ensayos de obtencio´n de ima´genes hiperespectrales de esta
Tesis Doctoral. Las ima´genes adquiridas para los ensayos de los cap´ıtulos 3 y 4 se han adquirido
utilizando el sistema de iluminacio´n con difusor cil´ındrico. A partir de la experiencia adquirida, se
disen˜o´ el sistema de iluminacio´n con difusor semiesfe´rico que se empleo´ para adquirir las ima´genes
del ensayo planteado en el cap´ıtulo 5.
Sistema de iluminacio´n basado en tubos fluorescentes
Este tipo de iluminacio´n fue el primero en ser montado en la campana de inspeccio´n debido
a que proporciona iluminacio´n uniforme desde el punto de vista espacial, y adema´s es un sistema
de iluminacio´n ampliamente utilizado en los sistemas de visio´n por computador utilizados por
la industria. La implementacio´n de este sistema de iluminacio´n se realizo´ mediante dos paneles
colocados en cada una de las puertas de la campana de inspeccio´n. En cada panel se ubican 8 tubos
fluorescentes Osram Biolux 18 W para iluminar la escena de manera uniforme (figura 2.7). Los
tubos fluorescentes esta´n alimentados por reactancias electro´nicas de alta frecuencia (3.5 KHz)
para evitar parpadeos en la adquisicio´n de las ima´genes hiperespectrales.
Diseño 3D del sistema de iluminación basdo en tubos fluorescentes.
Tubos superiores Osram Biolux 18W
Tubos laterales Osram Biolux 18W
Polarizadores lineales para evitar
brillos en el visible
Figura 2.7: Esquema de la campana de iluminacio´n con tubos.
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Tras una serie de ensayos preliminares se descarto´ el empleo del mismo por la pobre eficiencia
espectral que proporciona en la regio´n infrarroja del espectro electromagne´tico. Con el fin de
no modificar el disen˜o de la campana de inspeccio´n se decidio´ dejar instalado este sistema de
iluminacio´n para futuros experimentos de fluorescencia basados en el empleo de luz ultravioleta.
En la figura 2.11b), se puede observar el detalle los tubos de luz UV colocados para ensayos
preliminares de obtencio´n de fluorescencia.
Campana de iluminacio´n con difusor cil´ındrico
Esta campana de iluminacio´n se utilizo´ en los experimentos planteados en los cap´ıtulos 3 y
4 de este trabajo. Para implementar este tipo de iluminacio´n, se disen˜o´ un soporte sobre el que
se instalaron 8 la´mparas halo´genas para iluminar la escena de manera semidirecta. Los focos
halo´genos son alimentados a 12 V DC mediante una fuente de alimentacio´n estabilizada, con el
fin de conseguir una iluminacio´n uniforme en el tiempo.
El soporte consiste en un anillo de acero inoxidable de 240 mm de dia´metro sobre el que se ha
colocado 8 portala´mparas del tipo G4 equiespaciados. El soporte se ubico´ debajo del sistema de
guiado de los filtros, y esta´ sujeto por 4 tirantes de acero inoxidable roscados al sistema de gu´ıas
de los LCTF, que permiten variar la altura del sistema de iluminacio´n (figura 2.8). En el soporte
se han instalado dos ventiladores para refrigerar la parte inferior de los filtros de cristal l´ıquido
sintonizables, para evitar dan˜os debidos al elevado flujo de calor que proporcionan las la´mparas
halo´genas utilizadas en el sistema de iluminacio´n.
Figura 2.8: A la izquierda se muestra el disen˜o CAD del soporte del sistema de iluminacio´n con difusor
cil´ındrico. A la derecha implementacio´n f´ısica del soporte de la iluminacio´n (con focos y ventiladores de
refrigeracio´n) ya instalada en la campana de inspeccio´n.
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Corte a 1/4 de la campana de inspección cilíndrica
Pletinas deflectoras
Puerta de acceso a la campana
Lámparas halogenas Philips Brilliantline Pro 35W
Corte a 1/4 de la campana de inspección cilíndrica (vista inferior)
Cuerpo interior revestido 
de material reflectante
Anillo de material difusor
Anillo portalámparas  
de material difusor
 Campana de Iluminación cilíndrica montada en la campana de inspección
Sistema portafiltros
Campana de iluminación
cilíndrica
Cámara de alta resolución
Zona de inspección
Sistema de posicionamiento
de la cámara
 Detalle de la zona interior de la campana de inspección cilíndrica
Figura 2.9: Disen˜o de la campana de iluminacio´n cil´ındrica y su alojamiento en la campana de inspeccio´n.
El soporte suministra luz directa sobre la escena de adquisicio´n. Este tipo de iluminacio´n pro-
porciona brillos indeseados sobre la escena, adema´s de poca homogeneidad en la iluminacio´n de
objetos con un pronunciado relieve. Con el fin de evitar los brillos y homogeneizar la iluminacio´n,
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se ha disen˜ado un sistema de difusio´n lumı´nica, mediante una campana difusora cil´ındrica (figura
2.9). Para su implementacio´n se empleo´ un tubo de fibra de 250 mm de dia´metro interior, forrado
con aluminio estucado para maximizar las reflexiones multidireccionales en su interior y homoge-
neizar la difusio´n de la iluminacio´n. Se practico´ una abertura de 150 x 150 mm en la campana
para poder introducir objetos en la misma. Con el fin de no perder reflectividad en la zona de la
abertura, se construyo´ una puerta abisagrada, realizada en el mismo material que el cuerpo de
la subcampana, respetando la curvatura del cuerpo de la misma. Por u´ltimo, se incluyeron unos
deflectores de luz directa, que consisten en 8 pletinas de aluminio, plegadas a 135 grados, para
evitar que la luz halo´gena incida directamente sobre el objeto iluminado. Para ello se coloco´ cada
uno de estos deflectores sobre la parte superior del cuerpo de la campana, justo debajo de cada
foco halo´geno. En la figura 2.11a) se observa el montaje completo de esta campana de iluminacio´n,
con todos los soportes ya instalados.
Tras realizar varios ensayos de adquisicio´n de ima´genes hiperespectrales con esta campana de
iluminacio´n, se determino´ que era necesario seguir trabajando en un sistema de iluminacio´n que
proporcionara luz de ma´s calidad (en lo que se refiere al grado de difusio´n de la luz proporcionada).
Se comprobo´ que la campana de iluminacio´n cil´ındrica reduc´ıa considerablemente los brillos en la
escena respecto a la iluminacio´n directa con halo´genos. No obstante, en determinadas ocasiones
segu´ıan apareciendo brillos indeseados. En la siguiente seccio´n se plantea el disen˜o de un sistema
de iluminacio´n basado en el empleo de una campana de iluminacio´n semiesfe´rica.
Campana de iluminacio´n con difusor semiesfe´rico
Esta campana de iluminacio´n ha sido la aproximacio´n definitiva para resolver el problema de la
iluminacio´n del sistema hiperespectral empleado y se ha utilizado en los experimentos planteados
en el cap´ıtulo 5. Para implementar este tipo de iluminacio´n, se ha utilizado un soporte de material
aislante del calor sobre el que se instalaron 10 focos halo´genos, que iluminan la escena de manera
indirecta mediante la reflexio´n en el difusor semiesfe´rico. Los focos halo´genos, al igual que en la
campana anterior, esta´n alimentados con una fuente de alimentacio´n de 12 V DC estabilizada,
con el fin de conseguir una iluminacio´n uniforme en el tiempo. El soporte consiste en un anillo
de baquelita 500 mm de dia´metro sobre el que se han colocado 10 portala´mparas del tipo G4
equiespaciados. El soporte se ha ubicado en la parte inferior de una campana semiesfe´rica con el
mismo dia´metro, que a su vez esta´ apoyada sobre bases rectangulares apilables que permiten variar
la altura del sistema de iluminacio´n (figura 2.11 b). En la parte superior del difusor semiesfe´rico
se practicaron dos orificios para instalar dos ventiladores para extraer el calor acumulado en la
parte alta del domo2 y as´ı refrigerar la parte baja de los filtros de cristal l´ıquido sintonizables.
2Domo.- Te´rmino empleado para designar una campana de iluminacio´n semiesfe´rica.
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Corte a 1/4 de la campana de iluminación semiesférica
Corte a 1/4 de la campana de iluminación semiesférica (vista inclinada)
Interior del difusor revestido con pintura reflectante mate 
con textura irregular para minimizar brillos localizados
Lámparas halogenas 
Philips Brilliantline Pro 35W
Cortinilla de material translúcido para 
eliminar la iluminación lateral directa residual
Apertura cenital de la campana 
Apertura inferior de la campana 
Domo semiesférico de aluminio 
 Campana de iluminación semiesférica montada en la campana de inspección
Sistema portafiltros móvil
Campana de iluminación
semiesférica
Cámara de alta resolución
Zona de inspección
Figura 2.10: Disen˜o de la campana de iluminacio´n esfe´rica y su alojamiento en la campana de inspeccio´n.
Con este sistema de iluminacio´n se han evitado brillos indeseados a la vez que se ha obtenido
una iluminacio´n mucho ma´s homoge´nea que con el sistema anterior. En la figura 2.10 se muestra
un esquema del sistema de iluminacio´n propuesto. La parte interior del domo de aluminio se ha
revestido con una pintura blanca para maximizar la reflectividad de la superficie. Adema´s, el
mencionado revestimiento presenta una textura rugosa que minimiza las reflexiones direccionales
responsables de brillos. La campana semiesfe´rica proporciona una luz de mucha ma´s calidad en
cuanto al grado de homogeneidad geome´trica que la campana cil´ındrica. La principal desventaja
que presenta es que la intensidad lumı´nica que produce es menor que en el caso de la campana
anterior, producie´ndose un aumento en el tiempo de adquisicio´n de la imagen hiperespectral. Este
aumento de tiempo no es cr´ıtico, puesto que el sistema empleado no se ha disen˜ado para funcionar
en tiempo real.
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La propia geometr´ıa de la campana hace que la iluminacio´n de objetos con relieve sea ma´s
uniforme que en el caso de la campana cil´ındrica. En la figura 2.11b) se observa el montaje
completo de la campana de iluminacio´n semiesfe´rica.
a) Montaje de la campana cil´ındrica. b) Montaje de la campana esfe´rica.
Figura 2.11: a) Campana de inspeccio´n montada al completo con todos los elementos ya instalados con
a) la campana cil´ındrica, b) la campana semiesfe´rica.
Respuesta espectral de los iluminantes
Un punto clave a la hora de escoger un iluminante es la respuesta espectral. Dependiendo
de la aplicacio´n y del rango espectral de trabajo es conveniente utilizar un tipo de iluminacio´n
u otro. Se descartaron varios tipos de iluminacio´n que, a priori, proporcionar´ıan un tipo de luz
ma´s uniforme como por ejemplo tubos fluorescentes tipo “luz d´ıa” por poseer bajas eficiencias
en el infrarrojo cercano, como se observa en la figura 2.12a). En esta Tesis Doctoral, como ya se
anticipo´ en la seccio´n anterior, se ha utilizado iluminacio´n basada en la´mparas de filamento de
tungsteno halo´genas. En la campana cil´ındrica se han utilizado diez la´mparas halo´genas Philips c©
Brilliantline Pro de 35W, capaces de proporcionar un haz de luz con una apertura de 30o. En la
campana semiesfe´rica se han utilizado la´mparas de la misma familia de Philips c© pero de menor
potencia (20 W), incluyendo 2 la´mparas ma´s al montaje (12 la´mparas en total). Estas la´mparas
proporcionan buenas eficiencias lumı´nicas, en la zona NIR del espectro electromagne´tico como
se puede observar la eficiencia espectral en el infrarrojo proporcionada por el fabricante (figura
2.12b).
El sistema de iluminacio´n se alimento utilizando una fuente de alimentacio´n 12V DC de 350W
de potencia, debido a la necesidad de disponer de una alimentacio´n estable a lo largo del tiempo. Se
evaluo´ la posibilidad de alimentar el sistema de iluminacio´n con reactancias convencionales de 12V
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AC (las que recomienda el fabricante de las la´mparas), pero dicha decisio´n hubiera motivado la
aparicio´n de parpadeos en la adquisicio´n de ima´genes hiperespectrales, modulados por la frecuencia
de red de 50 Hz.
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a) Eficiencia espectral Osram biolux  b) Philips Brilliant Pro 12V/35W
Figura 2.12: a) Caracterizacio´n espectral proporcionada por el fabricante del tubo fluorescente Osram
Biolux 18W. En la figura se observa la baja eficiencia espectral al principio de la zona NIR del espectro
electromagne´tico. b) Caracterizacio´n espectral NIR proporcionada por el fabricante de la la´mpara Philips
Brilliant Pro 12V/35W.
2.3.3. Hardware de adquisicio´n
El hardware de adquisicio´n es la parte del sistema de visio´n hiperespectral responsable de la
captura de ima´genes (ca´mara y o´ptica), y la digitalizacio´n de la sen˜al que proviene de la ca´mara
mediante la tarjeta de adquisicio´n de datos. A continuacio´n se detallara´ cada una de las partes
del hardware de adquisicio´n empleado.
Se ha empleado una ca´mara modelo CoolSnap ES de Photometrics c©. La ca´mara Coolsnap
ES, integra el CCD Sony c© ICX285, que presenta un formato de matriz de 1392 × 1040 p´ıxeles,
con un taman˜o de p´ıxel de 6,45 × 6,45µm. Este CCD utiliza tecnolog´ıa ITT (Interline-Transfer
Technology), que proporciona elevadas eficiencias cua´nticas tanto en el visible como en la zona NIR
del espectro electromagne´tico3, como se observa en la figura 2.13a). No obstante, en esta figura
se observa que la eficiencia cua´ntica del CCD decrece de manera cr´ıtica a partir de los 1030 nm.
Esto impone una cota superior al rango de adquisicio´n espectral del sistema visio´n hiperespectral.
Por u´ltimo, mencionar que la ca´mara posee un sistema de refrigeracio´n termoele´ctrico que mejora
la sensibilidad de la misma frente al ruido te´rmico del CCD.
La tarjeta de adquisicio´n de imagen utilizada es la suministrada por el fabricante junto con
la ca´mara Coolsnap ES y es capaz de digitalizar las ima´genes proporcionadas por la ca´mara con
3La eficiencia cua´ntica de los CCD de silicio en el infrarrojo cercano sin la tecnolog´ıa ITT proporcionan eficiencias
cua´nticas mucho menores.
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a) Eficiencia cua´ntica Coolsnap de Photometrics. b) Transmitancia Xenoplan 1.4/17 mm.
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Figura 2.13: a) Curva de eficiencia cua´ntica (trazo discontinuo) en funcio´n de la longitud de onda de
la ca´mara Coolsnap ES de Photometrics c©., en modo alta sensibilidad. b) Transmitancia de la o´ptica
Xenoplan 1.4/17 de Schneider c© en funcio´n de la longitud de onda.
una resolucio´n de 12-bits. La tarjeta de adquisicio´n de imagen se instalo´ en un ordenador personal
Pentium 4 2.8GHz con 512Mb de memoria RAM, junto con las librer´ıas software de control de
la ca´mara proporcionadas por el fabricante. El control del hardware de adquisicio´n se realizo´ con
software espec´ıfico disen˜ado a medida para controlar y sincronizar todos los elementos del sistema
de visio´n hiperespectral (hardware de adquisicio´n y LCTF). Este aspecto sera´ tratado en detalle
en la seccio´n 2.3.5.
En ensayos preliminares realizados con el sistema de visio´n hiperespectral se observo´ que, utili-
zando o´pticas convencionales empleadas en visio´n por computador industrial, el foco de la imagen
variaba considerablemente entre las bandas del visible y las del infrarrojo, obtenie´ndose ima´genes
desenfocadas en bandas alejadas de la de enfoque4. Este hecho es debido a la elevada dispersio´n
croma´tica que presentan las o´pticas convencionales. Para evitar este problema se utilizo´ una o´pti-
ca Schneider modelo Xenoplan 1.4/17mm C-Mount, construida con lentes de baja dispersio´n para
adquirir ima´genes tanto en el visible como en el infrarrojo cercano (400 nm-1000 nm) sin varia-
ciones significativas de enfoque. Adema´s, la transmitancia de la o´ptica es pra´cticamente uniforme
en todo el rango antes mencionado, como se muestra en la figura 2.13b).
4La banda de enfoque es aquella en la que se han hecho los ajustes de foco en el sistema hiperespectral y se
emplea como banda de enfoque la banda central del rango de adquisicio´n.
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2.3.4. Filtros sintonizables de cristal l´ıquido
La u´ltima parte del hardware del sistema de visio´n hiperespectral que queda por describir es
la que atan˜e a los filtros de cristal l´ıquido sintonizables. Un LCTF es un dispositivo electro-o´ptico
constituido por una serie de polarizadores y la´minas de cristal l´ıquido. El funcionamiento de los
mismos esta´ basado en el principio f´ısico de los filtros de Lyot, como se comento´ en el cap´ıtulo de
introduccio´n. Los filtros sintonizables son la parte del sistema que permite seleccionar la frecuencia
de la radiacio´n que incide en el CCD. En este trabajo se emplearon dos filtros LCTF V arispec c©
de Cambridge Research Institute modelo VIS-07 y NIR-07. El primer filtro es sensible en la zona
visible del espectro electromagne´tico (sintonizable desde 400 nm hasta 720 nm con una resolucio´n
de 7 nm @ FWHM 5). El segundo LCTF trabaja en la zona del infrarrojo cercano (sintonizable
desde 650 nm hasta 1100 nm con una resolucio´n de 7 nm @ FWHM).
Antes de empezar a utilizar los filtros es importante realizar una caracterizacio´n espectral
de los mismos, ya que los filtros sintonizables de cristal l´ıquido presentan una eficiencia variable
con la banda sintonizada. Se ha trabajado en la caracterizacio´n radiome´trica de los filtros para
obtener la transmitancia real de los dos filtros y poder definir el rango espectral o´ptimo en el
que el sistema funciona correctamente. Para realizar la caracterizacio´n de ambos filtros se cola-
boro´ con investigadores de la Universidad de Valencia (Grupo de Procesado Digital de Sen˜ales
del departamento de Ingenier´ıa Electro´nica) y de la Universidad Jaume I. La caracterizacio´n se
llevo´ a cabo en un laboratorio de o´ptica de la Universidad Jaume I empleando un banco o´ptico
de experimentacio´n, una fuente de iluminacio´n calibrada, un espectro´metro y elementos o´pticos
necesarios para focalizar el haz luminoso en toda la superficie del sensor del espectro´metro. La
figura 2.14a) muestra el banco o´ptico utilizado para la caracterizacio´n de los filtros sintonizables,
la figura 2.14b) muestra la posicio´n del filtro de cristal l´ıquido sintonizable en el banco o´ptico de
trabajo, justo antes del espectro´metro.
La metodolog´ıa de caracterizacio´n de cada filtro consta de una serie de pasos que se enumeran
a continuacio´n.
1. Sintonizar el filtro en la banda que se desea caracterizar. En el filtro VIS-07 se
han caracterizado las bandas que van desde 400 nm hasta 720 nm con ∆λ = 10 nm. En el
caso del filtro NIR-07 la caracterizacio´n se ha realizado desde 650 nm hasta 1030 nm con
∆λ = 10 nm. La razo´n por la que se caracterizo´ el filtro NIR-07 hasta 1030 nm fue que no
se van a adquirir ima´genes ma´s alla´ de 1020 nm, puesto que la eficiencia cua´ntica del CCD
utilizado decae dra´sticamente por encima de esa longitud de onda, como se mostro´ en la
seccio´n 2.3.3.
5FWHM: Full Width at Half Maximum. Este para´metro evalu´a la selectividad en frecuencia del filtro.
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Figura 2.14: a) Banco o´ptico con los elementos necesarios para caracterizar los filtros. b) Detalle de la
colocacio´n del filtro en el banco o´ptico.
2. Adquirir el espectro de transmisio´n del filtro en cada banda. De este modo se
obtendra´n las curvas espectrales de transmisio´n de los filtros (relativas al iluminante) en
cada una de las bandas sintonizadas.
3. Adquirir el espectro del iluminante utilizado. De este modo se podra´ obtener la
transmitancia absoluta de cada uno de los filtros, haciendo el cociente entre los espectros
obtenidos anteriormente y el espectro del iluminante.
2.3.5. Software espec´ıfico de control del sistema de visio´n hiperespectral
Despue´s de realizar ensayos preliminares con el sistema de visio´n hiperespectral utilizando el
software proporcionado por el fabricante de la ca´mara y los LCTF, se concluyo´ que era necesario
desarrollar elementos software de control integral y sincronismo de los principales elementos del
sistema de visio´n hiperespectral: la ca´mara y los filtros sintonizables. Dichas acciones esta´n justifi-
cadas por la necesidad de agilizar (sincronizar automa´ticamente los filtros y la ca´mara) y controlar
para´metros del proceso de adquisicio´n de las ima´genes hiperespectrales (para´metros del barrido
o tiempos de integracio´n para cada banda). La estrategia empleada para corregir la variacio´n de
eficiencia por banda del sistema de visio´n ha sido adecuar los tiempos de integracio´n por cada
banda (seccio´n 2.3.6). Para poder implementar todas las funcionalidades anteriores es necesario
desarrollar software a medida, ya que los programas que proporcionan los fabricantes de filtros
no las incluyen.
33
Cap´ıtulo 2. Sistema de visio´n hiperespectral basado en filtros sintonizables de cristal l´ıquido
Figura 2.15: Interfaz gra´fica del software HyperSpectralCitrus desarrollado, para la configuracio´n y
adquisicio´n de ima´genes hiperespectrales con el sistema de visio´n hiperespectral.
Todo el software se ha desarrollado en lenguaje de programacio´n C, usando el entorno de pro-
gramacio´n Microsoft c© Visual C++ 6.0. En primer lugar se desarrollo´ el software de control de la
ca´mara empleando las librer´ıas suministradas por el fabricante. Estas librer´ıas contienen funciones
de librer´ıa implementadas que proporcionan el modo de acceder a todas las funcionalidades que
ofrece la ca´mara. Posteriormente se desarrollo´ el software de control de los filtros sintonizables
de cristal l´ıquido, a partir de las librer´ıas proporcionadas por el fabricante. A continuacio´n se
implemento´ el software de sincronismo entre la ca´mara y el filtro, encargado de sincronizar la
sintonizacio´n del filtro con la adquisicio´n de la imagen monocroma´tica en la banda sintonizada. A
partir del software desarrollado se disen˜o´ la aplicacio´n informa´tica HyperSpectralCitrus para
el control y adquisicio´n de ima´genes con el equipo de visio´n hiperespectral (figura 2.15).
La principales caracter´ısticas de la aplicacio´n son:
• Inicializacio´n automa´tica de Ca´mara Coolsnap y filtros Varispec.
• Implementacio´n de tres modos de adquisicio´n y visualizacio´n: en vivo en banda u´nica, cap-
tura de imagen en banda u´nica y captura de imagen hiperespectral.
• Capacidad de control de dos filtros LCTF (VIS-07 y NIR-07) de Varispec.
• Implementacio´n de cuatro modos de sintonizacio´n de los LCTF: seleccio´n de banda u´nica,
barrido configurable VIS-07, barrido configurable NIR-07 y barrido configurable mixto (VIS-
07 y NIR-07).
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• Posibilidad de modificar los tiempos de integracio´n para cada longitud de onda, permitiendo
programar barridos con distintos tiempos de integracio´n para cada banda.
• Opciones de adquisicio´n de blanco de referencia y negro de referencia para determinar la
reflectancia del c´ıtrico (utilizando el me´todo que se discutira´ en la seccio´n 3.3.2).
• Modo de calibracio´n para la obtencio´n de tiempos de integracio´n de diferentes iluminantes.
• Opcio´n de exportacio´n de ima´genes hiperespectrales en formato .bsq (band sequential), este
formato es reconocido por programas muy utilizados como ENVI o Matlab, para su posterior
ana´lisis.
La figura 2.15 muestra el interfaz gra´fico del programa HyperSpectralCitrus. La aplicacio´n
funciona con un sencillo sistema de menu´ manejable por cualquier usuario con conocimientos
mı´nimos de informa´tica. El software desarrollado ha sido una pieza imprescindible para poder
realizar un calibrado adecuado y obtener los para´metros de funcionamiento del sistema, adema´s
ha permitido adquirir ima´genes hiperespectrales de manera sistema´tica y extensiva.
2.3.6. Para´metros de funcionamiento del sistema
Esta seccio´n muestra la metodolog´ıa empleada para determinar dos para´metros fundamentales
para que el sistema funcione adecuadamente: (1) el tiempo de integracio´n del CCD para cada
banda y (2) el tiempo de precalentamiento del sistema de iluminacio´n.
Metodolog´ıa de determinacio´n del tiempo de precalentamiento del sistema de ilumi-
nacio´n
El tiempo de precalentamiento del sistema de iluminacio´n se define como el tiempo que nece-
sitan las lamparas halo´genas para que su respuesta espectral se estabilice tras su encendido. La
iluminacio´n utilizada esta´ basada en la´mparas halo´genas de filamento de tungsteno. La resistencia
ele´ctrica del filamento de dichas la´mparas var´ıa con la temperatura y, en consecuencia, tambie´n
lo hace la intensidad lumı´nica que emiten. Cuando las la´mparas alcanzan un determinado grado
de calentamiento esta variacio´n se suaviza. Adema´s, el sistema de alimentacio´n tambie´n puede
presentar derivas temporales en la tensio´n de salida de la fuente. Para evaluar si el sistema de
iluminacio´n siempre suministra la misma intensidad lumı´nica se realizo´ un experimento de estu-
dio de repetibilidad de la radiancia del sistema de iluminacio´n utilizando un blanco de referencia.
El ensayo realizado para determinar el tiempo de precalentamiento del sistema de iluminacio´n
consistio´ en realizar adquisiciones de un blanco de referencia en diferentes instantes. Se adqui-
rio´ una imagen hiperespectral del blanco de referencia a los 5, 10, 20, 30, 60 y 90 minutos tras el
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encendido del sistema de iluminacio´n. Los tiempos de integracio´n por banda del sistema en este
ensayo se determinaron de manera aproximada para trabajar en la zona media del rango dina´mico
de la ca´mara. En el punto siguiente de esta seccio´n se detallara´ el procedimiento utilizado para
determinar los tiempos de integracio´n definitivos del sistema.
Metodolog´ıa de determinacio´n de los tiempos de integracio´n del sensor
Esta seccio´n muestra co´mo se han determinado los tiempos de integracio´n por banda del
sistema de visio´n hiperespectral con cada uno de los sistemas de iluminacio´n empleados. Este
tiempo se define como el tiempo que el CCD necesita para adquirir la imagen en una determinada
banda. Se ha comprobado en las secciones anteriores que cada una de las partes del sistema de
visio´n hiperespectral (sistema de iluminacio´n, ca´mara, o´ptica y LCTF) presenta una eficiencia
espectral diferente. La estrategia empleada para homogeneizar estas diferencias y que el sistema
completo presente una eficiencia espectral lo ma´s uniforme posible consistio´ en asignar un tiempo
de integracio´n distinto para cada banda puesto que la radiancia captada por el CCD presenta un
comportamiento lineal con el tiempo de integracio´n. De este modo, aquellas bandas que presenten
una baja eficiencia sera´n adquiridas durante ma´s tiempo y viceversa para las bandas que presenten
una eficiencia elevada. No obstante, este proceso solamente se puede llevar a cabo si se conoce el
comportamiento del CCD en todo su rango dina´mico en funcio´n del tiempo de integracio´n (figura
2.16). En esta seccio´n se estudiara´ este comportamiento y se obtendra´n los tiempos de integracio´n
en cada una de las bandas.
Para determinar la respuesta del CCD con el tiempo de integracio´n, se realizo´ un ensayo
utilizando un blanco de referencia (99 % reflectancia promedio) que consistio´ en sintonizar el filtro
en cada una de las bandas de funcionamiento del sistema y, en cada banda, realizar adquisiciones
del blanco de referencia con diferentes tiempos de integracio´n en intervalos de 0.1 ms, desde 0
s hasta que se satura el sensor. Una vez adquiridas las ima´genes hiperespectrales se obtuvo el
promedio de todos los p´ıxeles de la referencia blanca en cada adquisicio´n. En la figura 2.16 se
muestran las curvas obtenidas para cada una de las bandas en los dos filtros empleados.
La metodolog´ıa empleada para determinar los tiempos de integracio´n de cada banda consis-
tio´ en realizar un ajuste lineal por mı´nimos cuadrados de cada una de las curvas en su zona lineal
entre el 10 % y el 90 % del rango dina´mico. El tiempo de integracio´n elegido para cada banda fue
el que proporcionaba el valor de nivel de gris correspondiente al 90 % del rango dina´mico de la
ca´mara en la curva ajustada en el caso de la campana cil´ındrica. De este modo se consigue que no
se alcance la zona de saturacio´n del sensor. En el caso de la campana semiesfe´rica se decidio´ cam-
biar que el criterio para elegir el tiempo de integracio´n, en este caso, el tiempo coincidir´ıa con el
correspondiente al 82 % del rango dina´mico de la ca´mara en la recta ajustada. Esta decisio´n estuvo
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motivada por el hecho de observar que, en un nu´mero reducido de las ima´genes hiperespectrales
adquiridas para los ensayos realizados con la campana cil´ındrica, se apreciaban zonas de algunos
frutos en las que aparec´ıan algunos p´ıxeles al borde de la saturacio´n, tras desechar las ima´genes
en la que ocurr´ıa este feno´meno se decidio´ tomar esta medida de salvaguarda con la obtencio´n de
tiempos de integracio´n en la campana semiesfe´rica. En la figura 2.16 se muestran las curvas de la
respuesta del sistema con el tiempo de integracio´n para cada banda, empleando los dos sistema
de iluminacio´n estudiados. Se observa que, en general, las pendientes de las curvas obtenidas para
la campana cil´ındrica son significativamente mayores que en el caso de la campana semiesfe´rica.
Esto se debe a que la intensidad lumı´nica que proporciona la primera es mayor que en el caso de
la segunda campana, satura´ndose el sensor con un tiempo de integracio´n mucho menor.
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Figura 2.16: Evolucio´n de nivel de gris promedio de la referencia blanca en funcio´n del tiempo de
integracio´n utilizando el filtro VIS-07 en a) la campana cil´ındrica b) la campana semiesfe´rica y el filtro
NIR-07 en c) la campana cil´ındrica d) la campana semiesfe´rica.
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2.4. Resultados
2.4.1. Caracterizacio´n espectral de los LCTF
La caracterizacio´n radiome´trica de los filtros LCTF propuesta en la seccio´n 2.3.4 se muestra
en la figura 2.17. La principal conclusio´n de la caracterizacio´n espectral de los filtros es que el
filtro VIS-07 (figura 2.17a) impone una cota inferior en el rango de adquisicio´n de ima´genes hi-
perespectrales del sistema desarrollado. Dicha cota se fijo´ en 460 nm puesto que el filtro VIS-07
presenta una transmitancia inferior al 5 % en las bandas por debajo de esta cota. Adema´s, en lon-
gitudes de onda inferiores a 460 nm, el filtro presenta poca selectividad en frecuencia permitiendo
el paso de una pequen˜a cantidad (comparable a la recibida en la banda sintonizada) de radiacio´n
en otras zonas del espectro no sintonizadas. Despue´s de estudiar las caracter´ısticas espectrales de
las diferentes partes del sistema de visio´n hiperespectral se ha concluido que el rango o´ptimo de
adquisicio´n espectral del sistema desarrollado va desde 460 nm (cota impuesta por el filtro VIS-
07) hasta 1020 nm (cota impuesta por la ca´mara Coolsnap). La resolucio´n espectral del sistema
se ha fijado en 10 nm, esta restriccio´n viene impuesta por la resolucio´n espectral de los filtros
sintonizables utilizados (7 nm @ FWHM).
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Figura 2.17: a) Caracterizacio´n espectral del filtro Varispec VIS-07. b) Caracterizacio´n espectral del filtro
Varispec NIR-07.
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2.4.2. Tiempo de precalentamiento de las la´mparas halo´genas
La figura 2.18 muestra los resultados del estudio de repetibilidad propuesto en la seccio´n 2.3.6.
En esa figura se observan diferentes curvas que muestran la evolucio´n temporal del promedio del
nivel de gris de los p´ıxeles de la referencia blanca. Se ha constatado que la variacio´n en la respuesta
de las la´mparas empleadas es inferior al 0,9 %, reducie´ndose por debajo 0,6 % a partir de los 30
minutos tras el encendido del sistema de iluminacio´n. Este hecho se pone de manifiesto en la
figura 2.18, en la que se se observa que la variabilidad en la intensidad del iluminante es muy
baja tras mantener encendido el sistema de iluminacio´n 30 minutos. As´ı pues, se fijo´ el tiempo
de precalentamiento del sistema de iluminacio´n en 30 minutos, tanto si se empleaba la campana
cil´ındrica como la semiesfe´rica ya que ambas emplean las mismas la´mparas. Este estudio tambie´n
sirvio´ para comprobar que la fuente de alimentacio´n del sistema de alimentacio´n no presentaba
derivas temporales importantes en la tensio´n o la corriente de salida que afectaran al sistema de
iluminacio´n.
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Figura 2.18: Evolucio´n temporal del sistema de iluminacio´n.
2.4.3. Tiempos de integracio´n del CCD
En la figura 2.16a) se muestra la respuesta del sistema con el tiempo de integracio´n, en concreto
las curvas obtenidas para cada una de las bandas sintonizadas en la parte del espectro captado
por el filtro VIS-07 utilizando la campana cil´ındrica. En la misma se observa que las bandas del
azul son las que presentan una menor pendiente, aumentando la pendiente conforme avanza la
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longitud de onda hacia el rojo. Este resultado concuerda con las eficiencias que introduce en el
sistema el filtro VIS-07 (y el resto de partes del sistema) mostradas en la figura 2.17a). El ensayo
se repitio´ para la parte del espectro captada con el filtro NIR-07 como se muestra en la figura
2.16b). En este caso la respuesta del sistema es inversa a la presentada en la regio´n del visible.
Este hecho se acaba de constatar observando la figura 2.19a) en la que se muestra un gra´fico con
los tiempos de integracio´n por banda determinados con el procedimiento descrito para los filtros
VIS-07 y NIR-07. En la misma figura se observa que la tendencia de la curva NIR-07 es creciente,
contraria a la tendencia de la curva del filtro VIS-07. Esto se debe a que conforme se avanza en
la zona NIR la eficiencia global del sistema disminuye debido a la ca´ıda dra´stica de la eficiencia
del CCD en esta zona (figura 2.13a). Este efecto predomina sobre el aumento de eficiencia que
introduce el filtro NIR-07 en la parte alta del rango de adquisicio´n. En la zona visible la mayor
limitacio´n en eficiencias la introduce el filtro VIS-07 en las bandas pro´ximas al azul.
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Figura 2.19: Tiempos de integracio´n por banda del sistema de visio´n hiperespectral para los filtros VIS-07
y NIR-07 utilizando a) la campana cil´ındrica b) la campana semiesfe´rica.
La figura 2.16b) muestra la respuesta del sistema con el tiempo de integracio´n cuando se
emplea la campana semiesfe´rica, el comportamiento observado (en cuanto a zonas del espectro
en las que el sistema es ma´s o menos eficiente) es muy similar al que se observa con la campana
cil´ındrica. La principal diferencia radica en la escala de tiempos; utilizando el segundo sistema de
iluminacio´n, el tiempo necesario para que el CCD reciba la misma cantidad de radiacio´n es de
casi 10 veces ma´s que utilizando la campana cil´ındrica. No obstante, como se discutio´ en secciones
anteriores, este detalle no es cr´ıtico y la calidad de la iluminacio´n proporcionada por la campana
semiesfe´rica es mucho mayor que en el caso de la campana cil´ındrica. Adema´s, a esto hay que
sumarle el hecho que en el caso de la campana esfe´rica los tiempos han sido calculados para que
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el CCD trabaje en el 82 % de su rango dina´mico, en promedio, mientras que en el caso de la
campana cil´ındrica se calcularon para que este valor fuera del 90 %. La figura 2.19b) muestra
los tiempos de integracio´n del sistema de visio´n hiperespectral para cada banda utilizando la
campana semiesfe´rica. La tendencia general de los tiempos de integracio´n utilizando la campana
semiesfe´rica es similar a la observada en el caso anterior.
2.4.4. Metodolog´ıa de adquisicio´n de ima´genes hiperespectrales VIS+NIR
Uno de los resultados ma´s importantes de este cap´ıtulo es la propuesta de una metodolog´ıa de
adquisicio´n (en s´ı misma) de ima´genes hiperespectrales con un sistema de visio´n hiperespectral
basado en filtros sintonizables de cristal l´ıquido, con las garant´ıas mı´nimas para obtener ima´genes
hiperespectrales de calidad.
Metodología de adquisición de imágenes 
hiperespectrales con el sistema propuesto
Precalentamiento de 30 min
del sistema de iluminación
λf=1020 nm
Definición de parámetros 
del sistema  
Δλ=10 nm
λ0=460 nm
Posicionar la muestra en
el interior de la campana 
Posicionar el filtro VIS-07
Adquisición rango visible 
Posicionar el filtro NIR-07
Adquisición rango infarrojo 
Almacenar imagen
hiperespectral 
Campana cilíndrica
Campana semiesférica
Parámetros  de la 
imagen hiperespectral
Carga de fichero 
tiempos de integración
Adquisición de blanco 
y negro de referencia 
Fin de la sesión de adquisición
Adquisición de otro fruto
Figura 2.20: Metodolog´ıa de adquisicio´n de ima´genes hiperespectrales.
En primer lugar es importante precalentar el sistema de iluminacio´n durante 30 minutos.
A continuacio´n se definen los para´metros de la adquisicio´n, tales como longitud de onda inicial
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(λ0 = 460 nm), longitud de onda final (λf = 1020 nm) y el paso del barrido (∆λ = 10 nm).
Finalmente, se definen en la aplicacio´n desarrollada, los tiempos de integracio´n de cada banda.
Posteriormente, se posiciona el fruto a analizar en el interior de la subcampana difusora (bien
sea la campana cil´ındrica o semiesfe´rica). En ese momento se inicia la adquisicio´n en el visible
con el filtro VIS-07. La imagen monocroma´tica correspondiente a cada banda banda se adquiere
durante el tiempo de integracio´n necesario para obtener un respuesta espectral plana. Finalizada
la adquisicio´n en el visible el programa interrumpira´ la adquisicio´n e informara´ al usuario de
que desplace la caja portafiltros, pasando a ser el filtro activo el NIR-07. En ese momento se
continuara´ con la adquisicio´n en el infrarrojo hasta concluir la misma. Terminada la adquisicio´n,
si se ha llevado a cabo con e´xito se almacena la imagen hiperespectral en formato .bsq para su
posterior ana´lisis con programas de ana´lisis de ima´genes hiperespectrales como ENVI o Matlab.
Si se desea realizar ma´s adquisiciones se procede de manera ana´loga. Al concluir la sesio´n de
adquisicio´n de ima´genes, se adquieren ima´genes del blanco de referencia y del negro de referencia
para realizar las correcciones oportunas. En la figura 2.20 se muestra un diagrama de flujo con las
diferentes etapas en el proceso de adquisicio´n de ima´genes hiperespectrales utilizando el sistema
propuesto.
2.5. Conclusiones
En este cap´ıtulo se han detallado los aspectos principales en el disen˜o de un sistema de visio´n
hiperespectral basado en filtros sintonizables de cristal l´ıquido a partir de sus constituyentes
ba´sicos para un sistema de inspeccio´n de c´ıtricos. Adema´s se han descrito las caracter´ısticas
principales de cada una de las partes del sistema. Se han evaluado diferentes tipos de sistemas de
iluminacio´n (en cuanto a tipo de iluminante y geometr´ıa de los mismos) con el fin de disponer de
una iluminacio´n eficiente desde el punto de vista espectral, espacialmente uniforme y sin brillos.
Se han disen˜ado elementos auxiliares (sistema de posicionamiento y guiado de filtros) para
permitir adquirir ima´genes hiperespectrales de manera sistema´tica utilizando dos filtros LCTF
(VIS-07 y NIR-07), hecho que posibilita la realizacio´n de ensayos con un nu´mero elevado de
muestras. Se han enumerado los factores a tener en cuenta en la eleccio´n de elementos del sistema
tales como la o´ptica ma´s adecuada (que permite obtener ima´genes sin variaciones significativas
de enfoque), la ca´mara o el sistema de iluminacio´n. En este cap´ıtulo tambie´n se ha mostrado
la caracterizacio´n espectral de cada uno de los elementos del sistema, permitiendo establecer el
rango espectral de trabajo o´ptimo del sistema propuesto (460 nm-1020 nm). Se ha justificado la
necesidad de desarrollar una aplicacio´n software ı´ntegramente que ha permitido sincronizar los
diferentes elementos del sistema as´ı como realizar labores de calibrado y adquisicio´n sistema´tica de
ima´genes hiperespectrales, que el software propietario de los filtros y la ca´mara no inclu´ıa. Se han
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obtenido los para´metros o´ptimos de funcionamiento del sistema de visio´n hiperespectral (rango
espectral de trabajo, resolucio´n, tiempo de precalentamiento del sistema y tiempos de integracio´n
por banda) necesarios para obtener ima´genes hiperespectrales de calidad. Se ha propuesto una
metodolog´ıa para uniformizar la respuesta espectral del sistema utilizando tiempos de integracio´n
variables, asumiendo una respuesta lineal con el tiempo de integracio´n del CCD. Finalmente se
ha propuesto un protocolo de adquisicio´n de ima´genes hiperespectrales con el sistema propuesto.
En definitiva el cap´ıtulo en s´ı mismo presenta globalmente los principales aspectos en cues-
tiones de disen˜o y calibrado que un investigador en una materia aplicada debe tener en cuenta
para montar un sistema de visio´n hiperespectral basado en tecnolog´ıa LCTF a partir de sus com-
ponentes fundamentales. La importancia de los aspectos tratados radica en que la mayor´ıa de
subsistemas comerciales hacen hincapie´ en su funcionamiento particular, sin hacer referencia a
aspectos referentes a la integracio´n del sistema completo.
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Cap´ıtulo 3
Preprocesado de ima´genes
hiperespectrales
3.1. Introduccio´n
La distribucio´n de luz reflejada por un objeto y capturada por un sistema de adquisicio´n de
imagen depende, entre otros factores, de la posicio´n de la fuente de iluminacio´n y de la geometr´ıa
del propio objeto. Generalmente, la calibracio´n empleada para corregir las variaciones espaciales
y espectrales introducidas por el sistema de iluminacio´n, se basa en el empleo de una referencia
blanca de reflectancia conocida. El problema de este tipo de calibracio´n aparece cuando los ob-
jetos que se esta´n inspeccionando no son planos. Es precisamente e´ste el caso que nos ocupa, la
inspeccio´n de objetos con forma aproximadamente esfe´rica. Las ima´genes adquiridas de objetos
de este tipo tienen una caracter´ıstica comu´n, los bordes del objeto aparecen ma´s oscuros que la
parte central del objeto que aparece ma´s brillante (Aleixos et al., 2002; Unay and Gosselin, 2007).
Este problema aparece en la inspeccio´n de muchos productos hortofrut´ıcolas con una forma ma´s
o menos esfe´rica, como por ejemplo naranjas, melocotones, tomates, mandarinas o manzanas. El
oscurecimiento gradual de los bordes con respecto al centro puede producir que una zona sana del
fruto sea confundida con una zona dan˜ada. Debido a la naturaleza biolo´gica de los productos hor-
tofrut´ıcolas, e´stos presentan una elevada variabilidad de colores, texturas y taman˜os (Blasco et al.,
2007b; Du and Sun, 2004). Este hecho pone de manifiesto la importancia de disen˜ar sistemas de
iluminacio´n versa´tiles y precisos. No obstante, disen˜ar un sistema de iluminacio´n universal va´lido
en cualquier situacio´n es una tarea pra´cticamente imposible. Un sistema de iluminacio´n ineficiente
desde el punto de vista espacial, puede producir que un defecto sea confundido con una zona sana
del fruto, debido a que el mismo coincida con una zona mal iluminada del fruto por exceso o
por defecto de iluminacio´n (Bennedsen et al., 2005). Los efectos positivos que produce un buen
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sistema de iluminacio´n son dos: por una parte, permite maximizar la calidad de los resultados en
la etapa de ana´lisis de imagen, por otra parte permite optimizar el rendimiento del ana´lisis de ima-
gen al evitarse costosas etapas de preprocesado de datos (Chen et al., 2002; Zheng et al., 2006).
Algunos investigadores han abordado esta cuestio´n utilizando fuentes de iluminacio´n colocadas
formando un a´ngulo de 45o con la ca´mara (Papadakis et al., 2000). El inconveniente que presenta
esta te´cnica es que no es adecuada para analizar objetos con geometr´ıa esfe´rica. La inspeccio´n
automa´tica de objetos esfe´ricos es un claro ejemplo de aplicacio´n en la que no es sencillo obtener
una iluminacio´n difusa y uniforme desde el punto de vista espacial. Este problema, se ve acrecen-
tado cuando existen limitaciones meca´nicas, espaciales o de coste a la hora de implementar un
sistema de iluminacio´n adecuado. Precisamente, es en estos casos cuando resulta necesario an˜adir
soluciones por software, tales como etapas de preprocesado para corregir los efectos adversos que
introduce la curvatura del objeto o eliminar del ana´lisis las zonas mal iluminadas de la imagen
mediante, por ejemplo, te´cnicas de erosio´n. En la literatura cient´ıfica aparecen varios intentos
para solventar este problema, por ejemplo aplicando modelos esfe´ricos de curvatura constante
y radio variable (Tao and Wen, 1999). Sin embargo, este tipo de modelos son muy r´ıgidos y su
principal propo´sito es aumentar la tasa de e´xito en la clasificacio´n de fruta sana o dan˜ada, sin
realizar una correccio´n que permita conocer las caracter´ısticas intr´ınsecas del defecto (cualidades
reflectivas) con detalle y as´ı poder distinguir entre diferentes tipos de defectos. Otra solucio´n por
software, que tradicionalmente se utiliza para solventar este problema es erosionar el contorno de
la fruta con el fin de eliminar las zonas mal iluminadas (Blasco et al., 2003). Esta solucio´n lleva
asociada una pe´rdida de la calidad de la inspeccio´n, ya que en ocasiones una parte importante de
la superficie de la fruta no es analizada. Otra solucio´n adoptada por algunos autores, viene de la
mano de asumir que zonas centrales y perife´ricas pertenecen a regiones de intere´s distintas y son
analizadas por separado. Por ejemplo en Blasco and Molto´ (2002), los autores asignan tres clases
para caracterizar la piel sana, dependiendo de la proximidad al centro del fruto. No obstante esta
solucio´n presenta un inconveniente importante en problemas multiclase, en los que generalmente
la tasa de e´xito de los clasificadores disminuye al aumentar el nu´mero de clases presentes en el
problema (Duda et al., 2001). Un me´todo de correccio´n muy extendido esta´ basado en el uso de
una referencia espectral de reflectancia conocida (Kleynen et al., 2005). No obstante, para realizar
esta correccio´n se emplea un blanco de referencia plano para corregir las heterogeneidades espec-
trales y espaciales del sistema de iluminacio´n, pero no se tiene en cuenta la geometr´ıa particular
de objetos esfe´ricos.
Todos los problemas antes mencionados ocurren tanto en sistemas de visio´n convencionales
como en sistemas hiperespectrales. Estos u´ltimos se caracterizan por adquirir un elevado nu´mero
de ima´genes monocroma´ticas de la escena en diferentes longitudes de onda, por lo que son espe-
cialmente sensibles a la influencia del sistema de iluminacio´n. Los sistemas de iluminacio´n ma´s
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utilizados con este tipo de tecnolog´ıa son los basados en la´mparas halo´genas (Ariana et al., 2006;
Polder et al., 2003), ya que ofrecen una buena eficiencia tanto en el visible como, en el infrarrojo
cercano. No obstante, la iluminacio´n ofrecida por este tipo de la´mparas no es muy homoge´nea
desde el punto de vista espacial. Por lo que los ensayos en los que se utilizan estas la´mparas son
candidatos perfectos para evaluar las te´cnicas de correccio´n antes mencionadas.
En algunas ocasiones, cuando se utilizan sistemas hiperespectrales de imagen, el objetivo
es realizar estudios sobre las caracter´ısticas reflectivas intr´ınsecas del objeto inspeccionado en
diferentes longitudes de onda. Por ejemplo, esta tarea es muy importante en la inspeccio´n de
productos hortofrut´ıcolas, ya que diferentes dan˜os en la superficie del fruto pueden presentar
distintas caracter´ısticas reflectivas en diferentes zonas del espectro electromagne´tico (Gaffney,
1973). Por tanto, y con el fin de detectar correctamente diferentes tipos de defectos, es esencial
eliminar o corregir cualquier influencia negativa producida por el sistema de iluminacio´n o por
cualquier parte del sistema de visio´n.
En este cap´ıtulo se va a proponer una metodolog´ıa para tener en cuenta la geometr´ıa de los
c´ıtricos (aunque ser´ıa valida para otros frutos con forma esfe´rica) con el fin de corregir la influen-
cia negativa que introduce la reflexio´n de la luz al incidir sobre frutos esfe´ricos. Esta metodolog´ıa
esta´ basada en el desarrollo de un modelo de elevacio´n digital (DEM) de la forma del fruto y con-
siderar el fruto como una superficie Lambertiana. El correcto comportamiento de la metodolog´ıa
aqu´ı propuesta se ha probado utilizando ima´genes hiperespectrales adquiridas por el sistema de
visio´n hiperespectral ensamblado en este trabajo. La te´cnica propuesta se ha mostrado eficaz para
minimizar los efectos adversos producidos por la curvatura de los c´ıtricos en la intensidad de la
radiacio´n recibida por la ca´mara hiperespectral. Asimismo, los experimentos que se expondra´n a
lo largo de este cap´ıtulo mostrara´n que al aplicar la metodolog´ıa propuesta, el nivel de gris de los
p´ıxeles pertenecientes a la misma clase se uniformiza independientemente de la regio´n del fruto a
la que pertenezca el p´ıxel, facilitando posteriores procesos de segmentacio´n y clasificacio´n.
3.2. Objetivos
El objetivo de este cap´ıtulo de la Tesis Doctoral es desarrollar y validar una metodolog´ıa
para preprocesar las ima´genes hiperespectrales de frutos con forma esfe´rica proporcionadas por el
sistema de visio´n hiperespectral basado en LCTF e iluminacio´n halo´gena. Para llevar cabo este
objetivo se debera´n alcanzar una serie de hitos:
1. Correcciones espaciales. Se va a desarrollar una metodolog´ıa para preprocesar ima´genes
hiperespectrales de objetos esfe´ricos, con el fin de obtener la reflectancia del c´ıtrico a par-
tir de la imagen hiperespectral adquirida. Para conseguir este propo´sito se realizara´n dos
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correcciones: 1) correccio´n de las variaciones espaciales del iluminante utilizando un blanco
de referencia, y 2) correccio´n de los efectos negativos que produce la reflexio´n de la luz al
incidir sobre frutos con geometr´ıa esfe´rica en la adquisicio´n de ima´genes hiperespectrales.
Esta correccio´n se realiza a partir de una metodolog´ıa basada en considerar el fruto como
una superficie Lambertiana sobre la que se refleja luz con dos componentes, una directa y
otra difusa.
2. Elaboracio´n de un modelo de elevacio´n digital. Con el fin de obtener determinados
para´metros del modelo lambertiano se elaborara´ un modelo de elevacio´n digital del c´ıtrico.
3. Validacio´n de la metodolog´ıa propuesta. Una vez descrita la te´cnica de preprocesado
se evaluara´ la efectividad de la misma a partir de una serie de ensayos con c´ıtricos, utilizando
el sistema de visio´n hiperespectral disen˜ado en este trabajo.
3.3. Materiales y me´todos
3.3.1. Particularidades del sistema de visio´n hiperespectral
El sistema de visio´n hiperespectral utilizado para adquirir las ima´genes que se empleara´n para
realizar los ensayos planteados en este cap´ıtulo se describio´ de manera general en el cap´ıtulo 2. A
continuacio´n se van a resaltar las particularidades de configuracio´n que presenta el sistema en los
ensayos propuestos en este cap´ıtulo.
Cámara CoolSnap ES
Filtros VIS-07 y NIR-07
Campana cilíndrica
Lámpara halógenas
Campana de inspección
Blanco de referencia
Figura 3.1: Diagrama del sistema de adquisicio´n de imagen con campana cil´ındrica.
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El sistema de visio´n hiperespectral utilizado en esta investigacio´n esta´ compuesto por una
ca´mara monocroma´tica Photometrics Coolsnap ES, configurada para adquirir ima´genes de una
regio´n de intere´s de la escena de 551× 551 p´ıxeles. Las ima´genes se transfieren al ordenador por
medio de una tarjeta de adquisicio´n de datos propietaria de la ca´mara. La etapa de seleccio´n
en frecuencia se ha llevado a cabo utilizando dos filtros sintonizables de cristal l´ıquido (Varispec
VIS-07 sensible desde 400 nm hasta 720 nm y Varispec NIR-07 sensible desde 650 nm hasta
1100 nm). Debido a que las diferentes partes del sistema introducen diferentes eficiencias a lo
largo del espectro de trabajo, se han programado diferentes tiempos de adquisicio´n espec´ıficos
por cada banda en el software de adquisicio´n. Estos tiempos de integracio´n se han calculado
utilizando un blanco de referencia con una reflectancia certificada promedio del 99 %. De este
modo se ha homogeneizado la respuesta espectral del sistema y se asegura que el mismo funciona
dentro del rango dina´mico del sensor. La escena ha sido iluminada por medio de luz indirecta
de 10 la´mparas halo´genas de 35 W (Philips Brilliantline Pro 35W/12V) alojadas en el interior
de una campana difusora cil´ındrica. Las la´mparas halo´genas han sido alimentadas utilizando una
fuente de alimentacio´n estabilizada de 12 V/DC con una potencia de 350W. Todo el sistema de
inspeccio´n se encuentra en el interior de una ca´mara de inspeccio´n de acero inoxidable que evita
que la escena sea iluminada con luz procedente del exterior. En la figura 3.1 se puede observar un
representacio´n del sistema de visio´n hiperespectral utilizado.
3.3.2. Correccio´n de las variaciones espaciales de la intensidad del iluminante
con referencia blanca
En el cap´ıtulo 2 se detallaron los aspectos de disen˜o y caracterizacio´n del sistema de visio´n
hiperespectral. Se dedico´ un gran esfuerzo a disen˜ar un sistema de iluminacio´n que fuera lo ma´s
eficiente posible (desde el punto de vista espectral) y que suministrara una iluminacio´n uniforme
(tanto espacial, como temporalmente). Sobre la estabilidad temporal del sistema de iluminacio´n
se discutio´ en la seccio´n 2.3.6, concluyendo que el sistema de iluminacio´n era lo suficientemente
estable. Por tanto, a partir de ahora se considerara´ que la intensidad de la iluminacio´n no de-
pende del tiempo. No obstante, despue´s de montar el sistema y realizar los primeros ensayos se
observo´ que, al iluminar la escena aparec´ıan pequen˜as variaciones espaciales en la intensidad del
iluminante sobre la escena (ver figura 3.2) en todas las bandas adquiridas. Estas variaciones se
minimizan en la zona central de la regio´n de intere´s adquirida (ver figura 3.2b). A pesar de ello,
en dicha regio´n de intere´s se aprecian ligeras variaciones en la intensidad del iluminante.
El cara´cter no ideal de la fuente de iluminacio´n empleada (la´mparas halo´genas), en cuanto a
la elevada direccionabilidad que ofrece, introduce variaciones en la intensidad dependiendo de la
posicio´n de la escena. Va a ser necesario realizar una correccio´n utilizando una referencia blanca
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Figura 3.2: Ima´genes monocroma´ticas del blanco de referencia (99%). a) Referencia blanca adquirida a
480 nm. b) Referencia blanca adquirida a 700 nm. En esta figura se muestra la zona aproximada donde se
ubica el fruto en la adquisicio´n. c) Referencia blanca adquirida a 980 nm.
plana para suavizar el efecto de las variaciones espaciales en la escena del iluminante. En la
calibracio´n que se va a describir se esta´n asumiendo una serie de consideraciones tales como que
la distancia entre el objeto y la ca´mara permanece constante, o que los filtros sintonizables de
cristal l´ıquido son ideales, desde el punto de vista de la seleccio´n en frecuencia, es decir, que so´lo
transmiten radiacio´n en la banda sintonizada (Gat, 2000).
En este trabajo se ha utilizado una referencia blanca calibrada (99 %) de LabSphere c© de 128
mm × 128 mm. En la figura 3.3 se muestra la curva de calibracio´n, certificada por Labsphere, de
la reflectancia promedio de la referencia blanca utilizada. A partir de la imagen hiperespectral que
se desea corregir, de la imagen del blanco de referencia y de la del negro de referencia (como se
describio´ en la seccio´n 2.4.4) se puede obtener la imagen corregida por referencia blanca dividiendo
la radiancia absoluta del c´ıtrico Rabs entre la radiancia absoluta del blanco de referencia Rabsblanca
(Bajcsy and Kooper, 2005; Gat, 2000; Polder et al., 2000).
ρxy(x, y, λ) =
Rabs(x, y, λ)
Rabsblanca(x, y, λ)
(3.3.1)
siendo ρxy(x, y, λ) la reflectancia relativa
1 del p´ıxel ubicado en la posicio´n (x,y) de la ima-
gen monocroma´tica de la banda λ del c´ıtrico, una vez corregidas las variaciones espaciales del
iluminante.
No obstante, los factores de la ecuacio´n (3.3.1) no son medibles directamente por el sistema
desarrollado ya que el CCD presenta dark currents2. Adema´s, la referencia blanca utilizada no
1 Se denomina reflectancia relativa del fruto a la imagen corregida por referencia blanca. Paso previo a la
obtencio´n de la reflectancia absoluta del fruto cuando la imagen sea corregida por el factor geome´trico del c´ıtrico
(seccio´n 3.3.3).
2Nivel de sen˜al que proporciona el sensor, de un cuerpo en ausencia de iluminacio´n, Rnegra.
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tiene una reflectividad del 100 %, por lo que es necesario tener en cuenta estos factores para
realizar una correcta estimacio´n de Rabs y Rabsblanca. El modo de corregir los errores introducidos
por los factores antes mencionados y obtener ρxy(x, y, λ) (Gat, 2000) se muestra en:
ρxy(x, y, λ) =
Rabs
Rabsblanca
= ρRef (λ)
R(x, y, λ)−Rnegra(x, y, λ)
Rblanca(x, y, λ)−Rnegra(x, y, λ)
(3.3.2)
siendo ρRef (λ) la reflectancia promedio de la referencia blanca (figura 3.3), R(x, y, λ) la ra-
diancia del objeto (en nuestro caso un c´ıtrico) captada por el CCD, Rblanca(x, y, λ) la radiancia
de la referencia blanca captada por el CCD y Rnegra(x, y, λ) es la radiancia captada por el CCD
anulando toda fuente de iluminacio´n y que permite cuantificar el ruido electro´nico del CCD.
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Figura 3.3: Curva de reflectancia certificada del Blanco de referencia de Labsphere c©.
De esta manera, adema´s de corregir las variaciones espaciales en la intensidad del iluminante,
se esta´ corrigiendo localmente (para cada uno de los p´ıxeles de la escena) el efecto de las diferentes
eficiencias de las partes del sistema de visio´n hiperespectral. En la figura 3.4 se muestra el efecto
de corregir las bandas RGB (B=480 nm, G=550 nm y R=640 nm), extra´ıdas de una imagen
hiperespectral de una mandarina del cultivar3 clemenules. Se observa que tras la correccio´n las
ima´genes no presentan inhomogeneidades en la iluminacio´n del plano de la escena que aparecen
en las ima´genes sin corregir. No obstante, sigue apareciendo un efecto indeseado. De hecho, si se
observan las ima´genes de la figura 3.4, se aprecia un oscurecimiento gradual en la direccio´n que va
desde el centro hasta el borde del c´ıtrico. La geometr´ıa esfe´rica de las mandarina introduce una
importante limitacio´n en la correcta determinacio´n de la reflectancia de la misma. Esto es debido
a que no toda la radiacio´n que se refleja en el c´ıtrico es captada por el CCD debido a la forma
3Se designa como cultivar (cv.) a un familia de frutos obtenida a partir de cruces y combinaciones gene´ticas de
variedades distintas de fruta.
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de la naranja y al punto de vista cenital de la ca´mara. En la siguiente seccio´n se describira´ una
correccio´n desarrollada en el a´mbito de este trabajo para minimizar el problema que introduce la
forma del c´ıtrico.
a) Imagen RGB cv. clemenules no corregida   
c) Imagen RGB cv. clemenules corregida
b) Imagen RGB cv. clemenvilla no corregida 
d) Imagen RGB variedad cv. clemenvilla corregida
Figura 3.4: En la parte superior se muestran las ima´genes RGB (640 nm, 550 nm y 480 nm) de dos
frutos sin corregir por referencia blanca de los cultivares cv. clemenules (a) y cv. clemenvilla (b). En la
parte inferior ( c) y d) ) de la figura se muestran las ima´genes de los mismos frutos tras ser corregidas por
referencia blanca.
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3.3.3. Correccio´n geome´trica
Modelo de iluminacio´n
El modelo de iluminacio´n considerado para representar el sistema de iluminacio´n empleado
aporta tanto luz directa como difusa. La luz directa produce variaciones del brillo en la imagen
adquirida por el CCD del objeto iluminado que dependen del a´ngulo de incidencia de la luz sobre
el objeto o la distancia que separa la fuente de iluminacio´n del mismo (Foley et al., 1996). Se ha
empleado un modelo matema´tico sencillo para describir la iluminacio´n empleada, que considera
el iluminante como la superposicio´n de una componente de luz directa y otra de luz difusa.
Supongamos que el sistema de iluminacio´n suministra una intensidad luminosa total IT . Se asume
que dicha intensidad contiene un componente directa, ID y una componente difusa IF . Por otra
parte se considerara´ la superficie del objeto como una superficie Lambertiana, caracterizada por
reflejar la luz con la misma intensidad en todas las direcciones. Foley et al. (1996) describe como
para este tipo de superficies, la cantidad de luz recibida por el observador es independiente de
la direccio´n del mismo, u´nicamente depende del a´ngulo de incidencia de la luz directa φ con
la superficie (ver figura 3.5). Con estas consideraciones, se puede suponer que la iluminacio´n
empleada se puede modelizar matema´ticamente mediante:
IT = ID(λ) cos(φ) + IF (λ) (3.3.3)
Figura 3.5: Superficie Lambertiana esfe´rica. L representa la direccio´n de la iluminacio´n directa y N la
direccio´n normal a la superficie.
Por otra parte, se ha considerado que la cantidad de luz directa y luz difusa esta´ cuantificada
por un factor αD sobre la cantidad de luz total detectada por el CCD, I. Esto es:
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ID = αDI (3.3.4)
IF = (1− αD)I (3.3.5)
donde el para´metro αD se determina obteniendo el cociente entre el promedio (sobre todas las
bandas) de luz que el CCD detectaba en los puntos que coinciden con el per´ımetro de la mandarina
y la cantidad de luz total que recibe el CCD de todo el fruto. En los puntos del per´ımetro, la luz
que reflejan las mandarinas es u´nicamente luz difusa, como se observa en la ecuacio´n (3.3.3), ya
que en dichos puntos φ = pi
2
. En la figura 3.6 se muestra el valor de αD para diferentes puntos
del per´ımetro, se observa que los valores se distribuyen en torno a un valor medio de 0.5104. Por
tanto, se adoptara´ este valor de αD de ahora en adelante para realizar la correccio´n del factor
geome´trico del c´ıtrico.
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Figura 3.6: Estimacio´n del para´metro αD para cada uno de los puntos del per´ımetro de una mandarina
clemenules.
Por otra parte se va a considerar que la radiancia Rabs(λ) del c´ıtrico se puede formular en
funcio´n del iluminante IT (x, y, λ) y de la reflectancia del fruto ρ(x, y, λ):
Rabs(x, y, λ) = IT (x, y, λ)ρ(x, y, λ) =⇒ ρ(x, y, λ) =
Rabs(x, y, λ)
IT (x, y, λ)
(3.3.6)
Si se introducen los resultados de las ecuaciones (3.3.4), (3.3.5) y (3.3.3) en la ecuacio´n (3.3.6),
se puede concluir que:
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ρ(x, y, λ) =
Rabs(x, y, λ)
I(x, y, λ)
·
1
[αDcos(φ) + (1− αD)]
(3.3.7)
Por u´ltimo, se ha considerado que la intensidad del iluminante I(x, y, λ) coincide con la ra-
diancia absoluta del blanco de referencia Rabsblanca(x, y, λ), as´ı pues se puede reescribir la ecuacio´n
(3.3.7) de la siguiente manera:
ρ(x, y, λ) =
Rabs(x, y, λ)
Rabsblanca(x, y, λ)
·
1
ǫg(x, y, λ)
(3.3.8)
siendo
ǫg(x, y, λ) = [αDcos(φ) + (1− αD)] (3.3.9)
Teniendo en cuenta el resultado de la ecuacio´n (3.3.2) e introducie´ndolo en la ecuacio´n (3.3.8),
se obtiene la reflectancia ρ(x, y, λ) de la mandarina en funcio´n de la reflectancia relativa ρxy(x, y, λ)
(imagen hiperespectral corregidas las variaciones espaciales del iluminante) y del factor de correc-
cio´n geome´trico ǫg(x, y, λ).
ρ(x, y, λ) =
ρxy(x, y, λ)
ǫg
(3.3.10)
Modelo de elevacio´n digital
Para aplicar la correccio´n arriba descrita es necesario conocer las caracter´ısticas geome´tricas
del c´ıtrico a analizar. Con esta finalidad se ha desarrollado un modelo de elevacio´n digital para
caracterizar la geometr´ıa del c´ıtrico. El modelo DEM consiste ba´sicamente en un modelado 3D
del c´ıtrico a partir de su imagen bidimensional. El modelo desarrollado se inspira en el hecho de
que todas las mandarinas presentan una forma cuasi esfe´rica, con cierto grado de achatamiento.
Este modelo permite extraer determinados para´metros necesarios para realizar la correccio´n del
factor geome´trico que se esta´ describiendo en esta seccio´n. La elaboracio´n del DEM de cada c´ıtrico
consta de una serie de etapas que se enumeran a continuacio´n:
1. Segmentacio´n del fruto y determinacio´n del centro de masas del c´ıtrico. En esta
etapa se obtiene una ma´scara que etiquetara´ los p´ıxeles de la imagen que forman parte
del c´ıtrico. Esta ma´scara se ha determinado a partir de umbralizar el histograma de la
imagen monocroma´tica del c´ıtrico correspondiente a λ = 850 nm. Se eligio´ esta banda de
manera emp´ırica, ya que la mandarina presenta un buen contraste frente al fondo, como se
puede observar en la figura 3.7, donde se muestra un histograma claramente bivaluado. De
este modo se pueden etiquetar todos los p´ıxeles de la imagen que pertenecen al c´ıtrico en
la imagen hiperespectral (figura 3.8). Posteriormente se determina el centro de masas del
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c´ıtrico. De esta manera se dispone del p´ıxel con el que se corresponde el centro geome´trico
del c´ıtrico Pg (figura 3.8b).
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Figura 3.7: Histograma de niveles de gris de la imagen monocroma´tica correspondiente a la banda
λ=850nm. Se puede observar que el histograma es bivaluado, lo que permite diferenciar el fondo del fruto.
2. Determinacio´n de los puntos del per´ımetro del fruto. Una vez elaborada la ma´scara,
se determinan los p´ıxeles pertenecientes al per´ımetro del c´ıtrico. Para ello se utilizaron
algunas funciones de la toolbox de Matlab de procesado de ima´genes. La finalidad de esta
accio´n es determinar una serie de puntos equiespaciados Pi del per´ımetro cada cuatro puntos
del mismo. Estos puntos marcara´n el inicio de los paralelos4 de la red de interpolacio´n
necesaria para desarrollar el modelo 3-D (ver figura 3.8b).
3. Estimacio´n de la altura de la mandarina. Para elaborar el modelo 3D se necesita
conocer la altura del c´ıtrico. Para ello se definio´ la siguiente estrategia: a) Obtener el radio
promedio del c´ıtrico, para ello se determinaron todos los radios (‖
−−→
PiPg‖) obtenidos a partir
de la distancia entre el centro de masas y los NPi puntos calculados anteriormente; b)
Asumir que la altura del c´ıtrico hc es el producto del radio promedio y un factor η que
evaluara´ el grado de achatamiento del cultivar analizado (ηnules = 0,9 y ηvilla = 0,8 fijados
emp´ıricamente). De este modo:
4Los paralelos son las l´ıneas verticales de la red de interpolacio´n que recorren el c´ıtrico desde la base hasta su
polo.
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a) Imagen RGB    
Pg
Pi
b) Máscara tras la umbralización    
Figura 3.8: a) Imagen RGB de una mandarina del cultivar clemenules. b) Segmentacio´n obtenida tras
la umbralizacio´n de la imagen monocroma´tica correspondiente a la banda de 850 nm. Adema´s tambie´n se
muestra el centro de masas del c´ıtrico Pg, as´ı como una muestra cualitativa de los puntos del per´ımetro
utilizados para obtener el DEM.
hc = η r siendo r =
1
NPi
NP i∑
i=1
‖
−−→
PiPg‖ (3.3.11)
4. Creacio´n de la red de interpolacio´n 3D. A partir de los puntos Pi y la estimacio´n de la
altura del c´ıtrico, se creara´ la red de interpolacio´n 3D. Dicha red tendra´ como entradas las
coordenadas (x, y) de los nodos de la red y como salida la altura de dichos nodos. Los nodos
de la red de interpolacio´n se han obtenido subdividiendo cada uno de los radios ‖
−−→
PiPg‖ en
20 subradios rij (con j = 1, . . . , 20, i = 1, . . . , NPi) y determinando las coordenadas x e y
de cada subradio. Una vez determinados los nodos de la red de interpolacio´n se estimara´ la
altura de los mismos. Para ello se han modelizado elipses en los NPi planos transversales
a la escena, de semiejes a = ‖
−−→
PiPg‖ y b = hc, cuya ecuacio´n viene dada para cada radio
‖
−−→
PiPg‖ por la siguiente ecuacio´n:
r2ij
‖
−−→
PiPg‖2
+
h2ij
h2c
= 1 (3.3.12)
Mediante la ecuacio´n (3.3.12) se pueden determinar las alturas hij de los nodos de la red
de interpolacio´n. En la figura 3.9 se muestran las alturas hij correspondientes al plano
transversal definido por la altura y el radio ‖
−−→
PiPg‖. Repitiendo este procedimiento para los
NPi planos transversales queda perfectamente determinada la red de interpolacio´n 3D.
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Figura 3.9: a) Nodos del plano transversal ‖
−−→
PiPg‖ de la red de interpolacio´n 3D. b) Resultado de aplicar
el modelo DEM sobre la imagen RGB de la mandarina clemenules del ejemplo.
5. Obtencio´n de la elevacio´n de cada p´ıxel por interpolacio´n. A partir de la red de
interpolacio´n obtenida en la etapa anterior, se calcula la altura de cada uno de los p´ıxeles
del c´ıtrico realizando una interpolacio´n bilineal de todos los puntos del c´ıtrico. De este modo
se dispone de una matriz del taman˜o de la imagen en la que cada elemento huv suministra
la altura del p´ıxel ubicado en y = u, x = v. En la figura 3.9b) se muestra el resultado de
corregistrar el DEM con la imagen RGB mostrada en la figura 3.8a).
Factor de correccio´n geome´trico
De la expresio´n del factor de correccio´n ǫg(x, y, λ), (3.3.10), se deduce que es necesario conocer
el valor de φ para cada p´ıxel de la imagen. El DEM de cada c´ıtrico proporciona la elevacio´n de
cada p´ıxel hxy, y mediante una transformacio´n a coordenadas esfe´ricas se puede determinar el
valor de φ mediante:
tan(φ) =
(x2 + y2)1/2
hxy
(3.3.13)
donde x,y,hxy son las coordenadas cartesianas de cada p´ıxel del fruto.
Siguiendo esta metodolog´ıa se puede calcular el factor de correccio´n geome´trico para todos los
p´ıxeles de una imagen. En la figura 3.10 se observa un gra´fico de l´ıneas de contorno que muestra el
factor de correccio´n geome´trico para una mandarina del cultivar clemenules. En el mismo gra´fico
se observa que e´ste es mayor en las zonas de la periferia del c´ıtrico.
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Figura 3.10: Factor geome´trico ǫg(x, y, λ) para una mandarina del cultivar clemenules.
3.3.4. Ensayos de evaluacio´n de la te´cnica de preprocesado
Con el fin de evaluar la metodolog´ıa de correccio´n propuesta se ha adquirido un conjunto de
ima´genes hiperespectrales de c´ıtricos. En concreto, se han empleado 40 mandarinas, de las cuales
20 son cv. clemenvilla (que generalmente presentan una forma muy esfe´rica) y 20 cv. clemenules
(con una forma un poco ma´s irregular que las anteriores). Se eligieron mandarinas en lugar de otras
frutas con forma ma´s esfe´rica, como por ejemplo naranjas, con el fin de probar la metodolog´ıa en
las peores condiciones de trabajo. Las frutas se eligieron aleatoriamente de una l´ınea de confeccio´n
de un almace´n de c´ıtricos local, sin ningu´n tipo de defecto aparente. Se adquirieron dos ima´genes
hiperespectrales de cada fruto, desde 460 nm hasta 1020 nm con una resolucio´n espectral de 10
nm. La diferencia entre las dos ima´genes de la misma fruta radica en que en la segunda imagen el
c´ıtrico se roto´ 45o respecto a la primera. Con esto se pretende disponer de regiones del c´ıtrico que
en una imagen este´n en la zona central y en la otra en la periferia. A la conclusio´n se dispone de 118
ima´genes monocroma´ticas de cada fruto, que suman un total de 4270 ima´genes monocroma´ticas
de los 40 c´ıtricos empleados en este experimento. La figura 3.11 muestra ima´genes monocroma´ticas
de una mandarina sin corregir en diferentes bandas.
Se han disen˜ado una serie de experimentos con el fin de validar la metodolog´ıa de prepro-
cesado. El primero consiste en adquirir y comparar los espectros promedios de cuatro regiones
diferentes de los frutos antes y despue´s de la correccio´n. El propo´sito del primer experimento es
probar que regiones pertenecientes a la misma clase (piel sana) tienen diferentes firmas espectrales
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λ=540 nm λ=640 nm λ=860 nm λ=980 nm
Figura 3.11: Ima´genes monocroma´ticas de una mandarina cv. clemenules adquirida a 540, 640, 860 y
980 nm.
Figura 3.12: Regiones en las que se va a comparar la reflectancia: (Izquierda) Imagen de un fruto
mostrando la regio´n a analizar. (Derecha) El mismo fruto despue´s de ser rotado 45o.
dependiendo de la posicio´n que ocuparan en el c´ıtrico.
Un segundo experimento se disen˜o´ para comprobar que la misma regio´n del fruto presenta
una reflectancia similar en la imagen del fruto a 0o y la correspondiente al fruto rotado 45o. Con
este experimento se prueba que la correccio´n se comporta de igual manera en cualquier zona de la
imagen. Se midio´ la reflectancia de 50 p´ıxeles de una regio´n de intere´s con forma lineal en la parte
central del fruto (figura 3.12 izquierda). Se identifico´ la misma regio´n en la imagen del fruto rotado
45o (figura 3.12 derecha). La diferencia ba´sica entre las dos ima´genes es que, en la segunda imagen,
la regio´n de intere´s sen˜alada esta´ ma´s pro´xima al borde que en la primera imagen. Se midieron los
valores de reflectancia de los p´ıxeles pertenecientes a la regio´n de intere´s en las corregidas y sin
corregir. Idealmente se deber´ıa observar que los valores de reflectancia son menores en la regio´n de
intere´s ma´s pro´xima al borde en la segunda imagen, si no se ha aplicado ninguna correccio´n. Por
el contrario, si se repite la experiencia en ima´genes corregidas, los valores de reflectancia tienen
que tomar valores similares. Finalmente, se estudio´ el grado de correlacio´n entre ambas medidas
(regio´n de intere´s del centro y de la periferia), para ello se analizo´ la regresio´n lineal, para cada
fruto, entre los p´ıxeles de las dos regiones, y se promedio´ los resultados de media y ordenada en
el origen sobre todas las bandas.
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La figura 3.13 muestra el coeficiente de variacio´n (desviacio´n t´ıpica entre la media) para los dos
cultivares estudiados, utilizando ima´genes corregidas y sin corregir. En la misma figura se puede
observar que, en la mayor parte del rango espectral, el coeficiente de variacio´n es menor para las
ima´genes corregidas, esto confirma que la variacio´n en la reflectancia de los p´ıxeles del borde y
del centro es menor en las ima´genes corregidas en comparacio´n con las ima´genes sin corregir. Este
resultado no se verifica por debajo de 500 nm y por encima de 1000 nm debido a la baja eficiencia
que el sistema de visio´n hiperespectral presenta en estas regiones del espectro.
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Figura 3.13: Coeficiente de variacio´n en ima´genes corregidas y sin corregir: (Izquierda) cv. clemenules y
(Derecha) cv. clemenvilla.
La tabla 3.1 muestra los valores promedio y la desviacio´n t´ıpica del factor de correccio´n
geome´trico ǫg para los dos cultivares de c´ıtricos estudiadas. En la misma tabla se puede observar
que ǫg toma valores similares para ambos cultivares. No obstante, las mandarinas cv. clemenvilla
presentan valores menores que las mandarinas cv. clemenules, lo cual es debido a que presenta
una esfericidad ma´s regular que el otro.
Media Desviacio´n t´ıpica
Cv. Clemenules 0.8241 0.1209
Cv. Clemenvilla 0.7913 0.1246
Tabla 3.1: Media y desviacio´n t´ıpica de ǫg para mandarinas de los cultivares cv. clemenules y cv. clemen-
villa.
A modo de ejemplo, las figuras 3.14b) y 3.14c) muestran dos ima´genes del mismo fruto adqui-
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rido a una longitud de onda de 640 nm. La primera imagen (figura 3.14b) muestra la imagen del
c´ıtrico sin corregir. En contraste con esa imagen se observa la imagen corregida (figura 3.14c) uti-
lizando la metodolog´ıa propuesta en este cap´ıtulo. Antes de aplicar la correccio´n se puede observar
co´mo las zonas de la periferia del c´ıtrico aparecen oscurecidas respecto al centro de las misma,
a pesar de presentar todo el c´ıtrico una piel homoge´nea. Este hecho se debe a que la geometr´ıa
esfe´rica del c´ıtrico provoca que la radiacio´n que capta la ca´mara proveniente de la zona central del
c´ıtrico sea mayor que la de las zonas perife´ricas. Despue´s de obtener el DEM del fruto y aplicar
la correccio´n del factor geome´trico se observa una imagen con unos niveles de intensidad mucho
ma´s uniformes en toda su superficie.
100 200 300 400 500 6000
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Píxeles
R
e
fle
ct
a
n
ci
a
 
a)Perfil horizontal de reflectancia λ=640 nm
No Corregido
Corregido
b) Imagen sin corregir (640nm) c) Imagen corregida (640 nm)
R
e
fle
ct
a
n
ci
a
 
Figura 3.14: a) Perfil de reflectancia en la regio´n ecuatorial. Imagen monocroma´tica de una mandarina
del cultivar cv. clemenvilla en 640 nm sin corregir b) y corregida c).
Este hecho se pone de manifiesto de una manera ma´s visible en la figura 3.14a) que representa
el nivel de reflectancia de un perfil del ecuador del c´ıtrico mostrado en la misma figura. El perfil
de la imagen sin corregir (azul) presenta una forma de campana, lo cual pone de manifiesto co´mo
la forma del c´ıtrico modula la cantidad de radiacio´n que recibe la ca´mara. En la misma figura se
observa co´mo tras aplicar la correccio´n (rojo) el perfil se aplana considerablemente. Este efecto
se aprecia en todos los frutos estudiados, as´ı como en los dos cultivares analizados.
La figura 3.15 (arriba) muestra el espectro promedio correspondiente a una vecindad de 5× 5
p´ıxeles de cuatro zonas sanas de una mandarina cv. clemenules, muestreadas en una imagen hi-
perespectral sin corregir. En dicha figura se observa un elevado grado de variabilidad de los cuatro
espectros, a pesar de pertenecer a regiones homoge´neas del c´ıtrico situadas en regiones dispersas.
Esta elevada variabilidad hace que sea dif´ıcil caracterizar espectralmente una determinada clase
(en este caso piel sana) y dificulta el correcto funcionamiento de un clasificador. En la figura 3.15
(abajo) se observan los espectros correspondientes a las mismas zonas, pero calculados a partir
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de las ima´genes corregidas. En dicha figura se observa una notable reduccio´n de la variabilidad de
los espectros hasta el punto de solaparse. Este resultado se repite en los dos cultivares estudiados,
sin importar que zonas del c´ıtrico se evalu´en.
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Figura 3.15: Espectros promedio (ventana 5 p´ıxeles × 5 p´ıxeles) de 4 zonas de una mandarina cv.
clemenules (Arriba) correspondiente a piel sana sin aplicar la correccio´n del factor geome´trico. (Abajo)
Correspondiente a piel sana aplicando la correccio´n del factor geome´trico.
Los p´ıxeles de las cuatro zonas seleccionadas se corresponden con regiones sanas del c´ıtrico, y
que por lo tanto pertenecer´ıan a la misma clase en un problema de clasificacio´n. En las ima´genes
no corregidas los p´ıxeles de las zonas centrales difieren considerablemente de los que pertenecen
a la periferia, contribuyendo as´ı a aumentar la variabilidad interclase. Por el contrario, en las
ima´genes corregidas la variabilidad se reduce dra´sticamente, la desviacio´n t´ıpica se reduce en
un 41 % en las ima´genes a las que se les ha aplicado la metodolog´ıa propuesta. Al reducirse la
variabilidad interclase se facilita considerablemente la etapa de segmentacio´n en un sistema de
inspeccio´n automa´tica.
Los resultados del segundo ensayo, realizado para evaluar el rendimiento de la metodolog´ıa
propuesta, son coherentes con los obtenidos en el anterior ensayo, en cuanto a que se homogeiniza
la imagen del fruto tras aplicar la correccio´n. En la figura 3.16 se muestran los resultados del
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Figura 3.16: Representacio´n de la reflectancia de una regio´n lineal de 50 p´ıxeles obtenidos de dos ima´genes
del mismo fruto rotado 45o: a) ima´genes sin corregir, b) ima´genes corregidas. El ajuste por mı´nimos
cuadrados para la imagen sin corregir proporciona el siguiente ajuste y = (0,135±0,017)x− (0,784±0,013)
y R2 = 0,9891. Para la imagen corregida el ajuste ha sido y = (0,989 ± 0,018)x − (0,097 ± 0,017) y
R2 = 0,9921.
segundo ensayo en la banda de λ = 760 nm. En el eje X de dicha figura se representa el valor de
la reflectancia de una regio´n con forma lineal de la imagen sin rotar (regio´n localizada en la parte
central del c´ıtrico), en el eje Y se representa el valor de la reflectancia de la misma regio´n en la
imagen rotada 45o (ahora localizada en la periferia del c´ıtrico). La figura 3.16a) muestra que en
la imagen sin corregir la correlacio´n entre los dos perfiles es muy baja. En este caso, la pendiente
toma un valor bajo significativamente diferente de 1, y la ordenada en el origen toma un valor
significativamente diferente de 0. Este efecto se minimiza en las ima´genes corregidas (figura 3.16b)
donde la pendiente se aproxima a 1 y la ordenada en el origen se acerca a 0.
Despue´s de realizar este ensayo sobre cada fruto, y promediando sobre todas las bandas del es-
pectro se obtiene, para las ima´genes sin corregir, una pendiente de (0,342±0,019) y una ordenada
en el origen de (0,537±0,012). Este resultado contrasta con el obtenido para las ima´genes corregi-
das, obtenie´ndose una pendiente de (0,951±0,019) y una ordenada en el origen de (0,123±0,017).
Estos resultados prueban que la metodolog´ıa de correccio´n propuesta permite obtener la reflec-
tancia de una regio´n, independientemente de su localizacio´n en el c´ıtrico.
3.5. Conclusiones
Las ima´genes hiperespectrales de los frutos c´ıtricos presentan un oscurecimiento gradual de
los p´ıxeles al alejarse del centro, lo cual dificulta el ana´lisis de la imagen. En este cap´ıtulo se
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ha propuesto una metodolog´ıa para corregir los efectos adversos producidos por la curvatura
esfe´rica de los c´ıtricos en la adquisicio´n de ima´genes hiperespectrales. La metodolog´ıa propuesta
considera la superficie del c´ıtrico como una superficie Lambertiana elipsoidal y produce un modelo
3D del c´ıtrico (DEM). A partir de este modelo se ha cuantificado la cantidad de radiacio´n que
deber´ıa alcanzar el CCD de la ca´mara, y no lo hace debido a la geometr´ıa del fruto. A partir de
esta cuantificacio´n se puede uniformizar y determinar el nivel de reflectancia del fruto en todas
las regiones del mismo. Se ha llevado a cabo una serie de experimentos con el fin de evaluar el
rendimiento de la metodolog´ıa propuesta. Estos experimentos han puesto de manifiesto que la
metodolog´ıa propuesta minimiza los efectos adversos introducidos por la geometr´ıa esfe´rica de los
frutos c´ıtricos.
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Cap´ıtulo 4
Deteccio´n hiperespectral de
podredumbres producidas por
Penicillium digitatum en c´ıtricos
4.1. Introduccio´n
La deteccio´n temprana de infecciones por hongos en postcosecha de c´ıtricos es especialmente
importante para la industria, ya que un nu´mero reducido de frutas infectadas puede contaminar
una partida completa provocando grandes perdidas econo´micas. El dan˜o postcosecha ma´s im-
portante en los almacenes citr´ıcolas lo causa la familia de hongos penicillium (Eckert and Eaks,
1989). En la actualidad, la deteccio´n de c´ıtricos podridos se lleva a cabo por operarios utilizando
luz ultravioleta y la fruta se retira de la l´ınea de confeccio´n manualmente. Sin embargo, este pro-
ceso no esta´ exento de problemas ya que la exposicio´n de las personas a este tipo de iluminacio´n
resulta dan˜ina, hecho que motiva un elevado nu´mero de rotaciones de los turnos de trabajo de
los operarios. Una posible solucio´n a este problema puede venir del uso de los sistemas automa´ti-
cos de visio´n por computador, como los que ya se utilizan para estimar para´metros morfolo´gicos
como taman˜o, forma, color o detectar la presencia de otros dan˜os. Existen pocos trabajos cient´ıfi-
cos que traten sobre la deteccio´n de dan˜os en c´ıtricos utilizando te´cnicas de miner´ıa de datos
(Kondo et al., 2000; Miller and Drouillard, 2001; Aleixos et al., 2002). Algunos dan˜os, como las
podredumbres, son especialmente dif´ıciles de detectar utilizando sistemas convencionales de visio´n
por computador, ya que estos defectos son dif´ıcilmente visibles a simple vista por el ojo humano.
En Blasco et al. (2007b,a) se propone una serie de te´cnicas de ana´lisis de imagen para detectar
dan˜os, tanto de tipo supervisado como no supervisado, y en ningu´n caso, la combinacio´n de un sis-
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tema convencional RGB e iluminacio´n visible produce tasas de acierto adecuadas en la deteccio´n
de podredumbres.
El empleo de sensores hiperespectrales permite adquirir ima´genes en longitudes de onda es-
pec´ıficas, lo cual hace posible realizar ana´lisis ma´s complejos de la escena. A partir de una imagen
hiperespectral se puede obtener la firma espectral (espectro) de un p´ıxel y a partir de la misma
se puede tratar de detectar defectos como las podredumbres de una manera ma´s eficaz que con
los sistemas RGB convencionales. Uno de los principales inconvenientes que presentan los siste-
mas hiperespectrales es la gran cantidad de datos que generan (Chang, 2003). Mientras que los
sistemas RGB convencionales proporcionan tres ima´genes correspondientes a las bandas del rojo,
verde, y azul, una imagen hiperespectral esta´ constituida por un conjunto extenso de ima´genes
monocroma´ticas. Este hecho incrementa la complejidad del ana´lisis de este tipo de ima´genes y
aumenta el tiempo requerido para extraer informacio´n de las mismas por un sistema automa´ti-
co. Por esta razo´n, es importante seleccionar so´lo aquellas bandas que contienen la informacio´n
ma´s relevante para el problema que se esta´ tratando, y descartar aque´llas que no contribuyen
significativamente al problema de inspeccio´n.
En la literatura cient´ıfica se pueden encontrar muchos ejemplos de me´todos de seleccio´n de ca-
racter´ısticas utilizados para seleccionar las bandas ma´s relevantes en problemas hiperespectrales,
como por ejemplo el ana´lisis de correlaciones (CA) (Lee et al., 2005), me´todos basado en ana´li-
sis de la informacio´n mutua (MI) (Mart´ınez-Sotoca and Pla´, 2006), Stepwise Regression (SW)
(Yang et al., 2004) y algoritmos gene´ticos (GA) (Yao and Tian, 2003).
Una vez identificadas las bandas ma´s relevantes de la imagen hiperespectral, la deteccio´n de
podredumbres se convierte en un problema de clasificacio´n de p´ıxeles. Existen te´cnicas de cla-
sificacio´n de propo´sito general ampliamente utilizadas en problemas que presentan una elevada
dimensionalidad, como por ejemplo las a´rboles de clasificacio´n y regresio´n (CART). Esta te´cnica se
propuso para resolver problemas de clasificacio´n y regresio´n de propo´sito general (Breiman et al.,
1998), extendie´ndose ra´pidamente en diversos campos de aplicacio´n como la deteccio´n temprana
de plagas (Lawrence and Labus, 2003) o la extraccio´n de conocimiento de ima´genes hiperespec-
trales de sate´lite (Go´mez-Chova et al., 2003). Los me´todos de clasificacio´n basados en CART
generalmente proporcionan mejores resultados que los clasificadores lineales, como por ejemplo el
ana´lisis discriminante lineal (LDA) (Duda et al., 2001).
4.2. Objetivos
En este cap´ıtulo de la Tesis Doctoral se va a estudiar la posibilidad de detectar podredumbres
producidas por el hongo Penicillium digitatum en estados tempranos de infeccio´n en mandari-
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nas, utilizando iluminacio´n halo´gena convencional, un sistema de visio´n hiperespectral y te´cnicas
estad´ısticas sin incluir informacio´n espacial del p´ıxel.
1. Se van a emplear una serie de me´todos de seleccio´n de caracter´ısticas para reducir la di-
mensionalidad de las ima´genes hiperespectrales, seleccionando las bandas ma´s relevantes.
En concreto los me´todos evaluados sera´n CA, MI, SW y GA basado en LDA (GALDA).
2. En combinacio´n con los me´todos de seleccio´n de caracter´ısticas evaluados se empleara´n
te´cnicas de clasificacio´n lineales (LDA) y no lineales (CART) para segmentar las ima´ge-
nes hiperespectrales y detectar la podredumbre con el menor nu´mero de bandas posible
utilizando el sistema propuesto.
3. Elaborar un clasificador de mandarinas que discrimine fruta podrida por el hongo Penici-
llium digitatum de la que no lo esta´. Este clasificador utilizara´ como entrada el porcentaje
de p´ıxeles podridos en la piel del fruto. El sistema de decisio´n estara´ basado en comparar
esta caracter´ıstica con un umbral fijado de manera emp´ırica.
4.3. Materiales y me´todos
4.3.1. Sistema de adquisicio´n de imagen y material vegetal
El sistema de visio´n hiperespectral empleado, as´ı como todos los para´metros de configuracio´n
(sistema de iluminacio´n, tiempos de integracio´n, taman˜o de las ima´genes, resolucio´n espacial y
rango espectral) es como el empleado en los ensayos del cap´ıtulo 3. Para realizar los experimentos
desarrollados en este cap´ıtulo de la Tesis Doctoral se han empleado mandarinas cv. clemenules
(Citrus clementina Hort. ex Tanaka) y cv. clemenvilla (Citrus reticulata Hort. ex Tanaka) debido
a su importancia econo´mica en Espan˜a. Los c´ıtricos se han seleccionado aleatoriamente de una
l´ınea de confeccio´n de un almace´n de distribucio´n de c´ıtricos. Se utilizaron 200 frutos de cada
cultivar, de los cuales 150 fueron inoculados con una disolucio´n de esporas Penicillium digitatum
en suspensio´n con una concentracio´n de esporas de 106 esporas/ml. Esta concentracio´n es ma´s que
suficiente para producir la infestacio´n de los frutos (Palou et al., 2001). El resto de mandarinas de
cada cultivar fueron inoculadas con una disolucio´n inocua de agua, que no produce podredumbres,
para fines de control. Los frutos se almacenaron durante tres d´ıas en atmo´sfera controlada de 25
oC y una humedad relativa del 99 %. Despue´s de este periodo, todas las mandarinas inoculadas
presentaban un dan˜o por Penicillium digitatum en una etapa temprana de formacio´n, con un
dia´metro de entre 10 mm y 25 mm.
El color de este tipo de dan˜os es similar al color de la piel sana alrededor del defecto. Este hecho
hace que la deteccio´n visual por un operario sea especialmente dif´ıcil. Las ima´genes hiperespec-
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trales fueron adquiridas situando cada fruto en la ca´mara de inspeccio´n manualmente con la zona
dan˜ada hacia la ca´mara. Se adquirio´ una secuencia de ima´genes monocroma´ticas desde 460 nm
hasta 1020 nm con una resolucio´n espectral de 10 nm. Las ima´genes hiperespectrales adquiridas
esta´n compuestas por 57 ima´genes monocroma´ticas de cada fruto, por lo que se obtuvieron 22800
ima´genes monocroma´ticas. La figura 4.1 muestra ima´genes monocroma´ticas (550 nm, 660 nm y
950 nm) y RGB de varias mandarinas cv. clemenules afectadas por el hongo. De manera ana´loga
la figura 4.2 muestra ima´genes RGB e ima´genes monocroma´ticas (580 nm, 640 nm y 960nm) de
varias mandarinas cv. clemenvilla. Como se observa en ambas figuras, en las ima´genes RGB, el
dan˜o es dif´ıcilmente visible por el ojo humano.
RGB λ = 550 nm λ = 660 nm λ = 950 nm
Figura 4.1: Ima´genes RGB y monocroma´ticas (550 nm, 660 nm y 950 nm) de mandarinas cv. clemenules
afectadas por el hongo Penicillium digitatum
4.3.2. Preprocesado de ima´genes hiperespectrales
El sistema de iluminacio´n empleado produce ligeras variaciones espaciales en la intensidad
del iluminante sobre el plano de la escena. Adema´s la forma esfe´rica de las mandarinas produce
cambios en la reflectancia observada por el sistema de los p´ıxeles dependiendo de la posicio´n que
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RGB λ = 580 nm λ = 640 nm λ = 960 nm
Figura 4.2: Ima´genes RGB y monocroma´ticas (580 nm, 640 nm y 960 nm) de varias mandarinas cv.
clemenvilla afectadas por el hongo Penicillium digitatum.
ocupa el p´ıxel en la fruta. Estos feno´menos fueron discutidos en profundidad en el cap´ıtulo 3 y para
minimizar su efecto se ha empleado la metodolog´ıa de preprocesado descrita en el mismo cap´ıtulo.
En primer lugar se ha abordado la correccio´n de las variaciones espaciales del iluminante, para
ello se realiza el cociente entre la radiancia observada de cada p´ıxel y la intensidad del iluminante
adquirida a partir de un blanco de referencia (Go´mez-Sanchis et al., 2006). Esta correccio´n no
tiene en cuenta en ningu´n momento la geometr´ıa del c´ıtrico, ya que el blanco de referencia que
se ha empleado es plano. Para solventar este problema se ha realizado otra correccio´n basada en
considerar el fruto como una superficie Lambertiana y realizar un modelo de elevacio´n digital del
c´ıtrico (Go´mez-Sanchis et al., 2008c). Estas correcciones esta´n detalladas en la secciones 3.3.2 y
3.3.3 de esta Tesis Doctoral. La figura 4.5 muestra el resultado de aplicar el preprocesado arriba
descrito sobre dos ima´genes monocroma´ticas de mandarinas cv. clemenules.
4.3.3. Conjunto de datos etiquetado
La naturaleza supervisada del planteamiento del problema que se esta´ tratando hace que sea
necesario construir un conjunto compuesto por n muestras etiquetadas, {xi, yi}i=1···n donde xi
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Sin preprocesar 560 nm Sin preprocesar 670 nm Sin preprocesar 980 nm
Preprocesada 560 nm Preprocesada 670 nm Preprocesada 980 nm
Figura 4.3: Ima´genes sin preprocesar y preprocesadas de mandarinas clemenules adquiridas en 560 nm,
670 nm y 980 nm.
representa un vector de caracter´ısticas m − dimensional perteneciente a la clase yi. En nuestro
problema m representa el nu´mero de bandas e y todas las posibles clases presentes en el problema
de clasificacio´n tratado. Sobre el conjunto de ima´genes adquiridas y preprocesadas se han seleccio-
nado manualmente n = 300000 p´ıxeles, de los cuales 150000 pertenecen a mandarinas clemenules
y el resto a mandarinas clemenvilla. Cada patro´n contiene 57 valores de reflectancia (uno por
cada banda adquirida) y una clase que ha sido asignada por un experto. Las clases definidas para
las mandarinas cv. clemenules son “piel sana”(PS), “piel podrida”(PP), “piel esporulada”1 (PE)
y “pedu´nculo”(P). En las mandarinas cv. clemenvilla se han definido las mismas clases excepto la
clase P ya que en este cultivar las ima´genes de las mandarinas se adquirieron por la parte opuesta
al pedu´nculo. La figura 4.4 muestra los espectros promedios de cada clase en el conjunto de datos
etiquetado para las mandarinas cv. clemenules (izquierda) y cv. clemenvilla (derecha).
En la misma figura se observa que, en ambos cultivares, la principal dificultad para un cla-
sificador radica en distinguir las clases PS y PP debido al elevado solapamiento que presentan
estas clases en el conjunto de datos. El conjunto etiquetado se ha dividido en dos conjuntos: un
conjunto de entrenamiento compuesto por 120.000 muestras (40 % del total) y un conjunto de
1Piel podrida con esporas del hongo Penicillium digitatum.
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Figura 4.4: Espectros promedio por clase en el conjunto de entrenamiento para el cultivar cv. clemenules
(izquierda) y cv. clemenvilla (derecha).
validacio´n compuesto por 180.000 muestras (60 % del total). El primer conjunto se ha utilizado
para elaborar los modelos de seleccio´n de caracter´ısticas y de clasificacio´n, y el segundo para
evaluar el rendimiento de los mismos.
4.3.4. Reduccio´n de la dimensionalidad
En esta parte del cap´ıtulo se van a describir las te´cnicas de seleccio´n de caracter´ısticas emplea-
das en el problema de clasificacio´n planteado con el fin de reducir la dimensionalidad del mismo.
La seleccio´n de caracter´ısticas consiste en elegir el subconjunto de caracter´ısticas ma´s relevantes
en el problema de clasificacio´n. Los me´todos de seleccio´n de caracter´ısticas se pueden agrupar
en dos grandes categor´ıas (Guyon and Elissee, 2003): filter (Blum and Langley, 1998) y wrapper
(Kohavi and John, 1997). Los primeros utilizan una medida indirecta para evaluar la calidad de
la seleccio´n realizada. Un ejemplo de este tipo de medida es el ca´lculo de la correlacio´n entre
cada caracter´ıstica y la variable dependiente (clase) del problema de clasificacio´n. Esta familia
de me´todos se caracterizan por su ra´pida convergencia. Por otra parte, los me´todos wrapper se
caracterizan por utilizar la calidad del ajuste realizado entre las entradas y las salidas de un clasi-
ficador (como por ejemplo una red neuronal) como criterio a optimizar para realizar la seleccio´n.
En este cap´ıtulo se va a evaluar el rendimiento de cuatro me´todos de seleccio´n de caracter´ısticas
pertenecientes a las aproximaciones citadas con el fin de determinar las bandas ma´s relevantes
para discriminar las clases anteriormente descritas.
Los ensayos realizados se han encaminado a seleccionar el nu´mero mı´nimo de bandas que
maximiza la tasa de e´xito en el problema de clasificacio´n de p´ıxeles. Para ello se ha estudiado la
evolucio´n de la tasa de e´xito en la clasificacio´n con el nu´mero de bandas seleccionadas empleando
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dos clasificadores: en concreto un ana´lisis discriminante lineal y un a´rbol de clasificacio´n y regre-
sio´n. Los cuatro me´todos de seleccio´n empleados han sido: CA, MI, SW y GALDA. Tanto los
me´todos de seleccio´n como los de clasificacio´n se han implementado utilizando Matlab 7.0. Todas
las variables presentes en el conjunto de entrenamiento han sido normalizadas, se les ha elimina-
do la media y dividido por la desviacio´n esta´ndar de cada variable con el fin de uniformizar los
rangos de variacio´n de todas las variables. Los cuatro me´todos de seleccio´n se programaron para
incrementar iterativamente el nu´mero de bandas seleccionadas (k) de 4 a 57. Las bandas obteni-
das en cada iteracio´n se utilizaron para clasificar los p´ıxeles del conjunto etiquetado con los dos
clasificadores antes mencionados (LDA y CART) y obtener la tasa de e´xito promedio para cada
nu´mero de bandas seleccionadas utilizando el conjunto de entrenamiento. A continuacio´n se va a
realizar una breve descripcio´n de cada uno de los cuatro me´todos de seleccio´n de caracter´ısticas.
Ana´lisis de correlaciones
Una forma ampliamente utilizada para descubrir las posibles relaciones (lineales) entre las
variables de entrada y salida de un problema de clasificacio´n es mediante el uso de la funcio´n de
correlacio´n (Hair et al., 1995). Adema´s, CA es una te´cnica muy extendida para detectar y eliminar
informacio´n redundante en ima´genes hiperespectrales (Go´mez-Chova et al., 2003; Lillesand et al.,
2004; Swain, 1978). Dicho ana´lisis tambie´n se ha utilizado previamente para eliminar informacio´n
redundante en ima´genes hiperespectrales de c´ıtricos (Go´mez-Sanchis et al., 2005). Esta te´cnica
proporciona un me´todo sencillo, a la vez que potente, para seleccionar bandas pro´ximas entre
s´ı altamente correlacionadas debido a la elevada resolucio´n espectral del sistema de adquisicio´n.
Se define la correlacio´n lineal rxjy entre dos variables aleatorias xj e y definidas por dos
conjuntos de datos xj = [xj1 · · ·xjn] y y = [y1 · · · yn] como:
rxjy =
∑n
i=1(xji − xj) · (yi − y)
(
∑n
i=1(xji − xj)
2
∑n
i=1(yi − y)
2)1/2
(4.3.1)
siendo xj y y los valores medios de las variables mencionadas.
El valor absoluto de rxjy toma valores comprendidos entre 0 y 1: el valor 0 indica que dos
variables no esta´n correlacionadas, y 1 que s´ı esta´n correlacionadas. El principal inconveniente
que presenta el uso de esta te´cnica es el bajo rendimiento de la misma si el nu´mero de muestras
es reducido o si la relacio´n entre las variable no es lineal. Se ha utilizado este me´todo como
punto de partida para compararlo con me´todos ma´s complejos de seleccio´n de caracter´ısticas. El
procedimiento utilizado para utilizar la correlacio´n como me´todo de seleccio´n de caracter´ısticas
fue calcular los coeficientes de correlacio´n de cada banda con la variable clase. El siguiente paso
consiste en seleccionar las k bandas que tienen una mayor correlacio´n.
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Funcio´n de informacio´n mutua
Los me´todos que exploran relaciones lineales entre los datos, como CA, no son capaces de
captar relaciones no lineales entre diferentes conjuntos de caracter´ısticas y la clase a la que per-
tenecen los datos. La funcio´n de informacio´n mutua proporciona una forma de medir la relacio´n
general existente entre variables, en lugar de la relacio´n lineal entre las mismas (como en el caso
de CA). Cuando los datos son resultado de un proceso aleatorio es posible evaluar la relevancia de
cada variable con respecto a las dema´s por medio de una funcio´n de informacio´n mutua (Batiti,
1994). La seleccio´n de caracter´ısticas basada en MI se utiliza con frecuencia en problemas en los
que se pretende buscar relaciones complejas entre las caracter´ısticas de los datos y el ana´lisis de
correlaciones es propenso a ocasionar problemas.
La funcio´n de informacio´n mutua entre dos variables aleatorias xj (correspondiente a una
caracter´ıstica del conjunto de datos) e y (correspondiente al conjunto de todas las Nc posibles
clases c presentes en el problema de clasificacio´n), de las que disponemos de n muestras, se puede
definir a partir de la funcio´n de entrop´ıa,
J(y) = −
Nc∑
c=1
P (c) logP (c) (4.3.2)
y la funcio´n de entrop´ıa condicional
J(y|xj) = −
n∑
i=1
P (xji)
Nc∑
c=1
P (c|xj) logP (c|xj) (4.3.3)
Teniendo en cuenta que MI se define como la cantidad que se reduce la entrop´ıa al introducir
informacio´n sobre las caracter´ısticas de un patro´n, se puede expresar la informacio´n mutua entre
dos variables xj e y como
MI(y, xj) = J(y)− J(y|xj) (4.3.4)
de donde, sustituyendo (4.3.2) y (4.3.3) se obtiene:
MI(y, xj) = −
n∑
i=1
Nc∑
c=1
P (c|xj) log
P (c|xj)
P (c)P (xj)
(4.3.5)
La forma de utilizar este me´todo para seleccionar caracter´ısticas en esta Tesis Doctoral ha sido
calcular la funcio´n de informacio´n mutua (MI, mostrada en la ecuacio´n (4.3.5)) entre cada banda
y la variable clase. Para ello se ha tenido que discretizar el rango de variacio´n de cada variable
para poder calcular las probabilidades presentes en la ecuacio´n (4.3.5). El rango de variacio´n de
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cada variable se ha dividido, de manera emp´ırica en 20 celdas. A continuacio´n se seleccionaron
las k bandas con mayor valor de MI. Analizando la ecuacio´n (4.3.5) se verifica que MI cumple las
premisas de iniciales en cuanto a que dicho me´todo evalu´a la interdependencia entre las variables
desde un punto vista probabil´ıstico sin exigir linealidad entre las variables implicadas.
Stepwise multivariate regression
SW es un me´todo de seleccio´n de caracter´ısticas cuyo criterio para seleccionar variables es
construir un modelo de regresio´n multivariada o´ptimo (Hair et al., 1995). Esta te´cnica se caracte-
riza por seguir un proceso iterativo de inclusio´n y exclusio´n de caracter´ısticas con el fin de evaluar
el impacto que ello produce en la exactitud y la significancia estad´ıstica. La premisa en la que
se basa este me´todo es que si un grupo de caracter´ısticas de entrada del modelo no presenta
una manifiesta dependencia lineal con la salida, su presencia hace que empeore la significancia
estad´ıstica del mismo. La forma de evaluar la significancia estad´ıstica del modelo es construir un
modelo inicial simple y otro en el que se ha variado el nu´mero de variables de entrada. En cuanto
a la inclusio´n o exclusio´n de variables, en cada iteracio´n se evalu´a el p-value del estad´ıstico F . Si
una variable no resulta estad´ısticamente significativa, al incluirla en el modelo, su correspondiente
coeficiente deber´ıa ser cero, de este modo se confirmar´ıa la hipo´tesis nula desde el punto de vista
estad´ıstico. Utilizando como indicador el coeficiente p-value se puede rechazar la hipo´tesis nula
y as´ı incluir dicha variable en el modelo. En concreto, en este trabajo se ha considerado que si
una variable no esta´ en el modelo y tiene un valor de p-value menor que 0.05, es probable que se
pueda rechazar la hipo´tesis nula y se an˜adira´ dicha variable al modelo. Por el contrario, si una
variable esta´ en el modelo y su p-value es mayor que 0.1, no es probable que se pueda rechazar la
hipo´tesis nula. Por tanto, dicha variable se elimina del modelo. El me´todo SW ofrece dos varian-
tes dependiendo del nu´mero de variables de las que parte el modelo, se puede partir del conjunto
completo de variables e ir eliminando las innecesarias o, por el contrario se puede partir de un
conjunto vac´ıo de variables e ir incluyendo las necesarias. En este trabajo se ha supuesto que
inicialmente no hay variables en el modelo y se han ido an˜adiendo posteriormente. La bu´squeda
concluye cuando no hay mejoras de un paso de inclusio´n/exclusio´n de variables a otro.
Algoritmos gene´ticos basado en LDA
Los algoritmos gene´ticos constituyen un tipo de te´cnicas de aprendizaje automa´tico cuya filo-
sof´ıa se basa en la teor´ıa de la variacio´n gene´tica a partir de “la seleccio´n natural”. Los algoritmos
gene´ticos se caracterizan por ser una familia de algoritmos de bu´squeda exhaustiva que opera
sobre poblaciones de individuos (palabras binarias) para producir poblaciones mejor adaptadas
utilizando una serie de operadores matema´ticos en base a optimizar algu´n tipo de funcio´n de
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coste (Goldberg, 1989). En este trabajo las poblaciones de individuos esta´n formadas por vectores
binarios con tantas componentes como bandas presentes en el problema de clasificacio´n, en las que
cada 1 se corresponde con una banda seleccionada, y cada 0 con una que no se utilizara´ en el mo-
delo. El uso de algoritmos gene´ticos para seleccionar caracter´ısticas esta´ especialmente indicado en
problemas de clasificacio´n en los que el nu´mero de caracter´ısticas es muy elevado (Ma et al., 2003).
E´sta precisamente es la situacio´n que se presenta en el problema de la deteccio´n de podredumbres
utilizando ima´genes hiperespectrales. Cualquier algoritmo gene´tico utiliza una funcio´n de coste
con el fin de evaluar los grupos de bandas obtenidos en cada generacio´n (iteracio´n). Los individuos
(o grupos de bandas) con mayor valor de la funcio´n de coste son los que presentara´n una mayor
probabilidad de ser propagados a la siguiente generacio´n. Se ha utilizado como funcio´n de coste el
acierto global proporcionado por un ana´lisis discriminante lineal, de este modo se denominara´ de
ahora en adelante a este me´todo de seleccio´n GALDA. La implementacio´n del algoritmo gene´tico
que se ha utilizado es la presente en Matlab 7.0, en concreto en la toolbox “Genetic Algorithms
and Direct Search”. El fundamento teo´rico del algoritmo gene´tico de optimizacio´n utilizado se
detalla en (Conn et al., 1997). El algoritmo gene´tico presenta una serie de peculiaridades que se
enumeran a continuacio´n.
• Emplea una funcio´n de cruce aleatoria entre los genes de la generacio´n predecesora. La
funcio´n de cruce es la responsable de indicar co´mo se recombinan las diferentes generaciones
para producir las generaciones hijas. En concreto dicha funcio´n de cruce genera un vector
binario en los que cada 1 se corresponde con los genes del primer predecesor y cada 0 se
corresponde con los genes del segundo predecesor.
• La fraccio´n de individuos creados en cada generacio´n por la funcio´n de cruce es del 80 %,
donde este valor ha sido elegido de manera emp´ırica.
• Para introducir mutaciones espora´dicas en el transcurso de convergencia del algoritmo se
ha empleado la funcio´n de mutacio´n uniforme proporciona por la misma toolbox.
• El nu´mero de individuos presentes en cada generacio´n ha sido 100, donde este valor se ha
elegido emp´ıricamente para controlar la velocidad de convergencia del algoritmo.
• El algoritmo gene´tico detiene el proceso iterativo en el momento en que no se mejora sus-
tancialmente la funcio´n a optimizar durante 10 iteraciones.
4.3.5. Segmentacio´n de las ima´genes
Se han empleado dos me´todos de clasificacio´n para segmentar las ima´genes hiperespectrales
de este experimento. La forma de segmentar estas ima´genes parte de la asignacio´n, mediante un
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clasificador, de una de las cuatro clases descritas anteriormente en el conjunto de entrenamiento
etiquetado a cada pixel de la imagen. As´ı pues, una vez clasificados todos los p´ıxeles de una imagen
se dispondra´ del mapa de clasificacio´n donde se podra´n detectar las podredumbres. Para conseguir
este propo´sito se han utilizado dos clasificadores: uno de tipo lineal (LDA) y otro de tipo no lineal
(CART) con el fin comparar los resultados proporcionados por ambos y conocer la naturaleza
del problema de clasificacio´n que se esta´ tratando. Tanto LDA como CART son clasificadores
ampliamente utilizados en aplicaciones de ana´lisis de imagen hiperespectral (Clark et al., 2005;
Tatzer et al., 2005; Goel et al., 2003). Los modelos de clasificacio´n se han construido utilizando el
conjunto de entrenamiento etiquetado y las bandas proporcionadas por los me´todos de seleccio´n
anteriormente descritos. La validacio´n de los modelos se ha realizado comparando los resultados
proporcionados por ambos clasificadores sobre el conjunto de validacio´n etiquetado. Para evaluar
el rendimiento global de los clasificadores se ha empleado la tasa de acierto promedio y la kappa
de Cohen (κ) en ambos clasificadores (Fleiss, 1981) para cada una de las selecciones obtenidas en
los ensayos de este cap´ıtulo de la Tesis Doctoral.
Ana´lisis discriminante lineal
LDA es una te´cnica estad´ıstica cla´sica utilizada habitualmente en problemas de clasificacio´n. Se
basa en obtener una transformacio´n lineal G que maximiza la varianza entre clases Se y minimiza
la varianza entre los elementos de cada clase Si de manera simulta´nea. La transformacio´n del
espacio vectorial original de caracter´ısticas (dimensio´n Nf ) a trave´s de G, constituye un nuevo
espacio vectorial de menor dimensio´n (dimensio´n NT ≤ Nf ). LDA es una te´cnica de aprendizaje
supervisada que se caracteriza por obtener un espacio vectorial transformado en el que las clases
esta´n ma´ximamente separadas desde el punto de vista lineal. La diferencia con respecto a otro tipo
de transformaciones como, por ejemplo, el PCA, es que esta te´cnica tiene en cuenta informacio´n
supervisada del problema y no u´nicamente informacio´n sobre la distribucio´n de los datos. Esta
diferencia se ilustra en la figura 4.5.
A continuacio´n se va describir formalmente los fundamentos de LDA. Sea un conjunto de
datos X ∈ ℜNf×n con n muestras y Nf caracter´ısticas por muestra (cada patro´n xi distribuidas
en las columnas de X). LDA proporciona la transformacio´n lineal G ∈ ℜNf×NT que, proyecta los
patrones del conjunto de datos sobre un espacio vectorial de menor dimensionalidad.
G : xi ∈ ℜ
Nf =⇒ xLDAi = G
Txi ∈ ℜ
NT (4.3.6)
El algoritmo LDA proporciona el modo de obtener la transformacio´n G, que mantiene la
estructura y las relaciones topolo´gicas de los datos originales en un espacio de dimensio´n reducida
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Figura 4.5: En el gra´fico se observa un conjunto de datos en los que la direccio´n de ma´xima varianza
obtenida a partir de PCA no coincide con la direccio´n en los que las clases son separables, LDA.
(Fukunaga, 1990). Se asume que la clase a la que pertenece cada muestra es conocida y por tanto
se puede subdividir el conjunto de datos original en NC subconjuntos constituidos por las ni
muestras de cada clase, y caracterizado por un centroide ci.
X =
{
x1, x2 · · ·xn / xi ∈ ℜ
Nf ;
NC∑
i=1
ni = n
}
(4.3.7)
La obtencio´n de la transformacio´n lineal G se puede formular como la solucio´n de un problema
de autovectores y autovalores (Ye, 2005). Sean Si, Se y St las matrices de covarianzas interclase,
entre clases y total respectivamente, definidas a continuacio´n:
Si =
1
NC
NC∑
k=1
∑
x∈Xi
(x− ck)(x− ck)
T (4.3.8)
Se =
1
NC
NC∑
k=1
ni(ck − c)(ck − c)
T (4.3.9)
St =
1
n
n∑
i=1
(xi − c)(xi − c)
T (4.3.10)
siendo c el centroide del conjunto de datos. Estas matrices dan informacio´n de la cohesio´n del
grupo de muestras dentro de una clase (Si), de lo separadas que esta´n las clases (Se) y del grado
de dispersio´n de todas las muestras respecto al centroide de la distribucio´n de datos (St).
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Se puede obtener la matriz G a partir de los autovectores ηi que satisfacen:
Seηi = λiStηi =⇒ S
−1
t Seηi = λiηi (4.3.11)
Atendiendo a la definicio´n de Se, Si y St se observa que, a partir de la diagonalizacio´n de
la matriz S−1t Se, se esta´ maximizando la varianza entre las diferentes clases (Se) a la vez que se
minimiza la varianza entre los elementos de una clase (Si). Es fa´cil comprobar que St = Si + Se,
por tanto cuando Si sea mı´nimo tambie´n lo sera´ St (Fukunaga, 1990).
Tras la resolucio´n del problema de diagonalizacio´n, se obtienen como ma´ximo NC − 1 auto-
vectores con autovalor no nulo, esto es debido a que el rango ma´ximo de Se puede ser NC − 1
(Duda et al., 2001). Puesto que la matriz de transformacio´n G se obtiene a partir de los au-
tovectores no nulos del problema de diagonalizacio´n planteado, la dimensionalidad del espacio
transformado estara´ limitada a NC − 1.
El ana´lisis discriminante lineal cla´sico presenta solucio´n (se puede obtener G) siempre y cuan-
do St no sea una matriz singular, es decir, exista su inversa. A efectos pra´cticos esto ocurre en
problemas en los que la dimensionalidad del problema es mucho ma´s elevada que el nu´mero de
muestras de las que se dispone en el conjunto de entrenamiento. En este trabajo se ha utilizado
una variante ma´s moderna del algoritmo LDA cla´sico, conocida en la bibliograf´ıa como ULDA
(Uncorrelated Linear Discriminant Analysis) (Jin et al., 2001b). Esta variante de LDA se caracte-
riza porque las caracter´ısticas de clasificacio´n en el espacio transformado no esta´n correlacionadas
y adema´s, esta variante de LDA esta´ debidamente regularizada (es aplicable en problemas en los
que St es singular). Esto produce una mejora del rendimiento respecto el LDA cla´sico en diferentes
problemas de clasificacio´n (Jin et al., 2001a; Ye, 2005), adema´s de mostrarse ma´s robustos frente
al ruido.
Clasificar un determinado patro´n utilizando LDA consiste en calcular la distancia del patro´n
al centroide de cada clase en el espacio transformado (mediante la matriz de transformacio´n G),
y asignarle la clase cuya distancia es mı´nima. En efecto, un patro´n xi pertenecera´ a la clase R si
se verifica que:
argmin
{
||GT (xi − cR)||
2
}
∀i = 1, . . . , NC (4.3.12)
La clasificacio´n que realiza LDA, en base al criterio mostrado en (4.3.12), es equivalente a la
clasificacio´n basada en la ma´xima verosimilitud (Hastie and Tibshirani, 1996) realizada por un
clasificador Bayesiano bajo ciertas condiciones iniciales (clases distribuidas de manera Gaussiana
con varianzas ide´nticas para cada clase).
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A´rboles de clasificacio´n y regresio´n
Los a´rboles de clasificacio´n y regresio´n constituyen un me´todo estad´ıstico no parame´trico utili-
zado tanto para clasificacio´n como para regresio´n (Breiman et al., 1984). Si la variable dependiente
del problema es continua, CART produce un a´rbol de regresio´n. Por el contrario, si la variable es
catego´rica, CART producira´ un a´rbol de clasificacio´n. En este trabajo, CART se ha utilizado para
producir a´rboles de decisio´n con el fin de clasificar patrones. Los a´rboles de decisio´n proporcionan
conocimiento sobre las interacciones entre las variables del problema y los feno´menos que explican
la relacio´n entre dichas variables (Yohannes and Webb, 1999). A continuacio´n se enumerara´n las
principales caracter´ısticas de CART:
• Es independiente de la distribucio´n estad´ıstica de las variables independientes y de las
dependientes.
• Las variables independientes pueden ser tanto continuas como catego´ricas.
• El e´xito de la clasificacio´n no esta´ especialmente afectado por outliers2. Los patrones ano´ma-
los son aislados en un nodo del a´rbol. De este modo CART se muestra robusto ante la
presencia de datos ano´malos.
• Proporciona un modo de descubrir relaciones ocultas entre las variables presentes en el
problema de clasificacio´n analizando las divisiones que produce cada nodo.
• Proporciona modelos completamente interpretables, es decir, en problemas en los que no
hay teor´ıa al respecto CART se puede utilizar como una herramienta anal´ıtica.
• Puede proporcionar a´rboles de decisio´n en problemas de clasificacio´n en los que los patrones
contengan un elevado nu´mero de variables. A partir de estos modelos, se puede extraer
conocimiento para elaborar modelos con un nu´mero reducido de caracter´ısticas (seleccio´n
de caracter´ısticas).
• La principal debilidad de CART es que no esta´ basado en ningu´n modelo probabil´ıstico.
Esto implica que no existe intervalo de confianza en las predicciones realizadas. El experto
u´nicamente se pude basar en el historial de predicciones que ha hecho el a´rbol en problemas
anteriores con caracter´ısticas similares.
Para la construccio´n de un a´rbol de decisio´n se necesitan una serie de elementos tales como un
conjunto de cuestiones para realizar la divisio´n de patrones en cada nodo, un conjunto de reglas
que gobiernen dichas cuestiones, reglas para la asignacio´n de clases a cada nodo y un criterio de
2Datos ano´malos presentes en la distribucio´n.
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poda del a´rbol construido. Estos elementos se pueden agrupar en cinco grupos que se enumeran
a continuacio´n:
• Determinar las cuestiones que se deben plantear en los nodos. Esto significa decidir
en base a que´ variables hay que realizar las divisiones de los patrones en los nodos. Estas
cuestiones sera´n del tipo ρ(λ) ≤ ρ(λ)umbral, donde si la respuesta a esa cuestio´n es afirmativa,
el patro´n pasara´ a un nodo de decisio´n u otro.
• Un criterio para la obtencio´n de reglas. Este criterio sera´ una medida de impureza de
cada nodo y cuantificara´ su heterogeneidad. Se define heterogeneidad como la variedad de
clases que hay en el subconjunto de datos a dividir. Por ejemplo, en el nodo ra´ız de cualquier
a´rbol la heterogeneidad es muy elevada, ya que dicho nodo tiene que dividir el conjunto de
patrones original con un nu´mero elevado de clases.
En efecto, si se supone que en el problema existen j clases (k = 1 · · · j) y que la probabilidad
de que un patro´n pertenezca a la clase k condicionada a que este´ en el nodo t es p(k|t) y, se
verifica que
∑j
k=1 p(k|t) = 1. As´ı pues, se puede definir la impureza i(t) del nodo t como:
i(t) = ψ(p(1|t), p(2|t), . . . , p(j|t)) (4.3.13)
siendo ψ una funcio´n de las probabilidades antes citadas. Existen varias formas de definir
la funcio´n ψ, y por consiguiente i(t), no obstante en este trabajo se va a emplear la medida
de impureza Gini (Breiman et al., 1984; Steingberg and Colla, 1997), cuya forma funcional
es:
i(t) = 1−
j∑
k=1
p2(k|t) k = 1, . . . , j (4.3.14)
La funcio´n de impureza presentara´ un ma´ximo en el nodo t si todas las clases presentes
en dicho nodo tienen la misma probabilidad, es decir p(1|t) = p(2|t) = · · · = p(j|t). Por el
contrario, dicha funcio´n presentara´ un mı´nimo si todas las muestras que terminan en dicho
nodo tienen la misma clase, i(t) = 0.
• Un criterio para evaluar la bondad de la divisio´n realizada en cada nodo. Para
cuantificar la bondad de un divisio´n realizada en un nodo se evaluara´ la variacio´n de impu-
reza al realizar la mencionada divisio´n. En efecto se puede definir esa variacio´n de impureza,
∆i(d, t), al realizar la divisio´n d en el nodo t, como
∆i(d, t) = i(t)− (pii(ti)− pdi(td)) , (4.3.15)
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siendo pi y pd la proporcio´n de patrones del nodo t que van al nodo hijo izquierdo y derecho
respectivamente, i(ti) y i(td) las impurezas de los dos nodos hijos. ∆i(d, t) mide la variacio´n
de impureza, al realizar una divisio´n.
• Una regla de asignacio´n de clases a cada nodo. Existen varias reglas para este propo´si-
to (Steingberg and Colla, 1997). No obstante, en este trabajo se va a emplear la regla
que CART implementa por defecto, conocida en la bibliograf´ıa como The Plurarity Rule
(Yohannes and Webb, 1999). Dicha regla asigna a un nodo terminal3 t la clase k, cuya pro-
babilidad p(k|t) es la ma´s alta. Dicha regla asume que si la mayor´ıa de casos que acaban en
un nodo terminal t pertenecen a la clase k, entonces dicho nodo es asignado a la clase k.
• Un criterio para podar el a´rbol de decisio´n. Durante la construccio´n de un a´rbol de
decisio´n, se hace crecer el mismo hasta que se minimiza la impureza de los nodos, lo que
puede conducir a a´rboles que sobreajusten los datos de entrenamiento, consiguiendo as´ı cla-
sificadores con una capacidad de generalizacio´n muy baja. As´ı pues es necesario realizar
una poda de las ramas del a´rbol de decisio´n para conseguir una solucio´n de compromiso
entre la complejidad del a´rbol y su capacidad de generalizacio´n ante patrones no utilizados
en el entrenamiento. Para ello, se define una medida conocida en la bibliograf´ıa como CC
(“Complexity Cost”). Esta medida cuantifica el compromiso entre error en la clasificacio´n y
la complejidad del a´rbol, y se define como:
CC = ǫc + βNn, (4.3.16)
siendo ǫc el error de la clasificacio´n, Nn el nu´mero de nodos terminales y β es el para´metro de
regularizacio´n que controlara´ la penalizacio´n aplicada por la adicio´n de cada nodo terminal.
En la figura 4.6 se muestra un ejemplo de un a´rbol de clasificacio´n obtenido con CART.
La clasificacio´n se puede implementar en base a una serie de reglas sencillas. En el ejemplo se
muestran las reglas en base a las que se realizan las divisiones en cada nodo. Dependiendo de si
una muestra cumple la condicio´n descrita en el nodo o no, el patro´n se desplazara´ hacia un nodo
hijo u otro, hasta que llegue a un nodo terminal. En ese momento se le asigna la clase de dicho
nodo.
Presentados todos los elementos necesarios para construir un a´rbol de decisio´n se puede definir
la metodolog´ıa seguida para construir un a´rbol de clasificacio´n.
1. Para construir el primer nodo del a´rbol, CART realizara´ todas las posibles divisiones de una
variable (en el rango de variacio´n de dicha variable). As´ı, para cada una de las divisiones
3Un nodo terminal es aque´l del que no surgen ma´s ramas.
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Node 1
Class = 1
BAN500 <=  0.228
N = 19992
Node 2
Class = 1
BAN680 <=  0.858
N = 14999
Terminal
Node 5
Class = 4
N = 4993
Node 3
Class = 3
BAN990 <=  0.750
N = 10480
Terminal
Node 4
Class = 1
N = 4519
Terminal
Node 1
Class = 2
N = 5013
Node 4
Class = 3
BAN550 <=  0.200
N = 5467
Terminal
Node 2
Class = 3
N = 4595
Terminal
Node 3
Class = 2
N = 872
Figura 4.6: Ejemplo de a´rbol de clasificacio´n construido con CART para el cultivar cv. clemenvilla con
un nu´mero reducido de nodos.
realizadas, se obtendra´n dos nodos hijos para cada posible divisio´n. Los patrones que satis-
fagan la pregunta avanzara´n al nodo hijo de la izquierda, en caso contrario se desplazara´n
al nodo hijo de la derecha.
2. CART evalu´a todas las divisiones realizadas en el paso anterior utilizando el criterio de la
ecuacio´n 4.3.15 y, seleccionara´ como mejor divisio´n dopt aque´lla que presente una mayor
variacio´n de impureza ∆i(d, t = 1).
3. Se repiten los pasos 1 y 2 para cada una de las variables. Finalmente CART seleccionara´ la
variable y su correspondiente umbral para realizar la divisio´n que maximiza la variacio´n de
impureza.
4. CART asignara´ al nodo analizado la clase que minimiza el error en la clasificacio´n. Se repiten
los pasos 1, 2, 3 y 4, en un proceso recursivo para cada uno de los nodos (no terminales)
generados. El a´rbol crecera´ hasta que cada muestra concluya su camino en un nodo terminal.
5. Finalmente, se realizara´ la poda del a´rbol generado, ya que sobrecrecido no tendra´ capacidad
de generalizacio´n ante nuevos casos. Para realizar la poda se empleara´ el para´metro CC
definido en la ecuacio´n (4.3.16), donde se seleccionara´ el a´rbol que minimice la funcio´n de
coste CC, es decir el que minimice el error en la clasificacio´n con el menor nu´mero de nodos
terminales (Breiman et al., 1984).
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4.3.6. Clasificacio´n de la fruta
Construidos los clasificadores basados en LDA y CART utilizando las bandas proporciona-
das por los algoritmos de seleccio´n, se segmentara´ el conjunto de ima´genes hiperespectrales y
posteriormente se clasificara´n con el fin de determinar que´ frutos esta´n dan˜ados y cua´les no.
Los esta´ndares de calidad de los c´ıtricos, generalmente esta´n limitados, entre otras cosas, por
el taman˜o del mayor defecto que presente el c´ıtrico. Cada una de las categor´ıas esta´ limitada
por unos taman˜os ma´ximos de defecto, dentro de la misma. Esto ocurre para la mayor parte de
defectos de los c´ıtricos, no as´ı para las podredumbres ya que este tipo de defectos evoluciona con
el tiempo y aumenta su taman˜o. En las l´ıneas de inspeccio´n de los almacenes citr´ıcolas, si un
fruto es sospechoso de presentar un dan˜o por podredumbre es eliminado de la l´ınea. As´ı pues,
un sistema automa´tico deber´ıa descartar un fruto que presentara´ un nu´mero reducido de p´ıxeles
clasificados como podridos.
No obstante, el proceso de segmentacio´n de una imagen clasificando cada uno de sus p´ıxeles no
es un proceso totalmente exacto. Factores como el ruido introducido por el sistema de adquisicio´n
o los errores que se producen en la clasificacio´n de los p´ıxeles pueden producir errores en la toma
de decisio´n sobre la calidad de un fruto. Con el fin de detectar que´ frutos son adecuados para su
posterior comercializacio´n se ha desarrollado un algoritmo de clasificacio´n de fruta en el que se
ha considerado que los p´ıxeles clasificados como PP y PE pertenecen a una misma clase (a nivel
de clasificacio´n de fruta) denominada “Piel con Defecto Podrido” (PDP). Por el contrario, las
clases PS y P pertenecen a la misma clase, a efectos de clasificacio´n de fruta, denominada “Piel
Sana o Pedu´nculo” (PSP). El algoritmo desarrollado minimiza el efecto del ruido utilizando un
filtro de mediana (con una ventana de vecindad de 5 × 5) en la imagen segmentada. El criterio
que se empleara´ para decidir si una fruta esta´ podrida o no es evaluar el nu´mero de p´ıxeles
pertenecientes a la clase PDP. Si este nu´mero supera el 5 % del total de p´ıxeles de la superficie
del c´ıtrico, la mandarina sera´ clasificada como una mandarina podrida, en cualquier otro caso la
fruta es considerada como sana. El valor del 5 % se ha elegido de manera emp´ırica por no haber
ningu´n esta´ndar a la hora de determinar si el fruto esta´ dan˜ado o no. Como se observara´ en la
siguiente seccio´n, este criterio es robusto ante la variacio´n de taman˜o del defecto y consistente.
4.4. Resultados
Seleccio´n de las bandas ma´s relevantes
En la parte superior de la figura 4.7 se observa la evolucio´n de la tasa de acierto promedio
con LDA y CART al variar el nu´mero bandas proporcionadas por los cuatro me´todos de seleccio´n
85
Cap´ıtulo 4. Deteccio´n hiperespectral de podredumbres
para las mandarinas cv. clemenules. En concreto, en la figura 4.7a), se observan los resultados
obtenidos utilizando el clasificador LDA y en la figura 4.7 b) los proporcionados por CART. En
ambos casos se observa que GALDA es el me´todo de seleccio´n de caracter´ısticas que obtiene un
e´xito mayor en la clasificacio´n de p´ıxeles. Otro de los resultados que se observa es que cuando se
utiliza LDA como clasificador, el e´xito promedio ma´ximo que se obtiene es de aproximadamente
el 92 % utilizando las 57 bandas del conjunto de datos, mientras que en el caso de CART dicha
tasa de e´xito asciende hasta el 95 % utilizando 20 bandas. En el caso particular de la clasificacio´n
con CART, utilizando las 20 bandas proporcionadas por GALDA, la adicio´n de ma´s bandas al
modelo de clasificacio´n no incrementa apenas la tasa de acierto del mismo. En concreto, utilizando
las 57 bandas y CART se obtiene una tasa de acierto del 96 %. Por este motivo se ha decidido
utilizar las 20 bandas proporcionadas por GALDA con el fin de comparar el rendimiento de los
clasificadores empleados con el conjunto de validacio´n.
En la parte izquierda de la tabla 4.1 se observa el conjunto de bandas seleccionadas utilizando
los cuatro me´todos de seleccio´n de caracter´ısticas para el cultivar cv. clemenules. Se observa que
la seleccio´n proporcionada por GALDA presenta una diferencia notable con respecto a los otros
conjuntos de bandas. Esta seleccio´n aporta un subconjunto de bandas (950 nm, 960 nm, 980 nm y
1010 nm) de la parte alta del espectro de trabajo, que no proporciona ninguno de los otros me´todos
de seleccio´n. Este hecho coincide con que GALDA es el me´todo de seleccio´n que mejores resultados
proporciona en la clasificacio´n de p´ıxeles y hace pensar que en esa zona del espectro puede ocurrir
algu´n feno´meno f´ısico de intere´s para el problema de la clasificacio´n de podredumbres, como se
discutira´ en el siguiente cap´ıtulo. Por lo dema´s, los conjuntos de bandas que se obtienen son muy
similares para los cuatro me´todos de seleccio´n con la peculiaridad comu´n de que las 20 bandas
seleccionadas esta´n distribuidas a lo largo de pra´cticamente todo el rango espectral de trabajo,
no producie´ndose aglomeraciones de bandas en ninguna zona concreta del espectro.
En la parte inferior de la figura 4.7 se muestran los resultados de la evolucio´n de la tasa de
acierto promedio con el nu´mero de bandas empleadas en la clasificacio´n, en la fruta cv. clemenvilla,
para los cuatro me´todos de seleccio´n y los dos clasificadores empleados. En concreto, en la figura
4.7c) se observan los resultados obtenidos utilizando el clasificador LDA y en la figura 4.7d)
utilizando CART. En ambos casos se ve co´mo en el caso de las frutas cv. clemenules GALDA es el
me´todo de seleccio´n de caracter´ısticas que obtiene un e´xito mayor en la clasificacio´n de p´ıxeles. No
obstante, para este cultivar las diferencias en la tasa de acierto promedio entre GALDA y los otros
me´todos de seleccio´n no son tan elevadas como en el caso de la fruta cv. clemenules. Para este
cultivar se ha observado que, cuando se utiliza LDA como clasificador, el e´xito promedio ma´ximo
que se obtiene es de aproximadamente el 97 % utilizando las 57 bandas del conjunto de datos,
mientras que en el caso de CART la tasa de e´xito asciende hasta pra´cticamente el 99 % utilizando
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Figura 4.7: Evolucio´n en la tasa de acierto promedio con el nu´mero de bandas para los cuatro me´todos
de seleccio´n empleados en a) cv. clemenules y LDA b) cv. clemenules y CART, c) cv. clemenvilla y LDA
y d) cv. clemenvilla y CART.
u´nicamente 20 bandas. En el caso particular de la clasificacio´n con CART, utilizando las 20 bandas
proporcionadas por GALDA, los resultados en la clasificacio´n son ligeramente superiores que si
se utilizan todas las bandas del conjunto con LDA. Por este motivo se ha decidido utilizar las 20
bandas proporcionadas por GALDA con el fin de comparar el rendimiento de los clasificadores
para el cultivar cv. clemenvilla.
En la parte derecha de la tabla 4.1 se observa el conjunto de bandas seleccionadas utilizando
los 4 me´todos de seleccio´n de caracter´ısticas para las frutas cv. clemenvilla. En este cultivar se
observa que los algoritmos CA, MI y GALDA proporcionan conjuntos de bandas similares en
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Me´todo de seleccio´n Cv. Clemenules (nm) Cv. Clemenvilla (nm)
510 650 740 880 480 600 820 950
520 660 750 890 490 680 840 960
CA 530 670 760 900 500 690 850 970
580 680 770 910 510 700 860 980
590 690 780 920 520 710 870 990
480 650 740 880 490 600 800 930
490 660 750 890 500 610 820 970
MI 500 670 760 900 510 620 830 980
510 680 770 910 520 630 840 990
520 690 780 920 530 700 860 1000
480 600 740 880 460 600 740 880
490 610 750 890 470 610 750 890
SW 500 620 760 900 480 630 760 900
520 630 770 910 490 640 770 910
530 640 780 920 500 650 780 920
460 600 740 880 490 600 740 880
480 620 760 950 540 680 750 910
GALDA 520 630 800 960 550 690 770 930
560 680 820 980 570 700 850 950
590 730 870 1010 590 730 870 1010
Tabla 4.1: Resultado de la seleccio´n de bandas en los cultivares cv. clemenules y cv. clemenvilla.
cuanto a que las bandas esta´n distribuidas en toda la zona de trabajo del espectro y, lo ma´s
importante, que los tres me´todos aportan bandas de la zona alta del espectro (como en el caso de
GALDA en el cultivar clemenules). Los conjuntos de bandas proporcionados por los tres me´todos
de seleccio´n antes citados proporcionan resultados en la clasificacio´n significativamente mejores
que los que proporciona SW. Este resultado pone de manifiesto, tanto para LDA como para
CART, que las bandas situadas en la parte alta del espectro de trabajo proporcionan informacio´n
u´til para la clasificacio´n de podredumbres. En ambos cultivares el algoritmo gene´tico es el que
obtiene los mejores resultados en la clasificacio´n de p´ıxeles. Asimismo los conjuntos de bandas
proporcionados por GALDA esta´n distribuidos uniformemente en todo el espectro de trabajo e
incluyen bandas de la zona alta del espectro. Finalmente son las 20 bandas seleccionadas por
GALDA las que se han utilizado para evaluar el rendimiento de los me´todos de segmentacio´n
empleados en este trabajo.
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Segmentacio´n de las ima´genes hiperespectrales
El proceso de segmentacio´n de las ima´genes hiperespectrales ha consistido en clasificar cada
uno de los p´ıxeles de cada imagen utilizando los modelos de clasificacio´n propuestos, empleando
las bandas seleccionadas en la seccio´n anterior con el me´todo GALDA. Para la construccio´n de
modelos se ha utilizado el conjunto de entrenamiento de datos etiquetados descrito en la seccio´n
de materiales y me´todos de este cap´ıtulo.
Matriz de confusio´n de validacio´n, LDA y cv. clemenules
PS (%) PP (%) PE (%) P (%)
PS 87.53 10.52 0.69 11.45
PP 12.13 89.45 5.49 0.42
PE 0.03 0.02 93.80 0.24
P 0.31 0.01 0.02 87.89
κ=0.862 Acierto Promedio=89.60%
Matriz de confusio´n de validacio´n, CART y cv. clemenules
PS (%) PP (%) PE (%) P (%)
PS 86.51 9.74 1.05 3.14
PP 11.55 88.91 0.64 1.35
PE 0.49 0.76 97.65 0.94
P 1.45 0.59 0.66 94.57
κ=0.892 Acierto Promedio=91.80%
Tabla 4.2: Matriz de confusio´n de los clasificadores LDA y CART sobre el conjunto de validacio´n del
cultivar clemenules.
Se han construido cuatro clasificadores utilizando el conjunto de entrenamiento, dos para cada
cultivar, utilizando modelos LDA y CART. A continuacio´n, se ha evaluado el rendimiento de los
mismos utilizando el conjunto de validacio´n etiquetado. En la tabla 4.2 se muestran los resultados
de clasificacio´n a trave´s de la matriz de confusio´n correspondiente al conjunto de validacio´n del
cultivar cv. clemenules utilizando las 20 mejores bandas proporcionadas por GALDA. En la parte
superior de esa tabla se muestran los resultados correspondientes al clasificador LDA, con el que
se ha obtenido un acierto promedio del 89,6 %, y un valor del para´metro κ = 0,862. Este valor
indica que el clasificador no produce sesgo en la clasificacio´n. En la parte inferior de la misma
tabla se observan los resultados obtenidos para el mismo conjunto de datos utilizando el mismo
conjunto de bandas y un modelo de clasificacio´n no lineal (CART). En este caso el ı´ndice de
acierto promedio en la clasificacio´n es de 91.8 % y un valor del para´metro κ = 0,892. Como se
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deduce del ana´lisis de las matrices de confusio´n para el cultivar clemenules, el clasificador basado
en CART proporciona mejores resultados que el clasificador basado en LDA en lineas generales.
La clases que mejores ı´ndices de acierto proporcionan son la clases PE (93,8 %) y P (87,89 %).
Estos resultados son coherentes con los gra´ficos mostrados en la figura 4.4, en la que se mostraban
los espectros promedios de cada clase, y se observa que los espectros asociados a las clases PE
y P se diferencia claramente entre s´ı y del resto de clases. Por el contrario, los resultados en la
clasificacio´n de p´ıxeles de las clases PS (87,53 %) y PP (89,45 %) son ma´s discretos, no tanto
en ı´ndice de acierto como en el porcentaje de falsos positivos que se producen en cada clase
con respecto a la otra. Estos resultados se repiten en las dos familias de clasificadores, poniendo
de manifiesto que el principal problema en la segmentacio´n de imagen consiste en distinguir los
p´ıxeles de piel sana de los que pertenecen a piel podrida en los estados iniciales de la infeccio´n.
Matriz de confusio´n de test, LDA y cv. clemenvilla
PS (%) PP (%) PE (%)
PS 97.86 6.05 0.40
PP 2.14 93.95 1.89
PE 0 0 97.71
κ=0.947 Acierto Promedio=96.49%
Matriz de confusio´n de test, CART y cv. clemenvilla
PS (%) PP (%) PE (%)
PS 97.65 2.60 0
PP 2.26 97.34 0.17
PE 0.09 0.06 99.83
κ=0.970 Acierto Promedio=98.29%
Tabla 4.3: Matriz de confusio´n de los clasificadores LDA y CART sobre el conjunto de validacio´n del
cultivar clemenvilla.
La tabla 4.3 muestra los resultados de clasificacio´n obtenidos para el conjunto de validacio´n de
las mandarinas cv. clemenvilla utilizando las bandas seleccionadas. En la parte superior de dicha
tabla se muestran los resultados correspondientes al clasificador LDA, con el que se ha obtenido
un acierto promedio del 96,4 % y un valor del para´metro κ = 0,947. Estos resultados indican que
en las mandarinas cv. clmenvilla es ma´s sencillo detectar la podredumbre. En la parte inferior de
la tabla se observan los resultados obtenidos en el mismo conjunto de datos utilizando CART. En
este caso, el ı´ndice de acierto promedio en la clasificacio´n es de 98.29 % y un valor del para´metro
κ = 0,970.
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a) Imagen RGB b) Imagen segmentada con CART. cv. clemenules.
c) Imagen RGB d) Imagen segmentada con CART. cv. clemenvilla.
Figura 4.8: a) Imagen RGB de una mandarina cv. clemenules dan˜ada por el hongo Penicillium digitatum.
b) Segmentacio´n realizada utilizando el mejor modelo basado en CART. c) Imagen RGB de una mandarina
cv. clemenvilla dan˜ada por el hongo Penicillium digitatum. d) Segmentacio´n realizada utilizando el mejor
modelo basado en CART. El color naranja se corresponde con la clase PS, el verde con la clase P, el rojo
con la clase PP y el blanco con la clase PE.
Al igual que ocurre en las mandarinas cv. clemenules, el clasificador basado en CART pro-
porciona mejores resultados que el clasificador lineal. En las mandarinas del cultivar clemenvilla,
en contraste con lo que ocurre en el otro cultivar estudiado, la tasa de acierto de cada una de las
clases es muy similar. Estos mejores resultados obtenidos en las mandarinas de cv. clemenvilla
pueden deberse a varias razones, como por ejemplo el menor nu´mero de clases presentes en el
conjunto etiquetado, la mayor uniformidad en la forma de estos c´ıtricos o una menor variabilidad
en el tono de piel de los frutos del cultivar cv. clemenvilla. La parte superior de la figura 4.8 mues-
tra un ejemplo de segmentacio´n de una imagen hiperespectral de un fruto del cultivar clemenules
con el me´todo propuesto. Del mismo modo, la parte inferior de la figura 4.8 muestra un ejemplo
ana´logo para un fruto del cultivar clemenvilla. En ambas ima´genes se observa co´mo los me´todos
de segmentacio´n propuestos son capaces de detectar la presencia del podrido en ambas frutas.
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Clasificacio´n de la fruta
La tabla 4.4 muestra los resultados de la clasificacio´n de mandarinas cv. clemenules utilizando
como segmentador CART. La matriz de confusio´n muestra que las mandarinas sanas se detectan
correctamente (91,3 %). La deteccio´n de fruta podrida esta´ balanceada con respecto a la clase
sano (91,1 %). Estos resultados mejoran los obtenidos en (Blasco et al., 2007a) cuya tasa de de-
teccio´n utilizando luz visible y un sistema RGB fue del 65,5 %. Los resultados obtenidos para
las mandarinas cv. clemenvilla son muy similares, obtenie´ndose una tasa de acierto ligeramente
superior (93,6 % para las mandarinas sanas y 92,1 % para las podridas). Los ensayos realizados
en este cap´ıtulo constituyen una aproximacio´n seria y razonable al problema de la deteccio´n de
este tipo de dan˜os utilizando so´lo luz visible e infrarroja.
Matriz de confusio´n Frutas cv. clemenules. Clasificacio´n de fruta
Mandarinas sanas (%) Mandarinas podridas (%)
Mandarinas sanas 91.3 8.9
Mandarinas podridas 8.7 91.1
κ=0.824 Acierto Promedio=91.2%
Matriz de confusio´n Frutas cv. clemenvilla. Clasificacio´n de fruta
Mandarinas sanas (%) Mandarinas podridas (%)
Mandarinas sanas 93.6 7.9
Mandarinas podridas (%) 6.4 92.1
κ=0.857 Acierto Promedio=92.85%
Tabla 4.4: Matrices de confusio´n en clasificacio´n de fruta con umbral de 5%.
Un factor que no ha sido tenido en cuenta en los ensayos propuestos en este cap´ıtulo es la
presencia de otros tipos de hongos y defectos en las l´ıneas de inspeccio´n de la industria citr´ıcola.
La presencia de otro tipo de defectos o fruta en diferentes estados de maduracio´n puede afectar
negativamente al rendimiento de la metodolog´ıa propuesta. Con todo lo expuesto, se hace necesario
desarrollar una metodolog´ıa ma´s robusta para mejorar la calidad de los resultados obtenidos. Las
mejoras deben ir encaminadas a mejorar el sistema de adquisicio´n de imagen (por ejemplo variar
la geometr´ıa del sistema de iluminacio´n), aumentar la casu´ıstica de la base de datos (otros tipos
hongos, otros defectos superficiales o diferentes estados de maduracio´n de la fruta) o emplear
otro tipo de te´cnicas de aprendizaje ma´quina. En esta l´ınea ira´n encaminados los experimentos
realizados en el cap´ıtulo 5 de esta Tesis Doctoral.
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4.5. Conclusiones
Se han evaluado cuatro me´todos de seleccio´n de caracter´ısticas con el fin de seleccionar las
bandas ma´s discriminantes en la clasificacio´n de podredumbres producidas por Penicillium digi-
tatum. Asimismo, se han evaluado dos me´todos de clasificacio´n para clasificar los p´ıxeles de las
ima´genes hiperespectrales en cuatro (cv. clemenules) y 3 clases (cv. clemenvilla). Con el sistema
hiperespectral empleado y la metodolog´ıa propuesta, el mı´nimo nu´mero de bandas requeridas
para optimizar la clasificacio´n de p´ıxeles ha sido 20, proporcionadas por el me´todo de seleccio´n
GALDA utilizando como clasificador CART. Utilizando las ima´genes segmentadas con CART y
un criterio de decisio´n de fruta podrida/sana en base a un umbral se ha implementado un me´todo
para distinguir fruta podrida de fruta sana. Los resultados mostrados en este cap´ıtulo muestran
que es posible detectar fruta podrida por el hongo Penicillium digitatum utilizando un sistema de
visio´n por computador hiperespectral sin utilizar luz ultravioleta. La tasa de acierto alcanzada en
la clasificacio´n de fruta en ambos cultivares esta´ en torno al 90 %. El trabajo presentado en este
cap´ıtulo de la Tesis Doctoral sienta las bases para detectar de manera automa´tica podredumbres
en c´ıtricos, mejorando significativamente los resultados obtenidos en trabajos previos.
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Cap´ıtulo 5
Clasificacio´n hiperespectral de
podredumbres producidas por
Penicillium digitatum y Penicillium
italicum
5.1. Introduccio´n
En cap´ıtulos anteriores ya se ha discutido la importancia de la deteccio´n temprana de podre-
dumbres producidas por Penicillium digitatum en c´ıtricos en la industria citr´ıcola (cap´ıtulo 4).
No obstante, e´ste no es el u´nico hongo que produce dan˜os que evolucionan con el tiempo en los
c´ıtricos, existe una gran variedad de hongos que producen graves pe´rdidas en la industria citr´ıcola,
entre ellos el ma´s importante es el Penicillium italicum (Eckert and Eaks, 1989). Diferenciar la
presencia de una u otra infeccio´n fu´ngica en un cargamento de fruta es importante para utilizar
tratamientos espec´ıficos para cada hongo ya que, a pesar de que existen fungicidas de amplio
espectro, e´stos empiezan a mostrarse ineficaces debido a resistencias creadas por su uso abusi-
vo e indiscriminado (Eckert et al., 1986). En la mayor´ıa de almacenes citr´ıcolas la deteccio´n de
podredumbres se realiza de manera manual y el proceso no permite diferenciar dos hongos dis-
tintos. Adema´s no existen sistemas automa´ticos capaces de detectar y diferenciar entre los dan˜os
producidos por los hongos Penicillium digitatum y pencillium italicum.
Actualmente los sistemas de visio´n por computador convencionales RGB se emplean en la
industria citr´ıcola para automatizar procesos de clasificacio´n por color, forma o detectar algunos
defectos visibles a simple vista (Blasco et al., 2007c, 2003; Leemans et al., 2002; Blasco et al.,
Cap´ıtulo 5. Clasificacio´n de podredumbres producidas por P. digitatum y P. italicum
2007b). No obstante, estos sistemas no son capaces de clasificar defectos que no son apreciables a
simple vista como las podredumbres. Una alternativa para diferenciar los dan˜os producidos por
este tipo de defectos puede venir del empleo de sistemas de visio´n por computador multiespectrales
avanzados (Aleixos et al., 2002; Kleynen et al., 2005). Existen trabajos previos que utilizan infor-
macio´n multiespectral para detectar podredumbres en c´ıtricos, no obstante en algunos de ellos
el ı´ndice de acierto en la deteccio´n de podredumbre es bajo (65,5 %) (Blasco et al., 2007a) o se
limitan a la deteccio´n de podredumbres sin diferenciar el hongo que la produce (Blanc et al., 2007;
Go´mez-Sanchis et al., 2008b,a), sin emplear ningu´n tipo de informacio´n espacial de la escena. De
este modo, si al empleo de informacio´n espectral de la escena se an˜ade el uso de informacio´n sobre
la distribucio´n espacial del defecto, la labor de caracterizacio´n y deteccio´n del defecto puede ser
ma´s sencilla.
El empleo de informacio´n espectral y espacial para detectar este tipo de defectos es impor-
tante. No obstante, el nu´mero de bandas a emplear debe ser reducido ya que un nu´mero elevado
de bandas producir´ıa una reduccio´n del rendimiento del sistema debido al elevado tiempo de ad-
quisicio´n de cada banda imposibilitando su trabajo en tiempo real. Otro problema an˜adido al
empleo de un nu´mero elevado de bandas es la reduccio´n del rendimiento de los clasificadores em-
pleados (Friedman, 1994). As´ı pues, una etapa clave para implementar un sistema multiespectral
es determinar que´ bandas contienen informacio´n relevante y que el nu´mero de bandas utilizado
posibilite el trabajo en tiempo real. Para ello existen me´todos de seleccio´n de caracter´ısticas em-
pleados en el ana´lisis de ima´genes hiperespectrales para reducir la dimensionalidad de las mismas
(Wallays et al., 2009; Nakariyakula and Casasent, 2009).
Puesto que una imagen hiperespectral contiene informacio´n espectral y espacial de la escena,
en muchos trabajos de ana´lisis de imagen hiperespectral se han utilizado caracter´ısticas espa-
ciales adema´s de las espectrales, sobre todo en el a´mbito del sensado remoto (Zhai et al., 2006;
Trias-Sanz et al., 2008). En concreto, se emplean con e´xito caracter´ısticas de este tipo como las
funciones de Gabor (Arivazhagan et al., 2006) o caracter´ısticas geome´tricas (Rohrmus, 2005). No
obstante, tras realizar una serie de ensayos preliminares en el contexto de esta Tesis Doctoral
utilizando las caracter´ısticas de textura arriba citadas se llego´ a la conclusio´n de que no aporta-
ban informacio´n suficiente para discriminar las regiones podridas del c´ıtrico. Esto se debe a que
la texturas de la piel sana del c´ıtrico y la piel dan˜ada por una podredumbre son muy similares.
Adema´s, el ca´lculo de caracter´ısticas de textura suele incorporar complejidad en los sistemas de
clasificacio´n desde el punto de vista del rendimiento en el tiempo de ejecucio´n de los algoritmos
que las incluyen (Ma¨enpa¨ et al., 2003). Una solucio´n alternativa y sencilla para incluir informa-
cio´n espacial del contexto del p´ıxel a clasificar es calcular la media y la desviacio´n t´ıpica de una
vecindad del p´ıxel a clasificar. Estas caracter´ısticas son muy eficientes desde el punto de vista del
tiempo de ca´lculo y aportan informacio´n de primer y segundo orden de la vecindad del p´ıxel a
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clasificar.
Una etapa ba´sica en la deteccio´n de defectos mediante un sistema de visio´n multiespectral es
la de segmentacio´n. Para esta labor se emplean clasificadores tanto de tipo lineal como no lineal,
aunque en general los clasificadores no lineales proporcionan mejores resultados como se vio´ en
el cap´ıtulo 4. Puesto que este tipo de clasificadores ofrece mejores resultados en la deteccio´n de
podredumbres, en este cap´ıtulo nos centraremos en el uso de los mismos. Algunas de las te´cnicas de
clasificacio´n no lineales ma´s empleadas en problemas agr´ıcolas son las redes neuronales artificiales
(ANN) (Kondo et al., 2000), CART (Waheeda et al., 2006) o las ma´quinas de vectores soporte
(SVM) (Go´mez-Sanchis et al., 2007). La idoneidad del uso de CART se puso de manifiesto en
el cap´ıtulo anterior y ANN es uno de los clasificadores no lineales ma´s utilizado en todo tipo
de aplicaciones de clasificacio´n. SVM se ha mostrado eficaz en algunos ensayos preliminares de
deteccio´n de podredumbres realizados en el a´mbito de esta Tesis Doctoral (Go´mez-Sanchis et al.,
2007). A pesar de ello, se ha descartado su uso ya que el entrenamiento de las mismas produce
un elevado coste computacional en problemas supervisados con muchas muestras.
En este cap´ıtulo de la Tesis Doctoral se va a analizar la capacidad de detectar y clasificar
frutos con defectos comunes y dos tipos de podredumbres producidas por Penicillium digitatum
y Penicillium italicum en mandarinas del cultivar clemenules utilizando iluminacio´n halo´gena, un
nu´mero reducido de bandas e informacio´n espacial de la escena. Para ello se empleara´n me´todos de
seleccio´n de caracter´ısticas filter y clasificadores no lineales como CART y ANN para segmentar
las ima´genes hiperespectrales. A partir de la segmentacio´n obtenida se propondra´ un clasificador
basado en a´rboles de decisio´n para clasificar fruta con defectos producidos por trips, rameados,
Penicillium digitatum y Penicillium italicum.
5.2. Objetivos
Este cap´ıtulo de la Tesis Doctoral ampl´ıa el estudio realizado en el pasado cap´ıtulo con el fin
de detectar dan˜os comunes en c´ıtricos y distinguir entre podredumbres producidas por dos tipos
de hongos: Penicillium digitatum y Penicillium italicum en estados tempranos de infeccio´n de las
mandarinas. La premisa de partida sera´ realizar una serie de mejoras encaminadas a:
1. Mejorar la metodolog´ıa presentada en el cap´ıtulo anterior a nivel de sistema de adquisicio´n.
Despue´s de evaluar en los cap´ıtulos 3 y 4 el sistema de iluminacio´n con campana cil´ındrica
se observo´ que, el grado de uniformidad proporcionado por dicho sistema de iluminacio´n
podr´ıa ser mejorado variando la geometr´ıa del mismo. En los ensayos de este cap´ıtulo se
empleara´ el sistema de iluminacio´n semiesfe´rico.
2. Emplear u´nicamente te´cnicas de seleccio´n de caracter´ısticas de tipo filter. El propo´sito de
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emplear este tipo de te´cnicas es obtener resultados independientes del tipo clasificador em-
pleado a posteriori. Adema´s se obtendra´ una seleccio´n de caracter´ısticas a partir de la
combinacio´n de los resultados obtenidos por cada uno de los me´todos individuales a modo
de comite´ de expertos.
3. Detectar y distinguir dan˜os producidos por los hongos Penicillium digitatum y Penicillium
italicum en mandarinas con diferentes estados de maduracio´n. Para ello se empleara´n te´cni-
cas de clasificacio´n no lineal ya que en el cap´ıtulo anterior se puso de manifiesto que las
te´cnicas no lineales de clasificacio´n proporcionaban mejores resultados que las lineales en el
problema propuesto. As´ı pues, en este cap´ıtulo se empleara´n dos te´cnicas de clasificacio´n no
lineales ampliamente utilizadas como son CART y ANN.
4. Introducir el uso de informacio´n espacial (media y desviacio´n t´ıpica) de una vecindad del
p´ıxel a clasificar con el fin de mejorar el rendimiento de la metodolog´ıa propuesta en el
cap´ıtulo anterior.
5. Reducir el nu´mero de bandas necesarias para segmentar las ima´genes hiperespectrales a
partir de las mejoras introducidas en la metodolog´ıa. En el cap´ıtulo anterior, con la meto-
dolog´ıa propuesta, se determino´ que con 20 bandas se alcanzaba el ma´ximo acierto en la
deteccio´n de podredumbres. Uno de los objetivos principales del trabajo presentado en este
cap´ıtulo de la Tesis Doctoral sera´ reducir el nu´mero de bandas a adquirir.
6. Determinar la mejor estrategia de segmentacio´n, entendiendo “estrategia de segmentacio´n”
como la combinacio´n te´cnica de seleccio´n y clasificador.
7. Obtener un sistema de clasificacio´n de mandarinas con dan˜os comunes (trips y rameados) y
dan˜os producidos por Penicillium digitatum y Penicillium italicum a partir de las ima´genes
segmentadas con la mejor estrategia y un clasificador basado en CART, que permita entender
de forma sencilla las reglas subyacentes a la decisio´n.
5.3. Materiales y me´todos
5.3.1. Sistema hiperespectral de adquisicio´n de imagen
El sistema de visio´n hiperespectral se ha descrito detalladamente en el cap´ıtulo 2. Para adquirir
las ima´genes de los ensayos planteados en este cap´ıtulo el sistema de visio´n presenta una serie de
particularidades en cuanto al sistema de iluminacio´n empleado y a su configuracio´n.
La etapa de adquisicio´n de imagen (ca´mara y o´ptica) y de seleccio´n en frecuencia del sistema
de visio´n hiperespectral se basa en filtros sintonizables de cristal l´ıquido como el utilizado en el
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resto de la Tesis Doctoral y que fue descrito con detalle en el cap´ıtulo 2. En los ensayos de este
cap´ıtulo, a diferencia de los dos cap´ıtulos previos, se ha configurado la regio´n de intere´s del CCD
para adquirir una escena de 651 × 801 p´ıxeles. Esta decisio´n esta´ motivada por la variacio´n de
geometr´ıa en la bandeja de colocacio´n del fruto que introduce la campana semiesfe´rica respecto
a la cil´ındrica. Con la nueva configuracio´n la resolucio´n espacial del sistema en los ensayos de
este cap´ıtulo es de 4.32 p´ıxeles/mm. Las ima´genes hiperespectrales han sido transferidas al PC
por medio de la tarjeta de adquisicio´n de datos propietaria de la ca´mara. En los ensayos de este
cap´ıtulo se empleo´ un ordenador personal con un procesador Intel Core Duo 1.67 GHz y memoria
RAM de 2Gb. El enfoque del sistema de adquisicio´n de imagen se realizo´ en la banda central del
intervalo de adquisicio´n (740 nm).
Cada fruta ha sido iluminada individualmente utilizando un sistema de iluminacio´n indirecta
constituido por 12 la´mparas halo´genas de 20 W (Philips Brilliantline 20 W/12 V) colocadas en un
difusor semiesfe´rico de aluminio. Se han empleado dos la´mparas ma´s que en el montaje utilizado
en los cap´ıtulos 3 y 4, con menor potencia, la razo´n que motivo´ esta decisio´n fue distribuir mejor
la intensidad lumı´nica en toda la escena. El sistema de iluminacio´n fue alimentado por una fuente
de alimentacio´n 12 V/DC y 350 W. Los tiempos de integracio´n de cada banda han sido calculados
siguiendo la metodolog´ıa expuesta en 2.3.6. Todo el sistema de visio´n hiperespectral esta´ en el
interior de una campana de acero inoxidable para evitar influencias negativas de la luz de la sala
de adquisicio´n. La figura 5.1 muestra un diagrama del sistema de visio´n hiperespectral.
5.3.2. Material vegetal
El material vegetal empleado en los ensayos esta´ compuesto por mandarinas del cultivar cle-
menules (Citrus clementina Hort. ex Tanaka) con dos tipos de dan˜os; 1) dan˜os superficiales que
no evolucionan con el tiempo producidos por trips y dan˜os producidos por el golpeo de la piel
del c´ıtrico con las ramas (rameados), 2) dan˜os que evolucionan con el tiempo producidos por los
hongos Penicillium digitatum (podredumbre verde) y Penicillium italicum (podredumbre azul).
Los dan˜os producidos por trips o rameados son visibles a simple vista. Por el contrario, el aspecto
de las podredumbres, en estadios tempranos, es similar al color de la piel sana. La discriminacio´n
visual entre los dan˜os causados por cada hongo bajo estudio es pra´cticamente imposible para un
operario. Los frutos afectados por el primer tipo de defectos se han seleccionado aleatoriamente
de una l´ınea de confeccio´n de una empresa de distribucio´n citr´ıcola. Por el contrario, los dan˜os
producidos por podredumbres se han causado en frutos sanos mediante la inoculacio´n de esporas
en el fruto.
Se utilizaron 240 frutos con diferentes estados de maduracio´n, de los cuales 60 no presentaban
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Figura 5.1: Diagrama del sistema de adquisicio´n de imagen con campana semiesfe´rica.
ningu´n tipo de defecto, 60 presentaban defectos por trips o rameados1, 60 fueron inoculados con
una disolucio´n de esporas de Penicillium digitatum y 60 fueron inoculados con una disolucio´n
de esporas de Penicillium italicum. La inoculacio´n de esporas de los hongos se realizo´ emplean-
do, en ambas ocasiones, una disolucio´n de esporas en suspensio´n con una concentracio´n de 106
esporas/ml. Esta concentracio´n es la que se emplea habitualmente en ensayos para producir podre-
dumbres (Palou et al., 2001). Los frutos se almacenaron durante tres d´ıas en atmo´sfera controlada
a 25 oC y una humedad relativa del 99 %. Despue´s de este periodo, todas las mandarinas inocu-
ladas con esporas de ambos hongos presentaban dan˜os por Penicillium digitatum y Penicillium
italicum en etapas tempranas de formacio´n, con un dia´metro variable de entre 10 mm y 35 mm.
Se adquirieron ima´genes hiperespectrales de toda la fruta (un total de 240 ima´genes hiper-
espectrales), desde 460 nm hasta 1020 nm, con una resolucio´n espectral de 10 nm. La base de
datos construida consta de 13680 ima´genes monocroma´ticas de los 240 c´ıtricos con la coleccio´n de
defectos descrita. El taman˜o de los c´ıtricos es variable, presentando dia´metros desde 70 mm hasta
100 mm. Al mismo tiempo, las frutas presentan diferentes tipos de coloracio´n, los tonos de piel
van desde el verde al naranja, habiendo frutos que presentan las dos coloraciones en el momento
1Los dan˜os superficiales producidos por trips o rameados son muy similares y dif´ıciles de distinguir por los
expertos. No obstante son defectos superficiales que producen el mismo tipo de depreciacio´n en la fruta.
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de la adquisicio´n.
La figura 5.2 muestra ima´genes RGB de cuatro frutos, el primero es un fruto sano y los tres
restantes son c´ıtricos afectados por trips/rameados, Penicillium digitatum y Penicillium italicum
respectivamente. En las columnas contiguas se observan ima´genes monocroma´ticas adquiridas a
530 nm, 640 nm, 740 nm y 910 nm respectivamente. Observando las ima´genes RGB de los cuatro
frutos se aprecia a simple vista el dan˜o producido por trips/rameados comparado con la piel
sana. Por el contrario, en los frutos con podredumbres verde y azul es dif´ıcil distinguir las zonas
sanas de las afectadas por los hongos. Adema´s tambie´n se pone de manifiesto la dificultad para
distinguir un tipo de hongo del otro. Todas las ima´genes adquiridas se han preprocesado siguiendo
la metodolog´ıa de correccio´n propuesta en (Go´mez-Sanchis et al., 2008c) descrita en el cap´ıtulo 3
de esta Tesis Doctoral.
RGB λ = 530 nm λ = 640 nm λ = 740 nm λ = 910 nm
Figura 5.2: Ima´genes RGB y monocroma´ticas (530 nm, 640 nm, 740 nm y 910 nm) de una mandarina
sana y afectadas por trips/rameados, p. digitatum y p. itallicum
5.3.3. Conjunto de datos etiquetado
El conjunto de te´cnicas supervisadas (tanto de seleccio´n de caracter´ısticas como de segmen-
tacio´n) utilizadas en los ensayos de este cap´ıtulo motiva la construccio´n de un conjunto de datos
etiquetado. Se han construido dos conjuntos etiquetados con 172 caracter´ısticas asociadas a un
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p´ıxel. En concreto, una caracter´ıstica de tipo clase, 57 variables con cara´cter puramente espec-
tral (nivel de reflectancia del p´ıxel en cada banda adquirida) y 114 caracter´ısticas con cara´cter
espacio-espectral (reflectancia promedio y desviacio´n t´ıpica de una vecindad del p´ıxel en cada
banda adquirida). La diferencia de ambos conjuntos viene impuesta por el taman˜o de la vecindad
considerada para obtener las caracter´ısticas espacio-espectrales. Se han considerado dos taman˜os
de ventana, 3×3 y 5×5, con el fin de evaluar el rendimiento de los modelos desarrollados optimi-
zando el taman˜o de la ventana. Cada una de las ventanas proporcionara´ una resolucio´n espacial
distinta, la primera de 0.69 × 0.69 mm y la segunda de 1.16 × 1.16 mm mm.
Los conjuntos etiquetados se han formado etiquetando manualmente regiones de taman˜o va-
riable de las ima´genes adquiridas, en 143095 p´ıxeles clasificados en 5 clases distintas. Las clases
presentes son “dan˜o por Trips/Rameado” (TR), “piel sana color verde” (PV), “dan˜o por Penici-
llium digitatum” (PD), “dan˜o por Penicillium italicum” (PI) y “piel sana color naranja” (PN).
Cada patro´n contiene 172 valores de reflectancia (del pixel, promedio y desviacio´n t´ıpica de la
regio´n) y una clase asignada por un experto. No se ha incluido una clase fondo ya que los p´ıxeles
del fondo de la imagen se han segmentado previamente en la etapa de preprocesado. La figura 5.3
muestra los espectros promedios de cada clase en el conjunto de entrenamiento y la desviacio´n
t´ıpica.
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Figura 5.3: a) Espectros promedio y b) Desviacio´n t´ıpica por clase en el conjunto de entrenamiento
etiquetado.
Las clases TR y PV presentan un pico de absorcio´n en 680 nm, lo cual hace que sus espectros
caracter´ısticos sean claramente diferenciables del resto de clases. Esta diferencia se debe a la baja
presencia de carotenoides y a la presencia de clorofila y flavonoides (Cerco´s et al., 2005) en los
p´ıxeles de estas clases. No obstante, en la segunda clase se observa que este pico de absorcio´n es
ma´s acentuado, como es de esperar debido a la ausencia de defecto. Otro hecho que se observa es
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que existe un pico de absorcio´n de 950 nm a 980 nm, que es ma´s acentuado en los espectros de
las clases podrido. En esa regio´n existe un pico de absorcio´n secundario del agua (Matcher et al.,
1994; Sims and Gamon, 2003), que denota la presencia de una mayor cantidad de agua. Esto
concuerda con el aumento de la cantidad de agua que se produce en la piel de un c´ıtrico dan˜ado
por podredumbres en estados incipientes debido a la rotura de la pared celular afectada por el
hongo.
Tras el estudio de la figura 5.3b) se observa que la clase PV presenta una elevada variabilidad
en las bandas que van del verde al rojo debido a la diferencia de tonos en el color de la piel de los
p´ıxeles de esta clase. Adema´s existe un mı´nimo local coincidiendo con el pico de absorcio´n de la
clorofila. Esto puede deberse a que la variabilidad en esta banda se reduce por la predominancia
del feno´meno antes mencionado sobre otros mecanismos de absorcio´n. Este hecho contrasta con
los ma´ximos locales encontrados en el espectro de variabilidad para las clases PD y PI, debido a
la presencia de p´ıxeles de zonas dan˜adas con pigmentacio´n naranja y verde. La mayor´ıa de fruta
de la que se han extra´ıdo los p´ıxeles de las clases TR y PV presentaban un pigmentacio´n verde
predominante sobre la naranja, en contraste con el color de las frutas de las que se han extraido
los p´ıxeles de las clases PD, PI y PN. Este hecho esta´ justificado por la dificultad de producir
podredumbre en frutos con un grado de maduracio´n menor, debido a la presencia de flavonoides
que impiden su desarrollo (Ortun˜o et al., 2006).
La principal dificultad en el problema de clasificacio´n propuesto es distinguir entre las clases
PD, PI y PN como se puede observar en la figura 5.3a). Contrastando con los espectros mostrados
en la figura 4.4a) de la base de datos del cap´ıtulo 4, se observa que la clase PN esta ma´s separada de
las dos clases podrido. Esto se debe a la mejora que introduce el sistema de iluminacio´n (campana
de iluminacio´n esfe´rica) en la adquisicio´n de las ima´genes. Concluida la fase de seleccio´n de
caracter´ısticas se realizara´ una interpretacio´n f´ısica de las bandas ma´s relevantes en el problema
de clasificacio´n.
El conjunto etiquetado se ha dividido en tres conjuntos: un conjunto de entrenamiento com-
puesto por el 10 % de los p´ıxeles, un conjunto de validacio´n compuesto por otro 10 % de los
p´ıxeles y un conjunto de test compuesto por el 80 % restantes. Los dos primeros subconjuntos se
han empleado para seleccionar caracter´ısticas y construir los modelos de segmentacio´n. El tercero
se ha empleado para evaluar las te´cnicas propuestas para segmentar las ima´genes. La eleccio´n de
un porcentaje elevado en el nu´mero de p´ıxeles que contiene el conjunto de test es comprobar la
capacidad de generalizacio´n de los modelos.
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5.3.4. Seleccio´n de caracter´ısticas
En el cap´ıtulo anterior se discutio´ la necesidad de emplear te´cnicas de seleccio´n de caracter´ısti-
cas en lugar de extraccio´n de caracter´ısticas para reducir la dimensionalidad. La filosof´ıa empleada
en este cap´ıtulo sera´ la misma, esta decisio´n esta´ motivada con un doble objetivo: 1) optimizar el
funcionamiento de los clasificadores empleados reduciendo el nu´mero de entradas de los mismos,
y 2) extraer conocimiento sobre el nu´mero mı´nimo de bandas, y su significado f´ısico, que ayudan
a diferenciar las clases en el problema de clasificacio´n tratado y a evitar la adquisicio´n del resto
de bandas por un sistema de visio´n a medida para la deteccio´n de podredumbres. Existe otro
tipo de te´cnicas para reducir la dimensionalidad del problema, la extraccio´n de caracter´ısticas. No
obstante e´stas no cumplen con el segundo objetivo planteado, ya que reducen la dimensionalidad
del problema clasificacio´n a costa de trabajar en un espacio transformado con caracter´ısticas que
se obtienen a partir de todas las bandas adquiridas. Por el contrario, una de las ventajas de la
seleccio´n de caracter´ısticas, es la interpretabilidad de los resultados obtenidos desde el punto de
vista f´ısico.
En el cap´ıtulo 4 se empleo´ una serie de me´todos de seleccio´n de caracter´ısticas del tipo filter
(Blum and Langley, 1998) y wrapper (Kohavi and John, 1997). En este cap´ıtulo solo se van a
emplear me´todos filter debido a su ra´pida convergencia y su robustez ante cambios en el me´todo
de clasificacio´n empleado, ya que no optimizan el acierto de un clasificador en concreto, co-
mo en el caso de los me´todos wrapper2. Los me´todos de seleccio´n de caracter´ısticas empleados
en estos experimentos son: T-Test (TT) (Li et al., 2006), divergencia Kullback-Leibler (KLD)
(Abe et al., 2000), Ana´lisis de Correlaciones (CA) (Go´mez-Chova et al., 2003), Cota de Chernoff
(CB) (Theodoridis and Koutroumbas, 1999), Lambda de Wilks (LW) (Ouardighi et al., 2007),
Curva ROC (ROC) (Mamitsuka, 2006) y el me´todo de Mı´nima Redundancia Ma´xima Relevancia
(MRMR) (Ponsa and Lo´pez, 2007). Otra diferencia sustancial en la estrategia de seleccio´n de
bandas que se va a emplear en este cap´ıtulo es que los me´todos de seleccio´n empleados no son del
tipo multiclase3. Estos me´todos a priori so´lo son va´lidos para problemas de clasificacio´n binarios.
El problema de segmentacio´n tratado en este cap´ıtulo presenta cinco clases, como se ha discutido
en la seccio´n 5.3.3. Para solventar este problema, se va a obtener una seleccio´n de caracter´ısticas
por cada una de las clases empleando el paradigma one vs. all4, obtenie´ndose una seleccio´n de
caracter´ısticas para cada clase, que maximiza la separabilidad entre esa clase y el resto. A partir
de la seleccio´n de cada clase y la medida de relevancia dentro del me´todo, se obtendra´ una sola
2Las te´cnicas de clasificacio´n empleadas en este cap´ıtulo, las redes neuronales, hace que no sea viable utilizar
me´todos wrapper debido al elevado tiempo de entrenamiento requerido en cada iteracio´n del me´todo de seleccio´n.
3En el cap´ıtulo 4 se emplearon me´todos de seleccio´n que permit´ıan la presencia de dos o ma´s clases estableciendo
la salida de los mismos como una variable de regresio´n.
4Este paradigma consiste ba´sicamente en que cuando se esta´ obteniendo la seleccio´n de una clase “a”, todas los
patrones del resto de clases se consideran pertenecientes a una clase “a”.
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seleccio´n por me´todo, a partir de combinar los subconjunto de variables seleccionadas para cada
clase.
Cada una de las selecciones obtenidas con cada me´todo se utilizara´ al final como entrada
de otro me´todo que denominaremos comite´ de expertos (CE) y que producira´ una seleccio´n de
caracter´ısticas fruto de todas las dema´s. Finalmente se comparara´ la seleccio´n obtenida con cada
uno de los me´todos por separado con la obtenida por el comite´ de expertos.
Me´todos de seleccio´n de caracter´ısticas
Cada uno de los me´todos empleados en este cap´ıtulo proporciona una seleccio´n de caracter´ısti-
cas asociada a cada clase y la relevancia de cada variable. El modo de obtener una sola seleccio´n
por me´todo se repite para cada uno de los me´todos y consiste en sumar los ı´ndices de relevancia
asociados a la seleccio´n de cada banda para, a continuacio´n, ordenar los ı´ndices de relevancia aso-
ciados a cada variable obtenie´ndose un ranking y la relevancia global de la misma. La seleccio´n
obtenida es la que optimiza la separabilidad global de todas las clases. A continuacio´n revisamos
los me´todos de seleccio´n usados.
• TT. Este me´todo evalu´a si dos clases, en un problema de clasificacio´n binario, son estad´ısti-
camente diferentes entre si. Para ello se evalu´a la diferencia cociente entre las medias de las
dos clases y las varianzas de las mismas para cada variable (Liu and Motoda, 1998b).
• CA. Este me´todo se ha usado en dos tareas de la estrategia de seleccio´n de caracter´ısticas. En
primer lugar se va a emplear para eliminar las bandas contiguas correlacionadas linealmente
ma´s alla´ de un umbral, obtenie´ndose una preseleccio´n de caracter´ısticas. Adema´s CA se
empleara´ como me´todo de seleccio´n de caracter´ısticas que participara´ en CE. Los detalles
te´cnicos de CA se presentaron en la seccio´n 4.3.4.
• KLD. Consiste en el ca´lculo de la entrop´ıa relativa entre las distribuciones de dos variables
aleatorias. Esta medida permite establecer la informacio´n comu´n entre cada variable y la
clase (Kullback, 1987).
• CB. Me´todo basado en la minimizacio´n del error de clasificacio´n basado en la distancia de
Bhattacharyya (Guorong et al., 1996).
• LW. El estad´ıstico λ de Wilks permite establecer la importancia de una variable en base a
la significancia estad´ıstica en el proceso de discriminacio´n lineal de dicha variable respecto
de la salida (El Ouardighi and Aboutajdine, 2007).
• ROC. Basado en el ca´lculo del a´rea bajo la curva ROC (Receiver Operating Curve) y
la exclusio´n/inclusio´n de variables en el problema de clasificacio´n propuesto (Mamitsuka,
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2006).
• MRMR. Este me´todo se caracteriza por evaluar que´ variable esta´ ma´s correlacionada con la
variable clase (maximal relevance) y evaluar simulta´neamente la informacio´n compartida con
el resto de variables desde el punto de vista de su informacio´n mutua (minimum redundancy)
(Peng et al., 2005; Ding and Peng, 2005, 2003).
• CE. Este me´todo proporciona una seleccio´n de caracter´ısticas a partir de la seleccio´n global
proporcionada por cada uno de los me´todos anteriores. La idea fundamental de la te´cnica
radica en evaluar que´ caracter´ısticas son seleccionadas con ma´s frecuencia por cada miembro
del comite´, ponderando dicha eleccio´n por la posicio´n que ocupa la variable en los respectivos
rankings. La relevancia de una variable proporcionada por este me´todo se calcula a partir
de la suma de las inversas de la posicio´n que ocupa la variable en el ranking establecido por
cada me´todo. La razo´n por la que se ha elegido la inversa de la posicio´n en el ranking de
cada me´todo, en lugar de la propia relevancia de cada me´todo, es que los diferentes me´todos
proporcionan relevancias en diferentes escalas que no pueden ser comparadas. Esta te´cnica
se ha aplicado con e´xito en problemas de seleccio´n de caracter´ısticas aplicados al sensado
remote (Go´mez-Chova, 2008).
Estrategia para obtener el nu´mero o´ptimo de bandas
Uno de los objetivos de este cap´ıtulo es obtener un nu´mero reducido de bandas que permita
obtener buenos resultados en la etapa de segmentacio´n de los defectos. Pero, ¿cua´l es el nu´mero
adecuado de bandas para realizar este cometido? La respuesta a esta pregunta es, en la mayor´ıa
de problemas, aque´l que mejore el resultado de la clasificacio´n, hasta que se alcanza en mayor
o menor medida una saturacio´n en el ı´ndice de acierto del clasificador (como se observo´ en la
seccio´n 4.4 del cap´ıtulo anterior).
La estrategia empleada consiste en utilizar como variables de entrada a los me´todos de seleccio´n
de caracter´ısticas la reflectancia promedio y la desviacio´n t´ıpica de una vecindad del p´ıxel tratado
en cada banda adquirida. Se ha descartado utilizar la reflectancia del p´ıxel en cada banda con
el fin de que los me´todos de seleccio´n proporcionen informacio´n sobre que´ bandas son las ma´s
relevantes evitando que los rankings proporcionen informacio´n redundante. Un ejemplo de esta
situacio´n ser´ıa que un me´todo seleccionara´ una determinada banda y su promedio en dos posiciones
contiguas del ranking.
Posteriormente se realiza una preseleccio´n de variables utilizando un ana´lisis de correlaciones,
fijando emp´ıricamente una correlacio´n umbral de |0,9| con el fin de eliminar variables espectral-
mente contiguas muy correlacionadas. La preseleccio´n de las variables obtenidas se emplea como
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entrada de los me´todos de seleccio´n arriba descritos.
A continuacio´n se procede a evaluar el nu´mero de variables Nsat que produce la saturacio´n
en el acierto de un clasificador utilizando secuencialmente las variables proporcionadas por cada
me´todo de seleccio´n. Para ello se va a construir un clasificador con la primera variable del ranking
y se evalu´a su acierto, a continuacio´n se repite el proceso incluyendo la siguiente variable en el
ranking. As´ı sucesivamente hasta emplear las 114 variables introducidas al me´todo de seleccio´n.
El clasificador empleado ha sido CART debido a la rapidez de convergencia de este algoritmo y
el bajo coste computacional que requiere esta te´cnica. Este proceso se repetira´ para cada me´todo
de seleccio´n con el fin de evaluar cua´l proporciona un mejor rendimiento en la clasificacio´n.
De este experimento se extraera´n las longitudes de onda que aportan la informacio´n ma´s
relevante para la clasificacio´n. El criterio empleado para seleccionar una longitud de onda u otra
sera´ el de seleccionar aquellas asociadas a un promedio o desviacio´n t´ıpica de las Nsat primeras
variables seleccionadas por los me´todos vencedores. Por ejemplo, supongamos que el me´todo CE
proporciona el mejor acierto con el clasificador empleado, y el acierto promedio del mismo se
satura empleando las variables λ530, λ560, λ680 y σ480. Ante esta situacio´n se deducir´ıa que las
longitudes de onda relevantes proporcionadas por CE son 530 nm, 560 nm, 680 nm y 480 nm. La
metodolog´ıa propuesta se repetira´ para los dos taman˜os de vecindad empleados, obtenie´ndose a
la conclusio´n de esta etapa las caracter´ısticas (λ,λ y σ) de las longitudes de onda vencedoras, que
se empleara´n como entrada de los me´todos de segmentacio´n de imagen.
5.3.5. Te´cnicas de segmentacio´n no lineales
Los resultados obtenidos en el cap´ıtulo 4 pusieron de manifiesto que las te´cnicas de clasificacio´n
no lineal produc´ıan mejores resultados en la deteccio´n de podredumbres. Siguiendo estos resultados
se van a utilizar u´nicamente te´cnicas no lineales para la deteccio´n de podredumbres. En concreto se
va a emplear CART y ANN. Tanto CART como las ANN se han mostrado eficaces en problemas de
clasificacio´n de ima´genes hiperespectrales (Ham et al., 2005; Go´mez-Chova et al., 2003; Du et al.,
2006; Tumbo et al., 2002; Ye et al., 2006).
A´rboles de decisio´n
En la seccio´n 4.3.5 se presentaron las principales caracter´ısticas y razones por las que se
ha utilizado esta herramienta para segmentar ima´genes hiperespectrales en esta Tesis Doctoral.
Asimismo se realizo´ una breve descripcio´n de la te´cnica desde un punto de vista formal. Los
para´metros elegidos para construir los modelos basados en CART que se han empleado en este
cap´ıtulo han sido los mismos que se emplearon en los ensayos del cap´ıtulo anterior. La principal
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diferencia radica en la estrategia de seleccio´n de caracter´ısticas, la base de datos empleada y las
caracter´ısticas de entrada del a´rbol, en concreto caracter´ısticas espaciales como la reflectancia
promedio y la desviacio´n t´ıpica de una vecindad del p´ıxel a analizar.
Redes neuronales artificiales
No existe una definicio´n general de red neuronal artificial, existiendo diferentes segu´n el texto
consultado. No obstante, en casi todas las definiciones aparece el componente de simulacio´n del
comportamiento biolo´gico. Lo que s´ı tienen en comu´n las ANN con el cerebro humano es la
distribucio´n de las operaciones a realizar en una serie de elementos ba´sicos que, por analog´ıa
con los sistemas biolo´gicos, se conocen como neuronas. Estos elementos esta´n interconectados
entre s´ı mediante una serie de conexiones que, siguiendo con la analog´ıa biolo´gica, se conocen
como pesos sina´pticos. Estos pesos var´ıan con el tiempo mediante un proceso conocido como
aprendizaje. As´ı pues, podemos definir el aprendizaje de una red como el proceso por el cual
modifica las conexiones entre neuronas (los pesos sina´pticos) para realizar una tarea determinada.
Veremos ma´s adelante los diferentes tipos de aprendizaje que existen. La potencia computacional
de una red neuronal deriva, principalmente, de su estructura de ca´lculo distribuido.
Las principales ventajas que presentan las redes neuronales son (Haykin, 1999):
• Son sistemas distribuidos no lineales: Una neurona es, en su definicio´n ma´s general, un
elemento no lineal por lo que una interconexio´n entre ellas (red neuronal) tambie´n sera´ un
sistema de procesado no lineal. Esta propiedad permitira´ la modelizacio´n de sistemas no
lineales y cao´ticos, modelizacio´n que´, con los modelos lineales no se puede realizar con e´xito.
• Son sistemas tolerantes a fallos: Una red neuronal, al ser un sistema distribuido, per-
mite el fallo de algunos elementos individuales (neuronas) sin alterar significativamente la
respuesta total del sistema.
• Son sistemas adaptables: Una red neuronal tiene la capacidad de modificar los para´me-
tros de los que depende su funcionamiento de acuerdo con los cambios que se produzcan en
su entorno de trabajo (cambios en las entradas, presencia de ruido, etc.). Esta capacidad
de adaptacio´n no puede ser excesivamente grande ya que se tendr´ıa un sistema inestable
que responder´ıa a pequen˜as perturbaciones. E´ste es el problema conocido como el dilema
plasticidad-estabilidad.
• Establecen relaciones no lineales entre variables dependientes e independientes:
Las redes neuronales son capaces de relacionar dos conjuntos de variables. Comparando con
los me´todos estad´ısticos cla´sicos tienen como ventaja que los datos no tienen por que´ cumplir
las condiciones de linealidad, Gaussianidad y estacionariedad (Proakis, 1997).
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El elemento fundamental de ca´lculo de una red neuronal artificial es la neurona, todo modelo
artificial de neurona presenta los siguientes elementos ba´sicos:
1. Un conjunto de conexiones, pesos o sinapsis que determinan el comportamiento de la neu-
rona.
2. Una funcio´n de transformacio´n que se encarga de combinar todas las entradas con las res-
pectivas sinapsis.
3. Una funcio´n de activacio´n no lineal para limitar la amplitud de la salida de la neurona.
4. Un umbral exterior que determina el valor por encima del cual la neurona se activa.
Esquema´ticamente, una neurona artificial quedar´ıa representada por la figura 5.4.
X1
X2
X3
Xk
Wn1 X1
Wn2 X2
Wn3 X3
Wn4 X4
S
u
m
a
d
o
r
Un Función
no lineal
Umbral
Salida
Figura 5.4: Esquema de neurona artificial.
siendo x el vector de entrada, wn el vector de pesos sina´pticos, Un la funcio´n de transformacio´n
y ψ la funcio´n de activacio´n no lineal (ecuacio´n 5.3.1, 5.3.2).
Un =
k∑
n=1
wnk · xk (5.3.1)
salida = ψ(Un) = ψ(
k∑
n=1
wnk · xk) (5.3.2)
En la bibliograf´ıa se encuentran un sinf´ın de funciones de transformacio´n Un y funciones de
activacio´n ψ. En concreto en este trabajo se ha empleado como funcio´n de transformacio´n Un el
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producto escalar (ecuacio´n 5.3.1). En este trabajo se han empleado dos funciones de activacio´n
distinta dependiendo de la posicio´n que ocupa la neurona en la arquitectura del modelo. En
particular se han empleado la funcio´n sigmoide en las capas ocultas:
ψ(Un) =
1
(1 + e−a·Un)
(5.3.3)
y la funcio´n de activacio´n de Potts en la capa de salida:
ψ(Un) =
eUn∑NS
i=1 e
Ui
(5.3.4)
Donde NS es el nu´mero de neuronas en la capa de salida y Ui la salida de cada neurona de la
u´ltima capa oculta. El empleo de de la funcio´n de Potts esta´ especialmente indicado en problemas
de clasificacio´n con varias neuronas de salida, la peculiaridad que introduce esta funcio´n es que
tiene en cuenta el valor obtenido por el sumador de cada una de las neuronas de salida sobre una
dada.
Las neuronas se pueden conectar entre s´ı para dar lugar a estructuras neuronales. Estas es-
tructuras constituyen lo que se denomina arquitectura de la red. En este trabajo se han empleado
arquitecturas con una y dos capas ocultas. La red neuronal empleada en este trabajo ha sido el
perceptro´n multicapa (MLP). El perceptro´n multicapa es la red neuronal artificial ma´s conocida y
con un mayor nu´mero de aplicaciones. Su historia comienza en 1958 cuando Rosenblatt publica los
primeros trabajos sobre un modelo neuronal y su algoritmo de aprendizaje que llama perceptro´n.
El perceptro´n multicapa es una red formada por una capa de entrada, al menos una capa oculta
y una capa de salida. Su estructura se muestra en la figura 5.5. La presencia de capas ocultas
es la cualidad que permite al MLP realizar clasificacio´n de problemas no lineales. El nu´mero de
neuronas que forman las capas de entrada y salida esta´ determinado por el problema. En este
trabajo se han empleado 3 ·Nsat neuronas de entrada y 5 neuronas de salida.
El nu´mero de capas ocultas y de neuronas en cada una de ellas no esta´ fijado ni por el problema
ni por ninguna regla teo´rica, por lo que el disen˜ador es quien decide esta arquitectura en funcio´n
de la aplicacio´n. U´nicamente esta´ demostrado que, dado un conjunto de datos conexo, con una
sola capa oculta de neuronas no lineales es posible establecer una relacio´n entre dicho conjunto de
datos, aunque no se especifica el nu´mero de neuronas necesarias. Si el conjunto no es conexo hacen
falta al menos dos capas ocultas (Kolmogorov, 1957), de ah´ı que se hayan evaluado arquitecturas
con una y dos capas ocultas. Intuitivamente, es lo´gico pensar que, ante estos inconvenientes, la
solucio´n ido´nea es implementar una red con muchas capas ocultas y una gran cantidad de neuronas
en cada una de ellas. No obstante esta solucio´n no siempre es adecuada ya que puede disminuir
la capacidad de generalizacio´n de la red. La solucio´n empleada para determinar el nu´mero de
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neuronas en las capas ocultas ha sido evaluar arquitecturas con un nu´mero variable de neuronas.
En concreto, se han realizado pruebas con arquitecturas de 10 a 20 neuronas en cada capa oculta,
cuyos valores se han fijado a trave´s de ensayos preliminares.
Capa de
 Entrada
.
.
.
.
.
.
.
.
.
1ª Capa  2ª Capa 
 Oculta Oculta
Capas
Ocultas 
.
.
Capas de
Salida
Clase 1
Clase Ns
Perceptron Multicapa
Figura 5.5: Esquema de la arquitectura del MLP.
La u´ltima pieza necesaria para elaborar un modelo basado en ANN es el algoritmo de apren-
dizaje. Existen diferentes algoritmos de aprendizaje que optimizan las conexiones (w) entre las
neuronas segu´n el error ej cometido por cada neurona de salida de la red, entendiendo por error
la diferencia que existe entre la salida de la red y la salida deseada. Los ma´s utilizados son los
algoritmos por descenso de gradiente (ecuacio´n 5.3.5) que se basan en la minimizacio´n, de una
determinada funcio´n mono´tona creciente del error cometido. La velocidad de convergencia y la
resolucio´n del algoritmo de aprendizaje viene dada por la constante de adaptacio´n α.
w(t+ 1) = w(t)− α · ∇J (5.3.5)
Siendo t y t + 1 los instantes temporales previo y posterior a la actualizacio´n de los pesos w.
La funcio´n J a minimizar, se denomina funcio´n de coste. La funcio´n de coste que se ha empleado
en este trabajo es:
J =
1
2M
M∑
i=1
Ns∑
j=1
e2j (i) (5.3.6)
En esta expresio´n, M es el nu´mero de muestras utilizadas para entrenar la red. Desde un
punto de vista de ma´xima verosimilitud, esta funcio´n de coste asume una distribucio´n de errores
de tipo normal (Bishop, 1995). Una vez definida la funcio´n de coste a utilizar hay que aplicar un
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procedimiento de minimizacio´n de dicha funcio´n; este proceso recibe el nombre de aprendizaje de
la red y existen dos tipos (Haykin, 1999):
• On-line. El aprendizaje se realiza patro´n a patro´n. Durante todo el entrenamiento se le
proporciona a la red cada entrada junto con su salida deseada. Se mide el error y en funcio´n
de e´ste se adaptan los pesos sina´pticos mediante el algoritmo de aprendizaje escogido.
• Batch. En este tipo, el aprendizaje se realiza e´poca a e´poca (t→ t+ 1). En esta aproxima-
cio´n, una e´poca supone el paso de todos los patrones de entrenamiento por la red. En este
tipo de aprendizaje, se pasa a la red todos los patrones de entrenamiento, se estima el error
total cometido y se adaptan los pesos en funcio´n del error promediado cometido.
Para este trabajo se ha empleado un tipo de aprendizaje de tipo batch. Esta decisio´n esta
motivada por los resultados de una serie de ensayos preliminares que pusieron de manifiesto que el
aprendizaje de tipo on-line presentaba un tiempo de convergencia mucho mayor, proporcionando
resultados similares al tipo batch.
El algoritmo de aprendizaje empleado se denomina backpropagation y es un algoritmo de
descenso por gradiente que propaga las sen˜ales desde la capa de salida hasta la capa de entrada,
optimizando los valores de los pesos sina´pticos mediante un proceso basado en la minimizacio´n
de la funcio´n de coste. Por ello, puede dividirse el algoritmo en dos fases; 1) Propagacio´n hacia
adelante: se propagan las sen˜ales desde la capa de entrada hasta la de salida, determina´ndose la
salida de la red y el error cometido al comparar e´sta con el valor de la salida deseada que se le
facilita a la red durante la etapa de aprendizaje. 2) Propagacio´n hacia atra´s: en funcio´n de los
errores cometidos en la capa de salida, el algoritmo se encarga de optimizar los valores de los
pesos sina´pticos que determinan las conexiones entre las neuronas mediante la retropropagacio´n
del error desde la capa de salida a la de entrada a trave´s de las capas ocultas.
El desarrollo matema´tico de la regla de actualizacio´n de pesos del algoritmo backpropagation
es largo y complejo y se puede consultar en cualquier libro de redes neuronales citados en es-
ta seccio´n (Bishop, 1995; Haykin, 1999), as´ı pues nos centraremos en los aspectos pra´cticos de
implementacio´n del algoritmo.
1. Inicializacio´n de los pesos sina´pticos. Es fundamental en el funcionamiento de una red
ya que el algoritmo de aprendizaje parte de un punto determinado de la funcio´n de error
y se mueve por ella hasta llegar al mı´nimo ma´s cercano. Este mı´nimo no tiene porque´ ser
el mı´nimo global de la funcio´n sino que puede tratarse de un mı´nimo local. Por tanto, es
fundamental variar el punto de partida para que en algu´n momento el mı´nimo alcanzado sea
un mı´nimo global. Para solventar este problema la estrategia planteada ha sido realizar 50
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incializaciones aleatorias de pesos sina´pticos con el fin de explorar aleatoriamente el espacio
vectorial donde se define la funcio´n de error.
2. Eleccio´n de la constante de adaptacio´n. Es la responsable de la velocidad de con-
vergencia del algoritmo. Se ha de llegar a un compromiso en la eleccio´n de la constante
de adaptacio´n, ya que un valor excesivo de e´sta puede dar lugar a inestabilidades en la
convergencia del algoritmo mientras que un valor demasiado pequen˜o puede implicar un
tiempo de convergencia muy elevado. Existen algoritmos que plantean modificaciones sobre
la constante de adaptacio´n durante el proceso de entrenamiento. Estos algoritmos tienen
todos ellos en comu´n la siguiente caracter´ıstica: la constante de adaptacio´n es grande lejos
del mı´nimo y pequen˜a en sus inmediaciones. La diferencia entre ellos es la forma de plantear
el crecimiento/decrecimiento de dicha constante (Soria et al., 2006). El algoritmo empleado
que ajuste la constante de adaptacio´n es el propuesto por Silva and Almeida (1990).
3. Criterio de parada del aprendizaje. Este criterio determina cua´ndo el algoritmo de
aprendizaje considera que ha finalizado su convergencia efectiva. Sobre esta cuestio´n hay
diferentes criterios: fijar el nu´mero de e´pocas de antemano, fijar un umbral del error por
debajo del cual detener el proceso de aprendizaje, fijarse en la evolucio´n de los errores,
etc. La solucio´n empleada en este trabajo es dividir el conjunto de datos etiquetado en
tres conjuntos: entrenamiento, validacio´n y test. Con el primero de ellos se entrena la red
y con el segundo se comprueba el funcionamiento de la red entrenada con patrones no
vistos anteriormente y se decide el momento en el que se detiene el entrenamiento. El
objetivo de este me´todo es obtener la mejor capacidad de generalizacio´n posible, ya que
llega un momento en el que el error de generalizacio´n empieza a aumentar porque la red
esta´ “sobreaprendiendo” los patrones de entrenamiento, lo que conduce a una peor capacidad
de generalizacio´n.
4. Arquitectura de la red. Como ya se comento´ anteriormente, la eleccio´n del nu´mero de
neuronas ocultas, as´ı como el nu´mero de capas ocultas es problema´tica porque es ba´sica-
mente un proceso de prueba y error. En este trabajo se han elegido arquitecturas con un
nu´mero de neuronas variables de 10 a 20. Asimismo, se han evaluado arquitecturas con 1 y
2 capas ocultas.
5. Funcio´n de error. Esta funcio´n determinara´ el mı´nimo al cual tienden los pesos de la red.
La funcio´n de error empleada en este trabajo es el error cuadra´tico medio:
e =
Ns∑
k=1
(dk − yk)
2 , (5.3.7)
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siendo yk la salida de la neurona de salida k, dk el valor deseado de dicha salida y Ns el
nu´mero de neuronas en la capa de salida (que en nuestro problema viene dado por el nu´mero
de clases a clasificar).
Estrategia de segmentacio´n. Comparacio´n de grupos de bandas
Tras la etapa de seleccio´n de longitudes de onda, se han construido modelos de clasificacio´n
basados en CART y ANN para segmentar ima´genes hiperespectrales con diferentes subconjuntos
de bandas. Las entradas a los modelos de clasificacio´n han sido el valor de reflectancia del p´ıxel
(λ), el valor promedio de una vecindad del p´ıxel (λ) y la desviacio´n t´ıpica de la vecindad del p´ıxel
(σ). Por ejemplo, si se hubieran seleccionado 10 longitudes de onda con los me´todos de seleccio´n,
el clasificador tendr´ıa 30 entradas.
Se han elaborado modelos de segmentacio´n basados en las te´cnicas de seleccio´n de caracter´ısti-
cas que mejores resultados proporcionan para los diferentes taman˜os de ventana ensayados y en
dos clasificadores no lineales, CART y ANN. En concreto, se ha evaluado la seleccio´n del nu´mero
o´ptimo de bandas espectrales proporcionadas por el mejor me´todo de seleccio´n de caracter´ısticas
individual y la del comite´ de expertos, con vecindades de 3×3 y 5×5, y los clasificadores propues-
tos. Esta decisio´n esta´ motivada para determinar cua´l es la estrategia o´ptima de segmentacio´n
(me´todo de seleccio´n+vecindad+clasificador). Utilizando la mejor estrategia se ha elaborado un
clasificador de fruta a partir de caracter´ısticas obtenidas de las ima´genes segmentadas.
Una vez construidos los modelos de segmentacio´n se ha evaluado su rendimiento mediante el
acierto promedio del segmentador (OA) y la κ de Cohen5 en el conjunto de test. Esta decisio´n
esta´ motivada con el fin de evaluar tanto el acierto como el rendimiento global del clasificador,
por ejemplo utilizando esta medida se puede evaluar si el clasificador esta´ sesgado hacia una o
ma´s clases.
5.3.6. Clasificacio´n de frutas
Se ha implementado una metodolog´ıa de clasificacio´n de fruta a partir de la imagen segmentada
por la mejor estrategia de segmentacio´n. El clasificador elegido es un a´rbol de decisio´n con las 4
clases definidas en el material vegetal de este ensayo (trips/rameados, Fruta sana, Podredumbre
por Penicillium digitatum y Penicillium italicum). Las caracter´ısticas de entrada del clasificador
son los siguientes:
• Porcentaje de p´ıxeles en la imagen segmentados como “trips/rameados” (PTR).
5
κ de Cohen ya utilizada en el cap´ıtulo anterior sirve para evaluar el rendimiento de un clasificador.
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• Porcentaje de p´ıxeles en la imagen segmentados como “piel sana verde” (PSV).
• Porcentaje de p´ıxeles en la imagen segmentados como “piel sana naranja” (PSN).
• Porcentaje de p´ıxeles en la imagen segmentados como “p. digitatum” (PPD).
• Porcentaje de p´ıxeles en la imagen segmentados como “p. italicum” (PPI).
Dichos porcentajes se han obtenido a partir de las ima´genes segmentadas con la mejor estrategia de
segmentacio´n. El modelo se ha entrenado utilizando una seleccio´n aleatoria del 40 % del material
vegetal utilizado en este ensayo, el 60 % de las frutas restante se ha utilizado para validar el
modelo.
5.4. Resultados
5.4.1. Seleccio´n de bandas
La figura 5.6 muestra las matrices de correlacio´n lineal utilizadas para realizar la preseleccio´n
de variables (media y desviacio´n t´ıpica de cada banda adquirida) que se han empleado como
entradas de los me´todos de seleccio´n con los dos taman˜os de vecindad ensayados. La principal
diferencia entre ambos conjuntos de datos radica en que el grupo de variables a partir de la banda
57 (desviaciones t´ıpicas de cada banda) presenta una correlacio´n ma´s elevada en la vecindad 5×5
que en la vecindad 3 × 3; este hecho se debe a que en la primera vecindad las distribuciones de
datos esta´n ma´s suavizadas. Tras descartar las variables contiguas con una correlacio´n mayor de
|0,9| se han preseleccionado 87 variables con ambas vecindades de las 114 variables iniciales. La
tabla 5.1 muestra los dos tipos de variable (media y desviacio´n t´ıpica) y dentro de cada tipo
las bandas preseleccionadas utilizando una y otra vecindad. En ambos conjuntos, el proceso de
preseleccio´n afecta a las variables de tipo promedio.
Las variables preseleccionadas se han utilizado como entrada de los me´todos de seleccio´n. La
figura 5.7 muestra el rendimiento, a efectos de acierto de un clasificador CART, en funcio´n del
nu´mero de variables seleccionadas (en orden creciente del ranking) con cada uno de los me´todos
de seleccio´n para ambas vecindades. Se observa que el nu´mero de variables a partir del que se
produce la saturacio´n en el acierto del clasificador es 10 en ambas vecindades. En dicha figura
se observa que todos los me´todos de seleccio´n proporcionan rendimientos similares. No obstante,
el me´todo de seleccio´n individual que proporciona los mejores resultados en la clasificacio´n es
MRMR. El me´todo que se coloca en segunda posicio´n es CE. Otro resultado destacable es que en
el conjunto de la vecindad 3× 3 el acierto promedio (95 %) (en el que se produce la saturacio´n) es
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Figura 5.6: Matriz de correlacio´n para la preseleccio´n de variables espectrales media y desviacio´n t´ıpica
utilizando, a) una vecindad 3× 3 y b) 5× 5.
Vecindad/Tipo de variable λ(nm) σ(nm)
460 480 500 510 520
530 540 550 560 590
3× 3 610 640 690 700 710 TODAS
730 770 780 790 810
830 840 850 860 870
880 900 920 930 960
460 480 490 510 520
530 550 560 570 600
5× 5 620 630 650 690 700 TODAS
720 740 770 790 810
820 830 840 850 870
880 890 910 930 970
Tabla 5.1: Resultado de la preseleccio´n de bandas en las vecindades 3× 3 y 5× 5
ligeramente menor que en la vecindad 5× 5 (97 %). Este resultado, sin ser definitivo, muestra un
primer indicio (que se verificara´ en el estudio ma´s detallado que se mostrara´ en la siguiente seccio´n)
acerca de que´ vecindad es ma´s adecuada para la segmentacio´n de las ima´genes hiperespectrales
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de este ensayo.
0 10 20 30 40 50 60 70 80 90
55
60
65
70
75
80
85
90
95
100
Ac
ie
rto
 
pr
o
m
e
di
o
 
 
TT
DKL
CB
ROC
CA
LW
MRMR
CE
0 10 20 30 40 50 60 70 80 90
55
60
65
70
75
80
85
90
95
100
Número de variables                              Número de variables
Ac
ie
rto
 
pr
o
m
e
di
o
 
 
TT
DKL
CB
ROC
CA
LW
MRMR
CE
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Figura 5.7: Evaluacio´n del nu´mero o´ptimo de variables a seleccionadas con cada uno de los me´todos de
seleccio´n empleada utilizando, a) una vecindad 3× 3, b) una vecindad 5× 5.
Los me´todos de seleccio´n vencedores en este primer ensayo de rendimiento son, en ambas
vecindades, MRMR y CE. As´ı pues, los conjuntos de variables proporcionados por estos me´todos
van a ser el punto de partida para determinar las longitudes de onda ma´s relevantes para el
problema de clasificacio´n propuesto segu´n la metodolog´ıa propuesta en la seccio´n 5.3. La tabla
5.2 muestra los grupos de longitudes de onda obtenidos (en orden decreciente de relevancia) a
partir de cada uno de los me´todos de seleccio´n vencedores para cada vecindad estudiada.
Vecindad/Me´todo de seleccio´n MRMR (nm) CE (nm)
770 690 700 730 690 770 640 610
3× 3 930 640 530 970 700 710 730 590
610 510 540 780
650 720 700 740 690 650 630 720
5× 5 930 530 770 710 770 480 740 620
480 460 700 600
Tabla 5.2: Seleccio´n de bandas proporcionadas por CE y MRMR utilizando vecindades 3× 3 y 5× 5
No se observa una coincidencia completa de las bandas proporcionadas con cada me´todo. No
obstante, s´ı que existen determinadas zonas del espectro de trabajo en las que se aprecia una ligera
acumulacio´n de bandas proporcionadas por todos los me´todos. La figura 5.8 muestra la superpo-
sicio´n de los espectros promedio correspondientes a cada clase del conjunto de datos etiquetado
y las zonas de acumulacio´n de bandas arriba citadas. La acumulacio´n de bandas relevantes en las
regiones sombreadas de la figura 5.8 se puede deber a feno´menos f´ısicos de absorcio´n:
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• Regio´n rosa (470-490 nm). Esta zona permite, junto con la amarilla, diferenciar clara-
mente los p´ıxeles afectados por trips/rameados. Estos defectos se caracterizan por presentar
un color marro´n caracter´ıstico que contiene un elevado nivel de color azul respecto al resto
de clases y un de´ficit de color verde comparado con los p´ıxeles de piel verde.
• Regio´n amarilla (600-630 nm). Esta regio´n permite diferenciar el grado de maduracio´n
de la fruta, ya que los p´ıxeles de piel naranja y los afectados por podredumbres presentan
una elevada reflectividad respecto a los p´ıxeles de piel sana verde y dan˜os por trips. El
grado de maduracio´n de los frutos con podredumbres es generalmente avanzado, las podre-
dumbres atacan ma´s fa´cilmente a frutos maduros debido al bajo contenido de flavonoides
(Cerco´s et al., 2005) en los mismos.
• Regio´n verde (670-710 nm). Esta regio´n espectral coincide con el intervalo de absorcio´n
debido a la presencia de clorofila en tejidos vegetales (680 nm).
• Regio´n violeta (760-790 nm). Esta regio´n coincide con la zona de elevada reflectividad
debido a la presencia de celulosa en la piel de los c´ıtricos (Ververis et al., 2007). En esta
regio´n del espectro no existen feno´menos significativos de absorcio´n debido a componentes
bioqu´ımicos, la principal contribucio´n se debe a la celulosa y otros carbohidratos estructura-
les. La elevada reflectancia observada en esta regio´n se debe al feno´meno reflexiones mu´ltiples
en la epidermis del fruto causadas por la estructura interna de la misma. La reflectancia de
los p´ıxeles correspondientes a frutos dan˜ados (TR, PD y PI) es considerablemente menor
en esta zona del espectro que en los p´ıxeles sanos. Este feno´meno indica un cambio en la
estructura interna de los frutos que presentan dan˜o respecto a los sanos.
• Regio´n azul (940-980 nm). Esta regio´n coincide con un pico de absorcio´n secundario, pero
importante, del agua centrado en 980 nm (Curcio and Petty, 1951). En estados tempranos
de infecciones fu´ngicas en c´ıtricos, uno de los primeros efectos que produce el hongo en la
epidermis del c´ıtrico es la rotura de la pared celular produciendo una acumulacio´n de agua
bajo la epidermis del fruto podrido. De este modo se justifica la mayor absorbancia en esta
regio´n espectral presente en los p´ıxeles de zonas podridas.
La seleccio´n de bandas tiene un doble propo´sito, obtener las bandas a adquirir que servira´n
de entrada a los modelos de segmentacio´n que se mostrara´n en la siguiente seccio´n y extraer
conocimiento sobre que´ regiones del espectro contienen informacio´n sobre el problema tratado
que puede ser utilizada para implementar sistemas industriales a medida. Fruto de los resultados
obtenidos se han implementado varios subsistemas en el IVIA en una ma´quina de clasificacio´n de
podridos patentada y en explotacio´n por la empresa RODA IBERICA S.L (Blanc et al., 2007),
actualmente en fase de pruebas en varios almacenes citr´ıcolas.
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Figura 5.8: Zonas del espectro de trabajo con ma´s bandas seleccionadas por CE y MRMR.
5.4.2. Segmentacio´n no lineal con a´rboles de decisio´n y redes neuronales
En esta seccio´n se evaluara´ el rendimiento de los modelos de segmentacio´n basados en CART
y ANN utilizando las bandas seleccionadas por los mejores me´todos de seleccio´n. Asimismo se
determinara´ que´ taman˜o de vecindad produce mejores resultados en la segmentacio´n. Cada uno
de los clasificadores de p´ıxel consta de 30 entradas (3 entradas por banda seleccionada, λ, λ y
σ) obtenidas a partir de las bandas proporcionadas por los me´todos de seleccio´n CE y MRMR.
Para determinar el rendimiento de las diferentes estrategias de segmentacio´n6 se han empleado
dos medidas: el acierto promedio (OA) y la κ de Cohen (Sim and Wright, 2005) en el conjunto
etiquetado de test. El acierto promedio del clasificador proporciona conocimiento sobre la exacti-
tud del clasificador (comprendida entre el 0 % y 100 %). La κ de Cohen (comprendida entre 0 y
1) proporciona informacio´n de si el clasificador esta´ sesgado hacia alguna de las clases.
Se han implementado 4 estrategias de segmentacio´n basadas en CART:
• CART-CE-3x3. Este modelo se caracteriza por utilizar una vecindad de taman˜o 3 del
p´ıxel a clasificar y utilizar las bandas proporcionadas por CE.
• CART-MRMR-3x3. Este modelo se caracteriza por utilizar una vecindad de taman˜o 3
del p´ıxel a clasificar y utilizar las bandas proporcionadas por MRMR.
6Consideramos como estrategia de segmentacio´n el conjunto clasificador+ me´todo de seleccio´n + vecindad.
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• CART-CE-5x5. Este modelo se caracteriza por utilizar una vecindad de taman˜o 5 del
p´ıxel a clasificar y utilizar las bandas proporcionadas por CE.
• CART-MRMR-5x5. Este modelo se caracteriza por utilizar una vecindad de taman˜o 5
del p´ıxel a clasificar y utilizar las bandas proporcionadas por MRMR.
Acierto promedio (OA) y κ de Cohen en segmentadores CART
Conjunto de Entrenamiento Conjunto de Test
CART-CE CART-MRMR CART-CE CART-MRMR
3× 3 OA = 95,41% OA = 92,52% OA = 91,20% OA = 89,11%
κ = 0,942 κ = 0,906 κ = 0,890 κ = 0,864
5× 5 OA = 97,01% OA = 95,93% OA = 94,65% OA = 93,71%
κ = 0,961 κ = 0,949 κ = 0,933 κ = 0,921
Tabla 5.3: Acierto promedio OA y κ de Cohen de las diferentes estrategias de segmentacio´n basadas en
CART.
La tabla 5.3 muestra los para´metros OA y κ para evaluar cada una de las estrategias basadas
en CART para los conjuntos de entrenamiento7 y test. La misma tabla, resaltado en color verde y
amarillo, muestra el valor de estos para´metros para las estrategias vencedoras para los conjuntos
de entrenamiento y test respectivamente. CART-CE-5x5 se muestra co´mo la estrategia que me-
jores resultados proporciona en entrenamiento y test, tanto a nivel de exactitud (OA = 97,01 %
entrenamiento, OA = 94,65 % test) como de sesgo (κ = 0,961 entrenamiento, κ = 0,933 test). El
para´metro OA presenta pocas diferencias en los conjuntos de entrenamiento y test. Este hecho
pone de manifiesto que el proceso de etiquetado de p´ıxeles se ha realizado de manera uniforme y
que la capacidad de generalizacio´n de los modelos desarrollados es elevada.
A continuacio´n se han implementado 4 modelos de segmentacio´n basados en ANN con una y
dos capas ocultas respectivamente. Despue´s de evaluar cada una de las redes neuronales (2000 de
una sola capa y 20000 de dos capas) correspondientes a las diferentes arquitecturas, inicializaciones
de pesos sina´pticos y estrategias de seleccio´n, las mejores modelos para cada estrategia basada en
ANN son:
• ANN1-CE3x3. Este modelo se caracteriza por utilizar una vecindad de taman˜o tres del
p´ıxel a clasificar y utilizar las bandas proporcionadas por CE. La red neuronal que ha
7Construidos los modelos, se han fusionado los conjuntos de entrenamiento y validacio´n, diferenciando as´ı del
conjunto de test que nunca ha sido visto por los modelos.
120
5.4. Resultados
proporcionado mejores resultados en test con la estrategia presentada tiene 15 neuronas en
su capa oculta.
• ANN1-MRMR3x3. Este modelo se caracteriza por utilizar una vecindad de taman˜o tres
del p´ıxel a clasificar y utilizar las bandas proporcionadas por MRMR. La red neuronal que
ha proporcionado mejores resultados en test con la estrategia presentada tiene 19 neuronas
en su capa oculta.
• ANN1-CE5x5. Este modelo se caracteriza por utilizar una vecindad de taman˜o cinco
del p´ıxel a clasificar y utilizar las bandas proporcionadas por CE. La red neuronal que ha
proporcionado mejores resultados en test con la estrategia presentada tiene 17 neuronas en
su capa oculta.
• ANN1-MRMR5x5. Este modelo se caracteriza por utilizar una vecindad de taman˜o cinco
del p´ıxel a clasificar y utilizar las bandas proporcionadas por MRMR. La red neuronal que
ha proporcionado mejores resultados en test con la estrategia presentada tiene 17 neuronas
en su capa oculta.
• ANN2-CE3x3. Este modelo se caracteriza por utilizar una vecindad de taman˜o tres del
p´ıxel a clasificar y utilizar las bandas proporcionadas por CE. La red neuronal que ha pro-
porcionado mejores resultados en test con la estrategia presentada tiene dos capas ocultas,
13 neuronas en la primera y 13 en la segunda.
• ANN2-MRMR3x3. Este modelo se caracteriza por utilizar una vecindad de taman˜o tres
del p´ıxel a clasificar y utilizar las bandas proporcionadas por MRMR. La red neuronal que
ha proporcionado mejores resultados en test con la estrategia presentada tiene dos capas
ocultas, 15 neuronas en la primera y 19 en la segunda.
• ANN2-CE5x5. Este modelo se caracteriza por utilizar una vecindad de taman˜o cinco
del pixel a clasificar y utilizar las bandas proporcionadas por CE. La red neuronal que
ha proporcionado mejores resultados en test con la estrategia presentada tiene dos capas
ocultas, 18 neuronas en la primera y 17 en la segunda.
• ANN2-MRMR5x5. Este modelo se caracteriza por utilizar una vecindad de taman˜o cinco
del pixel a clasificar y utilizar las bandas proporcionadas por MRMR. La red neuronal que
ha proporcionado mejores resultados en test con la estrategia presentada tiene dos capas
ocultas, 17 neuronas en la primera y 20 en la segunda.
La tabla 5.4 muestra los para´metros OA y κ para evaluar cada una de las estrategias basadas
en ANN con una sola capa oculta para los conjuntos de entrenamiento y test. Tras analizar la tabla
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Acierto promedio (OA) y κ de Cohen en ANN con una capa oculta
Conjunto de Entrenamiento Conjunto de Test
ANN1-CE ANN1-MRMR ANN1-CE ANN1-MRMR
3× 3 OA = 97,16% OA = 97,77% OA = 95,47% OA = 95,38%
κ = 0,964 κ = 0,972 κ = 0,94,3 κ = 0,942
5× 5 OA = 99,31% OA = 99,14% OA = 98,30% OA = 98,02%
κ = 0,991 κ = 0,989 κ = 0,979 κ = 0,975
Tabla 5.4: Acierto promedio OA y κ de Cohen de las diferentes estrategias de segmentacio´n basadas en
ANN con una capa oculta.
se observa que ANN1-CE5x5 es la estrategia de segmentacio´n que mejores resultados proporciona
tanto en entrenamiento como en test. La exactitud de este modelo es OA = 99,31 % en entrena-
miento, OA = 98,30 % en test. La tendencia en la κ es la misma, κ = 0,991 en entrenamiento y
κ = 0,979 en test. La estrategia de segmentacio´n ANN1-CE5x5 proporciona mejores resultados
que la vencedora de las basadas en CART (CART-CE-5x5), este hecho pone de manifiesto que los
modelos basados en ANN proporcionan un rendimiento ma´s elevado que los basados en CART.
Acierto promedio (OA) y κ de Cohen en ANN con dos capas ocultas
Conjunto de Entrenamiento Conjunto de Test
ANN2-CE ANN2-MRMR ANN2-CE ANN2-MRMR
3× 3 OA = 97,74% OA = 96,94% OA = 95,34% OA = 95,33%
κ = 0,972 κ = 0,962 κ = 0,942 κ = 0,941
5× 5 OA = 99,21% OA = 99,06% OA = 98,09% OA = 98,02%
κ = 0,990 κ = 0,988 κ = 0,976 κ = 0,975
Tabla 5.5: Acierto promedio OA y κ de Cohen de las diferentes estrategias de segmentacio´n basadas en
ANN con dos capas oculta.
La tendencia se repite en los modelos basados en ANN con dos capas ocultas (tabla 5.5)
siendo, ANN2-CE5x5 la estrategia basada en ANN con dos capas ocultas con un rendimiento
ma´s elevado. Estos resultados demuestran que el taman˜o de vecindad o´ptimo es 5, al mostrarse
repetidamente como la mejor vecindad independientemente de que te´cnica se utilice. A nivel de
me´todo de seleccio´n, CE se muestra como el mejor me´todo en todos los tests realizados. Este hecho
pone de manifiesto la robustez del me´todo de seleccio´n de caracter´ısticas CE ante la variacio´n de
clasificador utilizado.
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La figura 5.9 muestra el producto de OA y κ para cada una de las estrategias implementadas
en el conjunto de test. En dicha figura se observa que, en general, las estrategias basadas en ANN
proporcionan un rendimiento ma´s elevado a nivel global que las basadas en CART. Dentro de
las estrategias basadas en ANN la que mejor rendimiento proporciona es ANN1-CE5x5 as´ı pues
e´sta sera´ la estrategia empleada para segmentar las ima´genes hiperespectrales. Merece la pena
resaltar que el modelo vencedor contiene una sola capa oculta con 17 neuronas, proporcionando
un rendimiento ma´s elevado que los modelos con dos capas ocultas. Este hecho se explica desde
el punto de vista de la pe´rdida de capacidad de generalizacio´n al aumentar la complejidad del
modelo.
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Figura 5.9: Evaluacio´n del rendimiento del segmentador mediante el producto del acierto promedio (OA)
y la κ de Cohen. En todas las estrategias evaluadas la tendencia en OA y la κ es la misma si se representan
ambos para´metros por separado.
La tabla 5.6 muestra las matrices de confusio´n de entrenamiento y test de la estrategia de seg-
mentacio´n ANN1-CE5x5. Se observa que los resultados de entrenamiento y test son muy similares
mostrando la excelente capacidad de generalizacio´n de la estrategia empleada. La matriz de con-
fusio´n del conjunto de test muestra que los errores de la clasificacio´n se producen principalmente
en el nu´mero de falsos positivos PI, en la clase PD, y falsos positivos PD en la clase PI, lo cua´l
era de esperar teniendo en cuenta la similitud entre el dan˜o producido por ambos hongos. Merece
la pena destacar el bajo porcentaje de p´ıxeles sanos (PV y PN) clasificados como podridos (PD
y PI).
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Adema´s, el clasificador es capaz de distinguir claramente las dos clases de podredumbres
presentes, a pesar la similitud del dan˜o que ambas producen. Los resultados de segmentacio´n
obtenidos en los ensayos de este cap´ıtulo de la Tesis Doctoral (98.30 % utilizando 10 bandas)
mejoran los obtenidos en trabajos previos de deteccio´n de podredumbre (91.80 % utilizando con 20
bandas) (Go´mez-Sanchis et al., 2008b, 2006). La mejora no so´lo se produce en el ı´ndice de acierto
sino que adema´s estos resultados se han obtenido utilizando una base de datos con ma´s defectos
y utilizando un menor nu´mero de bandas (10 bandas menos). Este incremento en el rendimiento
del segmentador se debe a varias razones: la mejora del sistema de iluminacio´n empleado en los
experimentos de este cap´ıtulo, la metodolog´ıa propuesta de seleccio´n de bandas es ma´s robusta
ante cambios en el clasificador, la inclusio´n de informacio´n espacial (media y desviacio´n t´ıpica de
una vecindad) y el empleo de te´cnicas de clasificacio´n ma´s potentes como las ANN.
ANN1-CE5x5 Conjunto entrenamiento
Clasificacio´n/Clase TR (%) PV (%) PD (%) PI (%) PN (%)
TR 100 0 0 0 0
PV 0 98.6 0 0 0
PD 0 0 98.2 0.2 0
PI 0 0 1.8 99.8 0.9
PN 0 1.4 0 0 99.1
κ=0.991 Acierto Promedio=99.31%
ANN1-CE5x5 Conjunto test
Clasificacio´n/Clase TR (%) PV (%) PD (%) PI (%) PN (%)
TR 99.9 0 0 0 0
PV 0 98.58 0.02 0 0.24
PD 0 0.19 97.07 2.08 0.68
PI 0.1 0 2.33 97.52 0.59
PN 0 1.23 0.58 0.41 98.50
κ=0.979 Acierto Promedio=98.30%
Tabla 5.6: Matrices de confusio´n (entrenamiento y test) de la estrategia de segmentacio´n ANN1-CE5x5.
A continuacio´n, decidida la estrategia de segmentacio´n o´ptima, de las propuestas en este
trabajo se procedio´ a segmentar las ima´genes obtenidas a partir del material vegetal.
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Imagen RGB Daño por Trips/Rameados Imagen segmentada 
Imagen RGB Daño por Trips/Rameados Imagen segmentada 
Imagen RGB Fruta Sana Imagen segmentada 
Imagen RGB Fruta Sana Imagen segmentada 
Figura 5.10: Ima´genes RGB y segmentadas con la estrategia ANN1-5x5CE de mandarinas cv. clemenules
dan˜adas por trips y sanas.
125
Cap´ıtulo 5. Clasificacio´n de podredumbres producidas por P. digitatum y P. italicum
Imagen RGB daño por P. Digitatum Imagen segmentada 
Imagen RGB daño por P. Digitatum Imagen segmentada 
Imagen RGB daño por P. Italicum Imagen segmentada 
Imagen RGB daño por P. Italicum Imagen segmentada 
Figura 5.11: Ima´genes RGB y segmentadas con la estrategia ANN1-5x5CE de mandarinas cv. clemenules
dan˜adas por Penicillium digitatum y Penicillium italicum
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La figura 5.10 muestra ejemplos de segmentacio´n de fruta sana y fruta dan˜ada por trips/rameados.
En la columna de la izquierda se muestra la imagen RGB del c´ıtrico y en la de la derecha la ima-
gen segmentada con la estrategia ANN1-CE5x5. El color verde y naranja se corresponden con las
clases PV y PN respectivamente, el color marro´n se corresponde con la clase TR y, los colores
rojo y amarillo con las clases PD y PI respectivamente.
En las primeras figuras se observa que la estrategia de segmentacio´n propuesta es capaz de
distinguir los dan˜os producidos por trips/rameados. Se aprecia un nu´mero reducido de p´ıxeles
clasificados como PI y PD, estos p´ıxeles se consideran como ruido de clasificacio´n y pra´cticamente
no se percibe en las ima´genes segmentadas. Resaltar que en los ejemplos mostrados, los p´ıxeles
del pedu´nculo del fruto son clasificados como trips/rameados, ya que la clase pedu´nculo no se ha
incluido en el segmentador y los p´ıxeles del pedu´nculo presentan una coloracio´n muy similar a la
clase TR. No obstante, esto no supone un problema para clasificar ima´genes ya que el taman˜o
del pedu´nculo es muy pequen˜o respecto a la mayor´ıa de defectos por trips/rameados y en este
trabajo no se esta´ tratando de discriminar defectos por taman˜o.
La figura 5.11 muestra ejemplos de segmentacio´n de fruta con defectos que evolucionan con el
tiempo, Penicillium digitatum y Penicillium italicum. Las dos primeras ima´genes se corresponden
con frutos afectados por pencillium digitatum y las dos u´ltimas con frutos afectados por Peni-
cillium Italicum. La codificacio´n de colores empleada en las ima´genes segmentadas es la misma
que la empleada en la figura 5.10. Las ima´genes RGB de dicha figura muestran la similitud del
dan˜o producido por ambos tipos de podredumbres en el visible. A pesar de ello, las ima´genes
segmentadas muestran como el segmentador es capaz de diferenciar claramente una podredumbre
de otra en frutos con diferentes grados de desverdizacio´n del fruto. Este resultado concuerda con
los buenos resultados de segmentacio´n mostrados en la tabla 5.5.
5.4.3. Clasificacio´n de fruta con CART
La figura 5.12 muestra el a´rbol de clasificacio´n empleado para clasificar los c´ıtricos de la base
de datos de este cap´ıtulo. El a´rbol construido muestra los umbrales en los porcentajes de cada
dan˜o en las imagen segmentadas. Una de las principales ventajas de CART es que los resultados
que proporciona son (completamente) interpretables ya que los umbrales obtenidos en los nodos
de decisio´n proporcionan una idea del taman˜o mı´nimo de dan˜o presente en la base de datos.
Observando la figura se aprecia que en ningu´n nodo de decisio´n aparece la caracter´ıstica de en-
trada “Porcentaje de PV” o “Porcentaje de PN”. As´ı pues, estas caracter´ısticas no tienen que ser
calculadas, lo que mejora la velocidad de clasificacio´n del algoritmo. El principal inconveniente
del me´todo de clasificacio´n es que si una fruta presenta un defecto con un taman˜o menor que los
umbrales que proporciona el a´rbol e´sta ser´ıa mal clasificada. Este problema podr´ıa reducirse au-
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mentando la variabilidad en los taman˜os de defectos presentes en la base de datos y construyendo
otro a´rbol diferente.
   Porcentaje TR < 4.26097 %
   Porcentaje PD < 4.9145 %
   Porcentaje PI < 7.68323 %
   Mandarina Sana
   Mandarina dañada por P. Digitatum
   Mandarina dañada por Trips/Rameados
   Mandarina dañada por P. Italicum
CART para la clasifcación de fruta
Figura 5.12: A´rbol de decisio´n para la clasificacio´n de fruta. Si la condicio´n se cumple el patro´n se
desplaza hacia la izquierda.
La tabla 5.7 muestra los resultados de clasificacio´n de fruta en entrenamiento y test utilizando
la estrategia de segmentacio´n ANN1-CE5x5. En la misma tabla se observa como principal resul-
tado que los c´ıtricos sanos son correctamente clasificados en entrenamiento y pra´cticamente la
totalidad en test (97,33 %). El porcentaje de fruta podrida por ambos hongos clasificado como
sano es de un 0 %. Este resultado es crucial desde el punto de vista de esta´ndares de calidad que
impone la industria citr´ıcola. El clasificador presenta un leve tendencia (1,02 %) a clasificar frutos
podridos por Penicillium italicum como Penicillium digitatum. Esta mı´nima tasa de falsos positi-
vos no supone un problema grave para esta clase, ya que a efectos de deteccio´n de podredumbre,
la industria citr´ıcola descarta cualquier fruto con podredumbres del tipo que sea. Los resultados
obtenidos mejoran significativamente los presentados en trabajos previos de deteccio´n de podre-
dumbres (en torno al 90 % u´nicamente con dos clases “sano” y “podrido”) (Go´mez-Sanchis et al.,
2008b; Blasco et al., 2007a) mejorando los mismos en el numero de caracter´ısticas a emplear e
incrementando la variedad de tipos de defectos y podredumbres.
La implementacio´n de la metodolog´ıa de segmentacio´n y clasificacio´n propuesta se puede
realizar utilizando un sistema de visio´n hiperespectral o un sistema de visio´n por computador
multiespectral a medida que implemente el conocimiento extra´ıdo de la seleccio´n de bandas rea-
lizada en este trabajo. El trabajo presentado en este cap´ıtulo de la Tesis Doctoral constituye
una opcio´n adecuada y novedosa para clasificar frutos con podredumbres producidas por Penici-
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Matriz de confusio´n Frutas entrenamiento. Clasificacio´n de fruta
Clasificacio´n/Clase T/R (%) S (%) P.D (%) P.I (%)
Trips/Rameado 88.46 0 0 0
Sano 3.84 100 0 0
P.Digitatum 7.70 0 94.4 0
P.Italicum 0 0 5.56 100
κ=0.940 Acierto Promedio=95.83%
Matriz de confusio´n Frutas Test. Clasificacio´n de fruta
Clasificacio´n/Clase T/R (%) S (%) P.D (%) P.I (%)
Trips/Rameado 82.35 0 0 0
Sano 8.84 97.33 0 0
P.Digitatum 8.82 2.77 100 1.02
P.Italicum 0 0 0 98.98
κ=0.910 Acierto Promedio=93.06%
Tabla 5.7: Matrices de confusio´n en clasificacio´n de fruta con CART.
llium digitatum, Penicillium italicum y defectos superficiales en c´ıtricos con diferentes grados de
maduracio´n.
5.5. Conclusiones
En este cap´ıtulo de la Tesis Doctoral se ha planteado el problema de deteccio´n y clasificacio´n
de mandarinas cv. clemenules con defectos comunes (trips/rameados) y dos tipos de podredum-
bres Penicillium digitatum y Penicillium italicum. Con el fin de reducir el nu´mero de bandas a
adquirir y extraer conocimiento sobre las variables ma´s importantes en el problema dado, se han
implementado 8 me´todos de seleccio´n de caracter´ısticas de tipo filter : TT, DKL, CA, CB, LW,
ROC, MRMR y CE. Con los siete primeros me´todos se ha implementado el u´ltimo a modo de
comite´ de expertos. El nu´mero o´ptimo de bandas, utilizando la metodolog´ıa propuesta, ha sido
de 10 y los me´todos de seleccio´n que han producido un rendimiento ma´s elevado han sido MRMR
y CE.
Con los valores de reflectancia del p´ıxel, el valor medio de una vecindad de taman˜o 3 o 5 y
la desviacio´n t´ıpica de dicha vecindad de las bandas seleccionadas, se han construido estrategias
de segmentacio´n basadas en CART y ANN. Tras analizar el rendimiento de todas las estrategias
se ha comprobado que la vecindad que produce mejores resultados en todos los casos ha sido de
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taman˜o 5.
Asimismo, ANN produce mejores resultados en la segmentacio´n que CART y, dentro de las
estrategias basadas en redes neuronales las de una sola capa oculta se han mostrado ma´s eficientes.
La mejor estrategia de segmentacio´n, ANN1-5x5CE, presenta excelentes ı´ndices de rendimiento
en test (OA = 98,3 % y κ = 0,979) y es capaz de diferenciar los p´ıxeles de zonas sanas de los
que presentan dan˜os por trips, rameados y podredumbres. A su vez, el sistema solventa con e´xito
uno de los objetivos ma´s ambiciosos de este cap´ıtulo de la Tesis Doctoral, la distincio´n entre los
defectos producidos por Penicillium digitatum y Penicillium italicum.
A partir del porcentaje de cada uno de los dan˜os en la imagen segmentada, se ha construido un
a´rbol de decisio´n para determinar la clase a la que pertenece la fruta. Los ı´ndices de rendimiento
para este clasificador, OA = 93,06 % y κ = 0,910, indican que el modelo es preciso, fiable y
desde el punto de vista pra´ctico es capaz de diferenciar correctamente las mandarinas podridas
de las sanas ( 0 % de fruta podrida clasificada como sana). La metodolog´ıa propuesta es capaz de
discriminar entre dos tipos de podredumbres y el rendimiento obtenido mejora significativamente
los ı´ndices obtenidos en trabajos previos, utilizando un menor nu´mero de bandas. La seleccio´n de
bandas obtenida y la metodolog´ıa propuesta son completamente generales y pueden utilizarse para
implementar un sistema de visio´n por computador multiespectral para detectar podredumbres en
c´ıtricos.
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Conclusiones generales, proyeccio´n
futura y logros alcanzados
6.1. Aportaciones de la Tesis Doctoral y conclusiones generales
Los estudios realizados en el a´mbito de esta Tesis Doctoral se justifican por la importancia
que tiene la deteccio´n y eliminacio´n de fruta podrida en las l´ıneas de confeccio´n de c´ıtricos. En la
actualidad no existen sistemas automa´ticos capaces de detectar podredumbres en c´ıtricos, por lo
que esta tarea se lleva a cabo de manera manual por operarios especializados. El gran problema
que presenta esta enfermedad es que debido a que los dan˜os que causan son dif´ıciles de observar a
simple vista, los operarios realizan su labor en ca´maras oscuras donde la fruta se ilumina con luz
ultravioleta, que es potencialmente dan˜ina para la piel de las personas. En cuanto a la distincio´n
y clasificacio´n de distintas podredumbres (por ejemplo, distinguir entre la podredumbre verde y
azul), actualmente, esta tarea no se realiza ni manualmente ni automa´ticamente debido a la simi-
litud que presentan ambos tipos de defectos en el fruto. A efectos pra´cticos ambas podredumbres
son igualmente peligrosas y las frutas afectadas deben ser eliminadas. Sin embargo, esta distincio´n
puede aportar un conocimiento importante a la hora de aplicar tratamientos preventivos o fungi-
cidas. Este problema no so´lo esta´ por resolver en el a´mbito industrial, en la actualidad existe un
nu´mero muy reducido de publicaciones cient´ıficas sobre la deteccio´n y clasificacio´n de podredum-
bres en c´ıtricos utilizando sistemas automa´ticos de visio´n con tasas de acierto en la clasificacio´n
satisfactorias.
Esta Tesis Doctoral analiza y aporta conocimiento sobre para la deteccio´n automa´tica de
podredumbres en c´ıtricos sin el empleo de la peligrosa iluminacio´n ultravioleta, desarrollando
para ello un sistema de procesado de ima´genes hiperespectrales en c´ıtricos. Para llevar a cabo este
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cometido se han desarrollado te´cnicas novedosas a nivel de adquisicio´n, preprocesado y ana´lisis
de ima´genes hiperespectrales de c´ıtricos.
En relacio´n con la adquisicio´n de las ima´genes hiperespectrales, se ha desarrollado un sistema
de visio´n hiperespectral basado en filtros sintonizables de cristal l´ıquido y se ha propuesto una
metodolog´ıa con diferentes etapas para la puesta a punto del mismo. Este sistema incorpora dos
LCTF (solventando la problema´tica an˜adida por el empleo de dos filtros) y permite adquirir
ima´genes hiperespectrales desde 460 nm hasta 1020 nm con una resolucio´n espectral de 10 nm.
Se ha mostrado la necesidad de preprocesar las ima´genes hiperespectrales para reducir los
efectos adversos que introduce la forma esfe´rica del c´ıtrico y poder extraer conocimiento de las
ima´genes hiperespectrales. Para solventar este problema se ha desarrollado una metodolog´ıa no-
vedosa de preprocesado de ima´genes de objetos esfe´ricos basado en la obtencio´n de un modelo
de elevacio´n digital de las frutas. La metodolog´ıa propuesta es completamente general y se puede
aplicar a otros problemas de inspeccio´n utilizando visio´n por computador.
En esta Tesis Doctoral se ha propuesto la combinacio´n de una serie de te´cnicas de aprendizaje
automa´tico de seleccio´n de caracter´ısticas (filter y wrapper) y clasificacio´n (lineales y no lineales)
con el fin de detectar podredumbres producidas por Penicillium digitatum a partir de ima´genes
hiperespectrales e iluminacio´n halo´gena difundida mediante un difusor cil´ındrico. Los resultados
obtenidos en la deteccio´n de podredumbres producidas por este hongo (aproximadamente un 90 %
de detecciones correctas) supera los obtenidos en trabajos previos (situados en torno al 65 %). No
obstante el nu´mero de bandas empleadas (20) es elevado para implementar dicho conocimiento
en un sistema de inspeccio´n a medida.
A la conclusio´n de los ensayos de deteccio´n de podredumbres, se ha propuesto una metodolog´ıa
novedosa de clasificacio´n de podredumbres producidas por Penicillium digitatum, Penicillium
italicum y dan˜os comunes (trips y rameados). Se ha demostrado que empleando un sistema
de iluminacio´n basado en un difusor semiesfe´rico, utilizando informacio´n espacial y espectral
de la escena y combinando la informacio´n proporcionada por varios me´todos de seleccio´n de
caracter´ısticas y empleando clasificadores no lineales, es posible aumentar el rendimiento de la
metodolog´ıa de deteccio´n propuesta. La mejora no so´lo se produce a efectos de rendimiento en la
clasificacio´n (´ındice de acierto y nu´mero de defectos clasificables), sino que tambie´n se ve reflejada
por un descenso en el nu´mero de bandas necesario (10) para conseguir este fin, llegando a ser muy
pro´ximo a los empleados por algunos sistemas de inspeccio´n comerciales.
La relevancia y el cara´cter novedoso de los estudios propuestos en esta Tesis Doctoral esta´n
avalados por la publicacio´n de sus resultados en ocho publicaciones en revistas cient´ıficas inter-
nacionales indexadas pertenecientes al a´mbito de la Agroingenier´ıa y una patente en explotacio´n
relativa a la invencio´n de una ma´quina para detectar las podredumbres de los c´ıtricos de forma
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automa´tica. Dichos estudios demuestran que es posible detectar y clasificar los dan˜os producidos
por las podredumbres ma´s comunes de los c´ıtricos en poscosecha empleando un sistema multies-
pectral con 10 bandas e iluminacio´n halo´gena. Las te´cnicas propuestas proporcionan resultados
adecuados y novedosos en cuanto a la clasificacio´n de dos tipos de podredumbres en c´ıtricos y
mejoran los resultados de deteccio´n de podredumbres producidas por Penicillium digitatum, sen-
tando las bases para la implementacio´n de un prototipo basado en tecnolog´ıa multiespectral para
la clasificacio´n de podredumbres en tiempo real.
6.2. Conclusiones espec´ıficas
6.2.1. Sistemas de visio´n hiperespectral
Las conclusiones obtenidas en esta parte de la Tesis Doctoral hacen referencia a la presentacio´n
global de los principales aspectos en cuestiones de disen˜o y calibrado que un investigador en una
materia aplicada debe tener en cuenta para disen˜ar un sistema de visio´n hiperespectral basado
en tecnolog´ıa LCTF a partir de sus componentes fundamentales. La importancia de los aspectos
tratados radica en que la mayor´ıa de subsistemas comerciales hacen hincapie´ en su funcionamiento
particular, sin hacer referencia a aspectos referentes a la integracio´n del sistema completo que, a
la sazo´n, debe proporcionar ima´genes comparables y uniformemente iluminadas de frutas esfe´ricas
y con una superficie muy reflexiva.
• En este cap´ıtulo se han discutido las principales cuestiones de disen˜o de un sistema de visio´n
hiperespectral basado en LCTF para la inspeccio´n de frutos c´ıtricos. Un sistema de visio´n
hiperespectral consta de varias partes con diferentes funcionalidades, se ha presentado cada
una de las partes de un sistema de visio´n hiperespectral para la inspeccio´n de c´ıtricos y se ha
realizado un estudio de las principales caracter´ısticas de cada una de las partes del sistema.
• La problema´tica que aparece para obtener ima´genes de exactamente la misma escena em-
pleando los dos LCTF que es necesario intercambiar para alcanzar el rango espectral desea-
do, ha hecho necesario disen˜ar elementos auxiliares (sistema de posicionamiento y guiado
de los filtros) para permitir adquirir las ima´genes hiperespectrales de manera sistema´tica y
as´ı posibilitar la realizacio´n de ensayos con un nu´mero elevado de muestras.
• La adquisicio´n de ima´genes en un rango espectral amplio hace que surjan problemas, como
por ejemplo la perdida de foco entre longitudes de onda alejadas, que es necesario solucionar
estudiando cada una de las partes del sistema y discutiendo la idoneidad de las mismas.
Por ello, se han enumerado los factores a tener en cuenta en la eleccio´n de elementos del
133
Cap´ıtulo 6. Conclusiones generales, proyeccio´n futura y logros alcanzados
sistema tales como la o´ptica ma´s adecuada (que permite obtener ima´genes sin variaciones
significativas de enfoque), la fuente de alimentacio´n, la ca´mara o el sistema de iluminacio´n.
• La iluminacio´n es uno de los subsistemas ma´s importante del sistema de adquisicio´n. Por
ello, se han disen˜ado y evaluado dos tipos de sistemas de iluminacio´n diferentes en cuanto
a tipo de iluminante y geometr´ıa (campana de iluminacio´n cil´ındrica y semiesfe´rica) con
el fin de disponer de una iluminacio´n eficiente desde el punto de vista espectral, espacial-
mente uniforme y sin brillos. El sistema de iluminacio´n semiesfe´rico es ma´s eficiente para la
inspeccio´n de frutos c´ıtricos con dan˜os producidos por podredumbres.
• Las diferentes partes que conforman el sistema de visio´n hiperespectral presentan propie-
dades espectrales distintas. En el cap´ıtulo 2 se ha mostrado la caracterizacio´n espectral
realizada para cada uno de los elementos del sistema, permitiendo establecer el rango es-
pectral de trabajo o´ptimo del sistema propuesto en 460 nm - 1020 nm.
• Las aplicaciones software de control de cada elemento del sistema de adquisicio´n (ca´mara y
LCTF) proporcionadas por el fabricante imposibilitan la sincronizacio´n de ambos elementos
y no permite realizar ensayos de adquisicio´n de un nu´mero elevado de muestras. Para sol-
ventar este problema se ha desarrollado ı´ntegramente una aplicacio´n software informa´tica
que ha permitido realizar esta sincronizacio´n, as´ı como labores de calibrado y adquisicio´n
sistema´tica de ima´genes hiperespectrales.
• Cada una de las partes del sistema de visio´n hiperespectral introduce una eficiencia espectral
distinta que hace que la respuesta global del sistema no sea uniforme. Este hecho ha motivado
el desarrollo de una metodolog´ıa novedosa para uniformizar la respuesta espectral del sistema
utilizando tiempos de integracio´n variables, asumiendo una respuesta lineal con el tiempo
de integracio´n del CCD.
• Cada una de las partes del sistema de visio´n, as´ı como la metodolog´ıa para uniformizar
la respuesta espectral, ofrece diferentes posibilidades de configuracio´n. Se han obtenido los
para´metros o´ptimos de funcionamiento del sistema de visio´n hiperespectral (rango espectral
de trabajo, resolucio´n, tiempo de precalentamiento del sistema de iluminacio´n y tiempos de
integracio´n por banda) necesarios para adquirir ima´genes hiperespectrales de una manera
adecuada.
• A partir de las peculiaridades presentes en el sistema hiperespectral se ha propuesto un
protocolo de adquisicio´n de las ima´genes de los c´ıtricos con el sistema desarrollado que
garantiza que las ima´genes son comparables.
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6.2.2. Preprocesado de ima´genes hiperespectrales
Las conclusiones obtenidas en este cap´ıtulo de la Tesis Doctoral ponen de manifiesto que, para
analizar las ima´genes hiperespectrales con la garant´ıa de obtener resultados extrapolables a un
sistema a medida, es necesario realizar un preprocesamiento previo a su ana´lisis.
• Los c´ıtricos, debido a su forma esfe´rica, presentan un oscurecimiento gradual de los p´ıxeles
al alejarse del centro, lo cual dificulta el ana´lisis de la imagen.
• Para solventar los efectos adversos producidos por la curvatura del c´ıtrico se ha propuesto
una metodolog´ıa de preprocesado de ima´genes hiperespectrales espec´ıfica para frutos c´ıtricos,
pero que es completamente generalizable y puede ser utilizada en ima´genes convencionales
de otros frutos esfe´ricos.
• Para utilizar la metodolog´ıa propuesta es necesario conocer para´metros geome´tricos del
fruto. Con el fin de conocer estos para´metros se ha desarrollado un modelo de elevacio´n
digital que considera la superficie del c´ıtrico como un elipsoide tridimensional.
• La metodolog´ıa desarrollada considera la superficie del c´ıtrico como una superficie Lamber-
tiana elipsoidal y cuantifica la cantidad de radiacio´n que teo´ricamente deber´ıa alcanzar el
CCD de la ca´mara y no lo hace debido a la geometr´ıa del fruto. A partir de esta cuanti-
ficacio´n y conociendo la radiacio´n que realmente alcanza el CCD, se puede uniformizar y
determinar el nivel de reflectancia real del fruto en todas las regiones de su piel.
• Los ensayos desarrollados para validar la metodolog´ıa propuesta demuestran que la curva-
tura del c´ıtrico introduce efectos negativos en la adquisicio´n de imagen y que la metodolog´ıa
propuesta minimiza estos efectos, permitiendo un ana´lisis ma´s preciso de la piel.
6.2.3. Deteccio´n hiperespectral de podredumbres producidas por Penicillium
digitatum
En este cap´ıtulo de la Tesis Doctoral se han planteado una serie de ensayos preliminares para
evaluar la capacidad que el sistema hiperespectral desarrollado tiene para detectar las podredum-
bres y detectar potenciales causas de error y mejora. Aunque el nu´mero de defectos, especies de
hongo y estados de maduracio´n de la fruta empleados para estos ensayos es relativamente bajo,
el trabajo realizado en este cap´ıtulo de la Tesis pone de manifiesto que es posible detectar la
presencia de podredumbres en c´ıtricos y sienta las bases para desarrollar un sistema capaz de
detectar de manera automa´tica estas podredumbres, mejorando significativamente los resultados
obtenidos en trabajos previos. En concreto:
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• Se ha construido una base de datos de ima´genes hiperespectrales de mandarinas de los
cultivares cv. clemenules y cv. clemenvilla con dan˜os producidos por Penicillium digitatum.
• Se han evaluado cuatro me´todos de seleccio´n de caracter´ısticas (CA, MI, SW y GALDA), con
el objetivo de reducir el nu´mero de bandas a emplear por un potencial sistema automa´tico
y seleccionar las bandas ma´s discriminantes en la clasificacio´n de podredumbres producidas
por Penicillium digitatum.
• Con el fin de determinar que´ tipo de clasificadores (lineales o no lineales) proporcionan los
mejores resultados para el problema propuesto, se han evaluado dos me´todos de clasificacio´n
(LDA y CART) para clasificar los p´ıxeles de las ima´genes hiperespectrales. Con el sistema
hiperespectral empleado y la metodolog´ıa propuesta, CART proporciona mejores resultados
en la segmentacio´n que LDA.
• El nu´mero mı´nimo de bandas requeridas para optimizar la clasificacio´n de los p´ıxeles es de 20
bandas y se ha conseguido con el me´todo de seleccio´n GALDA, utilizando como clasificador
el me´todo CART.
• Utilizando las ima´genes segmentadas mediante CART y definiendo un criterio de decisio´n
para clasificar la fruta en dos clases (podrida/sana), se ha implementado un me´todo que
discrimina fruta infectada con Penicillium digitatum de fruta sana.
• Los resultados obtenidos muestran que es posible detectar fruta podrida por este hongo
utilizando el sistema de visio´n por computador hiperespectral desarrollado, sin utilizar luz
ultravioleta. La tasa de acierto alcanzada en la clasificacio´n de fruta en ambos cultivares
esta´ en torno al 90 %.
6.2.4. Segmentacio´n de podredumbres producidas por P. digitatum y P. ita-
licum
En este cap´ıtulo de la Tesis Doctoral se han planteado una serie de mejoras en el sistema de
visio´n hiperespectral, en la capacidad del sistema para distinguir ma´s tipos de defectos y en la
metodolog´ıa de seleccio´n de bandas y clasificacio´n empleada. La metodolog´ıa propuesta es capaz
de discriminar entre dos tipos de podredumbres y su rendimiento mejora significativamente los
ı´ndices obtenidos en el cap´ıtulo anterior, as´ı como otros publicados en trabajos previos, utilizando
un menor nu´mero de bandas.
• En base a la experiencia adquirida en los ensayos del cap´ıtulo anterior, se ha mejorado el
sistema de visio´n hiperespectral, en concreto el sistema de iluminacio´n. La configuracio´n ba-
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sada en una campana semiesfe´rica proporciona una iluminacio´n ma´s uniforme, e igualmente
eficiente desde el punto de vista espectral, que el sistema de iluminacio´n cil´ındrico.
• Debido a que existe una gran variedad de podredumbres esta Tesis Doctoral se ha planteado
el problema de la deteccio´n y clasificacio´n de dos tipos de podredumbres. Para ello se han
escogido las dos ma´s importantes en poscosecha desde el punto de vista econo´mico y que son
las causadas por los hongos Penicillium digitatum y Penicillium italicum. Adicionalmente
se han incorporado otros defectos a la base de datos con el objetivo de comprobar si el
sistema desarrollado es capaz de detectar tanto podredumbres como otros defectos menos
importantes.
• Se han reducido el nu´mero de bandas necesarias para detectar los dan˜os de la piel de las
frutas y se ha extraido informacio´n sobre que´ bandas son ma´s importantes en el problema
de clasificacio´n. Para ello se han implementado 8 me´todos de seleccio´n de caracter´ısticas
de tipo filter : TT, DKL, CA, CB, LW, ROC, MRMR y CE. A partir de las selecciones
obtenidas con cada uno de los siete primeros me´todos se ha implementado el u´ltimo a modo
de comite´ de expertos (CE). Todos los me´todos de seleccio´n de caracter´ısticas son binarios
y se ha empleado una estrategia one vs. all para obtener una seleccio´n u´nica para cada
me´todo basada en rankings.
• El nu´mero o´ptimo de bandas, utilizando la metodolog´ıa propuesta, es de 10 y los me´todos
de seleccio´n que han producido un rendimiento ma´s elevado han sido MRMR y CE.
• Las 10 bandas proporcionadas por los me´todos de seleccio´n anteriormente citados se han
utilizado como entrada de los clasificadores CART y ANN. Para cada banda, los valores
empleados como entrada son: el valor de reflectancia de cada p´ıxel, el valor medio de la
vecindad de taman˜o tres o de taman˜o cinco, y la desviacio´n t´ıpica de dicha vecindad.
• Se han implementado diferentes estrategias de segmentacio´n con cada una de las variantes
propuestas (me´todo de seleccio´n, clasificador y vecindad). Tras analizar el rendimiento de
todas las estrategias se ha comprobado que la vecindad que produce mejores resultados en
todos los casos ha sido la de taman˜o cinco.
• Asimismo, el me´todo basado en ANN ha producido mejores resultados en la segmentacio´n
que CART y, dentro de las estrategias basadas en redes neuronales, las de una sola capa
oculta se han mostrado ma´s eficientes, mostrando una capacidad de generalizacio´n ma´s
elevada que las de dos capas.
• La mejor estrategia de segmentacio´n, ANN1-5x5CE, presenta excelentes ı´ndices de rendi-
miento en test (OA = 98,3 % y κ = 0,979) y es capaz de diferenciar los p´ıxeles de zonas
sanas de los de zonas podridas, as´ı como distinguir los p´ıxeles de cada tipo de podredumbre.
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• A partir del porcentaje del a´rea de cada uno de los dan˜os respecto al total de la piel de
la fruta en la imagen segmentada, se ha construido un a´rbol de decisio´n que determina el
tipo de defecto que presenta cada una de las frutas de la base de datos construida en este
cap´ıtulo.
• Se ha demostrado que empleando la metodolog´ıa desarrollada se puede discriminar y cla-
sificar la fruta afectada por los dos tipos de podredumbres causadas por los hongos P.
digitatum y P. italicum. Los ı´ndices de rendimiento para el clasificador de fruta basado en
CART (OA = 93,06 % y κ = 0,910) indican que el modelo es preciso y confiable desde el
punto de vista estad´ıstico. Adema´s se ha demostrado que la metodolog´ıa es capaz de dife-
renciar y clasificar correctamente fruta con dan˜os producidos por podredumbres habituales
y fruta afectada por otros dan˜os comunes.
6.3. Proyeccio´n futura
A la conclusio´n de esta Tesis Doctoral se han abierto diversas l´ıneas de investigacio´n enca-
minadas a aplicar los conocimientos extra´ıdos para conseguir una posible implementacio´n de un
sistema de clasificacio´n automa´tica de c´ıtricos. Ma´s concretamente, las l´ıneas que se abren son:
• La evaluacio´n de la metodolog´ıa propuesta con otras especies y cultivares de intere´s econo´mi-
co, as´ı como aumentar en la base de datos el nu´mero de defectos comunes que pueden apa-
recer en cualquier central citr´ıcola con el fin de evaluar la viabilidad de una implementacio´n
en l´ınea.
• Puesto que las redes neuronales se han mostrado eficaces para resolver el problema pro-
puesto, se van a aplicar me´todos de regularizacio´n y poda en redes neuronales con el fin
de obtener un nu´mero muy reducido de bandas a adquirir, concretamente 3 bandas. E´ste
es el nu´mero de bandas que utilizan la mayor´ıa de ca´maras industriales empleadas para la
inspeccio´n del producto, lo que permitir´ıa aprovechar toda la tecnolog´ıa ya existente para
implementar sistemas de inspeccio´n en l´ınea en tiempo real.
• Trabajar en la implementacio´n f´ısica de un sistema de visio´n por computador a medida
centrado en las 3 bandas de adquisicio´n ma´s relevantes y evaluar si se adecua a los requeri-
mientos de calidad, velocidad y robustez de los sistemas de inspeccio´n actuales en entornos
industriales.
• Comparar el rendimiento de la implementacio´n propuesta con otros sistemas de deteccio´n
de podredumbres basados en fluorescencia inducida por luz UV.
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6.4. Logros cient´ıficos obtenidos relacionados con la Tesis Doc-
toral
Durante la etapa investigadora desarrollada en el a´mbito de los estudios de doctorado asocia-
dos a esta Tesis Doctoral en el Centro de Agroingenier´ıa del IVIA se ha producido una serie de
resultados cient´ıficos. Estos resultados se han plasmado en una serie de art´ıculos cient´ıficos, parti-
cipaciones en congresos y transferencia de dicho conocimiento a la sociedad en forma de patentes.
En las siguientes secciones se enumerara´n los resultados cient´ıficos relacionados con sistemas de
inspeccio´n en aplicaciones agr´ıcolas.
6.4.1. Publicaciones en revistas internacionales indexadas y cap´ıtulos en libro
• Blasco, J., Aleixos, N., Go´mez-Sanchis, J., Molto´, E. (2007). Citrus sorting by identifi-
cation of the most common defects using multispectral computer vision. Journal of Food
Engineering, 83(3):384-393
• Go´mez-Sanchis, J., Blasco, J., Molto´, E., Camps-Valls, G. (2007). Hyperspectral De-
tection of Citrus Damage with Mahalanobis Kernel Classifier. IEE Electronics Letters,
43(20):1082-1084
• Go´mez-Sanchis, J., Molto´, E., Camps-Valls, G., Go´mez-Chova, L., Aleixos, N., Blasco, J.
(2008). Automatic correction of the effects of the light source on spherical objects. An appli-
cation to the analysis of hyperspectral images of citrus fruits. Journal of Food Engineering,
85(2):191-200
• Go´mez-Sanchis, J., Go´mez-Chova, L., Aleixos, N., Camps-Valls, G., Montesino-Herrero,
C., Molto´, E., Blasco, J. (2008). Hyperspectral system for early detection of rottenness
caused by Penicillium digitatum in mandarins. Journal of Food Engineering, 89(1):80-86
• Blasco, J., Aleixos, N., Cubero, S., Go´mez-Sanchis, J., Molto´, E. (2009). Automatic sor-
ting of satsuma (Citrus unshiu) segments using computer vision and morphological features.
Computers and Electronics in Agriculture, 66(1):1-8
• Blasco, J., Aleixos, N., Go´mez-Sanchis, J., Molto´, E. (2009). Recognition and classification
of external skin damage in citrus fruits using multispectral data and morphological features.
Biosystems Engineering, 103(2):137-145
• Blasco, J., Aleixos, N., Go´mez-Sanchis, J., Molto´, E. (2009). A Survey of Bayesian Te-
chniques in Computer Vision Handbook of Research on Machine Learning Applications and
Trends: Algorithms, Methods and Techniques, Ed. IGI Global.
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• Go´mez-Sanchis, J., Molto´, E., Blasco, J.(Aceptado 2009). Chapter 10 Analysis of Hy-
perspectral Images of Citrus Fruits Hyperspectral Imaging for Food Quality Analysis and
Control, Editor: Sun, D.W.
• Go´mez-Sanchis, J., Camps-Valls, G., Blasco, J. (Enviado a revista en 2009). Hyperspectral
computer vision system based on liquid crystal tunable filters for agricultural inspection
applications. Computers and Electronics in Agriculture, Enviado pendiente de revisio´n.
• Go´mez-Sanchis, J., Camps-Valls, G., Blasco, J. (Enviado a revista en 2009). Automatic
hyperespectral system for classification of Penicillium digitatum and Penicillium italicum
damages in mandarins using artificial neural networks. Journal of Food Engineering, Enviado
pendiente de revisio´n.
6.4.2. Transferencia tecnolo´gica y patentes
• Blanc, P., Blasco, J., Molto´, E., Go´mez-Sanchis, J., Cubero, S. (2007). System for au-
tomatic selective separation of rotten citrus fruit, detects position of defective fruit using
encoder associated with conveyor. Nu´ms. Patente: WO2008104627-A1, ES2324324-A1 y
ES2325199-A1. Fecha de publicacio´n: 04/09/2008. .
La patente hace referencia a una ma´quina para la inspeccio´n de c´ıtricos que es capaz de
detectar podredumbres de forma automa´tica. En la actualidad esta patente se esta´ explotando
por la empresa Roda Ibe´rica, S.A. y se ha extendido a Europa, Estados Unidos, Japo´n y Sura´frica.
6.4.3. Proyectos de investigacio´n
Los estudios de doctorado en el a´mbito de esta Tesis Doctoral han sido subvencionados y se
enmarcan en una serie de proyectos de investigacio´n con financiacio´n pu´blica y privada. Algunos
de estos proyectos de investigacio´n han sido subvencionados por empresas privadas como RODA
IBE´RICA S.A para realizar estudios sobre deteccio´n de podredumbres en c´ıtricos. Por el contrario,
otros proyectos de investigacio´n se han centrado en aplicaciones de inspeccio´n agr´ıcola.
• Te´cnicas avanzadas de visio´n por computador mediante ima´genes hiperespectrales aplicadas
a la inspeccio´n y deteccio´n de dan˜os en c´ıtricos. MEC (DPI2007-66596-C02-02), FEDER.
Duracio´n: 01/10/2007 - 30/09/2009. Investigador principal: Dr. Jose´ Blasco Ivars
• Desarrollo de prototipos de tecnolog´ıa avanzada para la inspeccio´n y clasificacio´n automa´ti-
ca de fruta procesada mediante visio´n artificial. INIA (TRT2006-00046-00-00). Duracio´n:
01/01/2007 - 31/12/2008. Investigador principal: Dr. Jose´ Blasco Ivars.
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• Te´cnicas avanzadas de visio´n por computador para el reconocimiento e identificacio´n au-
toma´tica de los defectos externos de los c´ıtricos (RADTAVIC). MCYT (DPI2003-09173-C02-
02), FEDER. Duracio´n: 01/12/2003 - 01/12/2006. Investigador principal: Dr. Florentino
Juste Pe´rez.
• Sistema inteligente de seleccio´n automa´tica de c´ıtricos en l´ınea mediante el empleo de te´cni-
cas avanzadas de visio´n artificial y computacio´n paralela. Generalitat Valenciana (GV04B/245).
Duracio´n: 01/01/2004 - 31/12/2005. Investigador principal: Dr. Jose´ Blasco Ivars.
• Desarrollo de una investigacio´n industrial y el disen˜o de un sistema automa´tico de detec-
cio´n de podredumbres en c´ıtricos. RODA IBERICA. Duracio´n: 21/10/2005 - 31/12/2008.
Investigador principal: Dr. Jose´ Blasco Ivars.
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Ape´ndice A
Acro´nimos
AC Alternating Current
ANN Artificial Neural Networks
AOTF Acousto-Optic Tunable Filters
CA Correlation Analysis
CART Classification and Regression Trees
CB Chernoff Bound
CC Complexity Cost
CCD Charge-Coupled Device
CE Comite´ de Expertos
DC Direct Current
DEM Digital Elevation Model
FWHM Full Width at Half Maximum
GA Genetic Algorithm
GALDA Genetic Algorithm based on Linear Discriminant Analysis
ITT Interline Transfer Technology
KLD Kullback-Leibler Divergence
LCTF Liquid Crystal Tunable Filters
Ape´ndice A. Acro´nimos
LDA Linear Discriminant Analysis
LW Lambda de Wilks
MI Mutual Information
MLP MultiLayer Perceptron
MRMR Mı´nima Redundancia Ma´xima Relevancia
NIR Near InfraRed
NIR-07 Near InfraRed LCTF Filter
OA Overall Accuracy
P clase Pedu´nculo
PC Personal Computer
PE clase Piel Esporulada por penicillium digitatum
PCA Principal Component Analysis
PD clase dan˜o por Penicillium Digitatum
PDP fusio´n clase Piel con Defecto Podrido
PI clase dan˜o por Penicillium Italicum
PN clase Piel sana color Naranja
PP clase Piel Podrida por penicillium digitatum
PPD Porcentaje p´ıxeles Penicillium Digitatum
PPI Porcentaje p´ıxeles Penicillium Italicum
PS clase Piel Sana
PSN Porcentaje p´ıxeles Sana Naranja
PSP fusion clase Piel Sana Pedunculo
PSV Porcentaje p´ıxeles piel Sana Verde
PTR Porcentaje p´ıxeles Trips Rameados
PV clase Piel sana color Verde
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RAM Random Access Memory
RGB Red Green Blue
ROC Receiver Operating Characteristic
SW StepWise regression
TR clase Trips/Rameados
TT T-Test
UV UltraViolet
VIS Visible
VIS-07 Visible LCTF Filter
VLSI Very Large Scale Integration
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Ape´ndice B. Lista de s´ımbolos
Ape´ndice B
Lista de s´ımbolos
S´ımbolos introducidos en el cap´ıtulo 3
λ Longitud de onda x Posicio´n horizontal del p´ıxel
ρxy Reflectancia relativa y Posicio´n vertical del p´ıxel
Rabs Radiancia absoluta c´ıtrico Rabsblanca Radiancia absoluta referencia
Rblanca Radiancia referencia Rnegra Radiancia anulando iluminacio´n
R Radiancia c´ıtrico ρref Reflectancia promedio referencia
IT Intensidad luminosa I Intensidad total
ID Componente directa iluminacio´n IF Componente difusa iluminacio´n
φ A´ngulo de incidencia αD Proporcio´n luz directa
ρ Reflectancia c´ıtrico ǫg Factor de correccio´n geome´trico
PG Centro geome´trico del c´ıtrico Pi Puntos per´ımetro del c´ıtrico
NPi Nu´mero puntos per´ımetro η Factor de forma c´ıtrico
hc Altura del c´ıtrico r Radio promedio
rij Radio red de interpolacio´n hij Altura red interpolacio´n
S´ımbolos introducidos en cap´ıtulo 4
xi Vector i de caracter´ısticas yi Clase del vector xi
n Nu´mero de muestras rxjy correlacio´n lineal
J(y) Funcio´n de entrop´ıa J(y|xj) Funcio´n de entrop´ıa condicional
MI(y, xj) Informacio´n mutua P (c|xj) Probabilidad condicionada
P (c) Probabilidad de clase c P (xj) Probabilidad patron xj
Nf Dimensio´n espacio original NT Dimensio´n espacio LDA
G Transformacio´n LDA St Covarianza total
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Si Covarianza interclase Se Covarianza entre clases
NC Nu´mero de clases ηi Autovectores LDA
λi Autovalores LDA R Nu´meros reales
ρ(λ) Reflectancia banda λ ρ(λ)umbral Reflectancia umbral
p(k|t) Probabilidad clase k a nodo t i(t) Impureza del nodo t
ψ Funcio´n de probabilidad ∆i(d, t) Variacio´n de impureza
pi Proporcio´n a nodo izquierdo pd Proporcio´n a nodo derecho
ǫc Error de la clasificacio´n β Para´metro regularizacio´n
Nn Nu´mero de nodos terminales κ Kapa de Cohen
S´ımbolos introducidos en cap´ıtulo 5
ψ Funcio´n de activacio´n Un Funcio´n de transformacio´n
xk Entrada k a la red neuronal ωnk Peso neurona n entrada k
Nsat Nu´mero variables de saturacio´n λ Reflectancia p´ıxel
λ Reflectancia promedio vecindad σ Desviacio´n t´ıpica vecindad
ω(t) Matriz de pesos preactalizacio´n ω(t+ a) Matriz de pesos postactalizacio´n
α Constante de adaptacio´n J Funcio´n de coste
e Error total ej Error de neurona salida j
Ns Neuronas de salida M Nu´mero de muestras entrenamiento
yk Salida neurona salida k dk Deseada neurona salida k
κ Kapa de Cohen OA Acierto promedio
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