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FOREWORD 
Assessment of future global energy demand was an essential element of the recently 
completed work of the IIASA Energy Systems Program. This report outlines the main 
features of the estimates for six out of the seven world regions considered in the IIASA 
study. 
This final energy demand analysis was based on a model, MEDEE-2, that IIASA 
adopted for projecting the medium- to long-term energy demand at the regional level. The 
approach used in MEDEE-2 involves specifying fairly detailed scenarios for the expected 
evolution of socioeconomic activities and technological developments in the world regions 
over the five decades 1980-2030, during which the related parameters are expected to 
undergo considerable change. 
This report elaborates on and documents the IIASA work on final energy demand. 
It describes in some detail the derivation of the base year (1975) values of the MEDEE-2 
parameters, indicates the relevant sources of information, and spells out the major assump- 
tions and considerations underlying the projected values of various groups of parameters. 
Although this report is mainly concerned with evaluating final energy demand, i.e., 
energy demand by final consumers, it should be stressed that the assumptions in the 
MEDEE-2 model and the results it generates must be seen in the context of a set of other 
models covering energy supply, oil price and trade, and energy-related macroeconomic 
issues. Together these models enabled us to specify and evaluate two global scenarios to 
2030. as well as some sensitivity cases. 
The scenario approach and results, as well as further information on the models, 
are reported in Part IV of Energy in a Finite World: Volume 2, A GlobalSystemsAnalysis, 
report by the Energy Systems Program Group of IIASA, Wolf Hafele, Program Leader 
(Cambridge, Massachusetts: Ballinger Publishing Co., 198 1). Energy in a Finite World: 
Volume 1 ,  Paths to  a Sustainable Future, issued by the same publisher, gives a shorter 
account of the study's findings for the general reader. A very short overview is also avail- 
able from IIASA: Energy in a Finite World: Executive Summary. A list of other IIASA 
publications supporting this work is given at the end of this report. 
WOLF M F E L E  
Leader 
Energy Systems Program 
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SUMMARY 
This report describes the essential features and the results of a final energy demand 
assessment made at the International Institute for Applied Systems Analysis (IIASA), cover- 
-ing six of the seven world regions considered in the recently completed global study of 
IIASA 's Energy Systems Program. The assessment was made using the scenario-development 
approach embodied in a model called MEDEE-2 that was adopted at IIASA for projecting 
the medium- to long-tern energy demand at the level of world regions. This approach 
first analyzes the base year energy demand for different sectors in a region in terms of 
usefil/final energy requirements for a large number of activities in each sector, and then 
projects this demand for later periods by identifying the plausible evolution of various 
socioeconomic activities and by estimating the probable technological improvements and 
lifestyle changes in the coming decades. 
The starting point for the assessment was a set of basic scenario assumptions con- 
cerning population growth and economic development (measured in terms o f CDPgrowth). 
Two different scenarios were analyzed: they are labelled High and Low with respect to 
two different sets of assumptions implying relatively high and relatively low economic 
growth rates. They cover a plausible range o f  values for world economic growth during 
the next 50 years. The population growth rate assumptions are common to both the sce- 
narios. 
This assessment involved estimating the base year (1  975) values of some 180 param- 
eters for each region and projection of the values of these parameters .to the years 2000 
and 2030 in a manner consistent with the basic scenario assumptions, while incorporating 
feasible technological improvements and plausible lifestyle changes. The report lists the 
estimated base year values of the various parameters, describes how they were estimated, 
and gives sources o f  information. Similarly, it lists the projected values of these parameters, 
and describes the underlying reasoning. Finally, it discusses the requirements offinal en- 
ergy for various sectoral activities and the extent of conservation incorporated in the 
f~rojections. 
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Some of  the main results o f  this assessment are: 
1. By 2030 the final energy demand in the developed regions (IIASA Regions I - 
North America; 11 - The Soviet Union and Eastern Europe, and 111 - Western Europe, 
Japan, Australia etc.) will increase by a factor of  1.8 to 2.6 as compared to that in 1975, 
whereas that in the three developing regions considered in the present assessment (i.e., 
IIASA Regions IV - Latin America; V - Africa, except Northern AfricaandSouth Africa, 
and South East Asia, and VI - Middle East and Northern Africa) will increase by a factor 
of 7 to 12. The projected demand in the various regions will, however, be lower than that 
estimated on the basis of historical final energy-to-GDP elasticity of  each region by 16 
percent to 40 percent in the Low scenario and 23 percent to 54 percent in the High 
scenario. 
2. The per capita final energy consumption in the developed regions I, 11, and 111 
will increase from a level of 2.8-7.9 kW in 1975 to a level of  3.9-11.6 kW by 2030, 
whereas that in the developing regions IV, V,  and VI will increase from 0.2-0.8 kW to 
0.5-4.6 kW over the same period. Among the developing regions the largest increase will 
occur in the resource-rich Region VI and the smallest increase will occur in the resource- 
poor Region V. 
3. The sectoral shares of  final energy demand in various world regions will not under- 
go major changes during the next 50 years, so that the regional differences in the sectoral 
distribution of  final energy will persist. In particular, the transportation sector in the de- 
veloping regions and the household/service sector in the developed regions will continue 
to have relatively higher shares in the final energy demand than those commanded by the 
corresponding sectors in other regions. 
4. The share of electricity in final energy will increase everywhere - from 10-13 
percent in 1975 to 20-23 percent in 2030 in the developed regions, and from 4-10 per- 
cent in 1 Y 75 to 15-1 7 percent in 2030 in the developing regions. 
5. The specific liquid fuel requirements as motor fuel or petrochemical feedstocks 
will, in 2030, account for a 34 percent to 43 percent share of  final energy in the developed 
regions and 45 percent to 5 7 percent in the developing regions. The corresponding shares 
in 1975 in the developed and the developing regions are in the range of  24-37 percent 
and 32-52 percent respectively. 
6. Manufacturing activities will continue to dominate the industrial final energy 
demand (i.e., the demand from the manufacturing, mining, agriculture, and construction 
sectors) in all regions. The share of manufacturing in the industrial final energy demand 
in 2030 for different regions will be in the range of 76-90 percent, as compared to 62- 
92 percent in 19 75. 
7. The automobile share of  transportation energy demand will decrease in the 
developed regions and increase in the developing regions. The most notable change will 
occur in Region I, where this share will decline from 67 percent in 1975 to 19-29 per- 
cent in 2030. The automobile share in the transportation sector's final energy demand 
for different regions will lie in the range of  8-36 percent in 2030, as against 6-67 percent 
in 1975. 
8. In 2030 soft solar devices will be able to meet about 1-3 percent of the useful 
thermal energy requirements of the manufacturing sector and 5-13 percent of  those of 
the household/service sector in the developed regions. The corresponding shares in the 
developing regions will be in the ranges of 4-5 percent and 2--12 percent, respectively. 
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9. In spite of gradually increasing penetration o f  electricity, heat pumps, soft solar, 
and district heat in the heat markets of the manufacturing and household/service sectors, 
fossil fuels will continue to be the most important source of thermal energy in these sec- 
tors in all regions except Region II. In 2030 the shares of substitutable fossil fuels (i.e., 
fossil fuels for thermal uses) in developed Regions I and III and the developing regions 
will be in the range 80-90 percent for the manufacturing sector and 55-85 percent for 
the household/service sector. The corresponding shares in Region II will be about 30 
and 25 percent, respectively, due to continued heavy reliance on district heating systems 
in this region 
1 INTRODUCTION 
IIASA's Energy Systems Program deals with the medium- to  long-term aspects of 
global energy supply and demand. It concentrates on a period of 15-50 years from now, 
during which the world energy system will have to  undergo a major transition. This transi- 
tion will result from a large increase in world population, the expected industrialization 
and relatively fast economic growth of the developing countries, and the worldwide scarcity 
of the hitherto cheap conventional forms of energy, particularly of conventional oil and 
natural gas. The major findings of this study have recently been reported in Energy in a 
Finite World: A Global Systems Analysis (Energy Systems Program Group 1981). 
This current report gives an assessment of final energy demand in various world 
regions that was carried out as a part of the above program by using an energy demand 
model called MEDEE-2. 
For the purpose of IIASA's energy systems study, the world was divided into seven 
regions, as illustrated in Figure 1. (For a complete listing of the countries in each region 
see Appendix A.) The grouping of countries in these regions was based not on their geo- 
graphical proximity but on considerations of similarities in social, economic, and demo- 
graphic structures, and on prospects of economic growth and availability of energy re- 
sources. The work described in this report covers only the first six of the seven world 
regions shown in Figure 1. The energy demand assessment for Region VII (China and 
Centrally Planned Asian Economies) was not carried out with MEDEE-2 due to  the lack 
of data. A simplified model called SIMCRED (Parikh 1978) was used for this region; 
this report does not discuss the assessment nor results. 
The long-term projection of energy demand and supply in various world regions 
can be made only in the light of mutually consistent projections of population, economic 
growth, availability of energy, material, and other resources, some perception of techno- 
logical innovation and development, and in the wake of various physical, social, and envi- 
ronmental constraints. In order to  obtain a consistent picture, one has to  look at all these 
factors both individually and collectively, and through an iterative procedure try to  elim- 
inate internal inconsistencies. 
Such an analysis was carried out at IIASA using a set of mathematical models as 
the major analytical tool (Basile 1980). The flow of information between these models is 
schematically shown in Figure 2. It begins with some initial scenario definitions of the 
economic and population growth rates in the various world regions. The demand of final 
energy in each region is then evaluated with the energy demand model MEDEE-2 projecting 
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FIGURE 2 IIASA's set of energy models: a simplified representation. 
changes in economic structure, lifestyles, technical efficiencies,etc., that could be expected 
under the basic scenario conditions. The energy supply model MESSAGE then calculates 
optimal supply strategies consistent with the availability of energy resources and subject 
t o  various constraints encompassing technological, environmental. and other related 
issues. Consideration of the interregional energy trade calls for iteration of the MESSAGE 
runs for various regions until a globally consistent picture emerges. The economic impacts 
of the regional supply strategies are then analyzed in the energy -economy interaction 
model IMPACT. The corresponding implications and the estimates of energy and fuel 
prices, obtained from the MESSAGE runs,are used t o  modify - if necessary - the scenario 
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definitions of regional economic growth and the projections of some of the parameters 
used in the MEDEE-2 runs of the preceding iteration of the modeling loop. This procedure is 
repeated until the demand and supply projections are considered to be "reasonable" and 
consistent. 
This report is concerned mainly with the assessment of final energy demand, based 
on a MEDEE-2 analysis, for the IIASA Regions I through VI. In order to provide a proper 
appreciation of the assessment procedure, we also briefly describe the energy accounting 
and the analytical approach used in the MEDEE-2 analysis. (A formal description is given 
in Appendix B.) A description follows of the input data actually used for the base year 
(1975), of the values assigned to the scenario variables for the years 2000 and 2030 in the 
various world regions, and of the underlying assumptions. The results of the MEDEE-2 
analysis are then discussed in terms of the projected energy requirements for various 
sectoral activities and the extent of "conservation" incorporated in these projections. 
2 SOME DEFINITIONS 
In discussing the issues related to  energy demand and supply, a distinction must be 
made between the different forms of energy usually referred to as primary energy, sec- 
ondary energy, final energy, and useful energy. The difference between these various 
forms is illustrated in Figure 3. 
Primary energy* represents the energy content of extracted raw fuels, e.g., crude 
oil or natural gas at the wellhead, coal at the minemouth. Some primary fuels need to  be 
refined or converted to secondary energy, in oil refineries or power plants, with typically 
rather large conversion losses (at least 60  percent losses in the case of coal converted to 
electricity); others can be transported and used directly as secondary energy. 
Secondary energy, after transmission and distribution through major networks (e.g., 
oil/gas pipelines, delivery trucks, high and low voltage lines), becomes final energy. Elec- 
tricity at the output, or busbar, of a power station is secondary energy; electricity at the 
home wallplug is final energy. 
Final energy is energy delivered to final consumers - oil delivered to burners in the 
basement, or to industrial boilers. Final energy is what the consumer buys. 
Useful energy is what one actually benefits from - the heat that warms livingrooms, 
for example. Produced photons, heated air, kinetic energy are useful energy. All conver- 
sion processes from primary energy through useful energy involve varying amounts of 
losses due to conversion and/or transmission, storage, and distribution (see Figure 3). 
After providing the required energy services, in combination with other inputs such as 
capital, know-how, and labor, the useful energy is ultimately rejected to  the environment. 
The amount of useful energy needed to  obtain a given amount of energy services depends 
*Primary energy also includes fossil fuel equivalents, for example, of nuclear energy and hydropower 
converted to electricity; and the energy obtained from new sources such as solar, geothermal, wind, 
ocean thermal gradients, charcoal and fuelwood from forests, planned wood plantations, biogas, etc. 
Except where indicated, primary energy excludes noncommercial use of fuels such as firewood, farm 
wastes, and animal wastes. 
FIGURE 3 Energy conversion and use. 
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on the relative magnitudes of these other inputs (Hafele 1977), and this leads to the ulti- 
inate potential of energy conservation. 
The energy demand projections discussed in this report were made only in terms of 
useful and/or final energy forms. The evaluation of secondary and primary energy require 
ments, based on these demand projections, was made in the MESSAGE model runs and 
has been described in Energy Systems Program Group (1981). 
3 THE MEDEE-2 MODEL FOR ENERGY DEMAND ASSESSMENT 
3.1 Methodological Approach 
MEDEE-2 is a simulation model for evaluating the energy demand implications of a 
scenario describing a hypothetical evolution of economic activities, changes in the life- 
style of the population, and technological improvements.* It is based on a disaggregation 
of total energy demand into a multitude of end-use categories - such as heating or cooling 
of dwellings, passenger transportation by mode, or steam generation in industry. For 
thermal uses of energy, where the useful energy demand can be provided by various en- 
ery sources (e.g., fossil fuels, district heat, electricity, or solar systems), the energy demand 
is calculated first in terms of useful energy** and then converted to final energy terms 
based on assumptions about the penetration of various energy sources into their potential 
end-use markets and about their end-use efficiency. For all other energy use categories. 
such as motor fuel for automobiles or electricity for electrolysis, lighting. various house- 
hold appliances, etc., the energy demand is directly calculated in final energy terms, they 
are called "nonsubstitutable uses,'' in the sense that substitutions would be difficult and 
are therefore unlikely. 
For each end-use category, energy demand (useful or final) is related to  a set of 
determining factors, which may be macroeconomic aggregates, physical quantities, or 
technological coefficients. The energy demand projections result from the evolution as- 
sumed for these factors. Because of this high level of disaggregation and the relatively few 
structural assumptions built into the model, it can be viewed as an accounting framework 
of the energy uses in a country or a region. 
Figure 4 shows the scheme for projecting useful and/or final energy demand used in 
MEDEE-2. The starting point is a scenario that defines an environment of population 
growth, economic development, energy availability, and prices envisaged for the future. 
These general scenario parameters must be disaggregated in terms of economic structure, 
demographic structure and lifestyles, and technological structure. Various elements make 
up these factors -gross domestic product (GDP) expenditure and formation and production 
of certain energy intensive basic industry products, labor force participation, urban/rural 
*MEDEE-2 is a simplified version of a more general approach developed by Chateau and Lapillonne 
(1977) at the Institute des Etudes Juridiques et Economiques, University of Grenoble, France. It was 
adapted by Lapillonne (1978a) for the global energy demand assessment in IIASA's Energy Systems 
Program. In the course of the study, several changes were made to the program. The main equations 
and variable definitions corresponding to the present state of the model are listed in Appendix B. It 
may also help to understand how the various parameters affect the results, and dispel ambiguities 
about the scope. 
**For this assessment, useful energy for thermal processes is expressed as equivalent requirements of 
electricity. This implies that all efficiencies are specified relative to the efficiencies of electricity. 
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FIGURE 4 Schematic description of  MEDEE-2. 
split, household size, type and size of dwellings, energy-using equipment, travel distances, 
automobile ownership, preferences for certain modes of travel, energy intensity of indus- 
trial sectors, dwelling insulation, fuel economy of vehicles and many others. 
Each of the factors mentioned would merit detailed investigation, or at least a sur- 
vey of relevant studies. The fact that the various assumptions - though not formally 
interrelated in MEDEE-2 - are not independent from each other, raises the question of 
consistency. For example, energy prices are only judgmentally incorporated into the 
model; import-export relations are not explicitly treated (for small countries, trade of 
energy-intensive products can have a significant influence on the average energy intensity, 
but the effect will be small on the level of world regions considered in this study); the 
relation between lifestyle changes and purchasing power is not formalized; the relation 
between economic growth and turnover of capital stock is not modeled. All these factors 
enter only judgmentally, where one assigns future time trends to parameters, such as sec- 
toral GDP shares, electricity consumption per dwelling, car ownership, change of energy 
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intensity in various industry branches, etc. On the other hand, it is questionable whether 
one can develop a model that is general and flexible enough to be applied to a macro 
region and that rigorously treats the aspects mentioned above. In the scenario approach 
adopted for this study, the question of consistency could not be resolved in every detail. 
However, a cross-check of the MEDEE-2 results with the shadow prices obtained from the 
energy supply optimization model MESSAGE as well as an ex post interpretation of sec- 
toral energy demand projections in terms of income and price elasticities ensure a certain 
degree of consistency on an aggregated level. 
As mentioned above, MEDEE-2 calculates thermal energy demand in terms of use- 
ful energy, and the energy demand for nonsubstitutable uses in terms of final energy. 
However, the supply optimization model used in the present global energy demand assess- 
ment accepts energy demand inputs only in the form of secondary energy. The first part 
of the missing link between useful thermal energy and secondary energy by source, namely 
the conversion from useful to final energy, is done by MEDEE-2 on the basis of specified 
values of the expected penetrations of different energy sources(e.g., noncommercial fuels, 
electricity, district heat, solar systems, heat pumps), into their respective potential heat 
markets and the end-use efficiencies (relative to the efficiency of electricity) of various 
final energy forms.* The main output of MEDEE-2 is final energy demand by sector 
(industry, transportation, household/se~ice) and by energy source/category of use (sub- 
stitutable fossil fuels for thermal uses; centralized heat supply; soft, i.e., decentralized 
solar systems; electricity; motor fuel; coke; feedstocks,i.e., fossil fuelsused as raw material; 
and noncommercial fuels). In order to obtain the associated primary energy demand, one 
must (1) determine the shares of coal, oil, gas, charcoal, and biogas in the substitutable 
fossil fuel demand for thermal uses and in the feedstock requirements**; (2) add transport/ 
distribution losses and internal energy consumption by energy producing industries 
(which gives secondary energy demand), and (3) determine the supply mix of the primary 
energy sources and the associated conversion losses. Only step (3) was handled by the 
supply optimization model MESSAGE; steps (1) and (2) required a "human interface." 
The choice of fossil fuels is left open in MEDEE-2 because it is mainly a matter of 
availability and price, and shifts may occur rather quickly. (The conversion from useful 
thermal to final energy demand should in fact also be treated in some optimization frame- 
work, so that relative costs of competing technologies/energy sources are formally included 
in the calculations.) Determination of transport/distribution losses and internal consump- 
tion by energy producers is in principle a task for the supply model, because they depend 
on the locations selected, the choice between import and domestic production, and the 
technological characteristics of energy production facilities and distribution networks. 
Efforts are being made in IIASA's Energy Systems Program to improve the treatment of 
these parts of the energy chain. 
The remainder of this section gives an overview of the energy demand calculations 
in each sector. A formal description with the equations is given in Appendix B. 
*Final energy in the form of coal, oil, gas, and the organized supply of charcoal and biogas, used for 
meeting useful thermal energy demand, is treated in MEDEE-2 as a single category (called substitut- 
able fossil fuels) and only the average efficiency for this category of fuels is specified. 
**Charcoal and biogas were considered as alternatives only for the developing regions; only liquid 
fuels were assumed to be used as feedstocks in all regions except Region 11. 
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3.1.1 Industry 
All economic activities, except for those of the service sector, are included under 
this label in MEDEE-2. Specifically, these are agricul~ure, construction, mining, three 
manufacturing subsectors, and energy. The energy consumption of this last sector (cover- 
ing electricity gas and water supply, and other energy-related activities that can be isolated) 
is neglected because it is related to conversion activities as calculated at a later stage by 
the MESSAGE model. 
Three types of end-use categories are considered: specific uses of electricity (for 
lighting, motive power, electrolysis, etc.); thermal uses (space and water heating, lowlhigh 
temperature steam generation, furnaceldirect heat); and motor fuel use (mainly for motive 
power in nonstationary uses such as in agriculture, construction, and mining). 
Because it is mostly impossible to obtain energy balances in such detail, all present 
uses of electricity in industry are considered "specific" (in the sense that they are unlikely 
to be replaced by other energy sources) and all fossil fuels, except for motor fuel, are 
assumed to be consumed for thermal uses. This implies that electricity penetration into 
thermal uses must be interpreted as incremental penetration above the levels reached today. 
For the energy demand calculations, knowledge of the activity level (value added) 
and energy intensities (per unit value added) in each sector is required. Energy intensities 
must be specified in terms of final energy for motor fuel and electricity, and in terms of 
"electricity equivalent" for thermal uses. The breakdown of thermal uses (space and 
water heating, low and high temperature steam generation, furnaceldirect heat) is assumed 
to be constant. If the breakdown is not known for each subsector, an average split must 
be specified. 
The energy consumption of manufacturing industries depends on the activity level 
and on the energy demand per unit of output in each sector. Since the sectors are highly 
aggregated and therefore inhomogeneous, the energy intensity may change with a modi- 
fied product mix as well as with increased process integration and other operational 
improvements. Also the energy use pattern changes as a result of substitutions of other 
energy sources for fossil fuels, especially with regard to thermal uses. 
For thermal uses, the penetration of electricity, district heat, cogeneration, heat 
pump, and soft solar technologies must be estimated. The remaining energy demand 
is assumed to be met by fossil fuels, and is converted to final energy demand using 
exogenously specified end-use efficiencies for heating systems, boilers, and furnaces 
(these must be given relative to electricity). Electricity can penetrate into virtually all 
thermal uses; the potential market of the other alternatives is restricted to  steam and 
low-temperature uses. 
The demand for coke and for petrochemical feedstocks is calculated separately in 
MEDEE-2, since they account for a major share of total industrial energy consumption. 
Coke demand is related to  pig-iron production, which in turn is related to steel produc- 
tion. Steel production as well as petrochemical feedstock demand is directly related to 
the value added of basic materials industries, which include these two industry branches. 
3.1.2 Transportation 
Three types of transportation are distinguished in MEDEE-2: passenger, freight, 
and international and military transportation. Passenger transportation is broken down 
into urban and intercity categories (Table 1). 
TABLE 1 Categories of energy end use considered in MEDEE-2. Energy sources are coal (CL); motor fuel - gasoline, diesel, jet fuel (MF); electricity (EL). 
F is basic energy demand calculated in final energy forms; U is basic energy demand calculated in useful energy forms. 
Transportation module ( F ) T  Industry module I Household/service module 
Personal transportation I Sectors Processes I Household 
car (MF, EL) 
urban mass transit 
(MF, EL) 
Agriculture 
Construction 
Motor fuel use (F) 
Specific* electricity uses (F) 
\ MF, EL) 1 Food textiles, and other Coke for iron-ore reduction (F) I Service 
I pre-/post-1975 dwellings Space heating (U) multifamily/single family central heatinglother 
car (MF) i plane (MF) intercity bus (MF) train (CL, 
Freight transportation I Energy** 
truck (MF) I 
Mining Thermal uses (U) 
Manufacturing Steam generation Furnaceldirect heat Basic materials Space and water heating Machinery and equipment 
train (CL, 
long ] MF, EL) 1 distance barge (MF) 
Water heating (U) ' 
Cooking (U) 
Cooling (U) 
Electrical appliances (F) 
\ pipeline (MF) 
local truck (MF) 
Miscellaneous (MF) I I 
Use of energy products as 
feedstocks (F) 
International freight and I 1 
Thermal uses (U) pre-/post-1975 buildings 
Cooling (U) 
Electrical appliances (F) 
passenger (air and maritime) 
transport 
- $ 
.- 
*By definition in the model, all present uses of electricity are included here. 
**The energy sector should be considered separately if statistics permit. Its energy consumption should be determined in relation to conversion from primary 2 
to secondary energy. 3 
NOTE: The restriction of certain categories here to just one or two fuel types misses other possibilities. For instance, pipelines may also use electricity or gas. .+ 
k 
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For international and military transportation only the use of liquid fuels is considered 
feasible. Data for this category are often difficult to find, and the motor fuel demand of 
this type of transportation is therefore treated simplistically as a function of GDP. 
The demand for domestic freight transportation (measured in net ton-kilometers) 
is calculated as a function of the GDP contribution by the agricultural, mining, manu- 
facturing, and energy sectors. The modal split, i.e., the allocation to the various modes 
(rail, truck, inland waterways or coastal shipping, pipeline), must be specifiedexogenously, 
as well as the energy intensity (per ton-kilometer) of each mode. Except for rail, where 
electricity and coal can also be used as an energy source, only liquid fuels are assumed to 
be used. 
Passenger transportation is treated in more detail, because in most countries it ac- 
counts for a major share of energy consumption. 
Total demand for intercity passenger transportation (measured in passenger-kilome- 
ters) is calculated in MEDEE-2 from data on population and average distance travelled 
per person per year. Automobile travel is calculated from data on population, auto- 
mobile ownership, average distance traveled per automobile per year, and an average 
load factor (passenger-kilometer per vehicle-kilometer). The remainder is allocated to 
public transportation modes (rail, bus, airplane) according to exogenously specified shares. 
The corresponding vehicle-kilometers are calculated from average load factors for each 
mode. The energy intensities (per vehicle-kilometer) also have to be specified. For freight 
transportation, except for railways, only liquid fuels are assumed to be used. 
Total demand for urban transportation is related to the population in large cities* 
where mass transportation is feasible. It is calculated from data on the average distance 
traveled per day and per person in urban areas and on the total population living in these 
areas. The energy consumption related to this demand is determined from exogenously 
specified shares of various modes (private automobiles and mass transportation powered 
by motor fuel or electricity), together with average load factors and energy intensities of 
each mode. 
All energy demand in the transport sector is calculated only in terms of final energy. 
3.1.3 Households and Services 
Currently, in the developed countries space heating accounts for the major share of 
energy consumption in the household sector, and with improved insulation this energy 
demand could be reduced considerably. Buildings constructed after the world's acknowl- 
edgment of the energy crisis in 1973 have better insulation. To allow for this difference, 
pre-1975 and post-1975 buildings are treated separately in MEDEE-2. In addition, three 
types of dwellings are considered: single housing units with central heating, apartments 
with central heating, and dwellings with room heating only. This is in order to allow for 
the large differences in the average heat loss of these dwelling types. 
The change in the housing stock of the residential sector is determined from data 
on average family size and population, on demolition of existing dwellings by type, and 
on construction of new dwellings by type. Allowance is made for the reduction of heat 
*Cities with more than 50,000 inhabitants in Regions I, 111, and those with more than 100,000 inhabi- 
tants in the developing Regions IV, V, VI. For Region I1 all urban population has been included in this 
category. 
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loss in old dwellings through retrofitting; the heat loss of post-1975 dwellings is calculated 
from data on the average size and the specific heat loss (per m2)  for each type of dwelling. 
Energy demand for water heating, cooking. air-conditioning. and the electricity 
consumption of secondary appliances (such as washing machine, refrigerator, freezer, 
dishwasher, clothes dryer,vacuum c1eaner)is calculated from exogenously specified owner- 
ship fractions and/or average annual consumption rates. 
The change in the building stock of the commercial/service sector is calculated from 
data on the average floor area per worker and labor force, and on the demolition of exist- 
ing floor area. Allowance is made for improving the insulation of old buildings. Besides 
thermal uses (spacelwater heating), two other end-use categories are distinguished, namely 
air-conditioning and specific electricity uses, for which penetration and/or average con- 
sumption rates must be given. 
The energy demand calculations for this sector are generally made in terms of 
"electricity equivalent." For air-conditioning, electricity is considered the only energy 
source; this is also true for heat pumps. In all other instances, the penetration of alter- 
native sources, such as electricity, district heat, heat pumps, or soft solar technology, 
must be estimated. The remaining energy demand is assumed to be met by fossil fuels 
and converted to final energy demand using exogenously specified end-use efficiencies. 
The potential market for district heat is restricted to large cities, and the potential market 
for solar is restricted to post-1975 single housing units in the case of space heating; pene- 
tration of solar technology for thermal usesin the commercial/service sector is also assumed 
to be feasible only in low-rise buildings. 
3.2 Input Data Requirements 
There are some 180 parameters in the input data files of MEDEE-2 serving to cap- 
ture such essential features of the economy, demography, technology, lifestyle, and vari- 
ous social and industrial activities of a country or region that have, or may have in the 
foreseeable future, some effect on the amount and pattern of final energy consumption. 
These parameters are constants or variables. Constants are understood to comprise initial 
values as well as coefficients held constant in the model calculations. Variables are time- 
dependent parameters for which scenario values have to be assigned for each model year. 
A complete listing of all the parameters and their definition is given in Appendix B. 
4 TWO SCENARIOS: BASIC ELEMENTS 
The future evolution of world energy demand is governed essentially by three basic 
elements: population growth, economic growth, and technological developments. The 
last two elements, which are to a certain extent interdependent, are also influenced by 
the relative availability of energy as a source of power, and its price. 
The starting point for IIASA's energy demand projections 1975-2030 is the defini- 
tion of two scenarios (Chant 1981) describing the evolution over time of population and 
economic growth in the seven world regions specified in Figure 1 .  The population projec- 
tions common to both scenarios are based on Keyfitz (1977). These scenarios are labeled 
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High and Low in terms of two different levels of world economic growth, which cover a 
range of plausible economic developments in the regions in a mutually consistent manner. 
The figures for economic growth projections have been arrived at after several iterations 
through the modeling loop of Figure 2, until the energy prices and the investment require- 
ments of the energy sector obtained for the various world regions were considered to  be 
consistent with their envisaged economic growth rates. (See Basile 1980, Chant 1981, 
Energy Systems Program Group 198 1, for a more detailed discussion.) 
Tables 2, 3 ,  and 4 list the projections of population and GDP in various world re- 
gions that serve as basic inputs to the energy demand assessment to  be discussed. The 
TABLE 2 Population projections by region ( l o 6 ) .  
Projections 
Region 
I (NA) 237 2 84 315 
11 (SUIEE) 363 436 4 80 
111 (WEIJANZ) 560  6 80 76 7 
rv (LA) 319 575 797 
V (Af/SEA) 1,422 2,528 3,550 
VI (ME/NAf) 133 24 7 353 
VII (C/CPA) 912  1,330 1,714 
World 3,946 6,080 7,976 
NOTE: 1975 data are mid-year estimates from United Nations 
Monthly Bulletin of Statistics, January 1978. 
The same population projection is chosen for both High and Low 
scenarios. 
SOURCE: Keyfitz (1977). 
population projections for the world as a whole as well as by groups of developed (I, 11 
and 111) and developing (IV,V,VI. and VII) regions are plotted in Figure 5. Note that 
the period of consideration is one in which the world population is expected to  undergo 
a major transition, with a predominant increase occurring in the areas of the currently 
developing economies. 
Depletion of energy resources, increasing production costs and rising prices of en- 
ergy commodities traded internationally over the next SO years are only qualitatively 
accounted for in this assessment. (For a detailed discussion with respect to  the two IIASA 
scenarios, see Energy Systems Program Group 1981 .) These issues influenced the projec- 
tions of some scenario parameters of the MEDEE-2 model, and occasionally required a 
modification of the values used in a previous iteration of the modeling loop of Figure 2. 
For our purpose, it should suffice to point out two important results of the supply ana- 
lysis of the two scenarios. The biggest difficulty in energy supply, which is to  be felt 
worldwide, will be to  meet the demand for liquid fuel. Further, by 2030, the average final 
energy production costs will increase to about 2.9 to  4.2 times the 1972 values (with the 
corresponding prices probably increasing to  2.4 to 3.0 times the 1972 prices) in the vari- 
ous world regions (Chant 1981). 
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TABLE 3 GDP projections by region ( log  $1975). 
Rojections 
High scenario Low scenario 
Region 1975 2000 2030 2000 2030 
World 
NOTE: GDP in constant 1975 US dollars. Base year data are estimates from UN (1977~).  World Bank 
(1977) and OECD (1979a). 
TABLE 4 GDP per capita projections by region ( lo3  $1975). 
Projections 
Region 
High scenario Low scenario 
1975 2000 2030 2000 2030 
World 
NOTE: Based on Tables 2 and 3. 
5 APPLICATION OF MEDEE-2 TO IIASA REGIONS I TO VI 
5.1 Base Year Data/lnputs 
As is evident from Section 3, assessment of future energy demand following the 
MEDEE-2 approach requires base year data of a large number of parameters as well as 
projected values of these parameters that are consistent with the basic scenario elements 
(Section 4) for each world region. For some of these parameters, statistical information 
detailed by countries or by groups of countries is available from United Nations (UN), 
International Bank for Reconstruction and Development (IBRD), Food and Agriculture 
Organization (FAO), International Road Federation (IRF), Organization for Economic 
Cooperation and Development (OECD), Economic Commission for Europe (ECE) etc., 
while for others the information is either limited to  only a few countries (mostly con- 
tained in national statistical bulletins) or is not documented at all. 
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FIGURE 5 World population - historical and projected. 
Overall, the data base situation is considerably more satisfactory for the developed 
Regions I ,  I1 and I11 than it is for the developing Regions IV, V, and VI. In some cases 
we had to rely on extrapolation of regional averages from information on just a few coun- 
tries (sometimes only on one) in a given region, or on estimates we made on the basis of 
scattered material in the literature and from discussion with knowledgable persons from 
countries in these regions. 
In spite of these difficulties, we feel that the base year data for all the regions 
represent fairly well the regional average situations prevailing in 1975. One should keep in 
mind, however, that the purpose of this project was to conceptualize the present energy 
demand pattern in each world region and to arrive at projections of the demands for spe- 
cific and substitutable energy forms. This was achieved while considering the likely evolu- 
tion of various socioeconomic activities in line with the basic assumptions of the two 
IIASA scenarios. This report documents the complete set of input data for the base year 
(1975) for each world region as it was used in the IIASA analysis (Energy Systems 
Program Group 1981). It is hoped that some of these data will be refined in due course. 
as improved and/or more complete information becomes available. We now briefly describe 
how the base year data related to various groups of parameters were obtained. 
The starting point for this exercise was to determine primary energy consuinption 
in the form of both commercial and noncomn~ercial fuels. These data are listed in Table 5.  
The data on commercial energy consumption in Regions 11, IV, V, and VI are based on 
World Energy Supplies (UN 1977a, 1978a), and those of Regions I and I11 are derived 
hasically from OECD Energy Statistics (OECD 1977). For noncommercial energy, the 
data on fuelwood are based on World Energy Supplies (LIN 1977a, 1978a), and those for 
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TABLE 5 Primary energy consumption, electricity generation and noncommercial energy use in the 
base year (1975) by region. 
Region 
I I1 I11 IV v VI 
-~ ~ - 
Primary energy consumption (GWyr) 
Solid 4 84 770 54 1 16 119 3 
Liquid 1,167 635 1,252 228 159 7 7 
Natural gas 76 3 374 238 48 20 43 
Hydro (primary equiv.) 174 50 180 45 29 5 
Nuclear (primary equiv.) 6 6 6 45 1 1 0 
Total 2,654 1,835 2,256 338 3 28 128 
Electricity generation (GWyr) 
Hydro 58 17 5 9 15.1 9.9 1.5 
Conventional thermal (from 
fossil fuels) 181 139 167 12.6 16.0 3.9 
Nuclear 2 1 2 15 0.3 0.4 0 
Total 260 158 24 1 28 26 5 
Noncommercial fuels (GWyr) 
Wood - 44 - 84 229 2 
Agricultural and animal wastes - - - 25 115 8 
Total - 44 - 109 344 1 0  
agricultural and animal wastes on the estimates by Parikh (1978) together with informa. 
tion on agricultural production given in F A 0  (1977). The noncommercial energy use in 
Regions I and 111, as compared to  the use of commercial fuels, is insignificantly small and 
has been ignored. 
The MEDEE-2 calculations lead to only final energy and not t o  primary energy. 
Thus, in adjusting the various base year parameters to match the actual energy consump 
tion, one needs t o  know the final consumption in terms of electricity as well as in non- 
electric energy forms. Such information is readily available for Region I, for most of 
Region 111, and for part of Region I1 (Eastern Europe) in OECD (1977) and ECE (1977). 
The missing information on these and other regions is obtained by assuming appropriate 
conversion (primary to secondary) and distribution (secondary to  final) losses typical of 
different fuels, as well as an appropriate fuel mix for thermal electricity (and, in the case 
of Region 11. district heat) generation in the various regions. The final energy estimates 
for the base year are listed in Table 6.  
Information on the sectoral distribution of final energy in Region I ,  in the Eastern 
Europe part of Region 11, and in the OECD section of Region 111 is also available in OECD 
(1977) and ECE (1977). Similar information on the developing regions is derived partly 
from sectoral primary energy consumption data for certain countries Brazil, Mexico. 
India, Pakistan, Egypt. Saudi Arabia (Vieira 1978, WAES 1976, Parikh 1976, Henderson 
1975, Pakistan 1977, Elshafei 1978, Saudi Arabia 1977) - and partly by adjusting the 
less certain MEDEE-2 parameters to match the total final energy demand.* These estimates 
*A recent publication by OECD (1 979b) giving information on energy consumption data for sectoral 
activities in sixteen developing countries was not available at the time of the assessment. 
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TABLE 6 Estimate of final energy use by energy form and by region in the base year (1975). 
Region 
Energy form (GWyr) I I1 111 IV V VI 
Coala 108 353 232 12 8 1 2 
oilb 951 428 979 189 138 7 0 
GasC 5 84 14 8 177 29 12 29 
Electricity 228 130 201 24 22 5 
District heat - 218 - - - - 
Total 1,871 1,277 1,5 89 254 253 106 
aIncludes coke consumption of the iron and steel industry. 
b~ncludes feedstocks derived from crude oil. 
CIncludes manufactured gas. 
TABLE 7 Estimate of sectoral distribution of final energy use in the base year (1975). 
Region 
Total final energy (GWyr) 1,87 1 
% electricity 12.2 
% district heat - 
Industry (GWyr) 757 
% electricity 12.5 
% district heat - 
Transport (GWyr) 54 1 
% electricity 0.1 
Household/service (GWyr) 573 
% electricity 23.3 
%district heat - 
Noncommercial energy house- 
holds only) (GWyr) - 
are summarized in Table 7. 
The base year input parameters (see Appendix B for definitions) for MEDEE-2 are 
discussed; the groups covered are (1) demography; (2) macroeconomics; and (3) energy 
consumption by the industry, transportation, and household/service sectors. They are 
listed in Table 8, and the corresponding sources of information are given below. In order 
to obtain the appropriate regional values, additional calculations and/or extrapolations 
were necessary in most cases. 
5.1.1 Demography 
Parameters in Group 1 o f  Table 8. The sources of information for the various parameters 
were as follows: 
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Variable 
PO (population) 
PLF (potential labor force) 
PARTLF (participation rate of the 
potential labor force) 
POLC (population outside large 
cities) 
PR UR (rural population) 
CAPH (persons per dwelling) 
TABLE 8 Base year datalinputs. 
Reference 
UN (1977b, 1978b) 
UN (1976a) 
US (1 976a) and Canada (1 975) for Region I 
CMEA (1976) for Region I1 
ILO (1 976) for Region I11 
F A 0  (1977) for Regions IV, V, VI 
UN (1976b) for Regions IV, V, VI; Paxton (1 976) 
for Regions I and 111. CMEA (1 976) for Region I1 
UN (1 976b) 
ECE (1978a) for Regions I, 11,111 
UN (1 974) for Regions IV, V, VI 
- - - 
Region 
Variable I 11 111 IV V VI 
Group 1 : Demography 
PO 237 
PL F 0.64 
PARTLF 0.69 
POLC 0.64 
PR UR 0.24 
CAPH 2.98 
Group 2: Macroeconomics 
Y 1,670 
PYAG 0.028 
PYB 0.04 1 
PYMIN** 0 
PYMAN 0.245 
P YEN 0.038 
PYSER 0.648 
PVAIG 0.248 
PYAM 0.432 
PVAC 0.32 
I* 0.18 
P* 0.65 
PCDG* 0.19 
PCNDG* 0.42 
PCSER * 0.39 
*The values for these variables do not directly affect the calculations of the version of the MEDEE-2 
model used for the present assessment, but they are used for projecting the evolution of other vari- 
ables, outside the model calculations. 
**For Regions I, 11, and 111, mining of coal, oil, and gas is included in the energy sector and that of 
other materials is included under manufacturing of basic materials. (See definition of sectors in Appen- 
dix C.) 
NOTE: See definition of variables in Appendix B, Part 2. 
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5.1.2 Macroeconomics 
Parameters in Group 2 of Table 8. The sources of data were the following: 
Variable 
Y (total GDP) 
All other data 
Reference 
UN (1977c), World Bank (1977), OECD (1979a) 
UN (1977b) for Regions I ,  11,111 
UN (1 977c) and data supplied by Arab Fund (1 979) 
for Regions IV, V, VI 
5.1.3 Energy Consumption in Sectors 
I Industry (Agriculture, Construction, Mining, and Manufacturing) 
( i )  Parameters in Groups 3.Ia and 3.Ib in Table 8. The data for Region I are based on 
estimates for the US made by Lapillonne (1978b) using the information given in WAES 
(1976) and Doblin (1978). The values estimated for Region 111 are based on data for 
Austria (Foell et al. 1979), France (Lapillonne 1978c) and the US. The estimates for 
Region I1 were made partly on the basis of data contained in Vigdorchik (1 976), USSR 
TABLE 8 Base year datalinputs (continued). 
Region 
Variable I 11 111 IV V VI 
Group 3: Energy Consumption 
Group 3. I :  Industry (Agriculture, Construction, Mining. ManufacturingJ 
Croup 3. la:  Energy Intensity of Agriculture , Construction, Mining 
EI.AGR.MF 5.07 1.36 1.49 0.132 
EI.AGR.EL 0.56 0.88 L 0.062 
EI.AGR.TH a a 1 a 
EI.CON.MF 2.53 2.56 1.97 1.44 
BI.CON.BL a 0.95 1 0.065 
b% CON. TH a a il a 
EI.MIN.MF b b b 5.1 
EI.MIN. EL b b b 1.82 
KI.MIN. TH b b b a 
Group 3. lb :  Energy Intensity of Manufacturing Industries 
b% BM.MF 0.14 a 1 
KL.BM.BI. 4.62 5 1.27 
EI.BM. US 18.05 17.286 5.81 
KI.ME.MP a a d 
EI.ME.EI. 0.9 1.5 1.87 
M M E .  US 1.14 4.4 0.81 
BI.ND.MF a a t 
EI.ND.EL 1.32 0.58 0.23 
EI.ND. US 2.48 5 1.06 
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TABLE 8 Base year datalinputs (continued). 
Region 
Variable I 11 111 IV V VI 
Group 3 . 1 ~ :  Change of Energy Intensity of Agriculture, Construction, Mining 
CH.AGR.MF 1 1 1 1 
CH.AGR.EL 1 1 1 1 
CG.AGR. TH 1 1 1 1 
CH.CON.MF 1 1 1 1 
CH.CON.EL 1 1 1 1 
CH. CON. TH 1 1 1 1 
CH.MIN.MF 1 1 1 1 
CH.MIN. EL 1 1 1 1 
CH.MIN. TH 1 1 1 1 
Group 3 . ld:  Change of Energy Intensity of Manufacturing Industries 
CH.MAN.MF 1 1 1 1 1 1 
CH.MA N.EL 1 1 1 1 1 1 
CH.MAN. US 1 1 1 1 1 1 
a: Separate data were not available; the corresponding requirements are accounted for elsewhere. 
b: The mining sector is not considered separately for Regions I, 11, and 111 (see definition of PYMIN, 
PYEN, PYMAN and PVAIG in Appendix C). 
(1976), and partly by comparison with Regions I and 111. For Regions IV and V, the 
values were in general derived by combining the sectoral energy consumption data of a 
few countries, i.e., of Brazil (Vieira 1978) for Region IV, and of India (Parikh 1976) 
and Pakistan (1977) for Region V for recent years, and the corresponding value-added 
contributions to respective national GDPs (UN 1977~) .  The data for Region VI were 
estimated by adjusting the values obtained for Egypt from the energy consumption data 
given by Elshafei (1978) in the light of those for Regions IV and V. 
The energy intensity values for agriculture (EI.AGR.MFfor motor fuel and EI.AGR. 
EL for electricity) in Regions IV, V, and V1 were also adjusted taking into account the 
extent of farm mechanization and irrigation in these regions (FA0 1977). The energy 
intensity of mining in Region V1 was estimated from the data given by Chapman and 
Hemming (1 976) and Saudi Arabia (1 977). 
(ii) Parameters in Group 3.Ic and 3.Id in Table 8. These parameters are used to project 
future changes in energy intensity of various industrial activities relative to the base year 
values. Each of the parameters is by definition equal to unity in the base year. 
(iii) Parameters in Group 3.Ie in Table 8. At the time the present set of model runs was 
carried out, detailed information on these parameters was available to us only for the US 
(APS 1975; Lovins 1977), but we had some partial information on the USSR (Vigdorchik 
1976). This is the basic information used for the estimates of these parameters in all 
regions, although some adjustments were made to account for the different climatic 
conditions in the regions. Detailed information recently published for the UK (Leach et 
al. 1979) indicates slightly higher values for STSHI (share of steam and low temperature 
heat) and STI (share of steam only), but the differences are not significant for our results. 
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TABLE 8 Base year data/inputs (continued). 
Region 
Variable I I1 111 IV V VI 
Group 3. le:  Breakdown of Useful Thermal Energy in Manufacturing Industries 
STSHI 0.5 0.69 0.5 0.42 0.4 0.4 
STI 0.4 0.6 0.4 0.4 0.4 0.4 
L TH 0.2 0.3 0.2 0.15 0.15 0.15 
Group 3.lf: Penetration of Alternative Energy Sources and ~ f f i c i ences~  
ELPIND (4) * 0 0 0 0 0 0 
(HPIJ (0) (0) (0) (0) (0) (0) 
EFFHPI 2 2 2 2 2 2 
IDH 0 0.69 0 0 0 0 
SPL T 0 0 0 0 0 0 
SPHT 0 0 0 0 0 0 
FIDS 0.7 0.3 0.7 0.8 0.8 0.8 
ICOGEN 0 0 0.3 0 0 0 
EFFCOG 0.65 0.65 0.65 0.65 0.65 0.65 
HELRAT 5 5 5 5 5 5 
EFFIND (4) * * 0.85 0.605 0.65 0.8 0.6 0.55 
*Zero by definition, i.e., only penetration above levels reached today is considered. 
**Efficiency of fossil fuel use relative to electricity. 
t ~ a l u e s  in parentheses are to be interpreted as fractions of the preceding category. 
(iv) Parameters in Croup 3.1f in Table 8. Among these parameters, relating to  the pene- 
tration of alternative energy sourcesinto the thermal energy market, ELPIND (electricity) 
is by definition zero for the base year. HPI (heat pump), SPLT (solarllow temperature 
uses), and SPHT (solarlhigh temperature uses) are zero in 1975 in all regions, and conse- 
quently EFFHPI (efficiency of heat pumps) and FIDS (load factor of solar installations) 
are ineffective. IDH (district heat) has a large value for Region I1 (Vigdorchik 1976), 
but was considered negligible for other regions. ICOCEN (cogeneration of steam and elec- 
tricity within industry) applies, as a significant base year parameter, only to  Region 111 
where cogeneration is used appreciably in certain countries (in particular UK, FRC, 
Sweden). EFFCOC (system efficiency of cogeneration) and HELRAT (heat to  electricity 
ratio) are significant only when ICOCEN has a nonzero value. The listed values for these 
parameters are based on Leach et al. (1 979). 
EFFIND represents the average value of the fossil fuel efficiency for all fossil fuels 
(oil, gas, coal) and all thermal processes (low temperature heat, steam, furnace heat). It 
is difficult to specify a regional value of this parameter as the combustion efficiencies of 
gas, oil, and coal differ greatly among each other and since the shares of these sources 
vary between countries. EFFIND, therefore, is largely of indicative value. The fossil fuel 
efficiency values in the literature (e.g., Eurostat 1978; Beschinsky and Kogan 1976), 
expressed relative to the efficiency of electricity, vary between 30 and 80 percent for the 
developed regions. They are in the lower range for high-temperature processes and in the 
upper range for low-temperature processes. The values are generally expected to be lower 
for the developing regions, where the equipment is not the most modern and is often not 
well maintained. The efficiency would be the lowest in Region V, where coal is still used 
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TABLE 8 Base year datalinputs (continued). 
Region 
pp- - - - -- - - - - - - - - 
Variable I I1 111 IV V VI 
Group 3.lg: Constants for Projection of Feedstock Use and Steel Production 
CFEED (1) 0 -44.3 0 0 0 5.6 
CFEED (2) 0.77 1 0.36 0.488 0.553 0.4 
CPST (1) 0 71.4 0 0 0 0 
CPST (2) 0.49 1.33 0.83 0.732 0.606 0.304 
Group 3.lh: Coke Use in Lron and Steel Industry 
BO F 0.8 0.8 0.8 1 1 1 
IRONST 0.97 0.9 0.97 0.6 0.95 1.2 
EICOK 600 700 500 600 900 1,000 
in large proportions. The values listed for EFFIND in Table 8 were estimated and, if neces- 
sary, adjusted in the light of the above consideration. 
( v )  Parameters in Groups 3.Igand 3.Ih in Table 8. As indicated in Appendix B, the param- 
eters of Group 3.lg are the fixed coefficients C(l) and C(2) of the expressions C(l) + 
C(2) X X relating the use of petrochemical feestocks (CFEED) and the production of 
steel (CPST) to the value-added contribution of the basic materials industries in each 
region. In principle, these coefficients can be determined on the basis of the actual pro- 
duction data over the last few years, if in the scenarios the past trends are assumed to 
continue. Alternatively, one could define the coefficients independently of the past data 
and only adjust them to the base year production and future target values. 
In the present set of MEDEE-2 runs, CFEED (1) is assumed to be zero in all the 
regions except for Regions I1 and VI, and CFEED (2) was determined solely on the basis 
of the 1975 values. For Regions I1 and VI, the coefficients were fmed in a similar manner; 
they were assumed to constitute an increasing proportion of the petrochemical component 
in the value added of basic material industries of Region I1 and a declining proportion in 
Region VI. Coefficients CPST (I)  and CPST (2) were determined likewise for all regions, 
except for Region 11, by assuming CPST(1) to be zero. For Region 11, the two coefficients 
were adjusted to the base year data under the assumption that the proportion of the steel- 
making component of the basic material industries decreases with time. The base year 
consumptions of (liquid fuel based) petrochemical feedstocks and of steel in the various 
regions were estimated basically from the data given by the following sources: 
Feedstocks OECD (1 977) for Regions I, 111 
consumption * UN (1977a, 1978a) for other regions 
(production) 
Steel 
I 
UN (1977b) for Regions I, 11,111 
production 1 UN (1975,1977d) for Regions lV,  V,  VI 
*Feedstock consumption data were available only for Regions 1 and III, for other regions. production 
data were used, assuming that trade would be neghgible. 
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The parameter IRONST (ratio of pig-iron to steel production) was estimated for all 
the regions from the data on pig-iron and steel production (UN 1975, 1977b, 1977d). 
The EICOK (coke rate of blast furnaces) and BOF (share of steel produced in nonelectric 
furnaces) estimates for Regions I and 111 are based on the data for the US and Japan 
(Doernberg 1977), and France (Lapillonne 1978~) .  For Region 11, such estimates were 
obtained by comparison with the values for Regions I and 111 and taking into account the 
coke production data given in (UN 1977b). For Regions IV, V, and VI, BOF was assumed 
to be unity in 1975, whereas the estimates for EICOK were based essentially on the data 
on pig-iron production and coke consumption of a few countries (UN 1975, 1977d, 
Vieira 1978, Parikh 1976, Elshafei 1978). 
II Transportation 
( i )  Parameters in Group 3.2a in Table 8. The coefficients CTKFRT (1) and CTKFRT (2) 
(demand for freight ton-kilometers) for Region I have been taken to be the same as 
derived by Lapillonne (1978b) for the US, on the basis of the historical data for 1950- 
1975 (US 1976a, b). For Region 11, these coefficients were estimated by assuming a slower 
growth of freight transportation activity in relation to the growth of value added from 
the nonservice sectors and by adjusting them to match the base year data on freight 
TABLE 8 Base year datalinputs (continued). 
Region 
Variable I I1 111 IV V VI 
Group 3.2: Transportation 
Group 3.2a: Constants for Projecting Freight and Miscellaneous Transportation 
CTKFRT (1) -1 18.45 1,120 0 0 0 0 
CTKFR T (2) 6.125 7.12 1.45 6.19 2.83 4.353 
CMISMF (1) 0 560 0 0 0 0 
CMISMF (2) 0.225 0.3 0.07 0.16 0.16 0.2 
transportation (CMEA 1976) and GDP formation. For Regions 111, IV,V, and VI, CTKFRT 
(1) was assumed to  be zero; the values of CTKFRT (2) were worked out on the basis of 
estimated total freight transportation activity in 1975 in each region and the correspond- 
ing GDP formation data. Freight transportation on trains is given in detail in UN (1977b). 
Information on freight transportation by truck, barge, and pipeline for several countries 
in each region was gathered from various national statistics and other sources, in particu- 
lar IRF (1 976), WAES (1 976), Europa (1 974), and WFB (1 974). This information served 
to estimate the total freight transportation activity in groups of countries in each region; 
the latter values were then extrapolated to the regional level by GDP weighting. Often, 
data on freight transportation were not given in ton-km but had to be estimated from 
information on total tons transported, number of vehicles, vehicle-km, average distance 
travelled per vehicle, lengths and diameters of pipelines, etc. 
Coefficients CMISMF (1) and CMISMF (2) refer to motor fuel consumption for 
miscellaneous transportation activities including military and international transportation. 
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In MEDEE-2, these activities are assumed to vary linearly with GDP. Data necessary for 
estimating these coefficients are generally not available except for the US in Region I. 
The coefficients for Region I used here are based on the estimates made by Lapillonne 
(1978b) and are in agreement with the information given in WAES (1976). For other 
market economy regions, CMISMF (1) is assumed to be zero, as for Region I ,  and the 
values of CMISMF (2) have been chosen in the light of information on international 
travellfreight transportation and the expenditures (as fraction of GDP) on military 
activities in different regions relative to that in the US (US 1976a). For Region 11, it is 
assumed that the present per capita level of motor fuel consumption for these activities 
is comparable to that in Region I. It is further assumed that the absolute demand for 
such activities will grow more slowly than GDP, in view of the relatively faster growth 
of GDP expected for this region among the developed regions. We realize that our input 
values of CMISMF (1) and CMISMF (2) for various regions are particularly uncertain, 
but this is due to the present limitations of data availability. 
(ii) Parameters in Group 3.2b in Table 8. These parameters refer to fractional shares of 
different modes in total freight transportation. The parameters in parentheses represent 
certain subcategories of the preceding mode. The values for these parameters were ob- 
tained simultaneously with those of total freight ton-km discussed earlier in connection 
with the CTKFRT coefficient, and the same sources of data apply. Subcategory TRUL 
(local truck transport) was not considered separately except for Region I. 
(iii) Parameters in Group 3 . 2 ~  in Table 8. The values of the first four of these parameters 
for Region I are the same as those derived by Lapillonne (1 978b) on the basis of data 
given in US (1976a), ATA (1975), and FEA (1974a). Estimates of these parameters for 
Region I11 were obtained on the basis of data given in WAES (1976), Goen (1975), 
TABLE 8 Base year datalinputs (continued). 
Region 
Variable I I1 I11 N V VI 
Group 3.2b: Distribution of Freight Transportation by Mode* 
TR U 0.234 0.025 0.55 0.6 15 0.45 0.426 
(TR UL) (0.15) (0) (0) (0) (0) (0) 
FTRA 0.39 0.775 0.3 0.175 0.35 0.024 
(TRAEF) (0) (0.35) (0.3) (0.01) (0.15) (0.05) 
(TRA STF) (0) (0.055) (0) (0) (0.55) (0) 
BA 0.164 0.05 0.1 0.15 0.08 0.03 
PIP 0.212 0.15 0.05 0.06 0.12 0.52 
Group 3 . 2 ~ :  Energy Intensity of Freight Transportation Modes 
DTRU 400 800 800 800 800 800 
DTRUL 1,100 0 0 0 0 0 
DTRAF 110 100 200 200 200 200 
DBA 80 100 200 200 200 200 
DPIP 0 0 0 0 0 70 
*Values in parentheses are to be interpreted as fractions of the preceding category. 
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Japan (1978), CEC (1978), and Lapillonne (1978~).  The values chosen for Region I1 are 
similar to  those for Region I as the average distance per freight movement is similar. The 
values used for Regions IV, V, and VI are identical with those for Region 111. 
Parameter DTRUL (energy intensity of local truck transport) applies only to Region 
I ,  where local truck movements are considered separately from long-distance hauls. The 
value of parameter DPIP is based on information given in ECE (1976). Energy consump- 
tion due to  pipeline transportation is significant only in Region VI, and was neglected 
for other regions. 
Not included in Group 3 . 2 ~  are the efficiencies of electric and steam-operated 
trains. These efficiencies were internally fixed within the model respectively as one-third 
and three times the efficiency of diesel trains. 
(iv) Parameters in Groups 3.2d to  3.2g in Table 8. The parameter values for Region I in 
these four groups were obtained on the basis of data in US (1976a), Hirst (1974a, b), 
IEA (1976), ATA (1975) FEA (1974a), WAES (1976), and Hittman (1974), and are, in 
general, the same as used for the US study (Lapillonne 1978b). The information for 
Region 111 was derived on the basis of Goen (1975), Japan (1978), WAES (1976), UN 
(1977b), IRF (1976), and by comparison with the data for Region I. The input data for 
Region I1 are based partly on UN (1977b), CMEA (1976), USSR (1976), Styrikovich 
(1 979), and partly on comparison with Regions I and 111. 
For Regions IV, V, and VI the main sources of information in addition t o  a few 
national statistical publications, were UN (1 977b), IRF (1 976), Europa (1 974), WFB 
(1974), and Arab Fund (1979). Some of the information available was limited to  a few 
countries in each of the developing regions, and was extrapolated t o  obtain representative 
regional values also on the basis of other parameters and under consideration of similari- 
ties between countries or groups of countries. 
For most regions, except for Region I and partly Region 111, load factors and urban 
travel were estimated essentially on a judgmental basis in consultation with some experts 
from various regions. The load factors for the developing regions were chosen to  corre- 
spond to  trains and vehicles of similar average sizes as are used in Region 111. This was 
necessary in order to  make use of the vehicle efficiency data established for Region 111 
as the corresponding information for Regions IV, V, and VI was not readily available. 
III Households and Services 
( i )  Parameters in Group 3 . 3 ~  to 3.3e in Table 8. Detailed information on the distribution 
of energy consumption in the household and service sectors is generally scarce, except 
for the USand a few countriesin Region 111. Still, a large number of parameters are needed 
to conceptualize the patterns of energy consumption in these sectors and t o  project the 
future energy demand by assuming a plausible evolution of various activities in relation to  
the projected population and economic growth. The values for the parameters in Table 8 ,  
Group 3* are based on available data wherever possible, on extrapolations from the data 
of certain countries, and on more general studies related t o  energy consumption. 
*Except for subgroup 3.3c, which is only relevant for the projections. 
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TABLE 8 Base year data/inputs (continued). 
Reeion 
Variable I I1 I11 IV V 
Group 3.2d: Total Distance Traveled per Person (Intercity/Urban) 
DI 10,000 2,650 7,500 1,850 500 
DU 56 10 9.7 16.5 11 
Group 3.2e: Car Travel* 
CO 2 40 5.21 25.64 268 
DIC 7,000 5,000 5,000 6,300 6,700 
L FIC 2.6 3 2.3 3.5 3.5 
UC 0.966 0.4 0.7 0.3 0.33 
(LICE) (0) (0) (0) (0) (0) 
LFUC 1.6 2.5 1.5 2.5 2.5 
Group 3.2f: Public Transportation* 
PB U 0.153 0.15 
PTRA 0.05 1 0.62 
(TRAEP) (0.01) (0.5) 
TR ASTP) (0) (0 .O 2) 
PLA 0.796 0.23 
LFBU 22 45 
LFTRA 140 4 00 
L FP 0.5 0.9 
UMT 0.034 0.6 
(UMTE) (0.4) (0.8) 
LFMTB 17.6 40 
L FMTE 20.5 50 
Group 3.2g: Specific Energy Consumption of Passenger Transportation Modes 
GIC 14 12 9 9 9 
G UC 19.6 14 11 12 12 
EL UC 0.25 0.25 0.25 0.25 0.25 
DBU 3 9 3 5 40 40 40 
DTRAP 42,790 22,750 20,000 20,000 20,000 
DPLA 69 1 800 700 700 700 
DMT 5 0 40 6 0 60 6 0 
ELMT 3.4 3.4 3.4 3.4 3.4 
~ - - - ~  
*Values in parentheses are to be interpreted as fractions of the preceding category. 
Specifically, the values of these parameters for Region I are based on the estimates 
made by Lapillonne (1978b) for the US from data given in US (1976b), FEA (1974b), 
SRI (1972), SPP (1975),and Hirst and Jackson (1977), Beller (1975), Salter et al. (1976), 
and on additional data given for Canada in WAES (1976). The corresponding estimates 
for Region 111 were made by extrapolation from the information in some Region 111 
countries given in CEC (1978), Lapillonne (1978c), WAES (1976), Foe11 et al. (1979), 
and by comparison with the values found for Region I - taking into account similarities 
and differences in lifestyles and technology as described in various comparative studies 
between the US and Japan, US and FRG, and US and Sweden in Doernberg (1977), 
Goen (1975), and Schipper and Lichtenberg (1976), respectively. For Region 11, some 
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TABLE 8 Base year datalinputs (continued). 
Region 
Variable 1 11 111 N V VI 
Group 3.3: Household and Service Sector 
Group 3.3a: Important Constants/Initial Values 
DD 2,600 4,000 2,200 
DWSH, ARSH 1 1 1 
D W-75 79.4 98 187 
SHDWO (1) 23,500 17,750 17,000 
SHD WO (2) 12,800 11,500 1 1,000 
SHD WO (3) 9,600 6,300 4,000 
TAREA-75 2,720 1,500 3,000 
CPLSER 1.2 1.028 1.2 
HAREAO 290 220 135 
BYRNCF a 47.5 a 
Group 3.3b: Other Factors Determining Present Useful Energy Consumption 
COOKD W 1,000 1,000 1,100 1,600 1,000 
DWHW 1 0.6 0.7 0.2 0.1 
I1 WCAP 1,500 700 700 400 4 0 
D WAC 0.39 0 0 0 0 
ACD W 4,472 2,000 3,000 1,500 1,500 
ELAPD W 3,850 880 1,950 700 5 0 
PREDW (1) 0.48 0.05 0.1 0.08 0 
PRED W (2) 0.32 0.35 0.2 0.16 0 
PRED W (3) 0.2 0.6 0.7 0.56 0.35 
AREAH 0.8 1 0.7 0.8 0.35 
ELARO 120 40 4 0 25 15 
AREAAC 0.55 0 0.05 0.05 0 
A CAREA 70 70 7 0 7 0 70 
EFFAC 2 2 2 2 2 
Group 3 . 3 ~ :  Factors Relevant for Projection of Useful Energy Consumption 
DEMDE 
NEWDW (1) 
NE WD W (2) 
NE WD W (3) 
DWS (1) I not applicable for base year D WS (2) D WS (3) K (1) K (2) K (3) 
IS0  ( 1 )  0 0 0 0 0 0 
IS0 (2) 0 0 0 0 0 0 
IS0 (3) 0 0 0 0 0 0 
AREAL I 
DEMAR 
HAREAN 
ELARN 
not applicable for base year 
a: Noncommercial fuels are not considered in Regions I and 111. 
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TABLE 8 Base year datalinputs (continued). 
Region 
Variable I I1 I11 IV V VI 
Group 3.3d: Penetration of Alternative Energy Sources** 
ELPLP.H.SH 0.12 0 0.04 
ELP.H.HW 0.3 0.07 0.24 
ELP.H.CK 0.47 0.15 0.36 
ELP.S. TH 0.05 0 0.04 
(HPHS) (0) (0) (0) 
EFFHPR 2 2 2 
DHPH 0 0.467 0 
S P S P  0 0 0 
FDSHS 0.7 0.4 0.5 
SPHW 0 0 0 
FDHWS 0.7 0.6 0.7 
PL B 0.3 0.3 0.3 
SPS v* 0 0 0 
FDHS 0.7 0.4 0.55 
CHGNCF a 1 a 
Group 3.3e: Fossil Fuel Efficiencies (relative to electricity) 
EFF. H.SH 0.63 0.59 0.63 
EFF.H.HW 0.57 0.49 0.57 
EFF.HCK 0.41 0.4 0.51 
EFF.S. TH 0.7 0.59 0.7 
EFFNCF a 0.3 a 
a; Noncommercial fuels are not considered in Regions I and 111. 
*Only relevant for post-1975 buildings. 
**Values in parentheses are to be interpreted as fractions of the preceding category. 
values were established from UN (1977b), ECE (1 978a), ECE (1 978b), CMEA (1976), 
and USSR (1976). Others were derived by comparison with Regions I and I11 and by cross- 
checking against the useful energy balance by process and energy source given for the 
USSR in Vigdorchik (1976), against the final energy consumption statistics given in ECE 
(1977), Melentiev (1977) and Petro Studies (1978), and against typical efficiencies given 
in Eurostat (1978), and Beschinsky and Kogan (1976). 
For the developing regions, our estimates were based on the geographical locations 
of these regions, sizes of dwellings in various countries (IBRD 1976), scattered informa- 
tion on the pattern of energy use in the domestic sector and on the sectoral distribution 
of energy consumption in various countries, (e.g., Makhijani and Poole 1975, Parikh 1978, 
McGranahan and Taylor 1977, WAES 1976, Vieira 1978, Parikh 1976, Henderson 1975, 
Revelle 1976, Pakistan 1977, Elshafei 1978)*;discussions with persons from these regions, 
and comparison with data for other regions. 
The values for DW-75 (stock of dwellings in 1975) listed in Table 8 correspond to 
the data on population (PO) and average household size (CAPH). The value of CPLSER is 
determined on the basis of the value of PYSER (service sector share of GDP) and PLSER 
*Some useful information is algo given in Cecelski et al. (1979). 
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(fraction of labor force employed in the service sector): CPLSER = In PLSER/ln PYSER. 
Information on the share of the service sector in the labor force was derived from the 
data in IBRD (1 976), CMEA (1 976), and I L 0  (1 976). 
Parameter TAREA-75 corresponds to the service sector area in 1975. For Regions 
I and 111, it represents the area of establishments related t o  trade and catering, business 
and social, and governmental services. For other regions, this definition was not applied 
due to  the complete lack of data. Instead the values used for this parameter are, in com- 
bination with those of some other parameters, only a way to  conceptualize the present 
energy requirements of the service sector. 
The parameters in Group 3c of Table 8 are intended exclusively for projections and 
do not serve to  describe the pattern of energy consumption in the base year. 
5.2 Detailed Scenario Assumptions 
The projection of final energy demand in the two IIASA scenarios is based on the 
formulation of detailed scenarios describing plausible evolutions of the variable param- 
eters of MEDEE-2 listed in Appendix B. There is no universally accepted method for pro- 
jecting the evolution of various socioeconomic indicators and related technological param- 
eters over a period of several decades. The econometric approach based on extrapolations 
from past trends usually works well for short-term projections, but cannot be usefully 
applied over such long intervals. Fifty years is a short period in the history of mankind, 
but a fairly long time when one considers that in such a period certain economies will 
probably change their status from developing countries to  developed countries. Some 
others may be forced to substantially reorientate their economic structures and the 
lifestyles of their populations in the face of a growing scarcity of natural resources 
(including energy), and under tightening environmental constraints. 
In our opinion, the past trends, although useful guidelines, cannot be relied upon 
to make medium- to long-term projections in a rapidly changing world situation. Also 
there is an acute shortage of disaggregated relevant data; sufficiently detailed data are 
available only for a few countries (mostly developed) and, even then, such data have 
been compiled only in recent years. The approach followed here is, therefore, one of 
scenario assumptions - developed on the basis of judgments guided by past trends, 
interregional and intercountry comparisons whenever appropriate, estimated relationships 
reflecting the interdependence between various economic and social activities, and esti- 
mated prospects of technological developments. Of course, these scenario assumptions 
and the resulting sectoral and subsectoral energy demand projections are not determinis- 
tic; they should simply be considered as guidelines for understanding the nature of future 
energy demand. 
The detailed scenario assumptions described in this section are the final set of 
MEDEE-2 inputs we arrived at after going through the iterations of the IIASA modeling 
loop described earlier (see Section 1). In the final stages of these iterations, the energy 
demand - total as well as for some broad sectors, such as transportation. household. 
agriculture, and industry - was also analyzed (Chant 1982) in terms of the elasticities 
implied - energy price elasticity, income elasticity, and elasticity of substitution - in 
order to  ensure consistency of the aggregate results. 
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In Tables 9.1-9.3, the values of variable scenario parameters of MEDEE-2 used in 
the present assessment are listed for the years 2000 and 2030, along with those for 1975. 
The parameters are presented in several groups to aid understanding of the assumed vari- 
ations of related parameters within each region, and also to  allow interregional compari- 
sons. (Although the values for the intermediate years 1985 and 2015 were also specified 
in the actual model runs, for the sake of brevity they are not listed here.) We continue 
with some general comments about the considerations underlying the assignment of 
specific values to the parameters in these different groups. 
5.2.1 Demography (Table 9 . l)  
The parameter projections in this group are based on Keyfitz (1977) and on extra- 
polation of past trends and the available UN projections for the next 10 to 25 years (UN 
1974,1976b). 
5.2.2 Macroeconomics (Table 9.2) 
In order to project the GDP formation structure and the composition of the value 
added by manufacturing industries for the developing regions (IV, V, VI), we have obtained 
guidance from the observed evolution patterns in the historical data, 1960-75, for a 
number of countries and groups of countries at different stages of development (UN 
1977b, c). The analysis of past data, 1950-70, for several countries made by Chenery 
and Syrquin (1975), and the short-term development plans of a few countries have also 
provided information. 
The main features of the assumptions concerning GDP formation in these regions 
are the following: the share of agriculture decreases while still allowing a slow gradual 
improvement in per capita agricultural GDP with increasing per capita total GDP; the 
share of manufacturing increases, the increase being relatively higher in the High scenario 
than in the Low scenario; and the service sector share increases in Regions V and V1 
(where it was quite low in the base year), but decreases slightly in Region IV. The mining 
sector contributes only 2-3 percent to  the GDP of Region IV and V, whereas its share 
in the GDP of Region VI is projected to decrease from 51 percent in 1975 to 9 percent 
in the High scenario and about 18 percent in the Low scenario by 2030. The value added 
by the mining sector in this region is mainly governed by the oil and gas extraction acti- 
vities; it has been adjusted accordingly in each scenario to  correspond to  the envisaged 
production rate necessary for meeting both the domestic consumption and the export 
demand. It is also assumed that Region VI will undergo major industrialization within 
the next 10 to 25 years with the help of its oil revenues. With respect to  the composition 
of the manufacturing industries, our projections are based on the hypothesis that the 
countries at a low level of industrial development have a high share of consumer goods 
industries, but as the industrial infrastructure develops, more emphasis is placed first on 
expanding the basic material and later on promoting the sophisticated machinery and 
equipment industries. This hypothesis is based on the observed pattern of manufacturing 
activities in various countries at different stages of development. 
The situation is different in the developed Regions [ and 111. Here the GDP forma- 
tion structure, as it appears on the aggregated level considered in MEDEE-2, remained 
practically unchanged during the period 1960-75, whereas in Region I1 the only significant 
TABLE 9.1 Detailed scenario assumptions - demography (Group 1). 
2000 2030 2000 2030 2000 
Variable 1975 Low High Low High 1975 Low High Low High 1975 Low High 
Region I Region II Region III 
PO 237 2 84 315 363 436 480 560 680 
PLF 0.64 0.64 0.64 0.64 0.64 0.64 0.63 0.65 
PARTLF 0.69 0.69 0.75 0.69 0.8 0.6 1 0.66 0.7 0.7 0.8 0.72 0.75 0.77 
POLC 0.64 0.635 0.625 0.42 0.3 0.2 0.51 0.48 
PR UR * 0.24 0.14 0.07 0.41 0.25 0.12 0.29 0.18 
CAPH 2.98 2.48 2.24 3.7 3 2.7 3 2.72 
Low High 
Region IV Region V Region VI 
PO 319 575 797 1,422 2,528 3,550 133 24 7 353 
PLF 0.542 0.623 0.69 0.538 0.616 0.694 0.523 0.608 0.698 
PARTLF 0.59 0.59 0.59 0.708 0.708 0.708 0.512 0.512 0.5 12 
POLC 0.63 0.47 0.31 0.87 0.77 0.56 0.71 0.55 0.35 
PR UR * 0.40 0.25 0.15 0.78 0.66 0.45 0.55 0.3 8 0.18 
CAPH 5.1 4.8 4.15 5.24 4.8 4.15 5.25 4.9 4.35 
*The values for this variable do not directly affect the calculations of the version of the MEDEE-2 model used for the present assessment, but they are used 
for projecting the evolution of other variables, outside the model calculations. 
NOTE: See definition of variables in Appendix B, Part 2. 
TABLE 9.2 Detailed scenario assumptions - macroeconomics (Group 2). 
2000 2030 2000 2030 2000 2030 
Variable 1975 Low High Low Hlgh 1975 L o w  High L o w  High 1975 Low High Low HI@ 
Region I 
Y 1,670 
PYAG 0.028 
PYB 0.041 
PYMIN* 0 
PYMAN 0.245 
P Y M  0.038 
PYSER 0.648 
PVAlC 0.248 
PVAM 0.432 
PVAC 0.32 
I * *  0.18 
P* 0.65 
PCDG" 0.19 
PCNDG'** 0.42 
PCSER*. 0.39 
Region l V  
Y 340 
PYAG 0.122 
PYB 0.057 
PYMIN* 0.025 
PYMAN 0.248 
PYEN 0.025 
PYSER 0.523 
PVAlC 0.308 
PVAM 0.264 
PVAC 0.429 
I * *  0.23 
P* 0.7 
PCDG** 0.1 
PCND(;** 0.6 
PCSER*. 0.3 
Region I1 
930 
0.107 
0.079 
0 
0.382 
0.042 
0.39 
0.233 
0.476 
0.291 
0.3 
0.45 
0.1 
0.6 
0.3 
Region V 
340 
0.361 
0.058 
0.015 
0.166 
0.016 
0.384 
0.264 
0.176 
0.56 
0.2 
0.71 
0.07 
0.73 
0.2 
Region 111 
2,385 4,452 5,999 
0.058 0.044 0.045 
0.075 0.073 0.071 
0 
0.336 0.317 0.313 
0.046 0.05 0.049 
0.485 0.516 0.522 
0.33 0.312 0.311 
0.42 0.445 0.46 
0.25 0.243 0.23 
0.25 
0.58 
0.1 0.131 0.15 
0.56 0.503 0.47 
0.34 0.366 0.38 
Region VI  
190 643 900 
0.07 0.05 0.041 
0.065 0.106 
0.51 0.155 0.2 
0.078 0.258 0.242 
0.007 0.024 0.023 
0.27 0.407 0.388 
0.2 0.35 
0.1 0.12 0.15 
0.7 0.53 0.5 
0.215 0.35 
0.325 0.445 
0.1 0.12 0.13 
0.6 0.55 0.555 
0.3 0.33 0.315 
'For Regions 1, 11, and 111, minings of coal, oil, and gas is included in the energy sector and that of other materials is included under manufacturing of bas 
materials (see definition of sectors in Appendix C). 
**The values for these variables d o  not directly affect the calculations of the version of the MEDEE 2 model used for the present assessment, but they ar 
for projecting the evolution of other variables, outside the model calculations. 
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change in this period was a decline of the agricultural share* from 32 to 15 percent and 
an increase in the industry (mining, manufacturing, and energy sectors) share from 41 to 
57 percent. 
The shifts in the structure of GDP formation assumed in the light of a retarding 
overall economic growth can be qualitatively described as follows. For Region I, the ser- 
vice sector share is assumed to increase slightly and the manufacturing share is assumed to 
decrease by roughly the same amount (the change is insignificant in the Low scenario). 
GDP formation structures assumed for Regions I1 and 111 gradually shift toward the pat- 
tern of Region I as these regions proceed to a higher level of economic development. All 
three regions are assumed to give higher emphasis to the development of machinery and 
equipment industries than to the basic materials and consumer goods industries. Only 
minor shifts are assumed in the GDP shares of construction and energy sectors in all the 
regions. The share of agriculture in GDP is assumed to decrease in all three regions in line 
with past trends. However, this decrease is large only in the case of Region 11, whose share 
was large in the base year and which is projected to have a higher overall economic growth 
in each scenario than either of the two other developed regions. 
5.2.3 Energy Consumption in Sectors 
I Industry (Table 9.3 . l )  
We have assumed that there will not be any significant changes in the energy intensity 
of agriculture and construction in the developed Regions I and 111. This is because it was 
difficult to estimate the net effect of two oppositely acting factors: the likely improve- 
ments in the efficiencies of equipment used in these sectors, and a probable further, 
albeit small, increase in the mechanization of such activities. In Region 11, the energy 
intensity of agriculture and construction activities are assumed to decrease slightly, with 
the sometimes inefficient use of the relatively heavy equipment currently employed. In 
the long term, therefore, efficiency improvements are expected to more than counter- 
balance the effect of increasing mechanization. As the mining sector in Regions I, 11, and 
111 is not considered separately but as part of the manufacturing and energy sector activi- 
ties, its energy intensity is not given explicitly. 
At present, agricultural activities in all the developing regions are largely carried out 
using traditional methods based on human and animal labor. The same is true for con- 
struction and nonpetroleum mining activities, at least in Regions V and VI. One may ex- 
pect increasing mechanization of such activities with further development and a corre- 
spondingly greater demand for quality and quantity of sectoral products. In the case of 
agriculture, for example, considerable and rather rapid mechanization is necessary to 
obtain higher outputs from the limited resources of arable land required to supply a rapidly 
growing population with more and better food. The projected changes in energy intensity 
are based on our estimates of the energy requirements of field equipment (tractors and 
other appliances) and of irrigation water-pumping units, assuming that by 2030 agricultural 
*These shares are based on values of GDP which do not include nonproductive services, e.g., social and 
administrative services. If the contribution of such nonproductive services is also included in GDP the 
shares of sectors will be somewhat different. It was estimated that the inclusion of nonproductive ser- 
vices in GDP of 1975 would lower the shares of agriculture and manufacturing by a factor of 1.35, i.e., 
to 11 and 38 percent, respectively. These numbers can be compared to the GDP shares in market econ- 
omy regions. 
A.M. Khan, A.  Holzl 
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activities in the developing regions will be mechanized to an extent comparable to the 
present level of mechanization in the developed regions. Mechanization is also assumed to 
increase in the construction activities in Regions V and VI, but to relatively lower levels 
than those found in the developed regions. For the mining sector, the changes assumed 
take into account differences in the nature of mining activities and in the working con- 
ditions in the various regions, and reflect a likely future improvement. 
It may be mentioned here that there are considerable uncertainties in the base year 
data of energy intensity of agriculture, construction, and mining activities of almost all 
regions, both developed and developing. The assumed changes in the energy intensity of 
these sectors should, therefore, be considered as qualitative indicators of a likely trend. 
MEDEE-2 considers manufacturing activities by only three broad categories: basic 
materials industries, machinery and equipment industries, and consumer goods (nondur- 
able) industries. Each category covers the manufacturing of a variety of products so that 
its composition is not uniform for all the regions; and even within a single region the com- 
position cannot be assumed to remain constant all the time. The energy intensity of each 
category is thus affected by changes in composition as well as by changes and improve- 
ments in technology. The parameters of Group 3.ld in Table 3.9.1 are intended to pro- 
ject the changes in energy intensity of each category covering both the above aspects. 
The data on energy consumption of various manufacturing industries in different 
countries over the last 15-20 years reveal a gradual reduction in energy intensity over 
time, e.g., for US, France, FRG, Austria, see Doblin (1978), Lapillonne (1978c), Schaefer 
et al. (1977), Foell et al. (1979). T h s  is, in general, due to a reduction in the use of fossil 
fuels (per unit of output), while the specific use of electricity (per unit of output), by 
most of the industries, has actually been increasing. 
The past increases in the use of electricity in the developing countries were generally 
due to increasing automation. As automation in the developed regions has already reached 
a high level and as electricity prices are expected to rise in the coming years, it is assumed 
that the use of electricity (per unit of output) for specific purposes will also decrease in 
the future, although not as fast as the use of fossil fuels. In the developing regions, where 
automation is expected to continue to rise, the energy intensity of manufacturing activi- 
ties with respect to specific uses of electricity is assumed to be constant. 
The projected changes in energy intensity of manufacturing activities in various re- 
gions are based, in general, on considerations of the present status of the technology in 
each region, rates of increase in industrialization (high growth allows more rapid incor- 
poration of new technologies), and the prospects of technological improvement in line 
with past trends. 
Thermal energy requirements of industry are, at present, normally met by direct 
use of fossil fuels (coal, oil, gas). The only exception is Region 11, where a large fraction 
of the industrial steam demand is supplied by district heat systems based on both cogen- 
eration plants and large boilers. This development has been due to central planning and 
considerable concentration of industry into just a few industrial centers. Application of 
such district heat systems in Region I1 is expected to grow further, because of the eco- 
nomic use of low-grade fuels in such systems. Other regions are also expected to employ 
such centralized heat supply systems to some extent, even though their industries are 
relatively more widely scattered. Similarly, the decentralized use of cogeneration sys- 
tems in industrial plants is expected to increase in Region 111 and to be applied in other 
regions. Other energy-saving technologies, such as soft solar devices and (electric) heat 
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pumps, are generally not in use now in any region. They, too, are expected to  be applied 
more heavily as the capital cost of such systems reduces with research and development, 
and mass production. Electricity use for thermal processes is assumed to  increase only 
modestly above present-day levels; although it is a very clean, efficient and easy-to- 
handle form of energy, the high losses incurred in the conversion from primary fuels to  
secondary energy would be in conflict with the need t o  conserve primary fuels. Despite 
the penetration of alternative energy sources assumed, a large share of the thermal energy 
for industry will have to come from the direct use of fossil fuels even by 2030, so that 
improvements in efficiency of fossil fuel appear mandatory. Some such improvements 
have been assumed to materialize in line with past trends. 
The present use of coke per ton of pig-iron produced varies considerably from coun- 
try to  country. So far, the lowest consumption was achieved by the Japanese steel indus- 
try where the consumption decreased t o  about 390 kg per ton of pig-iron in 1972 (see 
Doernberg 1977). However, after the oil crisis, coke consumption in Japan again increased 
as fuel oil injections were lowered; in 1975 the consumption was 440 kg per ton of pig- 
iron. Despite this short-term reversal in the trend of the Japanese steel industry, we have 
assumed that future technological improvement will permit reduction in coke use to 
about 400 kg per ton of pig-iron in the various world regions. The changes assumed for 
other parameters related to  steel production are based on discussions with technologists 
and on interregional comparison. 
II Transportation (Table 9.3.2) 
The evolution of the modes of freight transportation assumed to  occur in the vari- 
ous regions is based on consideration of past trends, regional characteristics, interregional 
comparison, existing infrastructure, relative costs of expanding road or railway networks, 
and the need to promote less energy intensive modes of transportation in the future. 
These essentially judgmental projections were developed in the light of the above con- 
siderations. No change has been assumed (except for Region 11) in the energy intensity 
of various freight transportation modes. This does not mean that efficiency improvements 
will not occur but that their effect will largely be counterbalanced by lower capacity 
utilization resulting from the need for quicker service. 
Data for passenger transportation in the US, 1950-74 (US 1976a), indicates that 
the total distance traveled per person and per year has been increasing somewhat faster 
than the increase in per capita private consumption expenditure. Such a rapid increase 
has apparently been due to  the greater number of cars and the rapid expansion of air 
travel in recent years. With car ownership practically saturated, any further increase in 
the average distance traveled per person and per year will mainly depend on a further 
increase in air travel. This is a shift away from the past trend and toward a gradual devel- 
opment of saturation effects in personal travel in this region. In Regions I1 and 111 as well 
as in the developing regions, car ownership is still far from saturation and air travel is 
low. Both are expected to  expand in the future, resulting in a high growth of passenger 
transportation activity. However, some saturation effects in Region I11 may become 
apparent toward the end of the study period. The past US trend has been taken as a 
general guideline for projecting passenger travel in the developed Regions I1 and 111, 
although some adjustments were necessary in view of the differences in travel distances, 
settlement patterns, and other local conditions. As for the developing countries, intercity 
travel (parameter D o i s  assumed to  increase roughly in proportion to  the per capita private 
TABLE 9.3.2 Detailed scenario assumptions - transportation. 
2000 2030 
Variable 1975 Low High Low High 1975 Low High Low High 1975 Low High Low High 
Distribution of freight transportation by mode (Group 3.2b) 
Region I 
TR U 0.234 0.239 0.242 
(TR UL) (0.15) (0.1 2) (0.1) 
FTRA 0.39 0.379 0.373 
(TRAEF) (0) (0) (0) 
(TRASTF) (0) (0) (0) 
BA 0.164 0.165 0.165 
PIP 0.212 0.217 0.22 
Region IV 
TR U 0.6 15 0.6 0.56 
(TRUL) (0) (0) (0) 
FTRA 0.175 0.21 0.28 
(TRAEF) (0.01) (0.05) (0.2) 
(TRASTF) (0) (0) (0) 
BA 0.15 0.13 0.1 
PIP 0.06 0.06 0.06 
Energy intensity of freight transportation modes (Group 3.2~) 
Region I 
DTR U 4 00 
DTRUL 1,100 
DTRAF 100 
DBA 80 
DPIP b 
Region I V 
DTRU 800 
DTRUL a 
DTRAF 200 
DBA 200 
DPIP b 
no 
change 
no 
change 
Region II 
0.025 0.043 
(0) (0) 
0.775 0.757 
(0.35) (0.55) 
(0.055) (0.02) 
0.05 0.05 
0.15 0.15 
Region V 
0.45 0.56 
(0) (0) 
0.35 0.28 
(0.15) (0.3) 
(0.5 5) (0.15) 
0.08 0.08 
0.12 0.08 
Region 111 
0.05 0.55 0.55 0.55 
(0) (0) (0) (0) 
0.75 0.3 0.3 0.3 
(0.8) (0.3) (0.4) (0.5) 
(0) (0) (0) (0) 
0.05 0.1 0.1 0.1 
0.1 5 0.05 0.05 0.05 
Region VI 
0.6 0.426 0.56 0.5 1 
(0) (0) (0) (0) 
0.27 0.024 0.07 0.1 8 
(0.5) (0.05) (0.1 2) (0.3) 
(0) (0) (0) (0) 
0.08 0.03 0.04 0.06 
0.06 0.52 0.33 0.25 
Region II Region I11 
800 750 700 800 
a a no 
100 90 80 200 
100 90 80 200 change 
b b 
Region V 
800 
a 
200 
200 
b 
no 
change 
Region VI 
800 
a no 
200 
200 change 
70 
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TABLE 9.3.2 Detailed scenario assumptions - transportation (continued). 
Variable 
... 
LFTRA 
LFP 
UMT 
(UMTE) 
LFMTB 
LFMTE 
PB u 
PTR A 
(TRA EP) 
(TR A S TP) 
PLA 
LFBU 
LFTRA 
L FP 
UMT 
(UMTE) 
L FMTB 
LFMTE 
2000 2030 2000 2030 2000 2030 
-- 
Low High Low High 1975 Low High Low High 1975 Low High Low Hlgh 
140 140 4 00 300 200 140 140 140 
0.57 0.6 0.9 0.8 0.7 0.6 0.6 0.6 
0.074 0.1 0.6 0.6 0.6 0.3 0.39 0.5 
(0.47) (0.5) (0.8) (0.8) (0.8) (0.4) (0.4) (0.4) 
17.6 17.6 40 3 0 20 20 20 20 
20.5 20.5 50 40 30 30 30 30 
Region I V 
0.845 0.81 0.79 
0.107 0.085 0.09 
(0.01) (0.05) 
(0) (0) 
0.048 0.105 0.12 
40 38 3 5 
5 00 350 
0.6 0.6 
0.7 0.65 
(0.05) (0.1) 
5 0 45 40 
60 55 48 
Region V 
0.67 0.66 0.65 
0.314 0.3 
(0.15) (0.3) 
(0.55) (0.15) 
0.016 0.04 0.05 
40 39 38 
500 480 450 
0.8 0.7 
0.67 0.65 
(0.03) (0.04) 
5 0 48 45 
60 55 52 
Region VI 
0.844 0.755 0.745 
0.132 0.2 
(0.05) (0.1 2) 
(0) (0) 
0.024 0.045 0.055 
40 35 34 
500 375 350 
0.75 0.6 
0.7 0.6 
(0.02) (0.035) 
5 0 42 38 
60 52 48 
Specific energy consumption of passenger transportation modes (Group 3.2g) 
GIC 
G UC 
EL UC 
DBU 
DTRAP 
DPLA 
DMT 
ELMT 
GIC 
G UC 
ELUC 
DBU 
DTRAP 
DPI,A 
DMT 
ELMT 
Region I 
14 
19.6 
0.25 
3 9 
42,790 
691 
5 0 
3.4 
Region IV 
9 
12 
0.25 
4 0 
20,000 
700 
60 
3.4 
Region II 
12  9.6 7.5 
14 11.6 9.5 
0.25 0.25 
3 5 3 3 
22,750 20,000 
800 7 00 
4 0 37 
3.4 3.4 
Region V 
9 8 
12 10.5 
0.25 0.25 
40 40 
20,000 20,000 
700 700 
60 60 
3.4 3.4 
Region III 
9 
11 
0.25 
40 
20,000 
700 
60 
3.4 
Region VI 
11.5 
14.5 
0.25 
40 
20,000 
700 
60 
3.4 
NOTE: Values in parentheses are to be interpreted as fractions of the preceding category. 
a: Separate data were not available. 
b:  Corresponding energy consumption accounted for elsewhere. 
'Distance traveled per person per year, intercity (applies to the total population). 
b~is tance traveled per person per &y, intracity (applies only to the population of large cities). 
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consumption expenditure. The relative increase in urban travel is assumed to  be lower 
than that in intercity travel for all the regions, except for Region I11 where the current 
trend of suburban expansion is expected to  continue. 
Among the parameters related to  car travel (Group 3.2e), car ownership (i.e., the 
inverse of parameter CO) is assumed to  increase in the developing regions in proportion 
to both GDP per capita and the fraction of population living in urban areas. Relatively 
lower growth rates of car ownership are assumed for the developed regions where satura- 
tion effects are expected to  play a varying role. The share of cars in urban travel is assumed 
t o  decrease or remain constant in the developed regions due to the promotion of mass 
transit systems. In the developing regions, the increase in car ownership would favor a 
heavier use of cars for urban travel, but road congestion in the overcrowded cities would 
have the opposite effect. Thus a significant increase in the use of cars for urban travel is 
assumed only for Region VI, where enough resources are available to modernize the road 
network. Load factors of cars are expected to  decrease with increasing car ownership 
almost everywhere, particularly in the developing regions. Some use of electric cars for 
urban travel, to  varying extents in different regions, is also envisaged in the future. 
The scenario assumptions about various modes of intercity and urban travel (Groups 
3.2e and 3.2f) are based on considerations similar to  those discussed in connection with 
modes of freight transportation. Additional factors, such as personal convenience, flexi- 
bllity, and speed of travel were also accounted for by the mass transit modes chosen; the 
share of airplanes in intercity travel is assumed to  increase everywhere. The share of inter- 
city buses, on the other hand, is expected to  decrease in all regions except in Region 11. 
The load factors of mass transit modes (except for airplanes) are assumed to  remain con- 
stant in Regions I and 111, where they are already quite low. In all the other regions, they 
are assumed to  decrease from the present high level to relatively more comfortable stand- 
ards as the service will certainly be improved with further development in these regions. 
The specific energy consumption of cars is expected t o  go down in all the regions, 
due t o  rising gasoline prices and the initiation of fuel economy standards in several coun- 
tries. The assumed drop in future fuel consumption is most strongly pronounced in 
Region I, where present automobile fuel consumption is very high, compared t o  that in 
other regions. Significant reductions in the energy intensity of airplanes are also expected 
in Regions I and 11, in view of the importance of domestic air travel in these regions. 
Such reductions in other regions, though probable, have not been taken into account, 
since the share of air travel in intercity travel in Regions 111 through VI is much smaller 
than in Regions I and 11. The specific energy consumption of other passenger transport 
modes in Regions I and 111 and the respective load factors were held constant in the 
present assessment. One should expect vehicle efficiencies to  improve and the load fac- 
tors to  decline further; since the two effects would thus partly balance each other they 
were not considered separately. In the developing regions a trend towards larger vehicles 
was assumed t o  offset improvements in vehicle efficiencies. In Region 11, improvements in 
these modes were considered after discussions with experts from this region, where reliance 
on mass transit and trains in particular, counts more heavily than in the other regions. 
111 Households and Services (Table 9.3.3) 
As mentioned in Part 111 of Section 5.1.3, a large number of parameters are used in 
MEDEE-2 t o  conceptualize the likely evolution of energy consumption associated with 
various activities in the household/service sector. The scenario assumptions concerning 
TABLE 9.3.3 Detailed scenario assumptions - household/service sector. 3 
2 
2000 2030 2000 2030 2000 2030 ;i: m 
Variable 1975 Low High Low High 1975 Low High Low High 1975 Low High Low High 
Factors affecting useful energy consumption (i) (Group 3.3b) $ 
Region I Region II Region I11 f 
COOKD W 1,000 1,000 1,000 1,000 1,000 1,000 1,100 1,100 1,100 Q 
DWHW 1 1 1 0.6 0.75 0.8 0.9 1 0.7 0.9 1 1 
H WCAP 1,500 1,500 1,500 700 860 1,000 700 900 1,060 1,100 1,400 
DWAC 0.39 0.46 0.51 0.5 0.6 0 0.05 0.1 0.15 0.2 0 0.1 0.14 0.2 0.3 
ACD W 4,472 5,360 5,800 2,000 2,000 2,000 3,000 3,000 3,000 
ELAPD W 3,850 5,300 6,210 6,250 8,000 880 2,100 2,900 3,000 5,000 1,950 3,270 3,680 4,500 6,000 
PREDW (1) 0.48 0.56 0.6 0.05 0.06 0.12 0.1 0.2 0.26 0.3 0.4 
PRED W (2) 0.32 0.37 0.4 0.35 0.42 0.8 0.2 0.36 0.38 0.5 0.55 
PRED W (3) 0.2 0.07 0 0.6 0.52 0.08 0.7 0.44 0.2 0.05 
AREAH 0.8 0.8 0.8 1 1 1 0.7 0.7 0.7 
ELARO 120 126 131 130 150 40 50 60 60 80 4 0 50 60 60 80 
AREAAC 0.55 0.65 0.69 0.7 0.8 0 0.07 0.15 0.2 0.3 0.05 0.1 0.15 0.15 0.2 
ACAREA 7 0 7 0 70 7 0 7 0 7 0 7 0 70 70 
EFFAC 2 2 2 2 2 2 2 2 2 
COOKD W 
DWHW 
H WCAP 
D WAC 
ACDW 
ELAPDW 
PRED W (1) 
PRED W (2) 
PRED W (3) 
AREAH 
ELARO 
AREAAC 
ACAREA 
EFFA C 
Region IV 
1,600 1,700 
0.2 0.3 
400 600 650 
0 0.04 0.05 
1,500 2,000 2,500 
700 1,200 1,700 
0.08 0.08 
0.16 0.16 
0.56 0.56 
0.8 0.85 0.87 
25 35 40 
0.05 0.12 0.15 
7 0 7 0 
2 2 
Region V 
1,000 1,050 
0.1 0.12 0.13 
4 0 60 70 
0 0.002 0.004 
1,500 2,000 
5 0 115 150 
na 
na 
0.35 0.4 0.45 
0.35 0.45 0.6 
15 20 21 
0 0.005 0.01 
70 7 0 
2 2 
Region VI 
1,600 1,700 
0.6 0.9 0.95 
60 175 200 
0.01 0.06 0.1 
2,000 2,600 3,000 
200 705 942 
0.01 0.014 0.018 
0.05 0.09 0.1 
0.4 0.6 0.75 
0.7 0.9 0.95 
15 30 35 
0.04 0.15 0.2 
70 70 
2 2 
TABLE 9.3.3 Detailed scenario assumptions - household/service sector (continued). 
2000 2030 2000 2030 2000 2030 
Variable 1975 Low High Low High 1975 Low High Low H& 1975 Low High Low High 
Factors affecting useful energy consumption (ii) (Group 3.3~)  
DEMDW 
NEWDW (1) 
NE WD W (2) 
NE WD W (3) 
DWS (1) 
D WS (2) 
D WS (3) 
K (1) 
K (2) 
K (3) 
rso (1) 
I S 0  (2) 
rso (3) 
AREAL 
DEMAR 
HAREAN 
ELARN 
ISOS v 
DEMD W 
NEWDW (1) 
NE WD W (2) 
NEWD W (3) 
DWS (1) 
D WS (2) 
D WS (3) 
K (1) 
K (2) 
K (3) 
Region I 
na 0.02 
na 0.6 
na 0.4 
na a 
na 148 
na 8 8 
na a 
na 1.9 
na 1.7 
na a 
0 0.22 
0 0.15 
0 0 
na 44 46.1 
na 0.03 
na 250 
na 140 150 
0 0.15 
Region I V 
na 0.01 0.015 
na 0.16 
na 0.28 0.36 
na 0.36 0.32 
na 120 
na 80 
na 4 0 
na 2.5 
na 2 
na 2 
Region II 
na 0.045 
na 0.2 0.25 
na 0.6 0.63 
na 0.2 0.12 
na 80 
na 62 
na 67 
na 1.8 
na 1.7 
na 0.8 
0 0.12 
0 0.12 
0 0.05 
na 37 38 
na 0.05 
na 176 
na 70 80 
0 0.12 
Region V 
na 0.007 
na a 
na a 
na 0.5 
na a 
na a 
na 26 
na a 
na a 
na 3 
Region III 
na 0.03 
na 0.35 
na 0.5 
na 0.1 5 
na 98 
na 74 
na 85 
na 1.9 
na 1.7 
na 0.7 
0 0.22 
0 0.15 
0 0.15 
na 30 31 
na 0.03 
na 120 
na 90 94 
0 0.15 
Region VI 
na 0.015 0.02 
na 0.025 0.03 
na 0.15 0.2 
na 0.65 0.75 
na 100 
na 7 0 
na 3 5 
na 2.75 
na 2.25 
na 3 
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TABLE 9.3.3 Detailed scenario assumptions - household/se~ice sector (continued). 
Variable 1975 2000 2030 1975 2000 2030 1975 2000 2030 
FDSHS 0.8 0.8 0.8 0.8 0.8 
SPHW 0 0.2 0.3 0 0.1 
FDHWS 0.8 0.8 0.8 0.8 0.8 
PLB 0.3 0.3 0.3 0.7 0.6 
SPS V 0 0.3 0.5 0 0.2 
FDHS 0.8 0.8 0.8 0.8 0.8 
CHGNCF 1 1 1 1 1 
Fossil fuel efficiencies (relative to electricity) (Group 3.3e) 
Region I Region 11 
EFF.H.SH 0.63 0.73 0.8 0.59 0.63 
EFF.H.HW 0.57 0.65 0.7 0.49 0.53 
EFF. H.CK 0.41 0.46 0.5 0.4 0.45 
EFF.S. TH 0.7 0.76 0.8 0.59 0.63 
EFFNCF a 0.3 
Region IV Region V 
EFF.H.SH 0.6 0.63 0.7 0.5 0.53 
EFF.H.HW 0.55 0.58 0.65 0.5 0.53 
EFF.H. CK 0.5 0.51 0.55 0.5 0.5 1 
EFF.S. TH 0.65 0.68 0.75 0.55 0.58 
EFFNCF 0.075 0.09 0.15 0.075 0.085 
na: Not applicable. 
a: Category not included for this region. 
b: Noncommercial fuels not considered in Regions I and 111. 
NOTE: Values in parentheses are to be interpreted as fractions of the preceding category. 
Region 111 
0.6 3 0.665 
0.57 0.585 
0.5 1 0.529 
0.7 0.725 
a 
Region VI 
0.6 0.63 
0.55 0.58 
0.5 0.51 
0.6 0.63 
0.075 0.085 
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the changes in the values of the various parameters in 2000 and 2030 in relation to those 
in 1975 are detailed in Table 9.3.3 for both the High and the Low scenarios. Some general 
considerations underlying these assumptions and largely applicable to all the regions are: 
(1) A continued trend towards a relatively more comfortable living (e.g., larger houses, 
more central heating, more air-conditioning, more hot water, additional electrical ap- 
pliances in households, etc.) and provision of better amenities in the service sector (e.g., 
through increased supply of spacelwater heating, air-conditioning, lighting, and electrical 
equipment) with increasing levels of GDP per capita. 
(2) Increasing shares of electricity with time (and affluence) in the provision of thermal 
energy requirements (cooking, spacelwater heating) of households and services, in line 
with past trends. 
(3) Increasing emphasis on improved insulation of buildings, both new and old, in regions 
where space heating is an important energy-consuming activity. 
(4) Gradual introduction of soft solar devices for space and water heating in both house- 
holds and service sector buildings leading to  a considerable buildup by 2030. 
(5) Some improvement in the fossil fuel efficiencies of various thermal devices and, in 
addition, gradual introduction of heat pumps in places where electricity is to  be used for 
supplying thermal energy. 
(6 )  Introduction or increased use of district heat in regions where settlement patterns 
and energy requirements favor district heating systems. 
(7) Saturation of energy requirements of certain activities, e.g., of cooking energy per 
dwelling, or of useful thermalenergy per m2 of floor area under given climatic conditions. 
Although regional characteristics, such as climatic conditions, people's cooking and 
living habits, construction styles of buildings, etc., have to  be taken into account in pro- 
jecting the likely evolution of various parameters, considerable insight, at least in respect 
of regions at lower levels of GDP per capita, may be obtained by comparing the base year 
data (or estimated base year values of various parameters) of different regions at various 
stages of development. Our projections of scenario parameters draw heavily upon such 
interregional comparisons. 
Noncommercial fuels play an important role in meeting the household energy re- 
quirements of the developing regions, particularly of Regions IV and V. Among the 
developed regions, only Region 11 has a significant contribution of noncommercial fuels. 
Although the use of such fuels, particularly that of firewood obtained by indiscriminate 
cutting of forests, has recently been increasing in the developing regions, we believe that 
measures will soon be adopted to  check this deforestation problem. Accordingly, it has 
been assumed that the use of noncommercial fuels in the various regions, including 
Region 11, will not be significantly different in 2000 and 2030 from 1975. However, the 
efficiency in using such fuels is assumed to increase in the developing regions by as much 
as a factor of 2, due to  the introduction of better stoves and other devices in rural areas. 
5.3 Projected Final Energy Demand 
This section is devoted to the salient features of the final energy demand projected 
for the years 2000 and 2030 in the various world regions, resulting from the detailed 
scenario assumptions spelled out in Tables 9.1-9.3 and briefly reviewed in Section 5.2. 
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The evolution of final energy demand in Regions I through VI in the High and the 
Low scenarios is shown in the projections in Table 10, also incorporating the share of 
electricity in final energy demand. It is worth noting that the demand for final energy 
rises much more rapidly in the developing regions than in the developed regions. In the 
TABLE 10 Final energy in the two scenarios (TWyrIyr). 
Projections 
High scenario Low scenario 
1975 2000 2030 2000 2030 
I (NA) 
(% elec.) 
I1 (SUIEE) 
(% elec.) 
111 (WEIJANZ) 
(% elec.) 
(LA) 
(% elec.) 
V (AfISEA) 
(% elec.) 
VI (MEINAf) 
(% elec.) 
I + I11 3.46 5.66 8.04 4.65 5.62 
(% elec.) (1 2) (17) (2 1) (17) (21) 
I V + V + V I  0.6 1 2.65 7.45 1.97 4.40 
(% elec.) (8) (1 2) (16) (1 2) (15) 
Total 5.35 10.69 19.61 8.79 12.98 
(% elec.) (1 1) (16) (1 9) (16) (19) 
High scenario, 1975-2030, the demand is projected to  increase by factors of 10.6 to 14.9 
for the developing regions IV, V ,  and VI, but by factors of only 2.0 t o  3.2 for the devel- 
oped regions I ,  11, and 111. The corresponding increases in the Low scenario are by factors 
of 6.6 to 7.9 and 1.4 to 2.3, respectively. Among the developing regions, the highest 
increase in final energy consumption in both the scenarios is projected to occur in Region 
VI, which had also been assigned higher economic growth (relative to  the 1975 level) 
than Regions IV and V (see Table 3). Similarly, among the developed regions, Region I1 - 
which was assigned the highest relative increases in economic development in the basic 
scenario definitions of Table 3 - is the region projected to  have the largest increases 
in final energy consumption as shown in Table 10. 
The share of electricity in final energy is projected to grow in all the world regions 
in both scenarios, reaching by 2030 20-23 percent in the developed regions (10-13 per- 
cent in 1975) and 15-1 7 percent in the developing regions (4-1 0 percent in1975). The 
evolutions over time of the fractional shares of electricity, district heat, soft solar, substi- 
tutable fossil fuels, etc., in the final energy demand of different regions, are shown in 
Figure 6 for the High scenario. The distributions for the Low scenario are very similar 
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FIGURE 6 Shares of energy forms in final energy demand, 1975-2030 (High scenario). FF = substi- 
tutable fossil fuels; CK = specific uses of  coal (ess. coke); MF = motorfuel; EL = electricity; SS = soft 
solar; FS = feedstocks; DH = district heat. 
to those in the High scenario and have been omitted. It may be mentioned here that the 
allocation of substitutable fossil fuels to solids, liquids, and gases is made subsequently to 
the MEDEE-2 analysis, in the light of expected changes in the fuel prices. These alloca- 
tions are discussed in Energy Systems Program Group (1981). Further, in the case of 
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developing regions, a significant fraction of the substitutable fossil fuel demand may be 
met by charcoal and biogas. Estimates for this have been made by Khan (1 981). 
Although the relative increases in final energy consumption appear large, particularly 
in the developing regions, they are not as dramatic if seen on a per capita basis (Table 11). 
TABLE 11 Per capita final (commercial) energy consumption, two scenarios 1975 to 2030 (kW/cap)*. 
High scenario Low scenario 
Region 1975 2000 2030 2000 2030 
I (NA) 7.89 9.25 11.63 7.95 8.37 
u (SU/EE) 3.52 5.47 8.57 4.98 6.15 
111 (WEIJANZ) 2.84 4.46 5.70 3.52 3.90 
N (LA) 0.80 1.75 3.31 1.28 2.08 
V (Af/SEA) 0.18 0.42 0.89 0.32 0.53 
V I  (ME/Nm 0.80 2.34 4.64 1.76 2.46 
I + 111 4.34 5.87 7.43 4.82 5.20 
N + V + V I  0.3 3 0.79 1..59 0.59 0.94 
I through V I  1.76 2.25 3.13 1.85 2.07 
NOTE: The figures are average rates of final energy use, averaged over the population and the year. 
*For electricity share: see Table 10. 
The per capita consumption of final energy in the developing world regions is projected 
to increase, by 2030, only by a factor of 2.6-3.1 in the Low scenario and of 4.2-5.8 
in the High scenario. Accordingly, in 2030, Region V, the poorest among the developing 
regions, would have a per capita final energy consumption of only 0.5-0.9 kWyr/yr, 
whereas for the other two developing regions relatively more comfortable levels of 2.4- 
4.6 kWyr/yr are to be expected. The projected ranges of per capita final energy consump- 
tion for the developed regions, in 2030, in the High and Low scenarios, are 5.7-1 1.6 
kWyr/yr and 3.9-8.4 kWyr/yr, respectively, as compared to 2.8-7.9 kWyr/yr in 1975. 
Thus two out of the three developing market economy regions, i.e., Regions IV and VI, 
are expected by 2030 to reach levels of per capita final energy consumption comparable 
to those currently found in some developed regions. 
5.3.1 Shares of Sectors in Final Energy Demand 
The distribution of final energy demand across three broad sectors: transport, 
industry (agriculture, construction, mining, and manufacturing), and buildings (household 
and services) is shown in Table 12 for the year 2030 for each world region, together with 
the corresponding distribution in 1975. Regional differences in sectoral energy use are 
apparent. These differences seem to persist in spite of the fact that economic and demo- 
graphic structures in some of the regions have been assumed to undergo considerable 
changes over the next 50 years. 
Table 12 illustrates that the share of final energy used in buildings is, throughout, 
much higher in the developed regions than in the developing regions, as one would ex- 
pect. In addition to low space heating requirements in developing regions, this is also 
due to the considerable dependence of these regions on noncommercial fuels for domestic 
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TABLE 12 Shares of sectors in final energy demand (% of final energy). 
Region Transport Industry * Buildings** 
1975 
I (NA) 
11 (SU/EE) 
III (WE/JANZ) 
rv (LA) 
V (Af/SEA) 
VI (ME/NAf) 
2030 - High scenario 
1 (NA) 
n (SUIEE) 
111 (WE/JANZ) 
rv (LA) 
V (Af/SEA) 
VI (ME/NAf) 
2030 - Low scenario 
I (NA) 
11 (SU/EE) 
111 (WE/JANZ) 
rv (LA) 
V (Af/SEA) 
VI (ME/NAf) 
*Industry includes agriculture, manufacturing, mining, and construction. 
**Buildings in,the household and service sectors. 
NOTE: ltalic figures highlight the most visible of regional differences. 
use. Also, building energy use is low in these projections due to saturation effects, which 
can be seen in almost all world regions. 
Transportation activities in the developing regions make up a relatively high share 
of final energy in 1975 and the trend, in general, shows a slight increase in both scenarios. 
This is due to a considerable increase in freight transportation, projected to grow with 
industrial output, as well as to an expected increase in personal travel and a reduction 
of average load factors. Among the developed regions the relative shares of transporta- 
tion and industrial activities are markedly different in Regions I plus 111 (essentially OECD 
countries) and Region 11, mirroring the differing emphasis on industrial activity and 
personal transportation in the two types of economies. 
I Energy Demand of Industries 
Industrial energy use is a major portion of the total consumption in every world 
region today; the scenario assumptions do not lead to major departures from this. Energy 
as a factor of production, as an "input" to productive output, is an indispensable com- 
modity - qualitatively different from the energy used by households or that consumed 
in transportation activities. Yet, despite its firm footing in virtually all of the world's 
economies, industrial energy demand trends and possibilities span an impressively wide 
range. The scenario assumptions of Section 5.3.2 (see also Table 9.3.1) were based on 
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considerations of such trends and appropriate possibilities in the technoeconomic envi- 
ronment of the various world regions. 
Manufacturing activities account for a major share of the industrial energy con- 
sumption (Table 13). In 1975 the share of manufacturing activities, including coke use in 
the steel industry and feedstock inputs to petrochemical industries, out of total industrial 
energy consumption was 90 to 97 percent for Regions I to V in spite of considerable 
differences in the composition of their economic structure. In Region VI this share was 
relatively smaller - about 62 percent - due to the exceptionally low level of manufacturing 
TABLE 13 Final energy projections for industry, including coke and feedstocks (TWyr/yr). 
High scenario Low scenario 
Region 1975 2000 2030 2000 2030 
I (NA) 
(% manuf .) 
II (SU/EE) 
(% manuf.) 
II1 (WE/JANZ) 
(% manuf.) 
N (LA) 
(% manuf .) 
V (Af/SEA) 
(% manuf .) 
VI (ME/NAf) 
(% manuf .) 
activity and the dominance of oil and gas production activity in the industrial sector of 
this region. The scenario assumptions of changes in economic structure, composition of 
manufacturing activities, and technological coefficients result in projections for the years 
2000 and 2030 for which the share of manufacturing in the industrial energy consump- 
tion varies between 76 and 90 percent in all world regions. 
Table 14 lists the present and projected final energy demand of the manufacturing 
sector in different world regions and also indicates the shares of electricity and coke 
plus feedstocks (essentially liquid fuel based, used in petrochemical industries) in this 
demand. It is seen that the share of electricity in manufacturing energy demand increases 
in all regions, reaching levels of 20-25 percent in 2030 as against 11-15 percent at 
present. The share of coke plus feedstocks also increases in all the regions (except in 
Region VI where petrochemical feedstock production for export purposes is currently 
an important activity from 13-28 percent in 1975 to 20-33 percent in 2030. Various 
factors are responsible for these changes. Some of the more important ones are assumed 
to be the following: (1) a greater reduction in the energy intensity of manufacturing 
activities with respect to useful thermal energy than with respect to  specific uses of elec- 
tricity (e.g., motive power, electrolysis, lighting); (2) penetration of electricity in the 
useful thermal energy market of the manufacturing processes; (3) a relatively small reduc- 
tion in the demand of coke per ton of pig-iron production in the developed regions, and 
(4) increasing importance of the basic materials industries in the manufacturing sectors of 
the developing countries. 
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TABLE 14 Final energy projections for manufacturing, including coke and feedstocks (TWyrIyr). 
High scenario Low scenario 
Region 1975 2000 2030 2000 2030 
1 (NA) 0.70 1.19 1.70 0.98 1.19 
(% elec.) (13) (1 8) (21) (1 8) (20) 
(% coke + feedst.) (1 8) (21) (23) (21) (22) 
11 (SUIEE) 0.70 1.35 2.37 1.22 1.62 
(% elec .) (1 2) (1 8) (24) (1 6) (21) 
(% coke + feedst.) (20) (26) (3 1) (24) (26) 
UI (WEIJANZ) 0.73 1.39 2.01 1.05 1.30 
(% elec .) (15) (1 9) (24) (1 9) (21) 
(% coke + feedst.) (28) (3 2) (3 3) (3 1) (32) 
rv (LA) 0.1 1 0.44 1.10 0.29 0.63 
(% elec.) (14) (16) (21) (17) (21) 
(% coke + feedst.) (22) (28) (33) (27) (33) 
V (MISEA) 0.14 0.59 1.62 0.40 0.77 
(% elec.) (1 1) (1 5 )  (21) (1 5) (20) 
(% coke + feedst.) (13) (16) (20) (15) (18) 
VI (ME/NAf) 0.03 0.26 0.73 0.20 0.35 
(% elec.) (12) (20) (25) (20) (25) 
(% coke + feedst.) (33) (22) (25) (23) (26) 
We now look at the changes in energy intensity of the manufacturing industries 
(excluding the use of coke in steel industry, and the use of liquid fuels for feedstock 
production) that result from our scenario assumptions of Table 9.3 1. Also we indicate 
to what extent the shifts, assumed to occur in the great variety of manufacturing activi- 
ties in the world regions, are responsible for these changes. The requirements of energy 
for a given mix of manufacturing activities can be reduced in various ways: (1) by incor- 
porating better machinery and processes (which reduces the energy intensity of these 
activities) (2) by increasing the shares of electricity, district heat, and soft solar energy 
in meeting the demand for thermal processes (which reduces conversion losses), (3) by 
making increased use of cogeneration and heat pumps (which reduces the requirements 
of final energy); and (4) by improving the efficiency of fossil fuel conversion t o  process 
heat (which also reduces conversion losses). Tables 15 and 16 summarize some of our 
previously described assumptions (see Tables 9.2 and 9.3.1) for the year 2030 according 
to the High scenario, in aggregated and/or more transparent form. The data for 1975 
(column 1, Table 15) show considerable differences in the average useful energy intensity 
of manufacturing activities in the various world regions. These differences are partly due 
to  different mixes of component activities and partly due to  differences in processes, 
technologies, and the extent of automation. 
These projections (Table 15) in general indicate a greater potential for reduction 
of energy intensity in the developed regions than in the developing regions. These reduc- 
tions - which are in part due to structural changes in manufacturing - are especially 
large in Regions I1 and I ,  but not so large in Region 111 where manufacturing activities 
have already undergone considerable modernization. The largest structural changes in 
the manufacturing sector are assumed for the developing regions (see Table 9.2), where 
both the most energy-intensive basic materials industries and the least energy-intensive 
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TABLE 15 Projected reduction in average useful energy intensity of manufacturing industries, 
High scenario. 
Useful energy intensity 
(kWhr(e)/$VA % reduction in Of which (%) due 2030 relative to  structural 
Region 1975 2030 to  1975 change* 
1 (NA) 8.66 6.06 30 8 
II (SU/EE) 10.86 6.12 44 1 
III (WEIJANZ) 4.20 3.21 24 4 
N (LA) 5.81 4.51 22 4 
V (MISEA) 1 1.06 9.29 16 - 3 
VI (MEINAf) 7.68 4.96 3 5 - 8 
*Structural changes are the result of modernization in the manufacturing activities. 
NOTE: Useful energy is expressed as equivalent electricity requirement. Data are for manufacturing 
industries, excluding coke and petrochemical feedstock use. 
TABLE 16 Assumed penetration of electricity, district heat, cogeneration, heat pump and soft solar 
in their potential industrial heat markets in 2030, High scenario (%of potential industrial heat markets)*. 
Soft solar 
District Heat Low High 
Region Electricity heat Cogeneration pump temp. temp. 
1 (NA) 0.10 0 0.50 0.50 0.15 0.05 
11 (SUIEE) 0.10 0.85** 0 0 0.10 0.03 
111 (WE/JANZ) 0.05 0.15 0.60** 0.50 0.15 0.05 
w (LA) 0.10 0.1 2 0.20 0.20 0.30 0.10 
V (MISEA) 0.04 0.05 0.15 0.10 0.30 0.10 
VI (ME/NAf) 0.10 0.12 0.25 0.20 0.30 0.10 
*Potential industrial heat markets: electricity, all process heat; district heat, steam and hot water; 
cogeneration, low temperature steam and hot water; heat pump, steam and hot water demand met by 
electricity; and soft solar, steam and hot water. 
**ln Region I1 district heat and in Region I11 on-site cogeneration were already supplying 69 percent 
and 30 percent of their respective potential markets in 1975. 
machinery and equipment industries grow relatively faster than the nondurable goods 
industries; this has a balancing effect on the overall energy intensity of manufacturing. 
As mentioned in Section 5.2.3, Part I ,  the penetration of various more efficient 
energy forms as well as of cogeneration and heat pumps in the industrial heat market was 
projected in the light of regional differences in settlement patterns, past practices, current 
technological trends, geographical conditions, etc. All these technological changes essen- 
tially aim at reducing the demand of fossil fuels for industrial process heat. Yet, in spite 
of our rather optimistic assumptions of Table 16, more than 80 percent of the industrial 
process heat requirements in all the regions except in Region I1 would still have to  be met 
by fossil fuels in 2030 in the High scenario (Table 17). Note again that improvements in 
the average efficiency of fossil fuel use of the order of 20 percent are also assumed to be 
possible over the next 50 years (see Table 9.3.1, Group 3.lf). Table 17 lists the shares of 
various energy sources (fossil fuels, electricity, district heat, soft solar) in the heat de- 
mand of manufacturing industries resulting from the assumptions of the High scenario. 
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TABLE 17 Shares of energy sources in the heat market of the manufacturing sector, High scenario 
(% of total useful thermal energy). 
2000 2030 
Region FF (COG) EL (HP) DH SS FF (COG) EL (HP) DH SS 
I (NA) 92 (5.9) 7 (1.2) 0 1 87 (9.0) 10 (2.5) 0 3 
11 (SUIEE) 39 (0.0) 5 (0.0) 55 1 30 (0.0) 10 (0.0) 59 1 
111 (WEIJANZ) 92 (8.1) 3 (0.5) 4 1 85 (10.8) 5 (1.3) 8 2 
N (LA) 95 (0.4) 3 (0.1) 1 1 80 (1.6) 10 (0.8) 5 5 
V (Af/SEA) 99 (0.2) 1 (0.0) 0 0 90 (0.9) 4 (0.2) 2 4 
VI(ME/NAf) 95 (0.9) 3 (0.0) 1 1 81 (1.5) 10 (0.8) 5 4 
NOTE: FF = fossil fuels; COG = with cogeneration of electricity (included in FF); EL = electricity; 
HP = (electric) heat pumps (included in EL); DH = district heat; SS = soft solar. 
In 1975, the fossil fuel share is 100 percent in all regions except Regions I1 (48 percent district heat); 
in Region 111, cogeneration was estimated to be 5 percent. 
The overall effect of these technological developments, better practices, and struc- 
tural changes is a reduction in the average final energy intensity of manufacturing activi- 
ties (excluding feedstocks and the use of coke in the steel industry) by about 35 to 55 
percent in the regions for the High scenario, as is shown in Table 18. The effects of 
structural changes are not very large (see Table 15) due to the high sectoral aggregation. 
A larger reduction in final energy intensity, as compared to that in useful energy intensity, 
is due to higher final-to-useful energy conversion efficiency, assumed to  improve by 20- 
30 percent. 
At present, use of coke in the steel industry amounts to 2-1 1 percent of the final 
energy requirements of manufacturing activities in the various world regions. The con- 
sumption of coke per ton of pig-iron produced varies considerably from country to  coun- 
try. Estimated regional averages for 1975 are between 500 kg in Region 111 (WEIJANZ) 
and 1,000 kg in Region VI (ME/NAf-). The scenario assumptions of Table 9.3.1, Group 
3.lh, imply reduction in coke consumption of 20-60 percent in the various world 
regions. The share of coke for the steel industry in the industrial final energy demand 
of the regions changes only slightly (except for Region 11) over a period of 50 years and 
stays within a range of 2-10 percent in both the High and the Low scenarios. In Region 
11, this share would fall from 11 percent in 1975 to about 4.5 percent in 2030. 
TABLE 1 8  Average final energy intensity of manufacturing activities, excluding feedstocks and 
coke. 
Region 
I (NA) 
11 (SU/EE) 
111 (WE/JANZ) 
N (LA) 
V (Af/SEA) 
VI (ME/NAf) 
Energy intensity, High 
scenario (kWhr(e)/$VA) Relative 
Reduction due 
to structural 
1975 2030 decrease (%) change (%) 
12.3 7 .O 4 3 6 
13.9 6.4 54 1 
5.7 3.6 3 7 4 
8.6 5.5 3 6 3 
19.6 12.6 36 - 2 
12.2 6.1 5 0 -7 
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We consider here the share of agriculture in the industrial energy demand. Agricul- 
ture in developing regions, based largely on traditional farming practices, is currently far 
less energy intensive than that in developed regions. According t o  the economic projec- 
tions of the scenarios (see Table 9.2), the agricultural GDP in Regions IV, V, and VI is 
expected to  increase by a factor of 3.7 t o  4.5 over the next 50 years; the expected increase 
would be 2.2 t o  2.5 times in Regions I, 11, and 111. The implications of these projections 
in energy terms can be seen in the parameters of Table 19. 
TABLE 19 Agricultural patterns in different world regions in 1975. 
Region 
Arable land lrrigation Mechanical Fertilizer 
per capita (% of appliances use 
@a/cap) arable land) (per 1,000 ha) &?/ha) 
I (NA) 1.07 7 22 80 
II (SUIEE) 0.77 7 15 96 
III (WEIJANZ) 0.34 9 4 5 117 
rv (LA) 0.45 9 7 32 
V (Af/SEA) 0.32 14 1 14 
vI (MEINAf) 0.33 25 4 27 
VII (CICPA) 0.15 61 2 5 0 
NOTE: All data refer to arable land including land under permanent crops. Mechanic01 appliances 
included here are tractors and harvesters. Fertilizer use refers to consumption in terms of N , ,  P,O, 
and K, 0 .  
SOURCES: F A 0  1977, UN 1977b. 
Consider arable land in developing regions. There is little potential for expanding 
arable land area in Regions IV, V, and VI where the present per capita availability of arable 
land is about 0.34 ha compared to  0.62 ha in the developed Regions I, 11, and 111. If no 
significant new area is brought under cultivation, the per capita availability will decrease 
over the next 50  years to  0.14 ha in the developing regions and 0.46 ha in the developed 
regions. 
The limits on arable land expansion imply that essential agricultural productivity 
improvements must come from increases in the use of fertilizers, irrigation, and farm 
mechanization. But surface water is in short supply and precipitation is not adequate in 
most areas; increasing use will therefore have t o  be made of underground water. 
Taking these factors into account, the energy intensity of agriculture - including 
mechanization and irrigation, but not including energy used t o  produce fertilizers - in 
Regions IV, V, and VI was assumed t o  increase by a factor of 10 over the next 50 years 
(see Table 9.3.1, Group 3 .1~) .  Thus by 2030 the average energy intensity in these regions 
would be about the same (2.8 kWhr/$VA*) as the present average value for the developed 
regions. The final energy used in agriculture would increase for the High and Low scenarios 
by about 45  and 37 times the 1975 level in the developing regions, and by just 2.4 and 
2.0 times in the developed regions. The share of agricultural activities in industrial energy 
consumption in 2030 is thus found t o  lie in the range of 3 t o  5 percent in all regions 
- - 
*$VA = $ value added. 
Future energy demand 5 9 
except V where it amounts to  10 percent for the High scenario and 15 percent for the 
Low scenario. (The shares in all the regions in 1975 were in the range of 1 t o  4 percent.) 
Energy needed for fertilizer production is counted in this analysis in the basic 
materials manufacturing sector. For Regions IV and V those sectors are projected to  
increase in output by 2030 to  about 10 to  20 times their 1975 levels. These increases 
should easily encompass the energy demand for chemical fertilizer, which may increase 
by a factor of 5 to  10 in the same period. 
I/ Energy Demand o f  Transportation 
Transportation activities take an appreciable share of the total final energy (see 
Table 12). In 1975 this share was about 20 percent in Regions I1 and 111, 30 percent in 
Regions I and V, and 40 percent in Regions IV and VI; for the world as a whole, the 
share was about 24 percent. Of course, the ways in which this energy is used (the mix of 
transport modes - cars, buses, trains, trucks, planes - and the fuels used) vary con- 
siderably from country to country. The end result is usually a large share of energy use 
in transport; and one that has been growing. 
The analysis reported here foresees some changes in this picture: relatively slower 
growth in personal travel in developed regions (except for air travel); moderately increased 
use of public transportation for urban travel (a consequence of growing urban traffic 
congestion); and greater economies of gasoline consumption (see Table 9.3.2). These 
assumed changes are due to  relative price increases, changes in public perceptions about 
energy availability (which may or may not be accompanied quickly by price changes), 
and government mandates. 
The results are strikingly different in different parts of the world, as is shown in 
Table 20. Region I (NA) evidences the smallest relative increase in transportation energy 
use, although the high mobility, great distances, and large (but slowly shrinking) cars 
of the US and Canada, keep the absolute level of energy use high. However, the share of 
passenger travel in transportation activity declines considerably - from 75 percent in 
1975, to  40-50 percent in 2030. In Regions I1 and 111, demand of energy for both 
passenger travel and freight transportation continues to  increase steadily with only 
minor changes in the relative shares of these two activities in total transportation energy. 
It may be pointed out here that in Region I1 (SUIEE), transportation energy use is cur- 
rently low compared to  both NA and WEIJANZ, despite large distances. The main 
factors for this contrast are the high share of rail in both freight and passenger transporta- 
tion, and the emphasis on urban mass transit. Although a certain increase in car ownership 
and attendant increase in energy use for personal transportation is envisaged in SUIEE, 
the total increase is not so marked because in freight transportation no significant shift 
towards trucks is expected. 
In the developing Regions IV, V, and VI, growth in transport energy demand is 
significantly higher, owing t o  greater freight transport accompanying growth in industrial 
and agricultural output, and to  the fact that personal travel is far from the saturation 
mark. Further, the share of passenger travel in transportation energy demand increases 
in all developing regions, although the change is not as large in Region IV (LA) as in the 
other two regions. 
Table 20 also shows the share of electricity in transportation energy demand result- 
ing from the scenario assumptions of Table 9.3.2. In Regions 1, IV, V, and VI, this share 
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TABLE 20 Projections of transportation final energy demand (TWyrIyr). 
High scenario Low scenario 
Region 1975 2000 2030 2000 2030 
I (NA) 0.54 0.65 1.01 0.56 0.68 
(% elec.) (0.1) (0.6) (1.1) (0.7) (1.5) 
(% passenger) (74) (4 8) (39) (54) (4 9) 
II (SU/EE) 0.22 0.42 0.79 0.38 0.55 
(% elec.) (4.0) (6.4) (8.9) (6.3) (9.2) 
(% pass.) (25) (30) (27) (28) (28) 
XI1 (WE/JANZ) 0.3 1 0.71 1.11 0.53 0.69 
(% elec.) (1.9) (2.2) (3.1) (2.6) (3.9) 
(% pass.) (60) (59) (54) (5 8) (56) 
Iv (LA) 0.11 0.4 1 1.15 0.30 0.73 
(96 elec.) (0.2) (0.4) (1.4) (0.4) (1.5) 
(% pass.) (3 1) (33) (35) (35) (3 8) 
V (Af/SEA) 0.08 0.27 0.91 0.22 0.61 
(% elec.) (0.5) (0.8) (1.5) (0.8) (1.6) 
(% pass.) (4 0) (45) (55) (47) (5 9) 
M (MEINAf) 0.04 0.20 0.6 1 0.14 0.31 
(% elec.) (0.1) (0.2) (0.9) (0.2) (1 .O) 
(96 pass.) (20) (23) (34) (26) (34) 
increases from a very low level of 0.1-0.5 percent in 1975 to  a modest level of 1.0- 
1.5 percent in 2030. The same share in Region 111 would increase from about 2 percent 
in 1975 to 3-4 percent in 2030; whereas for Region 11, the projected increase over the 
same period, is from an already high level of 4 percent to a still higher level of 9 percent. 
Passenger travel. Consider the relative levels of passenger transport activity around the 
world in 1975. Total passenger travel (intercity plus urban) in North America in 1975 was 
some 4,100 billion (10') passenger-kilometers (population 237 million, lo6);  in Region 
I1 it was 1,700 billion (population 363 million); in Region 111 over 5,000 billion (popula- 
tion 560 million). The total activity for developing Regions IV, V, and VI together was 
only 3,000 billion passenger-kilometers, for 1,874 million people. But this seems sure to 
change. Passenger travel in the developed regions is expected to be nearing saturation 
levels - further increases will probably be relatively modest. (There are limits, of income 
and time, to how much one can travel.) This effect is especially pronounced in Region I. 
Regions I and 111 together show only a 1.2 to 1.6 percent per year growth in total pas- 
senger travel according to the MEDEE-2 runs for the two scenarios to 2030. The develop- 
ing Regions IV, V, and VI together increase their personal travel amount by 3.9 to 4.4 
percent per year. The Region I1 growth rate is projected at 1.9 to 2.4 percent per year. 
But the types or modes of travel and relative load factors are also to  be considered. 
Table 21 summarizes, for the High scenario, the results of an array of assumptions for 
urban and intercity mobility, relative growth of different transport modes, and expected 
changes in load factors around the world (see Table 9.3.2). It is apparent in Table 21 that 
passenger travel in NA is assumed to  shift away from automobiles and towards airplanes 
in the scenarios. Still, by 2030 the car would account for 73 percent of total passenger- 
kilometers, compared to 50 percent or less in other regions. In general, developed regions 
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TABLE 21 Assumptions on passenger travel (intercity and urban) and its distribution by mode of 
transportation, Hlgh scenario. 
ActiYity level 
Region (1 0' km/per/yr) 
1975 
I (NA) 17.4 
U (SUIEE) 4.8 
UI (WEIJANZ) 9.2 
rv (LA) 4.1 
V (AfISEA) 1 .O 
VI (MEINMI 2.2 
Modal split (%) 
Plane Car Train* Bus 
4 9 3 1 2 
11 26 5 1 12 
3 3 7 37 23 
1 3 7 5 5 7 
1 25 14 6 0 
1 29 5 65 
*Train includes urban electric mass transit. 
SOURCES: UN (1977~);  IRF (1976); Europa (1976); CMEA (1976). 
are projected to continue observed tendencies toward relatively more air and (except 
NA) car travel; developing regions reflect expected shifts towards cars (noticeably) and 
trains (less noticeably), and away from the current large fraction of bus travel (roughly 
60 percent in developing regions and less than 20 percent in developed regions). 
Automobiles. Cars consume prodigious amounts of energy. More precisely, they consume 
prodigious amounts of petroleum - a particularly important distinction. 
In North America, total automobile travel (intercity and urban) is assumed to grow 
from 3,800 billion passenger-kilometers in 1975 (that is equivalent to four automobile 
trips coast to coast across the US per person per year) to about 6,000 billion by 2030. 
This average growth rate of just 0.8 percent per year indicates a leveling-off in the so-far 
continuously increasing automobile use in this region. The Region 111 growth in total car 
travel, by contrast, is assumed to be 1.6-2.4 percent per year; while in Region I1 it is 
assumed to be 2.1-2.7 percent per year. In the developing Regions IV, V, and VI the 
corresponding rates are between 4 and 6 percent per year - even though the assumptions 
restrict urban car travel because of city traffic congestion to 35-50 percent of all urban 
passenger travel. 
Assumptions for car ownership and usage vary widely among regions, as recorded 
in Table 9.3.2. Group 3.2e. Car ownership, and the distance traveled per car are thought 
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to be nearing limits in North America. Region IV, Latin America, is assumed to approach 
the present statistics of Region 111 by 2030, whereas the figure for Region V in 2030 may 
be comparable to Region IV today. In Regions IV, V, and VI the relatively high growth 
of car ownership in the scenarios results from assumed higher growth in GDP per capita 
and anticipated increases in urbanization. 
Region I1 (SUIEE), has now low car ownership and high distance traveled per car - 
figures more typical of developing regions. The scenarios for this region maintain that 
automobile ownership will continue to be low, reaching only half of the present WEIJANZ 
level by 2030. This reflects the explicit desire in this region to develop public transport 
facilities, to minimize the need for private automobile use, and thus to  minimize liquid 
fuel requirements. 
Energy use in vehicles can be reduced significantly by increasing load factors - 
average number of passengers per trip, or passenger-kilometers divided by vehicle-kilometers 
- and by improving the vehicle's energy-using efficiency (see Table 9.3.2, Groups 3.2f 
and 3.2g). Load factors for automobiles are assumed to  be constant in the scenario cases 
in the developed regions, but are reduced somewhat in the developing regions as cars 
become more common and family sizes decrease. However, the largest factor in reducing 
potential per-kilometer energy use in cars is efficiency improvement. The major share of 
this potential is found, not surprisingly, in North America. 
Electric cars offer a potential for reduction of motor fuel use in automobiles. Elec- 
tric cars are assumed to  be three times as efficient as internal combustion engine automo- 
biles, but nevertheless would consume about the same total primary energy as conventional 
cars if the electricity came from central station sources. It is assumed here (see Table 
9.3.2, Group 3.2e) that by 2030 about 20 percent of urban car travel in the developed 
regions I ,  11, and I11 and perhaps 5 percent of urban car travel in the developing regions 
IV and VI might be accounted for by electric cars. 
As a result of these and other assumptions, automobile energy use declines sharply 
in Region I ,  and shows a modest decline (as a share of total transportation energy use) in 
Region I1 and 111. Regions IV, V, and VI contrast sharply with these results, with marked 
increases in total automobile energy use, largely because of the current low level of 
use. 
Table 22 shows these projections for automobile energy use in the scenarios. The 
quantities are large, as can be seen. The gasoline consumption in cars in 2030 in Regions 
1 through VI would amount to  about 0.9 to 1.1 TWyr/yr of oil. One must ask the extent 
to which alternative transport modes could replace the car, and with what energy con- 
sequences. 
Mass transit. In the projections over 50 years, North Americans travel relatively less by 
car for intercity trips, than currently. One reason is an assumed modest shift away from 
cars and toward mass transit for intercity travel. In other regions, the shift assumed is 
actually toward cars for intercity travel, but trains continue to  play a very significant role 
in Regions 11, 111, V, and VI - by 2030, 35 to  40 percent in Region I I ,20  to 35 percent 
in Region 111, 16 percent in Region V, and 20 percent in Region VI, from 53 percent, 
42 percent, 26 percent, and 10 percent in 1975. In Regions I and IV, train intercity 
travel is assumed to remain low - 1 and 6 percent, respectively, of all intercity travel in 
1975 to about 2 and 3 percent, respectively, in 2030 (see Table 21). 
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TABLE 22 Energy use by automobiles in six world regions (GWyrlyr). 
High scenario Low scenario 
Region 1975 2000 2030 2000 2030 
I (NA) 
Energy used by cars 364 205 194 203 20 1 
As % of total transportation energy (67) (32) (19) (36) (29) 
11 (SU/EE) 
Energy used by cars 26 4 5 6 3 4 2 50 
AS % of total transportation energy (1 1) (1 1) (8) (1 1) (9 
III (WE/JANZ) 
Energy used by cars 111 214 249 168 179 
As % of total transportation energy (35) (30) (22) (32) (26) 
N (LA) 
Energy used by cars 20 82 238 6 7 179 
As % of total transportation energy (19) (20) (21) (22) (25) 
V (Af/SEA) 
Energy used by cars 17 6 7 277 60 216 
As % of total transportation energy (22) (25) (30) (27) (36) 
VI (MEINAf) 
Energy used by cars 6 27 108 22 67 
As % of total transportation energy (13) (1 3) (18) (16) (21) 
Travelers take to the air in greatly increasing numbers in these scenario projections 
for the developed market economies, both High and Low cases. The rate of growth is 
also high for developing regions, but from a much smaller starting amount. In Region IV 
intercity air travel would grow from 2.6 percent in 1975 to 6-8 percent by 2030; in 
Regions V and VI the increase would be from 1.5 percent in 1975 to  3-7 percent by 
2030 in the scenarios. In North America, airplane flights would account for as much as 
30 percent of all intercity travel in 2030 (from 7 percent currently), while Region 111 
would increase air travel from 3.5 percent currently t o  as much as 18 percent of all inter- 
city travel by 2030. In Region 11, air travel may account for as much as 27 percent of 
all intercity movements by 2030, from 20 percent currently. 
In most cases load factors for trains, planes, and buses, are assumed to  be approxi- 
mately constant or increase only marginally in Regions I and 111. This is not the case in 
the developing regions - overcrowding on buses and trains is the norm, not the exception. 
High population growth, coupled with the high mobility preferences accompanying in- 
come increases, keep the Regions IV and V load factors high, although a gradual relaxa- 
tion of the present overcrowding is assumed to occur in parallel with increasing per capita 
income and slowing down of population growth. Load factors of 20 and 25 passenger- 
kilometers per vehicle-kilometer for buses and about 140 for trains are common for 
Regions I and 111. In Regions IV, V, and VI the bus load factors of 40-50 currently, fall 
to 20-40 by 2030 in the scenarios, while train load factors fall from 500 t o  200-400*. 
The bus and train load factors in Region I1 are also assumed to  fall by a factor of 2 over 
the next 50 years and become comparable t o  those in Regions I and I11 (see Table 9.3.2, 
Group 3.2f). 
*Of course, varying "vehicle" size among and even within regions increases the difficulties of drawing 
comparisons. 
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Freight transportation. Freight transport is assumed to  grow significantly in all world 
regions roughly in parallel with the activity levels in the agriculture, mining manufactur- 
ing, and energy sectors. It is a big business: some 5 trillion (10") ton-kilometers of freight 
in 1975 reaches, by 2030, 11 trillion in the Low scenario and 19 trillion in the High 
scenario for the developed Regions I and 111. Energy use increases by a factor of 2.4 to  
3.9 over the 50-year period. (See Tables 20 and 23.) Freight transportation activity is 
much lower in Regions IV, V,  and VI. These regions together had only about 2 trillion 
ton-kilometers of freight movement in 1975; an increase of 6 to 10 times that level is 
projected by 2030. Gradual shifts toward increasing freight transportation on trains in 
Regions IV and VI and with trucks in Region V are assumed. No significant change is 
assumed in the present distribution of freight transportation modes in the developed 
regions I, 11, and 111. As a result of these assumptions, together with those concerning 
passenger travel, the share of freight movement in transportation energy would increase 
in Regions I and 111 and decrease, to varying extents, in other regions (see Table 20). 
TABLE 23 Projections of freight transportation activity (10'' ton-km). 
High scenario Low scenario 
Region 1975 2000 2030 2000 2030 
I (NA) 3.1 7.0 12.5 5.5 7.4 
11 (SU/EE) 4.6 10.0 21.8 9.2 15.2 
III (WE/JANZ) 1.5 3.5 6 .O 2.7 3.7 
rv (LA) 0.9 3.4 9.9 2.5 5.9 
V (Af/SEA) 0.5 1.8 4.8 1.4 2.9 
vI (ME/NAf) 0.6 2.0 5.3 1.4 2.8 
ZZZ Energy Demand of the Household/Service Sector 
Table 24 lists the commercial fmal energy, demand projections of the household/ 
service sector in various regions. The evolution of energy demand in this sector markedly 
differs between the regions. According t o  these projections, the demand would increase 
by a factor of 7 to 12 in the developing regions IV, V,  and VI, by a factor of about 2 in 
Regions I1 (SU/EE) and 111 (WEIJANZ); and by less than 30 percent in Region I (NA) 
over the next 50 years. The share of services in the final energy demand of the household/ 
service sector as a whole seems to  increase in all the regions, with the largest increase 
occurring in Region VI and the smallest one in Region I .  The use of electricity grows 
quite rapidly in both households and services so that an increasingly larger fraction of 
the demand of this sector will, in the future, have to  be met by electricity in all the world 
regions. The share of electricity, in 2030, for various world regions, is projected to  be in 
the range of 30-50 percent for the High scenario as against 7-28 percent in 1975. These 
projections are the net outcome of our assumptions concerning likely changes in the values 
of a large number of parameters (see Table 9.3.3) that were considered necessary t o  
describe the evolution of energy demand of this sector. In order to put these projections 
in proper perspective we give here a brief overview of the above-mentioned scenario 
assumptions in a relatively more aggregated form. 
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TABLE 24 Projections of final energy demand* in the household/sewice sector (TWyrlyr). 
High scenario Low scenario 
- -- -- 
Region 1975 2000 2030 2000 2030 
1 (NA) 0.57 0.66 0.74 0.62 0.64 
(% elec.) (23) (3 9) (50) (3 7) (46) 
(% sew.) (28) (3 0) (33) (27) (28) 
11 (SUIEE) 0.29 0.48 0.69 0.44 0.55 
(% elec.) (7) (2 1) (3 3) (17) (26) 
(% sew.) (25) (28) (35) (26) (29) 
111 (WE/JANZ) 0.47 0.78 1 .OO 0.69 0.84 
(% elec.) (1 8) (28) (4 1) (28) (37) 
(% serv.) (14) (1 5) (19) (1 5) (1 7) 
IV (LA) 0.031 0.1 1 0.26 0.10 0.21 
(% elec.) (23) (3 3) (4 8) (28) (43) 
(% serv.) (1 0) (1 2) (15) (1 2) (20) 
V (Af/SEA) 0.028 0.12 0.30 0.1 1 0.25 
(% elec.) (14) (19) (3 2) (1 6) (22) 
(% sew.) (9) (1 2) (16) (1 0) (12) 
vI (ME/NAf) 0.015 0.06 0.1 8 0.05 0.12 
(% elec.) (7) (22) (4 3) (1 9) (3 1) 
(% sen.) (7) (19) (3 2) (1 8) (29) 
*The fgures in this table refer only to the demand of commercial energy. These f w e s  have been 
arrived at after taking into account the requirements of households that arelwould be met by noncom- 
mercial fuels. 
In 1975 there were 266 million homes in Regions I and 111, 45 percent of which 
were centrally heated houses and apartments. There were on average 3.0 persons per 
household. Housing construction in the scenarios is assumed to  be tied to the low popula- 
tion growth, allowing for further reductions in the assumed average number of persons 
per household by 2030: to  2.24 in Region I ,  and to  2.56 in Region 111. Almost all new 
residential dwellings are assumed to be centrally heated; many are also air-conditioned. 
In these two regions by 2030 about 90 percent of dwellings will be centrally heated in 
the scenarios, compared to  45 percent currently. Air-conditioning will be available for 
30-40 percent of dwellings, as against 12 percent in 1975. 
In Regions IV, V, and VI taken together, the number of residential dwellings 
reaches about 1,130 million by 2030, from 360 million in 1975, with persons per house- 
hold dropping from 5.22 to 4.16. As most of these regions are warm, space heating re- 
quirements are relatively small; only about 25 percent of dwellings require space heat. 
By 2030,17 to  19 percent are assumed touse space heat, compared to 11 percent in 1975. 
Service sector floor area increases fairly rapidly in Regions I and 111, reflecting the 
high growth of the total service sector. By 2030, these regions will have from 1.7 to 2.1 
times as much building area in use, and t o  be energy-serviced, as in 1975. In Region I1 
the increase is even larger, from 3.2 to  4.0 times. Two main factors - higher population 
growth, and improvement in the working conditions of service sector employees - cause 
the growth in service sector activity in developing regions to  be even greater than in 
developed regions. By 2030 service sector floor area in these regions is about 6.0 to  7.5 
times that in 1975. 
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TABLE 25 Projected useful energy requirements in households ( lo3 kWhr(e)/household/yeax), 
Region 
Space/ Misc. 
water Air- elec. 
Cooking heating conditioning ~ P P I .  
2030 - High scenario 
I (NA) 1.2 18.2 2.0 
11 (SU/EE) 1.2 14.4 0.2 
111 (WE/JANZ) 1.3 12.8 0.5 
N (LA) 2.1 2.9 0.4 
V (MISEA) 1.4 0.2 0.02 
VI (ME/NAf) 2.1 3.8 0.7 
2030 - Low scenario 
1 (NA) 1.2 18.2 1.7 6.3 
II (SU/EE) 1.2 13.6 0.2 3 .O 
111 (WE/JANZ) 1.3 11.4 0.4 4.5 
Iv (LA) 2.1 2.3 0.2 2.2 
V (MISEA) 1.4 0.1 0.01 0.3 
vI (ME/NAf) 2.1 3.1 0.4 1.2 
NOTE: Useful energy is expressed as electricity equivalent. Figures here are averages for all dwellings 
within a region. 
Tables 25, 26, and 27 report some of the energy consumption figures associated 
with the household/service sector activity levels just cited. It is readily apparent from 
these tables that the largest energy-using device in buildings in developed regions is the 
space itself. Space heating, and to a lesser extent, air-conditioning, overwhelm other needs 
in residences; in service sector buildings, energy consumption due to  electrical appliances 
is also very high. In Regions I and 111, about 60  percent of useful energy in buildings 
goes to  heating the inside air; in the scenario projections here this number decreases to 
40-50 percent, as various energy-reducing measures are introduced. 
Improved insulation in homes, old and new, can reap substantial reductions in 
energy use. In the scenarios insulation improvements in new buildings and retrofit of pre- 
1975 dwellings are assumed to reduce the heat losses in dwellings in Regions I, 11, and 
111 quite significantly. Retrofitting of the pre-1975 housing stock is assumed to reduce 
their heat losses by 20-30percent over the next 50 years. Post-1975 dwellings are already 
designed to have 10-1 5 percent lower heat losses today; according to the assumptions 
used here, by 2030 the average heat losses of all post-1975 dwellings would be only 50 
percent of those in 1975. Further gains are difficult beyond certain initial savings.-Rising 
prices and an assumed increasing public awareness of energy uncertainties (plus a fair 
measure of government-instituted standards) are assumed to  lead to these results. 
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TABLE 26 Household use of electricity, 1975 and scenario assumptions ( lo3 kWhr(e)/household). 
Region 
I (NA) total electricity 
(% thermal uses)* 
I1 (SU/EE) total electricity 
(% thermal uses) 
UI (WE/JANZ) total electricity 
(% thermal uses) 
IV (LA) total electricity 
(% thermal uses) 
V (Af/SEA) total electricity 
(% thermal uses) 
VI (ME/NAf) total electricity 
(% thermal uses) 
High scenario Low scenario 
2000 2030 2000 2030 
*Thermal uses include air-conditioning. 
NOTE: Only for Region I (NA) were sufficient statistics available; for other regions estimates come 
from partial data and/or data for selected countries. 
Consumption of electricity per household for specific uses (lighting, electrical appliances) is a direct 
assumption; consumption for thermal uses results from separate assumptions on useful energy con- 
sumption for space heating, water heating, cooking, and airconditioning and from assumed penetra- 
tion of electricity into these markets. 
Electricity used for appliances has grown by great leaps and bounds in recent years, 
usually much faster than rises in real income. Increased disposable income has to date 
seemed to go in rather large shares to "extras" such as dishwashers, color televisions, 
clothes dryers. In Region I ,  and to some extent in Regions I1 and 111, some flattening of 
this growth curve is postulated - appliance ownership saturates, and their energy effi- 
ciencies improve in response to rising prices. 
Relative increases in electricity consumption for household appliances (see Table 
25) are much higher by 2030 in developing regions - 3 to 5 times 1975 levels in Region 
IV, 5 to 10 times in Region V, and 6 to 17 times in Region VI - mainly because the 
present levels are so low. Most houses which use electricity at all in these regions today 
use it only for lighting and a bare minimum of other activities. 
Another factor which is expected to play an important role in the future energy 
requirements of buildings in both the developed and developing regions is airconditioning. 
Until now the extensive use of air-conditioning has been limited to Region I; scenario 
assumptions here project by 2030 considerable use of air-conditioning in several other 
world regions as well (see Tables 25 and 27). 
At present the useful thermal energy requirements in the household/service sector 
are met essentially by fossil fuels and electricity in the developed regions and by fossil 
fuels and noncommercial energy in the developing regions. The scenario assumptions of 
Table 9.3.3 (Groups 3.3d and 3.3e) concerning the future use of noncommercial fuels; 
efficiency improvements in the use of all fuels; and penetration of electricity, soft solar, 
district heat, and heat pumps lead to  the final energy demand patterns shown in Table 28. 
There, the large reliance on district heat in Region I1 is simply a logical extension of the 
present situation. Also, the higher fossil, and low electric, shares in developing regions 
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TABLE 27 Useful energy* projections for service sector. 
Misc. 
Service sector Spacelwater Air- elec. 
Region working area ( lo9 m 2 )  heating conditioning ~PPI .  
2030 - High scenario 
I (NA) 5.00 
11 (SUIEE) 6.65 
n~ (WEIJANZ) 7.26 
N (LA) 3.20 
V (Af/SEA) 9.40 
v1 (ME/NAf) 2.54 
2030 - Low scenario 
I (NA) 3.79 225 
11 (SUIEE) 4.75 186 
n~ (WEIJANZ) 5.99 95 
N (LA) 3.41 22 
V (Af/SEA) 6.90 2 
vI (ME/NAf) 1.84 5 2 
*Useful energy is expressed as electricity equivalent (kWhr(e)/m2). 
TABLE 28 Shares of energy sources in the household/service sector heat market (% of total useful 
thermal energy). 
High scenario 
Region 
I (NA) 
II (SU/EE) 
III (WEIJANZ) 
(LA) 
V (Af/SEA) 
vI (ME/NAf) 
2000 2030 
NCE* FF EL DH** SS NCE FF  EL DH SS 
0 68 24 0 8 0 56 31 0 13 
4 44 6 43 3 3 22 10 60 5 
0 73 15 6 6 0 55 21 13 11 
18 72 3 1 6 14 57 9 8 12 
37 63 0 0 0 26 70 2 0 2 
3 94 2 0 1 2 86 5 2 5 
*In 1975, noncommercial energy share is estimated to be 7,39,68, and 9 percent in Regions 11, IV, 
V, and VI, respectively. The Low scenario shares are quite similar to those in the High scenario. 
**The share of district heat in Region I1 was already 25 percent in 1975. 
NCE = noncommercial energy sources; FF  = fossil fuels (for Regions IV, V, and VI, this column in- 
cludes the fossil fuel equivalent of charcoal/wood and biogas to be supplied as commercial fuel); EL = 
electricity; DH = district heat; SS = soft solar. 
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than in developed reflect the end-use patterns typical in buildings in these two kinds 
of regions. 
The extent of conservation implied in these projections may be judged from the 
fact that use ofheat pumps in electrical heating to the extent of 40-50 percent in Regions 
I ,  11, and 111 and 12 percent in Regions IV and VI as well as efficiency improvements of 
10 to 25 percent in the use of fossil fuels in different world regions, have been assumed 
possible by 2030. 
In spite of the unfavorable cost economics of present soft solar devices, we have 
introduced fairly aggressive buildup rate assumptions for soft solar systems in the house- 
hold/service sector in both the developed and the developing regions (see Table 9.3.3, 
Group 3.3d). For example, it has been assumed that 50 percent of all new (post-1975) 
single-family centrally heated homes and low rise service sector buildings will install solar 
heating systems (the assumptions are 30 percent for Region I1 and 20 percent for Region 
VI). These systems will be 50 to 80 percent solar - that is, requiring backup (oil, electric, 
gas) for 20 to 50 percent of the time. Further, it is assumed that by 2030 30-40 percent 
of all the households in Regions I, 111, IV, and V, and 15-20 percent in Regions I1 and VI, 
would be using solar water heating systems. With these assumptions one finds by 2030 
that soft solar devices would support 10-1 1 percent of the household/service sector's 
space and water heating demand in the developed Regions I, 11, and 111 and about 14 per- 
cent of the corresponding demand in the developing Regions IV, V, and VI, in both the 
High and the Low scenarios. The shares of soft solar in the total useful thermal energy 
demand (including cooking and air-conditioning requirements) will be even lower, as 
shown in Table 28 for the High scenario. 
The rather optimistic buildup rate assumptions for soft solar used in this assessment 
serve to explore a reasonable upper bound to what they could contribute in the energy 
.mix. However, the ultimate soft solar contribution seems to be constrained by the size of 
the market - the demands for space and water heat in detached houses or low-rise service 
sector buildings are not excessive. Moreover, in the developing regions, a large fraction of 
the useful heat demand of the household/service sector originates from cooking require- 
ments. This fraction was about 82 percent in 1975 and remains as high as 59-64 percent 
by 2030. Further, in these regions most of the dwellings that need space heating are 
heated with only detached room heaters and this practice is expected to continue - 
although at a lower level - in spite of increased income levels, as the heating seasons and 
requirements are generally small. 
5.3.2 Electricity Demand 
In the developed regions,electricity demand has been growing rapidly - significantly 
faster than GDP and faster than the demand for other energy forms. High end-use efficiency, 
flexibility, and ease of control make this energy form economically more attractive than 
other energy carriers, such as coal or even oil and gas, which in general require a larger tech- 
nological effort at the point of end-use. On the other hand, thermal generation of electricity 
involves large conversion losses, and the expected price rises for primary fuels will make it 
necessary to economize its use* - to restrict it as much as possible to essential uses. 
*The impact of higher generation costs can be judged from the significantly lower levels of electrification 
in countries with predominantly thermal generation (typically 10-14 percent) than in countries with 
great hydropower potential (e.g., Norway with about 20 percent of final energy consumption). 
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In view of these considerations, our assumptions concerning penetration of electricity 
in the household/service sector heat market have been fairly conservative. In the market- 
economy developed regions I + 111, it is assumed that price increases for electricity in 
general and the problem of large peaks in the winter season in particular would discourage 
consumers to use electricity as the main energy carrier for heating. In the centrally planned 
Region 11, the emphasis has been, and probably will be, to provide space heat and hot 
water with district heat, either from combined heat and power plants, or from boiler 
plants which allow an economical use of low-grade fuels. As a result of the various assump- 
tions, specific uses of electricity in the household/service sector in the developed regions 
grow by a factor of 4.8 and 3.4 between 1975 and 2030 in the High and Low scenarios, 
respectively; with respect to thermal uses of electricity, the two scenarios differ only 
modestly, with factors of growth between 1975 and 2030 of 3.1 and 2.8, respectively 
(Table 29). 
In industry, the differences in the level of electrification between the three developed 
regions are not as great as in the household/service sector (see Vigdorchik 1976). Unfor- 
tunately, the lack of data does not permit a separation of thermal uses (furnaces, small 
boilers, etc.) from specific uses (lighting, electric drives, electrolysis, etc.). As indicated 
in Table 29, only the incremental electricity penetration into thermal uses above the 
present levels is considered. Data for France and Austria indicate that about 10 percent of 
the useful thermal energy demand is supplied by electricity. If this figure is applied to the 
developed regions I + I1 + 111, the resulting estimates of thermal and specific uses of elec- 
tricity in industry are 94 and 217 GWyr/yr in 1975, which corresponds to a ratio of 1 :2.3. 
For the scenarios, no change was assumed in the energy intensity of industry with 
respect to specific electricity requirements. While in the past there was an increase in 
almost all industry sectors, mainly as a result of increasing automation. However, the 
refmed control mechanisms that are possible through the use of microprocessors will 
help to rationalize processes better and perhaps allow a reduction in energy use despite 
more automation. No significant further penetration into thermal uses was assumed - 
following the general guideline to minimize the use of primary fuels. However, the situa- 
tion in industry is different from that in the household/service sector. In the latter sector 
the major share of thermal energy demand is in the low-temperature range, where elec- 
tricity offers more convenience, but requires a larger amount of primary fuels than direct 
combustion of fossil fuels. In industry, about 40 percent of the thermal energy demand 
is in the high-temperature range, and in these applications electricity is in some cases 
even superior from an energetic point of view, in addition to being economically advan- 
tageous. In the light of these considerations, the projections of industrial electricity 
demand are probably on the conservative side. "Specific uses" in the three developed 
regions increase by factors of 4.2 and 3.7 in the High and Low scenarios, respectively, 
while the total industrial electricity use increases by factors of 4.9 and 3.0, respectively. 
Assuming that about one-third of the electricity demand for the so-called "specific uses" 
would actually be for thermal uses, electricity would cover about 21-24 percent of 
the useful thermal energy demand in 2030. Since it would mainly be used in the high- 
temperature range, this means that by 2030 about 50-60 percent of the high-temperature 
demand would be supplied by electricity. 
The situation of the developing regions (IV + V + VI) could be compared to that 
in the developed regions several decades previous, when large areas had no access to 
TABLE 29 Thermal energy and electricity demand in the two scenarios (GWyr/yr). % 
f 
Developed regions (I + I1 + 111) Developing regions (IV + V + VI) LL 
High scenario Low scenario High scenario Low scenario 
1975 2000 2030 2000 2030 1975 2000 2030 2000 2030 
Useful thermal energy demand: 
Industry 939 1,775 2,672 1,504 1,894 105 484 1,351 339 694 
Household/service 781 1,170 1,457 1,091 1,306 67 163 344 157 316 
Total 1,720 2,945 4,129 2,595 3,200 172 647 1,695 496 1,010 
Of which supplied by electricity: 
Industry * 0 85 215 60 113 0 10 93 7 48 
Household/service 75 164 234 152 210 0 3 16 3 14 
Total 75 249 449 212 3 23 0 13 109 10 6 2 
Specific uses of electricity: 
Industry 311 6 94 1,305 563 828 39 235 763 168 409 
Household/service 153 397 738 3 28 5 20 11 68 264 5 1 161 
Total 4 64 1,091 2,043 891 1,340 50 303 1,027 219 5 70 
Electricity use for transportation 16 46 116 41 87 1 4 3 5 3 24 
*Only electricity penetration into thermal uses above the present level is considered, because a separation of thermal and specific uses in 1975 was not pos- 
sible due to lack of data. A very rough estimate for the developed regions could be 10 percent of useful thermal energy demand, or 90-100 GWyr/yr. 
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electricity and many households used electricity for lighting. As a result of increasing rural 
electrification and higher levels of per household electricity consumption as well as due to  
high population and industrial growth rates assumed for the developing regions, the two 
scenarios imply a rapid increase of electricity demand during the study period: 
Specific uses, household/service sector: X24(H)/X 15(L) 
Total uses, household/service sector: X25(H)/X 16(L) 
Specific uses, industry: x2qH)IX 1 q L )  
Total uses, industry: X22(H)/X 12(L) 
In the case of developing regions, airconditioning could cause a rapid increase in elec- 
tricity demand. Most of the population in the developing Regions IV, V, and VI lives in 
warm climatic zones and the use of comfort airconditioning may be expected to  increase 
with increasing per capita income. In the scenarios considered here the average use of air- 
conditioning per dwelling and per square meter of service sector floor area in 2030 in 
Regions IV (LA) and VI (ME/NAf) is assumed to  become comparable to that envisaged 
for the developed Regions I, 11, and 111 (see Tables 25 and 27). However the airconditioning 
requirements (per dwelling or per square meter of service sector floor area) of Region V 
(Af/SEA) are assumed to be an order of magnitude smaller, despite a latent demand, in 
view of the low income levels that will persist in this region even 50 years from now. 
6 CONCLUDING REMARKS 
The projections of final energy demand till 2030 for six out of the seven compre- 
hensive world regions considered in IIASA's energy study (Energy Systems Program 
Group 1981) and the various underlying assumptions have been discussed at some length. 
In evaluating them one has to appreciate that projecting energy demand in a medium- to  
long-term frame is a fundamentally complex issue - full of uncertainties and pitfalls. 
One gets a feeling of the difficulties and uncertainties involved in such an under- 
taking by looking at the various medium- to long-term energy demand projections avail- 
able for one country, i.e., the US, whose present pattern of energy consumption is best 
understood and the relevant historical data of which are best documented. A number of 
recent primary energy projections for the US are plotted in Figure 7.  The wide variation 
in these projections aptly illustrates the difficulties involved. Obviously, the uncertainties 
increase as the projections extend to  larger world regions covering several countries, 
given an availability of data that is much less satisfactory than for the US. Nonetheless, 
estimates of future energy requirements of the various world regions are essential for us 
to appreciate the kind and size of problems the world may have to face in the wake of 
dwindling global conventional fuel resources and in order to  be prepared to meet the 
challenge. 
The assessments of final energy demand reported here represent such an effort. 
Of course, they are not predictions or forecasts; in our judgment, they simply describe 
a range of realistic evolutions of future energy demand in various world regions that are 
consistent with a plausible range of world economic development and population growth. 
The world's energy demand increased more or less exponentially between 1950 and 
1975 at an average growth rate of 5 percent per year (see e.g., Doblin 1979). Obviously, 
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FIGURE 7 Some recent projections of primary energy demand and potential solar shares ofr the US. 
Italic numbers describe projections of total energy demand; roman numbers indicate total energy 
demand potentially available from solar energy sources: (1) MITRE (1973). (2) Morrow (1973) "maxi- 
mum solar", (3) Morrow (1973) "minimum solar", (4) Wolf (1974), (5) Lovins (1976), (6 ,7 ,  8) Renyl 
et al. (1976), (9) ERDA 49 (1975),CONAES (1977), (10) Weingart and Nakicenovic (1979), (1 1) BeUer 
ed. (1975) "future energy reference system". 
this trend cannot continue in view of the limited resources of conventional fuels. Although 
there are sources of energy - solar and nuclear (through breeding and fusion) - that 
promise virtually unlimited supply, the present status and cost economics of these sources 
is such that they may, at best, be expected to play only a minor role in the next 15-50 
year period. Therefore, energy conservation leading to  a shift away from the exponential 
energy growth trend of the last 30 years is indispensible. However, significant energy con- 
servation is possible only in the most highly developed countries;most of the population 
in the developing world still lives at levels of energy consumption close to  subsistence and 
will need increasing amounts of energy to improve. The assessment of energy demand 
reported here is based on what we would consider optimistic, though not unrealistic, as- 
sumptions about measures of energy conservation and possible technological improvements. 
The extent of energy savings embodied in the two scenarios can be seen in Figures 
8a and 8b, where final energy per unit of GDP is plotted against GDP per capita for 
Regions I through VI. There the ratio of final energy demand to  GDP is seen to con- 
tinue to decrease for the developed Regions l , I I ,  and 111 in line with the historical trends. 
On the other hand, the ratio continues to  increase, at least initially, for all the developing 
regions, again in line with the historical trends, but flattens off later and even starts t o  fall 
in Regions IV and V1. These different trends in the developed and the developing regions 
are characteristic of economies that have already reached a high level of industrialization, 
but are still in the process of building up their industrial infrastructure. 
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FIGURE 8b Energy intensity in different world regions (Low scenario). 
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Globally speaking, the curves of Figures 8a and 8b imply a reduction of final energy 
per dollar of GDP from 0.91 in 1975 to 0.53 and 0.62 in 2030 for the High and the Low 
scenarios, respectively. If only the developed Regions 1,11, and 111 are considered, the irn- 
provement is even more impressive: final energy per dollar of GDP decreases from 0.95 
in 1975 to 0.45 and 0.55 over a period of 55 years. By far the largest improvement is 
seen in Region I1 (SUIEE), where the overall conservation resulting from various scenario 
assumptions amounts to 61 and 54 percent. The corresponding figures for Region I are 
59 and 44 percent and for Region 111 (WEIJANZ) 45 and 33 percent. These improve- 
ments, seen in the light of real price increases of 3.0 and 2.4 times the prices in the recent 
past (see Energy Systems Program Group 1981, Chant 198 1) appear quite pronounced 
but not unrealistic. Some measures behind this trend have been reported here in detail. 
Indicators such as automobile efficiency, average transport load factors, home insulation, 
structural changes in industry and others have been cited to illustrate the extent of the 
energy-using improvements assumed. 
Another measure of the efficiency improvements assumed in the scenarios can be 
derived by calculating the final energy that would result by 2030 if the historical 1950- 
1975 final energy-to-GDP elasticity were applied for 1975 to 2030. Table 30 shows the 
differences between final energy calculated in this way and the final energy projections 
of the High and the Low scenarios. 
TABLE 30 Final energy in the two scenarios compared to r i a l  energy calculated with 
historical elasticities (2030). 
High With Low With 
scenario historical ~f Difference** scenario historical ef* Difference** 
Region (GWyr/yr) (GWyrIyr) (%I (GWY~/Y~)  (GWyr/yr) (%I 
Total of I to VX 19.590 
*Calculated using historical (1950-1975) final energy-toGDP elasticity ( ~ f )  for each region. 
**Calculated as final energy using historical ~f minus IIASA scenario projection divided by fiial energy 
using historical ~ f .  
Savings of roughly 20 to 50 percent occur in each region. The demand reductions 
in Regions I t o  VI through conservation measures embodied in the two IIASA scenarios 
thus represent a net final energy saving of 5.3 to 12.6 TWyr/yr by 2030. 
These amounts are certainly substantial. They underscore the aggressive conserva- 
tion measures assumed in the scenarios. They reflect the belief that vigorous action to 
increase energy efficiency and to improve energy productivity is a necessity in any 
energy strategy - short-,medium-or long-term. Without such improvements, the adequate 
supply of energy necessary to meet the demand at the levels of world economic and 
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population growth assumed would probably run into serious difficulties, and the two IIASA 
energy supply scenarios (Energy Systems Program Group 198 1) might not have proved to  
be feasible. 
The appropriate energy supply strategies corresponding to  the two final energy 
demand scenarios discussed in this report have been described in detail in the Energy 
Systems Program Group (1981). They indicate that meeting the global requirements of 
energy will become increasingly more difficult with time. Still the demand can be met 
with the help of technologies which are either in hand or expected t o  be commercially 
available (at economical costs) in the near future. The two IIASA supply scenarios imply 
provision of 22.4 TW to  35.7 TW of primary energy globally* in the year 2030. This is 
by mining 6.5 to  12.0 TWyr/yr of coal, as against 2.3 TWyr in 1975, (of which 52 percent 
to 56 percent will be required for making synthetic liquid fuel), by exploiting 1.6 to  3.5 
TWyr/yr of unconventional oil reserves of tar sand, shale, heavy crude, and by generating 
1.8 t o  2.9 TWyr of electricity through nuclear reactors (of which 1.2 t o  1.8 TWyr will be 
from fast breeder reactors). All this would call for tremendousefforts and heavy investments 
- the investment required for building the energy supply infrastructure will increase to a 
level of about 4.5 percent of the gross world product (as against 2.5 percent in 1975). 
One, therefore, wonders if it is possible to  cut down the energy demand for a given 
economic growth much beyond the level envisaged in the present assessment by invoking 
additional conservation. In order to  assess the implications of extreme conservation mea- 
sures, a scenario was developed for Regions I (NA) and 111 (WEIJANZ) (see Energy Systems 
Program Group 198 1) that gave final energy demand in 2030. This was lower by 32 per- 
cent than the Low scenario demand of Region I and 45 percent lower than Region 111 
(implying zero final energy growth between 1975 and 2030 for Regions I and 111 taken 
together) for the same economic growth as in the case of the Low scenario. Possible per- 
centage reductions in total and sectoral final energy demand as well as in demand by 
fuel types for the two regions, resulting from incorporating extreme conservation in the 
Low scenario, are listed in Table 3 1. 
What such an extreme conservation would imply may be judged to  a certain extent 
by comparing some major assumptions of the Low scenario and the Extreme Conserva- 
tion scenario listed in Table 32. The Extreme Conservation scenario differs from the 
Low scenario essentially in the following features: a large shift in the structure of GDP 
formation towards services and within the manufacturing sector away from energy- 
intensive heavy industries and towards less energy-intensive construction of machinery 
and equipment; reduced activity level projections, particularly in the transportation 
sector; higher efficiency improvements, particularly for activities pertaining to the industry 
and household/service sectors; reduced or phased out penetration of electricity into 
thermal uses; and finally, reduced use of electrical appliances in dwellings, and of comfort 
heating and air-conditioning in the household/service sector buildings. 
In some cases, changes in important energy-using activities were rather modest 
because, it was felt, sufficiently aggressive changes were already incorporated into the 
Low scenario. For example, automobiles were assumed t o  reach an average efficiency 
of 7.4 1/100 km (32 mpg) in Region I by 2030 in the Low scenario, from a 1975 average 
*Including the primary energy requirements of Region VII (China and Centrally Planned Asian Econ- 
omies) which are projected as 2-3 TW and 4.5 TW for the Low and High scenarios, respectively. 
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TABLE 31 Percentage reduction in an Extreme Conservation scenario compared to the Low scenario 
final energy demand in 2030, Regions I (NA) and 111 (WE/JANZ). 
Percent rcduction rcquircd in 
Region I Region 111 Regions I and 111 
Total final energy -32 -45 -39 
By sector 
Transportation 
Industry 
Household/service 
By energy form 
Substitutable fossil fuels* -18 -40 
Centrally supplied heat** na -34 
Soft solar -18 -35 
Electricity -52 -55 
Motor fuel -37 -4 0 
Coke and feedstocks -27 -56 
*Substitutable fossil fuels are thermal uses of oil, gas, and coal. 
**Centrally supplied heat is steam and hot water from district heat or cogeneration plants. 
na: Not applicable. 
TABLE 32 Some major assumptions for an Extreme Conservation case compared to those of the 
Low seenario. 
Region I Region 111 
2030 2030 
Low Extreme Low Extreme 
1975 scenario Conservation 1975 seenario Conservation 
Macroeconomics, lifestyle 
Manufacturing (% of GDP) 24.5 23.8 20 33.6 29.7 20 
Services (% of GDP) 64.8 65.8 69.6 48.5 55 64.7 
Basic materials (% of 
manufacturing-VA) 24.8 23.2 20 33 29.4 20 
Machinery and equipment (% of 
manufacturing-VA) 43.2 47 50.2 42 47.1 55 
Intercity passenger transportation 
Distance traveled per person per 
year (1,000 km) 10 15 10 7.5 10 7.5 
Persons per car 2 1.9 2 5.21 3.20 4 
Distance driven per car per year, 
intercity (1,000 km) 7 7.8 5 5 5.6 5 
Bus (% of public transportation) 15 12 30 35 29 3 5 
Train (% of public transportation) 5 5 20 50 56 6 0 
Plane (% of public transportation) 80 83 50 5 15 5 
Dwellings 
Electrical use for appliances 
(1,000 kWhr(e)/dwelling) 3.85 6.25 3.85 1.95 4.50 2.20 
Useful energy for air-conditioning 
per dwelling (1,000 kcal) 4,472 5,800 4,472 3,000 
Dwelling with air-conditioning (%) 39 50 20 0 20 0 
NOTE: These assumptions are selected from an array of changes. They both represent the largest 
changes and have the most energy-reducing impact. In some instances (e.g., automobile efficiency or 
home insulation) the assumptions for the Low scenario were regarded as sufficiently rigorous so 
that only rather minor further improvements could be introduced into the Extreme Conservation 
case. 
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of 17.1 1/100 km (14 mpg). This projection to  2030 was unchanged for the Extreme 
Conservation scenario. In Region 111, automobile efficiency was assumed to  improve from 
about 9.9 1/100 km in 1975 to  about 7.2 1/100 km in 2030 in the Low scenario and to  
about 5.5 1/100 km in the Extreme Conservation scenario. Similarly, improvements in 
the technical efficiency of fossil fuel use from the Low scenario to  the Extreme Conserva- 
tion scenario could not be too substantial, given the already high efficiencies assumed 
for the former. 
Whereas this exercise indicates that reduction of energy demand, at least in the 
developed regions, by some 30-45 percent below the levels envisaged in the present 
assessment may be possible through extreme conservation measures, it is not clear as to  
what actions (energy price increases, tax benefits, early amortization allowances etc.) 
would be required to  spur such changes. In our opinion, therefore, it will not be prudent 
to  rely for future energy planning on such extreme conservation possibilities which are 
rather unlikely to  happen. 
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APPENDIXES 
APPENDIX A: THE SEVEN WORLD REGIONS OF THE IIASA ENERGY SYSTEMS 
PROGRAM 
Region I: North America (NA) 
Highly developed market economies with energy resources 
Canada 
United States of America 
Region 11: The Soviet Union and Eastern Europe (SUIEE) 
Highly developed centrally-planned economies with energy resources 
Albania 
Bulgaria 
Czechoslovakia 
German Democratic Republic 
Hungary 
Poland 
Romania 
Union of Soviet Socialist Republics 
Region 111: Western Europe, Japan, Australia, New Zealand, South Africa, and Israel 
OYEIJANZ) 
Highly developed market economies with relatively low energy resources 
Member Countries o f  the European Community 
Belgium Italy 
Denmark Luxembourg 
France Netherlands 
Germany, Federal Republic of United Kingdom 
Ireland 
Other Western European Countries 
Austria 
Cyprus 
Finland 
Greece 
Iceland 
Norway 
Portugal 
Spain 
Sweden 
Switzerland 
Turkey 
Yugoslavia 
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Others 
Australia 
Israel 
Japan 
New Zealand 
South Africa 
Region IV: Latin America (LA) 
Developing economies with some energy resources and significant population growth 
Argentina 
Bahamas 
Belize 
Bolivia 
Brazil 
Chile 
Colombia 
Costa Rica 
Cuba 
Dominican Republic 
Ecuador 
El Salvador 
Guadeloupe 
Guatemala 
Guyana 
Haiti 
Honduras 
Jamaica 
Martinique 
Mexico 
Netherlands Antilles 
Nicaragua 
Panama 
Paraguay 
Peru 
Puerto Rico 
Surinam 
Trinidad and Tobago 
Uruguay 
Venezuela 
Other Caribbean 
Region V: Africa (Except Northern Africa and South Africa), South and Southeast 
Asia (AfISEA) 
Slowly developing economies with some energy resources and significant population growth 
Africa 
Angola 
Benin 
Botswana 
Burundi 
Cameroon 
Cape Verde 
Central African Republic 
Chad 
Congo 
Ethiopia 
Gabon 
Gambia 
Ghana 
Guinea 
Guinea Bissau 
Ivory Coast 
Kenya 
Lesotho 
Liberia 
Madagascar 
Malawi 
Mali 
Malta 
Mauritania 
Mauritius 
Morocco 
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Mozambique 
Namibia 
Niger 
Nigeria 
Reunion 
Rwanda 
Senegal 
Sierra Leone 
Somalia 
Sudan 
Asia 
Afghanistan 
Bangladesh 
Brunei 
Burma 
Comoros 
Hong Kong 
India 
Indonesia 
Korea, Republic of South 
Macau 
Malaysia 
Swaziland 
Tanzania, United Republic of 
Togo 
Tunisia 
Uganda 
Upper Volta 
Western Sahara 
Zaire 
Zambia 
Zimbabwe 
Nepal 
Pakistan 
Papua New Guinea 
Philippines 
Singapore 
Sri Lanka 
Taiwan 
Thailand 
East Timor 
West South Asia n.e.s. 
Region VI: Middle East and Northern Africa (ME/NAf) 
Developing economies with large energy resources 
Member Countries of the Organization of Arab Petroleum Exporting Countries (OAPEC) 
Algeria Libyan Arab Republic 
Bahrain Qatar 
E ~ Y  pt Saudi Arabia 
Iraq Syrian Arab Republic 
Kuwait United Arab Emirates 
Others 
Iran 
Jordan 
Lebanon 
Oman 
Yemen 
Yemen, People's Republic of 
Region VII: China and Centrally-Planned Asian Economies (CICPA) 
Developing centrally-planned economies with energy resources 
China, People's Republic of Laos, People's Democratic Republic of 
Kampuchea, Democratic (formerly Mongolia 
Cambodia) Vietnam, People's Republic of 
Korea, People's Republic of North 
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APPENDIX B: EQUATIONS AND VARIABLE DEFINITIONS OF MEDEE-2 (IIASA 
VERSION) 
APPENDIX B1: CALCULATION OF ENERGY DEMAND IN MEDEE-2 
An outline of MEDEE-2 has already been presented in the main text of this report 
(see Section 3). In general, the overview given is sufficient to understand the approach. 
The computer model itself is just one part of a three-stage process, which includes (1) a 
detailed analysis of the present energy consumption pattern in the country or region under 
consideration; (2) an analysis of past trends in economic, social and technological factors 
with an important influence on energy demand; and (3) the construction of scenarios 
describing alternative future evolutions of these factors and the calculation of energy 
demand implied by these scenarios*. The last step is facilitated by the computer model 
which serves both as a framework to formulate scenarios and as an accounting tool to 
evaluate the energy demand evolution corresponding to a given scenario. 
The computer model is rather simple and mechanistic. It relies almost exclusively 
on exogenous information, and dependencies between the various factors are in general 
not formalized - it is left to the user to ensure that his projections are reasonable and 
consistent. This is certainly a major shortcoming of the model, and in any application 
to a single country efforts will have to be made to reduce the number of exogenous vari- 
ables and to internalize the projection of their future evolution by means of structural 
assumptions. It is doubtful, however, that such a formal approach would have been 
successful in this global study which considers world regions rather than individual 
countries; available statistics would probably not allow the estimation and validation of 
complex relations with any statistical significance. Although the equations are mostly 
trivial they are summarized here in order to clarify how the various parameters affect the 
results**. T h s  may also help to remove ambiguities about the scope of the model. A 
listing of both parameter and derived variables is added at the end of this Appendix; the 
parameter variables appear in the same sequence as in Tables 8 and 9, which contain a 
cross-regional comparison of the specific values assigned in the two scenarios. 
Definition of Energy Use Categories 
MEDEE-2 distinguishes three broad "sectors" of energy use which are defined from 
a functional rather than from an institutional point of view; energy use for the produc- 
tion of goods is aggregated under the label "industry" - this includes agriculture, con- 
struction, and mining as well as manufacturing; energy used to transport goods or pas- 
sengers is summarized under the label "transportation" - this includes commercial and 
public transportation as well as private transportation by car; energy used in dwellings 
and service sector buildings is summarized under the heading "household/service sector". 
Since MEDEE-2 deals only with final energy, it excludes by definition any internal energy 
*In order to limit the number of scenarios, only one trajectory needs to be considered for those fac- 
tors showing a heavy trend that is likely to continue into the future. For other factors, that c,ould 
depart significantly from past trends and/or present expectations - for example, due to saturation, or 
in reaction to higher energy prices, or as a result of regulations - a range of values must be considered 
if the uncertainty of future energy demand is to be captured. 
**Parameter variables are typed in italics, other variables in roman. 
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use by energy production industries; energy use for such purposes is determined in the 
course of the energy supply calculation. 
An important aspect for the assessment of future energy demand by form is the 
degree of substitutability between various sources. Therefore, a distinction is made be- 
tween "specific uses", where substitutions are rather unlikely (e.g., electricity for lighting, 
motive power in stationary applications, electrolysis, etc.; liquid fuels for network- 
independent transportation; coke for pig-iron production; liquid fuels or natural gas as 
feedstocks), and thermal energy use where various energy sources can be used to meet 
the demand (e.g., fossil fuels, such as coal, oil, and gas; district heat; electricity; solar 
energy; other commercial fuels such as charcoal and biogas). Energy demand for specific 
uses is directly calculated in terms of final energy; thermal energy demand is first cal- 
culated in terms of useful energy* and then converted to  final energy taking into account 
the fuel mix and the end-use efficiencies of the various energy sources. 
Macroeconomic Indicators 
MEDEE-2 requires a fairly detailed picture of the expected macroeconomic situa- 
tion as a background for the energy demand scenarios. Energy demand for the production 
and transportation of goods is directly linked to the value added (at constant prices) 
of the various sectors. Energy demand for "consumptive uses" such as in passenger trans- 
portation or in the household/service sector is not directly linked to  monetary indicators 
but rather to physical factors; nevertheless relationships between activity levels in these 
sectors and macroeconomic indicators do exist, although they are not formalized w i t h  
the computer model. 
Six major economic sectors are distinguished in the model, namely agriculture, 
construction, mining, manufacturing, energy, and services; the manufacturing sector is 
further divided into four subsectors, namely basic materials, machinery and equipment, 
nondurables, and a miscellaneous category. The model allows calculation of the GDP 
formation, i.e., the value added generated by each sector, in either of two ways: (1) by 
specifying the structure of GDP formation directly; or (2) by estimating coefficients for a 
set of (linear) equations which determine the GDP contribution of each sector as a 
function of GDP expenditure. 
The second approach can be chosen if time series of national accounts statistics 
are available which allow an estimation of the various coefficients. For the six world 
regions considered in this study, the available statistics were generally poor, and there- 
fore the sectoral shares were entered directly as a scenario. Exports, imports and im- 
port duties, and government expenditures are not explicitly considered. On the level 
of world regions, this is not a serious simplification; for individual countries, however, 
foreign trade usually represents large shares of total GDP and should therefore be treated 
explicitly. 
*The term is used here in the sense of "equivalent electricity requirements". Efficiencies are expressed 
relative to those of electricity. By definition. electricity, district heat, and solar energy are accounted 
for with an end-use efficiency of 1 .  
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Variant (a)  
The GDP formation is entered exogenously: 
GDP formation by economic sector: 
EL; YSER 
VAMAN = YMAN 
Value added by manufacturing subsectors: 
= VAMAN 
p ~ ]  
P VAMIS 
where 
Y = Total GDP (109$1975) 
PYxxx = Relative contribution of a sector to total GDP (fraction) 
Yxxx = Absolute GDP contribution of a sector ( lo9$ 1975) 
xxx : AG = Agriculture 
B = Construction 
MIN = Mining 
MAN = Manufacturing 
EN = Energy 
SER = Services 
VAMAN = Total value added by manufacturing industries ( lo9  $1 975) 
PVAxxx = Relative contribution of a subsector (fraction) 
VAxxx = Value added of a manufacturing subsector (1 09$ 1975) 
xxx:  IG = Basic materials (mostly intermediate goods) 
M = Machinery and equipment (capital goods and durable consumer goods) 
C = Nondurable (mostly consumer goods) 
MIS = Miscellaneous 
Variant ( b )  
The GDP formation is determined as a function of private consumption expenditures on 
durables, nondurables and services, and of investment expenditures on construction and 
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machinery and equipment. This option is chosen if (PYAG, . . . , PYSER) or (PVAIG, 
. . . , PVAMIS) are all zero. 
GDP expenditure: 
GCF = Ye1 
PC = Y-P 
TPCG = TPCDG + TPCNDG 
GDP formation by economic sector: 
YAG = CYAG(1) + CYAG(2) Y 
YB = CYB(1) + CYB(2) .GCFB 
YMAN = CYMAN(1) + CYMAN(2, *GCF + CYMAN(3) .TPCG 
YMIN = CYMIN(1) + CYMIN(2) *YMAN 
YEN = CYEN(1) + CYEN(2) Y 
YSER = CYSER(1) + CYSER(2) -TPCSER 
VAMAN = CVAhfAN(1) + CVAMAN(2) -YMAN 
Value added by manufacturing: 
VAMIS = CVAMIS(1) + CVAMIS(2) Y 
VAC = CVAC(1) + CVAC(2) *TPCNDG 
VAM = CVAhf(1) + CVAM(2) *GCFM f CVAM(3) *TPCDG 
VAIG = CVAIG(1) + CVAIG(2) *YB f CVAIG(3) VAM + 
+ CVAIG(4) *VAC 
(*) These components have to be normalized with respect to Y. 
(**) These components have to be normalized with respect to VAMAN. 
where 
I = Investment share in total GDP (fraction) 
GCF = Gross fmed capital formation (1  0' $1975) 
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IB, IM = Relative shares of investment spent on construction, and on machinery and 
equipment, respectively (fractions) 
GCFB = Gross fixed capital formation expenditures for construction, and for ma- 
chinery and equipment, respectively (1 og $1975) 
P = Private consumption share in total GDP (fraction) 
PC = Private consumption expenditures (1 og $1975) 
Relative shares of private consumption spent on durable goods, nondurable 
= goods, and services, respectively (fractions) PCSER 
TPCDG ) Private consumption expenditures on durable goods, nondurable goods, and g,","j= services, respectively (1 O9 $1975) 
TPCG = Private consumption expenditures spent on goods (109$1975) 
For the variables relating to  GDP formation, the definitions are given under Variant 
(1). The prefm "C" is used for the coefficients of the various econometric equations. The 
dimension of the constant terms in these equations is 109$1975; the other terms are scalars. 
The equations do not ensure that the individual components of GDP and of manu- 
facturing value added sum up to  the respective totals, so that a subsequent normalization 
is required. Additivity could not be forced by constrained parameter estimation alone; 
constraints would also have to be imposed on the structure of GDP formation.which is 
entered exogenously. 
Energy Demand Calculations by  Sector 
( I )  Industry 
As mentioned earlier, industrial energy demand is defined here as energy demand 
for the production of goods. For each economic sector belonging t o  this group, its value 
added is used as activity level indicator, or in other words, value added is used as the main 
driving variable for calculating energy demand of the corresponding industrial subsector. 
Monetary rather than physical indicators are chosen because of the diversity of goods that 
are produced. For a detailed energy demand projection, however, the energy intensive 
group of basic materials industries should be further disaggregated and the energy demand 
for certain products such as steel, aluminium, cement, glass, paper, fertilizers should be 
analyzed in physical terms, taking into account substitution possibilities between various 
production technologies. 
The demand calculations for each economic sector in this group are very simple. 
The basic energy demand of a sector (final energy in the case of specific uses such as 
motor fuel and electricity, useful energy in the case of thermal uses) is calculated as the 
product of value added and current energy intensity, which is in turn the product of the 
base year energy intensity and an exogenously specified index. Useful thermal energy 
demand of all sectors combined is then converted to final energy demand based on exoge- 
nous specification of fuel mix and efficiencies. 
Specifically, energy demand of agriculture, construction, and mining is calculated 
only in final energy terms even for thermal uses, based on the assumption that the decen- 
tralized energy use pattern would make the substitution of fossil fuels (mainly oil) by 
alternative energy sources difficult: 
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ELSACM = EIB YR(IS, 2 )  .EICHG(IS, 2 )  *VA(IS) 
IS=1 
FFACM = Z EIB YR(IS, 3)- EICHG(IS, 3) VACIS) 
IS=l  
where 
VA(IS) =Value added of sector IS (lo9$1975), with 
IS = 1 : Agriculture 
IS = 2: Construction 
IS = 3: Mining 
EIBYR(IS, J )  = Base year energy intensity for energy form J, with 
J = 1 : Motor fuel ( lo3  kcal/$1975) 
J = 2: Electricity (kWhr(e)/$1975) 
J = 3: Thermal energy (lO%cal/$1975; final energy) 
EICHC(IS, J )  = Index of energy intensity, i.e., factor of change in energy intensity be- 
tween the base year and the current model year 
MFACM = Total motor fuel use in agriculture/construction/mining (pcal) 
ELSACM = Total electricity use in agriculture/construction/mining (TWhr(e)) 
FFACM = Total thermal energy use in agriculture/construction/mining (pcal) 
In the case of manufacturing industries, the demand for motor fuel and for specific 
uses of electricity (such as lighting, motive power, and electrolysis) is again calculated 
directly in final energy terms. 
For the manufacturing sector, motor fuel and specific electricity demand is calculated in 
the same way: 
I 
MFMAN = z EIBYR(IS, l)=EICHG(4,1)-VA(IS) 
I S 4  
ELSM AN = z EIB YR(IS, 2). EICHG(4,2) *VA(IS) 
I S 4  
where 
VA(IS) = Value added of sector IS ( lo9 $1975), with 
IS = 4: Basic materials 
IS = 5: Machinery and equipment 
IS = 6: Nqdurables 
IS = 7: Miscellaneous 
EIBYR(IS, J )  = Base year energy intensity for energy form J, with 
J = 1 : Motor fuel (10~kcal/$1975) 
J = 2: Electricity for specific uses (kWhr(e)/$1975) 
EICHG(4, J )  = Index of energy intensity (only specified for the manufacturing sector as a 
whole) 
MFMAN = Total motor fuel use in manufacturing (Pcal) 
ELSMAN = Total electricity use in manufacturing (TWhr(e)) 
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The demand for thermal energy is first calculated in terms of useful energy and 
then converted to final energy based on assumptions about the penetration of alternative 
energy sources in their potential markets and their efficiency relative to the use of elec- 
tricity with conventional technologies. The potential markets are very broadly defined by 
three process temperature ranges, namely low-temperature (space heat, hot water, and 
steam for process temperatures between 8 0  and 120°C), medium-temperature (steam for 
process temperatures above 1 20°c), and high-temperature (furnaceldirect heat, excluding 
iron ore reduction by coke which is accounted for as a specific use). The breakdown of 
thermal energy demand by type of use, namely spacelwater heating, steam generation, 
and furnaceldirect heat can either be specified for each manufacturing subsector (in the 
array PUSIND) or for the manufacturing sector as a whole (through the parameters 
STSHI and STZ). In the first case, electricity penetration rates and fossil fuel efficiencies 
must be specified for each potential market (namely temperature range) (in ELPINDIJ), 
EFFINDIJ), J = 1, 2 ,  3); in the second case they need to be specified only for the aggre- 
gate thermal energy demand (in ELPIND(4), EFFIND(4)). The low-temperature share of 
the steam demand is specified by the parameter LTH in both cases. 
(a) The breakdown of thermal energy demand by type of use is specified for each manu- 
facturing subsector (i.e., PUSIND(. , .) # 0): 
useful energy demand by type of use: 
3 
USMAN(4) = Z USMAN(J) 
J=1  
where 
VA(1S) = Value added of sector IS (109$1975) 
EIBYR(IS, 3) = Base year thermal energy intensity of sector IS (lo3 kcal/$1975) 
EICHG(4,3) = Index of thermal energy intensity in manufacturing 
PUSINDIIS-3, J) = Share of useful thermal energy demand of sector IS for process cate- 
gory J ,  with 
J = 1 : Steam generation 
J = 2: Furnaceldirect heat 
J = 3: Spacelwater heating 
USMAN(J) = Useful thermal energy demand in manufacturing for process category J ,  with 
J = 4: Total for all process categories 
The penetration of energy sources in the thermal energy market is then determined 
as follows: 
electricity (conventional): 
PMEL(1) = ELPIND(1) *(1 - HPZ) 
PMEL(2) = ELPIND(2) 
PMEL(3) = ELPIND(3)*(1 - HPZ) 
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electricity (heat pump): 
PMHP(1) = HPI.ELPIND(1) 
PMHP(2) = 0 
PMHP(3) = HPI *ELPIND(3) 
district heat: 
PMDH(1) = IDH 
PMDH(2) = 0 
PMDH(3) = IDH 
soft solar systems: 
PMSS(1) = [LTH*SPLT+ (1 -LTH)*SPHTl*FIDS 
PMSS(2) = 0 
PMSS(3) = SPL TmFIDS 
cogeneration (within industrial plants, as opposed to cogeneration in central 
power plants) 
PMCG( 1) = L TH-ICOCEN 
PMCG(2) = 0 
PMCG(3) = ICOCEN 
fossil fuels (remainder): 
PMFF(J) = 1 - [PMEYJ) + PMHP(J) + PMDH(J) + PMSS(J) + PMCG(J)] 
(J = 1 ,2 ,3 )  
If PMFF(J) would be negative, the other penetration rates are normalized and 
PMFF(J) set to zero. 
Finally, PMxx(4) (where xx = EL, HP, DH, SS, CG, FF) and EFFIND(4) are 
calculated as weighted averages. 
where 
ELPINDIJ) = Share of useful thermal energy demand in manufacturing for process cate- 
gory J (USMAN(J)) that is supplied by electricity (must be specified if PUSIND f 0) 
HPI = Contribution of heat pumps to low-temperature use of electricity 
PMEYJ) = Share of electricity (conventional) in USMAN(J) 
PMHP(J) = Share of electricity (heat pump) in USMAN(J) 
IDH = Share of the manufacturing demand for steam and hot water that is supplied by 
district heat 
PMDH(J) = Share of district heat in USMAN(J) 
LTH = Share of low-temperature steam in the total steam demand of the manufacturing 
sector 
SPLT = Share of the manufacturing demand for low-temperature steam and for hot water 
which is supplied by solar systems 
SPHT = Share of the manufacturing demand for high-temperature steam that is supplied 
by solar systems 
FIDS = Approximate share of useful thermal energy demand that can be met by a solar 
installation (i.e., 1-FIDS determines the backup requirements) 
PMSS(J) = Share of soft solar systems in USMAN(J) 
ICOGEN = Share of the manufacturing demand for low-temperature steam and hot 
water which is supplied by fossil fuels, but with cogeneration of electricity 
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PMCG(J) = Share of on-site cogeneration in USMAN(J) 
PMFF(J) = Share of fossil fuels in USMAN(J) 
(b) The breakdown of thermal energy demand by type of uses is specified only for the 
manufacturing sector as a whole (i.e., PUSIND(. , .) = 0): 
useful energy demand by type of use: 
where 
STSHI, STI = Share of useful thermal energy demand in manufacturing for steam genera- 
tion and spacelwater heating together (STSHI) and for steam generation only (STI). (Note: 
1 -STSHI represents the share of useful energy demand for furnaceldirect heat, but ex- 
cluding the use of coke for iron ore reduction and electrolysis.) The definitions of the 
other variables are given above under Variant (a). 
The penetration of the various energy sources in the thermal energy market in man- 
ufacturing is in this case calculated only for the aggregate, not for each temperature range: 
PMEL(4) = ELPIND(4) =(1 - STSHI-HPI) 
PMHP(4) = HPI-STSHI0ELPIND(4) 
PMDH(4) = IDHwSTSHI 
PMSS(4) = {[STSHI -STI*(I -LTH)] SPLT + STIw(1 - LTH)*SPHT)FIDS 
PMCG(4) = [STI*LTH + (STSHI -STI)] ICOGEN 
PMFF(4) = 1 - [PMEL(4) + PMHP(4) + PMDH(4) + PMSS(4) + PMCG(4:)I 
If PMFF(4) would be negative, the other penetration rates are normalized and 
PMFF(4) is set to 0. 
The definitions of the variables are given above under Variant (a). 
Conversion of useful thermal to  final energy demand: 
[JL = I ,  JU = 3 in Variant (a), J L  = JU = 4 in Variant (b)] 
JU 
DHMAN = x .  PMDH(J) *USMAN(J) 
J=JL 
JU 
SOLMAN = 2 PMSS(J) *USMAN(J) 
J=JL 
J U 
COGSTH = 2 PMCC(J)*USMAN(J) 
J =JL 
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FFMAN = PMFF(J)*USMAN(J)/EFFIND(J) + COGSTHIEFFCOG 
J=JL I I U  I 
ELHMAN = Z [PMEL(J) + PMHP(J)/EFFHPI] USMAN(J) 
J=JL I I U  I 
- COGSTHIHELRAT 
COGEL = COGSTHIHELRAT 
where 
DHMAN = District heat demand in manufacturing (Pcal) 
SOLMAN = Useful energy demand replaced by soft solar systems in manufacturing (Pcal) 
COGSTH = Total useful energy demand provided with cogeneration of electricity (low- 
temperature steam or hot water; Pcal) 
EFFIND(J) = Average efficiency of fossil fuel use for thermal process J in manufacturing 
relative to the efficiency of electricity 
EFFCOG = System efficiency of cogeneration, i.e., (heat + electricity output)/(heat con- 
tent of fuels used) 
FFMAN = Thermal use of fossil fuels in manufacturing (Pcal) 
EFFHPI = Coefficient of performance of (electric) heat pumps in industry 
HELRAT = Ratio of heat to electricity in the output of cogeneration systems 
ELHMAN = Thermal use of electricity in manufacturing (Pcal) net of byproduct elec- 
tricity 
COGEL = Byproduct electricity from cogeneration in manufacturing (Pcal) 
Coke used for pig-iron production currently accounts for the bulk of fossil fuel 
demand in the iron and steel industry, and in countries with a large steel industry it 
represents a major item of industrial energy demand. There has been a gradual penetra- 
tion of electric steel production from scrap (the share in industrialized countries is cur- 
rently in the range of 10-20 percent of total steel production with some exceptions), 
but in general steel is produced via the blast furnace route. The coke rate in blast furnaces 
could be considerably reduced in the past, partly through technological improvements, 
but to a large extent at the expense of fuel oil and gas injections. With an expected further 
increase in the relative price of these fuels, such a substitution is not very likely in the 
future. The alternative route of prereduction of iron ore with natural gas followed by 
electric smelting seems promising only for countries with indigenous natural gas resources. 
One can therefore expect that blast furnaces would be only slowly replaced by other 
technologies, and this is the reason why the alternatives were not explicitly considered. 
Specifically, steel production is projected as a function of value added by basic 
materials industries (which include the iron and steel industry). Coke use for pig-iron 
production is then calculated based on assulnptions about the share of nonelectric steel- 
making, the amount of pig-iron required to  produce one ton of steel in nonelectric 
furnaces (which depends on scrap additions), and of the coke rate. 
PSTEEL = CPST(1) + CPST(2)*VAIG 
COKE = PSTEEL* BOF-IRONST* (EICOK/1000) *7 
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where 
CPST(1) and CPST(2) are constants with the dimensions lo6 tons and t o n s / l ~ ~ $ v a l u e  
added (VA), respectively 
VAIG = Value added of basic materials industries (1 0' $1975) 
PSTEEL = Total amount of steel production (lo6 tons) 
BOF = Share of steel produced in nonelectric furnaces 
IRONST = Tons of pig-iron input per ton of steel produced (the residual is assumed to 
be scrap) 
EICOK = Coke input in blast furnaces per unit output of pig-iron 
COKE = Coke demand for pig-iron production (Pcal) 
Electricity use in the iron and steel industry is accounted for under specific electric- 
ity uses of basic materials industries. Thermal energy uses in this industry is also included 
under the basic materials sector. 
The "feedstocks" category should in principle include all uses of energy sources as 
a raw material; here it applies mainly to certain oil products such as naphtha, lubricants, 
and bitumen. The demand for these products has been linked in a simplistic form to the 
value added of basic materials industries (which include the petrochemical industry): 
FEED = [CFEEDII) + CFEED(2) *VAIG] 10 
where 
CFEED(1) and CFEED(2) are constants with the dimensions lo6 tons and tons/10~ $VA, 
respectively 
VAIG = Value added of basic materials industries (lo3 $1975) 
FEED = Demand for feedstocks (Pcal) 
Finally, some aggregates of industrial energy demand (i.e., energy demand for the 
production of goods) are calculated: 
MFIND = MFACM + MFMAN 
ELSIND = ELSACM + ELSMAN 
ELACM = ELSACM.0.86 
ELMAN = ELSMAN-0.86 + ELHMAN 
ELIND = ELACM + ELMAN 
FFIND = FFACM + FFMAN 
FINACM = MFACM + ELACM + FFACM 
FINMAN = FFMAN + ELMAN + DHMAN + SOLMAN + COKE + MFMAN + FEED 
FININD = FINACM + FINMAN 
where 
MFIND = Motor fuel demand in industry (Pcal) 
ELSIND = Electricity demand for specific uses, industry (TWhr(e)) 
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ELACM = Electricity demand, agriculture/construction/mining (Pcal) 
ELMAN = Electricity demand in manufacturing (Pcal) 
ELIND = Total electricity demand, industry (Pcal) 
FFIND = Thermal use of fossil fuels, industry (Pcal) 
FINACM = Final energy demand agriculture/const~ction/mining (Pcal) 
FINMAN = Final energy demand in manufacturing (Pcal) 
FININD = Final energy demand, industry (Pcal) 
The definitions of the variables on the right-hand side of the equations have been given 
above. 
( 2 )  Transportation 
Transportation energy demand is calculated directly in final energy terms, because 
it is mainly demand for motor fuel; only railways and urban mass transit are presently 
operated with other energy sources (electricity, or in the case of railways also coal), but 
the total amount if relatively small. The penetration of electric cars in urban traffic will 
probably not be able to change the heavy dependence on liquid fuels in the near future. 
Three broad categories of transportation are considered: freight, passenger, and a 
miscellaneous category which includes international and military transportation. The 
latter category is treated very simplistically; energy demand for these purposes is treated 
as a function of GDP, i.e. 
TMISMF = CMISM(1) + CMISMF(2) Y 
where 
CMISMF(1) and CMISMF(2) are constants with dimensions Pcal/$1975 and Mca1/$1975, 
respectively 
Y = Total GDP (1 09$1975) 
TMISMF = Motor fuel demand for international and military transportation 
In the case of domestic freight transportation, the total demand (in terms of ton-kilometers) 
is treated as a function of the GDP contribution of the goods-producing sectors*: 
TKFRT = CTKFRT(1) + CTKFR T(2) [ Y  - (YB - YSER)] 
where 
CTKFRT(1) and CTKFRT(2) are constants with dimensions 10~tkm/$1975 and tkml 
$1975, respectively 
Y = Total GDP (109$1975) 
YB = GDP contribution of the construction sector (109$1 975) 
YSER = GDP contribution of the service sectors (109$1975) 
TKFRT = Demand for domestic freight transportation (109tkm) 
'Excluding construction, where transportation services are usually supplied by the firms themselves and 
 noto or fuel demand for these purposes can hardly be isolated since it is usually local transportation. 
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The model split, i.e., the contribution of the various modes of transportation, are exoge- 
nously specified: 
TRU-( l -  TRUL) 
=TKFRT 
where 
TRU = Share of trucks in the total demand for freight transportation 
TRUL = Share of local truck transportation in the total freight transportation performed 
by trucks (the residual is assumed to  be long-distance hauls) 
FTRA = Share of rail in the total demand for freight transportation 
FBA = Share of inland waterways or coastal shipping in the total demand for freight 
transportation 
FPIP = Share of pipelines in the total demand for freight transportation 
TKxxxx = Freight transportation service by mode xxxx (109tkrn) 
The energy intensities must also be supplied exogenously, except the intensities of 
electric and steam locomotives, which are linked to  the intensity of diesel locomotives 
by factors of 0.33 and 3.0, respectively. With these specifications, the energy demand of 
the various modes is calculated as follows: 
TDTRU = TKTRU* (DTR U/ 1000) 
TDTRUL = TKTRUP (DTR UL/1000) 
TDTRAF = (1 - TRAEF - TRASTF)*TKTRA *(DTRAF/ 1000) 
ELTRAF = TRAEF TKTRA* 0.330 (DTRAF/860) 
STCLF = TRASTF*TKTRA*3(DTRAF/ 1000) 
TDBA = TKBA (DBA/1000) 
TDPIP = TKPIP=(DPIP/ 1000) 
where 
DTRU = Energy intensity of trucks (average or, if TRUL # 0 ,  long distance) 
DTRUL = Energy intensity of trucks for short hauls (only relevant if TRUL # 0) 
DTRAF = Energy intensity of diesel freight trains 
TRAEF = Share of electric freight trains in the total freight transportation by rail 
TRASTF = Share of steam freight trains in the total freight transportation by rail 
DBA = Energy intensity of inland waterways and coastal shipping (only motor fuel 
considered) 
DPIP = Energy intensity of pipelines (only motor fuel considered) 
TDxxxx = Energy demand for freight transportation by mode xxxx (Pcal) 
ELTRAF = Electricity demand by electric railways (TWhr(e)) 
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Total motor fuel demand for freight transportation is the sum of the following components: 
TDFT = TDTRU + TDTRUL + TDTRAF + TDBA + TDPIP 
i.e., truck (long-distance and local), rail (diesel locomotives), barge, and pipeline.* 
Two points should be brought to attention at this point: first, the exogenous speci- 
fication of the modal split independent of the total demand and independent of the pro- 
duct mix can lead to unrealistic results, and second,it is dangerous to look at transportation 
from the point of view of energy intensity only. Other aspects, such as costs t o  provide 
the necessary infrastructure, speed, unit size, etc. are probably still the dominant factors 
in the choice of mode, despite the significant increase in energy costs. 
For passenger transportation, the main indicators are annual travel distance and car 
ownership. These indicators can be exogenously linked to  monetary indicators such as 
GDP or private consumption per capita, but such relations are not built into the model. 
A distinction is made between intercity and intracity transportation; the latter category 
is linked to  the population in large cities, where mass transportation is feasible. 
Car is assumed to  be the preferred mode for intercity passenger travel, and the resid- 
ual is assigned to  public modes: 
PKI = PO -(DI/ 1 000) 
PIC = (POICO) -DIG-(LFICI 1000) 
PCT = PKI - PIC 
where 
PO = Total population (1 o6 people) 
D I  = Average annual intercity travel distance per person (kmlp) 
PKI = Total intercity travel ( 1 0 ~ ~ k m )  
CO = Ratio of population t o  number of cars 
DIC = Average annual distance driven per car in intercity traffic (kmlcar) 
LFIC = Average load factor of cars in intercity traffic (p/car) 
PIC = Passenger-kilometers by car, intercity ( 1 0 ~ ~ k m )  
PCT = Passenger-kilometers by public transportation, intercity ( lo9  pkm) 
The shares of the various modes of public transportation must be exogenously specified: 
= PCT E i A  1 
I PLA 1 
where 
PBU = Share of buses in intercity passenger travel excluding travel by car 
PTRA = Share of trains in intercity passenger travel excluding travel by car 
*Since pipelines transport mostly oil and gas, they were considered explicitly only for Region VI; in 
the other regions, energy use of  pipelines is included undcr transportation losscs. 
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PLA = Share of airplanes in intercity passenger travel excludisg travel by car 
TPxxx = Passenger kilometers by mode xxx (1 0' pkm) 
To calculate the energy consumption associated with each mode of transportation, 
average load factors, and energy intensities are required. These factors are in general spe- 
cified per vehicle, except for airplanes where energy intensity and capacity utilization 
are specified per seat-km. For gasoline, an energy content of 8,500 kcall1 is assumed; for 
diesel, a factor of 9,000 kcall1 is applied. As in the case of freight transportation, the 
energy intensity of electric and steam locomotives is related to that of diesel locomotives 
by factors of 0.33 and 3.0, respectively. 
TGIC = PIC *{[(CIC/lOO/LFIC)*8500] 11000) 
TDBU = TPBU {[(DBU/lOO/LFBU) *9000] 11 000) 
TDTRAP = [(I - TRAEP - TRASTP) *TPTRA] [(DTRAPILFTRA )/I 0001 
ELTRAP = (TRAEP* TPTRA) [(O .33 *DTRAP/LFTRA)/860] 
STCLP = (TRASTP*TPTRA) [(3 *DTRAP/LFTRA)/ 1000] 
TDPLA = TPLA* [(DPLA/LFP)/ 10001 
where 
PIC = Passenger-kilometers by car, intercity ( logpkm) 
CIC = Specific gasoline consumption of cars in intercity traffic (111 00km) 
LFIC = Average load factor of cars in intercity traffic @/car) 
TGIC = Total gasoline consumption of cars, intercity traffic (Pcal) 
TPBU = Passenger-kilometers by bus, intercity ( 1 0 ~ ~ k r n )  
DBU = Specific diesel consumption of buses in intercity traffic (11100km) 
LFBU = Average load factor of buses in intercity traffic (plbus) 
TDBU = Total diesel consumption of buses, intercity (Pcal) 
TPTRA = Passenger-kilometers by train (1 o9 pkm) 
TRAEP = Share of electric trains in the total intercity travel by train 
TRASTP = Share of steam trains in the total intercity travel by train 
DTRAP = Energy intensity of diesel passenger trains (kcalltrain-km) 
LFTRA = Average load factor of passenger trains (pltrain) 
TDTRAP = Total diesel consumption of railways for passenger transportation (Pcal) 
ELTRAP = Total electricity consumption of railways for passenger transportation 
(TWhr(e)) 
STCLP = Total coal consumption of railways for passenger transportation (Pcal) 
DPLA = Energy intensity of airplanes (kcallseat-km) 
LFP = Average capacity utilization of airplanes (fraction of seats occupied) 
TDPLA = Total fuel consumption by airplanes 
Total motor fuel consumption for intercity passenger transportation is then: 
TMFIP = TGIC + TDBU + TDTRAP + TDPLA 
For intercity passenger transportation, total demand is related to the population 
living in large cities and an average daily distance traveled per person in these areas: 
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POU = (1 -POLC)*PO 
PKU = (DU.365)-(POU/1000) 
where 
PO = Total population ( lo6  people) 
POLC = Share of population in large cities 
POU = Population living in large cities (1 o6 people) 
D U  = Average daily travel distance 
PKU = Total passenger kilometers, intracity (10~pkm) 
The distribution between travel by car and mass transit must be exogenously specified: 
= PKU F T ]  
where 
UC = Share of cars in the total demand for intracity passenger transportation 
UMT = Share of mass transportation systems in the total demand for intracity passenger 
transportation 
Pxxx are the corresponding absolute figures (109pkm) 
Together with average load factors and energy intensities, and introducing a split between 
electric and other modes, energy consumption is calculated as follows: 
TGUC = [(1 - UCE)*PUC] {[(GUC~I OO)LFUC] 8500)/ 1000 
TELUC = ((ICE-PUC) (EL UCILFUC) 
TDMT = [( 1 - UMTE) *PUMT] { [(DMTI 100ILFTMB) 90001 / 1000) 
TELMT = (UMTE *PUMT) *(ELMT/LFMTE) 
where 
UCE = Share of electric cars in the total intracity car travel 
LFUC = Average load factor of cars in intracity travel 
GUC = Specific gasoline consumption of cars in intracity travel 
TGUC = Gasoline consumption of cars in intracity traffic (Pcal) 
ELUC = Specific electricity consumption (kWhr(e)/vkm) of electric cars (intracity travel) 
TELUC = Electricity consumption by electric cars (TWhr(e)) 
UMTE = Share of electric mass transit in the total intracity mass transportation 
DFMTB = Average load factor of nonelectric mass transit systems 
DMT = Specific diesel consumption of buses (1 /100km) 
TDMT = Motor fuel consumption for intracity mass transportation (Pcal) 
ELMT = Specific electricity consumption of intracity mass transportation systems 
LFMTE = Average load factor of electric mass transit systems 
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Total energy consumption for intracity transportation is then: 
TMFUP = TDMT + TGUC 
TELUP=TELMT+TELUC 
where 
TMFUP = Total motor fuel consumption (Pcal) 
TELUP = Total electricity consumption (TWhr(e)) 
The sector totals are formed from the following components: 
TELTR=TELFT+TELIP+TELUP 
TMFTR = TDFT + TMFIP + TMFUP + TMSMF 
TCLTR = STCLF + STCLP 
ELTR = TELTR.0.86 
FINTR = ELTR + TMFTR + TCLTR 
where 
TELTR = Total electricity consumption for transportation (TWhr(e)) with components: 
freight, passengerlintercity, passengerlintracity 
TMFTR = Total motor fuel consumption for transportation (Pcal) with components: 
freight, passengerlintercity, passengerlintracity, and miscellaneous 
TCLTR = Total coal consumption by railways (Pcal) 
ELTR = Same as TELTR, but converted to Pcal 
FINTR = Total final energy consumption for transportation (Pcal) 
In the course of applying MEDEE-2 to the six regions and later in various country 
studies, various points turned out in the context of travel demand projections, which 
should be improved. One of these problem areas is the independent projection of travel 
distance and modal split: the amount which a person can afford to travel depends both 
on income and time. Modes with higher speed will therefore tend to increase the total 
demand for travel more than modes with low average speed.* E.g., the rapid increase of 
travel demand in the last decades would hardly have been possible without the availability 
of cars to a majority of the population. And although a saturation is in sight for this mode 
in some industrialized countries a large increase in air travel would be compatible with the 
time budget of people, if the money budget of the majority of the population were suf- 
ficiently increased. The second problem areais the exogenous specification of load factors. 
It is true that transportation energy demand could be significantly reduced by improving 
*An interesting study of these relationships was made by Y.  Zahavi (1977) Equilibrium between travel 
demand system supply and tuban structure. Transport Decisions in an Age of Uncertainty. Proceedings 
of the Third World Conference on Transport Research, Rotterdam, 26-28 April 1977. The Hague- 
Boston: Martinus Nijhoff. 
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the load factors; in reality however the desire for quicker service often counteracts at- 
tempts in this direction. This is especially true for mass transportation modes with their 
typically large unit sizes. Finally, energy consumption is not the only aspect that has to 
be considered in projecting travel demand. Other and probably still dominant factors are 
income and desire for convenience, and speed on one hand, and congestion and pollution 
on the other hand. It is doubtful whether there is enough empirical evidence to formalize 
the interaction of all these factors in a model. 
(3) Household/Service Sector 
Energy demand for accommodation of people in the household/service sector is 
divided into five basic categories in the MEDEE-2 model, namely space heating, water 
heating, cooking (these three categories are called "thermal uses"), air-conditioning*, 
and specific electricity uses. In the service subsector, thermal energy uses are treated in 
aggregate, since space heating is the single most important category (there are of course 
exceptions such as hospitals, public swimming pools, hotels, and restaurants). 
Space heating is treated in some detail, i.e., by distinguishing between existing 
stock and new construction, and also by distinguishing between single family houses and 
apartments. 
The stock of dwellings is calculated as follows: 
Initialization for the base year: 
TDEMDW = 0 
DWINCR = 0 
CONSDW = 0 
TPREDW = DW 
TPSTDW = 0 
TDWSH = TPREDWoDWSH 
Change in later years: 
TDEMDW = DW* [ l  - (1 - D E M D W ) ( ' ~ ~ ~ ' ~ ) ]  
DWINCR = PO/CAPH - DW 
DW = DW + DWINCR 
CONSDW = TDEMDW + DWINCR 
TPREDW = TPREDW - TDEMDW 
if TPREDW < 0: 
TPSTDW = TPSTDW + TPREDW 
TPREDW = 0 
POSTDW(1) = [NEWD W(I)* CONSDW + POSTDW(1) *TPSTDW] / 
(CONSDW + TPSTDW) 
I = 1 , 2 , 3  
TPSTDW = TPSTDW + CONSDW 
TDWSH = DW*DWSH 
*In this study, airconditioning is also treated like a specific electricity use, i.e., no other energy source 
(gas, solar) is considered. 
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where 
TDEMDW = Dwellings demolished between previous and current model year ( lo6 
dwellings) 
DWINCR = Net addition of dwellings between previous and current model year ( lo6 
dwellings) 
CONSDW = New constructed dwellings between previous and current model year ( lo6 
dwellings) 
TPREDW = Stock of pre-1975 dwellings ( lo6 dwellings) 
DWSH = Share of dwellings in climatic conditions where space heating is required 
TDWSH = Total stock of dwellings in areas where space heating is required (1 O6 dwellings) 
DEMDW = Average demolition rate of dwellings during a 5-year period between the pre- 
vious and current model years (fraction) 
INCR = Length of the period between previous and current model year 
PO = Total population (1 o6 people) 
CAPH = Average number of persons per dwelling 
DW = Total stock of dwellings ( lo6 dwellings) 
NEWDW(1) = Share of dwellings,constructed between the previous and the current model 
years, which are of type I 
I = 1 : single family house with central heating 
I = 2: apartment with central heating 
I = 3: no central heating available 
POSTDW(1) = Share of dwellings constructed after the base year which are of type I as 
defined above (I = 1 , 2 , 3 )  
The useful thermal energy demand for space heating is in the case of dwellings con- 
structed before the base year calculated from the average heat loss in the base year after 
allowing for a reduction of this level due to improved insulation. 
PRESH(1) = [PRED W(I)  *TPREDW .DWSH] { [SHDWO(I)*(~ -ISO(/j)] 11 Cl00 1 
where 
PREDW(I) = Share of dwellings constructed before the base year which are of type I as 
defined above (I = 1, 2, 3); the distribution can change due to  differential demolition 
rates and due to  installation of central heating in existing buildings 
TPREDW = Stock of dwellings constructed before the base year ( lo6  dwellings) 
DWSH = Share of dwellings in climatic conditions where space heating is required 
SHDWO(1) = Average heat loss in a dwelling of type I (I = 1 , 2 , 3 )  in the base year ( lo3  
kcal/dwelling/yr) 
/SO(/) = reduction of the average heat loss of dwellings constructed before the base year 
until the current model year, expressed as a fraction of the average heat loss in the base 
year (I = 1 , 2 , 3 )  
PRESH(1) = Useful energy demand for space heating in dwellings of type I (I = 1 , 2 , 3 )  
which were constructed before the base year 
In the case of dwellings constructed after the base year, energy demand for space 
heating is calculated taking into account the climatic conditions (as expressed by heating 
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degree-days), the average size of dwellings (which tends to increase), and an average heat 
loss factor (which tends to decrease due to better insulation and heat management prac- 
tices). The heat loss factor is normalized to the floor area and should include all losses 
through walls and windows as well as ventilation losses. Free heat gains are taken care of 
in a crude form by calculating the heating degree-days based on a reference temperature 
of 1 8 ' ~  and assuming that the difference between this temperature and a standard indoor 
temperature of 21°C would come from lights, electrical equipment, people, etc. 
POSTSH(1) = [POSTDW(I) .TPSTDW .D WSH] . { [(D WS(I) -K(I) ODD *24)/ 1 0001 11 000) 
where 
POSTDW(1) = Share of dwellings constructed after the base year which are of type I (I = 
1 , 2 , 3 )  
TPSTDW = Stock of dwellings constructed after the base year (1 o6 dwellings) 
DWSH = Share of dwellings in climatic conditions where space heating is required 
DWS(I) = Average size of dwellings of type I (I = 1,  2 ,  3) which have been constructed 
after the base year (mZ) 
K (I) = Average heat loss factor of such dwellings (I = 1 , 2 , 3 )  (kca l /mzhO~)  
DD = Average number of heating degree-days per year, weighted by the population.* 
Total useful energy demand for space heating is then given by: 
Useful energy demand for the other four categories is projected in a very simple way: 
Water heating: 
HW = (DW OD WHW). [(HWCAP* CAPH)/1000] 
where 
DW = Total stock of dwellings ( lo6  units) 
DWHW = Share of dwellings where hot water supply is provided 
*For a particular site, degreedays can be calculated as follows: 
where 
i =  1 to  365 
t r  = Mean temperature of day i 
tref = Indoor temperature level to be maintained by the heating system (1 8'C) 
tthresh = Threshold value; a day counts as a heating degree-day only if the mean daily temperature 
falls below this threshold value - smaller differences are compensated by the storage capacity of the 
walls. This threshold value varies from 12OC in Scandinavia, 15°C in countries like FRG and Austria, 
and even 18°C in the USA, reflecting the different building standards in these countries. 
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HWCAP = Useful energy demand for water heating per person per year (1 o3 k ~ a l / ~ / ~ r )  
CAPH = Average number of persons per dwelling 
HW = Total useful energy demand for water heating (Pcal) 
Cooking: 
COOK = DW (COOKD W/ 1 000) 
where 
DW = Total stock of dwellings (1 O6 units) 
COOKDW = Useful energy demand for cooking per dwelling per year ( lo3  kcal/dw/yr) 
COOK = Total useful energy demand for cooking (Pcal) 
Air-conditioning: 
ACH = (DW*DWAC)-(ACDW/l000) 
where 
DW = Total stock of dwellings (lo6 units) 
DWAC = Share of dwellings with air-conditioning 
ACDW = Specific cooling requirements per dwelling ( lo3 kcal/dw/~r) 
ACH = Total demand for cooling (Pcal) 
Electricity demand for purposes other than space and water heating, cooking 
and water heating, cooking and air-conditioning: 
ELAP = DW *ELAPDW/1000 
where 
DW = Total stock of dwellings ( lo6 units) 
ELAPDW = Average annual electricity consumption per dwelling (kWhr(e)) 
ELAP = Total electricity consumption of household for "specific uses" (TWhr(e)) 
In the service sector, energy demand is related t o  the floor area, which is in turn 
derived from the GDP contribution and an average floor area per worker. A distinction 
between old and new buildings is made both for thermal and for specific electricity uses, 
because of significantly different standards in new buildings. The labor force is calculated 
as follows: 
PLSER = P Y S E R ~ ~ ~ ~ ~ ~  * 
LSER = PO*PLF*PARTLF*PLSER 
*It would be better to calculate the service sector labor force from GDP contribution and relative 
productivity. At constant prices, the productivity of the service sector tends to increase less than that 
of industry, so that in recent years in several developed countries the GDP share remained almost con- 
stant despite a strong increase in the share of labor force employed in the service sector. 
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where 
PYSER = Relative GDP contribution of the service sector (fraction) 
CPLSER = Constant, to  be calculated from the equation: CPLSER = In PLSERIlnPYSER 
for the base year (or by regression from a number of years) 
PLSER = Service sector share of labor force (fraction) 
PO = Total population (1 o6 people) 
P L F  = Potential labor force (share of population in the age group 15-64) 
PARTLF = Labor force participation (ratio of actual labor force to potential labor force) 
LSER = Service sector labor force ( lo6 workers) 
The floor area is calculated in a similar way as the stock of dwellings: 
Initialization for the base year: 
TDEMAR = 0 
ARINCR = 0 
CONSAR = 0 
AREAO = TAREA 
AREAN = 0 
TARSH = AREAO -ARSH 
where 
TDEMAR = Service sector floor area demolished between previous and current model 
year (1 o6 m2) 
ARINCR = Net addition of service sector floor area between previous and current model 
year ( lo6m2)  
TAREA = Total service sector floor area (106m2) 
CONSAR = New constructed service sector floor area between previous and current model 
year (1 o6 m2) 
AREAO = Pre-1975 service sector floor area (1 o6 m2) 
AREAN = Post-1 975 service sector floor area (1 o6 m2) 
ARSH = Share of floor area in climatic conditions where heating is required 
TARSH = Total service sector floor area, where space heating is required (106m2) 
Change in later years: 
TDEMAR = TAREA [I - (1 - D E M A R ) ( ' ~ ~ ~ I ~ ) ]  
ARINCR = AREAL* LSER - TAREA 
TAREA = TAREA + ARINCR 
CONSAR = TDEMAR + ARINCR 
AREAO = AREAO - TDEMAR 
if AREAO < 0: 
AREAN=AREAN+AREAO 
AREAO = 0 
TARSH = TAREAsARSH 
where 
DEMAR = Average demolition rate of the floor area of service sector buildings over a 5- 
year period between the previous and the current model year 
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AREAL = Average floor area per worker in the service sector. (The definition of the 
other variables has been given above.) 
Energy demand for thermal uses, specific electricity uses and air-conditioning is then cal- 
culated in the following way: 
Thermal uses: 
HSERVO = (AREAO -ARSH-AREAH) {[HAREAO *(1 - ISOSV')] / 1000) 
HSERVN = (AREAN-ARSH-AREAH) (HAREAN/1000) 
THSERV = HSERVO + HSERVN 
where 
AREAO = Floor areainservice sector buildings constructed before the base year (106m2) 
ARSH = Share of floor area in climatic conditions where space heating is required 
AREAH = Share of that area which is actually heated 
HAREAO = Average annual useful energy demand for thermal uses in the base year 
(1 o3 kcal/m2 lyr) 
ISOS V = Reduction of this rate in the current year relative to the base year level (fraction) 
HSERVO = Total useful thermal energy demand of old service sector buildings (Pcal) 
The definition of variables to calculate the demand for new service sector buildings is 
similar and therefore omitted. The total thermal energy demand, THSERV (Pcal), is just 
the sum of the demand in old and new buildings. 
Specific electricity uses 
ELSVO = AREAO: (ELARO/ 1000) 
ELSVN = ARE AN (ELARN/ 1000) 
ELSV = ELSVO + ELSVN 
where 
AREAO = Floor area in service sector buildings constructed before the base year (1 o6 m2) 
ELARO = Average annual electricity consumption for nonthermal uses in such buildings 
(kWhr(e>im2 iy 1) 
ELSVO = Specific electricity demand in old service sector buildings (TWhr(e)) 
The definition of the variables to calculate the demand in new service sector buildings is 
similar. ELSV(TWhr(e)) is the total service sector electricity demand for specific uses. 
Air-conditioning 
ACSV = @AREA *AREAAq -(ACAREA/ 1000) 
where 
TAREA = Total service sector floor area (1 o6 mZ) 
AREAAC = Share of service sector floor area with air-conditioning 
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ACAREA = Average annual cooling demand in service sector buildings ( lo3  kcal/m2/yr) 
ACSV = Total cooling demand of the service sector 
Conversion of useful thermal to final energy demand: the four thermallenergy demand 
categories in the household service sector, for which alternative energy sources are con- 
sidered, are 
USHS(1) = SH 
USHS(2) = HW 
USHS(3) = COOK 
USHS(4) = THSERV 
i.e., useful thermal energy demand (in Pcal) for 
- space heating in households (SH) 
- water heating in households (HW) 
- cooking in households (COOK) 
- all thermal uses in the service sector (THSERV). 
It is assumed that a certain amount of noncommercial fuels would be used by house- 
holds (the service sector is concentrated in urban areas so that noncommercial fuel use 
would be rather unlikely): 
FINNCF = B YRNCF-CHGNCF-7 
USNCF = FINNCF-EFFNCF 
- 7 
PNCFH = USNCF/ USHS(3) 1: J 
PHSNCF(J) = PNCFH (J = 1 , 2 , 3 )  
PHSNCF(J) = 0 (J = 4) 
where 
BYRNCF = Amount of noncommercial fuels used in the base year (lo6 tce) 
CHGNCF = Index of the amount used in the current model year relative to the base year 
level 
FINNCF = Amount of noncommercial fuels used in the current model year (106tce) 
EFFNCF = Average end-use efficiency of noncommercial fuels 
USNCF = Total useful energy supplied by noncommercial fuels (Pcal) 
PNCFH = Share of useful thermal energy demand in households which is supplied by 
noncommercial fuels 
PHSNCF(J) = Share of useful thermal energy demand for category J as defined above 
(J = 1, . . . , 4 )  which is supplied by noncommercial fuels 
Electricity penetration must be exogenously specified for each category. For space and 
water heating in households and for thermal uses in the service sector, a certain fraction 
of this electricity market is assumed to  be replaced by heat pumps. (Other energy sources 
for heat pumps, such as gas or solar energy, are not considered.) 
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Electricity (conventional): 
PHSEL(1) = ELPHS(l)*(l - HPHS) 
PHSEL(2) = ELPHS(2)*(1 -HPHS) 
PHSEL(3) = ELPHS(3) 
PHSEL(4) = ELPHS(4) *(I - HPHS) 
Electricity (heat pump): 
PHSHP(1) = HPHS-ELPHS(1) 
PHSHP(2) = HPHSoELPHS(2) 
PHSHP(3) = 0 
PHSHP(4) = HPHS 'ELPHS(4) 
where 
ELPHS(J) = Electricity penetration into thermal energy demand category J (as defined 
above) 
HPHS = Average contribution of heat pump to electric space and water heating in the 
household/service sector 
PHSEYJ) = Share of thermal energy demand for category J [USHS(J), as defined above] 
supplied by resistive use of electricity 
PHSHP(J) = Share of USHS(J) supplied by heat pumps. 
For space and water heatingin the household/service sector, district heat is also considered 
as a possible energy source, but only in large cities: 
where 
POLC = Share of population living outside large cities 
DHPH = District heat penetration into space and water heating of dwellings and thermal 
uses in the service sector (large cities only) 
PHSDH(J) = Share of USHS(J) supplied by district heat 
Soft solar systems are assumed to be potentially used for space heating in single-family 
houses with central heating which are constructed after the base year and for water heating. 
In the service sector, their use is assumed to be restricted to low-rise buildings constructed 
after the base year. 
Soft solar systems: 
PHSSS(1) = POSTSH(1) -FDSHS*SPSH/USHS(l ) 
PHSSS(2) = SPHW* FDHWS 
PHSSS(3) = 0 
PHSSS(4) = PLB 0HSERVN *FDHS 'SPS VIUSHS(4) 
where 
POSTSH(1) = Total energy demand for space heating in single-family houses with central 
heating constructed after the base year (Pcal) 
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USHS(1) = Total energy demand for space heating in households (Pcal) 
SPSH = Solar penetration into space heating in post-1975 single-family houses with cen- 
tral heating 
FDSHS = Approximate share of space heat demand in households that can be met by a 
solar installation (the residual must be covered by a backup system) 
SPHW = Solar penetration into water heating in dwellings (total demand) 
FDHWS = Approximate share of the hot water demand that can be met by a solar installa- 
tion (the residual must be covered by a backup system) 
HSERVN = Total heat demand in service sector buildings constructed after the base year 
(Peal) 
USHS(4) = Total heat demand in service sector buildings (Pcal) 
PLB = Share of low-rise buildings(e.g., up to 3 floors) in the total service sector floor area 
SPSV = Solar penetration into thermal uses in post-1975 low-rise buildings of the service 
sector 
FDHS = Approximate share of thermal energy demand in the service sector that can be 
met by a solar installation (the residual must be covered by a backup system) 
PHSSS(J) = Share of USHW(J) (as defined above) which is effectively replaced by solar 
energy systems 
The shares of USHS(J) which are not supplied by one of the energy sources mentioned 
above must be supplied by commercial fossil fuels, i.e.: 
If PMFF(J) would be negative, the other penetration rates are normalized and PMFF(J) 
set to zero. 
The final energy demand of the household/service sector can now be calculated as 
follows: 
Thermal uses: 
4 
ELHHS = z USHS(J)- [PHSEL(J) + PHSHP(J)/EFFHPR] 
J=1  
4 
DHHS = Z USHS(J)=PHSDH(J) 
J = l  
4 
FFHS = z USHS(J) [PHSFF(J)/EFFHS(J)] 
J = 1  
where 
EFFHPR = Coefficient of performance of (electric) heat pumps in the household/service 
sector 
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EFFHS(J) = Efficiency of fossil fuel use relative to  that of electricity use for thermal en- 
ergy use category J (J = 1 , 2 , 3 , 4 )  in the household/service sector. 
(The definitions of USHS(J) and PHSxx(J) for xx = EL, HP, DH, SS, FF have been given 
above .) 
ELHHS = Electricity consumption for thermal uses in the household/se~ice sector (Pcal) 
DHHS = District heat consumption in the household/se~ice sector (Pcal) 
SOLHS = Useful energy demand replaced by soft solar systems in the household/se~ice 
sector (Pcal) 
FFHS = Commercial fossil fuel consumption in the household/service sector (Pcal) 
Specific uses of electricity: 
ELSPHS = E L M  + ELSV 
where 
E L M  = Specific uses by households (TWhr(e)) 
ELSV = Specific uses in the service sector (TWhr(e)) 
ELSPHS = Total specific uses of electricity in the household/service sector (TWhr(e)) 
Electricity for air-conditioning: 
USCOOL = ACH + ACSV 
ELAC = USCOOLIEFFAC 
where 
ACH = Total cooling demand of households (Pcal) 
ACSV = Total cooling demand of the service sector (Pcal) 
USCOOL = Total cooling demand of the household/service sector (Pcal) 
EFFAC = Coefficient of performance of (electric) airconditioners 
ELAC = Total electricity use for air-conditioning in the household/service sector 
Sector totals are given by: 
ELHS = ELAC + ELHHS + ELSPHS.0.86 
FINHS = FFHS + ELHS + DHHS + SOLHS 
FHSPNC = FINHS + FINNCF 
where 
ELHS = Total electricity consumption of the household/service sector (Pcal) (air-condition- 
ing + specific + thermal uses) 
FINHS = Commercial final energy demand of the household/service sector (Pcal) 
FHSPNC = Commercial plus noncommercial final energy demand of the household/service 
sector (Pcal) 
The main problem in projecting energy demand for the household/service sector 
along the framework presented above seems to  be the lack of relations indicating whether 
the costs to  build an infrastructure as assumed in a scenario are plausible within the macro- 
economic background, since these costs in general still dominate energy costs. Such prob- 
lem areas are for instance housing construction, construction of electricity networks (in 
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developing countries) and of district heating systems, purchase of household equipment, 
etc. Another shortcoming is the superficial treatment of air-conditioning, the demand for 
which should also be linked to the particular climatic conditions, like the demand for 
space heating. The definition of the potential markets for the various energy sources is 
rough, but has turned out helpful. A problem area is, however, the independent calcula- 
tion of total demand for, say, space heating and of the market shares of various energy 
sources. Electric heating, for example, can only be installed if the insulation level meets 
certain standards which are stricter than for other energy sources; demand for space and 
water heating in apartments with district heat connection tends to be higher than in other 
dwellings; installation of solar systems may not give the expected savings if at the same 
time the comfort level increases, etc. Despite these problems, the framework was helpful 
for the broad assessment required in this global study. 
Total final energy demand is calculated in MEDEE-2 for the following energy 
sources/categories (unit: Pcal): 
FF = FFHS + FFIND 
DH = DHHS + DHIND 
SOL = SOLHS + SOLIND 
ELEC = ELTR + ELHS + ELIND 
TMF = TMFTR + MFJND 
COALSP = TCLTR + COKE 
ENERGY = FF + DH + SOL + ELEC + TMF + COALSP + FEED 
ENPNCF = ENERGY + FINNCF 
where 
FF = Total thermal use of fossil fuels (household/service, industry) 
DH = Total district heat demand (household/service, industry) 
SOL = Total solar energy demand (household/service, industry) 
ELEC = Total electricity demand (transportation, household/service, industry) 
TMF = Total motor fuel demand (transportation, industry) 
COALSP = Specific uses of coal (transportation, industry) 
ENERGY = Total commercial final energy demand (including feedstocks) 
ENPNCF = Total commercial plus noncommercial final energy demand 
In this study, only oil products were considered for motor fuels and feedstocks, although 
in the long run they could be substituted by other sources. For the thermal use of fossil 
fuels, coal, oil, and gas were considered in all regions; in developing regions, charcoal and 
biogas were also considered as alternatives, although their use would be more restricted. 
Charcoal is also treated as a substitute for coke in pig-iron production. These fuel alloca- 
tions together with assumptions about transportation/distribution losses and internal con- 
sumption by energy producing industries is a necessary step to convert the MEDEE-2 
output into the input suitable for the supply model MESSAGE, i.e., into secondary energy 
demand. The assumptions entering in this intermediate step are described in Part IV of 
Energy in a Finite World - A Global Systems Analysis by the Energy Systems Program 
Group (1981). Attempts are currently being made by the Energy Systems Program of IJASA 
to formalize this step and to treat energy end-use also in an optimization framework. 
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APPENDIX B2: DEFINITION OF PARAMETER VARIABLES* 
PAR TL F 
POLC 
CAPH 
Y 
Group (a): 
PYAG/ YREL(1)J 
PYB/ YREL(2)J 
PYMIN/ YREL(3)J 
PYMAN/ YREL(4)J 
PYEN/ YREL(5)J 
PYSERI YREL(6)J 
PVAIG/ VAR EL(1)J 
PVAM/ VAREL(2)J 
PVAC/ VAREL(3)J 
P VAMIS/ VAR EL(4)J 
Croup (b): 
I 
(IB) 
(IMl 
P 
(PCOc) 
(PCNDG) 
(PCSER) 
Unit 
1 o6 
fraction 
fraction 
fraction 
fraction 
persons per 
household 
Explanation 
Total population 
Share of population of age 15-64 in the total 
population (potential labor force) 
Share of potential labor force actually working 
Share of population living outside large cities 
(the definition in terms of city size varies from 
region to region; the variable is used to deter- 
mine the approximate potential market for 
district heating and mass transportation sys- 
tems) 
Share of rural population (according to UN 
definition), the variable was not used in the 
present version of MEDEE-2, but was consid- 
ered outside the model for estimating some 
other parameters 
Average household size (the number of dwel- 
lings is calculated as POICAPH, i.e., the term 
household is used in the sense "persons living 
together in one dwelling") 
Total GDP 
Distribution of GDP formation by kind of econ- 
omic activity. Sectors considered: agriculture, 
construction, mining, manufacturing, energy, 
services 
Distribution of manufacturing value added. 
Sectors considered : basic materials, machinery 
and equipment, nondurables, and miscella- 
neous industries 
Share of GDP spent on investments (I), and 
distribution of investments among construc- 
tion (IB), and machinery and equipment (IM) 
Share of private consumption expenditures in 
total GDP (P), and distribution of private con- 
sumption among durable goods (PCDG), non- 
durable goods (PCNDG), and services (PCSER) 
*Constants and initial values are marked by and i ,  respectively; the values of all other variables have 
to be specified for each point in time considered. The names correspond in general to those used in 
the MEDEE-2 code; if not, the name used in the program is shown in brackets. 
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Variable 
Group (c): 
C Y A G ~ ( I  to 2) 
C Y B ~ ( I  t o  2 )  
CYMINC(l to 2) 
CYMANC(l to 3)  
C Y E N ~ ( I  t o  2) 
CYSERC(l to 2) 
CVAMANC(l t o  2) 
CVAIGC(l t o  4) 
CV,4MC(1 to 3 )  
CVACC(l to 2) 
CVAMISC(l to 2) 
Unit 
EI.AGR.MF.'[EIBYR(I, I)] lo3 kcal/$VA 
EI.ACR.EL '[EIB YR(1, 2)j  (for MF, TH); 
EI.AGR. TH. '[EIB YR(1, 3)j  kWhr(e)/$VA 
EI.CON.MF~[EIBYR(~, I)] (for EL) 
EI.CON.EL '[EIB yR(2, 2)j 
EI.c0N.TH1[EIBYR(2, 3)] 
EI.MIN.MF'[EIBYR(~, I )]  
EI.MIN.EL '[EIB yR(3, 2)] 
EI.MIN. TH1[EIBYR(3, 3)] 
EI.BM.MF~[EIBYR(~, I ) ]  1 o3 kcal/$VA 
EI.BM.EL ' [ E I B Y R ( ~ ,  2)] (for MF, US); 
EI.BM. US'[EIB YR(4, 3)j  kWhr(e)/$VA 
EI.ME.MF1[EIB YR(5, I)] (for EL) 
EI.ME.EL '[EIBYR(S, 211 
EI.ME. US'[EIB YR(S, 311 
EI.ND.MF1[EIB YR(6, I)] 
EI.ND.EL ' [ E I B Y R ( ~ ,  2)j  
EI.ND. US' /EIBYR(~,  3)] 
EI,MS.MF1[EIB YR(7, I)] 
EI.MS.EL ' [ E I B Y R ( ~ ,  2)] 
EI.MS. U$[EIB yR(7, 3) j  
CH.A GR .MF[EICHG(I , I )]  
CH.AGR.EL[EICHG(I, 2)j  
CH.A GR. TH[EICHG(I , 3)/ 
CH.CON.MF[EICHG(2, I)] 
CH.CON.EL[EICHG(2,2)] 
CH. CON. TH[EICHG(2,3)] 
CH.MIN.MF[EICHG(3, I )]  
CH.MIN. EL[EICHG(3,2)] 
CHMIN. TH[EICHG(3,3)] 
CH.MAN.MFIEICHG(4, I)] 
CH.MAN.EL[EICHG(4,2)] 
Explanation 
Coefficients of linear equations to  deter- 
mine the GDP formation of 6 major econ- 
omic sectors, the value added by manu- 
facturing, and the value added contribu- 
tions of 4 aggregated manufacturing sec- 
tors as a function of total GDP and the 
structure of GDP expenditure; the param- 
eters in group (b) and (c) need only be 
specified if the parameters in group (a) 
are not specified. 
Specific energy consumption per dollar 
value added by sector and energy form in 
the base year. 
Sectors: AGR = agriculture, CON = con- 
struction, MIN = mining. 
Energy forms: MF = motor fuel, EL = 
electricity, TH = thermal uses (final en- 
ergy). 
Specific energy consumption per dollar 
value added by manufacturing subsector 
and energy form in the base year. 
Sectors: BM = basic materials, ME = 
machinery and equipment, ND = nondur- 
ab le~ ,  MS = miscellaneous industries. 
Energy forms: M F  = motor fuel, EL = 
electricity, U S  = thermal uses (useful en- 
ergy). 
Ratio of energy intensity in the current 
year relative to  the base year by sector 
and by energy forms (same sectors and 
energy forms as above) 
Ratio of energy intensity in the current 
year relative to  the base year in the 
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Variable Unit 
Sectors: 
1 = 1  
I = 2  
I = 3 
I = 4  
Process 
Categories : 
J = l  
J = 2  
J = 3  
STSHI 
STI 
IDH 
SPL T 
SPHT 
fractions 
fractions 
fraction (rela- 
tive to STI) 
fraction 
fraction 
fraction 
thermal energy 
extractedlelectric 
energy input 
fraction 
fraction 
fraction 
Explanation 
manufacturing sector, by energy form (same energy 
forms as above; the same factor is applied to all 
manufacturing subsectors). 
Share of useful thermal energy demand of manu- 
facturing sector I for process category J 
Basic materials 
Machinery and equipment 
Nondurables 
Miscellaneous manufacturing industries 
Steam generation 
Furnaceldirect heat 
Spacelwater heating 
Share of useful thermal energy demand in manu- 
facturing for steam generation and spacelwater 
heating together (STSHI) and for steam generation 
only (STI). (Note: 1 - STSHI represent the share 
of useful energy demand for furnaceldirect heat, 
but excluding the use of coke for iron ore reduc- 
tion and electrolysis.) These two variables must be 
specified only if the array PUSIND is zero. 
Share of low-temperature steam in the total steam 
demand of the manufacturing sector. 
Share of useful thermal energy demand in manuf- 
facturing for process category J  (J = 1, 2, 3) that 
is supplied by electricity (must be specified if 
PUSIND # 0) 
Average electricity penetration into thermal uses 
in manufacturing (must be specified only if PUSIND 
= 0) 
Contribution of heat pumps to  low-temperature 
use of electricity 
Coefficient of performance of (electric) heat pumps 
in industry 
Share of the manufacturing demand for steam and 
hot water that is supplied by district heat 
Share of the manufacturing demand for low- 
temperature steam and for hot water which is 
supplied by solar systems 
Share of the manufacturing demand for high- 
temperature steam that is supplied by solar systems 
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Variable 
FIDS 
ICOGEN 
EFFCOG 
H E L M  T 
EFFIND(J) 
CFEED(1) 
CFEED(2) 
CPST(l)C 
CPS T(2) 
BOF 
EICOK 
CTKFR T(1) 
CTKFR T(2) 
CMISMF(1) 
CMISMF(2) 
(TR  UL) 
FTRA 
(TRA EF) 
Unit 
fraction 
fraction 
fraction 
kWhr(e) steam/ 
kWhr(e) electricity 
fraction 
fraction 
1 O6 tons 
tons/ 1 O3 $VA 
lo6 tons 
tons/ 1 O3 $VA 
fraction 
tons of pig-iron/ 
ton of steel 
kg coke/ton of 
pig-iron 
1 o9 ton-km 
ton-km/$1975 
1 012 kcal 
lo3  kcal/$1975 
fraction 
fraction 
(relative to  TRU) 
fraction 
fraction 
(relative to  FTRA) 
Explanation 
Approximate share of useful thermal energy de- 
mand that can be met by a solar installation (i.e., 
1 - FIDS determines the backup requirements) 
Share of the manufacturing demand for low- 
temperature steam and hot water whch is sup- 
plied by fossil fuels, but with cogeneration of 
electricity 
System efficiency of cogeneration, i.e., (heat + 
electricity output)/(heat content of fuels used) 
Ratio of heat to  electricity in the output of co- 
generation systems 
Average efficiency of fossil fuel use for thermal 
process J (J = 1, 2, 3) in manufacturing relative 
t o  the efficiency of electricity (must be specified 
if PUSIND # 0) 
Average efficiency of fossil fuel use in thermal 
processes relative to the efficiency of electricity 
(must be specified only if PUSIND = 0) 
Constants used t o  project the feedstock require- 
ments of the petrochemical industry 
Constants used to project the amount of steel 
produced 
Share of steel produced in nonelectric furnaces 
(the electricity requirements for electric steel- 
making must be reflected in EI.BM.EL for the 
base year, and in CH.MAN.EL for the projections) 
Tons of pig-iron input per ton of steel produced 
(the residual is assumed to  be scrap) 
Coke input in blast furnaces per unit output of 
pig-iron 
Constants used to  project the total demand for 
freight transportation 
Constants used to  project the total motor fuel 
demand for international, military, and miscella- 
neous transportation 
Share of trucks in the total demand for freight 
transportation 
Share of local truck transportation in the total 
freight transportation performed by trucks (the 
residual is assumed t o  be long-distance hauls) 
Share of rail in the total demand for freight trans- 
portation 
Share of electric freight trains in the total freight 
transportation by rail 
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Variable 
(TRASTF) 
BA 
PIP 
DTRU 
DTRUL 
DTRAF 
(STDTRA ) 
(ELDTRA ) 
DBA 
DPIP 
co 
DIC 
LFIC 
UC 
LFUC 
PBU 
PTRA 
(TRAEP) 
Unit 
fraction (rela- 
tive to  FRTRA) 
fraction 
fraction 
kcallton-km 
kcallton-km 
kcallton-km 
factor 
factor 
kcallton-km 
kcallton-km 
population/ 
number of cars 
km/yr/car 
persons per car 
fraction 
fraction 
(relative to  UC) 
persons per car 
fraction 
fraction 
fraction 
(relative to PTRA) 
Explanation 
Share of steam freight trains in the total freight 
transportation by rail 
Share of inland waterways or coastal shipping 
in the total demand for freight transportation 
Share of pipelines in the total demand for freight 
transportation 
Energy intensity of trucks (average or, if TRUL # 
0, long-distance) 
Energy intensity of trucks for short hauls (only 
relevant if TRUL # 0) 
Energy intensity of diesel freight trains 
Ratio between the energy intensities of steam and 
diesel trains 
Ratio between the energy intensities of electric 
and diesel trains 
Energy intensity of inland waterways and coastal 
shipping (only motor fuel considered) 
Energy intensity of pipelines (only motor fuel 
considered) 
Average intercity distance traveled per year per 
person (applies t o  the total population) 
Average intracity distance traveled per day per 
person (applies only to  the population living in 
large cities) 
Inverse of car ownership 
Average intercity distance driven per year per car 
(one must be careful that the average distance 
driven in intracity travel as implied by the assump- 
tions on PO, POLC, DU, UC, LFUCtogether with 
the assumption on DIC, matches the total average 
distance driven per year per car) 
Average load factor of cars in intercity travel 
Share of cars in the total demand for intracity 
passenger transportation 
Share of electric cars in the total intracity car 
travel 
Average load factor of cars in intracity travel 
Share of buses in intercity passenger travel exclud- 
ing travel by car 
Share of trains in intercity passenger travel exclud- 
ing travel by car 
Share of electric trains in the total intercity travel 
by train 
Future energy demand 
Variable 
(TRA STP) 
PLA 
LFBU 
LFTRA 
L FP 
UMT 
(UMTE) 
I, FMTB 
LFMTE 
GIC 
GUC 
EL UC 
DBU 
DTRAP 
DPLA 
DMT 
ELMT 
D D ~  
Unit 
fraction (relative 
to  PTRA) 
fraction 
persons per bus 
persons per train 
fraction 
fraction 
fraction (relative 
to UMT) 
persons per bus 
persons per 
vehicle 
liter/100 veh-km 
liter1100 veh-km 
liter/ 100 veh-km 
kcalltrain-km 
kcallseat-km 
liter1100 veh-km 
kWhr(e)/veh-km 
degree-day 
D WSHC fractions 
ARSHC 
Explanation 
Share of steam trains in the total intercity travel by 
train 
Share of airplanes in intercity passenger excluding 
travel by car 
Average load factor of buses (intercity) 
Average load factor of trains (intercity) 
Average capacity utilization factor of airplanes 
Share of mass transportation systems in the total 
demand for intracity passenger transportation 
Share of electric mass transit in the total intracity 
mass transportation (1 - UMTE is the share of buses) 
Average load factor of nonelectric mass transit sys- 
tems (intracity) 
Average load factor of electric mass transit systems 
(intracity) 
Specific gasoline consumption of cars in intercity 
travel 
Specific gasoline consumption of cars in intracity 
travel 
Specific electricity consumption of electric cars 
(intracity travel) 
Specific diesel consumption of buses (intercity) 
Specific fuel consumption of diesel passenger trains 
(intercity) 
Specific energy consumption of airplanes 
Specific diesel consumption of buses (intracity) 
Specific electricity consumption of intracity mass 
transportation systems 
The defmition in the US Statistical Abstract (see 
US (1976a), p. 178) is as follows: "A unit, based 
upon temperature difference and time, used in esti- 
mating fuel consumption and specifying nominal 
heating load in winter. For any one day, when the 
mean temperature is less than 6 5 " ~  there exist as 
many degree days as there are Fahrenheit degrees 
difference in the temperature between the average 
temperature for the day and 6 5 " ~ . "  The definition 
used here differs in that it is (i) based on degrees 
Celsius, with the threshold being 1 8 " ~ ;  (ii) based on 
monthly average temperature; (iii) averaged over a 
region (weighted by population) by selection of a 
few representative cities. Our values are therefore 
rough approximations. 
Share of dwellings (service sector floor area) which 
is in climatic conditions where heating is required 
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Variable 
D W- 75 '(D W )  
S H I ) W O ( I ) ~  
SHD WO(2) ' 
SHD WO(3) ' 
TAREA-75' 
[ TAR EA ] 
CPLSER 
COOKD W 
DWHW 
H WCAP 
D WAC 
ACDW 
ELAPD W 
PRED W ( l )  
PRED W(2) 
PRED W(3) 
AREAH 
ELARO 
A REAAC 
ACAREA 
EFFA C 
DEMD W 
Unit 
lo6 dwellings 
1 O3 kcal/yr/ 
dwelling 
1 o3 kcal/yr/m2 
1 o6 tce 
fraction 
1 O3 kcal/yr/ 
person 
fraction 
lo3  kcal/yr/dw 
kWhr(e)/yr/dw 
fraction 
fraction 
1 O3 kcal/yr/m2 
thermal energy 
extractedlelectric 
energy input 
fraction 
fractions 
Explanation 
Total stock of dwellings in the base year 
Specific space heat requirements of pre-75 dwel- 
lings (useful energy); l = single family house with 
central heating; 2 = apartment with central heat- 
ing; 3 = dwelling with room heating only 
Total floor area of service sector buildings in the 
base year 
Constant to calculate service sector labor force from 
the GDP-share of the service sector 
Specific heat requirements of pre-1975 service sec- 
tor buildings (useful energy) 
Amount of noncommercial fuels used in the base 
year; noncommercial fuel use is considered only in 
the household sector in the model 
Specific energy consumption for cooking in dwel- 
lings (useful energy) 
Share of dwellings with hot water facilities 
Specific energy consumption for water heating per 
person (useful energy) 
Share of dwellings with air-conditioning 
Specific cooling requirements per dwelling 
Specific electricity consumption per dwelling (for 
uses other than space heating, water heating, cook- 
ing and air-conditioning) 
Distribution of pre-1975 dwellings per type (defmi- 
tion of dwelling types as for SHDWO above) 
Share of service sector floor area (in cold climates) 
actually heated 
Specific electricity consumption in pre-1975 ser- 
vice sector buildings 
Share of air-conditioned service sector floor area 
Specific cooling requirements in the service sector 
Coefficient of performance of (electric) air-condi- 
tioners 
Average demolition rate of dwellings over a 5-year 
period between the previous and the current 
model years 
Distribution of dwellings, constructed between 
the previous and the current model years by type 
(definition of dwelling types as for SHDWO above) 
Average floor area heated in post-1975 dwellings 
(definition of dwelling types as for SHDWO above) 
Future energy demand 
Variable 
K(1) 
K(2) 
K(3) 
ISO(1) 
ISO(2) 
ISO(3) 
AREAL 
DEMAR 
HAREAN 
ELARN 
ISOS V 
ELP.H.SH[ELPHS(I )I 
EL P.H. H W[EL PHS(2)l 
EL P.H. CK[EL PHS(3)l 
EL P.S. TH[EL PHS(4)l 
(HPHS) 
EFFHPR 
DHPH 
SPSH 
FDSHS 
Unit 
kcal/hr/ 
m2 / O C  
fractions 
m2 /worker 
fraction 
lo3 kcallyrl 
m2 
kWhr(e)/y r/ 
m2 
fraction 
fractions 
fraction 
thermal en- 
ergy extracted/ 
electric energy 
input 
fraction 
fraction 
fraction 
Explanation 
Specific heat loss rate in dwellings built after 
1975 (definition of dwelling types as for 
SHD WO above) 
Reduction of the average space heat demand 
of pre-1975 dwellings in the current year 
relative to  that in the base year due to better 
insulation (definition of dwelling types as 
for SHDWO above) 
Average floor area per worker in the service 
sector 
Average demolition rate of the floor area of 
service sector buildings over a 5-year period 
between the previous and the current model 
year 
Specific heat requirements of post-1975 ser- 
vice sector buildings 
Specific electricity consumption in post- 
1975 service sector buildings 
Reduction of the average heat demand in pre- 
1975 service sector buildings in the current 
year relative to  that in the base year due to  
better insulation 
Electricity penetration into thermal uses in 
the household/service sector. The categories 
are: H.SH = space heating (households); 
H.HW = water heating (households); H.CK 
= cooking (households); S. TH = thermal uses 
(service sector) 
Contribution of heat pump to electric space 
and water heating in the household/service 
sector 
Coefficient of performance of (electric) heat 
pumps in the household/service sector 
District heat penetration into space and water 
heating of dwellings and thermal uses in the 
service sector (large cities only) 
Solar penetration into space heating in post- 
1975 single family houses with central heat- 
ing 
Approximate share of space heat demand in 
households that can be met by a solar instal- 
lation (the residual must be covered by a 
backup system) 
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Variable 
SPH W 
FDH WS 
PLB 
SPS v 
FDHS 
EFF.H.SH[EFFHS(l )I 
EFF.H. H W[EFFHS(Z)J 
EFF.H. CK[ EFFHS(3)j 
EFF.S. THIEFFHS(4)J 
EFFNCF 
Unit 
fraction 
fraction 
fraction 
fraction 
fraction 
fraction 
fraction 
Explanation 
Solar penetration into water heating in dwel- 
lings (total demand) 
Approximate share of the hot water demand 
that can be met by a solar installation (the 
residual must be covered by a backup system) 
Share of low-rise buildings (e.g., up to 3 floors) 
in the total service sector floor area 
Solar penetration into thermal uses in post- 
1975 low-rise buildings of the service sector 
Approximate share of thermal energy demand 
in the service sector that can be met by a solar 
installation (the residual must be covered by a 
backup system) 
Ratio of the amount of noncommercial fuels 
used in the current year relative to that in the 
base year 
Efficiency of fossil fuel use relative to that of 
electricity use for thermal uses in the house- 
hold/service sector (definition of categories 
as for ELP.X. YY above) 
Efficiency of noncommercial fuel use relative 
to  that of thermal electricity uses 
APPENDIX B3: DEFINITION OF DERIVED VARIABLES 
Variable 
GCF 
GCFB 
GCFM 
PC 
TPCG 
TPCDG 
TPCNDG 
TPCSER 
YAG 
YB 
YMIN 
YMAN 
YEN 
YSER 
VAUAN 
VAIG 
VAU 
Unit 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
Explanation 
Gross fured capital formation 
Gross fured capital formation, buildings 
Gross fured capital formation, machmery 
Private consumption expenditure 
Private consumption, durable and nondurable goods 
Private consumption, durable goods 
Private consumption, nondurable goods 
Private consumption, services 
GPD contribution, agriculture 
GDP contribution, construction 
GDP contribution, mining 
GDP contribution, manufacturing 
GDP contribution, energy sector (electricity/gas/water) 
GDP contribution, service sectors 
Value added, manufacturing 
Value added contribution, basic material industries 
Value added contribution, machinery and equipment 
industries 
Future energy demand 
Variable 
VAC 
ELSACM 
FFACM 
MFMAN 
ELSMAN 
USMAN(J), J = 1 4  
PMFF(J), J = 1 4  
PMEYJ), J = 1 4  
PMHP(J), J = 1 4  
PMDH(J), J = 1-4 
PMSS(J), J = 1 4  
PMCG(J), J = 1 4  
FFMAN 
ELHMAN 
DHMAN 
SOLMAN 
COGSTH 
COGEL 
PSTEEL 
COKE 
FEED 
MFIND 
ELACM 
ELM AN 
Unit 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
109$1975 
Pcal 
Pcal 
Pcal 
TWhr(e) 
Pcal 
fraction 
fraction 
fraction 
fraction 
fraction 
fraction 
Pcal 
Pcal 
Pcal 
Pcal 
Pcal 
Pcal 
lo6 tons 
Pcal 
Pcal 
Pcal 
Pcal 
Pcal 
Explanation 
Value added contribution, nondurable goods 
industries 
Value added contribution, miscellaneous industries 
= YAG 
= YB 
= YMIN 
= VAIG 
= VAM 
= VAC 
= VAMIS 
Motor fuel demand, agriculture/construction/ 
mining 
Electricity demand, agriculture/construction/ 
mining 
Thermal use of fossil fuels, agriculture/construc- 
tionlmining 
Motor fuel demand, manufacturing 
Electricity demand for specific uses, manufacturing 
Useful thermal energy demand in manufacturing 
for steam generation (J = l ) ,  furnaceldirect heat 
(J = 2), spacelwater heating (J = 3), and total (J = 
4) 
Share of fossil fuels in USMAN(J) 
Share of electricity (conventional) in USMAN(J) 
Share of electricity (heat pump) in USMAN(J) 
Share of district heat in USMAN(J) 
Share of soft solar systems in USMAN(J) 
Share of onsite cogeneration in USMAN(J) 
Thermal use of fossil fuels in manufacturing 
Thermal use of electricity in manufacturing 
District heat demand in manufacturing 
Useful energy demand replaced by soft solar sys- 
tems in manufacturing 
Total useful energy demand provided with cogen- 
eration of electricity 
Byproduct electricity from cogeneration in manu- 
facturing 
Total steel production 
Coke demand for pig-iron production 
Total feedstock consumption (i.e., use of energy 
sources as raw material) 
Motor fuel demand in industry 
Electricity demand, agriculture/construction/ 
mining 
Electricity demand in manufacturing 
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Vana ble 
ELSIND 
ELIND 
FFIND 
FINACM 
FINMAN 
FININD 
TKFRT 
TKTRU 
TKTRUL 
TKTRA 
TKBA 
TKPIP 
TDTRU 
TDTRUL 
TDTRAF 
ELTRAF 
STC LF 
TDBA 
TDPIP 
TDFT 
TELFT 
PKI 
PIC 
PCT 
TPLA 
TPTRA 
TPBU 
TGIC 
TDBU 
TDPLA 
TDTRAP 
ELTRAP 
STCW 
TELIP 
TMFIP 
POU 
PKU 
PUC 
PUMT 
TGUC 
TELUC 
Unit 
TWhr(e) 
Pcal 
Pcal 
Pcal 
Pcal 
Pcal 
1 o9 ton-km 
10' ton-km 
1 o9 ton-km 
1 o9 ton-km 
lo9 ton-km 
10' ton-km 
Pcal 
Pcal 
Pcal 
TWhr(e) 
Pcal 
Pcal 
Pcal 
Pcal 
TWhr(e) 
logpkm 
i 09 pkm 
log pkm 
i 09 pkm 
1 og pkm 
1ogPkm 
Pcal 
Pcal 
Pcal 
Pcal 
TWhr(e) 
Pcal 
TWhr(e) 
Pcal 
lo6  persons 
i og pkm 
i og pkm 
1 og pkm 
Pcal 
TWhr(e) 
Explanation 
Electricity demand for specific uses, industry 
Total electricity demand, industry 
Thermal use of fossil fuels, industry 
Final energy demand, agriculture/contruction/mining 
Final energy demand in manufacturing 
Final energy demand, industry 
Total ton-kilometers, freight (domestic) 
Ton-kilometers by truck, long-distance traffic 
Ton-kilometers by truck, local traffic 
Ton-kilometers by train 
Ton-kilometers by barge (or coastal shipping) 
Ton-kilometers by pipelines 
Diesel consumption by trucks, long-distance traffic 
Diesel consumption by trucks, local traffic 
Diesel consumption by freight trains 
Electricity consumption by freight trains 
Coal consumption by freight trains 
Diesel consumption by barges or for coastal shipping 
DieseI consumption by pipelines 
TotaI motor fuel consumption, freight transportation 
Total electricity consumption, freight transportation 
Total passenger-kilometers, intercity 
Passenger-kilometers by car, intercity 
Passenger-kilometers by public transportation, intercity 
Passenger-kilometers by plane (domestic) 
Passenger-kilometers by train, intercity 
Passenger-kilometers by bus, intercity 
Gasoline consumption of cars, intercity traffic 
Diesel consumption by buses, intercity traffic 
FueI consumption by planes (domestic flights) 
Diesel consumption by passenger trains 
Electricity consumption by passenger trains (intercity) 
Coal consumption by passenger trains 
Total electricity consumption, intercity passenger trans- 
portation 
Total motor fuel consumption, intercity passenger trans- 
portation 
Total population in large cities (where mass transporta- 
tion and district heating is feasible) 
Total passenger-kilometers, intercity 
Passenger-kilometers by car, intercity 
Passenger-kilometers by public transportation, intracity 
Gasoline consumption by cars, intracity traffic 
Electricity consumption by electric cars (only considered 
for intracity traffic) 
Future energy demund 
variable 
TDMT 
TELMT 
TMFUP 
TELUP 
TMISMF 
Unit 
Pcal 
TWhr(e) 
Pcal 
TWhr(e) 
Pcal 
Explanation 
Diesel consumption for public transportation, intracity 
Electricity consumption for public transportation, intracity 
Total motor fuel consumption, intracity traffic 
Total electricity consumption, intracity traffic 
Fuel consumption, international and military transporta- 
tion 
Total electricity consumption for transportation 
Total motor fuel consumption for transportation 
Total coal consumption for transportation 
Total electricity consumption for transportation, but 
with electricity expressed as thermal equivalent 
Final energy consumption for transportation 
Dwellings demoIished between previous and current model 
year 
Net addition of dwellings between previous and current 
model year 
Total stock of dwellings 
New constructed dwellings between previous and current 
model year 
Stock of pre-1975 dwellings 
Stock of post-1975 dwellings 
Total stock of dwellings in areas, where space heating is 
required 
Share of single family homes with central heating in post- 
1975 dwellings 
Share of apartments with central heating in post-1975 
dwellings 
Share of dwellings without central heating in post-1975 
dwellings 
Useful energy demand for space heating, pre-1975 single 
family homes with central heating 
Useful energy demand for space heating, pre-1975 apart- 
ments with central heating 
Useful energy demand for space heating, pre-1975 dwel- 
lings without central heating 
Useful energy demand for space heating, post-1975 single 
family homes with central heating 
Useful energy demand for space heating, post-1975 apart- 
ments with central heating 
Useful energy demand for space heating, post-1975 dwel- 
lings without central heating 
Useful energy demand for space heating 
Useful energy demand for water heating 
Useful energy demand for cooking 
Useful energy demand for air-conditioning 
TELTR 
TMFTR 
TCLTR 
ELTR 
TWhr(e) 
Pcal 
Pcal 
Pcal 
FINTR 
TDEMDW 
Pcal 
1 O6 dwell 
1 o6 dwell DWINCR 
1 o6 dwell 
1 o6 dwell 
DW 
CONSDW 
TPREDW 
TPSTDW 
TDWSH 
1 o6 dwell 
1 O6 dwell 
1 o6 dwell 
fraction 
fraction 
fraction 
Pcal 
Pcal 
Pcal 
Pcal 
Pcal 
Pcal 
SH 
HW 
COOK 
ACH 
Pcal 
Pcal 
Pcal 
Pcal 
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Variable 
ELAP 
Unit 
TWhr(e) 
Explanation 
Specific electricity consumption in dwellings 
(i.e., for purposes other than space and water 
heating, cooking, and air-conditioning) 
Service sector share of labor force 
Numbers of workers in the service sector 
Service sector floor area demolished between 
previous and current model years 
Net addition of service sector floor area be- 
tween previous and current model years 
Total service sector floor area 
Newly constructed service sector floor area 
between previous and current model years 
Pre-1975 service sector floor area 
Post-1975 service sector floor area 
Total service sector floor area, where space 
heating is required 
Useful energy demand for thermal uses, pre- 
1975 service sector buildings 
Useful energy demand for thermal uses, post- 
1975 service sector buildings 
Total useful energy demand for thermal uses 
in the service sector 
Useful energy demand for air-conditioning 
in the service sector 
Specific electricity demand, pre-1975 service 
sector buildings 
Specific electricity demand, post-1 975 ser- 
vice sector buildings 
Total specific electricity demand of the ser- 
vice sector 
Useful energy demand for space heating (J = 
l ) ,  water heating (J = 2), cooking (J = 3) 
in households and thermal uses in the service 
sector (J = 4) 
Final energy from noncommercial fuels (e.g., 
fuelwood, wastes) 
Useful energy from noncommercial fuels 
Fraction of useful energy demand for space 
and water heating and cooking in households 
supplied by noncommercial fueIs 
Share of noncommercial fuels in USHS(J) 
Share of commercial fossil fuels in USHS(J) 
Share of electricity (conventional) in 
USHS(J) 
Share of electricity (heat pumps) in USHS(J) 
fraction 
lo6 workers 
1 o6 m2 
PLSER 
LSER 
TDEMAR 
TAREA 
CONSAR 
AREA0 
ARE AN 
TARSH 
Pcal HSERVO 
HSERVN Pcal 
THSERV Pcal 
Pcal 
ELSVO 
ELSVN 
ELSV 
Pcal 
FINNCF Pcal 
USNC F 
PNCFH 
Pcal 
fraction 
fraction 
fraction 
fraction 
fraction 
Future energv demand 
Variable Unit 
PHSDH(J), J = 1-4  
PHSSS(J), J = 1-4 
ELHHS Pcal 
DHHS Pcal 
SOLHS Pcal 
FFHS Pcal 
USCOOL Pcal 
ELAC Pcal 
ELSPHS TWhr(e) 
ELHS Pcal 
FINHS Pcal 
FHSPNC Pcal 
FF Pcal 
DH Pcal 
SOL Pcal 
ELEC Pcal 
TMF Pcal 
COALSP Pcal 
ENERGY Pcal 
ENPNCF Pcal 
Explanation 
fraction Share of district heat in USHS(J) 
fraction Share of soft solar systems in USHS(J) 
Electricity consumption for thermal uses in the household1 
service sector 
District heat consumption in the household/service sector 
Useful energy demand replaced by soft solar systems in the 
household/se~ice sector 
Commercial fossil fuel consumption in the household/service 
sector 
Useful energy demand for cooling in the household/service sec- 
tor 
Electricity demand for air-conditioning in the household/ser- 
vice sector 
Electricity demand for specific uses in the household/service 
sector 
Total electricity consumption of the household/service sector 
Commercial final energy demand of the household/se~ice sec- 
tor 
Commercial plus noncommercial final energy demand of the 
household/se~ce  sector 
Total thermal use of fossil fuels 
Total district heat demand 
Total solar energy demand 
Total electricity demand 
Total motor fuel demand 
Specific uses of coal 
Total commercial final energy demand 
Total commercial plus noncommercial final energy demand 
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APPENDIX C: DEFINITIONS OF MACROECONOMIC SECTORS IN TERMS OF 
ISIC* CATEGORIES 
Regions I, 11, 111 Regions IV, V, VI 
Agriculture 
Construction 
Mining 
Manufacturing 
Energy 
Services* * 
Manufacturing subsectors: 
Basic materials 
Machinery and equipment 
Nondurables 
ISIC 1 
ISIC 5  
- 
ISIC 3  
-1SIC 353,354 
+ISIC 2  
-1SIC 21 ,22  
ISIC 4  
+ISIC 21 ,22  
+ISIC 353,354 
ISIC 6 , 7 , 8 , 9  
ISIC 341,351,352,36,37 
+ISIC 2  
-1SIC 21 ,22  
ISIC 38 
ISIC 31 ,32 ,33 ,342 ,355 ,356 ,39  
ISIC 1 
ISIC 5  
ISIC 2  
ISIC 3  
ISIC 4  
ISIC 6 , 7 ,  8 , 9  
ISIC 341,351,352 
+ISIC 353,354 
+ISIC 36,37 
ISIC 38 
ISIC 31 ,32 ,33  
+ ISIC 342,355,356 
+ ISIC 39 
*International Standard Industrial Classification of all Economic Activities, Statistical Paper Series 
No. 4 Rev. 2,  UN New York (1968). 
**For Region 11, a rough estimate of services belonging to the nonmaterial sphere has been included. 
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