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Abstract When a control chart signals an out-of-control condition, a search begins to identify and
eliminate the cause of disturbance. Identification of the time when a change manifests itself into the
process, referred to as the change point, can help process engineers to perform root cause analyses
effectively. In this paper, a Maximum Likelihood Estimator (MLE) is proposed to estimate the time of
a monotonic change in the variance of a normal quality characteristic. Using Monte Carlo simulation,
performance of the proposed estimator is studied and comprehensively compared to the existing
maximum likelihood estimators for simple step and linear trend changes. This simulation is repeated
for a number of monotonic change types, following a signal from a Shewhart S-control chart. Numerical
results reveal that the proposed estimator provides appropriate and robust estimation, with regard to the
magnitude and type of change.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
A control chart is a featured tool of Statistical Process Control
(SPC) for monitoring the status of a process or product by
distinguishing common causes from special causes of variation.
When a change occurs in a process, one expects to observe
a signal on a control chart as quickly as possible. Upon the
occurrence of a signal, a search begins to identify and eliminate
the source(s) of the disturbance. However, effective elimination
of the source(s) of disturbance requires proper identification of
the time when a change occurs in a process. The time when
a change manifests itself into the process is referred to as the
change point.
To the best of our knowledge, Page [1] was the first
to introduce the concept of change point estimation in
1961. Since then, many researchers have contributed to the
development of the subject. Many of the contributions consider
change point estimation when the assumed change type is a
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doi:10.1016/j.scient.2012.01.011simple step change. Page [1] and Nishina [2] are among the
pioneers who introduced the built-in estimators of cumulative
sum (CUSUM) and Exponentially Weighted Moving Average
(EWMA) control charts, respectively. In their proposed change
point estimators, the assumed change type was a simple step
change. In subsequent work, Samuel et al. [3,4] and Samuel
and Pignatiello [5,6] used simple step change for X¯, S, c ,
and np charts, and proposed four change point estimators,
respectively. Noorossana et al. [7] also derived a MLE for
identifying step change in a geometric control chart designed
to monitor high yield processes. Nedumaran et al. [8] proposed
a MLE for identifying the change point when a multivariate χ2
control chart signals a change in the process mean. Pignatiello
and Samuel [9] and Perry and Pignatiello [10] compared the
estimators proposed by Samuel et al. [3] and Samuel and
Pignatiello [6] with those proposed by Page [1] and Nishina [2]
when CUSUM and EWMA control charts show an out-of-
control signal, respectively. In the presence of a simple step
change, they reveal that the estimators suggested by Samuel
et al. [3] and Samuel and Pignatiello [6] are superior to the
built-in estimators of CUSUM and EWMA control charts. In
all previous work, the change type in the parameters of the
quality characteristic distribution is assumed to be a simple
step change. However, in practice, the process may experience
a wide range of change types, including linear trend. As a
real-world example, consider an automotive body assembling
evier B.V. Open access under CC BY-NC-ND license.
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suddenly and remains at the new level, the strength of the spot
welded joints as a variable quality characteristic experiences
a simple step change. Also, when the electrodes of the spot
welding gun wear out, the strength of the spot welded joints
may change in a linear trend. Perry and Pignatiello [11]
and Perry et al. [12] proposed MLEs for X¯ and c charts,
respectively. Noorossana and Heydari [13] also proposed aMLE
for identifying the time of a linear trend change in variance
of a normal quality characteristic, following the signal from a
S-control chart. In all the above mentioned studies, the
considered change types are limited to simple step and linear
changes. On the other hand, it is assumed that when a
change occurs in the process, the exact type of change is
known. However, in practice, these assumptions could be easily
violated and any deviation from these assumptions could affect
the performance of the estimators adversely. Hence, to improve
the robustness of the estimators, we need to take these facts
into account. In an attempt to improve the robustness of the
estimators, Perry et al. [14,15] proposed MLE estimators for
the change points of a Poisson rate parameter and process
fraction non-conforming, respectively. None of the proposed
estimators need a prior knowledge of the exact change type.
The only assumption is that the anticipated change type belongs
to the family of monotonic change types. Noorossana and
Shadman [16] also proposed a maximum likelihood estimator
to identify the change point of a normal process mean with the
assumption of monotonic change types.
All mentioned studies have used built in or maximum
likelihood estimators to estimate true change points of different
processes. However, there are many studies on variance
change point detection, when observations follow a normal
distribution. Hsu [17] presented two tests for detecting shifts
in the variance of sequential independent normal random
variables, assuming an unknown level of initial variance. To
do this, a locally powerful test is used as a first test, and the
second test has been defined based upon cumulative sums ofχ2
values. Bhatti andWang [18] compared the power performance
of five tests to detect the variance change point of the sequence
of normal random variables when the means are unknown.
The studied tests were: the L-test based on Lehmann’s
U-statistic [19], the B-test based on the Bayesian method, the
R-test derived from the likelihood method, the C-test based
on the cusum of squares method [20], and, finally, the LM-
test based on Nyblom’s [21] and Hansen’s Lagrange multiplier
method [22]. The comparisons show that the L and R-tests
provide better detection rates when the change point is in
the first half of the observations and cusum of squares, and
the B-tests are superior when the change point falls in the
second half of the observations. Oh et al. [23] formulated
the variance change point detection problem as a pattern
classification problem and used a non-parametric and data-
adaptive approach, based on an artificial neural network, to
pinpoint the variance change point. Zhao et al. [24] proposed
a ratio test to detect the variance change point in the linear
process with a long memory. It should be noted that the
literature on variance change point detection is not limited to
the mentioned studies, and for more information, please refer
to Zhao et al. [24] and references therein.
In this paper, amaximum likelihood estimator of the process
change point is derived, assuming a monotonic change type.
The assumed change type is said to be isotonic when the
change type is non-decreasing and antitonic when the change
type is non-increasing. Then, using Monte Carlo simulation,the performances and the confidence sets of the proposed
estimator are evaluated and compared to those suggested
by Samuel et al. [4] and Noorossana and Heydari [13]. In
the conducted simulation study, ranges of potential isotonic
change, including simple step, linear trend, and multiple step
changes with different change magnitudes, are considered.
Section 2 presents themaximum likelihood estimator for the
change point of normal process variance. In Section 3, a case
study is presented to illustrate how the simple step, linear trend
and monotonic change estimators estimate the change point of
a normal quality characteristic when a S-control chart signals
an out-of-control state. The performances and confidence sets
of the proposed estimator for four types of isotonic change are
evaluated and compared to other estimators in Section 4. Our
concluding remarks are provided in the final section.
2. The proposed maximum likelihood estimator
In this section, we consider a statistical model for process
variance behavior, where the change in variance can be
described as belonging to a family of isotonic change types. We
assume that the process is initially in-control with independent
observations coming from a normal distribution with a known
mean µ0 and a known variance σ 20 . Standard deviation control
or S-control charts are used to monitor process dispersion.
However, we assume that after an unknown point in time τ
(known as a change point), the process variance changes from
its in-control state of σ 20 to an unknown out-of-control state,
and the behavior of σ 2 can be described as follows:
σ 2τ+1 > σ
2
0 and σ
2
i+1 ≥ σ 2i for i = τ + 1, . . . , T − 1. (1)
Subgroup ST is the first subgroup signaling a true out-of-control
condition. Thus, S1, S2, . . . , Sτ are the standard deviations
of subgroups coming from the in-control process, and the
process variance, σ 2i , i = 1, . . . , τ , takes its known value, σ 20 ,
during this period. Sτ+1, Sτ+2, . . . , ST are standard deviations of
subgroups collected from the changed process with unknown
variance σ 2i , i = τ + 1, . . . , T . The process behavior is depicted
in Figure 1.
In the assumed change model, parameters τ and σ 2i , i =
τ + 1, . . . , T are unknown. The index, τ , represents the last
subgroup taken from the in-control process, and σ 2i , i = τ +
1, . . . , T are assumed to come from the out-of-control process
or when the process variance has changed. In the following
notations, τˆ is used to represent the MLE of the proposed
change point estimator. Considering the described model and
assuming that the first change point takes place after time τ ,
the likelihood function is given as:
L

τ , σ2T−τ |XT, µ0, σ 20

=
τ
i=1
n
j=1
1
2πσ 20
exp

− (Xij − µ0)
2
2σ 20

×
T
i=τ+1
n
j=1
1
2πσ 2i
exp

− (Xij − µ0)
2
2σ 2i

, (2)
where Xij is the jth observation in subgroup i, n is the number
of observations in each subgroup, XT denotes the observation
vector at time T and σ2T−τ = (σ 2τ+1, σ 2τ+2, . . . , σ 2T ) denotes
the vector of unknown variance values after time τ when the
process is in the out-of-control state.
The value of τ that maximizes the likelihood function in
Eq. (2), or equivalently its logarithm is themaximum likelihood
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estimator of τ . The reduced form of the natural logarithm of
Eq. (2) is as follows:
ln L

τ , σ2T−τ |XT, µ0, σ 20

= K +
T
i=τ+1
n
j=1
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2
2σ 20

−
T
i=τ+1
n
j=1
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Xij − µ0
2
2σ 2i

− n
2
T
i=τ+1
ln

σ 2i
σ 20

, (3)
where K in Eq. (3) is a constant and can be eliminated from
the expression. Since the values of τ and σ2T−τ are unknown,
they should be estimated using XT. To do this, for each possible
change point value (t = 0, 1, . . . , T − 1), an estimate of σ2T−τ
in terms of t and XT (denoted by σˆ
2
T−τ ) is obtained. Then, the
values of σˆ2T−τ and t which maximize Eq. (3) are considered as
maximum likelihood estimators for σ2T−τ and τ , respectively.
Thus, the final expression for the MLE can be written as:
τˆ = arg max
0≤t<T

T
i=t+1
n
j=1

Xij − µ0
2
2σ 20

−
T
i=t+1
n
j=1

Xij − µ0
2
2σˆ 2i

− n
2
T
i=t+1
ln

σˆ 2i
σ 20

, (4)
where τˆ is the MLE for the last subgroup coming from the in-
control process. According to Eq. (4), in order to determine τˆ ,
one needs to estimate σˆ2T−t for each t value. Hence, an estimate
for the unknown values of σˆ2T−t for each value of t should be
obtained and compared to the results from Eq. (4) for all values
of t in order to estimate the change point. To do this, for each
possible change point t , the log-likelihood function in Eq. (3) is
maximized, or equivalently the following model is minimized
using the fact that the change type is isotonic:
Minimize
σ2T−t

T
i=t+1
n
j=1

Xij − µ0
2
2σ 2i

+ n
2
T
i=t+1
ln

σ 2i
σ 20

,
subject to:
σ 2t+1 > σ
2
0 , σ
2
i+1 ≥ σ 2i
for i = t + 1, . . . , T − 1, (5)
where σ 2i , for i = t + 1, . . . , T as decision variables, are the
elements of vector σ2T−t . It can be proved that the optimization
model in Eq. (5) is a separable convex function subject to
a chain constraint, which is a special case of a nonlinear
convex programming model with linear constraints. Therefore,
the model can be solved using nonlinear convex optimization
methods, such as the reduced gradient method proposed byWolf or a Generalized Reduced Gradient (GRG) [25]. However,
Ahuja and Orlin [26] proposed the following generalized
isotonic regression problem:
Minimize

j∈N
Cj(xj),
s.t.
l ≤ x1 ≤ x2 ≤ · · · ≤ xn ≤ u, (6)
where Cj(xj) is a convex function of xj for each j ∈ N ={1, 2, . . . , n}, and l and u are the lower and upper bounds. Ahuja
and Orlin [26] developed a fast scaling algorithm and a Pooled
Adjacent Violators (PAV) based algorithm to solve the model
defined in Eq. (6). In this paper, we use their developed PAV as
a well known and efficient method to solve the optimization
model in Eq. (5). Note that themodel in Eq. (5) should be solved
T times for possible change points, 0 ≤ t ≤ T − 1. For more
information about isotonic regression, the PAV algorithm and
other computational algorithms refer to [27–29].
3. Case study
In the autobody manufacturing process, body fit character-
istics, such as gap and flush, have a great influence on customer
perception of quality. Wind noise, water leaks and hard door
closing are possible outcomes of poor quality control on body
gaps and flushes. These problems not only affect overall quality
image, but also increase rework and returns, and have a huge
negative impact on revenues and profitability. In these situa-
tions, control charts can be applied successfully to monitor and
control body gaps and flushes. In our case study, data related to
the distance between the trunk lid and rear side of a car man-
ufactured in a plant in Iran are considered. In phase I, historical
data showed that the underlying variable quality characteristic
follows a normal distribution withmean 3.5 and standard devi-
ation 0.3. In phase II, the X¯ − S charts are used to monitor pro-
cess mean and dispersion. To do this, samples with size 15 are
measured andplotted on control charts until the S-chart detects
a shift in process dispersion in the 25th sample (see Figure 2).
The estimated mean and standard deviation of these samples,
as well as the values of log likelihoods for the proposed simple
step and linear trend change point estimators, are presented in
Table 1.
As seen, in the proposed model, the log likelihood function
is maximized in the 11th sample, while simple step and linear
trend change point estimators show the 21st and 20th samples
as those coming from a changed process. The provided result
can easily be visually verified, comparing the pattern of changes
before and after the 11th sample, especially the non-random
nature of the plotted points in X¯ and S charts after the 11th
sample (see Figure 2).
In the next section, we conduct a Monte Carlo simulation
study to compare the performance of the proposed estima-
tor with a simple step change estimator proposed by Samuel
et al. [4] and the linear trend estimator proposed byNoorossana
and Heydari [13]. Besides, to make a comprehensive compar-
ison, we use the same approach applied by Perry et al. [12]
to estimate the confidence sets of these estimators and plot
their surfaces when the variance of a normal process experi-
ences a single step change, a linear trend and multiple-point
step changes.
4. Comparison of change point estimators
In this section, Monte Carlo simulation is used to compute
and compare the bias as an accuracy performance, aswell as the
888 R. Noorossana, M. Heydari / Scientia Iranica, Transactions E: Industrial Engineering 19 (2012) 885–894Figure 2: (a) Position of measured gap between the trunk lid and rear side on automobile’s body. (b) Corresponding X¯ − S control chart.Table 1: Computed values of log-likelihood functions and estimated change points using the proposed estimator, simple step, and linear trend change point
estimators for recorded distances between trunk lid and rear side.
Sample
num.
Sample mean
(X¯)
Sample STD (S) Possibile change point
(t)
Log-likelihood values of
the proposed estimator
Log-likelihood values of
the simple step
estimator
Log-likelihood
values of the linear
trend estimator
1 3.4982 0.2878 0 2.759 −0.19442 1.4572
2 3.5412 0.2689 1 2.7542 −0.04604 1.516
3 3.4859 0.2862 2 2.74 0.16078 1.5749
4 3.3963 0.2974 3 2.7344 0.30133 1.6315
5 3.5451 0.2358 4 2.7494 0.32003 1.6877
6 3.3637 0.2819 5 2.7158 0.61165 1.7494
7 3.6061 0.2831 6 2.7306 0.64018 1.8032
8 3.3996 0.2997 7 2.739 0.71406 1.8623
9 3.5066 0.2627 8 2.7632 0.74015 1.9253
10 3.5980 0.3096 9 2.7399 0.95024 1.9964
11 3.5369 0.2454 10 2.7835 0.9529 2.0644
12 3.5398 0.1662 11 2.7448 1.1971 2.146
13 3.5236 0.2871 12 2.6553 1.5666 2.2238
14 3.6201 0.3258 13 2.6507 1.6867 2.2776
15 3.4713 0.2102 14 2.7644 1.6525 2.3297
16 3.4567 0.2513 15 2.6503 1.9313 2.4077
17 3.4206 0.3369 16 2.6137 2.1222 2.4633
18 3.5354 0.2677 17 2.6517 2.1246 2.4969
19 3.3973 0.2405 18 2.6332 2.2998 2.5566
20 3.4110 0.3487 19 2.6061 2.4904 2.5975
21 3.4936 0.3801 20 2.5783 2.4994 2.5704
22 3.5058 0.4059 21 2.5233 2.4724 2.5141
23 3.2912 0.3559 22 2.4133 2.3799 2.4097
24 3.6881 0.4369 23 2.2603 2.255 2.2477
25 3.4675 0.5184 24 1.7533 1.7533 1.7533
X¯ chart S chart
UCL = 3.73 UCL = 0.46
LCL = 3.27 LCL = 0.13variability about τ , as the precision performance of the change
point estimators suggested by Samuel et al. [4] (denoted by τˆSC )
and Noorossana and Heydari [13] (denoted by τˆLT ), with the
proposed estimator (denoted by τˆ ) following a genuine signal
from a S-control chart. Moreover, the confidence sets of these
estimators are also estimated and their surfaces are plotted.
The performance evaluation results are limited here to three
distinct types of non-decreasing change, namely:
1. A simple step change,
2. A linear trend,
3. Multiple step changes.
In the following subsections, we describe each of these models
in more detail.4.1. False alarm handling
In a simulation study, we may face false alarms, which must
be logically treated and managed in order to avoid misleading
results. When τ > 0 and a control chart generates a signal at
subgroup T , where T ≤ τ , we say a false alarm has occurred,
because this signal is generated before a change in the process
has actually taken place.Whenever a false alarm is encountered
in simulation, similar to real world situations, this signal should
be ignored and process monitoring should be continued. This is
the same approach taken by Perry et al. [15] and others.
4.2. Performance comparison in the presence of simple step change
Monte Carlo simulation is used to compare the accuracy and
precision performances of the proposed MLEs for simple step
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out-of-control signal and the change type is simple step with n = 10, τ = 30 and N = 100,000 runs.
δ ARL ¯ˆτ ¯ˆτ SC ¯ˆτ LT MSE( ¯ˆτ ) MSE( ¯ˆτ SC ) MSE( ¯ˆτ LT )
1.1 146.38 59.85 88.80 90.61 897.44 3458.10 3673.90
1.2 75.59 34.46 43.44 33.27 20.32 180.70 10.71
1.4 27.44 27.09 32.48 24.91 8.50 6.17 25.87
1.7 10.17 24.17 30.45 27.49 33.99 0.20 6.29
2 5.42 22.19 30.00 28.67 60.96 0.00 1.76
2.5 2.86 20.89 29.79 29.27 83.08 0.04 0.54
3 2.00 20.31 29.75 29.44 93.98 0.06 0.31Table 3: Simulation results for the precision performances of τˆ , τˆSC (shown in parenthesis) and τ¯LT [shown in
brackets] when a S-control chart shows an out-of-control signal and the change type is a simple step change
with n = 10, τ1 = 30 and N = 100,000 runs.
δ 1.1 1.2 1.4 1.7 2 2.5 3
Pˆ(|τˆ − τ | = 0)
0.04 0.06 0.14 0.16 0.11 0.04 0.02
(0.02) (0.06) (0.17) (0.33) (0.47) (0.62) (0.72)
[0.01] [0.03] [0.08] [0.22] [0.37] [0.55] [0.66]
Pˆ(|τˆ − τ | ≤ 1)
0.08 0.15 0.28 0.30 0.24 0.12 0.08
(0.05) (0.14) (0.33) (0.57) (0.72) (0.84) (0.90)
[0.02] [0.06] [0.18] [0.41] [0.61] [0.79] [0.87]
Pˆ(|τˆ − τ | ≤ 2)
0.13 0.22 0.38 0.40 0.32 0.20 0.16
(0.08) (0.20) (0.44) (0.70) (0.83) (0.92) (0.95)
[0.04] [0.09] [0.25] [0.54] [0.73] [0.88] [0.93]
Pˆ(|τˆ − τ | ≤ 3)
0.16 0.30 0.48 0.48 0.39 0.29 0.24
(0.10) (0.25) (0.53) (0.78) (0.89) (0.95) (0.97)
[0.05] [0.11] [0.31] [0.62] [0.81] [0.92] [0.96]
Pˆ(|τˆ − τ | ≤ 4)
0.19 0.35 0.54 0.55 0.46 0.37 0.33
(0.12) (0.30) (0.60) (0.84) (0.93) (0.97) (0.98)
[0.06] [0.14] [0.37] [0.69] [0.86] [0.95] [0.97]
Pˆ(|τˆ − τ | ≤ 5)
0.21 0.38 0.59 0.61 0.53 0.45 0.41
(0.14) (0.34) (0.65) (0.88) (0.95) (0.97) (0.98)
[0.07] [0.16] [0.42] [0.75] [0.90] [0.96] [0.98]
Pˆ(|τˆ − τ | ≤ 10)
0.35 0.56 0.77 0.79 0.73 0.69 0.67
(0.22) (0.49) (0.82) (0.96) (0.98) (0.99) (0.99)
[0.12] [0.26] [0.60] [0.89] [0.96] [0.99] [0.99](τˆSC ), linear trend (τˆLT ), and isotonic change (τˆ ) types, when a
variance in the normal process experiences a shift. In practice,
change in variance can be experienced due to the inconsistent
quality of input variables or a variation in process variables. In
our study, it is assumed that when a change in variance occurs,
the process remains at the new level till a corrective action is
taken. For instance, a change in operator proficiency (changing
operator), rawmaterials, or tool breakdown can cause a shift in
the variance of the process.
In the simulation study, the change in variance was induced
at τ = 30. Independent observations were simulated from a
normal distributionwith knownmean,µ0 = 100, and variance,
σ 20 = 16, for subgroups, i = 1, 2, . . . , 30. After subgroup
30, process variance was shifted to σ 2i = δσ 20 and remained
there until a signal was generated by the S chart. Then, using
the proposed estimators and for a given value of T , the change
points τˆSC , τˆLT and τˆ are estimated and recorded. This procedure
is repeated a total of 100,000 times for different shift size and
subgroup size, n = 10. The average of the estimators (denoted
by ¯ˆτ SC , ¯ˆτ LT and ¯ˆτ ) along with their mean square errors denoted
by MSE( ¯ˆτ SC ), MSE( ¯ˆτ LT ) and MSE( ¯ˆτ ) were calculated. Simulation
results are presented in Table 2.
As we can see from Table 2, the proposed estimator, τˆ ,
provides a more accurate estimate of the true process change
point, τ , for small shifts in variance, and relatively better
accuracy for small or moderate shifts in variance. However, theproposed estimator tends to underestimate the true process
change point when large step changes are introduced to the
process.
It seems that in the presence of a simple step change, τˆSC
estimates the true change point of the process with a higher
accuracy, especially for large magnitudes of change. However,
this estimator assumes that the exact change type is always
known, whereas the proposed estimator does not require
this assumption. The only assumption required is that the
change type should belong to a family of monotonic changes.
Similar Monte Carlo simulations are conducted to estimate
the precision performance of the three mentioned estimators.
In the precision performance study, the probability that the
estimate of the change point will fall within a certain interval of
the true change point is calculated. The estimated probability is
calculated based on the proportion of the runswhich fall within
a specified tolerance from the true change point. Precision
performance results for the estimators for subgroups of size
n = 10 are presented in Table 3.
The results indicate that for small shifts in the variance of
the normal process, the precision performance of the proposed
estimator is higher than that of the other two. But, as the
magnitude of change increases, the precision of the simple step
change estimator begins to dominate. Additional simulation
studies (not reported here) show that the same relative
performances are obtained regardless of the value of τ , σ 20 , δ
and subgroup size. Analysis of these results reveals that the
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probability for three studied estimators in the presence of simple step changes
with n = 10, τ = 30 and δ = 1.1, 1.2, 1.4, 1.7, 2, 3 and D = 0.1, . . . , 1.5.
value of simulated change point τ has no effect on the results.
However, as the value of δ increases, the accuracy and precision
performance of τˆSC and τˆLT begins to improve, whereas the
proposed estimator provides high performancewhen δ is small.
Moreover, accuracy and precision performances of τˆSC , for all
values of δ, increase when the subgroup size increases, while
for small values of δ, the performance of the proposed estimator
and for large values of δ, τˆLT begins to improve. For other values
of δ, the performance of these two estimators begins to worsen.
For instance, when n = 20 and δ = 1.2, the accuracy
performance of τˆSC , the proposed estimator τˆ and τˆLT are 35.31,
29.02 and 22.89, respectively.
Besides, the estimated confidence sets and their surfaces for
these estimators (shown in Figure 3) reveal that the proposed
estimator provides confidence sets with higher expected
cardinality and corresponding probability of coverage for all
reference values D, and change magnitudes δ, except for D =
0.1 and δ = 1.2 and 1.4, whose linear trend estimator
provides confidence setswith higher cardinality andprobability
of coverage. As seen, in the proposed estimator, for reference
values, D ≥ 0.9, the expected cardinality of confidence sets and
their probability of coverage for all values of δ are greater than
0.9, while for all values of D and δ, simple step and linear trend
change point estimators have probability coverage less than
0.8 and 0.9, respectively. It should be noted that an estimated
confidence set for assumed D and δ values is a window
consisting of possible change points whose log-likelihoods fall
within the log-likelihood of the estimated change point (τˆ )
mines assumed reference value, D. The number of included
points in the confidence set is said to be its cardinality. The
probability of the coverage is also estimated as a fraction of
the cardinality of the confidence set to the number of samples
taken until seeing an out-of-control signal (T ). In real world
applications, the provided estimations about the confidence
set and its probability of coverage can help process engineers
to enhance their search area for special cause(s), and, as a
result, effective reductions in the time and cost of root cause
identification and correction activities can be expected. For
more details about the confidence set and related subjects refer
to Perry et al. [12].
Based on the simulation study, it could be concluded that
when the variance of a normal process experiences a simple
step change with relatively large magnitude, as one expects,
estimator τˆSC will lead to precise and accurate estimation of
the true change point. However, the estimated confidence setsrevealed that the proposed estimator provides confidence sets
with higher cardinality and probability of coverage for almost
all values of changes and reference values. Besides, as stated
before, in real world applications, the type of change may not
be known a priori. Therefore, in these situations, the proposed
estimator can be used as a reasonable alternative. In general,
the proposed estimator shows reasonable overall performance
in estimating the change point, τ .
4.3. Performance comparison in the presence of linear trend
change
Monte Carlo simulation is again used here to evaluate the
performance of the proposed estimator in the presence of a
linear trend. In practice, this type of change could appear when
an input factor changes linearly with slope parameter β . For
instance, friction and the wearing of drilling tools can cause
linear trend changes. In our simulation study, the change point
is considered to appear at time τ = 30, and independent
samples of sizen = 10 are generated fromanormal distribution
with known mean µ0 = 100, and variance σ 20 = 16.
Following subgroup 30, observations are generated from a
normal distribution with mean µ0 = 100 and variance σ 2i , i >
30 until the S-control chart generates a signal at time T . Since
the change in process variance is assumed to be linear, the
following expression can be used to model change behavior
effectively:
σ 2i = σ 20 + β(i− 30) for i = 31, . . . , T , β > 0, (7)
where β is the slope of the linear trend and simulation runs are
repeated 100,000 times for different values of β . Hence, based
on simulation results for each value of β , the average of the
estimated change point, as an accuracy measure for the three
aforementioned estimators ( ¯ˆτ , ¯ˆτ SC and ¯ˆτ LT ), are calculated,
along with their corresponding mean square errors. Simulation
results are presented in Table 4.
The results in Table 4 reveal the superior accuracy perfor-
mance of the proposed estimator for small to moderate shifts
in the slope value compared to the other two estimators. How-
ever, the linear trend estimator suggested by Noorossana and
Heydari [13], which has been specifically designed to detect
changes of linear type in the process variance, shows better per-
formance for larger shifts in the slope of the linear trend. As
stated for the simple step change, such models assume that the
change type is known a priori, which is hard to hold assumption
in practice.
The precision performances of the estimators are also
investigated when a change in variance takes place according
to a linear trend. Similar to the simulation study for the step
change, we let a change in variance take place at time τ =
30, and used 100,000 simulation runs to evaluate precision
performances for the three estimators, ¯ˆτ , ¯ˆτ SC and ¯ˆτ LT in terms
of the proportion of results that fall within a specific tolerance
from the true change point. The precision results for the
estimators are shown in Table 5.
The results in this table are similar to results presented
in Table 4. In general, the proposed estimator has superior
performance for small to moderate changes in the slope
parameter, β , and acceptable performance for large shifts in the
slope parameter. The estimated confidence set in the presence
of linear trend change is also shown in Figure 4. As we can
see, for small values of D (D = 0.1, 0.2) and β (β = 0.05,
0.25), the linear trend estimator provides confidence sets
with higher cardinality and probability of coverage, while the
proposed estimator outperforms the simple step and linear
trend estimators for other values of D and β .
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out-of-control signal and the change type is linear with n = 10, τ = 30 and N = 100,000 runs.
β ARL ¯ˆτ ¯ˆτ SC ¯ˆτ LT MSE( ¯ˆτ ) MSE( ¯ˆτ SC ) MSE( ¯ˆτ LT )
0.05 80.16 58.06 72.86 59.73 789.10 1836.70 884.16
0.25 32.03 36.43 44.44 38.35 41.44 208.49 69.71
0.5 20.88 31.52 38.70 34.76 2.32 75.63 22.66
1 13.47 27.62 35.07 32.67 5.68 25.69 7.14
1.5 10.40 25.64 33.62 31.83 18.98 13.10 3.35
2 8.63 24.45 32.81 31.36 30.86 7.88 1.84
3 6.66 22.95 31.93 30.85 49.67 3.71 0.73Table 5: Simulation results for the precision performances of τˆ , τˆSC (shown in parenthesis) and τ¯LT [shown
in brackets] when a S-control chart shows an out-of-control signal and the change type is linear trend with
n = 10, τ = 30 and N = 100,000 runs.
β1 0.05 0.25 0.5 1 1.5 2 3
Pˆ(|τˆ − τ | = 0)
0.01 0.02 0.04 0.06 0.07 0.08 0.07
(0.01) (0.01) (0.02) (0.04) (0.05) (0.07) (0.10)
[0.01] [0.03] [0.04] [0.06] [0.08] [0.10] [0.14]
Pˆ(|τˆ − τ | ≤ 1)
0.02 0.07 0.11 0.18 0.22 0.23 0.22
(0.02) (0.04) (0.06) (0.11) (0.16) (0.20) (0.29)
[0.03] [0.08] [0.12] [0.19] [0.24] [0.29] [0.38]
Pˆ(|τˆ − τ | ≤ 2)
0.05 0.12 0.18 0.29 0.34 0.36 0.35
(0.03) (0.06) (0.11) (0.19) (0.27) (0.35) (0.49)
[0.05] [0.13] [0.19] [0.29] [0.38] [0.45] [0.58]
Pˆ(|τˆ − τ | ≤ 3)
0.07 0.17 0.26 0.40 0.46 0.46 0.45
(0.03) (0.09) (0.15) (0.28) (0.40) (0.50) (0.67)
[0.06] [0.17] [0.26] [0.40] [0.50] [0.59] [0.73]
Pˆ(|τˆ − τ | ≤ 4)
0.08 0.21 0.33 0.49 0.55 0.55 0.52
(0.04) (0.12) (0.21) (0.38) (0.52) (0.64) (0.80)
[0.08] [0.22] [0.33] [0.49] [0.61] [0.71] [0.83]
Pˆ(|τˆ − τ | ≤ 5)
0.10 0.25 0.40 0.57 0.63 0.62 0.58
(0.05) (0.15) (0.26) (0.47) (0.64) (0.76) (0.89)
[0.10] [0.26] [0.39] [0.57] [0.71] [0.80] [0.90]
Pˆ(|τˆ − τ | ≤ 10)
0.19 0.48 0.69 0.81 0.79 0.77 0.74
(0.10) (0.32) (0.56) (0.85) (0.95) (0.97) (0.98)
[0.18] [0.46] [0.66] [0.87] [0.95] [0.97] [0.98]Figure 4: Estimated cardinality of confidence set and corresponding coverage
probability for three studied estimators in the presence of linear changes with
n = 10, τ = 30, β = 0.05, 0.25, 0.5, 1, 1.5, 2, 3 and D = 0.1, . . . , 1.5.
4.4. Performances comparison in the presence of multiple step
change
The performance of the proposed estimator in the presence
of multiple step changes is investigated here. This type of
change allows the process variance to change at several
unknown points in time. The main assumption here, again, is
the isotonic nature of the change in the process variance. The
multiple step change includes step shift, linear and nonlineartrends, and exponential and logmodels in addition to an infinite
number of other forms of isotonic function.
To make a comprehensive comparison, the simulation
study is conducted using two simulation models. In the first
simulation model, two-step changes are allowed to take place
at times τ1 = 30 and τ2 = 40. Independent samples of
size n = 10 are generated from a normal distribution with
mean µ0 = 100 and variance σ 20 = 16 for subgroups i =
1, 2, . . . , 30. From subgroups i = 31, . . . , 40, the first step
change occurs, assuming observations come from a normal
distribution with the same mean but a larger variance, σ 21 =
δ1 × σ 20 . Following subgroup 40, process variance experiences
another shock, shifting the variance to σ 22 = δ2 × σ 20 , where
δ2 > δ1, while the process mean remains unchanged at µ0 =
100. The process operates at this condition until a signal is
generated at time T by the S-control chart. The simulation runs
are repeated 100,000 times for different values of δ1 and δ2.
Then, the average estimate of the change point used for each
estimator is used as a measure of accuracy performance. For
the three estimators, ¯ˆτ , ¯ˆτ SC and ¯ˆτ LT , their corresponding mean
square errors are also calculated. The results of this simulation
study are shown in Table 6.
The results in Table 6 indicate that the proposed estimator
provides more accurate estimates for the change points in
comparison to the simple step change and linear trend
estimators. The superiority of the isotonic change estimator can
be seen for different values of δ1 and δ2. The results indicate
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out-of-control signal and the change type is a two-step changewith n = 10, τ1 = 30, τ2 = 40 andN = 100,000
runs.
δ1 δ2 ARL ¯ˆτ ¯ˆτ SC ¯ˆτ LT MSE( ¯ˆτ ) MSE( ¯ˆτ SC ) MSE( ¯ˆτ LT )
1.10 1.15 114.36 47.72 60.64 51.51 315.20 938.75 462.54
1.10 1.20 85.75 39.66 49.24 36.80 93.92 370.06 46.19
1.10 1.40 37.50 34.01 40.14 30.95 16.19 102.76 0.91
1.10 1.60 23.45 32.55 39.15 34.17 6.63 83.63 17.38
1.10 1.80 18.02 31.25 38.96 36.04 1.67 80.34 36.48
1.10 2.00 15.46 29.76 38.92 37.09 0.19 79.49 50.24
1.20 1.40 37.53 31.90 37.56 27.89 3.76 57.10 4.47
1.20 1.60 23.57 30.59 37.11 31.53 0.40 50.56 2.35
1.20 1.80 17.95 29.96 37.28 33.73 0.06 52.96 13.92
1.20 2.00 15.41 28.77 37.44 35.05 1.58 55.37 25.49Table 7: Simulation results for the precision performances of τˆ , τˆSC (shown in parenthesis) and τ¯LT [shown in brackets] when a
S-control chart shows an out-of-control signal and the change type is a two-step change with n = 10, τ1 = 30, τ2 = 40 and
N = 100,000 runs.
δ1 1.10 1.10 1.10 1.10 1.10 1.10 1.20 1.20 1.20 1.20
δ2 1.15 1.20 1.40 1.60 1.80 2.00 1.40 1.60 1.80 2.00
Pˆ(|τˆ − τ | = 0)
0.03 0.03 0.03 0.04 0.03 0.03 0.07 0.06 0.06 0.06
(0.02) (0.02) (0.02) (0.02) (0.01) (0.01) (0.05) (0.04) (0.04) (0.03)
[0.00] [0.01] [0.02] [0.03] [0.02] [0.02] [0.02] [0.04] [0.04] [0.03]
Pˆ(|τˆ − τ | ≤ 1)
0.07 0.08 0.09 0.10 0.10 0.11 0.17 0.17 0.14 0.16
(0.05) (0.06) (0.06) (0.05) (0.03) (0.03) (0.12) (0.10) (0.09) (0.08)
[0.01] [0.02] [0.07] [0.08] [0.07] [0.05] [0.07] [0.10] [0.10] [0.09]
Pˆ(|τˆ − τ | ≤ 2)
0.10 0.13 0.16 0.15 0.16 0.17 0.24 0.25 0.23 0.23
(0.08) (0.09) (0.09) (0.07) (0.05) (0.05) (0.18) (0.15) (0.13) (0.11)
[0.02] [0.04] [0.11] [0.13] [0.11] [0.08] [0.12] [0.16] [0.16] [0.14]
Pˆ(|τˆ − τ | ≤ 3)
0.14 0.19 0.22 0.20 0.21 0.23 0.30 0.31 0.31 0.30
(0.10) (0.12) (0.12) (0.09) (0.07) (0.06) (0.23) (0.20) (0.17) (0.15)
[0.03] [0.05] [0.15] [0.17] [0.15] [0.11] [0.16] [0.22] [0.22] [0.19]
Pˆ(|τˆ − τ | ≤ 4)
0.17 0.22 0.27 0.25 0.27 0.29 0.37 0.38 0.37 0.38
{0.13} {0.15} {0.15} {0.12} {0.10} {0.08} {0.28} {0.24} {0.20} {0.18}
[0.04] [0.07] [0.19] [0.22] [0.19] [0.15] [0.20] [0.27] [0.27] [0.24]
Pˆ(|τˆ − τ | ≤ 5)
0.020 0.26 0.31 0.31 0.34 0.37 0.42 0.45 0.44 0.46
(0.15) (0.18) (0.18) (0.15) (0.12) (0.10) (0.32) (0.28) (0.24) (0.21)
[0.05] [0.09] [0.22] [0.27] [0.23] [0.19] [0.24] [0.33] [0.33] [0.29]
Pˆ(|τˆ−τ | ≤ 10)
0.36 0.47 0.63 0.53 0.75 0.79 0.69 0.78 0.78 0.79
(0.26) (0.33) (0.48) (0.57) (0.63) (0.69) (0.58) (0.65) (0.70) (0.74)
[0.11] [0.18] [0.48] [0.66] [0.75] [0.80] [0.46] [0.66] [0.76] [0.81]that the linear trend estimator also provides relatively good
estimates. Finally, the estimated precision performances of
the three estimators in the presence of two-step changes are
presented in Table 7.
Results in Table 7 indicate that the proposed estimator, τˆ ,
has a superior precision performance compared to the two
estimators, τˆSC and τˆLT . In the second simulationmodel, a three-
step change was considered and similar results were obtained.
Results for this type of change are shown in Tables 8 and
9. The three change points, τ1, τ2 and τ3, were considered at
times 30, 35 and 40, respectively. Again, results reveal that
the proposed estimator outperforms the two estimators, τˆSC
and τˆLT , especially when the magnitude of the initial change is
small. Moreover, additional simulation studies are conducted
and the same relative performances are obtained, regardless of
the values of τ , σ 20 , δ and n.
Beside the superiority of the proposed estimator in terms of
accuracy and precision performances in the presence of two-
and three-step changes, the estimations of the confidence sets
for the three mentioned estimators (Figures 5 and 6) show that
except for small values of D (D = 0.1) and δ (δ1 = 1.1, δ2 =
1.15) for simulated two-step, and δ (δ1 = 1.1, δ2 = 1.2, δ3 =
1.3) for simulated three-step changes, the proposed estimator
provides superior estimations.Figure 5: Estimated cardinality of confidence set and corresponding coverage
probability for three studied estimators, when the change type is a two-
step change, with n = 10, τ1 = 30, τ2 = 40, δ1 = 1.1, δ2 = 1.15,
1.2, 1.4, 1.6, 1.8, 2, 2.5, 3 and D = 0.1, . . . , 1.5.
5. Conclusion
One of the greatest difficulties in the use of control charts
is the effective identification of the source of disturbance. The
main reason is that the signal time by the control chart is
usually different from the change point, where the disturbance
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out-of-control signal and the change type is a three-step change with n = 10, τ1 = 30, τ2 = 35, τ3 = 40 and
N = 100,000 runs.
δ1 δ2 δ3 ARL ¯ˆτ ¯ˆτ SC ¯ˆτ LT MSE( ¯ˆτ ) MSE( ¯ˆτ SC ) MSE( ¯ˆτ LT )
1.1 1.2 1.3 53.67 33.77 40.48 28.60 14.28 109.78 1.96
1.1 1.2 1.4 37.52 33.09 38.90 29.43 9.59 79.13 0.32
1.1 1.2 1.6 23.53 31.36 38.13 32.78 1.89 66.14 7.75
1.1 1.2 1.8 18.02 30.59 38.11 34.95 0.41 65.74 24.53
1.1 1.2 2.0 15.41 29.48 38.14 36.03 0.33 66.27 36.34
1.2 1.3 1.4 37.63 31.15 36.39 26.45 1.38 40.84 12.57
1.2 1.3 1.6 23.52 30.61 36.23 30.30 0.42 38.82 0.09
1.2 1.3 1.8 18.01 29.29 36.41 32.60 0.56 41.06 6.77
1.2 1.3 2.0 15.43 28.87 36.67 33.99 1.33 44.54 15.90Table 9: Simulation results for the precision performances of τˆ , τˆSC (shown in parenthesis) and τ¯LT [shown in brackets] when a S-
control chart shows an out-of-control signal and the change type is a three-step changewith n = 10, τ1 = 30, τ2 = 35, τ3 = 40
and N = 100,000 runs.
δ1 1.1 1.1 1.1 1.1 1.1 1.2 1.2 1.2 1.2
δ2 1.2 1.2 1.2 1.2 1.2 1.3 1.3 1.3 1.3
δ3 1.3 1.4 1.6 1.8 2 1.4 1.6 1.8 2
Pˆ(|τˆ − τ | = 0)
0.04 0.05 0.04 0.04 0.02 0.07 0.07 0.06 0.06
(0.03) (0.03) (0.02) (0.02) (0.02) (0.06) (0.05) (0.05) (0.04)
[0.02] [0.03] [0.03] [0.03] [0.03] [0.03] [0.04] [0.05] [0.04]
Pˆ(|τˆ − τ | ≤ 1)
0.10 0.12 0.11 0.11 0.05 0.18 0.17 0.16 0.16
(0.08) (0.07) (0.06) (0.05) (0.04) (0.14) (0.12) (0.11) (0.09)
[0.05] [0.07] [0.10] [0.09] [0.07] [0.08] [0.12] [0.13] [0.12]
Pˆ(|τˆ − τ | ≤ 2)
0.18 0.19 0.18 0.17 0.09 0.26 0.26 0.25 0.25
(0.12) (0.12) (0.09) (0.08) (0.06) (0.21) (0.19) (0.16) (0.14)
[0.08] [0.12] [0.16] [0.14] [0.12] [0.13] [0.19] [0.20] [0.19]
Pˆ(|τˆ − τ | ≤ 3)
0.24 0.25 0.24 0.24 0.13 0.34 0.34 0.32 0.34
(0.17) (0.16) (0.13) (0.11) (0.09) (0.27) (0.24) (0.21) (0.19)
[0.12] [0.17] [0.22] [0.20] [0.17] [0.18] [0.26] [0.27] [0.25]
Pˆ(|τˆ − τ | ≤ 4)
0.30 0.30 0.32 0.30 0.18 0.41 0.40 0.41 0.41
(0.21) (0.20) (0.17) (0.14) (0.12) (0.33) (0.30) (0.26) (0.23)
[0.15] [0.22] [0.28] [0.26] [0.22] [0.22] [0.32] [0.34] [0.31]
Pˆ(|τˆ − τ | ≤ 5)
0.36 0.37 0.40 0.37 0.21 0.48 0.48 0.49 0.50
(0.27) (0.26) (0.22) (0.19) (0.16) (0.39) (0.36) (0.32) (0.29)
[0.18] [0.26] [0.33] [0.32] [0.27] [0.26] [0.38] [0.40] [0.38]
Pˆ(|τˆ − τ | ≤ 10)
0.62 0.67 0.76 0.77 0.72 0.73 0.77 0.80 0.80
(0.49) (0.55) (0.63) (0.68) (0.73) (0.64) (0.70) (0.75) (0.78)
[0.34] [0.48] [0.68] [0.77] [0.81] [0.47] [0.68] [0.78] [0.83]Figure 6: Estimated cardinality of confidence set and corresponding coverage
probability for three studied estimators, when the change type is a three-step
change, with n = 10, τ1 = 30, τ2 = 35, τ3 = 40, δ1 = 1, δ2 = 1.2,
δ3 = 1.3, 1.4, 1.6, 1.8, 2 and D = 0.1, . . . , 1.5.
first manifests itself into the process. In recent years, different
estimators have been introduced to estimate the change point
of a process parameter, assuming different change types.
In this paper, a maximum likelihood estimator was devel-
oped to identify the change point of a process variance whenthe type of change belongs to a family of the monotonic change
type. Simulation studies reveal that the proposed estimator
has satisfactory performance in terms of accuracy and preci-
sion. The proposed estimator also provides confidence setswith
higher cardinality and probability of coverage.
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