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Abstract— Reinforcement Learning (RL) has emerged as
an efficient method of choice for solving complex sequential
decision making problems in automatic control, computer
science, economics, and biology. In this paper we present
a model-free RL algorithm to synthesize control policies
that maximize the probability of satisfying high-level control
objectives given as Linear Temporal Logic (LTL) formulas.
Uncertainty is considered in the workspace properties, the
structure of the workspace, and the agent actions, giving rise to
a Probabilistically-Labeled Markov Decision Process (PL-MDP)
with unknown graph structure and stochastic behaviour, which
is even more general case than a fully unknown MDP. We first
translate the LTL specification into a Limit Deterministic Büchi
Automaton (LDBA), which is then used in an on-the-fly product
with the PL-MDP. Thereafter, we define a synchronous reward
function based on the acceptance condition of the LDBA.
Finally, we show that the RL algorithm delivers a policy that
maximizes the satisfaction probability asymptotically. We pro-
vide experimental results that showcase the efficiency of the
proposed method.
I. INTRODUCTION
The use of temporal logic has been promoted as formal
task specifications for control synthesis in Markov Decision
Processes (MDPs) due to their expressive power, as they
can handle a richer class of tasks than the classical point-
to-point navigation. Such rich specifications include safety
and liveness requirements, sequential tasks, coverage, and
temporal ordering of different objectives [1]–[5]. Control
synthesis for MDPs under Linear Temporal Logic (LTL)
specifications has also been studied in [6]–[10]. Common
in these works is that, in order to synthesize policies that
maximize the satisfaction probability, exact knowledge of
the MDP is required. Specifically, these methods construct
a product MDP by composing the MDP that captures the
underlying dynamics with a Deterministic Rabin Automaton
(DRA) that represents the LTL specification. Then, given the
product MDP, probabilistic model checking techniques are
employed to design optimal control policies [11], [12].
In this paper, we address the problem of designing optimal
control policies for MDPs with unknown stochastic behaviour
so that the generated traces satisfy a given LTL specification
with maximum probability. Unlike previous work, uncertainty
is considered both in the environment properties and in the
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agent actions, provoking a Probabilistically-Labeled MDP
(PL-MDP). This model further extend MDPs to provide a way
to consider dynamic and uncertain environments. In order
to solve this problem, we first convert the LTL formula into
a Limit Deterministic Büchi Automaton (LDBA) [13]. It is
known that this construction results in an exponential-sized
automaton for LTL\GU, and it results in nearly the same size
as a DRA for the rest of LTL. LTL\GU is a fragment of linear
temporal logic with the restriction that no until operator occurs
in the scope of an always operator. On the other hand, the
DRA that are typically employed in relevant work are doubly
exponential in the size of the original LTL formula [14].
Furthermore, a Büchi automaton is semantically simpler than
a Rabin automaton in terms of its acceptance conditions [10],
[15], which makes our algorithm much easier to implement.
Once the LDBA is generated from the given LTL property,
we construct on-the-fly a product between the PL-MDP and
the resulting LDBA and then define a synchronous reward
function based on the acceptance condition of the Büchi
automaton over the state-action pairs of the product. Using
this algorithmic reward shaping procedure, a model-free RL
algorithm is introduced, which is able to generate a policy
that returns the maximum expected reward. Finally, we show
that maximizing the expected accumulated reward entails the
maximization of the satisfaction probability.
Related work – A model-based RL algorithm to design
policies that maximize the satisfaction probability is proposed
in [16], [17]. Specifically, [16] assumes that the given MDP
model has unknown transition probabilities and builds a
Probably Approximately Correct MDP (PAC MDP), which
is composed with the DRA that expresses the LTL property.
The overall goal is to calculate the finite-horizon (T -step)
value function for each state, such that the obtained value is
within an error bound from the probability of satisfying the
given LTL property. The PAC MDP is generated via an RL-
like algorithm, then value iteration is applied to update state
values. A similar model-based solution is proposed in [18]:
this also hinges on approximating the transition probabilities,
which limits the precision of the policy generation process.
Unlike the problem that is considered in this paper, the work
in [18] is limited to policies whose traces satisfy the property
with probability one. Moreover, [16]–[18] require to learn all
transition probabilities of the MDP. As a result, they need a
significant amount of memory to store the learned model [19].
This specific issue is addressed in [20], which proposes an
actor-critic method for LTL specification that requires the
graph structure of the MDP, but not all transition probabilities.
The structure of the MDP allows for the computation of
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Accepting Maximum End Components (AMECs) in the
product MDP, while transition probabilities are generated
only when needed by a simulator. By contrast, the proposed
method does not require knowledge of the structure of the
MDP and does not rely on computing AMECs of a product
MDP. A model-free and AMEC-free RL algorithm for LTL
planning is also proposed in [21]. Nevertheless, unlike our
proposed method, all these cognate contributions rely on the
LTL-to-DRA conversion, and uncertainty is considered only
in the agent actions, but not in the workspace properties.
In [22] and [23] safety-critical settings in RL are addressed
in which the agent has to deal with a heterogeneous set
of MDPs in the context of cyber-physical systems. [24]
further employs DDL [25], a first-order multi-modal logic
for specifying and proving properties of hybrid programs.
The first use of LDBA for LTL-constrained policy synthesis
in a model-free RL setup appears in [26], [27]. Specifically,
[27] propose a hybrid neural network architecture combined
with LDBAs to handle MDPs with continuous state spaces.
The work in [26] has been taken up more recently by [28],
which has focused on model-free aspects of the algorithm and
has employed a different LDBA structure and reward, which
introduce extra states in the product MDP. The authors also
do not discuss the complexity of the automaton construction
with respect to the size of the formula, but given the fact
that resulting automaton is not a generalised Büchi, it can be
expected that the density of automaton acceptance condition
is quite low, which might result in a state-space explosion,
particularly if the LTL formula is complex. As we show in the
proof for the counter example in the Appendix-E the authors
indeed have overlooked that our algorithm is episodic, and
allows the discount factor to be equal to one. Unlike [26]–
[28], in this work we consider uncertainty in the workspace
properties by employing PL-MDPs.
Summary of contributions – First, we propose a model-
free RL algorithm to synthesize control policies for unknown
PL-MDPs which maximizes the probability of satisfying
LTL specifications. Second, we define a synchronous reward
function and we show that maximizing the accumulated
reward maximizes the satisfaction probability. Third, we
convert the LTL specification into an LDBA which, as a
result, shrinks the state-space that needs to explored compared
to relevant LTL-to-DRA-based works in finite-state MDPs.
Moreover, unlike previous works, our proposed method does
not require computation of AMECs of a product MDP, which
avoids the quadratic time complexity of such a computation
in the size of the product MDP [11], [12].
II. PROBLEM FORMULATION
Consider a robot that resides in a partitioned environment
with a finite number of states. To capture uncertainty in both
the robot motion and the workspace properties, we model the
interaction of the robot with the environment as a PL-MDP,
which is defined as follows.
Definition 2.1 (Probabilistically-Labeled MDP [9]):
A PL-MDP is a tuple M = (X , x0,A, PC ,AP, PL),
where X is a finite set of states; x0 ∈ X is the initial
state; A is a finite set of actions. With slight abuse of
notation A(x) denotes the available actions at state x ∈ X ;
PC : X × A × X → [0, 1] is the transition probability
function so that PC(x, a, x′) is the transition probability
from state x ∈ X to state x′ ∈ X via control action a ∈ A
and
∑
x′∈S PC(x, a, x
′) = 1, for all a ∈ A(x); AP is a set
of atomic propositions; and PL : X × 2AP → [0, 1] specifies
the associated probability. Specifically, PL(x, `) denotes the
probability that ` ∈ 2AP is observed at state x ∈ X , where∑
`∈2AP PL(x, `) = 1, ∀x ∈ X . 
The probabilistic map PL provides a means to model
dynamic and uncertain environments. Hereafter, we assume
that the PL-MDP M is fully observable, i.e., at any time/stage
t the current state, denoted by xt, and the observations in
state xt, denoted by `t ∈ 2AP , are known.
At any stage T ≥ 0 we define the robot’s past path as
XT = x0x1 . . . xT , the past sequence of observed labels as
LT = `0`1 . . . `T , where `t ∈ 2AP and the past sequence
of control actions AT = a0a1 . . . aT−1, where at ∈ A(xt).
These three sequences can be composed into a complete past
run, defined as RT = x0`0a0x1`1a1 . . . xT `T . We denote by
XT , LT , and RT the set of all possible sequences XT , LT
and RT , respectively.
The goal of the robot is accomplish a task expressed as
an LTL formula. LTL is a formal language that comprises a
set of atomic propositions AP , the Boolean operators, i.e.,
conjunction ∧ and negation ¬, and two temporal operators,
next © and until ∪. LTL formulas over a set AP can be
constructed based on the following grammar:
φ ::= true | pi | φ1 ∧ φ2 | ¬φ | © φ | φ1 ∪ φ2,
where pi ∈ AP . The other Boolean and temporal operators,
e.g., always , have their standard syntax and meaning.
An infinite word σ over the alphabet 2AP is defined as
an infinite sequence σ = pi0pi1pi2 · · · ∈ (2AP)ω, where ω
denotes infinite repetition and pik ∈ 2AP , ∀k ∈ N. The
language
{
σ ∈ (2AP)ω|σ |= φ} is defined as the set of words
that satisfy the LTL formula φ, where |=⊆ (2AP)ω × φ is
the satisfaction relation [29].
In what follows, we define the probability that a stationary
policy for M satisfies the assigned LTL specification. Specif-
ically, a stationary policy ξ for M is defined as ξ = ξ0ξ1 . . . ,
where ξt : X × A → [0, 1]. Given a stationary policy ξ,
the probability measure PξM, defined on the smallest σ-
algebra over R∞, is the unique measure defined as PξM =∏T
t=0 PC(xt, at, xt+1)PL(xt, `t)ξt(xt, at), where ξt(xt, at)
denotes the probability that at time t the action at will be
selected given the current state xt [11], [30]. We then define
the probability of M satisfying φ under policy ξ as [11], [12]
PξM(φ) = P
ξ
M(R∞ : L∞ |= φ), (1)
The problem we address in this paper is summarized as
follows.
Problem 1: Given a PL-MDP M with unknown transition
probabilities, unknown label mapping, unknown underlying
graph structure, and a task specification captured by an LTL
formula φ, synthesize a deterministic stationary control policy
ξ∗ that maximizes the probability of satisfying φ captured in
(1), i.e., ξ∗ = argmaxξ P
ξ
M(φ).
1 
III. A NEW LEARNING-FOR-PLANNING ALGORITHM
In this section, we first discuss how to translate the LTL
formula into an LDBA A (see Section III-A). Then, we define
the product MDP P, constructed by composing the PL-MDP
M and the LDBA A that expresses φ (see Section III-B).
Next, we assign rewards to the product MDP transitions based
on the accepting condition of the LDBA A. As we show later,
this allows us to synthesize a policy µ∗ for P that maximizes
the probability of satisfying the acceptance conditions of the
LDBA. The projection of the obtained policy µ∗ over model
M results in a policy ξ∗ that solves Problem 1 (Section III-C).
A. Translating LTL into an LDBA
An LTL formula φ can be translated into an automaton,
namely a finite-state machine that can express the set of words
that satisfy φ. Conventional probabilistic model checking
methods translate LTL specifications into DRAs, which are
then composed with the PL-MDP, giving rise to a product
MDP. Nevertheless, it is known that this conversion results,
in the worst case, in automata that are doubly exponential in
the size of the original LTL formula [14]. By contrast, in this
paper we propose to express the given LTL property as an
LDBA, which results in a much more succinct automaton [13],
[15]. This is the key to the reduction of the state-space that
needs to be explored; see also Section V.
Before defining the LDBA, we first need to define the
Generalized Büchi Automaton (GBA).
Definition 3.1 (Generalized Büchi Automaton [11]): A
GBA A = (Q, q0,Σ,F , δ) is a structure where Q is a finite
set of states, q0 ∈ Q is the initial state, Σ = 2AP is a finite
alphabet, F = F1, . . . ,Ff is the set of accepting conditions
where Fj ⊂ Q, 1 ≤ j ≤ f , and δ : Q × Σ → 2Q is a
transition relation. 
An infinite run ρ of A over an infinite word σ =
pi0pi1pi2 · · · ∈ Σω, pik ∈ Σ = 2AP ∀k ∈ N, is an infinite
sequence of states qk ∈ Q, i.e., ρ = q0q1 . . . qk . . . , such that
qk+1 ∈ δ(qk, pik). The infinite run ρ is called accepting
(and the respective word σ is accepted by the GBA) if
Inf(ρ) ∩ Fj 6= ∅,∀j ∈ {1, . . . , f} , where Inf(ρ) is the
set of states that are visited infinitely often by ρ.
Definition 3.2 (Limit Deterministic Büchi Automaton [13]):
A GBA A = (Q, q0,Σ,F , δ) is limit deterministic if Q
can be partitioned into two disjoint sets Q = QN ∪ QD,
so that (i) δ(q, pi) ⊂ QD and |δ(q, pi)| = 1, for every state
q ∈ QD and pi ∈ Σ; and (ii) for every Fj ∈ F , it holds that
Fj ⊂ QD and there are ε-transitions from QN to QD. 
An ε-transition allows the automaton to change its state
without reading any specific input. In practice, the ε-
transitions between QN and QD reflect the “guess” on reach-
ing QD: accordingly, if after an ε-transition the associated
1The fact that the graph structure is unknown implies that we do not
know which transition probabilities are equal to zero. As a result, relevant
approaches that require the structure of the MDP, as e.g., [20] cannot be
applied.
labels in the accepting set of the automaton cannot be read,
or if the accepting states cannot be visited, then the guess is
deemed to be wrong, and the trace is disregarded and is not
accepted by the automaton. However, if the trace is accepting,
then the trace will stay in QD ever after, i.e. QD is invariant.
Definition 3.3 (Non-accepting Sink Component): A non-
accepting sink component in an LDBA A is a directed
graph induced by a set of states Qsink ⊂ Q such that (1)
is strongly connected, (2) does not include all accepting
sets Fj , j = 1, ..., f , and (3) there exist no other strongly
connected set Q′ ⊂ Q, Q′ 6= Qsink that Qsink ⊂ Q′. We
denote the union set of all non-accepting sink components
as Qsinks. 
B. Product MDP
Given the PL-MDP M and the LDBA A, we define the
product MDP P = M× A as follows.
Definition 3.4 (Product MDP): Given a PL-MDP M =
(X , x0,A, PC ,AP, PL) and an LDBA A = (Q, q0,Σ,F , δ),
we define the product MDP P = M×A as P = (S, s0,AP
, PP,FP), where (i) S = X × 2AP ×Q is the set of states,
so that s = (x, `, q) ∈ S, x ∈ X , ` ∈ 2AP , and q ∈ Q ;
(ii) s0 = (x0, `0, q0) is the initial state; (iii) AP is the set
of actions inherited from the MDP, so that AP(s) = A(x),
where s = (x, `, q); (iv) PP : S × A × S : [0, 1] is the
transition probability function, so that
PP([x, `, q], a, [x
′, `′, q′]) = PC(x, u, x′)PL(x′, `′), (2)
where [x, `, q] ∈ S, [x′, `′, q′] ∈ S, a ∈ A(x) and q′ =
δ(q, `′); (v) FP = {(FPj ), j = 1, . . . , f} is the set of
accepting states, where FPj = X × 2AP × Fj . In order
to handle ε-transitions in the constructed LDBA we have to
add the following modifications to the standard definition
of the product MDP [15]. First, for every ε-transition to a
state q′ ∈ Q we add an action εq′ in the product MDP, i.e.,
AP(s) = AP(s)∪ {εq′ , s′ = [x, `′, q′], q′ ∈ Q}. Second, the
transition probabilities of ε-transitions are given by
PP(s, a, s
′) =
{
1, if (x = x′) ∧ (` = `′) ∧ (δ(q, εq′) = q′)
0, otherwise,
(3)
where s = (x, `, q) and s′ = (x′, `′, q′). 
Given any policy µ forP, we define an infinite run ρµP ofP
to be an infinite sequence of states ofP, i.e., ρµP = s0s1s2 . . . ,
where PP(st,µ(st), st+1) > 0. By definition of the accepting
condition of the LDBA A, an infinite run ρµP is accepting,
i.e., µ satisfies φ with a non-zero probability (denoted by
µ |= φ), if Inf(ρµP) ∩ FPj 6= ∅, ∀j ∈ {1, . . . , f}.
In what follows, we design a synchronous reward function
based on the accepting condition of the LDBA so that
maximization of the expected accumulated reward implies
maximization of the satisfaction probability. Specifically, we
generate a control policy µ∗ that maximizes the probability of
(i) reaching the states of FP from s0 and (ii) the probability
that each accepting set FPj will be visited infinitely often.
C. Construction of the Reward Function
To synthesize a policy that maximizes the probability of
satisfying φ, we construct a synchronous reward function
for the product MDP. The main idea is that (i) visiting a
set Fj , 1 ≤ j ≤ f yields a positive reward r > 0; and (ii)
revisiting the same set Fj returns zero reward until all other
sets Fk, k 6= j are also visited; (iii) the rest of the transitions
have zero rewards. Intuitively, this reward shaping strategy
motivates the agent to visit all accepting sets Fj of the LDBA
infinitely often, as required by the acceptance condition of
the LDBA; see also Section IV.
To formally present the proposed reward shaping method,
we need first to introduce the the accepting frontier set A
which is initialized as the family set
A = {Fk}fk=1. (4)
This set is updated on-the-fly every time a set Fj is visited
as A← AF (q,A) where AF (q,A) is the accepting frontier
function defined as follows.
Definition 3.5 (Accepting Frontier Function): Given an
LDBA A = (Q, q0,Σ,F , δ), we define AF : Q× 2Q → 2Q
as the accepting frontier function, which executes the
following operation over any given set A ∈ 2Q:
AF (q,A) =

A \ Fj : (q ∈ Fj) ∧ (A 6= Fj)
:
{Fk}fk=1 \ Fj : (q ∈ Fj) ∧ (A = Fj). 
In words, given a state q ∈ Fj and the set A, AF outputs a
set containing the elements of A minus those elements that
are common with Fj (first case). However, if A = Fj , then
the output is the family set of all accepting sets of A minus
those elements that are common with Fj , resulting in a reset
of A to (4) minus those elements that are common with Fj
(second case). Intuitively, A always contains those accepting
sets that are needed to be visited at a given time and in this
sense the reward function is synchronous with the LDBA
accepting condition.
Given the accepting frontier set A, we define the following
reward function
R(s, a) =
{
r if q′ ∈ A, s′ = (x′, `′, q′),
0 otherwise. (5)
In (5), s′ is the state of the product MDP that is reached
from state s by taking action a, and r > 0 is an arbitrary
positive reward. In this way the agent is guided to visit all
accepting sets Fj infinitely often and, consequently, satisfy
the given LTL property.
Remark 3.6: The initial and accepting components of the
LDBA proposed in [13] (as used in this paper) are both
deterministic. By Definition 3.2, the discussed LDBA is
indeed a limit-deterministic automaton, however notice that
the obtained determinism within its initial part is stronger
than that required in the definition of LDBA. Thanks to this
feature of the LDBA structure, in our proposed algorithm
there is no need to “explicitly build” the product MDP and
to store all its states in memory. The automaton transitions
can be executed on-the-fly, as the agent reads the labels of
the MDP states. 
Given P, we compute a stationary deterministic policy µ∗,
that maximizes the expected accumulated return, i.e.,
µ∗(s) = arg max
µ∈D
Uµ(s), (6)
where D is the set of all stationary deterministic policies over
S, and
Uµ(s) = Eµ[
∞∑
n=0
γn R(sn,µ(sn))|s0 = s], (7)
where Eµ[·] denotes the expected value given that the product
MDP follows the policy µ [30], 0 ≤ γ ≤ 1 is the discount
factor, and s0, ..., sn is the sequence of states generated by
policy µ up to time step n, initialized at s0 = s. Note that
the optimal policy is stationary as shown in the following
result.
Theorem 3.7 ([30]): In any finite-state MDP, such as P,
if there exists an optimal policy, then that policy is stationary
and deterministic. 
In order to construct µ∗, we employ episodic Q-learning
(QL), a model-free RL scheme described in Algorithm 1.2
Specifically, Algorithm 1 requires as inputs (i) the LDBA
A, (ii) the reward function R defined in (5), and (iii) the
hyper-parameters of the learning algorithm.
Observe that in Algorithm 1, we use an action-value
function Q : S × AP → R to evaluate µ instead of
Uµ(s), since the MDP P is unknown. The action-value
function Q(s, a) can be initialized arbitrarily. Note that
Uµ(s) = maxa∈AP Q(s, a). Also, we define a function
C : S × AP → N that counts the number of times that
action a has been taken at state s. The policy µ is selected to
be an -greedy policy, which means that with probability 1−,
the greedy action argmaxa∈AP Q(s, a) is taken, and with
probability  a random action a is selected. Every episode
terminates when the current state of the automaton gets inside
Qsinks (Definition 3.3) or when the iteration number in the
episode reaches a certain threshold τ . Note that it holds
that µ asymptotically converges to the optimal greedy policy
µ∗ = argmaxa∈AP Q
∗(s, a): where Q∗ is the optimal Q
function. Further, Q(s,µ∗(s)) = Uµ
∗
(s) = V ∗(s), where
V ∗(s) is the optimal value function that could have been
computed via Dynamic Programming (DP) if the MDP was
fully known [19], [31], [32]. Projection of µ∗ onto the state-
space of the PL-MDP, yields the finite-memory policy ξ∗
that solves Problem 1.
IV. ANALYSIS OF THE ALGORITHM
In this section, we show that the policy µ∗ generated by
Algorithm 1 maximizes (1), i.e., the probability of satisfying
the property φ. Furthermore, we show that, unlike existing
approaches, our algorithm can produce the best available
2Note that any other off-the-shelf model-free RL algorithm can also be
used within Algorithm 1, including any variant of the class of temporal
difference learning algorithms [19].
Algorithm 1: RL for LTL objective
input : Reward function R, LDBA A,γ,τ
output :µ∗
1 Initialize C(s, a) = 0, Q(s, a), ∀s ∈ S, ∀a ∈ AP
2 A =
⋃f
k=1 Fk
3 episode-number := 0, iteration-number := 0
4 while Q is not converged do
5 episode-number ++
6 scur = s0
7  = 1/(episode-number)
8 while (q 6∈ Qsinks) ∧ (iteration-number < τ) do
9 iteration-number ++
10 Set acur = argmaxa∈AP Q(s, a) with probability
1−  and set acur as a random action in AP with
probability 
11 Execute acur and observe snext = (xnext, `next, qnext),
and R(scur, acur)
12 if R(scur, acur) > 0 then
13 A = AF (qnext,A),
14 C(scur, acur) + +
15 Q(scur, acur) =
Q(scur, acur) + (1/C(scur, acur))[R(scur, acur)−
Q(scur, acur) + γmaxa′(snext, a
′))]
16 scur = snext
17 end
18 end
policy if the property cannot be satisfied. To prove these
claims, we need to show the following results. All proofs are
presented in the Appendix. First, we show that the accepting
frontier set A is time-invariant. This is needed to ensure that
the LTL formula is satisfied over the product MDP by a
stationary policy.
Proposition 4.1: For an LTL formula φ and its associated
LDBA A = (Q, q0,Σ,F , δ), the accepting frontier set A is
time-invariant at each state of A. 
As stated earlier, since QL is proved to converge to the
optimal Q-function [19], it can synthesize an optimal policy
with respect to the given reward function. The following
result shows that the optimal policy produced by Algorithm 1
satisfies the given LTL property.
Theorem 4.2: Assume that there exists at least one de-
terministic stationary policy in P whose traces satisfy the
property φ with positive probability. Then the traces of the
optimal policy µ∗ defined in (6) satisfy φ with positive
probability, as well.
Next we show that µ∗ and subsequently its projection ξ∗
maximize the satisfaction probability.
Theorem 4.3: If an LTL property φ is satisfiable by the
PL-MDP M, then the optimal policy µ∗ that maximizes the
expected accumulated reward, as defined in (6), maximizes
the probability of satisfying φ, defined in (1), as well. 
Next, we show that if there does not exist a policy that
satisfies the LTL property φ, Algorithm 1 will find the policy
that is the closest one to property satisfaction. To this end,
we first introduce the notion of closeness to satisfaction.
Definition 4.4 (Closeness to Satisfaction): Assume that
two policies µ1 and µ2 do not satisfy the property φ.
Consequently, there are accepting sets in the automaton
Fig. 1: PL-MDP that models the interaction of the robot
with the environment. The color of each region (square)
corresponds to the probability that some event can be observed
there. Specifically, gray, magenta, blue, and green mean that
there is a non-zero probability of an obstacle (obs), a user
(user), target 1 (target1), and target 2 target2. Higher intensity
indicates a higher probability. The red trajectory represents a
sample path of the robot with the optimal control strategy ξ∗
for the first case study. The red dot is the initial location of
the robot.
Fig. 2: Initial condition in Pacman environment. The magenta
square is labeled food1 and the green one food2. The color
intensity of each square corresponds to the probability of the
food being observed. The state of being caught by a ghost is
labeled ghost and the rest of the state space neutral.
that have no intersection with runs of the induced Markov
chains Pµ1 and Pµ2 . The policy µ1 is closer to satisfying
the property if runs of Pµ1 have more intersections with
accepting sets of the automaton than runs of Pµ2 . 
Corollary 4.5: If there does not exist a policy in the PL-
MDP M that satisfies the property φ, then proposed algorithm
yields a policy that is closest to satisfying φ. 
V. EXPERIMENTS
In this section we present three case studies, implemented
on MATLAB R2016a on a computer with an Intel Xeon CPU
at 2.93 GHz and 4 GB RAM. In the first two experiments,
the environment is represented as a 10 × 10 discrete grid
world, as illustrated in Figure 1. The third case study is an
adaptation of the well-known Atari game Pacman (Figure 2),
which is initialized in a configuration that is quite hard for
the agent to solve.
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Fig. 3: Illustration of the evolution of U µ¯(s0) with respect to episodes. µ¯ denotes the -greedy policy which converges to
the optimal greedy policy µ∗. Videos of Pacman winning the game can be found in [33]
The first case study pertains to a temporal logic planning
problem in a dynamic and unknown environment with
AMECs, while the second one does not admit AMECs. Note
that the majority of existing algorithms fail to provide a
control policy when AMECs do not exist [8], [20], [34], or
result in control policies without satisfaction guarantees [18].
The LTL formula considered in the first two case studies
is the following:
φ1 =♦(target1) ∧♦(target2) ∧♦(user)∧
(¬user ∪ target2) ∧(¬obs). (8)
In words, this LTL formula requires the robot to (i) even-
tually visit target 1 (expressed as ♦target1); (ii) visit target 2
infinitely often and take a picture of it (♦target2); (iii) visit
a user infinitely often where, say, the collected pictures are
uploaded (captured by ♦user); (iv) avoid visiting the user
until a picture of target 2 has been taken; and (v) always
avoid obstacles (captured by (¬obs).
The LTL formula (8) can be expressed as a DRA with 11
states. On the other hand, a corresponding LDBA has 5 states
(fewer, as expected), which results in a significant reduction
of the state space that needs to be explored.
The interaction of the robot with the environment is
modeled by a PL-MDP M with 100 states and 10 actions per
state. The actions space is {Up,Right ,Down,Left ,None}×
{Take picture,Do not take picture}. We assume that the
targets and the user are dynamic, i.e., their location in
the environment varies probabilistically. Specifically, their
presence in a given region x ∈ X is determined by the
unknown function PL from Definition 2.1 (Figure 1).
The LTL formula specifying the task for Pacman (third
case study) is:
φ2 =♦[(food1 ∧ ♦food2) ∨ (food2 ∧ ♦food1)]∧
(¬ghost). (9)
Intuitively, the agent is tasked with (i) eventually eating food1
and then food2 (or vice versa), while (ii) avoiding any contact
with the ghosts. This LTL formula corresponds to a DRA
with 5 states and to an LDBA with 4 states. The agent can
execute 5 actions per state {Up,Right ,Down,Left ,None}
and if the agent hits a wall by taking an action it remains
in the previous location. The ghosts dynamics are stochastic:
with a probability pg = 0.9 each ghost chases the Pacman
(often referred to as “chase mode”), and with its complement
it executes a random action (“scatter mode”).
In the first case study, we assume that there is no uncertainty
in the robot actions. In this case, it can be verified that AMECs
exist. Figure 3(a) illustrates the evolution of U µ¯(s0) over
260000 episodes, where µ¯ denotes the -greedy policy. The
optimal policy was constructed in approximately 30 minutes.
A sample path of the robot with the projection of optimal
control strategy µ∗ onto X , i.e. policy ξ∗, is given in Figure 1
(red path).
In the second case study, we assume that the robot is
equipped with a noisy controller and, therefore, it can
execute the desired action with probability 0.8, whereas a
random action among the other available ones is taken with a
probability of 0.2. In this case, it can be verified that AMECs
do not exist. Intuitively, the reason why AMECs do not exist
is that there is always a non-zero probability with which the
robot will hit an obstacle while it travels between the access
point and target 2 and, therefore, it will violate φ. Figure 3(b)
shows the evolution of U µ¯(s0) over 800000 episodes for
the -greedy policy. The optimal policy was synthesized in
approximately 2 hours.
In the third experiment, there is no uncertainty in the
execution of actions, namely the motion of the Pacman
agent is deterministic. Figure 3(c) shows the evolution of
U µ¯(s0) over 186000 episodes where µ¯ denotes the -greedy
policy. On the other hand, the use of standard Q-learning
(without LTL guidance) would require either to construct a
history-dependent reward for the PL-MDP M as a proxy for
the considered LTL property, which is very challenging for
complex LTL formulas, or to perform exhaustive state-space
search with static rewards, which is evidently quite wasteful
and failed to generate an optimal policy in our experiments.
Note that given the policy ξ∗ for the PL-MDP, probabilistic
model checkers, such as PRISM [35], or standard Dynamic
Programming methods can be employed to compute the
probability of satisfying φ. For instance, for the first case
study, the synthesized policy satisfies φ with probability 1,
while for the second case study, the satisfaction probability
is 0, since AMECs do not exist. For the same reason, even
if the transition probabilities of the PL-MDP are known,
PRISM could not generate a policy for the second case
study. Nevertheless, the proposed algorithm can synthesize
the closest-to-satisfaction policy, as shown in Corollary 4.5.
VI. CONCLUSIONS
In this paper we have proposed a model-free reinforcement
learning (RL) algorithm to synthesize control policies that
maximize the probability of satisfying high-level control
objectives captured by LTL formulas. The interaction of the
agent with the environment has been captured by an unknown
probabilistically-labeled Markov Decision Process (MDP).
We have shown that the proposed RL algorithm produces a
policy that maximizes the satisfaction probability. We have
also shown that even if the assigned specification cannot be
satisfied, the proposed algorithm synthesizes the best possible
policy. We have provided evidence via numerical experiments
on the efficiency of the proposed method.
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APPENDIX
Definition 1.1: Given an LTL property φ and a set G of
G-subformulas, i.e., formulas in the form (·), we define
φ[G] to be the resulting formula when we substitute true for
every G-subformula in G and ¬true for other G-subformulas
of φ.
A. Proof of Proposition 4.1
Let G = {ζ1, ...,ζf} be the set of all G-subformulas
of φ. Since elements of G are subformulas of φ we can
assume an ordering over G so that if ζi is a subformula
of ζj then j > i. The accepting component of LDBA QD
is a product of f DBAs {D1, ....,Df} (called G-monitors)
such that each Di = (Qi, qi0,Σ, Fi, δi) expresses ζi[G]
where Qi is the state space of the i-th G-monitor, Σ = 2AP ,
and δi : Qi × Σ → Qi [13]. Note that ζi[G] has no G-
subformulas. The states of the G-monitor Di are pairs of
formulas where at each state, the first checks if the run
satisfies ζi[G], while the second puts the next G-subformula
in the ordering of G on hold. However, all the previous
G-subformulas have been checked already and is replaced
by true in ζi[G]. The product of the G-monitors is a
deterministic generalized Büchi automaton: AD = (QD,
qD0,Σ,F , δ), where QD = Q1 × ... × Qf , Σ = 2AP ,
F = {F1, ...,Ff}, and δ = δ1 × ...× δf . As shown in [13],
while a word w is being read by the accepting component of
the LDBA, the set of G-subformulas that hold “monotonically”
expands. If w ∈ {σ ∈ (2AP)ω|σ |= φ}, then eventually all
G-subformulas become true.
Assume that the current state of the automaton is qD =
(q1, ..., qi, ..., qf ) and the automaton is checking whether
ζi[G] is satisfied or not, assuming that ζi−1 is already
true, while putting ζi+1[G] on hold. At this point, the
accepting frontier set isA = {Fi,Fi+1, ...,Ff}. Also assume
the automaton returns to qD but A 6= {Fi,Fi+1, ...,Ff} then
at least one accepting set Fj , j > i has been removed from A
(Note that an accepting set Fk, k < i cannot be added since
the set of satisfied G-subformulas monotonically expands).
This essentially means that ζj [G] is already checked while
ζi[G] is not checked yet, making ζj a subformula of ζi.
This violates the ordering of G and hence the assumption of
A being time-variant is not correct.
B. Proof of Theorem 4.2
We prove this result by contradiction. Consider any policy
µ whose traces satisfy φ with positive probability. Policy µ
induces a Markov chain Pµ when it is applied over the MDP
P. This Markov chain comprises a disjoint union between a
set of transient states Tµ and h sets of irreducible recurrent
classes Riµ, i = 1, ..., h [36], namely: Pµ = TµunionsqR1µunionsq ...unionsq
Rhµ. From the accepting condition of the LDBA, traces of
policy µ satisfy φ with positive probability if and only if
∃Raµ s.t. ∀j ∈ {1, ..., f}, FPj ∩Raµ 6= ∅.
The recurrent class Raµ is called an accepting recurrent class.
Note that if all h recurrent classes are accepting then traces
of policy µ satisfy φ with probability one. By construction of
the reward function (5) the agent receives a positive reward
r ever after it has reached an accepting recurrent class as it
keeps visiting all the accepting sets Fj infinitely often.
There are two other possibilities concerning the remaining
recurrent classes that are not accepting. A non-accepting
recurrent class, name it Rnµ, either (i) has no intersection
with any accepting set FPj , or (ii) or has intersection with
some of the accepting sets but not all of them. In case (i),
the agent does not visit any accepting set in the recurrent
class and the likelihood of visiting accepting sets within the
transient states Tµ is zero since QD is invariant. In case (ii),
the agent is able to visit some accepting sets but not all of
them. This means that there exist always at least one accepting
set FPj that has no intersection with Rnµ and after a finite
number of times, no positive reward can be obtained, and
the re-initialization of A in Definition 3.5 will never happen.
By (7), in both cases, for any arbitrary r > 0, there always
exists a γ such that the expected reward of a trace reaching
an accepting recurrent class such as Raµ with infinite number
of positive rewards, is higher than the expected reward of
any other trace.
Next, assume that the traces of optimal policy µ∗, defined
in (6), do not satisfy the property φ. In other words,
∀Riµ∗ , ∃j ∈ {1, ..., f}, FPj ∩ Riµ∗ = ∅ and all of the
recurrent classes are non-accepting. As discussed in cases (i)
and (ii) above, the accepting policy µ has a higher expected
reward than the optimal policy µ∗ due to expected infinite
number of positive rewards in policy µ. However, this
contradicts the optimality of µ∗ in (6), completing the proof.
C. Proof of Theorem 4.3
We first review how the satisfaction probability is calculated
traditionally when the MDP is fully known and then we
show that the proposed algorithm convergence is the same.
Normally when the MDP graph and transition probabilities
are known, the probability of property satisfaction is often
calculated via DP-based methods such as standard value
iteration over the product MDP P [11]. This allows to convert
the satisfaction problem into a reachability problem. The goal
in this reachability problem is to find the maximum (or
minimum) probability of reaching AMECs.
The value function V : S → [0, 1] in value iteration
is then initialized to 0 for non-accepting maximum end
components and to 1 for the rest of the MDP. Once value
iteration converges then at any given state s ∈ S the
optimal policy µ∗ : S → AP is produced by µ∗(s) =
argmax
a
∑
s′∈S
P (s, a, s′)V ∗(s′), where V ∗ is the converged
value function, representing the maximum probability of
satisfying the property at state s, i.e. Uµ
∗
(s) in our setup.
The key to compare standard model-checking methods
to our method is reduction of value iteration to basic form.
More specifically, quantitative model-checking over an MDP
with a reachability predicate can be converted to a model-
checking problem with an equivalent reward predicate which
is called the basic form. This reduction is done by adding
a one-off (or sometimes called terminal) reward of 1 upon
reaching AMECs [37]. Once this reduction is done, Bellman
operation is applied over the value function (which represents
the satisfaction probability) and policy µ∗ maximizes the
probability of satisfying the property.
In the proposed method, when an AMEC is reached, all
of the automaton accepting sets have surely been visited by
policy µ∗ and an infinite number of positive rewards r > 0
will be given to the agent as shown in Theorem 4.2.
There are two natural ways to define the total discounted
rewards [38]: (i) to interpret discounting as the coefficient
in front of the reward; and (ii) to define the total discounted
rewards as a terminal reward after which no reward is
given and treat the update rule as if it is undiscounted. It
is well-known that the expected total discounted rewards
corresponding to these methods are the same; see, e.g., [38].
Therefore, without loss of generality, given any discount
factor γ, and any positive reward component r, the expected
discounted reward for the discounted case (the proposed
algorithm) is c times the undiscounted case (value iteration)
where c is a positive constant. This concludes that maximizing
one is equivalent to maximizing the other.
D. Proof of Corollary 4.5
Assume that there exists no policy in M whose traces
can satisfy the property φ. Construct the induced Markov
chain Pµ for any arbitrary policy µ and its associated set
of transient states Tµ and its h sets of irreducible recurrent
classes Riµ: Pµ = Tµ unionsq R1µ unionsq . . . unionsq Rhµ. By assumption,
policy µ cannot satisfy the property and thus ∀Riµ, ∃j ∈
{1, ..., f}, FPj ∩ Riµ = ∅. Following the same logic as in
the proof of Theorem 4.2, after a limited number of times
no positive reward is given to the agent. However, by the
convergence guarantees of QL, Algorithm 1 will generate
a policy with the highest expected accumulated reward. By
construction of the reward function in (5), this policy has the
highest number of intersections with accepting sets.
E. Counter-example
We would like to emphasise that in this work and [26]
0 ≤ γ ≤ 1 due to the fact the algorithm that we proposed
is “episodic” and thus, covers the un-discounted case as
well. This has been unfortunately overlooked in [28]. In the
following we examine the general cases of discounted and un-
discounted learning and we show that our algorithm, which is
episodic, is able to output the correct action for the example
provided in [28] (Fig. 4). For the sake of generality, we have
parameterised the probabilities associated with action right
and left with 1− ν and ν, respectively.
Recall that for a policy µ : S → A on an MDP M, and
given a reward function R, the expected discounted reward
at state s by taking action a is defined as [19]:
Uµ(s, a) = Eµ[
∞∑
n=0
γn R(sn,µ(sn))|s0 = s, a0 = a],
(10)
where Eµ[·] denotes the expected value by following policy
µ, and s1, a1, ..., sn, an is the sequence of state-action pairs
generated by policy Pol up to time step n.
We would like to show that for some γ ∈ [0, 1],
Uµ(s0, left) > U
µ(s0, right). From (10), at state s0, the
expected return for each action is:
Uµ(s0, right) = (1− ν)[r + γr + γ2r + ...]
Uµ(s0, left) = γ
2r + γ5r + γ8r + ...
(11)
Notice that µ has no effect on the expected return after
the agent chose to go right or left as there is only one
action available in subsequent states. Let us first consider
Uµ(s0, right). The RHS is a geometric series with the initial
term (1− ν)r and ratio of γ. Thus,
Uµ(s0, right) = (1− ν)r1− γ
n
1− γ . (12)
The expected return Uµ(s0, left) is also a geometric series
such that:
Uµ(s0, left) = γ
2r
1− γ3n
1− γ3 . (13)
Consider two cases (1) 0 ≤ γ < 1, and (2) γ = 1.
In the first case 0 ≤ γ < 1, as n → ∞, γn → 0 and
γ3n → 0 and therefore, the following inequality can be
solved for γ:
γ2r
1− γ3 >
(1− ν)r
1− γ −→
γ2
1 + γ + γ2
> 1− ν −→

γ <
(−√1/ν2 + 2/ν − 3− 1)ν + 1
2ν
,
or
γ >
(
√
1/ν2 + 2/ν − 3− 1)ν + 1
2ν
.
(14)
Thus, for some ν ∈ [0, 1], the discounted case 0 ≤ γ < 1 is
sufficient if γ > (
√
1/ν2 + 2/ν − 3− 1)ν + 1/2ν. However,
it is possible that for some ν ∈ [0, 1] both conditions push
γ to be outside of its range of 0 ≤ γ < 1 in the first case.
Therefore, in the learning algorithm γ needs to be equal to
1, which brings us to the second case, that is allowed in our
work thanks to the episodic nature of our algorithm.
Note that when γ = 1 we cannot derive (14) since
limn→∞ γn = limn→∞ γ3n = 1, and also 1− γ = 0 cannot
be cancelled from both sides of the inequality. Further to
this, (12) and (13) become undefined when γ = 1. From
(11) though, we know with γ = 1, the summations go
to infinity as n → ∞. The question is, can we show that
Uµ(s0, left) > U
µ(s0, right).
Recall that the convergence of QL is asymptotic and if we
can show that Uµ(s0, left) > Uµ(s0, right) after a number of
episodes, then essentially our algorithm can output the correct
result and will choose action left once QL has converged.
s0
{u}
s1
{p}
s2
{u}
s3
{u}
s4
{u}
s5
{p}
1− ν
ν
a : 1
a : 1
left : 1a : 1a : 1
a : 1
right
Fig. 4: Example Product MDP with AP = {p, u} with φ = ♦p
To prove this claim let us consider the following limit as we
push γ towards 1:
lim
γ→1
Uµ(s0, left)
Uµ(s0, right)
= lim
γ→1
γ2r
1− γ3n
1− γ3
(1− ν)r1− γ
n
1− γ
=
lim
γ→1
γ2Ar

(1− γn)(1 + γn + γ2n)
(1− γ)(1 + γ + γ2)
(1− ν)Ar
1− γn
1− γ
=
γ2
1− ν
(15)
In case when ν = 0, 1− ν = 1 then the limit is 1, namely
the algorithm is indifferent between choosing left or right .
This matches with the MDP as well since going to either
direction does not change the optimality of the action when
1− ν = 1. However, if 0 < ν ≤ 1 then the limit is always
greater than one, meaning that the expected return for taking
left is greater than taking right after some finite number of
episodes.
