Bakry-\'Emery curvature and model spaces in sub-Riemannian geometry by Barilari, Davide & Rizzi, Luca
BAKRY-ÉMERY CURVATURE AND MODEL SPACES IN
SUB-RIEMANNIAN GEOMETRY
DAVIDE BARILARI[ AND LUCA RIZZI]
Abstract. We prove comparison theorems for the sub-Riemannian distortion co-
efficients appearing in interpolation inequalities. These results, which are equiva-
lent to a sub-Laplacian comparison theorem for the sub-Riemannian distance, are
obtained by introducing a suitable notion of sub-Riemannian Bakry-Émery cur-
vature. The model spaces for comparison are variational problems coming from
optimal control theory. As an application we establish the sharp measure con-
traction property for 3-Sasakian manifolds satisfying a suitable curvature bound.
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1. Introduction
Interpolation inequalities connect different areas of mathematics such as opti-
mal transport, functional inequalities and geometric analysis. Typical examples are
the so-called Borell-Brascamp-Lieb inequality, and its geometrical counterpart: the
Brunn-Minkowski one. We refer to [Gar02] for a survey of the topic.
A geodesic version of these inequalities has been proved for Riemannian manifolds
in the seminal paper [CEMS01], provided that the geometry is taken into account
through appropriate distortion coefficients. The main result of [CEMS01], written
in the form of a Borell-Brascamp-Lieb inequality, reads as follows.
Theorem 1. Let (M, g) be a n-dimensional Riemannian manifold, equipped with
a smooth measure m. Fix t ∈ [0, 1]. Let f, g, h : M → R be non-negative and
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2 DAVIDE BARILARI AND LUCA RIZZI
A,B ⊂M be Borel subsets such that ∫A f dm = ∫B g dm = 1. Assume that for every
(x, y) ∈ (A×B) \ Cut(M) and z ∈ Zt(x, y), it holds
(1) 1
h(z)1/n
≤
(
β1−t(y, x)
f(x)
)1/n
+
(
βt(x, y)
g(y)
)1/n
.
Then
∫
M h dm ≥ 1.
Here Cut(M) denotes the cut locus of (M, g), defined as the complement of the
subset of M ×M where the squared Riemannian distance is smooth. For t ∈ [0, 1],
we denote by Zt(x, y) the set of t-intermediate points of geodesics between x and y,
and by βt(x, y) the distortion coefficient
βt(x, y) = lim sup
r→0
m(Zt(x,Br(y)))
m(Br(y)) , t ∈ [0, 1],
where Br(y) denotes the Riemannian ball centred at y of radius r > 0.
Distortion coefficients are in general difficult to compute. However, if the Ricci
curvature Ricg of M is bounded from below, then they can be controlled in terms
of the distortion coefficients of suitable Riemannian model spaces.
Theorem 2. Let (M, g) be a n-dimensional Riemannian manifold, equipped with
the Riemannian measure m = volg. Assume that there exists K ∈ R such that
Ricg(v) ≥ (n− 1)K for every unit vector v ∈ TM . Then for all t ∈ [0, 1] we have
βt(x, y) ≥ β(K,n)t (x, y),
where β(K,n)t (x, y) is the distortion coefficient of the simply connected Riemannian
manifold of dimension n and constant sectional curvature K.
The model coefficients β(K,n)t (x, y) depend only on the distance between x and y,
and are given explicitly by the following formula:
(2) β(K,n)t (x, y) =

t
(
sin(tα)
sin(α)
)n−1
if K > 0,
tn if K = 0,
t
(
sinh(tα)
sinh(α)
)n−1
if K < 0,
α =
√
|K|d(x, y).
Inequality (1), with the β given by the reference coefficients (2), is one of the
incarnations of the so-called curvature-dimension condition CD(K,N), which allows
to generalize the concept of Ricci curvature bounded from below (by K ∈ R) and
dimension bounded from above (by N > 1), to general metric measure spaces. This
is the starting point of the synthetic approach to curvature bounds of Lott-Sturm-
Villani [LV09,Stu06a,Stu06b] and extensively developed subsequently.
When the Riemannian manifold (M, g) is endowed with an arbitrary smooth
measure m = e−ψvolg, where ψ : M → R is a smooth function, one should bound,
instead, the so-called Bakry-Émery Ricci tensor of parameter N > n, defined for
every unit vector v ∈ TM as follows
(3) RicNm (v) = Ricg(v) +∇2ψ(v, v)−
g(∇ψ, v)2
N − n ,
where ∇2ψ denotes the Riemannian Hessian of ψ. The original Bakry-Émery Ricci
tensor was introduced for Riemannian manifolds in [BÉ85] and N = ∞ (see also
[AGS15] for general metric measure spaces). One has then the following result. An
equivalent statement can be found in [WW09, Appendix A].
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Theorem 3. Let (M, g) be a n-dimensional Riemannian manifold, equipped with a
smooth volume m. Assume that there exists K ∈ R and N > n such that RicNm (v) ≥
(N − 1)K for every unit vector v ∈ TM . Then for all t ∈ [0, 1] we have
βt(x, y) ≥ β(K,N)t (x, y),
where β(K,N)t (x, y) is defined as in (2).
The goal of this paper is to extend Theorems 2 and 3 to the sub-Riemannian
setting. Our analysis suggests that, in this context, model spaces are microlocal,
i.e. associated to a fixed geodesic, and are not sub-Riemannian manifolds. Rather,
they belong to a more general class of variational problems, called linear-quadratic
optimal control problems.
The comparison theory for distortion coefficient that we develop here can be paired
with the results in [BR19], yielding explicit sub-Riemannian Borell-Brascamp-Lieb-
type or Brunn-Minkowski-type inequalities, under suitable curvature bounds. This
work can be seen as a continuation of [BR19].
We now give an overview of our results. We refer to [BR19, Sec. 2] for a minimal
introduction to sub-Riemannian geometry, whose conventions are used here. See
also Appendix A. For comprehensive references see [ABB19,Rif14,Mon02].
1.1. Sub-Riemannian geometry and curvature. A sub-Riemannian manifold
is a triple (M,D, g) where g is a metric on a smooth vector distribution D. The
sub-Riemannian distance dSR is the infimum of the length of curves tangent to D.
The distribution D is required to be bracket generating and under this assumptions
dSR is continuous and finite. We assume that (M,dSR) is a complete metric space,
so that for any pair of points x, y ∈ M there exists a minimizing geodesic joining
them. The interpolating map Zt(A,B) between two Borel sets A,B ⊂M is defined
as the t-intermediate points of geodesics joining points of A and B.
We fix a smooth measure m on M , and we define the distortion coefficient as
βt(x, y) = lim sup
r→0
m(Zt(x,Br(y)))
m(Br(y)) , t ∈ [0, 1],
where Br(y) denotes the sub-Riemannian ball centred at y of radius r > 0.
We need a directional bracket-generating-type condition, formalized in the follow-
ing definition (given in terms of a general smooth horizontal curve).
Definition 4. Let γ : [0, 1] → M be a smooth horizontal curve and let T be a
smooth horizontal vector field such that T|γ(t) = γ˙(t) for all t ∈ [0, 1]. For i ≥ 1, let
F iγ(t) := span{(adT)jY |γ(t) | Y ∈ Γ(D), j ≤ i− 1} ⊆ Tγ(t)M, t ∈ [0, 1],
where (adX)Y = [X,Y ]. The growth vector of the curve is the sequence
Gγ(t) := {dimF1γ(t),dimF2γ(t), . . .}, t ∈ [0, T ].
We say that the curve γ is:
(a) equiregular if dimF iγ(t) does not depend on t for all i ≥ 1,
(b) ample if for all t there exists m ≥ 1 such that dimFmγ(t) = dimTγ(t)M .
If γ is ample and equiregular, then the following objects are well defined (we refer
to Appendix A for details):
• a Young diagram D, encoding the growth vector of γ;
• a quadratic form Rγ(t) : Tγ(t)M × Tγ(t)M → R defined along γ;
• a scalar product 〈·|·〉γ(t), on Tγ(t)M , extending g along γ;
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• a canonical moving frame X1(t), . . . , Xn(t) along γ, orthonormal with respect
to 〈·|·〉γ(t), and adapted to the flag Fγ(t).
The canonical moving frame is a generalization of the concept of parallel transported
frame. It is uniquely defined up to constant orthogonal transformations respecting
the structure of the flag F iγ(t). It is obtained as the projection of the so called
canonical frame introduced in [ZL09], in the setting of Jacobi curves [AZ02a,AZ02b].
Remark 5. Every Riemannian geodesic is ample and equiregular. In this case
Rγ(t)(v, v) = Rg(v, γ˙(t), γ˙(t), v), where Rg is the Riemann curvature tensor. Fur-
thermore, in the Riemannian case, Rγ(t) is quadratic also with respect to γ˙(t).
Notice that TrRγ(t) = Ricg(γ˙(t)).
Definition 6. Given a smooth measure m and an ample and equiregular geodesic
γ, we define the geodesic volume derivative along γ as the function
ρm,γ(t) =
d
dt
logmγ(t)(X1(t), . . . , Xn(t)),
where X1, . . . , Xn is a canonical moving frame along γ.
Remark 7. In the Riemannian case X1(t), . . . , Xn(t) is parallel and orthonormal,
hence if m = e−ψvolg, then ρm,γ(t) = −g(γ˙(t),∇ψ). In particular ρvolg ,γ(t) = 0
along any geodesic. For a definition of the geodesic volume derivative not using
frames, and its relation with curvature we refer to [ABP19].
The scalar product 〈·|·〉γ(t) induces a quadratic formBγ(t) : Tγ(t)M×Tγ(t)M → R,
whereBγ(t)(v, w) is the scalar product of the orthogonal projections of v, w on Dγ(t).
Definition 8. Let (M,D, g) be a n-dimensional sub-Riemannian manifold. The
Bakry-Émery curvature along γ is the family of quadratic forms RNm,γ(t) : Tγ(t)M ×
Tγ(t)M → R defined by
RNm,γ(t) = Rγ(t)−
(
ρ˙m,γ(t)
k
+ n
N − n
ρ2m,γ(t)
k2
)
Bγ(t),
where N > n is a real parameter, and k = rankD.
Remark 9. In the Riemannian case k = n and Bγ(t) coincides with the Riemannian
metric on Tγ(t)M . Hence:
(4) TrRNm,γ(t) = TrRγ(t)− ρ˙m,γ(t)−
1
N − nρ
2
m,γ(t).
Letting m = e−ψvolg, we have ρm,γ(t) = −g(∇ψ, γ˙(t)) and therefore ρ˙m,γ(t) =
−∇2ψ(γ˙(t), γ˙(t)). Hence (4) reduces to the classical Bakry-Émery Ricci curvature
defined in (3).
1.2. The model spaces. We now introduce model spaces, which are associated to
a fixed geodesic. Let A,B be n × n matrices, with B ≥ 0 and symmetric. Their
special form is determined by the Young diagram D of the geodesic. Letting k ≤ n
be the rank of B, there exist vectors b1, . . . , bk ∈ Rn, unique up to orthogonal
transformation, such that B = ∑ki=1 bib∗i .
Let Q be a symmetric n × n matrix (playing the role of curvature bound). We
consider a variational problem on Rn, that consists in minimizing the functional
(5) C(u) = 12
∫ 1
0
(u∗u− x∗Qx) dt,
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among all trajectories x : [0, 1]→ Rn with fixed endpoint satisfying
(6) x˙ = Ax+
k∑
i=1
uibi,
for some control u ∈ L2([0, 1],Rk). These models are called linear quadratic optimal
control problems in control theory (see Section 2 for details).
The functional (5) does not define a metric spaces structure on Rn, in general.
However one can still define the set Zt(Ω0,Ω1) of t-intermediate points between two
Borel sets Ω0,Ω1 ⊂ Rn as the set of all points x(t), where x : [0, 1] → Rn is a
minimizer for the problem (5)-(6) such that x(0) ∈ Ω0 and x(1) ∈ Ω1. Then we
define the model distortion coefficient as
(7) βD,Qt = lim sup
r→0
|Zt(x,Br(y))|
|Br(y)| , t ∈ [0, 1],
where x, y ∈ Rn, Br(y) denotes the Euclidean ball with center y and radius r > 0,
and | · | denotes the Lebesgue measure of Rn. The quantity in the right hand side
of (7) is independent on the choice of x, y ∈ Rn, and so the definition is well posed.
The distortion coefficients of a LQ model can be easily computed by solving a
linear Hamiltonian system, once the matrices A,B,Q are fixed (cf. Proposition 26).
Remark 10. If D is the Young diagram of a geodesic on a n-dimensional Riemannian
manifold, then A = 0n, B = 1n. If we choose Q = κ1n, we obtain the homogeneous
distortion coefficient (cf. Section 3.1)
βD,Qt =

(
sin(tα)
sin(α)
)n
κ > 0,
tn κ = 0,(
sinh(tα)
sinh(α)
)n
κ < 0,
α =
√
|κ|.
One can recover the sharp Riemannian model coefficient β(K,n)t of (2) by choosing,
instead, the n × n matrix Q = Kd2(x, y) diag(1, . . . , 1, 0). Since the potential Q
mimics the effect of curvature, this choice correctly takes into account that there is
no curvature in the direction of the motion.
1.3. Sectional-type comparison results. We now state the first pair of main
results of the paper. Theorem 11 requires separate assumptions on the curvature
and on the volume derivative. Theorem 12 unifies both assumptions in a single
Bakry-Émery-type lower bound.
Theorem 11. Let (x, y) /∈ Cut(M) and assume that the unique geodesic γ joining
x and y is ample and equiregular, with Young diagram D. Assume that the geodesic
volume derivative satisfies ρm,γ(t) ≤ 0 along γ, and that there exists a symmetric
n× n matrix Q such that Rγ(t) ≥ Q for every t ∈ [0, 1]. Then
(8) βt(x, y)
βD,Qt
is a non-increasing function of t ∈ (0, 1].
In particular we have
(9) βt(x, y) ≥ βD,Qt , ∀t ∈ [0, 1].
If, instead, Rγ(t) ≤ Q and ρm,γ(t) ≥ 0 along γ for every t ∈ [0, 1], then the function
in (8) is non-decreasing and (9) holds with the opposite inequality.
The inequality Rγ(t) ≥ Q is understood by identifying the quadratic form Rγ(t)
with a n × n matrix using a canonical frame X1(t), . . . , Xn(t). In Theorem 11 the
assumption ρm,γ(t) ≤ 0 (resp. ≥ 0) can be weakened to ρm,γ(t) ≤ c (resp. ≥ c) for
c ∈ R with straightforward modifications in the conclusion (cf. Remark 31).
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α1 α2 α3 α`· · ·
size r level α of D
Figure 1. Level α and superboxes αi of a Young diagram.
Theorem 12. Let (x, y) /∈ Cut(M) and assume that the unique geodesic γ joining
x and y is ample and equiregular, with Young diagram D. Assume that there exists
N > n and a symmetric n×n matrix Q such that 1NRNm,γ(t) ≥ 1nQ for every t ∈ [0, 1].
Then
βt(x, y)1/N
(βD,Qt )1/n
is a non-increasing function of t ∈ (0, 1].
In particular we have
(10) βt(x, y)1/N ≥ (βD,Qt )1/n, ∀t ∈ [0, 1].
Notice that (10) gives a dimensional interpretation of the parameter N . Indeed,
the distortion coefficient can be compared with the model one only after they are
both normalized by an effective dimension.
1.4. Ricci-type comparison results. The sectional-type curvature bounds in the
assumptions of Theorems 11 and 12 can be weakened to Ricci-type bounds, similar
in spirit to the ones in Theorems 2 and 3. In the Riemannian case, this is done by
taking the trace of the matrix Riccati equation describing the evolution of Jacobi
fields, and turning it into a simple scalar Riccati inequality (see e.g. [Vil09, Ch. 14]).
In the sub-Riemannian case, the process of “taking the trace” is more delicate. Due
to the anisotropy of the structure, it only makes sense to take partial traces, leading
to a number of Ricci curvatures (each one obtained as a partial trace on an invariant
subspace of Tγ(t)M , determined by the Young diagram D). This is done by using a
tracing technique developed in [BR17b].
In order to state our main results, we need to introduce some terminology related
to the boxes of a Young diagram D associated with an ample and equiregular geo-
desic. We refer to Figure 1. A level is the collection of all the rows of the Young
diagram with the same length. A superbox is the collection of all boxes of the Young
diagram in a given level, belonging to the same column. The size of a level or a
superbox is the number r of boxes in each of its columns. For a given level α of the
Young diagram, of length `, we denote its superboxes as α1, . . . , α`. Every superbox
αi is associated with an invariant subspace Sαiγ(t) ⊆ Tγ(t)M , of dimension equal to
its size. Finally, for each superbox αi, we define a sub-Riemannian Ricci curvature
(resp. Bakry-Émery Ricci) denoted Ricαiγ (t) (resp. RicN,αim,γ (t)) for i = 1, . . . , `,
(11) Ricαiγ (t) = Tr
(
Rγ(t)
∣∣
S
αi
γ(t)
)
, RicN,αim,γ (t) = Tr
(
RNm,γ(t)
∣∣
S
αi
γ(t)
)
.
Thus, we have a total number of Ricci curvatures equal to the number of superboxes
of the Young diagram. In the Riemannian case, the Young diagram has a single
column with n = dimM boxes. Thus there is only one superbox, and one Ricci
curvature, corresponding to the full trace of Rγ(t). See Section A.7 for details.
In the following theorems, Υ denotes the set of levels of the Young diagram.
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Theorem 13. Let (x, y) /∈ Cut(M) and assume that the unique geodesic joining x
and y is ample and equiregular, with Young diagram D.
Assume that ρm,γ(t) ≤ 0 along γ and that for every level α of size rα and length
`α of D there exist καi ∈ R, for i = 1, . . . , `α, such that for every superbox αi
1
rα
Ricαiγ (t) ≥ καi , ∀t ∈ [0, 1].
Then
βt(x, y)∏
α∈Υ
(
βDα,Qαt
)rα is a non-increasing function of t ∈ (0, 1],
where Dα is the Young diagram composed by a single row of length `, and Qα =
diag(κα1 , . . . , κα`α ). In particular
βt(x, y) ≥
∏
α∈Υ
(
βDα,Qαt
)rα
, ∀t ∈ [0, 1].
Theorem 14. Let (x, y) /∈ Cut(M) and assume that the unique geodesic joining x
and y is ample and equiregular, with Young diagram D.
Assume that there exists N > n such that for every level α of size rα and length
`α of D there exist καi ∈ R, for i = 1, . . . , `α, such that for every superbox αi
1
rα
RicN,αim,γ (t) ≥
N
n
καi , ∀t ∈ [0, 1].
Then
βt(x, y)1/N∏
α∈Υ
(
βDα,Qαt
)rα/n is a non-increasing function of t ∈ (0, 1],
where Dα is the Young diagram composed by a single row of length `, and Qα =
diag(κα1 , . . . , κα`α ). In particular
βt(x, y)1/N ≥
∏
α∈Υ
(
βDα,Qαt
)rα/n
, ∀t ∈ [0, 1].
1.5. Removing the direction of motion. Theorems 13 and 14 do not take into
account the fact that distances are not distorted in the direction of a geodesic.
This is well known in Riemannian geometry (see e.g. the discussion in [Vil09, p.
384]). It corresponds to the fact that Rγ(t)(γ˙(t), γ˙(t)) = 0, which remains true in
sub-Riemannian geometry as a consequence of the homogeneity of the Hamiltonian.
At a technical level, the distortion coefficient can always be written as
βt(x, y) = tβ⊥t (x, y), ∀ (x, y) /∈ Cut(M),
where β⊥t (x, y) is, roughly speaking, the distortion felt in the transverse directions
to the geodesic joining x with y. In all proofs, the direction of the motion can be
factored out, proving comparison results for β⊥t (x, y). In terms of Young diagram,
the direction of the motion corresponds to a block situated in the bottom level, the
only one of length 1, whose effective size is reduced by one. We omit the details,
recording only the final statement, which is a sharper version of Theorem 14.
Theorem 15. Let (x, y) /∈ Cut(M) and assume that the unique geodesic joining x
and y is ample and equiregular, with Young diagram D.
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Assume that there exists N > n such that for every level α of size rα and length
`α there exist καi ∈ R, for i = 1, . . . , `α, such that for every superbox αi
1
rα
RicN,αim,γ (t) ≥
N − 1
n− 1 καi , ∀t ∈ [0, 1],
with the convention that if α is the level of length 1 then rα is replaced by rα − 1,
and if rα = 0 then this level is omitted. Then, with the same convention, we have
β⊥t (x, y)1/(N−1)∏
α∈Υ
(
βDα,Qαt
)rα/(n−1) is a non-increasing function of t ∈ (0, 1],
where Dα is the Young diagram composed by a single row of length `, and Qα =
diag(κα1 , . . . , κα`α ). In particular
βt(x, y)1/(N−1) ≥ t1/(N−1)
∏
α∈Υ
(
βDα,Qαt
)rα/(n−1)
, ∀t ∈ [0, 1].
Remark 16. If ρm,γ ≤ 0 along the geodesic joining x with y, then one can take
formally N = n in the previous theorem, and obtain a version of Theorem 13 with
the direction of the motion taken out. For an n-dimensional Riemannian manifold,
Theorem 15 recovers the sharp statements of Theorems 2 and 3.
1.6. The two columns case. As a consequence of Theorem 15, and non-trivial
inequalities for the model distortion coefficients, we obtain polynomial bounds for the
distortion coefficient under appropriate curvature bounds when the Young diagram
has two columns. We only give a statement for ρm,γ ≤ 0, in which case the Bakry-
Émery curvature is not necessary (formally N = n in Theorem 15). We adopt an
ad-hoc labelling notation for the superboxes of a 2-columns Young diagram and the
corresponding Ricci curvatures, as in Figure 2.
superbox a
size n− k
superbox c
size 2k − n
superbox b
size n− k
direction of the motion
Figure 2. Young diagram with two columns. Here, k is the rank
of the sub-Riemannian distribution, while n is the dimension of the
manifold. The first level, of size n− k and length 2, is composed by
the superboxes denoted, respectively, b and a. The second level, of
size 2k − n and length 1, is composed by the superbox c.
Theorem 17. Let (x, y) /∈ Cut(M) and assume that the unique geodesic joining x
and y is ample and equiregular, with Young diagram D as in Figure 2. Assume that
for all t ∈ [0, 1] we have ρm,γ(γ(t)) ≤ 0 and
Ricaγ(t) ≥ (n− k)κa,
Ricbγ(t) ≥ (n− k)κb,
Riccγ(t) ≥ (2k − n− 1)κc,
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for some κa, κb, κc ∈ R satisfying
(12) 4κa + κ2b ≥ 0, κb ≥ 0, κc ≥ 0.
Then βt(x, y)/tk+3(n−k) is a non-increasing of t ∈ (0, 1], and hence
(13) βt(x, y) ≥ tk+3(n−k).
The exponent k + 3(n− k) is optimal, i.e. the lowest one such that (13) holds true.
Remark 18. For fat distributions1 of rank k on a n-dimensional manifold, all non-
trivial geodesics have the same Young diagram with two columns. The exponent
N = k+3(n−k) is equal to the geodesic dimension of the sub-Riemannian manifold,
defined in [ABR18] (see also [Riz16] for a definition on metric measure spaces).
We apply Theorem 17 to Sasakian and 3-Sasakian structures in Section 6, to
which we refer for precise statements. For brevity we show here as an example only
the main result concerning 3-Sasakian structures.
Theorem 19. Let (M,D, g) be a 3-Sasakian manifold of dimension 4d+3, equipped
with its canonical measure. Assume that, for every non-zero X ∈ D
(14) Sec(X ∧ Y ) ≥ K ≥ −9, ∀Y ∈ span{φIX,φJX,φKX},
where Sec is the Riemannian sectional curvature of the 3-Sasakian structure. Then
βt(x, y)/t4d+9 is a non-increasing of t ∈ (0, 1] and (x, y) /∈ Cut(M). In particular
βt(x, y) ≥ t4d+9, ∀t ∈ [0, 1],
and the exponent is optimal.
As a consequence of [BR19, Thm. 9], the bounds βt(x, y) ≥ tN in the above
statements are equivalent to a weighted Brunn-Minkowski inequality of the form
m(Zt(A,B))1/n ≥ (1− t)N/nm(A)1/n + tN/nm(B)1/n, ∀t ∈ [0, 1],
for all Borel sets A,B ⊂ M , and to the MCP(0, N). They are also equivalent to
suitable (sub-)Laplacian comparison theorems, see Section 1.7.
In particular, Theorem 19 has the consequence that all 3-Sasakian manifolds of
dimension 4d+ 3 satisfying suitable curvature bounds satisfy the MCP(0, N) for all
N ≥ 4d+ 9. This results contributes to the list of sub-Riemannian structures satis-
fying a measure contraction properties [Rif13,BR17a,Riz16,BR18,AL14,LLZ16].
1.7. Equivalence to sub-Laplacian comparison. Comparison results for distor-
tion coefficients are equivalent to comparison theorem for the sub-Laplacian of the
sub-Riemannian distance. This fact is known, and its proof in specific cases can be
found in [BR17a, Prop. 9] and in [Oht14, Sec. 6.2] for the Riemannian case.
Theorem 20. Let (M,D, g) be an ideal2 sub-Riemannian manifold. Let y /∈ Cut(x),
and let γ : [0, 1] → M be the unique geodesic joining x with y. Then, letting
fx(·) = 12d2SR(x, ·), we have
∆fx(γ(t)) = t
d
dt
log βt(x, y), ∀t ∈ (0, 1].
Hence, for any smooth h : (0, 1]→ R+, with h(1) = 1, the following are equivalent:
• the function t 7→ βt(x, y)/h(t) is non-increasing on (0, 1];
• ∆fx(γ(t)) ≤ t ddt log h(t) for all t ∈ (0, 1].
In particular, both statements imply that βt(x, y) ≥ h(t) for all t ∈ [0, 1].
1A distribution D is fat if for any non-zero X ∈ Γ(D), TM is locally generated by X and [X,D].
2A sub-Riemannian manifold is ideal if it does not admit non-trivial singular minimizing
geodesics. This hypothesis can be omitted if, instead, we assume that γ(t) /∈ Cut(x) for all t ∈ (0, 1].
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Proof. The first formula is a consequence of the fact that γ˙(t) = ∇fx(γ(t)), and of
the definition of divergence. See for example [BdSR18, Prop. B.1], or also the proof
in [BR17a, Prop. 9]. The remaining implications are obvious. 
1.8. Maximal length bounds. It is worth mentioning that, from the proof of the
above theorems, one can recover a bound for the maximal length of minimizing
geodesics, obtained in [BR16], to which we refer to for details.
Theorem 21. Let γ : [0, T ] → M be a length-parametrized minimizing geodesic,
ample and equiregular, with Young diagram D. Assume that there exists a level α
with size rα and length `α, and κi ∈ R, for i = 1, . . . , `α, such that
1
rα
Ricαiγ (t) ≥ κi, ∀t ∈ [0, T ],
with the convention that, if α is the level of length 1, then rα is replaced by rα − 1.
Then `(γ) ≤ tc(κ1, . . . , κ`α), where the latter is the first conjugate time of the LQ
problem whose Young diagram has a single row of length ` and Q = diag(κ1, . . . , κ`α).
Conditions on κ1, . . . , κ`α such that tc(κ1, . . . , κ`α) < +∞ can be found simply
applying the main result in [ARS15]. We just give two examples. If α is a level of
length `α = 1, then the condition is κ1 > 0, in which case
tc(κ1) =
pi√
κ1
.
If α is a level of length `α = 2, the conditions are{
κ1 > 0,
κ21 + 4κ2 > 0,
or
{
κ1 ≤ 0,
κ2 > 0,
in which case
tc(κ1, κ2) ≤ 2piRe(√x+ y −√x− y) , x =
κ1
2 , y =
√
κ21 + 4κ2
2 .
These results yield the sharp diameter of the standard sub-Riemannian structure
on the Hopf fibrations S1 ↪→ S2d+1 → CPd and on the quaternionic Hopf fibrations
S3 ↪→ S2d+3 → HPd.
1.9. Related literature. The notion of sub-Riemannian curvature we consider in
this paper has been developed starting from the pioneering works of Agrachev-
Zelenko [AZ02a,AZ02b] and Zelenko-Li [ZL09] and then subsequently developed in
[ABR18,BR16,BR17b]. Several applications of this theory, such as Bonnet-Myers
theorems and measure contraction properties, have been given in the recent years
in [AL14,LLZ16,BR16,RS17,ABR17,BI19].
A different approach to sub-Riemannian curvature, based on the extension of
Bochner-type formulas and curvature-dimension inequalities, has been proposed by
Baudoin, Garofalo and collaborators (see [BG17], [Bau16] and references therein).
This technique has been implemented efficiently for sub-Riemannian structures in-
duced on the horizontal bundle of totally geodesic Riemannian foliations.
An analysis based on the canonical variation of the index form has been suc-
cessfully implemented on Sasakian foliations in [BGKT19]. The same idea is ap-
plied in [BGMR] to H-type foliations with parallel Clifford structure, introduced in
[BGMR18], which extends to higher corank all the nice features of Sasakian folia-
tions. Let us mention also [Rum94,CY09,Hug95] for a related approach, based on
the Riemannian Jacobi equation, on 3-dimensional contact manifolds.
The study of interpolation inequalities in the Heisenberg group have been initi-
ated in [BKS18] (see also [BKS17] for corank 1 Carnot groups). Then, in [BR19],
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the authors proved that any ideal sub-Riemannian manifold supports interpolation
inequalities, provided that the geometry is taken into account through suitable dis-
tortion coefficients. These works were motivated by the first crucial observation that
classical Brunn-Minkowski type inequalities modelled on Riemannian space forms
are not satisfied in the sub-Riemannian setting [Jui09] (see also the recent [Jui18]).
For simplicity in this paper we focus only on the sub-Riemannian case. Neverthe-
less, the concept of curvature used here is purely Hamiltonian and permits to recover
analogue results in the Finsler setting, such as those considered in [Oht09,WX07].
1.10. Structure of the paper. Models spaces are explained in Section 2, while the
model distortion coefficient and its properties are studied for some special cases in
Section 3. The main results are proved in Sections 4 and 5. There we use two impor-
tant technical ingredients: the theory of sub-Riemannian curvature and canonical
moving frames, and general comparison theory for matrix Riccati equations with
limit initial data. Readers who are not familiar with these tools are advised to
consult Appendices A and B, respectively, before going through Section 4 and 5.
Finally, in Section 6, we specify our results to Sasakian and 3-Sasakian structures,
yielding examples of structures satisfying sub-Riemannian Ricci curvature bounds.
2. Linear Quadratic problems
Linear quadratic optimal control problems (LQ in the following) are a classical
topic in optimal control theory. They are variational problems in Rn with a quadratic
cost and linear dynamics. We briefly recall their general features, and we refer to
[AS04, Ch. 16], [Cor07, Ch. 1] and [Jur97, Ch. 7] for further details.
Let A,B be n × n matrices, with B ≥ 0 and symmetric. Letting k ≤ n be the
rank of B, there exist b1, . . . , bk ∈ Rn, unique up to orthogonal transformations,
such that B = ∑ki=1 bib∗i . Let also Q be a symmetric n× n matrix, and T > 0. We
are interested in admissible trajectories, namely curves x : [0, T ] → Rn for which
there exists a control u ∈ L2([0, T ],Rk) such that3
(15) x˙ = Ax+
k∑
i=1
uibi.
Thus, we look for admissible trajectories with fixed endpoints x(0) = x0, x(T ) = x1,
that minimize the quadratic functional CT : L2([0, T ],Rk)→ R
(16) CT (u) =
1
2
∫ T
0
(u∗u− x∗Qx) dt.
Admissible trajectories minimizing (16) are called minimizers. The vector Ax rep-
resents the drift, while b1, . . . , bk are the controllable directions. The matrix Q is the
potential of the LQ problem.
We only deal with controllable systems, i.e., there exists m > 0 such that
(17) rank(B,AB, . . . , Am−1B) = n.
Condition (17) is known as Kalman condition in control theory. It is equivalent to
the fact that, for any choice of x0, x1 ∈ Rn and T > 0, there is a non-empty set of
admissible trajectories x : [0, T ]→ Rn joining x0 with x1.
3Our notation differs from the classical one, where usually B denotes the n × k matrix whose
columns are b1, . . . , bk (as done also in [BR16]). With this notation (15) becomes x˙ = Ax+Bu.
To pass from the notation used in this paper to the classical one, one should replace B with
BB∗. The Kalman condition (17) has the same expression with respect to either notation.
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It is well known that the admissible trajectories minimizing (16) are projections
(p, x) 7→ x of the solutions of the Hamilton equations
(18) p˙ = −∂xH, x˙ = ∂pH, (p, x) ∈ T ∗Rn = R2n,
where the Hamiltonian function H : R2n → R is defined by
(19) H(p, x) = 12 (p
∗Bp+ 2p∗Ax+ x∗Qx) .
Any LQ problem is uniquely determined by its Hamiltonian function, and vice-versa.
Definition 22. We say that t∗ > 0 is a conjugate time if there exists a non-trivial
solution of the Hamilton equations (18) such that x(0) = x(t∗) = 0.
LQ problems either have no conjugate times, or an infinite and discrete set of
them, depending on the Jordan normal form of the Hamiltonian system [ARS15].
The first (i.e., the smallest) conjugate time tc = tc(A,B,Q) determines existence
and the uniqueness of solutions of the LQ problem, as specified by the following
proposition (see [AS04, Sec. 16.4]).
Proposition 23. Let tc be the first conjugate time of the Hamiltonian (19), and
consider the LQ problem (15)-(16). Then, for any x0, x1 ∈ Rn,
• if T < tc there exists a unique minimizer connecting x0 with x1 in time T ;
• if T > tc there exists no minimizer connecting x0 with x1 in time T ;
• if T = tc existence of minimizers depends on x0, x1.
The minimization of the functional (16) with fixed endpoints and T > 0 does
not define a metric on Rn, in general. Nevertheless, one can still define a distortion
coefficient as follows. Fix T = 1 in the LQ problem (15)-(16). Furthermore, we
assume throughout this section that tc > 1. This condition ensures existence and
uniqueness of minimizers, and the well-posedness of the next definitions. This is not
restrictive, since these assumptions will always be satisfied for the cases we consider.
Definition 24. For x0, x1 ∈ Rn and t ∈ [0, 1], define
Zt(x0, x1) = {xu(t) | xu : [0, 1]→ Rn is the minimizer s.t. xu(0) = x0, xu(1) = x1}.
Definition 25. The distortion coefficient of the LQ problem (15)-(16) is
βA,B,Qt (x, y) = lim sup
r→0
|Zt(x,Br(y))|
|Br(y)| , t ∈ [0, 1],
where x, y ∈ Rn, Br(y) denotes the Euclidean ball with center y and radius r > 0,
and | · | denotes the Lebesgue measure of Rn.
As it will be clear from the proof of the next proposition, in Definition 25 one can
replace the Euclidean ball with any set nicely shrinking for r → 0.
Proposition 26. The distortion coefficient of the LQ problem (15)-(16) does not
depend on the choice of x, y, and satisfies
(20) βA,B,Qt =
detN(t)
detN(1) > 0, ∀t ∈ (0, 1],
where M(t), N(t) : [0, 1]→ Mat(n× n) are the solutions of the Hamiltonian system
(21) d
dt
(
M
N
)
=
(−A∗ −Q
B A
)(
M
N
)
,
(
M(0)
N(0)
)
=
(
1
0
)
.
Equivalently, we have
(22) βA,B,Qt = exp
(
−
∫ 1
t
Tr(BV +A)ds
)
> 0, ∀t ∈ (0, 1],
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where V : (0, 1]→ Sym(n× n) is the solution of the matrix Riccati equation
(23) V˙ +A∗V + V A+ V BV +Q = 0, lim
t→0+
V −1(t) = 0.
Notice that, under our assumptions, the Cauchy problem with limit initial datum
(23) is well posed, and its solution is well-defined on (0, 1] (see Appendix B).
Proof. Fix x ∈ Rn. Consider the map Etx : Rn → Rn that maps p to the point x(t)
of the solution (p(t), x(t)) of the Hamilton equations with initial conditions (p, x).
We claim that E1x is a smooth diffeomorphism and that [0, 1] 3 t 7→ Etx(p) is the
unique solution of the LQ problem (15)-(16) joining its endpoints.
Indeed, since tc > 1 and by Proposition 23, E1x is surjective. Suppose that
E1x(p) = E1x(p′). Let (p(t), x(t)) and (p′(t), x′(t)) the corresponding solutions of
the Hamilton equations with initial conditions (p, x) and (p′, x), respectively. By
linearity of Hamilton equations for LQ problems, the difference (p′′(t), x′′(t)) :=
(p′(t) − p(t), x′(t) − x(t)) is still a solution, and x′′(0) = x′′(1) = 0. Since tc > 1,
such a solution must be trivial, and in particular p = p′.
Suppose now that p is a critical point for E1x, in particular there exists p˙ 6= 0 in
Rn such that E1x(p+εp˙) = E1x(p)+o(ε). By linearity of Hamilton equations defining
E1x, we obtain that E10(p˙) = 0. Since 1 cannot be a conjugate time, p˙ = 0, and E1x
is a submersion (the same argument shows that Et0 is a submersion for all t < tc).
This concludes the proof of the claim. In particular, for all x, y ∈ Rn with y 6= x,
and y = E1x(p), we have Zt(x, y) = Etx(p). It follows directly from the definition that
βA,B,Qt (x, y) =
detDEtx(p)
detDE1x(p)
, t ∈ [0, 1],
where y = E1x(p), and D denotes the differential. By definition of Etx, and the
linearity of the LQ Hamilton’s equation, we immediately see that the linear map
DEtx(p), which we identify with a matrix N(t) in coordinates, is the solution of
d
dt
(
M
N
)
=
(−A∗ −Q
B A
)(
M
N
)
,
(
M(0)
N(0)
)
=
(
1
0
)
,
thus proving the first representation formula (20). This also proves that the distor-
tion coefficient βA,B,Qt (x, y) does not depend on x and y.
Notice that βA,B,Qt > 0 for all t ∈ (0, 1] (otherwise this would imply the existence
of a conjugate time at t < 1), hence detN(t) > 0 for t ∈ (0, 1].
To prove the second representation formula (22), for all t > 0 we have
βA,B,Qt = exp
(
−
∫ 1
t
d
ds
log detNds
)
= exp
(
−
∫ 1
t
Tr(N˙N−1)ds
)
= exp
(
−
∫ 1
t
Tr(BV +A)ds
)
,
where, in the last passage, we defined V (t) = M(t)N(t)−1 for all t ∈ (0, 1], and we
used the Hamiltonian system. A straightforward computation shows that V satisfies
the Riccati equation (23). Furthermore, since N(0) = 0 and M(0) = 1, we have
lim
t→0+
V −1(t) = lim
t→0+
N(t)M(t)−1 = 0,
concluding the proof. 
We will need the following homogeneity property.
Lemma 27. For every ε > 0, it holds βA,εB,Qt = β
A,B,εQ
t .
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Proof. It is enough to check that if (M(t), N(t)) is a solution of
d
dt
(
M
N
)
=
(−A∗ −εQ
B A
)(
M
N
)
,
(
M(0)
N(0)
)
=
(
1
0
)
,
then the pair (M(t), N(t)) := (M(t), εN(t)) satisfies
d
dt
(
M
N
)
=
(−A∗ −Q
εB A
)(
M
N
)
,
(
M(0)
N(0)
)
=
(
1
0
)
.
3. Constant curvature models
Let D be the Young diagram associated with an ample, equiregular geodesic, and
let Γ1 = Γ1(D), Γ2 = Γ2(D) be the n× n matrices defined in Section A.4. Let Q be
a symmetric n× n matrix.
Definition 28. We denote by LQ(D;Q) the constant curvature model, associated
with a Young diagram D and constant curvature equal to Q, defined by the LQ
problem with Hamiltonian
H(p, x) = 12 (p
∗Bp+ 2p∗Ax+ x∗Qx) , A = Γ∗1(D), B = Γ2(D).
We denote by βD,Qt = β
A,B,Q
t its distortion coefficient.
In the rest of this section we use Proposition 26 to provide several examples of
distortion coefficients. We start by recovering, within our framework, the usual
Riemannian ones.
3.1. The Riemannian case. Let D be a Young diagram with a single column of
length n (which is the case for a Riemannian geodesic). We have A = 0n, B = 1n.
Let also Q = κ1n(we drop the subscript since the dimension is fixed). In this case
the Hamiltonian of the corresponding LQ problem is
H(p, x) = 12
(
|p|2 + κ|x|2
)
,
which is the Hamiltonian of a harmonic oscillator (for κ > 0), a free particle (for
κ = 0) or a harmonic repulsor (for κ < 0). The system
d
dt
(
M
N
)
=
(
0 −κ1
1 0
)(
M
N
)
,
(
M(0)
N(0)
)
=
(
1
0
)
,
is equivalent to the second order equation N¨+κN = 0, withN(0) = 0 and N˙(0) = 1.
We get in this case
βD,Qt =
detN(t)
detN(1) =

(
sin(αt)
sin(α)
)n
κ > 0,
tn κ = 0,(
sinh(αt)
sinh(α)
)n
κ < 0,
α :=
√
|κ|.
We will adopt a unified notation for the coefficient by writing
βD,Qt =
(
sin(
√
κt)
sin(
√
κ)
)n
, κ ∈ R,
where we regard the above as an analytic function of κ, choosing the principal branch
of the square root on the complex plane.
If we choose, instead, Q = diag{κ, . . . , κ, 0} we get
βD,Qt = t
(
sin(
√
κt)
sin(
√
κ)
)n−1
, κ ∈ R,
which is the sharp Riemannian model coefficient of Theorem 2.
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3.2. The two-columns case. Let D be a Young diagram with a single row of
length 2, and let Q = diag{κ1, κ2}, with κ1, κ2 ∈ R. In this case
A =
(0 0
1 0
)
, B =
(1 0
0 0
)
, Q =
(
κ1 0
0 κ2
)
.
The Hamiltonian of LQ(D;Q) is
H(p, x) = 12
(
p21 + 2p2x1 + κ1x21 + κ2x22
)
.
We can compute through Proposition 26 the distortion coefficient. By reduction to
Jordan normal form of the corresponding Hamiltonian system (21) (see details in
[RS17, Prop. 28]), one obtains
detN(t) = θ
2− sin2 (θ+t)− θ2+ sin2 (θ−t)
4θ2−θ2+(θ2− − θ2+)
,
where, choosing the principal branch of the square root, we set
(24) θ± =
1
2(
√
x+ y ±√x− y), with x = κ12 , y =
√
4κ2 + κ21
2 .
Thus the distortion coefficient is
(25) βD,Qt =
θ2− sin2 (θ+t)− θ2+ sin2 (θ−t)
θ2− sin2 (θ+)− θ2+ sin2 (θ−)
.
Notice that βD,Qt is understood as a real-analytic function of θ± ∈ C.
3.2.1. The case κ2 = 0. A particular two-columns case is obtained for κ2 = 0 (e.g., it
occurs in the Heisenberg group and, more in general, in Sasakian contact structures
with bounded Tanaka-Webster curvature, cf. Section 6). Depending on the sign of
κ1, we set θ = θ+ = ±θ−. Then, the distortion coefficient (25) reduces to
(26) βD,Qt =
sin(tθ)
sin(θ)
tθ cos(tθ)− sin(tθ)
θ cos(θ)− sin(θ) , θ =
√
κ1
2 ,
where the right hand side is understood as a real-analytic function of θ ∈ C. For
instance, if κ1 = 0, then (26) reads βD,Qt = t4.
3.2.2. The case 4κ2 +κ21 = 0. Another relevant case is obtained when 4κ2 +κ21 = 0.
It will be important for the proof of Theorem 17. In this case θ− = 0 in (24). One
gets (replacing θ+ by θ in the above notation)
(27) βD,Qt =
sin2 (tθ)− (tθ)2
sin2 (θ)− θ2 , θ =
√
κ1
2 ,
where the right hand side is understood as a real-analytic function of θ ∈ C.
Lemma 29. Let βD,Qt as in (27), and assume that κ1 ≥ 0. Then βD,Qt /t4 is a
non-increasing function of t ∈ (0, 1]. In particular
βD,Qt ≥ t4, ∀t ∈ [0, 1].
The exponent 4 is optimal, i.e. it cannot be replaced to a smaller one.
Proof. One can check that βD,Qt ∼ t4 as t → 0, giving the optimality part of the
statement. It is sufficient to prove that, for all t ∈ (0, 1], it holds
(28) t d
dt
log βD,Qt ≤ 4.
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After some manipulations, the left hand side of (28) is rewritten as
t
d
dt
log βD,Qt =
2z(z − sin z)
z2 + 2 cos z − 2 ,
where we have set z = 2tθ. We then show that for every real z ≥ 0 we have
g(z) := 2z(z − sin z)
z2 + 2 cos z − 2 ≤ 4,
and that the equality holds if and only if z = 0. Notice that limz→0 g(z) = 4 and
z2 + 2 cos z − 2 > 0 for z > 0. To prove (3.2.2) it is enough to show that
2z(z − sin z)
z2 + 2 cos z − 2 < 4, for z > 0,
or equivalently f(z) := z2 + z sin z + 4 cos z − 4 > 0, for z > 0. We have that
f(0) = f ′(0) = f ′′(0) = 0 and f ′′′(z) = sin z − z cos z > 0 if 0 < z ≤ 5pi4 . Hence
f(z) > 0 if 0 < z ≤ 5pi4 . Now assume z > 5pi4 and observe that
f(z) =
(
z + sin z2
)2
+
(
4 + cos z2
)2
− 814 >
(5pi
4 −
1
2
)2
+
(
4− 12
)2
− 814 > 0.
The proof is concluded. 
4. Comparison of the distortion coefficient
The following result on the computation of the distortion coefficient βt(x, y) on a
sub-Riemannian manifold is crucial. An equivalent statement is [BR19, Lemma 44].
Lemma 30. Let x, y ∈ M , with y /∈ Cut(x), and assume that the geodesic γ :
[0, 1] → M joining x with y is ample and equiregular, with Young diagram D. Let
X1(t), . . . , Xn(t) be a canonical moving frame along γ (cf. Appendix A). Then
d
dt
log βt(x, y) = Tr(BV (t) +A) + ρm,γ(t), ∀t ∈ (0, 1],
where V : (0, 1]→ Sym(n× n) is the solution of the Riccati equation
(29) V˙ +A∗V + V A+ V BV +R(t) = 0, lim
t→0+
V (t)−1 = 0.
Here Rij(t) = Rγ(t)(Xi(t), Xj(t)), and A = Γ∗1(D), B = Γ2(D) are the normal form
matrices defined in Appendix A.
Proof. Let λ0 be the initial covector of the unique minimizing geodesic such that
expx(λ0) = y. Since y /∈ Cut(x), there exists an open neighbourhood O of y and
O ⊂ T ∗xM such that expx : O → O is a smooth diffeomorphism, and for all λ′ ∈
O, the geodesic t 7→ expx(tλ′) is the unique minimizing geodesic joining x with
y′ = expx(λ′), and y′ is not conjugate with x along such a geodesic. Assuming r
sufficiently small such that Br(y) ⊂ O, let Ar ⊂ O be the relatively compact set such
that expx(Ar) = Br(y). The map exptx(·) = expx(t·) is a smooth diffeomorphism
from Ar onto Zt(x,Br(y)). In particular, we have
(30) βt(x, y) = lim
r↓0
∫
Ar
expt∗x m∫
Ar
exp1∗x m
= (exp
t∗
x m)(λ0)
(exp1∗x m)(λ0)
.
The right hand side of (30) is the ratio of two smooth tensor densities computed at
λ0. To compute it, we evaluate both factors on a n-tuple of independent vectors of
T ∗xM . Thus, pick a Darboux frame E1(t), . . . , En(t), F1(t), . . . , Fn(t) ∈ Tλ(t)(T ∗M)
such that pi∗Ei(t) = 0 and pi∗Fi(t) = Xi(t) for all t ∈ [0, 1], i = 1, . . . , n. Then,
(expt∗x m)(E1(0), . . . , En(0)) = m(pi∗ ◦ et ~H∗ E1(0), . . . , pi∗ ◦ et ~H∗ En(0)).
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The n-tuple Ji(t) = et ~H∗ Ei(0), i = 1, . . . , n, can be written as
Ji(t) =
n∑
j=1
Ej(t)Mji(t) + Fj(t)Nji(t), ∀i = 1, . . . , n,
for some smooth families of n × n matrices M(t), N(t), such that M(0) = 1 and
N(0) = 0. Therefore we have
βt(x, y) =
detN(t)
detN(1)
m(X1(t), . . . , Xn(t))
m(X1(1), . . . , Xn(1))
.
Since γ(t) is not conjugate to γ(0) for t ∈ (0, 1], we have βt(x, y) > 0 on that interval
or, equivalently, N(t) is non-degenerate for all t ∈ (0, 1]. In particular, we have
d
dt
log βt(x, y) =
d
dt
log detN(t) + d
dt
logm(X1(t), . . . , Xn(t))
= Tr(N˙(t)N(t)−1) + d
dt
logm(X1(t), . . . , Xn(t)).
Recall that, by Lemma A.2, the pair M(t), N(t) satisfies
d
dt
(
M
N
)
=
(−A(t)∗ −R(t)
B(t) A(t)
)(
M
N
)
,
for some matrices A(t), B(t) ≥ 0, and R(t) = R(t)∗. Thus
(31) d
dt
log βt(x, y) = Tr(B(t)V (t) +A(t)) +
d
dt
logm(X1(t), . . . , Xn(t)),
where V (t) = M(t)N(t)−1, which is well defined on (0, 1], satisfies
V˙ (t) +A(t)∗V + V A(t) + V B(t)V +R(t) = 0, lim
t→0+
V (t)−1 = 0.
We conclude the proof by choosing E1(t), . . . , En(t), F1(t), . . . , Fn(t) to be a canoni-
cal Darboux frame. In this case A(t) = Γ∗1(D), B(t) = Γ2(D) appearing in (31) are
in the normal form as described in Appendix A, and Rij(t) = Rγ(t)(Xi(t), Xj(t)).
Finally, the second term in the r.h.s. of (31) is equal to ρm,γ(t), by definition. 
4.1. Proof of Theorem 11. Assume that R(t) ≥ Q for a constant quadratic form
Q ∈ Sym(n × n). By the comparison theory for the matrix Riccati equation with
limit initial datum (see Appendix B), it follows that
V (t) ≤ V D,Q(t), ∀t ∈ (0, 1],
where V D,Q(t) is the unique solution of (29) with R(t) replaced by Q. Using the
formulas provided in Proposition 26 and Lemma 30, this implies
(32) d
dt
log βt(x, y) ≤ d
dt
log βD,Qt + ρm,γ(t), ∀t ∈ (0, 1].
We remark that the r.h.s. of the above equation would be −∞ in presence of a
conjugate time t∗ ∈ (0, 1] of the LQ problem, which would give a contradiction to
the smoothness of βt(x, y). Hence the first conjugate time of the LQ model must
satisfy tc > 1, and t 7→ βD,Qt is well defined, positive and smooth for all t ∈ (0, 1].
If ρm,γ ≤ 0, then (32) is equivalent to the fact that t 7→ βt(x, y)/βD,Qt is non-
increasing. Since β1(x, y) = βD,Q1 = 1, this implies βt(x, y) ≥ βD,Qt .
The case with reversed inequalities R(t) ≤ Q and ρm,γ ≥ 0 is analogous. 
Remark 31. The assumption ρm,γ(t) ≤ 0 in theorem 11 can be replaced by ρm,γ(t) ≤
c for some c ∈ R. In this case the conclusion is that
βt(x, y)
βD,Qt
e−ct is a non-increasing function of t ∈ (0, 1].
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In particular we have
βt(x, y) ≥ βD,Qt ec(t−1), ∀t ∈ [0, 1],
and similarly with reversed inequalities if Rγ(t) ≤ Q and ρm,γ(t) ≥ c for t ∈ [0, 1].
4.2. Proof of Theorem 12. By Lemma 30 we have
(33) d
dt
log βt(x, y) = Tr(BV (t) +A) + ρm,γ(t), ∀t ∈ (0, 1].
Here A = Γ∗1(D) and B = Γ2(D) are the matrices defined in Appendix A. In the
previous expression we can omit A, since Tr(A) = 0. Since Tr(B) = k, we have
Tr(BV (t)) + ρm,γ(t) = Tr(BV (t)) + Tr
(
ρm,γ(t)
k
B
)
= Tr
(
BV
)
,(34)
where we have set (recall that for our choice B2 = B)
V (t) := V (t) + ρm,γ(t)
k
B.
Notice that V is invertible for small t and limt→0 V (t)−1 = 0. This is a consequence
of the fact that limt→0+ V (t)−1 = 0, and the identity
V (t) = V (t)
(
1 + ρm,γ(t)
k
V (t)−1B
)
.
Using in a crucial way that A∗B = BA = 0, we see that V satisfies
(35) V˙ +A∗V + V A+ V BV +R(t) = 0, lim
t→0+
V (t)−1 = 0,
where we defined
(36) R(t) := R(t)− ρ˙m,γ(t)
k
B − ρm,γ(t)
k
(
V (t)B +BV (t)
)
+
ρ2m,γ(t)
k2
B.
Notice that R contains a term depending on V . In order to use the Riccati compar-
ison theory described in Appendix B to control V , we need to bound R uniformly
with respect to V . To do it, one pays a price on the coefficient of the quadratic term
of (35). This fact is formalized in the next lemma.
Lemma 32. For every N > n let us define
RNm (t) := R(t)−
(
ρ˙m,γ(t)
k
+
ρ2m,γ(t)
k2
n
N − n
)
B, B := n
N
B, A = A.
Then V (t) satisfies the following matrix Riccati inequality
V˙ +A∗V + V A+ V BV +RNm (t) ≤ 0, lim
t→0+
V (t)−1 = 0.
Proof of Lemma 32. Let a > 1 such that 1 − 1
a2 =
n
N . Recalling that B2 = B, and
omitting the dependence on t, we have(
ρm,γ
k
aB − 1
a
BV
)∗ (ρm,γ
k
aB − 1
a
BV
)
=
ρ2m,γ
k2
a2B+ 1
a2
V BV − ρm,γ
k
(V B+BV ).
The left hand side of the above is non-negative, hence
−ρm,γ
k
(V B +BV ) ≥ −ρ
2
m,γ
k2
a2B − 1
a2
V BV .
Replacing (36) in the last term of (35) we obtain
V˙ +A∗V + V A+
(
1− 1
a2
)
V BV +R(t)− ρ˙m,γ(t)
k
B + (1− a2)ρ
2
m,γ
k2
B ≤ 0,
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hence the conclusion using that 1− a2 = − nN−n by our choice of a. 
Combining (33) and (34) we get
1
N
d
dt
log βt(x, y) =
1
N
Tr(BV (t) +A) = 1
n
Tr(BV (t) +A).(37)
The assumption on the Bakry-Émery curvature means precisely that
RNm (t) ≥
N
n
Q =: Q.
Thus, by Lemma 32 and Riccati comparison (see Appendix B), we have
V (t) ≤ V A,B,Q(t),
where the latter is the solution of the Riccati equation associated with the LQ
problem defined by A,B and Q. It follows by (37) and Proposition 26 that
(38) 1
N
d
dt
log βt(x, y) ≤ 1
n
d
dt
log βA,B,Qt =
1
n
d
dt
log βD,Qt ,
where, in the last equality, we used the definitions of A,B,Q and Lemma 27. Equa-
tion (38) is equivalent to the fact that the weighted ratio βt(x, y)1/N/(βD,Qt )1/n is a
non-increasing function of t, and in particular βt(x, y)1/N ≥ (βD,Qt )1/n. 
5. Ricci curvature type comparison
By Lemma 30, the distortion coefficient can be computed by solving a matrix
Riccati equation. Let γ be a geodesic on a n-dimensional Riemannian manifold M .
In this case X1(t), . . . , Xn(t) are a canonical moving frame along γ if and only if they
are a parallel orthonormal frame (see Appendix A). In this case A = 0n, B = 1n,
and the Riccati equation is simply
(39) V˙ + V 2 +R(t) = 0, Rij(t) = Rg(γ˙(t), Xi(t), Xj(t), γ˙(t)),
where Rg is the Riemann curvature tensor. Taking the trace of (39), and using the
Cauchy-Schwartz inequality, one shows that v := 1n TrV satisfies
(40) v˙ + v2 + r
n
≤ 0, r(t) = TrR(t).
Notice that (40) is a scalar inequality, and it is simpler to handle with respect to
(39). Since in the Riemannian case 1n
d
dt log βt(x, y) = v, one can prove directly from
(40) comparison theorems for the distortion coefficient under Ricci lower curvature
bounds. The same argument applies to the case of weighted Riemannian manifolds,
replacing the Ricci curvature with the classical Bakry-Émery one.
In the general sub-Riemannian setting this argument does not work. Recall that,
by Lemma 30, the logarithmic derivative of βt is given by Tr(BV (t)+A) = Tr(BV (t))
(recall that TrA = 0), where V (t) solves the general matrix Riccati equation (29).
In contrast with the Riemannian case the latter does not yield, upon tracing, a
scalar differential inequality for Tr(BV ). It turns out that different sets of tangent
directions along γ behave differently, according to the structure of the Young diagram
D. However, we are able to trace among the directions corresponding to the rows
of D that have the same length, namely rows in the same level. The proof of
Theorems 13 and 14 is based on the following two steps.
Splitting: We split the matrix Riccati equation
V˙ +A∗V + V A+ V BV +R(t) = 0, lim
t→0+
V (t)−1 = 0,
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in several, lower-dimensional equations for special diagonal blocks of V (t). In these
equations, only some blocks of R(t) do appear. We obtain one Riccati equation for
each row of the Young diagram, of dimension equal to the length of the row.
Tracing: after the splitting step, we sum the Riccati equations corresponding
to the rows with the same length, since all these equations are, in some sense,
compatible (they have the same A,B matrices). We obtain one Riccati equation for
each level of the Young diagram, of dimension equal to the length ` of the level. The
curvature matrix is replaced by a diagonal matrix, whose diagonal elements are the
Ricci curvatures of the superboxes α1, . . . , α` in the given level.
In the Riemannian case, this procedure leads to the single, scalar Riccati inequal-
ity (40), since there is only one level of length one, and a single Ricci curvature.
5.1. Proof of Theorem 13. Consider the Riccati Cauchy problem with limit initial
datum as in Lemma 30, whose unique maximal solution is symmetric and defined
on a maximal interval I ⊆ (0,+∞) (cf. Lemma B.3)
(41) V˙ +A∗V + V A+ V BV +R(t) = 0, lim
t→0+
V (t)−1 = 0,
where A = Γ∗1(D) and B = Γ2(D) are the n×n matrices associated with the Young
diagram D of γ (cf. Appendix A). We label the components of V (t) ∈ Sym(n × n)
according to the boxes of the Young diagram. Regard then V (t) as a block matrix,
labelled as the boxes of the Young diagram (cf. Appendix A.3). More precisely, let
a, b = 1, . . . , k be the rows of D, of length na and nb respectively. The block ab of
V (t), denoted Vab(t) is a na×nb matrix with components Vai,bj(t), for i = 1, . . . , na,
j = 1, . . . , nb. Let us focus on the diagonal blocks
V (t) =
V11(t) ∗. . .
∗ Vkk(t)
 .
The generic a-th block on the diagonal Vaa(t) satisfies
V˙aa + Γ1Vaa + VaaΓ∗1 + VaaΓ2Vaa + R˜aa(t) = 0,
where
(42) R˜aa(t) = Raa(t) +
∑
b6=a
Vab(t)Γ2V ∗ab(t) ≥ Raa(t).
Here Γ1 = Γ1(Da), Γ2 = Γ2(Da) ≥ 0 are na × na matrices corresponding to the
a-th row Da of the Young diagram (see Section A.4). Thanks to the ampleness
assumption one can show that the block Vaa satisfies (see [BR16, Lemma 5.4])
lim
t→0+
Vaa(t)−1 = 0.
Hence Vaa(t) is solution of the Riccati matrix equation with limit initial data
(43) V˙aa + Γ1Vaa + VaaΓ∗1 + VaaΓ2Vaa + R˜aa(t) = 0, lim
t→0+
Vaa(t)−1 = 0.
We now proceed with the second step of the proof, namely tracing over the levels
of the Young diagram. Let a ∈ {a1, . . . , ar} be the rows Da in a given level α (of
size r), whose rows have length ` = na. Define the `× ` symmetric matrix:
Vα :=
1
r
∑
a∈α
Vaa.
Starting from (43) it is easy to see that Vα(t) satisfies
V˙α + Γ1Vα + VαΓ∗1 + VαΓ2Vα +Rα(t) = 0, lim
t→0+
Vα(t)−1 = 0,
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where the `× ` matrix Rα(t) is defined by
Rα(t) :=
1
r
∑
a∈α
R˜aa(t) +
1
r
∑
a∈α
VaaΓ2Vaa − VαΓ2Vα
= 1
r
∑
a∈α
R˜aa(t) +
1
r
[∑
a∈α
(VaaΓ2)(VaaΓ2)∗ − 1
r
(∑
a∈α
VaaΓ2
)(∑
a∈α
VaaΓ2
)∗]
.
It turns out that, as a consequence of a non-trivial matrix version of the Cauchy-
Schwarz inequality, the term in square bracket in the above equation is non-negative
(see [BR16, Lemma 5.5]). Hence combining the latter with (42) we have
Rα(t) ≥ 1
r
∑
a∈α
R˜aa(t) ≥ 1
r
∑
a∈α
Raa(t).
The matrix R(t) is normal in the sense of Zelenko-Li (cf. Definition A.5). In partic-
ular Rai,aj 6= 0 if and only if i = j. Thus Raa(t) is diagonal and we have
∑
a∈α
Raa(t) =
∑
a∈α
Ra1,a1(t) 0. . .
0 Ra`,a`(t)
 =
Ric
α1
γ (t) 0
. . .
0 Ricα`γ (t)
 ,
where we used the definition of sub-Riemannian Ricci curvature corresponding to
the level α. We have so far proved that, for any level α, the trace over the level
Vα(t) satisfies the `× ` matrix Riccati equation
(44) V˙α + Γ1Vα + VαΓ∗1 + VαΓ2Vα +Rα(t) = 0, lim
t→0+
Vα(t)−1 = 0,
and, under our hypotheses, Rα(t) ≥ Qα = diag{κα1 , . . . , κα`}. Thus, by Riccati
comparison, (44) implies that for any level α
Vα(t) ≤ V Dα,Qα(t), ∀t ∈ I,
where Dα is a Young diagram composed by a single row, of length ` = `α, and
Qα = diag{κα1 , . . . , κα`}. Thus, by Lemma 30 and Proposition 26, we obtain (we
omit the trace-free term A = Γ∗1(D) for simplicity)
d
dt
log βt(x, y) = Tr(Γ2(D)V (t))
=
∑
α
∑
a∈α
Tr(Γ2(Dα)Vaa(t))
=
∑
α
rα Tr(Γ2(Dα)Vα(t))
≤
∑
α
rα Tr(Γ2(Dα)V Dα,Qα(t))
=
∑
α
rα
d
dt
log βDα,Qαt ,
where we used the block-diagonal structure of Γ2(D) (cf. Appendix A.4), and the sum
is over all levels α of the Young diagram and over all rows a belonging to the levels
α. Furthermore, βDα,Qαt is the model distortion coefficient of a LQ model whose
Young diagram is a single line of length equal to ` = `α and Q = diag(κα1 , . . . , κα`).
The above result means that that the ratio βt(x, y)/
(∏
α β
Dα,Qα
t
)rα is a non-
increasing function of t ∈ (0, 1], and in particular it is ≥ 1. 
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5.2. Proof of Theorem 14. We argue as in the proof of Theorem 12. We consider,
instead of the matrix V (t) solution of (41), the matrix
V (t) = V (t) + ρm,γ(t)
k
B,
that satisfies the matrix Riccati inequality
V˙ +A∗V + V A+ V BV +RNm (t) ≤ 0, lim
t→0+
V (t)−1 = 0,
where
RNm (t) := R(t)−
(
ρ˙m,γ(t)
k
− ρ
2
m,γ(t)
k2
n
N − n
)
B, B := n
N
B, A = A.
The matrix V (t) is related to the distortion coefficient by the formula
1
N
d
dt
log βt(x, y) =
1
n
Tr(BV (t) +A) = 1
n
Tr(BV (t) +A).
Using now the same technique as in the proof of Theorem 13, we obtain under
the assumptions on the sub-Riemannian Bakry-Émery Ricci curvature that the ra-
tio βt(x, y)1/N/
(∏
α β
Dα,Qα
t
)rα/n is a non-increasing function of t ∈ (0, 1], and in
particular it is ≥ 1. 
5.3. Proof of Theorem 17. By assumption ρm,γ ≤ 0, and we can use Theorem
13. One should be careful, since for the latter we employ the general notation, while
for Theorem 17 we label the Ricci curvatures according to Figure 2.
The Young diagram of γ has two levels. For the Ricci curvatures of the first level,
by our assumptions, it holds
1
n− kRic
b
γ(t) ≥ κb,
1
n− kRic
a
γ(t) ≥ κa, ∀t ∈ [0, 1],
for some κa, κb such that κb ≥ 0 and 4κa+κ2b ≥ 0. Up to reducing κa, and relabelling
the constants, we can find κ1, κ2 ∈ R such that
1
n− kRic
b
γ(t) ≥ κ1,
1
n− kRic
a
γ(t) ≥ κ2, ∀t ∈ [0, 1],
with κ1 ≥ 0 and 4κ2 + κ21 = 0. The corresponding LQ model, associated with
a Young diagram of one line and two columns, and with Q = diag{κ1, κ2}. Let
us denote by βκ1,κ2t the corresponding distortion coefficient, which is precisely the
subcase discussed in Section 3.2.2.
For the Ricci curvatures of the second level we have
Riccγ(t) ≥ 0, ∀t ∈ [0, 1].
The corresponding LQ model, associated with Young diagram of a single block, and
Q = 0, is the flat Riemannian one discussed in Section 3.1, that is β0t = t.
The comparison function of Theorem 13 is the product of two factors, one for
each level, raised to the appropriate power depending on the size of the level (n− k
for the first level, and 2k − n for the second level, see Figure 2). We obtain that
βt(x, y)
(βκ1,κ2t )n−k(β0t )2k−n
is a non-increasing function of t ∈ (0, 1].
As we already remarked β0t = t. Furthermore, by Lemma 29, β
κ1,κ2
t /t
4 is a non-
increasing function of t ∈ (0, 1]. We conclude that
βt(x, y)
t4(n−k) × t2k−n is a non-increasing function of t ∈ (0, 1].
In particular, since β1(x, y) = 1, we have that βt(x, y) ≥ tk+3(n−k) for all t ∈ [0, 1].
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The exponent k + 3(n − k) is the smallest possible. This can be seen as follows.
If y /∈ Cut(x) the asymptotics as t→ 0 of βt(x, y) is equal to the asymptotics of the
Jacobian determinant of the sub-Riemannian exponential map expx : T ∗xM →M . If
the geodesic γ(t) = expx(tλ) is ample and equiregular with Young diagram D, this
asymptotics is given by the geodesic dimension Nλ (see [ABR18, Lemma 6.27]). If
the Young diagram has two columns, then Nλ = k + 3(n− k). 
6. Applications
In this section we apply our comparison results to the class of Sasakian manifolds
(which contains the Heisenberg groups as a particular case), and 3-Sasakian mani-
folds. In both cases we provide formulas for the sub-Riemannian Ricci curvatures,
written in terms of a suitable connection.
6.1. Sasakian manifolds. We follow the notation of [ABR17], to which we refer to
for details and references. A contact manifold (M,ω) is a smooth odd-dimensional
manifold endowed with a 1-form such that dω is non-degenerate on kerω. We endow
D = kerω with a sub-Riemannian metric g. The Reeb vector field X0 is the unique
vector field satisfying ω(X0) = 1 and dω(X0, ·) = 0. Since X0 is transverse to D,
we can extend g to a Riemannian structure on M , by declaring X0 to be unit and
orthogonal to D. The contact endomorphism J : TM → TM is defined by:
g(X, JY ) = dω(X,Y ), ∀X,Y ∈ TM.
We always assume that J is an almost-complex structure on D, that is J2|D = −ID.
In this case the Riemannian volume, denoted volg, coincides with the canonical Popp
volume of the sub-Riemannian structure (M,D, g), see [BR13].
There always exists a canonical metric and linear connection, with non-vanishing
torsion Tor, called Tanno’s connection. We denote by R and Ric the corresponding
Riemann and Ricci tensor. The structure is Sasakian if the following tensors vanish:
Q(X,Y ) = (∇Y J)X = 0, τ(X) = Tor(X0, X) = 0, ∀X,Y ∈ TM.
6.1.1. Young diagram and curvature. A horizontal curve γ is a geodesic if and only
if there exists a constant h0 ∈ R such that (cf. [ABR17, Lemma 6.7])
(45) ∇γ˙ γ˙ = h0Jγ˙.
All non-trivial geodesic have the same Young diagram, with two columns and 3 su-
perboxes. We label them according to the convention of Figure 2 in the Introduction,
with n = 2d+ 1 and k = 2d.
Lemma 33. Let M be a (2d + 1)-dimensional contact Sasakian manifold and let
m = e−ψvolg be a smooth measure. Then along a geodesic γ(t) we have
Ricaγ(t) = 0,
Ricbγ(t) = R(γ˙, Jγ˙, Jγ˙, γ˙) + h20,
Riccγ(t) = Ric(γ˙)− R(γ˙, Jγ˙, Jγ˙, γ˙) +
1
4h
2
0(2d− 2),
where in the right hand side we omitted the explicit dependence on t. Moreover
ρm,γ = −g(∇ψ, γ˙), ρ˙m,γ = −∇2ψ(γ˙, γ˙)− h0g(∇ψ, Jγ˙).
Proof. The sub-Riemannian Ricci curvatures are computed in [ABR17, Thm. 6.3].
Moreover, from the formulas of [ABR17, p. 402], it follows that ρvolg ,γ = 0 for any
geodesic. Since m = e−ψvolg, we have that ρm = −g(∇ψ, γ˙). It follows that
ρ˙m,γ = −∇γ˙ (g(∇ψ, γ˙)) = −∇2ψ(γ˙, γ˙)− g(∇ψ,∇γ˙ γ˙).
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We conclude using equation (45). 
Remark 34. Structures admitting a measure m0 such that ρm0,γ = 0 along every
geodesic are called unimodular in [ABP19].
To compute the sub-Riemannian Bakry-Émery Ricci curvature we use Remark
A.11. In the Sasakian case, the three superboxes are denoted a, b, c, and their sizes
are 1, 2 and 2d− 2, respectively. Therefore using Lemma 33 we obtain
RicN,am,γ(t) = 0,
RicN,bm,γ(t) = R(γ˙, Jγ˙, Jγ˙, γ˙) + h20 +
1
2d
(
∇2ψ(γ˙, γ˙) + h0g(∇ψ, Jγ˙)
)
− 2d+ 1
N − 2d− 1
g(∇ψ, γ˙)2
(2d)2 ,
RicN,cm,γ(t) = Ric(γ˙)− R(γ˙, Jγ˙, Jγ˙, γ˙) +
1
4h
2
0(2d− 2)
+ 2d− 22d
(
∇2ψ(γ˙, γ˙) + h0g(∇ψ, Jγ˙)
)
− (2d+ 1)(2d− 2)
N − 2d− 1
g(∇ψ, γ˙)2
(2d)2 .
Specifying Theorem 15 to this setting, and using the model space coefficients of
Section 3.2, we obtain the following statement.
Theorem 35. Let M be a (2d + 1)-dimensional contact Sasakian manifold and
m = e−ψvolg be a smooth measure. Let γ : [0, 1] → M be a minimizing geodesic
between x and y, with x /∈ Cut(y). Assume that there exists N > 2d + 1 and
κb, κc ∈ R such that
RicN,bm,γ(t) ≥
N − 1
2d κb,
1
2d− 2Ric
N,c
m,γ(t) ≥
N − 1
2d κc,
with the convention that, if d = 1, the second assumption can be omitted. Then
(46) βt(x, y)
1
N ≥ t 12d+1
(sin(tα)
sin(α)
) 2d−2
2d+1
(sin(tθ)
sin(θ)
tθ cos(tθ)− sin(tθ)
θ cos(θ)− sin(θ)
) 1
2d+1
,
for all t ∈ [0, 1], where α = √κb and θ = √κc/2.
The right hand side of (46) is understood as an analytic function of α, θ, as
explained in Section 3.2. If ψ is constant, then we can set formally N = 2d + 1 in
Theorem 35, and the Bakry-Émery Ricci curvature is given by the simple formulas
in Lemma 33. In this latter case we recover the results of [LLZ16].
Theorem 35 applies in particular to the Heisenberg groups H2d+1, for which
R(X, JX, JX,X) = Ric(X)− R(X, JX, JX,X) = 0 for every horizontal X.
6.2. 3-Sasakian manifolds. We use the notation and conventions of [RS17, Sec. 5],
to which we refer to for more details. A 3-Sasakian structure on a smooth manifold
M of dimension 4d+ 3, with d ≥ 1, is a collection {φα, ηα, ξα, g}α, with α = I, J,K,
of three contact metric structures, where g is a Riemannian metric, ηα is a one-form,
ξα is the Reeb vector field and φα : Γ(TM)→ Γ(TM) satisfy
2g(X,φαY ) = dη(X,Y ), ∀X,Y ∈ TM.
The three structures are Sasakian, and φI , φJ , φK satisfy quaternionic-like compat-
ibility relations. A natural sub-Riemannian structure is given by the restriction of
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the Riemannian metric g to the distribution
D =
⋂
α=I,J,K
ker ηα.
The three Reeb vector fields ξα are an orthonormal triple, orthogonal to D. We
denote by volg the corresponding Riemannian measure, which is proportional to the
canonical Popp measure of th sub-Riemannian structure. For 3-Sasakian structures
we adopt as a reference connection the Levi-Civita connection ∇ of g.
6.2.1. Young diagram and curvature. A horizontal curve γ is a geodesic if and only
if there exists three constants vI , vJ , vK ∈ R such that (cf. [RS17, Lemma 37])
(47) ∇γ˙ γ˙ =
∑
α=I,J,K
vαφαγ˙.
In the following, we let ‖v‖2 := ∑α=I,J,K v2α.
Any non-trivial geodesic has the same Young diagram, with two columns and 3
superboxes. We label them according to the convention of Figure 2 in the Introduc-
tion, with n = 4d+ 3 and k = 4d, and we label accordingly the corresponding Ricci
curvatures. We are now ready to prove Theorem 19, stated in the Introduction.
6.2.2. Proof of Theorem 19. We will apply Theorem 17. Thanks to the homogeneity
property of the sub-Riemannian Ricci curvature (see Appendix A), it is sufficient to
check the assumptions for unit-speed geodesics. The sub-Riemannian Ricci curva-
tures of a 3-Sasakian structure have been computed in [RS17, Thm. 8]. In particular
for every unit-speed geodesic γ it holds ρm,γ = 0 and
Ricaγ(t) = 3
(
3
4%(v)− 72‖v‖2 − 158 ‖v‖4
)
,
Ricbγ(t) = 3(4 + 5‖v‖2),
Riccγ(t) = (4d− 4)(1 + ‖v‖2),
where v = (vI , vJ , vK) are as in (47). In the above formulas %(v) is a sectional-like
curvature invariant, given by
%(v) :=
∑
α=I,J,K
Rg(γ˙, Zα, Zα, γ˙),
where Rg is the (Levi-Civita) Riemannian curvature of the 3-Sasakian structure,
and the vectors ZI , ZJ , ZK ∈ D are
ZI := (vJφK − vKφJ)γ˙, ZJ := (vKφI − vIφK)γ˙, ZK := (vIφJ − vJφI)γ˙.
Assume now (14), thus %(v) ≥∑αK‖Zα‖2 = 2K‖v‖2. Thus
1
3Ric
a
γ(t) ≥ κa(v) := ‖v‖2
(
3
2K − 72 − 158 ‖v‖2
)
,
1
3Ric
b
γ(t) ≥ κb(v) := (4 + 5‖v‖2),
Riccγ(t) ≥ κc(v) := 0.
for any unit-speed geodesic γ. Conditions (12) of Theorem 17 are equivalent to
35
2 ‖v‖
4 + (26 + 6K)‖v‖2 + 16 ≥ 0,
which is verified independently on v provided that K ≥ −13(13 + 2
√
70) ' −9.91. 
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Appendix A. Sub-Riemannian curvature and canonical moving frames
We assume the reader to be familiar with the basic definitions of sub-Riemannian
geometry. We refer to [BR19, Sec. 2] for a minimal background, and to [ABB19] for
a comprehensive introduction. The material presented in this appendix has been
developed in [ABR18, BR16, BR17b], following the pioneering works of Agrachev-
Zelenko [AZ02a,AZ02b] and Zelenko-Li [ZL09].
A.1. Notation. In what follows M is a smooth, connected n-dimensional manifold
(where n ≥ 3), equipped with a bracket-generating distribution D of rank k. The
distribution is endowed with an inner product, defining the sub-Riemannian distance
dSR. The Hamiltonian associated with the sub-Riemannian structure is denoted by
H, and ~H denotes the corresponding Hamiltonian vector field.
A geodesic is a horizontal curve parametrized with constant speed whose short
arcs realize the sub-Riemannian distance. A geodesic is normal if there exists a lift
λ : [0, T ]→ T ∗M such that λ(t) = et ~H(λ0) for some λ0 ∈ T ∗xM and γ(t) = pi(λ(t)).
The lift λ is called normal extremal.
Recall that Cut(x) is the complement of the set of points where d2SR(x, ·) is
smooth. It is closed and nowhere dense inM [Agr09,RT05]. Let Cut(M) = {(x, y) |
x ∈M, y ∈ Cut(x)} (see also [BR19, Def. 18]).
A.2. Ample and equiregular curves. Let γ be a smooth horizontal curve, and
consider a smooth admissible extension of the tangent vector, namely a horizontal
vector field T such that T|γ(t) = γ˙(t). The flag of γ is the sequence of subspaces
(cf. Definition 4)
F iγ(t) := span{LjT(X)|γ(t) | X ∈ Γ(D), j ≤ i− 1} ⊆ Tγ(t)M, ∀ i ≥ 1,
where LT denotes the Lie derivative in the direction of T. The definition is well
posed, namely it does not depend on the choice of the admissible extension T (see
[ABR18, Sec. 3.4]). Observe that F iγ(t) ⊆ F i+1γ(t) for all i ≥ 1, and F1γ(t) = Dγ(t).
The growth vector of γ is the sequence of integer numbers
Gγ(t) := {dimF1γ(t),dimF2γ(t), . . .}.
We say that the smooth horizontal curve γ is
(a) equiregular if dimF iγ(t) does not depend on t for all i ≥ 1,
(b) ample if for all t there exists m ≥ 1 such that dimFmγ(t) = dimTγ(t)M .
Assume from now on that γ is ample and equiregular. The smallest integer m ≥ 1
such that dimFmγ(t) = dimTγ(t)M is called step of γ. Let
di = dimF iγ(t) − dimF i−1γ(t), i ≥ 1,
with the convention that dimF0γ(t) = 0. It is easy to show that d1 ≥ d2 ≥ . . . ≥ dm,
cf. [ABR18, Lemma 3.5].
A.3. Young diagrams. To any ample and equiregular curve, we associate a Young
tableau D, with m columns of length di, for i = 1, . . . ,m, as follows:
. . .
. . .
...
...
# boxes = di
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The total number of boxes inD is equal to the dimension of the manifold∑mi=1 di =
n. The diagram D is a way to encode the data of the growth vector of γ.
Let n1, . . . , nk be the lengths of the rows, where k = rankD. We employ the
notation ai ∈ D to denote the generic box of the diagram, where a = 1, . . . , k is the
row index, and i = 1, . . . , na is the progressive box number, starting from the left,
in the specified row.
level 1
level 1
level 2
level 1
level 2
level 3
(b) (c)(a)
Figure 3. Levels (shaded regions) and superboxes (delimited by
bold lines) for some Young diagrams
We collect rows with the same length in D, and we call them levels. If a level is
the union of r rows D1, . . . , Dr, then r is called the size of the level. The set of all
the boxes ai ∈ D that belong to the same column and the same level of D is called
superbox. Notice that that two boxes ai, bj are in the same superbox if and only if
ai and bj are in the same column of D and in possibly distinct row but with same
length, i.e., if and only if i = j and na = nb (see Fig. 3). The Greek letters α, β
are used to denote the generic superbox of the Young diagram. Sometimes, with an
abuse of notation that should not cause confusion, we use α to denote the generic
level of the Young diagram, and if ` = `α is its length, the superboxes belonging to
that level are denoted α1, . . . , α`.
A.4. Normal form matrices. Given a Young diagram D, we define the two asso-
ciated n × n matrices Γ1 = Γ1(D) and Γ2 = Γ2(D) as follows. For a, b = 1, . . . , k,
i = 1, . . . , na, j = 1, . . . , nb:
[Γ1]ai,bj := δabδi,j−1, [Γ2]ai,bj := δabδi1δj1.
It is convenient to regard Γ1 and Γ2 as block diagonal matrices:
Γi(D) :=
Γi(D1) . . .
Γi(Dk)
 , i = 1, 2,
where Da, for a = 1, . . . , k denotes the a-th row of D. Thus the a-th block in the
above formula corresponds to the na × na matrices
Γ1(Da) :=
(0 1na−1
0 0
)
, Γ2(Da) :=
(1 0
0 0na−1
)
,
where 1m is the m ×m identity matrix and 0m is the m ×m zero matrix. Notice
that the matrices A = Γ∗1(D) and B = Γ2(D) satisfy the Kalman rank condition
(48) rank{B,AB, . . . , An−1B} = n.
Analogously, the matrices Aa = Γ∗1(Da), Ba = Γ2(Da) satisfy (48) with n = na.
A.5. Sub-Riemannian Jacobi fields. Let λ(t) = et ~H(λ0), t ∈ [0, 1] be an integral
curve of the Hamiltonian flow. For any smooth vector field ξ(t) along λ(t), the dot
denotes the Lie derivative in the direction of ~H, namely
ξ˙(t) := d
dε
∣∣∣∣
ε=0
e−ε ~H∗ ξ(t+ ε).
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A vector field J (t) along λ(t) is a Jacobi field if it satisfies the equation
(49) J˙ = 0.
Jacobi fields along λ(t) are of the form J (t) = et ~H∗ J (0), for some unique initial
condition J (0) ∈ Tλ0(T ∗M), and the space of solutions of (49) is a 2n-dimensional
vector space. We define the smooth sub-bundle V ⊂ T ∗M with Lagrangian fibers:
Vλ := kerpi∗|λ = Tλ(T ∗pi(λ)M) ⊂ Tλ(T ∗M), λ ∈ T ∗M,
which we call vertical sub-bundle.
Let γ : [0, 1] → M be a normal geodesic, projection of λ(t) = et ~H(λ0), for some
λ0 ∈ T ∗M . Consider the family of n-dimensional subspaces generated by a set of
independent Jacobi fields J1(t), . . . ,Jn(t) along λ(t), that is
Lt = span{J1(t), . . . ,Jn(t)} ⊂ Tλ(t)(T ∗M).
Since Lt = et ~H∗ L0, then Lt is Lagrangian if and only if it is Lagrangian at time t = 0.
Let σ be the symplectic structure of T ∗M . Fix a Darboux moving frame along
λ(t), that is smooth vector fields Ei(t), Fj(t) ∈ Tλ(t)(T ∗M), i, j = 1, . . . , n, such that
σ(Ei, Fj)− δij = σ(Ei, Ej) = σ(Fi, Fj) = 0, ∀i, j = 1, . . . , n,
and such that E1(t), . . . , En(t) generate the vertical subspace Vλ(t) = kerpi∗|λ(t):
Vλ(t) = span{E1(t), . . . , En(t)}, ∀t ∈ [0, 1].
We denote with Xi(t) := pi∗Fi(t), for i = 1, . . . , n, the corresponding moving frame
along the normal geodesic γ(t) = pi(λ(t)), t ∈ [0, 1].
Definition A.1. We say that {Ei(t), Fi(t)}ni=1 is a moving Darboux frame along the
extremal λ(t), and that X1(t), . . . , Xn(t) is the corresponding moving frame along
the geodesic γ(t).
We identify Lt = span{J1(t), . . . ,Jn(t)} with a smooth family of 2n×n matrices
J(t) =
(
M(t)
N(t)
)
, t ∈ [0, 1],
such that, with respect to the given Darboux frame, we have
Ji(t) =
n∑
j=1
Ej(t)Mji(t) + Fj(t)Nji(t), ∀i = 1, . . . , n.
We call J(t) a Jacobi matrix, while the n × n matrices M(t) and N(t) represent
respectively its “vertical” and “horizontal” components with respect to the decom-
position induced by the Darboux moving frame
Tλ(t)(T ∗M) = Hλ(t) ⊕ Vλ(t), with Hλ(t) := span{F1(t), . . . , Fn(t)}.
Jacobi matrices are solutions of a general Hamiltonian system or, equivalently, a
Riccati-type matrix equation. The precise statement is as follows. Its proof follows
directly form the properties of H, see for example [BR19, Lemma 24].
Lemma A.2. For any Darboux frame along λ(t) there exist smooth families of n×n
matrices A(t), B(t), R(t), t ∈ [0, 1], with B(t), R(t) symmetric and B(t) ≥ 0, such
that any Jacobi matrix J(t) is a solution of
d
dt
(
M
N
)
=
(−A(t)∗ −R(t)
B(t) A(t)
)(
M
N
)
.
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On any interval I ⊆ [0, 1] such that N(t) is non-degenerate, the matrix V (t) :=
M(t)N(t)−1 satisfies the Riccati equation
V˙ +A(t)∗V + V A(t) + V B(t)V +R(t) = 0,
The associated family of subspaces Lt is Lagrangian if and only if V (t) is symmetric.
A.6. Canonical Darboux frame. There exists a canonical choice of moving Dar-
boux frames, in terms of which the Hamiltonian system of Lemma A.2 takes a simple
normal form. This frame is uniquely defined up to constant orthogonal transforma-
tions that, roughly speaking, respect the structure of the Young diagram. The
following theorem is the main result of [ZL09].
Theorem A.3. Let γ(t) be an ample and equiregular geodesic with Young diagram
D, and let λ(t) be its normal extremal lift. Then, there exists a moving Darboux
frame {Eai(t), Fai(t)}ai∈D along λ(t) such that the Hamiltonian system of Lemma
A.2 takes a normal form, with
A(t) = Γ∗1(D), B(t) = Γ2(D),
are the constant matrices defined in Section A.4, and the symmetric matrix R(t) is
normal in the sense of Zelenko-Li (see Definition A.5).
If {E˜ai, F˜ai}ai∈D is another moving Darboux frame verifying the above properties,
for some normal matrix R˜(t), then for any superbox α of size r there exists an
orthogonal constant r × r matrix Oα such that
E˜ai =
∑
bj∈α
Oαai,bjEbj , F˜ai =
∑
bj∈α
Oαai,bjFbj , ∀ai ∈ α.
Definition A.4. The frame {Eai(t), Fai(t)}ai∈D of Theorem A.3 is called canonical
moving Darboux frame along λ(t). The frame {Xai(t)}ai∈D, defined by Xai(t) =
pi∗Fai(t) is the corresponding canonical moving frame along γ(t).
It is not hard to check that, in the Riemannian case, canonical moving frames
along γ(t) are precisely the parallel and orthonormal ones (see for instance [BR16]).
Definition A.5. A n × n matrix R, whose entries are labelled according to the
entries of a Young diagram D, is normal in the sense of Zelenko-Li if it satisfies:
(i) global symmetry: for all ai, bj ∈ D
Rai,bj = Rbj,ai.
(ii) partial skew-symmetry: for all ai, bi ∈ D with na = nb and i < na
Rai,b(i+1) = −Rbi,a(i+1).
(iii) vanishing conditions: the only possibly non vanishing entries Rai,bj satisfy
(iii.a) na = nb and |i− j| ≤ 1,
(iii.b) na > nb and (i, j) belong to the last 2nb elements of Table 1.
Table 1. Vanishing conditions.
i 1 1 2 · · · ` ` `+ 1 · · · nb nb + 1 · · · na − 1 na
j 1 2 2 · · · ` `+ 1 `+ 1 · · · nb nb · · · nb nb
The sequence is obtained as follows: starting from (i, j) = (1, 1) (the first boxes of
the rows a and b), each next even pair is obtained from the previous one by increasing
j by one (keeping i fixed). Each next odd pair is obtained from the previous one
by increasing i by one (keeping j fixed). This stops when j reaches its maximum,
that is (i, j) = (nb, nb). Then, each next pair is obtained from the previous one by
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increasing i by one (keeping j fixed), up to (i, j) = (na, nb). The total number of
pairs appearing in the table is nb + na − 1.
A.7. Canonical structure. Theorem A.3 defines several canonical objects along
γ(t), including the sub-Riemannian curvature. Let then {Xai(t)}ai∈D be a canonical
moving frame along the ample and equiregular geodesic γ(t). Such a frame is defined
up to constant orthogonal transformations that mix only the Xai’s belonging to the
same superbox of D. Thus, the following definitions are well posed for all t.
Definition A.6. The canonical splitting of Tγ(t)M is
Tγ(t)M =
⊕
α
Sαγ(t), S
α
γ(t) := span{Xai(t) | ai ∈ α},
where the sum is over the superboxes α of D. The dimension of Sαγ(t) is equal to the
size r of the superbox α, that is the number of boxes contained in α.
Definition A.7. The canonical scalar product is the positive quadratic form 〈·|·〉γ(t) :
Tγ(t)M × Tγ(t)M → R such that {Xai(t)}ai∈D is an orthonormal frame for 〈·|·〉γ(t).
It is not difficult to show that the subset {Xa1}a1∈D is an orthonormal frame for
the sub-Riemannian metric g, and thus 〈·|·〉γ(t) coincides with g on Dγ(t).
Definition A.8. Let Πγ(t) be the orthogonal projection on Dγ(t) with respect to
〈·|·〉γ(t). We define a non-negative quadratic form Bγ(t) : Tγ(t)M × Tγ(t)M → R as
Bγ(t)(v, w) = g(Πγ(t)v,Πγ(t)w), ∀v, w ∈ Tγ(t)M.
Remark A.9. The representative matrix of Bγ(t), in terms of the basis {Xai}ai∈D,
is the matrix B = Γ2(D) of Section A.4. In particular, for any superbox α we have
Tr
(
Bγ(t)|Sα
γ(t)
)
=
{
size(α) α is the first superbox of its level,
0 otherwise.
Definition A.10. The canonical curvature is the quadratic form Rγ(t) : Tγ(t)M ×
Tγ(t)M → R whose representative matrix, in terms of the basis {Xai}ai∈D, is
Rai,bj(t). In other words for all v ∈ Tγ(t)M we have
Rγ(t)(v, v) :=
∑
ai,bj∈D
Rai,bj(t)vaivbj , v =
∑
ai∈D
vaiXai(t) ∈ Tγ(t)M.
For any pair of superboxes α, β, we denote the restrictions of Rγ(t) on the appro-
priate subspaces by:
Rαβγ (t) : Sαγ(t) × Sβγ(t) → R.
Finally, for any superbox α, the canonical Ricci curvature is the partial trace:
Ricαγ (t) :=
∑
ai∈α
Rααγ (t)(Xai(t), Xai(t)).
Remark A.11. Let N > n and fix a smooth measure m on M . The sub-Riemannian
Bakry-Émery Ricci curvature RN,αm,γ (t) was defined in (11) as the partial trace, over
the subspace Sαγ(t) associated with the superbox α, of
RNm,γ(t) = Rγ(t)−
(
ρ˙m,γ(t)
k
+ n
N − n
ρ2m,γ(t)
k2
)
Bγ(t),
where ρm,γ(t) is the geodesic volume derivative of Definition 6. Taking into account
Remark A.9, and letting rα be the size of the superblock α, we have
RicN,αm,γ (t) = Ricαγ (t)− rα
(
ρ˙m,γ(t)
k
+ n
N − n
ρ2m,γ(t)
k2
)
,
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if α is the first superblock of its level, and RicN,αm,γ (t) = Ricαγ (t) otherwise.
A.8. Homogeneity properties. For all c > 0, let Hc := H−1(c/2) be the Hamil-
tonian level set. In particular H1 is the unit cotangent bundle: the set of initial
covectors associated with unit-speed geodesics. Since the Hamiltonian function is
fiber-wise quadratic, we have the following property for any c > 0
et
~H(cλ) = cect ~H(λ),
where, for λ ∈ T ∗M , the notation cλ denotes the fiber-wise multiplication by c.
The sub-Riemannian curvatures enjoy the following homogeneity property, proved
in [BR17b, Thm. 4.7]. The analogous property of the canonical volume derivative
follows from analogous properties of the canonical frame [BR17b, Prop. 4.9].
Theorem A.12. Let γ : [0, T ]→M an ample and equiregular geodesic, with normal
extremal λ : [0, T ] → T ∗M , and Young diagram D. Let c > 0 and consider the
reparametrization γc : [0, T/c] → M defined by γc(t) = γ(ct), which is again ample
and equiregular, with the same Young diagram. The corresponding normal extremal
is λc : [0, T/c]→ T ∗M with λc(t) = cλ(ct). For any superbox α ∈ D, let |α| denote
the column index of α. Then, we have
Rαβγc (t) = c|α|+|β|Rαβγ (ct).
In particular, for the Ricci curvatures it holds
Ricαγc(t) = c2|α|Ricαγ (ct).
Furthermore, for the canonical volume derivative, it holds
ρm,γc(t) = cρm,γ(ct).
Remark A.13. In the Riemannian setting, D has only one superbox with |α| = 1
(see Fig. 3). Then Rγ(t) := Rααγ (t) is homogeneous of degree 2 as a function of γ˙(t).
Appendix B. Matrix Riccati comparison
We consider the following non-autonomous matrix Riccati equation
X˙ = R(X; t) := M(t)11 +XM(t)12 +M(t)∗12X +XM(t)22X,
where M(t) is a smooth family of 2n × 2n symmetric matrices. If we couple the
equation with a symmetric initial datum, then the solution must be symmetric as
well on the maximal interval of definition. All the comparison results are based upon
the following theorems. For a proof of these facts we refer to [BR16, Appendix A].
Theorem B.1 (Riccati comparison 1). Let M1(t), M2(t) be two smooth families of
2n× 2n symmetric matrices. Let Xi(t) be smooth solutions of the Riccati equation
X˙i = Ri(Xi; t), i = 1, 2,
on a common interval I ⊆ R. Let t0 ∈ I and assume (i) M1(t) ≥M2(t) for all t ∈ I,
(ii) X1(t0) ≥ X2(t0). Then for any t ∈ [t0,+∞) ∩ I, we have X1(t) ≥ X2(t).
The assumptions of Theorem B.1 involve comparison on coefficients of Riccati
equations and on initial data. It can be generalised for limit initial data as follows.
Theorem B.2 (Riccati comparison 2). Let M1(t), M2(t) be two smooth families of
2n× 2n symmetric matrices. Let Xi(t) be smooth solutions of the Riccati equation
X˙i = Ri(Xi; t), i = 1, 2,
on a common interval I ⊆ R. Let t0 ∈ I. Assume that (i) M1(t) ≥ M2(t) for
all t ∈ I, (ii) Xi(t) > 0 for t > t0 sufficiently small, (iii) there exist Yi(t0) :=
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limt→t0+X−1i (t) and (iv) Y1(t0) ≤ Y2(t0). Then, for any t ∈ (t0,+∞) ∩ I, we have
X1(t) ≥ X2(t).
The above results can be used to prove that the Cauchy problem with limit initial
condition is well posed, in the following sense.
Lemma B.3. Let A,B be constant n × n matrices, with B ≥ 0 and satisfying the
Kalman condition
rank(B,AB, . . . , Am−1B) = n,
for some m ≥ 0. Let R(t) be a smooth family of symmetric n × n matrices. Then
the Cauchy problem with limit initial condition
V˙ +A∗V + V A+ V BV +R(t) = 0, lim
t→0+
V (t)−1 = 0,
is well-posed and admits a unique solution defined on a maximal interval I ⊆
(0,+∞). This solution is symmetric, and V (t) > 0 for small t > 0. Furthermore, if
R(t) = R is constant, then V (t) is non-decreasing.
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