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Abstract
In this paper, we consider the estimation of a parameter of interest where the estimator is one of the
possibly several solutions of a set of nonlinear empirical equations. Since Newton’s method is often used
in such a setting to obtain a solution, it is important to know whether the so obtained iteration converges to
the locally unique consistent root to the aforementioned parameter of interest. Under some conditions, we
show that this is eventually the case when starting the iteration from within a ball about the true parameter
whose size does not depend on n. Any preliminary almost surely consistent estimate will eventually lie in
such a ball and therefore provides a suitable starting point for large enough n. As examples, we will apply
our results in the context of M-estimates, kernel density estimates, as well as minimum distance estimates.
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1. Introduction
In many situations, estimates are obtained by solving a system of equations. If no closed form
solution is available this has to be done numerically, with Newton’s method being one of the most
popular ways to obtain a solution. Like other methods, Newton’s algorithm may not converge in
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some cases, and if it converges it may not converge against the desired solution. For instance, the
gradient of the log-likelihood, or more generally an equation deﬁning an M-estimate may have
several zeros corresponding to different local extremes or even saddle points for example. One
popular approach is thus to start Newton’s iteration with a good initial estimate, hoping that this
ensures convergence against the desired zero.
More technically, suppose that we want to estimate a parameter 0 deﬁned as the solution of
the equations () = 0 where  : D ⊆ Rr → Rr . We assume the solution to be unique in some
open ball B0 of interest, but there may exist further solutions outside of B0. Assume furthermore
that a uniformly consistent estimate n of  is available at least on B¯0, the closure of B0. Then a
natural estimate of 0 is ̂0n where ̂0n satisﬁes n(̂0n) = 0. Again ̂0n is not necessarily unique.
Frequently however, in such a setting, there is an asymptotically unique consistent root of the
equations n() = 0. By this we mean that there is some ball B of radius  > 0 about 0 where
̂0n exists and is unique on B for all sufﬁciently large n, and furthermore that ̂0n converges to
0 almost surely. The ̂0n solving
n() = 0 (1)
may be hard or even impossible to obtain directly in higher dimensions. A common approach is
thus to use Newton’s algorithm starting from some initial estimate y0. For solving n() = 0, the
algorithm is deﬁned by the iteration
y(n)l+1 = y(n)l − [′n(y(n)l )]−1n(y(n)l ), l = 0, 1, 2, . . . . (2)
We say thatNewton’smethod converges, if there is an open ballB centered at the true parameter
0 such that there is a unique solution ̂0n of n() = 0 in B for all sufﬁciently large n, and
furthermore Newton’s method starting from any initial point x0 in B will converge to the desired
estimate ̂0n for all sufﬁciently large n. Since any strongly consistent preliminary estimate of 0,
say ˆ
∗
n, will eventually be in B, convergence of Newton’s method applied to (1) with starting
value ˆ
∗
n implies that the Newton iteration will approach ̂0n for all sufﬁciently large n.
Since Newton’s algorithm may in general either not converge at all or converge to another than
the desired zero, we intend to provide conditions under which a.s. convergence to ̂0n holds when
starting from some consistent initial estimate at least for large enough n. The reason why one may
wish to use ̂0n rather than say an initial consistent estimate is that the estimate ̂0n may be more
efﬁcient (many examples of this are found in the literature). Indeed under suitable choices of n,
a one step or even several step Newton iteration is frequently quoted as retaining the efﬁciency
of the estimator based on (1).
It would be useful to know then if there was a ﬁxed neighborhood based on the asymptotic
curve () in which the Newton iteration would remain and indeed if the iteration was allowed
to continue until fully iterated then one is assured that one will converge to the unique consistent
root. Since it is not always the case that one has an initial consistent estimate, likely parameters are
often based on physical phenomena and also plots of data (see [12]). One then iterates fully from
likely initial estimates (perhaps several) and compares the solutions with the physical meaning
of the problem. Another application of our result is in assessing empirically the performance of
estimates through Monte Carlo simulation. Since one wants to know the empirical performance
of the root ̂0n for large but ﬁnite sample sizes which we know exists and is unique in the ﬁxed
neighborhood about 0 and there may not exist easily found initial consistent roots, then one can
try starting from the hypothesized value 0 and for each sample generated fully iterating to the
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desired unique consistent root in the ﬁxed neighborhood. Example illustration of this approach
in simulations are given in Clarke and McKinnon [15]. The current paper provides a justiﬁcation
for the authenticity of such empirical comparisons.
In the one-dimensional case and forM-estimates, the convergence ofNewton’smethod has been
investigated byClarke [9]. In the current paperwe consider themulti-dimensional case and discuss
the required conditions in the context of three estimation problems that will be introduced in the
subsequent three examples. Besides M-estimates, we consider both kernel density and minimum
distance estimates as applications. Some smoothness assumptions are required to invoke our
methodology. A discussion of these with relevance to M-estimates is given in Section 3.1.1, with
regard to kernel density estimates in Section 3.2.1, and with regard to minimum distance estimates
in Section 3.3.1. Without suitably smooth functions one may have to write down speciﬁc theory
depending on the parametric or nonparametric model and the method of estimation, and Newton’s
method may well fail to converge (see Sections 3.1.1 and 3.2). With the aid of looking at smooth
functions we have on the other hand a wide range of applications.
Example 1. Often M-estimates (or Z-estimates) are obtained by solving some equation system
n() = 0. Usually n →  pointwise or uniformly for some function  satisfying (0) = 0.
Robust M-estimates often require numerical methods for solving the system of equations.
Example 2. In nonparametric density estimation, the identiﬁcation of modes is an important
issue. The modes of a kernel density estimate are obvious estimates of the modes of the true
density. Suppose we are looking for the mode in some region of interest. In higher dimensions,
it can be very time consuming to locate a mode by evaluating some kernel density estimate on a
very ﬁne grid, in particular when there is a large number of data points. Carrying out the search
on a not so ﬁne grid, combined with an application of Newton’s method starting from the grid
point with the largest estimated density value is an obvious alternative.
Example 3. Minimum distance estimates are often obtained by looking for zeros of the gradient
n of some distance function. We will consider minimum Hellinger distance estimates, that are
particularly useful in situations where a certain parametric model is assumed to be approximately,
but not entirely correct. As shown by Beran [4], the estimates exhibit both desirable efﬁciency
and robustness properties. The estimate needs to be calculated numerically and Beran [4] used
Newton’s method in his simulation study. (See [18] for a possible alternative algorithm.)
2. On the convergence of Newton’s method
In this section, we ﬁrst address the existence and uniqueness of the solution ˆ0n to n() = 0.
We then provide conditions ensuring that Newton’s method converges for all large enough n to
this solution for any starting point in a sufﬁciently small ball about 0. The size of the ball does
not depend on n.
More speciﬁcally, we assume that on the ball B0 with center 0:
(A1) both  and n are continuously differentiable,
(A2) all components and all partial derivatives of n converge uniformly to those of ,
(A3) the Jacobian matrix ′ corresponding to the derivative of  is continuous and has a nonzero
determinant at 0.
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Often but not always  will be the gradient of some criterion function that is maximized or
minimized. Think for instance of maximum likelihood estimates. In such a situation ′ actually
is the Hessian matrix.
Lemma 1. Assume that Assumptions (A1)–(A3) in this paper hold. Then for any sufﬁciently
small ball B with center 0 and radius , there is a unique root ̂0n of n() = 0 in B, for all
sufﬁciently large n.
Proof. The proof of the result is analogous to the proof in [22] for the maximum likelihood
estimate. 
We now investigate the convergence of Newton’s method when applied to (1). By r(B), we
denote the radius of a ball B. Furthermore, , resp. (e), will denote the—possibly different—
Lipschitz constants required for , resp. n.
Theorem 1. Suppose that (A1)–(A3) are satisﬁed on B0. Assume furthermore that:
(N1) ‖′n(x)−′n(y)‖(e)‖x−y‖ for some (e)>0, all x, y ∈ B0 and for all sufﬁciently large n;
(N2) ‖(′)−1(x)‖ and ‖(′)−1(x)(x)‖ for constants  and  satisfying  = (e) < 12
on some ballB ⊂ B0 satisfying r(B)+t∗ < r(B0),where t∗ = [(e)]−1[1−(1−2)1/2].
Then there exists a B where  can be chosen (based essentially on the asymptotic curve ), to be
small enough so that (N2) holds. Furthermore, Newton’s method applied to (1) with any starting
value in B will converge to ˆ0n for all sufﬁciently large n.
Proof. According to Lemma 1, ̂0n ∈ B and ̂0n is the unique root in B of n for all sufﬁciently
large n.
Let now (e) =  +  and (e) =  +  for some  > 0, chosen small enough such that
(e)(e)(e) < 12 , with 
(e) as in (N1). Due to (N2) and the uniform convergence of n and ′n, we
have that both
‖(′n)−1(x)‖(e) and ‖(′n)−1(x)(x)‖(e) for all x ∈ B,
f.a.s.l. n. The choice ofB according to (N2) ensures that the iterationwill stay inB0. Since all con-
ditions of the Newton–Kantorovich Theorem applied to n are satisﬁed, the result
follows. 
Remark 1. Conditions (A1) and (A3) assure that there is a ﬁnite constant  such that ‖(′)−1(x)‖
. Furthermore, since (0) = 0, it follows from the differentiability (and thus continuity) of
 that the condition ‖(′)−1(x)(x)‖ holds for arbitrarily small  > 0 on a ball B with
sufﬁciently small radius . Thus, condition (N2) can be satisﬁed by choosing the radius  of B
small enough.
As stated in Lemma 2 below, one way of assuring Lipschitz continuity of ′n (as required in
condition (N1)) is to assume that both  and n are twice continuously differentiable on B¯0 and
also that the second partial derivatives of n converge uniformly to those of .
Lemma 2. Assume that both  and n are twice continuously differentiable on B¯0 and that the
second partial derivatives of n converge uniformly to those of . Then ′n is Lipschitz continuous
on B0.
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Let hi,j (x) denote the i, j th component of the matrix ′(x). Then for all sufﬁciently large n, a
Lipschitz constant (e) with respect to the maximum norm for ′n is given by (e) = + , where
 = max
1 i,jk
max
z∈B¯0
max
l
|[∇hi,j (z)]l |
and  > 0 arbitrary.
Proof. We only consider the maximum norm. Since all vector and matrix norms on Rr are
equivalent, Lipschitz continuity (possibly with another Lipschitz constant) follows for all other
norms. By the mean value theorem and for some 	 on the line segment connecting x and y,
|hi,j (x) − hi,j (y)| = |∇hi,j (	)(x − y)| max
z∈B¯0
‖∇hi,j (z)‖‖x − y‖.
Thus,
‖′(x) − ′(y)‖‖x − y‖.
Since B¯0 is compact, all maxima are ﬁnite. Analogous to hi,j , deﬁne h(n)i,j to be the i, j th
component of ′n. Due to uniform convergence of the second partial derivatives of n,
‖∇hi,j − ∇h(n)i,j ‖ → 0 uniformly,
and Lipschitz continuity follows for ′n. For any  > 0 and sufﬁciently large n, (e) =  +  is a
valid Lipschitz constant. 
3. Applications
In this section,we apply ourTheorem1 on the convergence ofNewton’smethod to the situations
of Examples 1–3. In particular, we will discuss when the required conditions (in particular, those
concerning uniform convergence) will be satisﬁed.
3.1. M-Estimates
Given a set of independent identically distributed random variables X1, . . . ,Xn on an observa-
tion space Rk with parametric distribution F0 , many M-estimators can be written as a solution
of a set of equations
n() = 1
n
n∑
i=1
(Xi , ) = 0, (3)
where we shall assume  = (
1, . . . ,
r ), so that each 
i has continuous partial derivatives

j

i (x, ) which are again continuous in x and . See [8,11,15,16] for some particular applica-
tions. Under the usual assumption of Fisher consistency for M-estimators,
(0) =
∫
(x, 0) dF0(x) = 0,
for the true parameter 0.
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We will now discuss conditions for our assumptions concerning the convergence of Newton’s
method to hold. Writing
n() =
∫
(x, ) dFn(x),
where Fn is the empirical distribution function, the assumption of (A2) in fact can be shown from
the theory of empirical processes. While pointwise strong consistency, that is
n() → () =
∫
(x, ) dF0(x) (4)
is a straightforward consequence of the strong law of large numbers the proof of uniform consis-
tency needs some further arguments that will be sketched subsequently.
In robustness studies, it is usually the case that one considers a more general underlying dis-
tribution G ∈ G in a neighborhood of F0 for the data (see [11] for example), but to illustrate the
uniform convergence arguments, we consider only the case G = F0 here.
To prove uniform convergence (Assumption (A2)), we will use Lemma 3 below taken from [7].
The result is similar to Theorem 23 in [24, p. 20]. Since we are interested in local arguments, it
is sufﬁcient to prove the result on some compact set D of parameter values .
Our result uses the notion of pointwise equicontinuity, which we deﬁne as in [33]: considering a
function(x, )onRk×D, we deﬁne to be “equicontinuous at eachx”, if there is a neighborhood
N(x) for each x such that the class of functionsA = {i (·, )| ∈ D} is equicontinuous on N(x).
Lemma 3. Let A = {i (·, )| ∈ D} be a family of real functions deﬁned on Rk and suppose D
is compact. Assume  is a continuous function in x and . Then A forms an “equicontinuous at
each x” class of functions.
A proof of this result is given in the appendix.
The following Theorem implies uniform convergence of n. Similar arguments can be used to
establish uniform convergence for partial derivatives of n.
Theorem 2 (Adapted from [33]). Let A be deﬁned as above and g(x) be a continuous function
on Rk such that ‖(x, )‖ < g(x) for each (x, ) ∈ A and x ∈ Rk . Suppose∫
|g(x)| dF0(x) < ∞
then
sup
∈D
|n() − ()| → 0. a.s.
Remark 2. The above theorem can essentially be carried over to any ergodic sequence of random
variables for which Eq. (4) holds. See [33].
Note also that Assumption (A3) of this paper is equivalent to assuming the matrix
M(0) =
∫ (

j
i (x, )
)
(i,j)
∣∣∣∣∣
=0
dF0(x)
is nonsingular, which is typical of M-estimation.
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To illustrate the theory, we consider two examples.
Example 4. The maximum likelihood equations for the location and scale parameters  = (, )
of the parametric family of normal distributions on the real line lead to
(x; , ) =
(
x − 

,−1 +
(
x − 

)2)
.
Assuming 0 > 0 denote
D =
{(


) ∣∣∣∣∥∥∥∥( 
)
−
(
0
0
)∥∥∥∥  02
}
.
Clearly  has continuous partial derivatives on D. (Thus (A1) is satisﬁed.) Since uniformly on D
it is true that∥∥∥∥x − 
∥∥∥∥ < ( 20
)(
|x − 0| +
0
2
)
,
the vector function (x; , ) and the matrix of partial derivatives of  are bounded in Euclidean
norm by
g(x) = 1 + 4
(
2
0
)(
|x − 0| +
0
2
)2
max
(
1,
0
2
)
,
which is clearly integrable with respect to the normal distribution with mean 0 and standard
deviation 0. Assumption (A3) corresponds here to the nonsingularity of the Fisher Information
matrix which is well known to be satisﬁed here. It is easily checked that (N1) is satisﬁed (one
can either use similar arguments as to the above and show ′′n converges uniformly to ′′ and then
implement Lemma 2 or else check directly). Condition (N2) follows from Remark 1.
The importance of this example is that even for nonrobust M-estimates, the Newton iteration
starting from a consistent initial estimate of location and scale and applied to the M-estimating
equations converges to the unique and consistent solution in this case which is the usual maximum
likelihood estimator of location and scale.
Example 5. Consider the example of Clarke and McKinnon [15]. Here the statistical modeling
and inference for a single ion channel is derived by using ﬁnite state space, continuous time
Markov chains. The resulting dwell times in closed states for practical models discussed in that
paper typically have a distribution
F(x) =
m∑
j=1
jG(x; j ) =
m∑
j=1
j (1 − e−j x), (5)
where we have the constraints
∑m
j=1 j = 1, with (j , j ) both positive, j = 1, . . . , m; and
i = j for i = j . Estimators of the parameter  are in that paper derived by minimizing
Jn() =
∫ ∞
0
(Fn(x) − F(x))2 dx
and the resulting equations are shown to be solutions of M-estimating equations with k = 2m−1.
It is easy to see from the appendices of that paper that the resulting 
-function and its partial
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derivatives with respect to  are bounded in both x and , for  ∈ D, where D is a compact set away
from the boundary of the parameter space. Hence, fromTheorem 2, we have that, uniformly onD,
all of n, ′n and ′′n converge to , ′ and ′′, respectively. Hence (A1) and (A2) are established.
Assumption (A3) is shown to hold for this parametric family in the appendix by appealing to
Lemma 3.1 of Clarke and Heathcote [14]. Thus, we can then appeal to Lemma 2 and then Remark
1 to establish (N1) and (N2).
The importance of this result is the following. The evaluation of the performance of that es-
timator is based on Monte Carlo simulations for data generated by the “generating parameter”
0, which is a solution of (0) = 0. It is typically the case in mixture estimation that there can
be more than one zero to the estimating equations (3), which means that it can be important to
converge to the unique consistent estimate ̂0n (in a neighborhood of the true parameter 0) for
large n, for all samples generated, when iterating until a root is found. It is important therefore that
one can have reassurance that starting iterations from the true parameter 0 used for generating
the data that one does not converge to some other root ˜n that may be well away from 0. Just one
or a few instances of such an occurrence can have an adverse effect on summary estimates either
standard errors or mean squared errors for example. The fact that there is a ball or neighborhood
of 0 independent of n for which starting at any point in the neighborhood would yield the unique
consistent estimator ̂0n in that neighborhood is a plus for evaluating the performance of the
M-estimator in this situation by Monte Carlo methods and ﬁnding estimates of standard errors,
at least for large sample sizes.
The results are not restricted tomixtures of exponential distributions. Similar calculations occur
for estimators of parameters in ﬁnite mixtures of normal distributions, again evaluation of which
has been carried out by Monte Carlo simulations starting from the generating parameter vector.
(See [14].) Applications of these latter estimators in seismic data analysis are found in [12].
3.1.1. Further discussion regarding robust M-estimation
Robust M-estimators of a location parameter, 0 ≡ 0 given as the center of symmetry of an
underlying distribution F deﬁned on the real line, were introduced in [1,2,25,26,28]. Here one
solves
n() = 1
n
n∑
i=1

(Xi − ) = 0.
The equations are frequently though not generally governed by 
-functions that are continuous
but only piecewise continuously differentiable. Exceptions for 
 being continuous are Huber’s
skipped mean, the median and the skipped median [27, p. 154] for example. Note here the root of
the equations may not even exist or if it does it may not be an isolated root. The central distribution
in all these discussions is F = , the standard normal distribution, though F may because of
“contamination” be allowed to vary in small neighborhoods of. Clarke [9] gives intimate details
of the precise form of the domain of attraction of the M-estimator of location, and even gives
limit distributions for the “boundary points” of the domain of attraction for these M-estimators.
That is, one can go beyond ﬁnding just existence of a ball B where for all sufﬁciently large n
starting from any point in B Newton’s method converges to the consistent root of the equations.
However, the form of 
 needs to be explicitly given and even then, arguments rely initially on
the local convergence result, that is, where  is chosen small enough and based on the asymptotic
equation. Then the precise nature of 
 and F =  is used to determine explicitly a wider region
from which the Newton iteration will converge into B.
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Hampel et al. [27] extend the ideas of M-estimation to fairly general parametric models using
optimal “B-robustness” and optimal “V-robustness”. Again these methods often yield a choice of
-function that is continuous though only piecewise continuously differentiable.Arguments using
Frank Clarke’s [17] book on nonsmooth analysis can potentially be employed in order to attempt
to establish existence of the regions B so that for all sufﬁciently large n starting from anywhere
in B the Newton iteration will converge to the consistent root ̂0n. In this case it much depends
on the particular , the particular parametric model F and indeed the particular parameter 0 as
well as the observation space (R or Rk). Example application of nonsmooth analysis for proving
Fréchet differentiability of resulting statistical functionals is given in [10]. Uniform convergence
arguments for the partial derivatives of n() which in this case involve generalized Jacobians
(see [10, Deﬁnition 2.1]) to
′() = EF0
[


(X, )
]
rely here on uniform convergence over classes of functions and classes of sets. This theory is
explained in that paper only for observations on the real line, and sets of the form (-∞, x]. On the
other hand, Hampel et al. [27] consider parametric models for more general observation spaces
such as Rk , k > 1. The methodology appears complicated, depends on the choice of  and F0 .
All this can be obviated by choosing  to be smooth. Bednarski and Zontek [3] illustrate how
one can avoid the curse of -functions with sharp corners, even in a quite complicated parametric
model.
3.2. Kernel density estimation
Consider a three times continuously differentiable density function f on Rk having a mode at
0 ∈ B0. We assume this mode to be unique in B0. Then obviously 0 solves (0) = 0, with 
being the gradient of f . Here  : Rk → Rk , so k = r in this case. Let us similarly denote n the
gradient of the kernel estimate
fˆn(t) := 1
nhkn
n∑
i=1
K
(
t − Xi
hn
)
. (6)
An estimate of the mode is obtained by solving n(t) = 0.
We now state a set of conditions ensuring convergence of the Newton estimate to the desired
mode 0, when starting the iteration from a point sufﬁciently close to 0. Besides sufﬁcient
smoothness of the underlying density f , we need that f is not too ﬂat at the mode, i.e. that
the Hessian matrix of second partial derivatives at 0 is negative deﬁnite. Sufﬁcient smoothness
of fˆn(t) can be ensured by choosing an at least three times continuously differentiable kernel
satisfying condition (K1) of [23], like the biweight or the Gaussian kernel. It is interesting to
note that for less smooth kernel functions, like the uniform or the Epanechnikov kernel, Newton’s
method will not converge in general. Indeed even in the univariate case, Newton’s method is
not well deﬁned for the uniform kernel K(x) = 121[−1x1]. For the Epanechnikov kernel
K(x) = 34 (1 − x2)1[−1x1], it is easy to see that a Newton step always leads to the average of
those observations that are within a distance of hn from the previous estimate and thus Newton’s
method cannot be expected to converge in this setting. On the other hand, simulations indicate
that Newton’s method seems to work for the smoother (but still not three times continuously
differentiable) biweight kernel K(x) = 1516 (1 − x2)21[−1x1].
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Under sufﬁcient smoothness, consistency can be ensured by choosing the bandwidth of the
kernel estimate in the range cn−1 < hn < cn−2 for some c > 0 and 0 < 2 < 1 < 1k+m . A
more detailed discussion can be found in Section 3.2.1.
3.2.1. Convergence conditions
Recall that by Lemma 1, conditions (A1)–(A3) ensure a unique solution to n(t) = 0 in some
ball B0 about the true mode 0. For , (A1) and (A3) (and also (N2)) will be trivially satisﬁed, if
the Hessian matrix of second partial derivatives at 0 is negative deﬁnite.
For n, condition (A1) can be met by choosing a sufﬁciently smooth kernel function, for
instance the Gaussian kernel. We will now have a closer look at condition (A2) concerning
uniform convergence in this context. In the one-dimensional case, the uniform convergence of
the kernel density estimate and its derivatives has been explored in different settings by several
authors. A classical paper is by Silverman [34], for further work in this direction see for instance
Devroye andWagner [20], orKarunamuni andMehra [29]. Results for the higher dimensional case
have been obtained, among others, by Deheuvels [19] and Bertrand-Retali [5]. To establish (A2),
a recent paper addressing the higher dimensional case by Giné and Guillou [23] will be useful
in our context. To establish uniform convergence, it sufﬁces to show componentwise uniformity.
For this, assume ∗ to be either a component of  or a ﬁrst or second order partial derivative of a
component of . Deﬁne an analogous generic component for ∗n. Notice for this purpose that the
natural kernel estimate of some mth order partial derivative is given by the respective derivative
of the kernel estimate, i.e. ti1 ···tim
f (t) is estimated by
1
nhk+mn
n∑
i=1
K(i1,...,im)
(
t − Xi
hn
)
,
with K(i1,...,im)(u) denoting the partial derivative ti1 ···tim
K(u).
Since
sup
t∈B0
|∗n(t) − ∗(t)| sup
t∈B0
|∗n(t) − E∗n(t)| + sup
t∈B0
|E∗n(t) − ∗(t)|,
the bias and the stochastic component may be addressed separately. To establish (A2), uniform
convergence of all partial derivatives up to order m = 2 of fˆn to those of f needs to be shown. Fur-
thermore, according to Lemma 2, uniform convergence of all third partial derivatives is sufﬁcient
to establish (N1). For the stochastic part, [23, Section 2] provides conditions leading to uniform
convergence of the kernel density estimate and all partial derivatives of the required order to its
expected value.We comment brieﬂy on their requirements. Their condition (K1) permits for quite
general sufﬁciently smooth kernel functions. Indeed when applied to applied to K(i1,...,im)(u) it
is satisﬁed for instance for the Gaussian kernel, i.e. K being any (i.i.d. or more general) multivari-
ate normal density function. Their bandwidth conditions translate into hn → 0, nh
k+m
n| loghn| → ∞,| loghn|
log log n → ∞ as n → ∞. Furthermore, we need to assume that there is a constant c such that
hk+mn chk+m2n . For the underlying density only boundedness is needed for the stochastic part.
The bias part
sup
t∈B0
|E(fˆ (i1,...,im)n (t) − f (i1,...,im)(t))|
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can be dealtwith by standard arguments like those given bySilverman [34] for the one-dimensional
case. To obtain, for instance, uniform convergence of the bias of some second partial derivative it
is sufﬁcient that hn → 0 and both the underlying density f and the kernel K used are three times
continuously differentiable.
To summarize, conditions (A2) and (N1) will be satisﬁed when the underlying density is
sufﬁciently smooth, the kernel function K in (6) is chosen to be at least three times continuously
differentiable, and a suitable bandwidth (for instance of the MSE-optimal rate hn = cn−1/(4+k))
is chosen.
3.3. Minimum distance estimates
The minimum distance principle often leads to estimates and hypothesis tests exhibiting de-
sirable properties. Here, we focus on minimum Hellinger distance estimates, as proposed by
Beran [4]. Given a parametric family of densities F = {f :  ∈ D}, the estimate is deﬁned as a
̂0n minimizing
‖f 1/2 − fˆ 1/2n ‖2 (7)
in , where fˆn is a nonparametric estimate of the underlying density f, for instance the kernel
density estimate introduced in (6). Notice that minimizing (7) is equivalent to maximizing the
empirical afﬁnity∫
f
1/2
 (x)fˆ
1/2
n (x) dx (8)
with respect to . For this purpose one commonly solves
n() :=
∫


f
1/2
 (x)fˆ
1/2
n (x) dx = 0.
The goal is then to converge to the “correct” parameter value 0 maximizing the theoretical afﬁnity∫
f
1/2
 (x)f
1/2(x) dx (9)
with f denoting the true density.
One way to obtain an estimate is to search for a zero of the gradient of (7) w.r.t.  via Newton’s
method.As pointed out byBeran [4], the solution to (7)may not always be unique, and he therefore
proposes to start Newton’s method from an initial robust parameter estimate. As in the previous
subsections, conditions need to be satisﬁed for Newton’s method to converge against a correct
solution and thus to provide consistent estimates. Again, we brieﬂy discuss how the conditions
of our Theorem 1 can be established. Requirement (A1) can be satisﬁed by assuming that f 1/2
is sufﬁciently smooth, in particular the existence of the ﬁrst three derivatives, with all third order
partial derivatives being continuous with a ﬁnite integral. Similar assumptions have been made
by Beran [4]. If the true density satisﬁes f ∈ F , (A3) is an assumption to be checked for the
speciﬁc considered parametric family F . If (A3) holds for f ∈ F , it still can be expected to hold
also for sufﬁciently small deviations from the parametric model.
For (N2), see Remark 1. To establish (A2) and (N1), it is sufﬁcient to show uniform (in )
convergence of all partial derivatives up to order three of (8) to those of (9). If (according to
our assumption) these partial derivatives have ﬁnite integrals, uniform convergence follows under
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the conditions ensuring the almost sure uniform convergence of the kernel density estimate as
discussed in Section 3.2. Since the partial derivatives are with respect to  and not x, derivatives
of the kernel estimate need not to be considered. Thus, in contrast to Section 3.2, the degree of
smoothness of the kernel function is not essential here. We give a brief heuristic justiﬁcation for
the ﬁrst partial derivatives occurring in n, under the assumption that
∫ 
i
f
1/2
 (x) dx is ﬁnite.
Consider for this purpose an arbitrary component i of . Taking an arbitrarily small  > 0,
uniform convergence can be shown by establishing  as an a.s. uniform bound on the difference
between the respective partial derivatives of the theoretical (9) and the empirical afﬁnities (8) for
sufﬁciently large n = n(,).∣∣∣∣∫ i f 1/2 (x)fˆ 1/2n (x) dx −
∫

i
f
1/2
 (x)f
1/2(x) dx
∣∣∣∣
=
∣∣∣∣∫ i f 1/2 (x)
[(
f (x) − (f (x) − fˆn(x))
)1/2 − f (x)1/2] dx∣∣∣∣

∣∣∣∣∫ i f 1/2 (x)
[(
f (x) + |f (x) − fˆn(x)|
)1/2 − f (x)1/2] dx∣∣∣∣

∣∣∣∣∫
x:f>2
∣∣∣∣+ ∣∣∣∣∫
x:f  2
∣∣∣∣ (10)

∣∣∣∣∣
∫
x:f>2

i
f
1/2
 (x)
∣∣∣∣∣ fˆn(x) − f (x)
∣∣∣∣∣ dx
∣∣∣∣∣+ c (11)
c (12)
for all large enough n = n(,) such that ‖fˆn − f ‖∞ < 2, and for some generic constants c.
Inequality (11) follows by a ﬁrst order Taylor expansion of √y0 + y −√y0 at y0 = f (x) and for
y = |f (x) − fˆn(x)|, while observing that the remainder term is negative.
3.3.1. Minimum distance estimates more generally
In 1970s and 1980s numerous contributions to minimum distance estimation were made. We
have discussed the L2-minimum distance estimator given in Example 5 which is also an M-
estimator, and the Hellinger distance estimator of [4,18] in Example 3. There are many more
minimum distance based methods. See an early comment by Clarke and Heathcote [13] on the
paper by Quandt and Ramsey [32]. Another example includes the Cramér von Mises distance
estimator of [30] and the paper by Woodward et al. [35]. All the distance measures mentioned
here involve quantities realizing uniform convergence of the n() → () either through uniform
convergence say of the empirical characteristic function to the characteristic function of the
parametric distribution, or the empirical moment generating function to the moment generating
function of the parametric distribution, or of the empirical distribution function to the parametric
distribution, respectively, say. Similar results hold for the partial derivatives of  though it would
become tedious to give all details here.
However, we do not claim all distance based methods yield regions B such that Newton’s
method converges. One need only look no further than the L1-distance estimator for which there
is ample discussion of suitable algorithms to evaluate estimators. See [6,21].
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Table 1
Proportion of cases where Newton’s method does not converge to the root of the empirical equation system that is closest
to the true parameter values
Initial value Normal data Contaminated normal data
n = 20 n = 40 n = 100 n = 20 n = 40 n = 100
Robust 0.002 0 0 0.030 0.002 0
Nonrobust 0.006 0 0 0.182 0.170 0.054
4. Simulation
The following small simulation study is intended to illustrate the issues raised in the paper
from a practical point of view. We investigate the convergence of Newton’s method when applied
to minimum distance estimates of the parameter vector (, ) of the normal distribution. In the
setting presented in [4, Section 6], we consider three different sample sizes (n = 20, 40, 100),
and two different choices of the starting values for the Newton iteration. As nonrobust starting
values, we choose the sample mean x¯ and the sample standard deviation s. On the other hand,
the sample median x˜ and the median absolute deviation (0.674)−1median|xi − x˜| are taken as
robust alternatives. Based on Newton’s method we try to identify the parameter values (, )
that minimizes the Hellinger distance between the respective normal density and a kernel den-
sity estimate based on the Epanechnikov kernel and with bandwidths hn = 0.7
( 40
n
)1/5
chosen
analogous to the recommendation of [4]. For this purpose and for each setting, 500 samples were
generated either from a normalN(0, 1) distribution (“normal data”) or from the gross error model
0.9N(0, 1) + 0.1N(0, 32) (“contaminated normal data”).
Table 1 displays the proportion of cases where Newton’s method fails to converge to the root
closest to the true parameter. In accordance with our theoretical results, the performance of
Newton’s method is good, when the initial estimates are not too far away from the true parameter
values. This is obvious when looking at the nonrobust starting values in the contaminated model.
Furthermore, the performance improves with increasing sample size.
Appendix A.
Our Theorem 1 uses the below result concerning the convergence of Newton’s method which
can be found in [31, Section 12.6.2]. By ‖ · ‖, we denote either some vector norm on Rr or the
corresponding matrix norm for r × r matrices.
Theorem 3 (Newton–Kantorovich Theorem). Assume that  : D ⊂ Rr → Rr is differentiable
on a convex set D0 and that
‖′(x) − ′(y)‖‖x − y‖ for all x, y ∈ D0.
Suppose that there is an x0 in D0 such that ‖′(x0)−1‖ and  =  12 where
‖′(x0)−1(x0)‖. Set
t∗ = ()−1[1 − (1 − 2)1/2],
and let B¯(x0, t∗) denote a closed ball with center x0 and radius t∗. If B¯(x0, t∗) ⊂ D0, then the
Newton iterates are well deﬁned, remain in B¯(x0, t∗) and converge to a solution x∗ of (x) = 0.
B.R. Clarke, A. Futschik / Journal of Multivariate Analysis 98 (2007) 916–931 929
Proof (of Lemma 3). Take any ﬁxed x, and let C(x) be some compact set containing a neighbor-
hood of x. Since D is compact,  is uniformly continuous on C(x) × D.
Thus, for all  > 0 and y ∈ C(x) there is a  such that
‖(x, ) − (y, )‖ < ,
whenever∥∥∥∥( x
)
−
(
y

)∥∥∥∥ < .
Equicontinuity at x now follows since∥∥∥∥( x
)
−
(
y

)∥∥∥∥ = ‖x − y‖. 
Appendix B.
Condition (A3) in relation to Example 5 is such that one wishes to show the matrix M(0)
is nonsingular. From Clarke and McKinnon [15] this is true whenever the matrix (0) =
E0 [(2/2) 12Jn()]|=0 is nonsingular. The latter matrix has as its elements
i,j () =
∫
R+
{(/i )F(y)}{(/j )F(y)} dy.
We now repeat Lemma 3.1 of [14] adapted here to the parametric model of exponential mixtures
on the positive real line whereupon there are 2m− 1 free parameters and illustrate in the example
of a nondegenerate mixture of two exponential distributions that the matrix () is nonsingular.
Lemma 4. Assume that there does not exist a nonzero vector b = (b1, . . . , b2m−1) such that
b(/)F(x) =
2m−1∑
i=1
bi(/i )F(x) = 0 for every x ∈ (0,∞). (13)
Then for  ∈ , the matrix () and consequently the matrix M() is nonsingular when  is
given as in [15, Appendix].
Proof. As an illustration of how (13) cannot be satisﬁed for any nonzero b, we consider m = 2.
Here then  = (, 1, 2), whereupon  ≡ 1 and (1 − ) ≡ 2 in the model (5). Then
b1(e
−2x − e−1x) + b2xe−1x + b3(1 − )xe−2x = 0
or equivalently
q(x, b, ) = b1(e(1−2)x − 1) + b2x + b3(1 − )xe(1−2)x = 0.
Now
q ′(x, b, ) = (1 − 2)b1e(1−2)x + b2
+b3(1 − )e(1−2)x + b3(1 − )(1 − 2)xe(1−2)x = 0.
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So q ′′(x, b, ) equals
{(1 − 2)2b1 + b3(1 − )(1 − 2) + b3(1 − )(1 − 2)
+b3(1 − )(1 − 2)2x}e(1−2) = 0.
This implies in particular that the quantity in braces immediately above is zero uniformly in x.
Subsequently, b3 must be zero which further implies b1 = 0 whence b2 = 0. That is, there
does not exist a nonzero b such that b(/)F(x) = 0 uniformly in x in the two component
case. Therefore, in the case of a mixture of two component exponentials with components having
differing means it can be concluded from Lemma 4 that the matrix M() is nonsingular. In fact
M() is positive deﬁnite.
More generally in the case of this L2 estimator for the model F, for instance as in (5), the
matrix M() can be shown to be nonsingular if the functions given by the partial derivatives of
F are linearly independent. This involves checking the Wronskian and showing it is nonzero for
at least one point x. 
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