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Nederlandse samenvatting
–Dutch Summary–
“Everyone who comes in here wants three things:
1. They want it quick.
2. They want it good.
3. They want it cheap.
I tell ’em to pick two and call me back.”
– Sign on the back wall of a small printing company in Delaware.
In dit proefschrift bestuderen we een klasse van regelbare prioriteitsdisciplines
in telecommunicatienetwerken.
In een tijd waar het internet en andere pakketgeschakelde netwerken de rug-
gengraat vormen voor diverse vormen van telecommunicatie, is het belang van en
de aandacht voor prioriteitsdisciplines niet te onderschatten. Deze prioriteitsdis-
ciplines dienen onder meer als vertaling van vooropgestelde bedieningsvereisten
– zoals limieten op verlies en vertraging van datapakketten – naar concrete re-
gels die op het niveau van de verschillende hops in het netwerk kunnen gebruikt
worden. Bij verschillende bedieningsvereisten denken we onder meer aan e-mail,
chat, www, video-on-demand, video-conferencing, enzovoort. In sommige geval-
len zijn er meerdere manieren om aan gegeven bedieningsvereisten te voldoen,
terwijl in andere gevallen de vereisten zelfs conflicterend tot onverenigbaar kun-
nen zijn – bvb. snelle en foutloze transmissie. Niettemin zijn er betere en minder
goede manieren om te voldoen aan vooropgestelde bedieningsvereisten.
Dit proefschrift behandelt enkele single-server wachtlijnsystemen die dienen
als wiskundige abstractie van het dataverkeer in zo’n hop. Als we slechts e´e´n uit-
gangslijn beschouwen (single-server), kan niet alle data, die opgeslagen is in het
geheugen van de hop, tegelijk verstuurd worden. Hierdoor ontstaat een wacht-
lijn. De volgorde van versturen is meestal FCFS (first-come-first-served), tenzij
prioriteiten een rol spelen. Er dient opgemerkt te worden dat deze wiskundige
modellen slechts abstracties zijn. We spreken dan ook niet over datapakketten en
uitgangslijnen, maar in het algemeen over klanten (customers) en bedieningssta-
tions (servers). Het model voor aankomsten en bedieningen van klanten in het
wachtlijnsysteem is stochastisch. Dit op zijn beurt maakt dat prestatiematen zoals
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vertraging opgelopen in het wachtlijnsysteem (delay) en wachtlijnbezetting – het
aantal klanten dat op elk moment wacht op bediening – ook stochastisch zijn. De
moeilijkheid om deze prestatiematen te bekomen, is onder meer afhankelijk van de
beschouwde prioriteitsdiscipline. Het grootste deel van deze thesis behandelt dan
ook de wiskundige analyse van deze systemen. Daaruit haalt de onderzoeksgroep
dan ook zijn naam: Stochastische Modellering en Analyse van Communicatie Sys-
temen (SMACS).
Een van de eenvoudigste en meest bekende prioriteitssystemen is absolute of
head-of-line prioriteit. Zolang er hoge prioriteitsklanten in het systeem zitten, wor-
den die eerst bediend, waarna de lage prioriteitsklanten volgen. En daar ligt nu
net een van de grootste tekortkomingen van head-of-line prioriteit. Wanneer men
enkel geı¨nteresseerd is in de vertraging van hoge prioriteitsklanten, is dit een opti-
maal algoritme, echter met eventueel zware gevolgen voor lage prioriteitsklanten.
Zo kunnen lage prioriteitsklanten eindeloos voorgestoken worden door hoge prio-
riteitsklanten, zonder garantie om ooit bediend te worden. In de literatuur wordt
dit fenomeen ‘starvation’ genoemd. Dit is vooral een probleem wanneer er veel
hoge prioriteitsklanten toekomen in een tijdspanne, in vergelijking met hoeveel er
kunnen afgewerkt worden tijdens diezelfde tijdspanne.
Dit proefschrift introduceert in eerste instantie een prioriteitsdiscipline die dit
probleem vrij effectief oplost, en toch een zekere mate van prioritaire behande-
ling behoudt. Dit model wordt dan uitgebreid om regelbaarder te zijn, in de zin
van hogere of lagere mate van prioriteitsbehandeling te kunnen handhaven, ter-
wijl het probleem van starvation toch achterwege blijft. De geı¨ntroduceerde pri-
oriteitsdisciplines zijn niet uniek op dit vlak. De meest prominente disciplines,
binnen het kader van pakketgeschakelde netwerken, die dit probleem aanpakken
zijn weighted-round-robin (WRR), weighted-fair-queueing (WFQ), partial buffer
sharing (PBS), push-out-buffer (POB), en random-early-detection (RED). De laat-
ste drie van deze prioriteitsdisciplines hanteren de strategie van het verwijderen
van verlies-tolerante pakketten.
Alle hoofdstukken in dit proefschrift handelen over discrete-tijd-wachtlijnsys-
temen. Hierbij gaat de tijd in discrete stappen vooruit, slots genaamd. Op dit
niveau van abstractie worden de aankomsten van klanten verzameld per slot, en
zijn alle bedieningstijden een geheel aantal slots. Deze modellering is een variant
op het meer klassieke continue-tijd model, dat afstamt van het begin van de wacht-
lijntheorie, ingezet voor het bestuderen en analyseren van telefonie (1909). In
Asynchronous Transfer Mode (ATM), werden datapakketten verstuurd van vaste
grootte en dus ook transmissietijd, wat op zijn beurt gemodelleerd wordt door het
discrete-tijd concept ‘slot’. Bij de bediening van de klanten, wordt FCFS (first-
come-first-served), als het meest eerlijke prioriteitsmechanisme aanzien. Wie eerst
komt, eerst maalt. In discrete tijd is het echter mogelijk meerdere aankomsten te
hebben per slot. Welke van die aankomsten eerst was, valt op het discrete-tijd
niveau dus niet te zeggen. Volgens het in hoofdstukken 2 en 3 geı¨ntroduceerde
prioriteitssysteem, slot-bound priority (SBP), worden van die verzameling klan-
ten die tijdens hetzelfde slot aankomen, de hoge prioriteitsklanten voor de lage
prioriteitsklanten bediend. Het dient uiteraard gezegd te worden dat klanten die
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aankomen tijdens verschillende slots nog steeds FCFS bediend worden. Een gede-
tailleerde wiskundige analyse van vertraging en wachtlijnbezetting is te vinden in
hoofdstukken 2 en 3.
De wachtlijnbezetting in het systeem, bestudeerd in hoofdstuk 3, is een discrete
toevalsgrootheid die voldoet aan de voorwaarden voor stochastische decompositie.
Stochastische decompositie, eerst geformuleerd voor continue-tijd-wachtlijnsyste-
men, wordt in hoofdstuk 4 vertaald naar discrete-tijd-wachtlijnsystemen, waarbij
enkele complicaties optreden. Een aantal voorbeelden tonen de bruikbaarheid aan
van de decompositie in andere wachtlijnsystemen. Ee´n daarvan is een optische
buffer, bestaande uit vertragingslijnen met optische vezels (fiber delay lines of
FDLs). Voor dit systeem worden nieuwe resultaten berekend a.d.h.v. de methode
der stochastische decompositie.
In een exclusief voor dit proefschrift geschreven intermezzo (zie hoofdstuk 5)
wordt een uitbreiding op het wachtlijnmodel, geı¨ntroduceerd in hoofdstukken 2
en 3, besproken. Waar het daarvoor ging over een discrete-tijd-wachtlijnsysteem,
onderworpen aan aankomsten van klanten van verschillende prioriteiten die onaf-
hankelijk waren van slot tot slot, staan we hier toe dat er correlatie aanwezig is
tussen de aantallen aankomsten van slot tot slot. Dit wordt gemodelleerd a.d.h.v.
een Markoviaans aankomstproces (MAP). De motivatie om dit voorbeeld te be-
schouwen, komt voort uit het optisch buffer model, hoewel er daar geen sprake is
van prioriteitsklanten, tenzij de void-perioden (inactieve perioden die optreden als
gevolg van de discretisatie van FDLs, zie ook hoofdstuk 4), beschouwd worden als
hoge prioriteitsklanten.
Daar waar absolute prioriteit de hoge prioriteitsklanten maximaal bevoordeelt,
zijn we in hoofdstuk 6 geı¨nteresseerd in wat de meest neutrale en eerlijke manier
van behandeling is. Het gaat er dan om zoveel mogelijk FCFS toe te passen, en
voor klanten die tijdens eenzelfde slot het systeem binnenkomen de volgorde van
bediening niet te laten afhangen van bedieningstijden, of prioriteiten die de klant
kan hebben. Voor deze klanten is de volgorde van bediening dus willekeurig.
Een analyse van dit op het eerste zicht combinatorisch probleem gebeurt op twee
verschillende manieren, e´e´n manier geı¨llustreerd op de wachtlijnbezetting, en de
tweede manier toegepast op de vertraging.
De standaard prioriteitsdiscipline van slot-bound priority, leent zich tot een
aantal uitbreidingen, te veel zelfs om comfortabel te kunnen analyseren. Desal-
niettemin worden in dit proefschrift twee belangrijke uitbreidingen besproken, en
geanalyseerd. Het concept van SBP is ontstaan uit het feit dat FCFS niet werkt als
er niet gezegd kan worden welke klanten eerst aankwamen. Het resultaat was een
soort hybride systeem waarin sommige klanten volgens FCFS werden bediend, en
sommige volgens absolute prioriteit. Het onderscheid werd hierbij gemaakt op ba-
sis van het feit of twee klanten tijdens hetzelfde slot aankwamen of niet. In hoofd-
stuk 7 wordt het begrip slot uitgebreid tot frame, een verzameling van opeenvol-
gende slots. Klanten die tijdens eenzelfde frame aankomen, worden dan bediend
volgens de verschillende prioriteiten, terwijl klanten die tijdens verschillende fra-
mes aankomen in FCFS orde bediend worden. Door te spelen met de lengte van
de frames wordt er meer of minder gelet op prioriteiten dan op aankomstslots. Er
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zijn een aantal keuzes die kunnen gemaakt worden bij het toepassen van de zgn.
frame-bound priority strategie (FBP), die allen tot een verschillend resultaat leiden
wanneer men extreme frame-lengtes beschouwt.
Frame-bound priority bevat een zekere mate van heterogeniteit. Zo is het
mogelijk dat een hoge prioriteitsklant geen voorrang heeft op een lagere priori-
teitsklant die e´e´n slot eerder aankwam in het systeem, terwijl een andere hoge
prioriteitsklant voorrang heeft op een lagere prioriteitsklant die twee slots eerder
aankwam. Om dit onevenwicht op te vangen, introduceert hoofdstuk 8 het zgn.
time-limited overtake priority (TOP) mechanisme. Volgens dit mechanisme heeft
een hoge prioriteitsklant telkens voorrang op een lagere prioriteitsklant tenzij deze
laatste ten minste een vastgelegd aantal slots voor de eerste is aangekomen – waar-
bij dit vastgelegd aantal slots een regelbare parameter is. Volgens de literatuur is
het TOP mechanisme nauw verwant aan early-due-date (EDD) scheduling, met
dat verschil dat bij EDD de nadruk meer ligt op het behalen van deadlines. Het
verschil in deadline wordt dan de parameter van het TOP model. De analyse van
dit soort model, die hier gebeurt voor twee verschillende prioriteitstypes, is een
nieuwe bijdrage aan de internationale literatuur op het vlak van deadline schedu-
lering.
Zoals gezegd is dit slechts het topje van de ijsberg wat betreft aankomsttijdstip-
gebaseerde prioriteitsmechanismen. De gepresenteerde analyses tonen het gamma
aan problemen die via voorgestelde technieken kunnen aangepakt worden, elk met
hun specifieke voor- en nadelen.
English Summary
“I feel a bit like Henry VIII when he told his wives, I won’t keep
you long.”
– Michael Shermer on teaching his university-level course in 10 minutes.
In this dissertation we study a class of parameterised priority disciplines in
telecommunication networks.
In a time where the internet and other packet-switched networks form the back-
bone for multiple diverse types of telecommunication, the focus on priority disci-
plines is of paramount importance. These priority disciplines translate a prede-
termined service demand – limits on loss and delay of data packets – to specific
rules that can be used on the level of the different hops in the network. Different
service demands can be observed in e.g. e-mail, chat, www, video-on-demand,
video-conferencing, and so on. In some cases there are different strategies to meet
given service demands, while in others, service demands may be irreconcilable
– e.g. fast and error-free transmission. However, in general there are better and
worse ways to comply with a given set of service demands.
This dissertation studies some single-server queueing systems that serve as
mathematical models of data traffic in a hop. Considering only one output line
(single-server), not all data stored in the memory of that hop, can be transmitted to
the output at once. Hence queueing of the data packets occurs. The order of trans-
mission is mostly FCFS (first-come-first-served), unless priorities play a role. We
point out that the mathematical models in this dissertation are only abstractions.
Therefore, we do not talk about data packets and output lines, but about customers
and servers in general. The model for customer arrivals and customer service times
in the queueing system is stochastic. This in turn makes relevant performance
measures stochastic as well – such as customer delay and queue occupancy, i.e.
the number of customers in the system at any one time. The difficulty in studying
these performance measures is greatly dependent on the specifics of the considered
priority discipline. Most of this dissertation will focus on the mathematical anal-
ysis of these models. This is where the sounding acronym of our research group
originates from: Stochastic Modelling and Analysis of Communication Systems
(SMACS).
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One of the simplest and widely known priority disciplines is absolute or head-
of-line priority. As long as there are high priority customers in the system, a high
priority customer will be served, after which all lower priority customers follow.
Therein lies head-of-line priority’s greatest weakness. When one is only inter-
ested in the delay of high priority customers, this algorithm is optimal, albeit with
possibly disastrous consequences for the performance of low priority customers.
It is for instance possible that low priority customers keep on being overtaken by
newly arriving high priority customers, without the guarantee of ever being served.
In particular, this is a problem when there are on average a lot of high priority cus-
tomers entering the system compared to the number the server is able to serve. In
literature, this phenomenon is called ‘starvation’.
This dissertation first introduces a priority discipline that solves this prob-
lem quite effectively, and still maintains some level of priority treatment. This
model is then extended to include adjustability in the level of priority assigned,
while still countering starvation. The introduced priority disciplines are not new
in this regard. The most prominent disciplines, used in packet-switched networks,
that counter starvation are weighted-round-robin (WRR), weighted-fair-queueing
(WFQ), partial buffer sharing (PBS), push-out-buffer (POB), and random early
detection (RED). The last three adopt the strategy of dropping customers that are
loss-tolerant.
All chapters in this dissertation study discrete-time queueing systems. In this
paradigm time progresses in discrete steps, called slots. On this level of abstrac-
tion, it is possible for multiple customers to arrive during the same slot, i.e. si-
multaneously. Also all service times count an integer number of slots. This mod-
elling of time is a variant on the more classic continuous-time model, that stems
from the early years of queueing theory, where it was used to analyse phone net-
works (1909). In ATM, the fixed cell-size translates into a fixed transmission time
of packets, which is in turn modeled by slots. Commonly accepted as the most
fair service policy in queueing systems with priorities is FCFS (first-come-first-
served). In discrete-time it is however not always clear which customer came first,
as customers can enter the system simultaneously. According to the slot-bound
priority (SBP) discipline, introduced in chapters 2 and 3, among those customers
that entered the system during the same slot, the high priority customers are served
before any lower priority customers. Customers that arrive during different slots,
are still served on a FCFS basis under this policy. A detailed mathematical analysis
of delay and system content can be found in chapters 2 and 3.
The system content, as presented in chapter 3, is a discrete random variable
(drv) that satisfies the so-called stochastic decomposition property for queueing
systems with vacations (server is inactive while customers are in the queue). This
property, that was first formulated for continuous-time queueing systems, is trans-
lated to discrete-time queueing systems in chapter 4; some complications that arise
during the translation are also tackled there. A few examples show the usefulness
of the decomposition property in other queueing systems. One of them is the opti-
cal buffer, consisting of fiber delay lines (FDLs). For this system, new results are
calculated using the method of stochastic decomposition.
ENGLISH SUMMARY xv
In an exclusively for this dissertation written intermezzo (see chapter 5), an
extension to the model introduced in chapters 2 and 3 is discussed. Where the
arrivals occurred independently from slot-to-slot in these previous chapters, we
now allow some form of correlation between the different arrivals that occur during
subsequent slots. We model this correlation by a background Markov Chain. Such
an arrival process is called a Markovian arrival process (MAP). The motivation
to study this model with correlated arrivals stems from the optical buffer model,
even though no priority customers are present there. That is, unless one thinks of
the void-periods (inactive periods that occur as a consequence of the discretised
nature of the FDLs, see also chapter 4), as high priority traffic.
While absolute priority gives maximal advantage to high priority customers,
in chapter 6 we are interested in completely neutral and fair service. Basically
we apply FCFS as much as possible, and for customers that entered the system
simultaneously, i.e. during the same slot, it is imperative to not let the order of
service be determined by priority levels or service times. For these customers
service order is random. An analysis of this combinatorial problem happens in
two distinct ways, once applied to the system content, and once applied to the
customer delay.
Some extensions of the standard slot-bound priority discipline follow quite
naturally, too many even to be able to comfortably analyse. Nevertheless, in this
dissertation, we discuss two important extensions. The concept of slot-bound pri-
ority sprang from the observation that FCFS breaks down when it is impossible
to tell which customer came first. The result was a hybrid system in which some
customers were served according to their priorities, and others according to FCFS.
The distinction was made based on whether two customers arrived during the same
slot or not. In particular, in chapter 7 the concept slot is extended to frame, a set of
successive slots. Customers that enter the system during the same frame are then
served according to their respective priorities, while customers arriving during dif-
ferent frames are served on a FCFS basis. By adjusting the length of the frames,
one can put emphasis on priority scheduling or FCFS, to a chosen degree. Some
choices can be made adopting the so-called frame-bound priority strategy (FBP),
that all lead to different behaviour when considering extreme frame-lengths.
Frame-bound priority however, has a certain level of heterogeneity to it. It is
for instance possible that a high priority customer is served after a low priority
customer that arrived one slot earlier, while another high priority customer might
be served before a low priority customer that arrived two slots earlier. To counter
this unbalanced situation, chapter 8 introduces the so-called time-limited overtake
priority (TOP) mechanism. According to this mechanism, a high priority customer
is always served before a lower priority customer, unless that lower priority cus-
tomer entered the system at least a given number of slots before the first – where
this given number is a tunable parameter. According to literature, the TOP mech-
anism is closely related to early-due-date (EDD) scheduling, the difference being
that in the latter case, the emphasis is on satisfying deadlines. The difference in
deadline then becomes the parameter of the TOP model. The analysis of this kind
of model, here performed for two priority classes, is a contribution to the interna-
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tional literature with respect to deadline scheduling.
As stated, this is but the tip of the iceberg concerning arrival-dependent priority
mechanisms. The presented analyses show the range of problems that could be
tackled with the proposed techniques, each with their specific strong and weak
points.
1
Introduction
“It is not the critic who counts, or how the strong man stumbled,
or whether the doer of deeds could have done them better. The credit
belongs to the man who is actually in the arena, whose face is marred
by dust and sweat and blood, who strives valiantly, who errs and
comes short again and again; who knows the great enthusiasm, the
great devotion, and who spends himself in a worthy cause, and if he
fails, at least fails while daring greatly, so that he’ll never be with
those cold and timid souls who never know either victory or defeat.”
– Theodore Roosevelt
1.1 Introduction
The structure of this PhD dissertation is such that each chapter except for the inter-
mezzo (chapter 5), and the appendix (chapter 10) can be read independently of any
of the other chapters. Those who are unfamiliar with the topic of queueing theory,
or priority scheduling, and those who are genuinely interested in the methodolo-
gies used in the chapters hereafter can find some introductory remarks below. At
the end of this introductory chapter is a list of the author’s main contributions and
a general outline of the thesis.
1-2 INTRODUCTION
Queueing theory is a mathematical discipline, part of probability theory, which
focuses on the mathematical study of waiting lines or queues. A queueing system
is, in its broadest sense, a system in which so-called customers enter and leave
after having received some kind of service. Since, in general, the service capacity
is limited, it is possible that not all customers can be served at once, leaving some
to wait in line. In a practical sense, the received service and customers can be
anything from people waiting in line at the bakery, planes waiting to land on a
landing strip, cystic fibrosis patients waiting for a lung transplant, to data packets
waiting for transmission in a network node, or processes waiting for processor
time on a super computer. The birth of queueing theory was due to one famous
Danish engineer A.K. Erlang. In his research [1] he tried to model the Copenhagen
telephone exchange.
The reason for mathematically modelling queueing systems or waiting lines,
lies in the results and the associated practical applications: the derivation of per-
formance measures such as the delay experienced by customers or the system oc-
cupancy, or the study of system dynamics. Accurate predictions of for instance
the loss probability, in the case of finite queueing systems (finite number of buffer
places), can be used in the dimensioning of the system. Delay on the other hand
can be used to fine-tune priority mechanisms, as we will see for instance in chap-
ters 7 and 8.
1.2 Priority scheduling strategies in communication
networks
The order in which customers leave a queueing system is not always the order
in which they entered. Although first-come-first-served (FCFS) is in many cases
thought to be the most fair service policy, there are several reasons why customers
could leave a queueing system in a different order than that in which they joined
the system. For instance, when modelling a busy telephone line, customers who
received a busy signal will try again after some time. This effectively makes the
service order random (see also Falin [2]). Other reasons to serve customers out of
order include reducing average delay as addressed by the shortest-job-first strat-
egy, reducing the delay of one type of customers as addressed by fixed-priority
scheduling (also absolute or head-of-line priority Walraevens [3]), and respecting
deadlines as addressed by earliest-due-date scheduling (see also Goldberg [4]).
It is not uncommon for queueing systems to have more than one server – i.e.
customers can be served simultaneously Steyaert [5]. In this case it is possible that
customers with shorter service times overtake customers with longer service times,
that are in this scenario only able to block one server, while the other(s) remain(s)
free. It is not uncommon to have an infinite number of servers, for instance when
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modelling self-service, where each customer is its own server (see for instance
Harrison [6]).
In this dissertation we focus on single-server queueing systems. In these
queueing systems, customers arrive that pertain to several different priority types
or classes. The idea is to give some kind of privilege to customers of higher pri-
orities. The most obvious privilege is giving service priority to higher priority
types. Here the server will always serve the customer with the highest priority
first. In case multiple customers have highest priority it will serve the customer
that arrived sooner. This policy is known as head-of-line priority, and has several
limitations. The policy is ideal when one is interested only in minimizing the de-
lay of customers of the highest priority class. Sometimes it is not necessary that
customers of the highest priority have the lowest possible delay. At times it is
sufficient that customers of the highest priority are served within a given period
with certain probability. In these cases lower priority customers are unjustifiably
delayed by head-of-line priority. A second shortcoming of head-of-line priority is
the so-called starvation phenomenon.
Low priority customers entering a queueing system subject to a high traffic
load – with a lot of customer arrivals as compared to its service capacity – will
under head-of-line priority experience tremendous delays. Since high priority cus-
tomers are always served before low priority customers, the latter ones can be
delayed indefinitely by an endless stream of high priority traffic. This problem
called starvation has been solved in many ways, depending on the application.
For instance the reservation protocol studied in De Vuyst [7] is a way to limit the
number of high priority customers that can overtake low priority customers, as
well as how many low priority customers are allowed to be overtaken, essentially
nullifying starvation. Weighted-fair-queueing (WFQ) quite effectively gives each
priority class a predetermined fraction of the transmission time, such that eventual
transmission is always assured – which also solves the problem of starvation.
In this dissertation we propose a different way to solve the problem of starva-
tion, one that is less subject to chance than WFQ. In the proposed solution, the
priority-level of a customer only takes effect based on the arrival time of that cus-
tomer relative to other customers. Hence when a high-priority customer arrives
too late, it loses its chance to overtake certain low priority customers. The spe-
cific priority disciplines studied in this dissertation are slot-bound priority (SBP,
see chapters 2, 3, 5), frame-bound priority (FBP, see chapter 7), and time-limited
overtake priority (TOP, see chapter 8).
1.3 Stochastic Modelling
When studying a real-life queueing system, be it physical or digital, one is left with
essentially two choices. The most correct choice of action would be to observe
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the system as it is, and draw conclusions based on observational fact. This type
of research can be very enlightening, to discover traffic behaviour. In fact some
hundred years ago, when the first papers on queueing theory were written, A.K.
Erlang [1] discovered that the Poisson distribution applied to random telephone
traffic. A second choice, more attractive to rigorous analysis, is the mathematical
modelling of the queueing system. The idea is to reduce complexity of the system
by keeping only the most relevant factors to our cause: estimation of performance
measures, such as delay and system occupancy at various epochs.
In operations research, having a good mathematical model of reality is para-
mount to making accurate predictions. To have a workable model however, simpler
models in general do better when analysed, simulated, or when applying numerical
methods. One simplification is our stochastic characterisation of the arrival pro-
cess, – a common simplification that stems from the highly irregular and capricious
nature of arrivals. The system itself however is not always every bit as reliable as
we would like, and hence service times are often prone to irregularities themselves.
These as well can be modelled stochastically.
The purpose of the rest of this section is to highlight all the aspects and
specifics of the models we consider further in this dissertation, including how we
represent and/or deal with the stochastic nature of the general model. For further
specifics, we refer to the next chapters.
1.3.1 Discrete-time and continuous-time queues
Queueing takes time. In time customers will be served, and new customers will
join the queue. These dynamics are what make a queue interesting to study, and
so depending on the nature of the changes in time, there are in general two options
for modelling time. A continuous-time frame is the closest to how we as humans
in real life perceive time. Therefore it is the most commonly used time-frame in
literature, and was certainly a good modelling choice for telephone networks when
queueing theory first became a separate branch of mathematics.
When the events that change the state of the queueing system happen in multi-
ples of a short timespan, it is more natural to model time as being discrete. Packet-
based digital communication networks often use fixed-size data packets. Hence,
sent over a given link between two hops, transmission time will be the same for
every packet. With the introduction of ATM came the discrete-time modelling
approach. Each step in time is called a slot, and so changes can only happen at
slot-boundaries.
Where the relevant measure of arrivals in continuous-time queueing is the so-
called inter-arrival time, i.e., the time between customer arrivals, the important
measure in discrete time is the number of customer arrivals during a slot. Also, in
continuous time, service times can be any real positive number, whereas in discrete
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time, service times generally are an integer number of slots. There is however an
intuitive connection between the two.
Discrete time is obtained by dividing time into equal-length slots. Let this
length be ∆. In this framework, continuous time can be seen as a limit case of
discrete time, i.e., ∆ → 0. In keeping the arrival rate of customers in the queue
constant, the arrival rate of customers per slot will go down with a factor ∆ as
well. For service times to remain the same, the service time expressed as a number
of slots, will have to go up according to 1/∆. There are some complications in
doing this, and thus applying this technique to translate discrete-time results to
continuous-time results will need to be done ad hoc at some level. For instance, in
keeping the service time an integer number of slots, one can equate ∆ = 1/n, with
n an integer, and let n→ ∞.
In this dissertation, our focus will be on discrete-time queues.
1.3.2 Service and arrival processes
Let us start by pointing out that many choices exist for modelling service and ar-
rival processes, from the most basic to the most elaborate. With respect to the
service process, it is for instance not uncommon in literature to find the modelling
assumption of one-slot service times, representing, e.g., the constant-length trans-
mission time of fixed-size data packets Bernabei [8]. Sometimes, a communication
channel exhibits some failures, causing some temporal correlation as is especially
the case with wireless communication channels, and due to such failures, packets
need to be resent. Or we are interested in looking only at messages, possibly con-
sisting of more than one packet. In these cases a good service time model is that
of geometrically distributed service times or auto-regressive service times.
In this dissertation, service times of different customers will always be as-
sumed independent of one another. Moreover, they will be generally distributed,
and the service time distribution will be the same for all customers, as long as
they pertain to the same priority class. Customers pertaining to different priority
classes can have different service time distributions. This generality can be manip-
ulated in lots of ways. It is for instance possible to find answers on how the first
or last customer of a particular batch of customers behaves (see for instance near
the end of the delay analysis in chapter 2). One can also model shortest-job-first
scheduling (SJF), by manipulating service and arrival processes and adding prior-
ity classes. To this end, the customers with the smallest service time are given the
highest priority, and those with larger service times are given progressively lesser
priority.
If service processes can be diverse, than it is more so true for arrival processes.
Arrival processes are inherently modelled as being stochastic, because they de-
pend on outside sources. Outside sources may behave irregularly, capriciously,
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even random. We will assume that the number of arrivals is generally distributed
and independent from slot to slot. Moreover, in the vast majority of this thesis,
we will assume that the number of customer arrivals during one slot has the same
distribution as the number of customer arrivals during any other slot; stated oth-
erwise, the numbers of arrivals during successive slots are independent and iden-
tically distributed (i.i.d. for short). In one case, we consider a Markovian arrival
process (MAP), making the arrival process dependent on one additional factor: the
background state (see chapter 5). Another popular choice for the arrival process
is train arrivals, or M/G/∞-arrivals which model message arrivals or sessions of
which the packets arrive one at a time or in bursts as long as the session lasts. Ar-
rivals dependent on the queue state are considered for modelling finite queues, and
so on.
In the literature on discrete-time queueing, one finds two types of arrival-
models: early and late arrivals. The names of these arrival models only make sense
if one thinks of discrete-time queueing as continuous-time with equally spaced-out
slots. One is then capable of considering such things as arrivals taking place right
before or right after a slot-boundary – i.e. late vs. early in a slot. The difference
stems from the delay. For the early arrival model, arriving customers can be served
the same slot they arrive (if the server is free); in the late arrival model such cus-
tomers will have to wait at least until the next slot-boundary to commence service.
The early arrival model bears some resemblance to continuous-time queueing in
that arriving customers can be served immediately upon arrival, which reflects in
the system equations. In this dissertation, we will only consider late arrival models
which have more of a discrete nature, and do not require that discrete-time be seen
as a slot-divided continuous time axis.
We will symbolise the service time of a random customer with s, and the num-
ber of arrivals during a slot with a. These discrete random variables (drvs) will
often be accompanied by indices (one or two). The drv a j, stands for the number
of type- j customer arrivals during a random slot – we will often exchange pri-
ority class- j or class- j for type- j for short. In a context where no priority types
are in order, the first index will usually indicate the slot number during which the
customers arrive, but care will be taken not to appear ambiguous. Likewise, s j
represents the service time of a random type- j customer, or in context with no pri-
orty types, the service time of the j’th customer in a batch. A lot of the time, we
need different instances of a drv that are independent of one another, e.g. when
summing the number of arrivals during the service time of a random customer. To
indicate this independence, we need a new index. We therefore use a j,k to indicate
the number of type- j customer arrivals during the k’th slot in some period – the
slot is selected independently of the number of arrivals during it. Likewise, we use
s j,k to represent the service time of the k’th type- j customer in a given group of
customers – this drv is independent of the customer’s service time.
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A common representation of the (joint) probability mass functions of these
drvs is in terms of their z-transform function. The probability generating function
(pgf) of a drv X is defined as the expectation of zX . We use generating functions,
because manipulating them is often easier than working in the probability domain,
although this latter one does have its merits. Throughout this thesis we will rep-
resent the pgf of the service time of a random type- j customer, by S j(z), E[zs j ],
and the joint pgf of the number of type-1 through N customers, where N is the
number of priority classes, by A(z1, . . . ,zN) , E[∏Nj=1 z
a j
j ]. More on (probability)
generating functions can be found in section 1.4.1.
1.3.3 System equations
Knowing all the parameters of the system, including the priority discipline under
which a priority queue operates, it remains to obtain relevant performance mea-
sures. To do so, a good approach is to study the dynamics of the system. A math-
ematical description of these dynamics can be captured in the so-called system
equations or balance equations when working in the probability domain. Balance
equations describe a relationship between probabilities, for instance the probabil-
ity that the system content equals a certain number of customers. In our work, it
will almost always be impractical to work with balance equations in the probabil-
ity domain, unless we simplify the setup, lessening the scope of applicability of
each model.
System equations on the other hand describe the dynamics of the system by
comparing the system state at one epoch to the system state at a past epoch. The
system state is a description of the system at a certain time that allows us to predict
the system state at future epochs, with the only uncertainty being the uncertainty
supplied by arrival and service processes (and possibly some stochastic mecha-
nisms within the scheduling algorithm itself, see e.g. chapter 6).
Mostly we will use this method of analysis for obtaining the distribution of the
system content. The delay probabilities will be calculated mostly by relating it to
the system content, which is based on the BASTA property (see section 1.4.3 or
Halfin [9]). In the models studied here, the system content will be the more chal-
lenging performance measure to study, however – which is why we start chapter
2 with a delay analysis. A good system state description will have the Markov
property. Let Xk be the state at the k’th observation epoch. Then, given Xk, the
distribution of Xk+1 will not be dependent on the value of any Xl with l < k. What
follows are some ideas about what could constitute a good observation epoch.
1.3.3.1 Slot-to-slot analysis
In discrete time it is natural to think in terms of slots. Since time progresses in
steps, one wants to know the system state at each of those steps. With an arrival
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process described in terms of the number of customers entering each slot, and with
these quantities being stochastically independent and identically distributed, the
analysis can be fluently performed in some cases.
For example, consider a system with no priorities, i.i.d. arrivals, and one-
slot service times. Let uk represent the number of customers in the system at the
beginning of slot k, then {uk}∞k=1 satisfies the Markov property. For this simple
system there are only two system equations.
uk+1 = uk−1+ak, uk > 0,
uk+1 = ak, uk = 0. (1.1)
Now let the customer service times be generally distributed. When we alter
the system in this way, {uk}∞k=1 no longer satisfies the Markov property. However,
the couple {(uk,rk)}∞k=1, where rk represents the remaining service time in number
of slots of the customer currently in service at the start of the k’th slot (and 0 if
the server is idle), does satisfy the Markov property. This is an illustration of the
supplementary variable technique to convert a semi-Markov chain to a real Markov
chain (see also Cox [10]). An analysis of this system can be found in Bruneel [11].
For illustration purposes we show the system equations.
(uk+1,rk+1) = (uk +ak,rk−1), rk > 1,
(uk+1,rk+1) = (uk−1+ak,s), rk = 1,uk > 1,
(uk+1,rk+1) = (ak,s), rk = uk = 1,ak > 0 or rk = uk = 0,ak > 0,
(uk+1,rk+1) = (0,0), rk = uk = 1,ak = 0 or rk = uk = ak = 0.
(1.2)
The drv s simply represents the service time of the next customer in the queue
to be served. The supplementary variable technique is used in chapter 3, where
it gives rise to a 4-dimensional state space. It should be apparent from this that
although the supplementary variable technique solves the problem of the semi-
Markov chain, it does not always deal in easy to handle solutions, even for this
simple queueing system. We can alleviate this problem by instead of thinking in
terms of slot boundaries, thinking in terms of other observation epochs.
1.3.3.2 Embedded points analysis
While the supplementary variable technique in a slot-to-slot analysis is useful for
obtaining a Markov chain from a semi-Markov chain, it is capable of blowing up
the dimensionality of the state space. Usually this brings with it an increased dif-
ficulty for the analysis, while not bringing a lot of insight into the system dynam-
ics. We can circumvent this problem by choosing our observation epochs wiser
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Figure 1.1: The number of customers in the queue at departure k+1 equals the
(a0|a0 > 0) that arrived during the idle period, plus the ones that arrived during the first
service time of the newly initiated busy period, minus the one that just departed. At
departure k+2 the system content consists of the ones in the queue at the last departure
minus one, plus all the customers that entered between these two departures. The figure
displays the case where u˜k+1 > 0.
– than at successive slot boundaries. By choosing the observation epochs wiser,
the dimensionality of the embedded Markov chain can be reduced, easing rigor-
ous analysis. Note that finding good embedded points, i.e. points of observation
that ease the analysis effectively without deleting information from the state de-
scription, can be quite challenging and non-trivial (see for instance chapter 7 and
8).
In our previous example the supplementary variable technique added a new di-
mension to the state space (remaining service time). Observing the system at cus-
tomer departures makes this dimension obsolete. Let therefore u˜k be the number of
customers in the system after the k’th customer departure. The system equations
then become much more elegant (see also Fig.1.1).
u˜k+1 = u˜k−1+
s
∑
j=1
a j, u˜k > 0,
u˜k+1 = (a0|a0 > 0)−1+
s
∑
j=1
a j, u˜k = 0. (1.3)
where (x|A) stands for a random variable with the same distribution as x, con-
ditioned on A. Hence (a0|a0 > 0) counts the number of customers entering the
system during the slot preceding a busy period (initiating it) – a busy period is
a timespan consisting of successive slots during which the server is serving cus-
tomers, an idle period consists of successive slots during which the server is not
serving (mostly because the system is empty).
It needs to be said that u˜k is a different drv with a different probability distri-
bution than uk. So even if the complexity of the analysis is reduced considerably
(two less system equations and half the amount of dimensions), we need an extra
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step to determine the distribution of uk. This difference in observation epoch can
be accounted for using a probabilistic argument that can be found in section 1.4.3.
Choosing departure times as embedded points will be used often, although it
won’t always be the departure of customers, specifically. This choice allows us to
consider generally distributed service times without too much added difficulty (ex-
cept for chapter 8). One can say slot-to-slot analysis is a special case of embedded
points analysis, where the embedded points are slot boundaries. Customer arrival
times can be a valid choice for embedded points as well, but pose additional prob-
lems. For one the number of departures between successive customer arrivals form
a chain of dependent drvs. In Walraevens [3] the embedded points are so-called
start slots – i.e. slots during which the service of a new customer can potentially
start. A little more advanced is considering only the departure times of customers
that arrive during an idle slot in a LCFS (last-come-first-served) discipline; an
example of this can be found in the appendix.
1.3.4 Stochastic equilibrium and performance measures
Consider the series of drvs {Xk}∞k=0, which form a Markov chain. When P[X =
n] , limk→∞P[Xk = n] exists for every n, is independent of X0, and ∑∞n=0P[X =
n] = 1, we speak of stochastic equilibrium, and P[X = n] is the equilibrium distri-
bution of X .
First consider the Markov chain with recurrence Xk+1 = 1−Xk. Since every
Xk is integer-valued, this Markov chain is periodic. In other words P[X = n] does
not exist for every n, and there is no stochastic equilibrium. Second consider the
Markov chain with recurrence Xk+1 = Xk. While one can say that P[X = X0] = 1,
one can not say more without knowing X0. This kind of Markov chain, is an
example of a reducible Markov chain, and will be out of the scope of this thesis.
Finally consider a Markov chain with the recurrence Xk+1 = Xk + 1. Whatever
integers X0 or n are, it is clear that the limit probability P[X = n] exists and equals
0 for every n. Hence, the sum of the probabilities P[X = n] does not equal 1. The
chain runs off to infinity.
These were all deterministic examples. For a more detailed description of
Markov chain terminology and more probabilistic examples, we refer to Latouche
[12]. The given definition of stochastic equilibrium will for our purposes be
enough. Because the limit distribution is independent of X0, we can choose the
distribution of X0 to be whatever we want. If we choose this to be the limiting dis-
tribution, then applying the system equations we will be able to find this unknown
limiting distribution. This method is followed all through the thesis – namely
equating P[Xk = n] = P[Xk+1 = n] and drawing the necessary conclusions.
This way, we will not have to bother with transitional distributions and, given
enough time, convergence will be good. In simulations, which we used to check
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our results, this convergence in probability was used ad nauseam, although not
always reported.
All the systems under consideration are work-conserving, meaning the server
will serve customers as long as customers are in the system, and no customer will
spend more than its service time being served (i.e. we do not consider any repeat
policies as in Walraevens [13]). For these systems, stochastic equilibrium is more
easily checked. The only prerequisite is that on average less customers enter the
system during a slot than can maximally be served during that slot. If this condition
is not met and the queueing buffer is infinite, system content and hence delay will
grow without bounds, as does our third example Markov chain above. In the case
of finite buffers, stochastic equilibrium is guaranteed even if the above condition
is not met, requiring only that a limiting distribution exists (aperiodicity) and is
independent of X0 (irreducibility).
The Markov chains we are interested in always contain some hint to derive per-
formance measures. One of the most important performance measures constitutes
the steady-state system content, i.e. the number of customers of each priority class,
at the beginning of a random slot. An arguably even more important performance
measure is the steady-state delay of a random customer (or random customer of
a certain priority class). When working with multiple customer classes, the dif-
ferentiation between delays, can also be interesting to look at. In the end such
differentiation constitutes the purpose of introducing priorities. We have a choice
between relative and absolute delay differences, and will occasionally use both, to
illustrate various points.
Since a probability generating function contains all the information, and is at
times much more manipulable than a mass function, the analyses in this thesis will
mainly focus on obtaining these. The pgfs do have their disadvantages. For in-
stance higher moments can be a pain to calculate analytically, and challenging to
calculate numerically. Expectations can be obtained by one differentiation, while
two differentiations are needed to calculate the variance. Higher moments such as
skewness and kurtosis while certainly challenging are merely an algebraic exer-
cise. For this reason, if moments are calculated, only expectations will be given.
As part of service demands, one may ask with what probability a customer has
to wait longer than a certain time. Or with what probability a customer will be lost.
An adequate answer can be given by using tail probabilities. Though calculating
P[X = n] from the corresponding pgf is easy when n is low, it becomes increasingly
(even exponentially) more difficult when n is large. This is because
P[X = n] =
1
n!
dnX(z)
dzn
∣∣∣
z=0
, (1.4)
and we are interested in P[X > n]. A dominant pole approximation is an approxi-
mation technique for P[X = n] or P[X > n], that works better the larger n becomes,
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given the pgf of X . This technique only works when the dominant singularity of
E[zX ] is a pole as opposed to a branch point, in which case X’s distribution can
be heavy tailed. Other methods exist for approximating a heavy-tailed distribu-
tion (see for instance Darboux’s theorem Bender [14], Szego [15] p. 205). If no
singularities exist, i.e. X(z) exists for all z (e.g. Poisson distribution), no such ap-
proximation can be made. When no ad-hoc transformation can be made using sum
manipulations, a possible route is to redefine the drvs and see the obtained pgf as
an exponential generating function, i.e. X(z) = ∑nP[X = n]zn/n!.
1.4 Methodology in analysis
In this section a few recurring techniques, lemmas, and other properties are dis-
cussed. Understanding these, provides a good basis for the following chapters.
1.4.1 Generating Functionology
The title of this section stems from a book written by Herbert S. Wilf [16] about
generating functions. It is a resource for better understanding the power of the
generating function approach. A generating function is nothing more than an-
other representation of a series of numbers. The type of generating function we
will mostly use is the probability generating function (pgf), in which the series of
numbers represents the distribution of a drv. One of the most striking advantages
of this approach, is its representation of the distribution of the sum of two inde-
pendent drvs, a common occurrence in many system equations. As witnessed in
chapter 8, minima of several drvs are not captured well by pgfs.
The pgf of a drv X , is defined as the C-valued function X(z), E[zX ], z∈C. Its
region of convergence says something about the tail behaviour – i.e. P[X = n] for
large n. When working with generating functions, there are some basic properties
that can be used to speed up calculations. They are built mostly on experience.
In a next subsection we give a selection of some basic to more intermediate rules,
that have special meaning to pgfs. These interpretations are exclusive to pgfs and
not generating functions.
In a next subsection, we apply some of the rules to a simple queueing prob-
lem. This example will show how to extract useful information from the system
equations.
1.4.1.1 Some useful interpretations: The Language of PGF
The information encoded in a pgf might be more difficult to obtain than from a
probability mass function, but it represents the same information. Moreover it has
some neat properties that are not reflected so well in the mass function. When
working with pgfs and transforming drvs to pgfs, some common transformations
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pop up. It is handy to be aware of the different interpretations of generating func-
tions, in order to run a first check on the validity of the obtained results, or more
importantly, to not always have to do the same kind of transformations over and
over again.
Let X be a discrete random variable with pgf X(z). Probability generating
functions have the property of converging, at least in the unit disk (|z| ≤ 1). This
is a consequence of the normalisation condition.
A first simple observation concerns moments, which can be calculated recur-
sively from successive derivatives of the pgf, if they exist. We have:
E[X ] = X ′(1) , (1.5)
Var[X ] = E[(X−E[X ])2] = X ′′(1)+X ′(1)−X ′(1)2 . (1.6)
Skewness, kurtosis, and higher central moments can also be calculated in a
similar manner. When the radius of convergence of X(z) is larger than 1, all mo-
ments exist.
It is not uncommon to find a pgf evaluated in a probability (0 ≤ p ≤ 1). The
value X(p), represents the probability that all X elements satisfy a certain condi-
tion, that is satisfied with probability p, independent of one another. For instance,
suppose the drv X represents the number of courses a random student has to take
exams of. Let p be the probability that he passes for one course, and for simplic-
ity’s sake suppose this probability is the same for all courses and students. Then
X(p) represents the probability that a random student passes for all his courses,
and can enjoy a carefree holiday. Suppose p = 0, then the student will only pass
all his courses, if there are no courses. Hence X(0) = P[X = 0]. Suppose the
other extreme, p = 1, then the student automatically passes all his courses. We
find X(1) = 1. This last equation is the normalisation condition. It can also be
obtained by realizing that X(1) is the sum of all probabilities of the form P[X = n].
This condition will prove very valuable in determining unknown constants in later
chapters.
Another useful insight is but a stone’s throw away. Let Y (z) be the pgf of the
independent drv Y . Then Y (X(z)) is also a pgf, counting the number of elements in
a set counting Y subsets, each of these subsets containing {Xi}Yi=1 elements, where
the Xi are all i.i.d. with pgf X(z). We have that Y (X(z)) is the pgf of the drv ∑Yi=1 Xi.
For instance, as before, let X represent the number of exams a random student has
to take and let Yi represent the number of questions on exam i. Then X(Y (z)) is the
pgf of the total number of questions on exams a random student has. Some of the
examples where this insight is repeatedly used in this dissertation are S(A(z)) and
A(S(z)). The first is the pgf of the number of customers arriving during the service
time of a random customer. The second is the pgf of the combined service time
in slots of all customers entering the system during a random slot. With this and
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previous paragraph in mind, it should be no mystery what S(A(0)) and A(S(0))
represent.
Suppose students come in two flavours: regular students and foreign exchange
students. Suppose also that the number of places for a particular specialisation is
limited. Then there is a negative correlation between the number of students of
the two types in a given specialisation and so, they are not independent of one
another. Let Yr be the number of regular students, and Ye the number of exchange
students in a given specialisation. Let furthermore Y (zr,ze) , E[zYrr zYee ] be their
joint pgf. Furthermore, let Xr be the number of questions on a random exam for a
regular student, and Xe the number of questions on a random exam of an exchange
student. Since exchange students have different backgrounds, these two – Xr and
Xe – do not necessarily have the same distribution. The joint pgf of the number
of questions regular students have, and the number of questions foreign exchange
students have, is then given by Y (Xr(zr),Xe(ze)).
When a generating function, X(z) for example, is generating a series {xi}∞i=0,
the generating function of the partial sums {∑ij=0 x j}∞i=0 is given by the simple
formula X(z)/(1− z). For pgfs these partial sums, represent the cumulative dis-
tribution of the drv. This observation is especially useful since (1− z) is an often
recurring factor in our calculations.
In some cases the queueing system behaves differently when a certain drv de-
scribing part of the state of the system turns 0. When observing ‘normal’ behavior
we often condition on this variable being larger than zero. With X(z) being the pgf
of X we can quite straightforwardly conclude that
X+(z) = E[zX |X > 0] = X(z)−X(0)
1−X(0) . (1.7)
Most of the cases this variable X will be correlated with other state-related
drvs. Let {Yi}mi=1 be a set of correlated drvs – correlated with X . The conditional
joint pgf of X , and all Yi (conditioned on X > 0), is then given by
E[zX
m
∏
i=1
w
Yi
i |X > 0] =
E[zX ∏mi=1 wYii ]−
(
E[zX ∏mi=1 wYii ]
)
|z=0
1−P[X = 0] . (1.8)
These transformations all follow quite naturally from the pgf definition. The
following pgfs require a bit more calculation to interpret or arrive at. As such we
take a practical example in the queueing context. Assume for instance a FCFS
policy. Customers that arrive during the same slot are served in an arbitrary order,
since customers are indistinguishable. Now we are interested in a⊥, the number of
customers that arrived during the same slot as a randomly chosen customer c, but
are served before it. Let a∗ represent the number of customers that arrived during
the same slot as customer c. Note that this is not the same as the number of cus-
tomers that arrived during a random slot. This can be intuitively seen by noticing
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that slots during which more customers arrive will be more likely to contain c than
other slots with few customer arrivals.
If customer c is chosen from a selection of only one slot worth of arriving
customers, it is clear that a∗ = a if a > 0. When a = 0, customer c will not be able
to be chosen in the first place. We will call a slot with at least one arrival, an arrival
slot. Given that a∗ = k, the probability that a⊥ = n < k is then simply a matter of
choosing the right customer, which happens with probability 1/k. The distribution
of a⊥ is
P[a⊥ = n] =
∞
∑
k=n+1
1
k P[a
∗ = k] =
∞
∑
k=n+1
P[a = k]
k(1−P[a = 0]) . (1.9)
Choosing customer c from a larger selection of arrival slots, say M slots, makes
determining the distribution of a∗ and later that of a⊥ quite a bit more difficult. For
clarity’s sake we will use the notation a∗(M) and a
⊥
(M), when the selection happens
across M arrival slots. Since we are interested mostly in a system under stochastic
equilibrium, we shall later let M approach ∞, such that customer c truly is a random
customer arriving in a system under stochastic equilibrium. For finite M, though,
we condition on all possible combinations of the number of arriving customers
in slots outside the arrival slot of customer c. The distribution of the number of
customer arrivals during an arrival slot is P[a = n]/(1−P[a = 0]). Taking into
account that the arrival slot of customer c could be any of M different slots, we
find
P[a∗(M) = n] =
MP[a = n]
1−P[a = 0]
∞
∑
k1,··· ,kM−1=1
M−1
∏
j=1
(
P[a = k j]
1−P[a = 0]
)
n
n+∑M−1j=1 k j
.
(1.10)
Note that the summation indices k j start from 1, because an arrival slot always
has at least one arrival. This equation was obtained by noting that the probability
P[a∗(M) = n] is M times the probability that the arrival slot of customer c counts n
customer arrivals, and that arrival slot is the M’th in our selection of M slots. The
above equation can now be written shorter using the expectation operator:
P[a∗(M) = n] = n
P[a = n]
1−P[a = 0] E
[
M
n+∑M−1j=1 (a j|a j > 0)
]
. (1.11)
Determining this expectancy is no easy task. Letting M approach ∞ however,
we can rely on the strong law of large numbers. We have
YM =
1
M
M
∑
j=1
(a j|a j > 0)+
n
M
−
1
M
(aM|aM > 0)
a.s.
−−→ Y =
E[a]
1−P[a = 0] . (1.12)
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This almost sure convergence of the series of random variables YM to Y (which
is a degenerate random variable), implies convergence in distribution. Since g(x)=
1/x is a continuous function in x > 0, and Y > 0 – otherwise no customers would
ever arrive – we can use the continuous mapping theorem (also Mann-Wald theo-
rem [17]), to arrive at g(YM) d−→ g(Y ) – where g(YM) represents the random variable
of which the expectancy is taken in equation (1.11). This convergence in distribu-
tion then translates pretty straightforwardly to convergence in expectancy:
lim
M→∞
E
[
M
n+∑M−1j=1 (a j|a j > 0)
]
= E
[
1−P[a = 0]
E[a]
]
=
1−P[a = 0]
E[a]
. (1.13)
The distribution of the number of customer arrivals during the same arrival slot
as customer c, where c is a customer entering a system under stochastic equilib-
rium is given by:
lim
M→∞
P[a∗(M) = n] = P[a
∗ = n] =
nP[a = n]
E[a]
. (1.14)
With this knowledge at hand, we are now capable of formulating an expression
for the number of customers that arrived during the same slot as customer c but are
served before it, a⊥.
A⊥(z) =
∞
∑
k=0
zk P[a⊥ = k] =
∞
∑
k=0
zk
∞
∑
n=k+1
1
n
P[a∗ = n]
=
∞
∑
n=1
1
n
nP[a = n]
E[a]
n−1
∑
k=0
zk =
∞
∑
n=1
P[a = n](zn−1)
E[a](z−1)
=
A(z)−1
E[a](z−1)
. (1.15)
Equally we can say that the number of slots that fall within the same ser-
vice time but before a randomly chosen busy slot has a pgf given by S⊥(z) =
(S(z)− 1)/(E[s](z− 1)) – this is often called the residual service time. This kind
of formula frequently returns in some form or another. One form worth mention-
ing, is the joint pgf, of said drv (a⊥) and any number of correlated other drvs
b1, · · · ,bm. In this setting, these correlated drvs can represent arrivals of customers
of other types, but other more advanced scenarios exist. In general we can write:
E
[
za
⊥
m
∏
j=1
x
b j
j
]
=
E
[
za ∏mj=1 x
b j
j
]
−E
[
∏mj=1 x
b j
j
]
E[a](z−1)
. (1.16)
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1.4.1.2 Performance measures
In this paragraph we revisit our example, the discrete-time queue from paragraph
1.3.3.2 for which the system equations are captured in (1.3). The purpose of this
paragraph is to show how the generating function approach can be used to effec-
tively obtain the steady-state distribution of a performance measure – such as the
number of customers in the system at a random customer departure – from a set
of system equations. These system equations are also equations in distribution,
i.e. the drvs formed on both left- and right-hand side have the same distribution.
Hence we find, by taking the pgf of both sides of (1.3):
E[zu˜k+1 ] = E[zu˜k−1+∑
s
j=1 a j |u˜k > 0]P[u˜k > 0]
+E[za0−1+∑
s
j=1 a j |u˜k = 0,a0 > 0]P[u˜k = 0] . (1.17)
Because all a j, j = 0, ...,s are independent of one another and of u˜k, we can
split the expectations by the rule that E[ f (X)g(Y )] = E[ f (X)]E[g(Y )], for any two
independent X and Y . Furthermore by using the properties of pgfs introduced in
the previous paragraph, we find:
E[zu˜k+1 ], ˜Uk+1(z) =
S(A(z))
z
( ˜Uk(z)− ˜Uk(0))+ ˜Uk(0)
A(z)−A(0)
z(1−A(0)) S(A(z)) .
(1.18)
The unknown function here is ˜Uk(z). To determine its limiting distribution –
i.e. limk→∞ ˜Uk(z) , ˜U(z) – we must first assume it exists. In this case stochastic
equilibrium, as pointed out earlier, comes down to assuming that on average, less
work enters the system during a slot than can be served maximally during a slot.
Since a busy server can only serve one slot worth of service time per slot, and
on average E[∑ai=1 si] = E[a]E[s], ρ slots worth of service time enters the system
each slot, the equilibrium condition becomes ρ < 1. Here and in all of the follow-
ing chapters, ρ will be the so-called workload. As a side note, because the system
is in stochastic equilibrium, the average amount of work entering the system each
slot, ρ, must equal the average amount of work leaving it each slot. Each slot when
the system is not empty – when u > 0 – one unit of work leaves the system. If the
system is empty, no work can leave the system. Hence we can write the basic
queueing theoretic formula:
P[u = 0] = 1−ρ . (1.19)
In our example though, we are looking for the limiting probability ˜U(0) =
P[u˜ = 0]. The standard approach, as alluded to in the previous paragraph, is to use
the normalisation condition. Taking the limit on both sides of (1.18) and substitut-
ing z = 1, we have
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˜U(z) = ˜U(0) S(A(z))(A(z)−1)
(z−S(A(z)))(1−A(0)) , (1.20)
˜U(1)(1−A(0)) = ˜U(0) A(z)−1
z−S(A(z))
∣∣∣
z=1
= ˜U(0) E[a]
1−ρ (1.21)
⇒ ˜U(0) = (1−ρ)1−A(0)
E[a]
. (1.22)
Having determined an expression for ˜U(z) as a function of known pgfs, it
remains to determine the pgf of u, the number of customers in the system at random
slot boundaries. We refer the reader to subsection 1.4.3.
1.4.2 Solving a Markov chain
Let {Xi}∞i=0 represent a (homogeneous) Markov chain. This Markov chain is com-
pletely characterised by a starting distribution P[X0 = n] and the transition proba-
bilities P[Xk+1 = j|Xk = i] (which are not dependent on k). To illustrate this, we
arrive at the distribution of X1 in the following manner:
P[X1 = n] = ∑
i∈X
P[X0 = i]P[X1 = n|X0 = i], ∀n ∈ X (1.23)
where X is the set of all states the Markov chain can visit. Analogously the distri-
bution of X2, X3, and so on can be determined. The above equation has the form of
a matrix multiplication. Let therefore αk be the row vector with n’th element equal
to P[Xk = n], and P the matrix with (i, j)’th element equal to P[Xk+1 = j|Xk = i].
In general we can then write:
αk = αk−1P = α0Pk . (1.24)
It can be proven that if a Markov chain is ergodic (i.e. irreducible, and aperi-
odic), the limit of this equation for k → ∞ (i.e. Pk) exist and is unique (see e.g.
Latouche [12]). Moreover this stochastic matrix Π , limk→∞ Pk is singular with
rank 1, meaning every row is a copy of the first. Since Pi, j = P[X1 = j|X0 = i], it
follows that the (i, j)’th entry of Pk is P[Xk = j|X0 = i]. Regarding the ergodic na-
ture of the Markov chain, taking the limit in k makes P[Xk = j|X0 = i] independent
of i. Hence every row of Π equals the stationary or steady-state distribution of the
Markov chain. We will denote this distribution by the vector pi, as is common in
most textbooks. Taking the limit in the first of the above equations results in
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lim
k→∞
αk = lim
k→∞
αk−1P ⇒ pi = piP . (1.25)
Solving a Markov chain has over the course of years become synonymous to
solving the equation above for pi. This is not always an easy task, especially if
|X | = ∞. In this dissertation, we are interested in this last case (infinite queue
size). For solving this equation, we are mostly aided by the recurring structure in
P. All Markov chains considered in this thesis will be of M/G/1-type or limited
displacement. Matrix-analytic techniques will however only be used in a few of
the last chapters, as they will in those cases provide an easier and more natural
analysis of the systems at hand.
1.4.2.1 Fundamental matrix of an M/G/1-type Markov chain
When the states of an infinite Markov chain can be arranged in such a way that P,
the transition matrix, forms a block-Toeplitz matrix with the Hessenberg property,
possibly except for the first block-row, then we say the Markov chain is of M/G/1-
type. This matrix can be written as follows:
P =


B0 B1 . . .
A0 A1 A2 . . .
A0 A1 · · ·
.
.
.
.
.
.

 . (1.26)
Here the matrices Bi and Ai are all block matrices, the dimension of which
can be infinite. Sometimes a generating function approach is used to keep these
matrices finite in dimension, creating a hybrid generating function/matrix analytic
approach. For our purposes, suppose the dimension of each block is M×M. When
partitioning the states M by M, it is common to call each of these subsets of states
a level. For example the first M states represent level 0, the next M states level
1, and so on. Within the levels, one can also make a meaningful differentiation
between the states by separating them into different so-called phases.
The invariance equation pi = piP now becomes easier to solve. Let pi j repre-
sent the part of the steady-state distribution corresponding to level j – i.e. pi =
(pi0,pi1, . . . ), where all pi j are 1×M row vectors. We arrive at the following set of
matrix equations:
pi j = pi0B j +
j
∑
k=0
pi j+1−kAk, j ≥ 0 . (1.27)
With these equations we can calculate every pi j as a function of pi0. The miss-
ing M equations – pi0 still has M degrees of freedom – can be found by introducing
the fundamental matrix of the system. This is an M×M stochastic matrix which
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is defined for M/G/1-type Markov chains. The (i, j)’th element of G, the funda-
mental matrix, represents the probability that given at step k the Markov chain is
in a level above 0 and in phase i, the first time the Markov chain visits a state in a
level lower than at step k, it will have transitioned to phase j. It can be proven –
see for instance Latouche [12] – that G satisfies the following matrix equation:
G =
∞
∑
i=0
AiGi = A(G), (1.28)
in which the last equation is a shorthand notation. The matrix in the argument is
always leftmultiplied with the matrices {Ai}∞i=0. We will use the same notation for
the matrix generating function of {Bi}∞i=0. Right multiplying equation (1.27) by
G j and summing over all j, yields the following matrix equation:
∞
∑
l=0
pilGl = pi0B(G)+
∞
∑
l=0
pil+1A(G)Gl , (1.29)
⇒ pi0 = pi0B(G) . (1.30)
In most cases this system of equations is finite and solvable up to a constant
– I−B(G) is singular. This constant can be obtained from the normalisation con-
dition on pi. In this case however, we do need an extra step in order to be able
to apply L’Hoˆpital’s rule. We multiply equation (1.27) by z j and sum over all j.
Letting pi(z) = ∑∞i=0 piizi, be the steady-state vector pgf of the Markov chain, we
find:
pi(z)(zI−A(z)) = pi0(zB(z)−A(z)) . (1.31)
Let v(z), and λ(z) be the right Perron-Frobenius eigenvector, and eigenvalue
of A(z) – i.e. A(z)v(z) = λ(z)v(z). Note that limz→1 λ(z) = 1 and limz→1 v(z) = 1,
where 1 represents the M× 1 column vector with all entries equal to 1. By right
multiplying the equation above with v(z), and in a second step taking the limit for
z going to 1, and applying the normalisation condition pi(1)1 = 1, we obtain
(pi(z)−pi0)v(z) = pi0z
B(z)− I
z−λ(z) v(z) , (1.32)
1−pi01 = pi0
B′(1)1+(B(1)− I)v′(1)
1−λ′(1) . (1.33)
In this last step we used L’Hoˆpital’s rule since limz=1 pi0(B(z)−I)v(z)= limz=1
(z−λ(z)) = 0. We can eliminate v′(1) and λ′(1) from this equation by taking the
derivative of A(z)v(z) = λ(z)v(z) with respect to z, and taking the limit for z = 1
(to obtain v′(1)), and left multiplying each side by piA, where the row vector piA
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represents the unique solution to piA = piAA(1), and piA1 = 1 (to obtain λ′(1)). We
obtain
λ′(1) = piAA′(1)1 (1.34)
(I−A(1))v′(1) = A′(1)1−λ′(1)1 . (1.35)
This last equation cannot be solved uniquely since I−A(1) is a singular matrix.
Invoking the concept of the group inverse, – see for instance Latouche [12] – we
obtain the following solution set of the last equation:
v′(1) = (I−A(1)+1piA)−1(A′(1)−λ′(1)I)1+ c1, ∀c ∈ C . (1.36)
When substituting (1.34) and (1.36) in (1.33) we obtain a last equation to fi-
nally solve for pi0. Since this equation utilises the normalisation condition, rather
than analytically, it can also be enforced numerically from the start, as was the
case for the numerical examples in chapters 7 and 8.
1.4.2.2 Restricted Markov chains
In chapter 8 we use a technique called restricted Markov chains. The usefulness of
this idea lies in restricting an infinite-level Markov chain to one that covers only a
finite number of levels. The technique goes as follows. Given is a Markov chain
{Xk}∞k=0, on a state space S = A∪B, with A 6= ∅. We can build a new Markov
chain {Xtk}∞k=0, where ∀k : tk < tk+1,Xtk+1 ∈ A,∀l ∈ {tk + 1, ..., tk+1− 1} : Xl /∈ A.
In words, tk+1 is the earliest time after tk at which the Markov chain returns to a
state in A. Suppose the transition matrix of the original Markov chain is given by
P =
(
PAA PAB
PBA PBB
)
, (1.37)
where the transition probabilities pertaining to states in A are listed before those in
B – for instance (PAB)i, j is the probability that the Xk+1 will be the j’th state in B,
given that Xk was the i’th state in A. The transition matrix of the censored Markov
chain is then given by (see Latouche [12])
P∗ = PAA +PAB(I−PBB)−1PBA . (1.38)
Although the transition probability matrix is never calculated in chapter 8, it
does list adjusted system equations, which are easy to derive from the original
system equations. In this section we use matrix notation to show the following
identity:
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lim
k→∞
P[Xk = n]
P[Xtk = n]
= lim
k→∞
P[Xk ∈ A] . (1.39)
It is important to note that this equation only holds for n∈A, and that under that
condition the right-hand side is independent of n. This can be proven as follows.
Suppose pi = (piA,piB) is the steady-state distribution of the original Markov chain,
in vector format partitioned in states in A and states in B, and pi∗A represents the
steady-state distribution of the censored Markov chain, in vector format. Applying
pi = piP then yields
(piA, piB) = (piAPAA +piBPBA, piAPAB +piBPBB) . (1.40)
Solving this system of equations, we obtain
piA = piAPAA +piAPAB(I−PBB)−1PBA = piAP∗ . (1.41)
Only here instead of pi∗A1 = 1, we have piA1 = limk→∞P[Xk ∈ A], which proves
(1.39).
1.4.3 PASTA, BASTA, the renewal paradox and other common
calculations
The focus of this dissertation lies in obtaining probability generating functions of
delay, and system content in various discrete-time queues under several different
priority disciplines. We have seen how to manipulate system equations into these
generating functions, but we have not fully covered how to obtain these system
equations in the first place. Some useful theorems can help us obtain much needed
relations between several random variables. We already covered the slot-to-slot,
and the more general embedded points technique in sections 1.3.3.1 and 1.3.3.2.
These can be used to obtain the system content distribution. But what about the
delay of a random customer?
One could for instance relate the delay of a customer to the delay of the cus-
tomer that was served just prior to it. In that way, the delay of customer k + 1
equals its own service time, plus the delay of customer k, minus the difference in
arrival times between customer k+ 1 and customer k, in case no overtaking takes
place, as in FCFS (see also Fig.1.2). The tricky part is the last bit, namely the
difference in arrival time. Depending on whether the number of customers still
to be served that arrived during the same slot as the k’th customer is bigger than
zero or not, this difference in arrival time is sometimes zero, and sometimes a pos-
itive geometrically distributed random variable (with parameter P[a = 0]). Hence,
equivalent to the example addressed in section 1.3.3.1, the dimension of the pro-
posed state (namely the delay of the k’th customer) will have to be increased to
form a Markov chain.
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Figure 1.2: Example of the delay of two consecutive first customers. The delay of the
(k+1)’st first customer is that of the k’th first customer, plus the compound service time of
itself and all customers that arrived during the same slot as the k’th first customer, minus
the difference in arrival time.
Another approach would be to look at the delay of the first customer to enter
during a random slot. Equivalent to the example in 1.3.3.2, in this example, no
additional dimensions have to be added to form a Markov chain. The delay of
the first customer to enter during the k’th slot (during which at least one customer
enters) already defines a Markov chain. Let τk be the number of slots between the
arrivals of the k’th first customer and (k+ 1)’st first customer. Then it is easy to
see that, with ˜dk, the delay of the k’th first customer,
˜dk+1 = s1 +max( ˜dk +
a+
∑
j=2
s j− τk , 0) , (1.42)
With the knowledge that in this setting the τk are all i.i.d. and positively ge-
ometrically distributed (> 0) with parameter P[an = 0], one can transform this
system equation to the z-domain. In order to do so, we must keep in mind that
P[τk > X ] = X(A(0)), where X is a generic independent drv with pgf X(z). This
can be used to find the following transform, useful for transforming the above
equation to the z-domain:
E[zmax(0,X−τk)] = X(A(0)) + X(z)−X(A(0))
E[τk](z−A(0))
. (1.43)
We substitute X by ˜dk +∑a+j=2 s j which is independent of τk, and after some
calculations, the steady-state delay of a random first customer, has a pgf:
˜D(z), lim
k→∞
E[z ˜dk ] = (1−ρ) (z−1)S(z)
z−A(S(z))
. (1.44)
Here we used the fact that ˜D(A(0))A+(S(A(0)))/S(A(0)) = 1−ρ. This can be
obtained via the normalisation condition. We can interpret the constant ˜D(A(0))
A+(S(A(0)))/S(A(0)) as the probability that between a random slot with at least
one arrival and the next idle slot no arrivals occur (see f.i. the part about X(p)
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in section 1.4.1.1). To see this, first note that our constant is the pgf of the time
between the arrival of a random first customer and the departure of the last cus-
tomer that entered during the same slot as our first customer, evaluated in A(0).
If no arrivals occur during this time period, and taking into account a FCFS ser-
vice principle, after this period the system will be idle. Each busy period there
will always be exactly one slot during which the last customers arrive. Each idle
period there will always be one slot during which the first customers served in the
following busy period arrive. Since in the long run, the number of busy and idle
periods is equal (plus or minus one), the probability we are interested in equals
the probability that a random slot with at least one arrival is an idle slot. Knowing
that the arrival process is independent of the system state (idle/busy), we obtain
the result that we already suspected, namely 1−ρ. Later, we will derive the same
formula starting from the system content.
When we are interested in the pgf of the delay of a random customer instead
of a random first customer, we need an extra step. Previously in section 1.3.3.2 we
encountered the dual problem. In that section we obtained the pgf of the number
of customers in the system at the departure of a random customer, instead of at the
beginning of a random slot. We focus on each problem separately starting with the
system content at slot boundaries, but urge to notice similarities between the two.
The difference between observing the system at departures and at random slot
boundaries already lies at the start, namely observation epochs. We use an unpub-
lished result by Burke from 1968 (see p.187 in Cooper [18]), which is summarised
in the immortal words of David Clayton-Thomas: “What goes up, must come
down” (talking about the trace of the system content). A little more wordy one
could say, the steady-state distribution of the number of customers in the system
right after a departure of a random customer, equals the steady-state distribution
of the number of customers in the system right before a random customer arrival.
This is however only true when arrivals and departures occur one at a time, which
is not necessarily the case in our system. For this purpose think of an arrival slot
of a batch of customers, as a segment of a continuous time axis, and let all cus-
tomers in the batch arrive at distinct points in time on that segment. Now Burke’s
theorem does apply. We come back to discrete-time by moving our observation
epoch from a random customer arrival to the slot boundary preceding the arrival of
our random customer. In doing so we have to subtract the customers that arrived
during the same slot but prior to our random customer. This number is given by
a⊥ (see the relevant part in section 1.4.1.1).
Burke’s theorem only gets us to the beginning of a slot during which a ran-
dom customer enters the system, and not a random slot. To start, we note that
the system content at the beginning of a slot during which a random arrival oc-
curs, is independent of how many arrivals occur in that slot, because of the i.i.d.
nature of the arrival process. Hence we could say the distribution of the system
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content at this epoch equals that taken at the beginning of a slot during which cus-
tomers enter. Here we rely on the BASTA-property [9] to go the extra mile. The
Bernoulli-Arrivals-See-Time-Averages property is the discrete-time analogon of
the continuous-time PASTA-property (Poisson Arrivals See Time Averages [19]).
In our case, the system state at the beginning of a random slot, has the same dis-
tribution as that at the beginning of a slot during which a Bernoulli arrival takes
place. An i.i.d. arrival process is Batch Bernoulli – with probability P[a = 0] no
batch of customers arrives, with probability 1−P[a = 0], one batch of customers
arrives. And hence we find for U(z), pgf of u, the steady state system content at
the beginning of a random slot:
U(z) =
˜U(z)
A⊥(z)
= (1−ρ) (z−1)S(A(z))
z−S(A(z))
, (1.45)
which corresponds to the result found in Bruneel [11]. This formula is only depen-
dent on the function S(A(z)) and its derivative in z = 1, ρ. To illustrate, a system
in which the distribution of the number of customers entering the system each slot
has a pgf given by S(A(z)) and service times of one slot, surprisingly has the same
system content distribution. Although not the easiest way to obtain this pgf, we
propose a third way to prove this result in the appendix, that sheds some light to
why there is no dependence on S(z) or A(z) separately.
Secondly we focus on the delay of a random customer. We already obtained
the pgf of the delay of a random first customer. The difference here lies not in
the observation epoch, but the observed customer (random customer vs. random
first customer). Note that the delay of a random first customer is independent of
the number of customers that entered during the same slot as our random first
customer. With this in mind, we can work out that the distribution of the delay of
a random first customer, and that of the first customer that entered during the same
slot as a random customer are identical. The only difference with the delay of a
random customer, is the addition of the service times of the customers that arrived
during the same slot as our random customer, but served before it to its waiting
time – given by ∑a⊥j=1 s j. And thus, with D(z) the pgf of the delay of a random
customer, we find the following relation.
D(z) = ˜D(z)A⊥(S(z)) = (1−ρ) (z−1)(A(S(z))−1)
E[a](S(z)−1)(z−A(S(z)))
S(z) . (1.46)
This equation can be obtained much simpler starting from the pgf U(z) of the
steady-state system content. The other way around is also possible – determining
U(z) from D(z). This is not always possible, but in some of the following chapters
the first will be the preferred approach. Instead of using the number of customers,
it is easier to obtain the delay if we look at the work in the system. Consider
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Figure 1.3: A relation between the delay of a random customer and the number of units
work in the system at the beginning of a random slot, made possible by use of the
BASTA-property.
units of work as mini-customers with service time equal to one. Each customer
that enters the queue can be seen as a collection of mini-customers, equal to the
number of slots its service takes. The number of units work entering the system
each slot is then given by the drv ∑aj=1 s j, with pgf A(S(z)). With a one-slot service
time, L(z), the pgf of the number of units work in the system at the beginning of a
random slot, can be derived by simple substitution from equation (1.45).
L(z) = E[zl ] = (1−ρ) (z−1)A(S(z))
z−A(S(z))
. (1.47)
The number of units work in the system at the beginning of a random slot,
and at the beginning of a slot during which a random customer enters, have the
same distribution (BASTA-property). Since the delay of this random customer
only starts at the slot mark right after its arrival slot – and not the beginning of its
arrival slot – and under a FCFS discipline, it has to wait for all the work present in
the system prior to its arrival to leave, and its delay is given by
d = (l−1)++
a⊥
∑
j=1
s j + s0 , (1.48)
where the second term accounts for the customers that arrived during the same slot
as our randomly selected customer, but served before it (for a visual of a generic
timeline we refer to Fig.1.3), and s0 represents the service time of our randomly
chosen customer. Conversion to the z-domain, gives us formula (1.46). The details
are presented in De Clercq [20].
1.5 Dissertation Outline
Five of the following seven chapters (chapters 2 through 8) are largely based on ar-
ticles that were submitted to and accepted in international peer reviewed journals.
The order in which they are presented to the reader does not represent the order in
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which they were submitted, accepted, or even researched. Rather they tie together
on subject matter, and have a decreasing level of accessibility. The last chapter,
chapter 8, was not published as of writing this dissertation, but represents the final
stage of research done during this PhD. These six chapters are divided by a small
intermezzo, chapter 5, not in article form, but which ties together different aspects
of the research. The appendix at the end of this thesis is a small piece of research,
solving a lingering conundrum that popped up during the course of writing the
articles leading to this dissertation.
In the second chapter of this thesis, we introduce the so-called slot-bound pri-
ority (SBP) rule, and study the delay customers experience as they go through a
discrete-time single-server queueing system with infinite buffer space and general
independent arrivals, adhering to such a rule. An arbitrary number N of customer
types are considered, and the pgf of the delay of a random type- j customer is de-
rived. The mean delay and tail probabilities are determined, and some numerical
examples are given.
Linked to this second chapter, a third chapter looks a bit further into the system
under slot-bound priority. This time, the performance measure under considera-
tion is the system content. Following a slot-to-slot analysis, the joint pgf of the
numbers of type-1 and type-2 customers in such a system at the beginning of a
random slot is obtained. Here only two customer classes are considered, since
the case of N customer classes does not permit an easy slot-to-slot analysis. For
an embedded method handling N different priority classes, we refer to chapter 6,
which we will arrive at shortly. Also in chapter 3, moments and tail probabilities
are calculated, and plotted in some numerical examples. In case we are only inter-
ested in the marginal pgfs of the number of type-1 customers or type-2 customers
in the system, separately, we can use a different method, which relies on stochastic
decomposition, a topic handled in chapter 4.
In particular, the fourth chapter introduces the stochastic decomposition prop-
erty for discrete-time queues, along with some applications. The slot-bound prior-
ity system under research in chapters 2 and 3, satisfies the conditions required for
stochastic decomposition, and is presented as one of its applications. Others in-
clude non-preemptive priority systems, and polling systems. A fourth application
deals with optical buffers composed of fiber delay lines. Buffer content and unfin-
ished work are studied in this subsection, and will be further discussed in chapter
5. Some extensions of the decomposition property are considered and discussed
as well.
The intermezzo chapter 5, “On slot-bound priority with correlated arrivals and
optical queues”, ties together an analysis made in chapter 4 with the system studied
in chapters 2 and 3. It starts by replacing the general independent arrivals, which
are ubiquitous in all other chapters of this dissertation, with a Markovian arrival
process, and ends with a practical example which is non other than the optical
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buffer from chapter 4. The mode of analysis uses embedded points in roughly the
same manner as in chapter 6 and the concept of sets introduced in chapter 8 (see
further).
The slot-bound priority scheduling was a proposed solution to the problem
of FCFS in multiclass discrete-time systems. FCFS, being the fairest scheduling
solution does not dictate what happens to customers entering the system during the
same slot. In chapter 6, this fairness is preserved in that customers with the same
arrival slot are served in random order. As such, a customer’s priority class plays
no role in whether a customer gets served first, last, or in between. System content,
as well as delay are analysed in this multiclass FCFS system, in two different
ways, and moments and tail probabilities are obtained. With some modifications
the analysis in this chapter can be used to obtain the system content pgf of the
N-class slot-bound priority system introduced in chapter 2. That result was also
briefly mentioned in chapter 5.
In the last two chapters of this dissertation, chapters 7 and 8, slot-bound priority
is extended, or better yet, parameterised. In some numerical examples in chapter
2 we played with the idea of enlarging the slot. We note that if a slot is larger,
more customers will likely arrive during one, and the priority effect of slot-bound
priority will increase. However, with larger slots comes a courser modelling of
service times, and more delay at the start of a busy period, and thus larger buffers.
Chapter 7 solves these problems firstly by grouping together adjacent slots into
frames, and letting priority affect whole frames, instead of individual slots as in
chapters 2 and 3, and letting service start even before a frame would ideally be
finished (and cutting it short). For specifics on this frame-bound priority (FBP)
scheduling, we refer to the model and definitions of chapter 7. The system content
pgf as well as delay pgfs are calculated, and some numerical results show how the
key performance parameter, the maximal size of a frame, can be tweaked to obtain
different results.
Chapter 8 is another variant on slot-bound priority which resolves the issue of
limited and unchangeable priority. In chapter 8, the focus is on the customer and
its delay. For analytical reasons, the number of customer classes is, as in chapter
3, limited to two. A high priority customer can now, instead of only overtaking
low priority customers that arrived during its own arrival slot, also overtake low
priority customers that arrived earlier. The range up to where this high priority
customer can overtake lower priority ones, is limited, hence the name time-limited
overtake priority (TOP) of the considered scheduling discipline. This limit is the
parameter of this priority discipline. Operationally equivalent to earliest-due-date
scheduling, expressions for system content and delay pgfs have not been obtained
so far. The complexity of the analysis in this chapter, where only two due dates can
be chosen, is a give away to why these pgfs have not yet been found in literature.
In a last part, the appendix, we solve the conundrum brought to the reader’s
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attention in the paragraph following formula (1.45).
1.6 Main Contributions
In this section, we list some of the main contributions made in the research leading
up to this doctoral thesis.
• We introduced a new priority mechanism in discrete-time queueing called
slot-bound priority (SBP). First the delay was studied for a system receiving
customers from N different customer types (Chapter 2). Generating func-
tions for the delay of a random type- j customer ( j ∈ {1, ...,N}) were found,
along with moments and tail probabilities. In some numerical examples the
relevant parameters to SBP’s limited delay differentiation capabilities were
identified. Secondly also the system content was investigated. We obtained
the joint probability generating function of the number of type-1 and type-2
customers (with N = 2) using a slot-to-slot analysis (Chapter 3). Hereby the
concept of groups (the collection of customers entering the system during
one slot) proved to be invaluable – see also the supercustomers mentioned
in Takagi [22] p. 16. Tail probabilities and first moments were calculated.
We also established how similar to head-of-line priority SBP is for low traf-
fic loads, and how similar to FCFS it is for high traffic loads, making it
a well-understood hybrid system. An embedded points analysis was also
performed in case N > 2.
• The well-known stochastic decomposition property introduced by Fuhrmann
and Cooper [21] was established for discrete-time queueing systems (Chap-
ter 4). Some new results regarding optical queueing systems were also es-
tablished using this decomposition property.
• First-come-first-served in multiclass discrete-time queueing systems was in-
vestigated and system content and delay pgfs were established (Chapter 6),
using two distinct methods. Moments and tail probabilities were derived.
• Two extensions to the SBP mechanism were studied, a first of which was
called frame-bound priority (FBP, Chapter 7). Here the time-axis is parti-
tioned into distinct frames, each consisting of possibly multiple slots. Prior-
ity only has effect on customers entering the system during the same frame.
For this system, queue content and delay were studied, and some numerical
examples showed the flexibility of the new priority scheme.
• A second extension to the SBP mechanism, called time-limited overtake pri-
ority (TOP) was considered and studied (Chapter 8). Here only 2 customer
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classes were assumed for ease of analysis. The idea was, rather than to par-
tition the time, to look from customer to customer and to let a high priority
customer only overtake a lower priority one when the former arrived less
than a given amount of slots after the latter. System content and delay were
studied. Unlike for FBP, TOP in the limit does have head-of-line behaviour.
1.7 Publications
The doctoral research performed has led to some publications in recognised inter-
national research fora – journals and conferences.
1.7.1 Publications in international journals
1. S. De Clercq, K. De Turck, B. Steyaert, H. Bruneel, Frame-bound prior-
ity scheduling in discrete-time queueing systems, Journal of Industrial and
Management Optimization, vol. 7(3), 2011, pp. 767–788.
2. S. De Clercq, B. Steyaert, H. Bruneel, Delay analysis of a discrete-time mul-
ticlass slot-bound priority system, 4OR - A Quarterly Journal of Operations
Research, vol. 10(1), 2012, pp. 67–79.
3. S. De Clercq, B. Steyaert, H. Bruneel, Queue content analysis in a 2-class
discrete-time queueing system under the slot-bound priority service rule,
Mathematical Problems in Engineering, 2012, doi: 10.1155/2012/425630.
4. S. De Clercq, W. Rogiest, B. Steyaert, H. Bruneel, Stochastic decomposition
in discrete-time queues with generalized vacations and applications, Journal
of Industrial and Management Optimization, vol. 8(4), 2012, pp. 925–938.
5. S. De Clercq, K. Laevens, B. Steyaert, H. Bruneel, A multi-class discrete-
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tions Research, vol. 202(1), 2013, pp. 59–73.
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2
Delay analysis of a discrete-time
multiclass slot-bound priority system
“... Waiting can seem an interval of non-being, the black space
between events and the outcomes of desires. It makes time madden-
ingly elastic, it has a way of seeming to compact eternity into a few
hours.”
– Morrow 1984
results in this chapter were published in 4OR - A Quarterly Journal of Oper-
ations Research. Vol. 10, Issue 1 (p.67-79), 2012.
Abstract. This chapter introduces a new priority mechanism in discrete-time
queueing systems that compromises between first-come-first-served (FCFS) and
head-of-line (HoL) priority. In this scheduling discipline – which we dubbed slot-
bound priority – customers of different priority classes entering the system during
the same time-slot are served in order of their respective priority class. Customers
entering during different slots are served on a FCFS basis. In this chapter we study
the delay in an N-class discrete-time queueing system under slot-bound priority.
General independent arrivals and class-specific general service-time distributions
are assumed. Expressions for the probability generating function of the delay of
a random type- j customer are derived, from which the respective moments are
easily obtained. The tail behaviour of these distributions is analysed as well, and
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some numerical examples show the effect slot-bound priority can have on the per-
formance measures.
2.1 Introduction
Multiclass queueing systems, or queueing systems buffering multiple types of cus-
tomers, have been widely adopted in queueing theory, since they enable the mod-
elling of non-identical behaviour of different types of customers that enter the
same system. In a multiclass environment, virtually any combination of features
with respect to the arrival characteristics, service requirements, buffer manage-
ment rules that pertain to individual classes of customers can be considered (see
e.g. Fiems [1] for an example of very class specific queueing behaviour).
In this chapter we study an N-class discrete-time queueing system with infinite
waiting room, under the so-called slot-bound priority rule (SBP). That is to say,
type-1 customers receive preferential treatment over type-2 customers that have
arrived during the same slot. In the same way, type-2 customers receive preferen-
tial treatment over type-3 customers and so on up until type-N customers, which
represent the lowest priority class. In this sense, the higher-priority classes have
limited priority over the lower-priority ones. In addition, customers that enter the
system during consecutive slots are served on a first-come-first-served (FCFS) ba-
sis, regardless of the class they belong to.
Many papers investigate the well know priority scheduling in which priority
class customers receive preferential treatment over non-priority class customers of
which Miller [2], Harrison [3] (in continuous time), Ndreca [4] and Walraevens [5]
(in discrete time) are but some examples. Considering multiple classes of cus-
tomers is often combined with assigning some kind of priority to either of the
classes, but it is not a must. It can be preferable that customers pertaining to dif-
ferent classes are served FCFS. Takine [6] studied such a system in continuous
time. In a discrete-time model, when we demand that during a slot only customers
pertaining to one class can enter the system, a pure multiclass FCFS policy is the
result. However one has the problem of what to do with batches containing cus-
tomers of different types that arrive during a single slot. The fairest policy could
for instance be to serve all customers in a batch in random order regardless of the
class they belong to. If however, we prioritize some customer in that batch accord-
ing to type, we effectively erruptingroduce an intermediate priority rule which we
dubbed slot-bound priority.
Slot-bound priority can be used to model any system in which batches of, for
example customers, packets, or tasks arrive which have to be addressed or serviced
CHAPTER 2 2-3
Figure 2.1: A loop system. The server takes of tour of N stations by which the first station
has priority over subsequent stations.
in a specific order for whatever reason, while the batches themselves need to be
served FCFS. For instance a batch of customers may be the traffic that accumulates
before a traffic light. When the light turns green, the faster drivers (high priority
customers) will gain an edge and arrive at the next lights sooner, where they will
be ‘served’ once those lights turn green. Moreover SBP can be seen as a polling
mechanism where N queues are visited by the server in a cyclic order, and where
after each slot, a gate is placed between the arrivals in each of the N queues (see
Takagi [7], Boxma [8]). Also, in a loop system, in the sense explained in Kon-
heim [9] (see Fig.2.1) where the server takes a tour of N stations each slot and its
capacity is unbounded, then the main station behaves as described in our proposed
slot-bound priority discipline; Konheim analysed the N input stations instead of
the main station. When the server takes a tour each slot, the interesting queueing
phenomena occur at the main station. Finally, by adjusting the slot size, and thus
the number of arrivals per slot, one can make slot-bound priority resemble a more
general delay differentiating service policy. These observations show that the SBP
service mechanism, which to the best of our knowledge has not yet been studied
before, potentially has a wide applicability.
The remainder of the chapter is organized as follows. In the next section we
present the mathematical model of our queueing system. Next, we derive a steady-
state expression for the probability generating functions (pgf) of the delay of an
arbitrary type- j customer, j ∈ {1, ...,N}. Should the reader not be familiar with
generating functions, we refer to Wilf [10]. From this main result, we subsequently
derive expressions for the mean values of these random variables as well as their
tail probabilities. Finally, for some specific scenarios we see the effect slot-bound
priority has on the average delay of high and low-priority customers.
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2.2 Mathematical Model
The discrete-time single-server queueing system analysed hereafter serves arriv-
ing customers without changing the order in which they enter the system. If two
or more customers enter the system during the same slot, then the service order
is arbitrary unless they belong to different customer classes – N customer classes
are assumed. The customers pertaining to the highest priority class are served first
followed by those pertaining to the second highest priority class and so on, until
all customers of the tagged batch are served. Because the priority only has an
effect on customers that arrived during the same slot, we call this server policy
slot-bound priority.
Let a j,n represent the number of type- j customers ( j ∈ [1,N]) entering the
system during the slot with index n. In our analysis we assume a general inde-
pendent and identically distributed (i.i.d.) arrival process such that the joint pgf
An(z) , E[∏Nj=1 z
a j,n
j ] is independent of the slot index (we used z to represent the
vector with j’th element equal to z j). Therefore we will omit the index for this
pgf in the rest of this chapter. On a not unimportant sidenote, this model allows
that a j,n and a j′,n are correlated ( j 6= j′). We will abbreviate the first and second
moments of these discrete random variables (drv’s) as
λ j ,
∂
∂z j
A(z)
∣∣
z=1 λT ,
N
∑
j=1
λ j
λi j ,
∂2
∂zi∂z j
A(z)
∣∣
z=1 λT T ,
d2
dz2 A(z1)
∣∣
z=1 , (2.1)
in which 1 is a vector of length N with all elements equal to 1. Furthermore, let
s j,k represent the service time of the k-th type- j customer entering the system. We
assume that service times can only start and end at slot-bounds, making s j,k a dis-
crete random variable. We consider the case that the service times of all type- j
customers are mutually independent and follow the same distribution, and the pgf
of this distribution will be given by S j(z), E[zs j ] (with mean µ j , E[s j]), in which
we omitted the index k, for s j to represent the service time of an arbitrary type- j
customer. Additionally, different types of customers can have different service-
time distributions.
Lastly, we will call ρ j , λ jµ j the load offered by type- j customers. When
considering an infinite buffer, as we will here, the equilibrium condition requires
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that the total load ρ , ∑ j ρ j be less than 1.
2.3 Delay Analysis
When an arbitrary type- j customer, hereafter referred to as customer c, enters our
system to obtain service, it will spend some time in it before it leaves. It will at
least have to sit out its own service time, which is given by s j. The rest of its
delay is spent waiting for the departures of other customers that are scheduled to
be served before it. This waiting time starts at the slot mark following customer
c’s arrival and ends when its service is initiated. Hence we can write (with w j
representing the waiting time of customer c)
d j = w j + s j, (2.2)
in which we introduce the notation d j for the delay of an arbitrary type- j customer.
Relating D j(z), E[zd j ], the pgf of d j to S j(z) and A(z) is the purpose of this anal-
ysis.
The waiting time of customer c consists of two distinct parts. A first is the
waiting time caused by customers already in the system at the beginning of cus-
tomer c’s arrival slot. The second is due to customers entering the system during
the same slot as customer c but scheduled before it, which we will denote by the
drv p j. We define the unfinished work of the system as the number of slots it takes
to serve all customers present in the system at a certain point in time. Since the
arrival of batches of customers is governed by a Bernoulli process (with param-
eter 1−A(0)), the unfinished work at the beginning of a random slot (which we
will denote by the drv l) has the same distribution as the unfinished work at the
beginning of a random type- j customer’s arrival slot (i.e. customer c), as dictated
by the BASTA-property (see Halfin [11]). Because customer c’s arrival slot is not
included in its delay, we must subtract 1 from l (in case the system was not idle),
to account for the first part of customer c’s delay. We thus have
d j = p j +(l−1)++ s j, (2.3)
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in which (l−1)+ is shorthand for max(l−1,0). The three drv’s in the right-hand
side are independent of one another: p j and l are independent because of the i.i.d.
property of the arrival process. The independence of these two drv’s and s j can be
readily deduced from the i.i.d. nature of the service process.
If we address each unit of work as a typeless customer with service time 1, our
system behaves as a GI−D−1 queue with an arrival process characterized by the
pgf A(S(z)) – we will abbreviate the parameter list S1(z), . . . ,SN(z) to S(z). Hence,
determining the amount of unfinished work in the system is a straightforward ap-
plication of the result found in e.g. Bruneel [12]. We thus obtain for the pgf L(z)
of l
L(z), E[zl ] = (1−ρ) (z−1)A(S(z))
z−A(S(z)) , (2.4)
and consequently
L−(z), E[z(l−1)
+
] = (1−ρ) z−1
z−A(S(z)) . (2.5)
Let a∗t denote the number of type-t customers entering the system in the same
batch as customer c – we choose to omit j, the type of customer c, for notational
convenience; the value of j will become clear from the context. Since we selected
a random type- j customer and not a random slot we cannot a priori conclude that
(a∗1, . . . ,a
∗
N) and (a1, . . . ,aN) have the same joint distribution function. In fact, the
more type- j customers a batch contains, the more probable it is for it to contain
a random type- j customer. This is a well-defined problem known as ‘the renewal
paradox’ (see f.i. Kleinrock [13] or Mitrani [14]) and the relation between the dis-
tributions of the two sets of drv’s becomes
P[a∗1 = k1, . . . ,a∗N = kN ] =
k j
λ j
P[a1 = k1, . . .aN = kN ]. (2.6)
We can obtain p j , the delay caused by customers entering the system during
the same slot as customer c but queued before it, in terms of the number of arrivals
of each type of such customers. Let rt represent the number of such type-t cus-
tomers – where again we choose to omit j for notational convenience. The sum of
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the service times of all these customers then gives us p j . Let R j(x) , E[∏Nt=1 xrtt ]
be the joint pgf of r1 through rN , given that customer c’s type is j – the t’th element
of x is xt . We can then write
Pj(z), E[zp j ] = R j(S(z)) . (2.7)
The slot-bound priority rule dictates that p j will consist of the service times of
all type-t customers with t < j in the selected batch, and the service times of some
type- j customers. Because customer c can be each of the a∗j type- j customers in
the selected batch with equal probability, we can write
P[r1 = i1, . . . ,rN = iN |a∗1 = k1, . . . ,a∗N = kN ] = k−1j ,
if i j < k j, it = 0 for t > j, and it = kt for t < j , (2.8)
and 0 in all other cases. The joint pgf R j(x) can now be calculated as follows from
(2.6) and (2.8)
R j(x) = ∑
i1,...,iN ,k1,...,kN≥0
P[r1 = i1, . . . ,rN = iN ,a∗1 = k1, . . . ,a∗N = kN ]
N
∏
t=1
x
it
t
= ∑
k1,...,kN≥0
P[a1 = k1, . . . ,aN = kN ]
( j−1
∏
t=1
x
kt
t
)
∑
0≤i j<k j
x
i j
j
λ j
= ∑
k1,...,kN≥0
P[a1 = k1, . . . ,aN = kN ]
( j−1
∏
t=1
x
kt
t
)
x
k j
j −1
λ j(x j−1)
.
When we adopt the shorthand notation
C j(x) = A(x1, . . . ,x j−1,x j,1, . . . ,1)−A(x1, . . . ,x j−1,1,1, . . . ,1) , (2.9)
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we arrive at the following expression for R j(x):
R j(x) =
C j(x)
λ j(x j−1)
. (2.10)
Not surprisingly R j(x) is not a function of xt , t > j – as rt = 0 if t > j. Because
of the independence of the random variables in the right hand side of equation
(2.3), D j(z) can be obtained rather easily as
D j(z) = Pj(z)L−(z)S j(z). (2.11)
Substitution of (2.7) and (2.5) into (2.11) rewards us with an explicit formula
for the pgf of d j in our slot-bound priority system:
D j(z) = (1−ρ)
(z−1)S j(z)
z−A(S(z))
C j(S(z))
λ j(S j(z)−1)
. (2.12)
The asymmetry in C j(S(z)) is a direct consequence of slot-bound priority
scheduling. This can be illustrated by considering the case where A(z) satisfies
A(z) =
N
∑
j=1
E[za jj ]− (N−1). (2.13)
This arrival pgf enforces that no crossterms exist, i.e. that no two customers of
different customer types can enter the system during the same slot. By substitution
one can easily verify that in this case the asymmetry in (2.12) vanishes. Indeed,
slot-bound priority has no reordering effect if it is impossible that during the same
slot customers of different types enter the system.
Evidently, since λ j/λT represents the probability that an arbitrary customer is
of type j, the pgf D(z) of an arbitrary customer’s delay can be calculated as
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D(z) =
N
∑
j=1
λ j
λT
D j(z) = (1−ρ)
z−1
λT (z−A(S(z)))
N
∑
j=1
C j(S(z))
1−S j(z)−1
. (2.14)
When service times of the different priority classes are identically distributed
(S1(z) = S2(z) = . . . ), not entirely unexpectedly we have that (2.14) is congruent
with the results found in Bruneel [12]. When the delay distribution of the last
customer in each batch is of particular interest, a simple trick might be to add a
customer type (type-N + 1) with lowest priority (i.e. A(0)+ (A(z)−A(0))zN+1)
and constant service time equal to zero (i.e. SN+1(z) = 1). The pgf DN+1(z) then
represents this delay distribution, if and only if a type-(N + 1) customer enters
the system only during a slot featuring other arrivals, and only one type-(N + 1)
customer joins the queue that slot. Of course delay distributions of the last type- j
customer in a batch, or the first type- j customer of a batch, j = 1 · · ·N, can be
calculated in this way using service times equal to zero as well.
One problem with zero service times is the denominator of Pj(z). It is easy to
calculate that the joint pgf of the number of other customers entering the system
during the same slot as customer c is given by 1λ j
∂
∂x j A(x). Only the customers
pertaining to higher priority classes will contribute their service time to p j (those
of equal priority have service time zero if any). Summarizing we find that
Pj(z) =
1
λ j
∂
∂x j
A(x1, . . . ,x j,1, . . . ,1)
∣∣∣
x=S(z)
, if S j(z) = 1. (2.15)
2.3.1 Mean Delay
Among others, the first moment of the class- j customer delay can be derived from
the obtained respective pgf’s as follows:
E[d j] = µ j +E[(l−1)+]+E[p j] (2.16)
E[d] = ρλT
+E[(l−1)+]+
N
∑
j=1
λ j
λT
E[p j], (2.17)
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where E[d] represents the mean delay of an arbitrary customer. We can therefore
find the first moment of d j and d by differentiating (2.5) and (2.7), resulting in
E[d j] = µ j +
d2
dz2 A(S(z))|z=1
2(1−ρ) +
λ j jµ j +2∑ j−1i=1 λi jµi
2λ j
(2.18)
E[d] = ρλT
+
d2
dz2 A(S(z))|z=1
2(1−ρ) +
λT T ρ
2λ2T
, (2.19)
in which the asymmetry, instigated by the slight priority of higher priority classes,
limits itself to the last term in E[d j], being E[p j]. Higher-order moments of the
class- j customer delay, such as the variance, can be calculated in a similar way,
albeit that the expressions become more complicated.
2.3.2 Tail Distribution
In this section we derive the tail probabilities using the dominant pole approxima-
tion technique (see e.g. Van Mieghem [15]).
When the delay of a customer of whatever type becomes exceptionally large,
there can be three reasons for this. First, its own service time may be exception-
ally large. Second, it can be of low priority and the batch of customers in which
it arrived featured a lot of high priority customers. And third, the queue size was
already very high when it entered. We will see that, not surprisingly, this last sce-
nario is the most probable. Specifically, we will prove that generally speaking,
the dominant singularity of D j(z) is the dominant singularity of L−(z), and not of
S j(z) or Pj(z). It will also become clear that the dominant singularity is indepen-
dent of the type of the customer.
We assume that the dominant singularities of all single-variate pgf’s under con-
sideration are poles. That way, from Vivanti’s theorem, we know they are real and
positive (see for instance Brightwell [16]). Furthermore, because pgf’s are always
analytic inside and well defined on the unit disk, these singularities must have a
modulus larger than 1. Note that zas, dominant pole of A(S(z)), is smaller than
or equal to the dominant pole of S j(z) unless there are no type- j arrivals (A(z)
is independent of its j’th argument), a situation that we exclude from these con-
siderations. The same is true for the dominant pole of A(S1(z), . . . ,S j(z),1, . . . ,1),
which we will denote zas j . Also zas j ≤ zas j−1 simply because S j(z)≥ 1 when z≥ 1.
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Possible candidates for the dominant pole of D j(z), denoted by zd j , are the
dominant pole of S j(z), that of z−1 (which is ∞), or C j(S(z)), being zas j which we
already reasoned to be smaller than that of S j(z). The other candidates are zeroes
of the denominators of D j(z), z−A(S(z)) and S j(z)−1. The latter function has no
zeros greater than 1 within its radius of convergence unless S j(z) = 1 in which case
D j(z) does not have S j(z)−1 in its denominator (see (2.15)). The former function
has a zero smaller than zas, and is thus the zd j we searched for. Since zd j does not
depend on the specific value of j, we set zd j ≡ zd . Indeed, one can show that under
the circumstances previously described, there is a zero for z−A(S(z)) greater than
1 and smaller than zas, provided that ρ < 1, where ρ represents the first derivative
of A(S(z)) in 1. Summarizing, we find
zd = A(S(zd)), zd > 1
P[d j = n]≈−θ jz−n−1d , (2.20)
where θ j is the residue of D j(z) at z = zd (= limz→zd (z− zd)D j(z)), which can be
easily calculated from (2.12).
2.4 Numerical Results
To help understand the implications of the slot-bound priority scheduling, we
present some numerical examples. The number of parameters the average de-
lay of a random customer is dependent on is quite large, and so we illustrate the
effects of some of the more important ones. One key parameter, the workload ρ,
will have a profound effect on the delay differentiation between customers of dif-
ferent types. Specifically, we will see that a larger delay differentiation is obtained
for low workloads, whereas for higher workloads, a more fair queueing delay is
obtained (since the second term in (2.18) becomes dominant).
For sake of simplicity we will assume N = 2 and see what parameters affect
differences in average delays more than others. Previously, we stated that adjust-
ing the slot size, and thus the number of arrivals per slot, one can make slot-bound
priority resemble a more general delay differentiating service policy. Let therefore
t be the slot size in for instance seconds. Our proposed arrival and service pro-
cesses are then characterized by the following pgf’s:
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Figure 2.2: Relative mean delay (a), and absolute mean delay in seconds (b) against
slot-size t. The parameters α and µ from (2.21) were chosen to be 0.4 and ρ/α. Both
graphs contain curves for ρ = 0.25, 0.50, 0.75.
A(z1,z2) = eαt(
z1+z2
2 −1)
S j(z) =
t
t +µ(1− z)
. (2.21)
In this first example, service times (in number of slots) are geometrically dis-
tributed with mean µ/t, independent of j, with µ the mean service time (in seconds
per customer). The arrival process is composed of two independent Poisson arrival
streams with mean αt/2 (customers per slot). Hence, ρ = αµ represents the load
of the system, which is independent of t. By increasing t, we effectively increase
the average number of arrivals per slot and reduce the average service time in slots.
However the average service time in seconds stays the same, as well as the average
number of arrivals per second.
Since slot-bound priority has an effect on the slot-level, we obtain more delay
differentiation when t is higher. This is illustrated for three different workloads
in Fig.2.2a where E[d j]/E[d] is plotted against t. In Fig.2.2b, the absolute value
of the mean delay of a random customer in seconds is plotted against t. The in-
creasing nature of E[d]t as a function of t is mainly due to discretization. Another
important observation is that the delay differentiation is limited, in the sense that
E[d j]/E[d] has an asymptote for t →∞. When the slot-size is very short (the scale
on the abscissa goes down to 100 ms), then delay differentiation goes to a mini-
mum. In our example, E[d j]→ E[d], but only because µ1 = µ2 and λ12 → 0 for
t → 0.
Next, we will show that delay differentiation is limited even for very bursty
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arrivals. If customers enter the queue typically in very large batches, a lot of re-
ordering is going to take place, and hence the effect of slot-bound priority is going
to be maximal. However, for increasingly burstier arrivals, an increasingly larger
queue will be formed prior to a newly arriving batch, due to the variance on the ar-
rival process, which is an effect that increases the delay regardless of the class that
a customer belongs to. These two effects counteract each other, so it is interesting
to see their combined effect. A nice way of introducing burstiness into the arrival
process is for instance reflected by the following pgf’s:
A(z1,z2) = (1− p)e
α
1−p (
z1+z2
2 −1)+ p
S j(z) =
1
1+µ(1− z)
. (2.22)
For p = 0 we have two independent ordinary Poisson arrival streams for each
of our customer classes. The larger p becomes, the less batch arrivals we have,
but the bigger the batches themselves become to keep the workload a constant.
When p approaches 1, arrivals will be very sparsely distributed in time, but once
they do occur, a gigantic batch will occupy the queue meaning that the variance
of the number of arrivals per slot (i.e., the batch size) becomes infinitely large. In
Fig.2.3a we plotted E[d j]/E[d] against p for three different workloads. On this
graph we see that delay differentiation grows as p, our burstiness factor, increases
but is clearly limited even for p → 1. When looking at (2.18) one can see that
increasing the burstiness of the arrival process by increasing all λi j while keeping
all λ j constant – as we do by increasing p – in general indeed has this effect on the
delay differentiation between the different customer classes. Moreover Fig.2.3b
shows that by increasing the variance of the arrival process (as we do by increas-
ing p), E[d]→ ∞, as insinuated by (2.19).
Furthermore, allowing the service times of the different customer classes to
have different distributions can also have a tremendous impact on the queueing
delay. One way of seeing this is by realizing that the introduction of more vari-
ation in the service process is effectively increasing the queueing delay. When
priorities get into the mix, however, some interesting things may occur. For the
next graph, we introduce the following pgf’s of the arrival and service processes:
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Figure 2.3: Relative mean delay (a), and absolute mean delay (b) against the burstiness
factor p (see text). The parameters α and µ from (2.22) were chosen to be 0.4 and ρ/α.
Both graphs contain curves for ρ = 0.25, 0.50, 0.75.
A(z1,z2) = eα(
z1+z2
2 −1)
S j(z) =
α
α+2ρ j(1− z)
. (2.23)
In Fig.2.4 we plotted log10P[d j > 20] on a log-scale against ρ1/ρ, keeping the
workload ρ = ρ1 +ρ2 constant (and hence decreasing ρ2 when ρ1 gets larger). We
can see that P[d1 > 20] decreases for increasing ρ1 (until about ρ1 = 0.46), which
is a somewhat counterintuitive result and has to do with the dominant pole ex-
tracted from z−A(S(z)). For the above mentioned service time distributions, this
decrease can be explained by the reduction in overall service-time variability on
which E[d j] and conversely P[d j > 20] is dependent. When service times of type-1
keep increasing, there comes a point at which P[d1 > 20] > P[d2 > 20]. Whether
or not this point exists for a general independent arrival process during consecu-
tive slots, is largely dependent on the degree of correlation between the number of
arrivals of the different types of customers that arrive during the same slot. Since
zd is the dominant pole of D1(z) and D2(z), the existence of this turnover point can
be checked by using only the residue of both functions at zd .
Up until now we have considered a system in which only two types of cus-
tomers enter. When we make the number of customer types a variable while keep-
ing the total workload ρ constant, we may consider pgfs A(z) and S j(z) that take
the following form:
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Figure 2.4: Tail probabilities log10P[d j > 20] plotted against
ρ1
ρ . The parameter α in
(2.23) is kept constant at 0.4 and hence ρ1ρ is altered by adjusting µ1 and µ2 while keeping
the load ρ constant. The graph contains curves for ρ = 0.25, 0.50, 0.75.
A(z) = e
α
N (∏Nj=1 z j−1)
S j(z) =
1
1+µ(1− z)
. (2.24)
Here we chose a Poissonian arrival process in which every Poisson event gen-
erates a batch containing a customer of each type. The mean number of customer
arrivals was kept independent of N. We observe from Fig.2.5 that for N → ∞,
E[d1] evolves to a minimum, and on the other end E[dN ] evolves to a maximum for
a fixed value of ρ. Nonetheless, Fig.2.5 shows that the difference between E[dN ]
and E[d1] remains bounded for increasing N. This can be understood as follows.
When N → ∞, and the compound Poisson process produces a type- j customer,
because of the fixed workload, it will most likely not produce a second type- j cus-
tomer. However the average arrival rate remains unaltered when we increase N.
This means that in the limit E[d1] is the average delay of the first customer in a
batch given that at least one type-1 customer is in it. The average delay of the
last customer in a batch given that at least one type-N customer is in it, then cor-
responds to E[dN ]. On a final note, the paragraph following (2.14) explains why
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Figure 2.5: Average relative delay of the highest and lowest priority classes in an N-class
SBP system against the number of priority classes N. The parameters α and µ from (2.24)
were chosen to be 0.4 and ρ/α. The graph contains curves for ρ = 0.25, 0.50, 0.75
D(z) is independent of N as long as S j(z) and A(S(z)) are independent of j and N
respectively. Because of this, E[d] is constant, and we have therefore omitted E[d]
from Fig.2.5.
2.5 Conclusions
This chapter introduced a new priority mechanism, referred to as slot-bound prior-
ity, which allows us to assign a limited amount of priority to a particular customer
class. We proceeded to study the delay in an N-class discrete-time queueing system
with i.i.d. arrivals and class-dependent distributions for the service times under the
slot-bound priority rule. We found expressions for the probability distributions of
the delay of a random type- j customer ( j ∈ {1, ...,N}) in the form of their respec-
tive probability generating functions, and we derived their first moments, as well
as calculated the associated tail probabilities. In a couple of numerical examples,
we studied the effects of various parameters of the arrival process and service times
of customers. We found it instructive to compare the average delays for a type-1
customer and type-N customer for various values of the workload. Most interest-
ing was the observation that for low loads delay differentiation is very stressed,
whereas for high loads the average delays tend to approximate the average delay
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of a random customer regardless of type. Other parameter dependencies were eval-
uated as well, such as the actual length of the slot-size, and the burstiness of the
arrival process.
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Queue content analysis in a 2-class
discrete-time queueing system under
the slot-bound priority service rule
“Yes, we have to divide up our time like that, between our politics
and our equations. But to me our equations are far more important,
for politics are only a matter of present concern. A mathematical
equation stands forever.”
– Albert Einstein
results in this chapter were published in Mathematical Problems in Engineer-
ing, Vol. 2012, Article ID 425630.
Abstract.
In this chapter we build further upon the priority discipline introduced in chap-
ter 2. It is a milder form of priority when compared to HoL priority, but it favors
customers of one type over the other when compared to regular FCFS. It also pro-
vides an answer to the starvation problem that occurs in HoL priority systems. In
this new priority mechanism, customers of different priority classes entering the
system during the same time-slot are served in order of their respective priority
class – hence the name slot-bound priority. Customers entering during different
slots are served on a FCFS basis. We consider two customer classes (pertain-
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ing to two levels of priority) such that type-1 customers are served before type-2
customers that enter the system during the same slot. A general independent ar-
rival process and generally distributed service times are assumed. Expressions for
the probability generating function (pgf) of the system content (number of type- j
customers, j = 1,2) in regime are obtained using a slot-to-slot analysis. The first
moments are calculated, as well as an approximation for the probability mass func-
tions associated with the found pgfs. Lastly, some examples allow us to get some
deeper insight into the inner workings of the slot-bound priority mechanism.
3.1 Introduction
Multiclass queueing systems, or queueing systems buffering multiple types of cus-
tomers, have been widely adopted in queueing theory, since they enable the mod-
elling of non-identical behaviour of different types of customers that enter the same
system. In a multiclass environment, virtually any combination of features with re-
spect to the arrival characteristics, service requirements, buffer management rules
that pertain to the individual classes (Fiems [1]) could be considered.
In this chapter we study a 2-class discrete-time queueing system with infinite
waiting room and 1 server, under the so-called slot-bound priority service rule
(SBP) (which is based on the work in De Clercq [2], see also chapter 2). That
is to say, class-1 customers receive preferential treatment over class-2 customers
that have arrived during the same slot. In addition, customers that enter the system
during consecutive slots are served on a first-come-first-served (FCFS) basis, re-
gardless of the class they belong to. Slot-bound priority can be used to model any
system in which batches of for example customers, packets, or tasks arrive which
have to be addressed or serviced in a specific order for whatever reason, while the
batches themselves need to be served FCFS. For instance a batch of customers may
be the traffic that accumulates before a traffic light. When the light turns green,
the faster drivers (high priority customers) will gain an edge and arrive at the next
lights sooner, where they will be ‘served’ once those lights turn green. Moreover
SBP can be seen as a polling mechanism in which during each slot, a gate is placed
after each of the two queues (see f.i. Takagi [3], Boxma [4]). The lower priority
customers’ service times may be seen as server vacations for the high priority cus-
tomers and as we will see the type-1 (and even type-2) population of the queue has
the so-called decomposition property. Fuhrmann [5] and Shantikumar [6] show
this property in continuous time and Ishizaki [7] shows a decomposition property
in discrete-time.
The complexity of the analysis of this type of multiclass queueing system
is, among others, highly dependent on the service-time distributions. It is of-
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ten found that deterministic service times are used in order to ease the analysis
(e.g. in Fiems [1] or Stavrakakis [8]) while still being widely applicable, since it
models fixed-size packets quite well. Another service-time distribution that is fre-
quently adopted, is the geometric distribution, which reduces the complexity of the
analysis due to its memoryless nature (e.g. in Ndreca [9]). Nevertheless, as will
be demonstrated in the subsequent sections, the approach that is proposed in this
chapter allows us to obtain results for generally distributed service times that are
independent of one another; however, note that their probability distribution may
be dependent on the class of the customer being served. On the other hand, the
numbers of arrivals during consecutive slots are assumed to be mutually indepen-
dent as well, albeit that the numbers of arrivals of customers of different types dur-
ing the same slot can be correlated in our setting. Discrete-time queueing systems
with independent and identically distributed (i.i.d.) customer arrivals have been
studied mostly under a general arrival distribution (Bruneel [10], Walraevens [11],
Stavrakakis [8], Ndreca [9]), since the exact nature of the arrival distribution has,
apart from some pathological cases, little or no impact on the complexity of the
analysis. The ultimate purpose of this contribution is to analyse the joint proba-
bility distribution of the system contents of all types of customers at random slot
marks, following a slot-to-slot approach.
In the related literature, multiclass systems may be looked upon as having mul-
tiple arrival streams with different characteristics, (e.g. Masuyama [12], Takine
[13]) or servicing multiple types of customers/fluids (e.g. He [14], Kulkarni [15]).
Masuyama analysed a system much like the one considered here, in a continuous-
time setting with multiple batch Markovian arrival streams and batches consisting
of customers of the same type, whereas our discrete-time model allows batches
containing customers of different types. The references indicated above assume a
continuous-time setting. A number of contributions have also been made regarding
multiclass systems in discrete time, mostly in combination with some sort of pri-
ority rule, for example non-preemptive priority (e.g. Walraevens [11], Fiems [1],
Ndreca [9]), or gated priority (e.g. Stavrakakis [8], Ishizaki [16]). There are some
results for discrete-time FCFS-based systems with multiple types of customers as
well, as can be seen, for instance, in Van Houdt [17], where the customer delay dis-
tributions are studied for the specific case of MMAP[K]/PH[K]/1, and where the
arrival process is generalised to include batch arrivals. Note however that the delay
analysis in Van Houdt [17] is based on the total amount of work in the system at
a random slot mark, while we are interested in studying the numbers of customers
of both types in the system, which is a much more difficult task. In addition, as far
as the service-time distributions are concerned, our model is more general as well.
Interestingly, when studying the SBP policy described above in a discrete-time
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multiclass system, one encounters the same intricate problem as Takine [13] men-
tioned having in his analysis of a multiclass FIFO-system with class-dependent
non-exponential interarrival times: “It is widely recognised that the queue length
distribution in a FIFO queue with multiple non-Poissonian arrival streams having
different service-time distributions is very hard to analyse, since we have to keep
track of the complete order of customers in the queue to describe the queue length
dynamics”. We will see that under certain assumptions concerning the arrival pro-
cess, our approach will suffice to deliver a discrete-time solution to this problem.
A first assumption is the general independent nature of the arrival process. When
we demand that during a slot only customers pertaining to one class can enter the
system, a pure multiclass FCFS policy in discrete time is the result.
The remainder of the chapter is organised as follows. In the next section we
present the mathematical model of the system. Next, we detect a 4-dimensional
Markov chain which we can analyse, and derive a steady-state expression for the
joint probability generating function (pgf) of the system occupancies of both types
of customers. From this main result, we subsequently derive expressions for the
mean values of these random variables, determine their tail probabilities, and for
some specific examples compare them to the mean system occupancies in a sys-
tem governed by the non-preemptive head-of-line (np-HoL) priority rule, before
concluding this chapter.
3.2 Mathematical Model
In a discrete-time setting, consider a queue with infinite waiting room and a single
server serving 2 types of customers in FCFS order. When customers of differ-
ent types enter the system during the same slot (i.e. simultaneously), the type-1
customers among them are served first. This principle is known as slot-bound pri-
ority (first published in De Clercq [2]). The number of type- j customers ( j = 1,2)
entering the system during slot n is denoted by a j,n. We will adopt the notation
An(z1,z2) , E[z
a1,n
1 z
a2,n
2 ] for the joint pgf of a1,n and a2,n. Hence, our model is
not limited to uncorrelated a1,n and a2,n. However, we will consider i.i.d. arrivals,
meaning (a1,n,a2,n) and (a1,m,a2,m) are i.i.d. random vectors for n 6=m. Therefore,
we will omit the index and use A(z1,z2) instead. The first-order partial derivatives
of this function taken in (1,1) are the arrival rates of each separate type of customer
λ j ,
∂A(z1,z2)
∂z j
∣∣∣
(z1,z2)=(1,1)
= E[a j] , j = 1,2 , (3.1)
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where we have omitted the slot index in a j because of the i.i.d. nature of the arrival
process and the irrelevance of this index.
We consider a single-server system, where all service times are modelled as be-
ing independent and generally distributed. Furthermore all service times of type- j
customers are i.i.d. discrete random variables (drv’s). A customer’s service time
can start at the earliest at the beginning of the slot following its arrival slot. Let s j
(with pgf S j(z), E[zs j ]) denote the service time of a random type- j customer.
Additionally we define the auxiliary drv’s b j, ag and sg. The variable b j will
denote the number of type- j customers entering the system during a random slot
given that at least one customer of any type enters the system during the slot. Con-
sequently b1 + b2 > 0 by definition. Secondly, ag is an indicator which is 1 if at
least one customer enters the system during a slot and 0 otherwise. If ag = 1 we
aggregate the arriving customers, and call this set of customers a group (of cus-
tomers) for short (hence the index g). In such a setting, ag is the number of groups
(of customers) entering the system during a slot. The drv sg is the service time of
such a group, meaning the combined service time of all customers making up such
a group. Based on these definitions, we may write
B(z1,z2), E[zb11 z
b2
2 ] =
A(z1,z2)−A(0,0)
1−A(0,0) (3.2)
Ag(z), E[zag ] = A(0,0)+(1−A(0,0))z (3.3)
Sg(z), E[zsg ] = B(S1(z),S2(z)) . (3.4)
Note that Ag(B(z1,z2)) = A(z1,z2), a relation that will be fully exploited further in
this chapter.
In this chapter we are interested in the system content, meaning the number of
customers of each type in the system at typical slot marks. With v j,n we denote the
number of type- j customers in the system at the beginning of slot n. P[v j,n = k]
is in general a function of n, the slot index. To avoid having to specify the slot
index, we assume that the system reaches stochastic equilibrium and as such let
n approach infinity. A sufficient condition in our model would be that the arrival
rate of customers multiplied by the average service time of each of said customers
be less than 1. Formally let ρ j , λ j E[s j]. Then ρ j can be interpreted as being
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the average number of slots it takes the server to serve all type- j customers that
enter the system during a single slot. We can then say that stochastic equilibrium
is reached if ρ , ρ1 +ρ2 < 1. We hold this inequality for true in the rest of this
chapter.
In general, v1,n and v2,n are correlated. We will focus our efforts towards find-
ing an expression for
V (z1,z2), lim
n→∞
Vn(z1,z2), lim
n→∞
E[zv1,n1 z
v2,n
2 ] , (3.5)
the steady-state joint pgf of v1 and v2.
3.3 Queue Content Analysis
We already introduced the concept of groups. The reason why we group customers
that enter the system during the same slot, is that we know that customers of differ-
ent groups are served in FCFS order, while those that are part of the same group are
subject to the slot-bound priority rule (type-1 customers are served before type-2
customers). On top of that, we know that each group’s content, i.e. the number
of customers of each type in it, is an i.i.d. process described by (b1,b2). Let wn
denote the number of groups in the queueing system at the beginning of slot n. If
there is only a part of a certain group in the system at the beginning of that slot
because some customers of that group have already been served, we still include
this group in wn. As such wn = 0 means the system is empty.
If the system is not empty then the server must be serving a customer. The
group that customer belongs to (called the active group), might already have had
some customers served, and might house more customers than just the one in ser-
vice. Therefore, let h j,n denote the number of type- j customers in the active group
that are still in the system at the beginning of slot n. By convention, we will set
h1,n = h2,n = 0 if the queueing system is empty.
Lastly, whenever the server is serving a customer, we define rn to be its re-
maining service time at the beginning of slot n. In the other case, we set rn = 0,
once again implying that the system is empty. Summarizing, we find that
wn = 0 ⇔ h1,n = h2,n = 0 ⇔ rn = 0 ⇔ v1,n = v2,n = 0 . (3.6)
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The purpose of introducing these new drv’s is twofold. For one we can de-
termine the number of customers of each type using these drv’s. The number of
type- j customers in the queue at the beginning of slot n is the sum of those present
in the active group, h j,n, and those in the (wn− 1)+ queued groups, that have not
yet been served (we adopt the notation (·)+ ≡ max(·,0)). The number of type- j
customers in these latter groups are all i.i.d. drv’s with distribution equal to that of
b j (see previous section). And so we find
v j,n =
(wn−1)+
∑
i=1
b j,i +h j,n , j = 1,2 . (3.7)
The index i in b j,i was added as an enumeration index for the unserved groups
that are queued in the system. Technically you do not need rn in this equation.
However, we do need rn to form a Markov chain together with wn and both h j,n,
given the service-time distributions and arrival process. The renewal period for
this Markov chain equals one slot, so we will focus on a slot-to-slot analysis to
determine the joint pgf of h1,n, h2,n, rn and wn in regime.
First notice that (h1,n,h2,n,rn,wn)= (0,0,0,0), (1,0,1,1) or (0,1,1,1) are sim-
ilar cases, in the sense that the corresponding transition probabilities of the sys-
tem’s state at the beginning of slot n+1 are the same for these three cases. In the
first we have an empty system, and in the latter two cases we have a system with
only one customer sitting out its last slot of service. The state at the beginning of
the next slot is in either case going to be dependent solely on the arrival process
during slot n. In view of the SBP service paradigm we find that
h j,n+1 = a j,n , j = 1,2
rn+1 =


s1 , if a1,n > 0
s2 , if a1,n = 0 and a2,n > 0
0 , if a1,n = a2,n = 0
wn+1 = ag . (3.8)
When h1,n + h2,n = 1 and rn = 1, the active group will leave the system at the
end of slot n. In the above we saw what the system state evolves to when this
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group was the only group in the system at the start of slot n. When wn > 1, the
next group in line will be served at the beginning of slot n+ 1. It consists of b j
type- j customers and hence our state evolves to
h j,n+1 = b j , j = 1,2
rn+1 =
{
s1 , if b1 > 0
s2 , if b1 = 0 (implying b2 > 0)
wn+1 = wn−1+ag . (3.9)
If rn = 1, then we know that a customer will finish service at the end of slot
n. Moreover when h1,n +h2,n > 1, the leaving customer will not be the last of the
active group and hence this group will still be in the system at the beginning of slot
n+1.
• Assume h1,n > 1. In this case the customer leaving the system was of type 1
and the active group contains at least one additional type-1 customer. Hence
the following customer selected for service will be again of type 1, leading
to the following set of system equations
h1,n+1 = h1,n−1
h2,n+1 = h2,n
rn+1 = s1
wn+1 = wn +ag . (3.10)
• Second, assume h1,n = 1 and h2,n > 0. This case covers what happens if the
customer leaving the system was of type 1, but contrary to the above case,
the active group does not contain any additional type-1 customers. It does
however contain a type-2 customer. In such a case, our state evolves into
h1,n+1 = 0
h2,n+1 = h2,n
rn+1 = s2
wn+1 = wn +ag . (3.11)
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• Third, when h1,n = 0 and h2,n > 1, we know that the served customer was of
type 2 and the active group contains at least one additional type-2 customer.
Hence the following customer selected for service will again be of type 2.
Hence
h1,n+1 = 0
h2,n+1 = h2,n−1
rn+1 = s2
wn+1 = wn +ag . (3.12)
This covers the cases where the active group doesn’t leave the system al-
though a customer does at the end of slot n.
When rn > 1, no customer will leave the system at the end of slot n, and hence,
the system state evolves to
h j,n+1 = h j,n , j = 1,2
rn+1 = rn−1
wn+1 = wn +ag . (3.13)
System equations (3.8)-(3.13) cover the possible evolution of the state descrip-
tion (h1,n, h2,n,rn,wn) from slot n to the next slot. We now define the distribution
function pn(i1, i2, j,k) and joint pgf Pn(x1,x2,y,z) of these drv’s as
pn(i1, i2, j,k) = P[h1,n = i1,h2,n = i2,rn = j,wn = k], (3.14)
Pn(x1,x2,y,z) , E[x
h1,n
1 x
h2,n
2 y
rnzwn ]
=
∞
∑
i1,i2, j,k=0
x
i1
1 x
i2
2 y
jzk pn(i1, i2, j,k) . (3.15)
Using the equations (3.8)-(3.13) we can then deduce an expression for Pn+1(x1,x2,y,z),
the joint pgf of the system’s state at the start of slot n+1, as follows:
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Pn+1(x1,x2,y,z) = E[x
h1,n+1
1 x
h2,n+1
2 y
rn+1zwn+1 ]
= E[xa1,n1 x
a2,n
2 y
rn+1zag{h1,n +h2,n = rn = wn ≤ 1}]
+E[xb11 x
b2
2 y
rn+1zwn−1+ag{h1,n +h2,n = rn = 1,wn > 1]
+E[xh1,n−11 x
h2,n
2 y
s1zwn+ag{h1,n > 1,rn = 1}]
+E[x01x
h2,n
2 y
s2zwn+ag{h1,n = 1,h2,n > 0,rn = 1}]
+E[x01x
h2,n−1
2 y
s2zwn+ag{h1,n = 0,h2,n > 1,rn = 1}]
+E[xh1,n1 x
h2,n
2 y
rn−1zwn+ag{rn > 1}] , (3.16)
in which we used the notation E[A{B}] for E[A|B]P[B]. The expectation in the first
term of (3.16) can be worked out by conditioning on the arrival process during slot
n in order to remove the variable rn+1. Taking also the dependency between ag and
the numbers of arrivals a1,n and a2,n into account, we find
E[xa1,n1 x
a2,n
2 y
rn+1zag{h1,n +h2,n = rn = wn ≤ 1}] = P[h1,n +h2,n = rn = wn ≤ 1]
×
(
S1(y)zE[x
a1,n
1 x
a2,n
2 {a1,n > 0}]+S2(y)zE[x
a2,n
2 {a1,n = 0,a2,n > 0}]+A(0,0)
)
= P[h1,n +h2,n = rn = wn ≤ 1]×
[
zS1(y)(B(x1,x2)−B(0,x2))(1−A(0,0))
+ zS2(y)B(0,x2)(1−A(0,0))+A(0,0)
]
= (Pn(0,0,0,0)+ pn(1,0,1,1)+ pn(0,1,1,1))
×Ag(z(B(x1,x2)S1(y)+B(0,x2)(S2(y)−S1(y)))) , (3.17)
in view of (3.2) and (3.3). In a similar way the variable rn+1 is removed from the
second term in the rhs of (3.16) by conditioning on the composition of the next
group in line whose service starts at the beginning of slot n+ 1, where it should
also be noted that the variable ag in the second term is independent of the variables
b1 and b2. With the definitions (3.14) and (3.15) the expression for Pn+1(x1,x2,y,z)
then becomes
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Pn+1(x1,x2,y,z) = Ag(z(B(x1,x2)S1(y)+B(0,x2)(S2(y)−S1(y))))
× (Pn(0,0,0,0)+ pn(1,0,1,1)+ pn(0,1,1,1))
+Ag(z)(B(x1,x2)S1(y)+B(0,x2)(S2(y)−S1(y)))
×
(
∞
∑
k=1
zk−1(pn(1,0,1,k)+ pn(0,1,1,k))− pn(1,0,1,1)− pn(0,1,1,1)
)
+
Ag(z)S1(y)
x1
∞
∑
i1=2
∞
∑
i2=0
∞
∑
k=1
x
i1
1 x
i2
2 z
k pn(i1, i2,1,k)
+Ag(z)S2(y)
∞
∑
i2,k=1
x
i2
2 z
k pn(1, i2,1,k)
+
Ag(z)S2(y)
x2
∞
∑
i2=2
∞
∑
k=1
x
i2
2 z
k pn(0, i2,1,k)
+
Ag(z)
y
(
Pn(x1,x2,y,z)−Pn(0,0,0,0)−
∞
∑
i1,i2,k=0
x
i1
1 x
i2
2 yz
k pn(i1, i2,1,k)
)
.
(3.18)
In order to tackle this elaborate expression, we now introduce some short-hand
notation
Rn(x1,x2,z),
∞
∑
i1=1
∞
∑
i2=0
∞
∑
k=1
x
i1−1
1 x
i2
2 z
k−1 pn(i1, i2,1,k) (3.19)
Qn(x2,z),
∞
∑
i2=1
∞
∑
k=1
x
i2−1
2 z
k−1 pn(0, i2,1,k) . (3.20)
As we agreed in the previous section, we assume a system in stochastic equi-
librium. Concretely we define
P(x1,x2,y,z), lim
n→∞
Pn(x1,x2,y,z)
R(x1,x2,z), lim
n→∞
Rn(x1,x2,z)
Q(x2,z), lim
n→∞
Qn(x2,z).
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We are interested in the steady-state joint pgf P(x1,x2,y,z), since Pn(x1,x2, y,z)
will resemble P(x1,x2,y,z) for large enough values of n given any starting condi-
tions. Taking the limit of both sides of the equation (3.18) while using the previous
definitions yields after rearranging the terms
P(x1,x2,y,z)
(
1−
Ag(z)
y
)
= Ag(z)z(S1(y)− x1)R(x1,x2,z)
+Ag(z)z(S2(y)−S1(y))R(0,x2,z)
+Ag(z)z(S2(y)− x2)Q(x2,z)
−P0
Ag(z)
y
−Ag(z)zS2(y)(R(0,0,z)+Q(0,z))
+Ag(z)(S1(y)B(x1,x2)+(S2(y)−S1(y))B(0,x2))
× (R(0,0,z)+Q(0,z)−R(0,0,0)−Q(0,0))
+Ag(z(S1(y)B(x1,x2)+(S2(y)−S1(y))B(0,x2)))
× (P0 +R(0,0,0)+Q(0,0)), (3.21)
where we wrote P0 , P(0,0,0,0) for short. Since pn(i1, i2, l,0) = 0 if (l, i1, i2) 6=
(0,0,0), the equivalence
P(x1,x2,y,0)≡ P0 , (3.22)
holds by definition. Considering the left-hand side and the right-hand side of equa-
tion (3.21) for z = 0, and taking into account that Ag(0) = A(0,0), we obtain the
following relation between R(0,0,0)+Q(0,0) and P0
P0 = A(0,0)
(
P0 +R(0,0,0)+Q(0,0)
)
. (3.23)
The equation in (3.21) still contains the unknown functions R(x1,x2,z) and
Q(x2,z). To solve for them, notice that (3.21) holds for all values x1, x2, y and z
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with moduli less than 1 (i.e. in the complex unit disk) since the (partial) probabil-
ity generating functions that appear in (3.21) are then analytic functions. Because
|Ag(z)|< 1 when |z| < 1, (3.21) holds when we replace y by Ag(z). For the same
reason we can replace x1 by 0 therein. To keep the resulting expression and all fol-
lowing expressions a tad bit more tidy, we omit the function paranthesis and write
XY (z) where we mean X(Y (z)), in which X is a function with only one variable.
And so we write
Ag(z)zS2Ag(z)R(0,x2,z) = Ag(z)z(x2−S2Ag(z))Q(x2,z)
−Ag(z)S2Ag(z)(B(0,x2)− z)(R(0,0,z)+Q(0,z))
−S2Ag(z)B(0,x2)(z−1)(1−A(0,0))P0 . (3.24)
This is a first equation in R(0,x2,z), Q(x2,z) and R(0,0,z)+Q(0,z), all three
of which are at this point unknown. If we replace y by Ag(z) and x1 by S1Ag(z) in
(3.21) we can find a second equation in those same three unknown functions. This
second equation reads
Ag(z)z(S2Ag(z)−S1Ag(z))R(0,x2,z) = Ag(z)z(x2−S2Ag(z))Q(x2,z)
+Ag(z)zS2Ag(z)(R(0,0,z)+Q(0,z))
+(S1Ag(z)B(S1Ag(z),x2)+(S2Ag(z)−S1Ag(z))B(0,x2))
· (P0(1−Ag(z))−Ag(z)(R(0,0,z)+Q(0,z))) . (3.25)
Notice that in both of the above described substitutions we aimed to remove
P(x1,x2,y,z) and R(x1,x2,z) from the equation. Following this same strategy,
we eliminate Q(x2,z) from the equation by substituting x2 by S2Ag(z) in both
(3.24) and (3.25), granting us a system of two equations in R(0,S2Ag(z),z) and
R(0,0,z)+Q(0,z). Solving it for the latter function eventually leads to
Ag(z)(R(0,0,z)+Q(0,z)) = P0(1−A(0,0)) (z−1)SgAg(z)
z−SgAg(z)
. (3.26)
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Note that equation (3.26) for z = 0 implies (3.23). We can now invoke the
system of equations in (3.24) and (3.25) to obtain R(0,x2,z) and Q(x2,z), now that
R(0,0,z)+Q(0,z) is known explicitly. This produces the following expressions
Ag(z)R(0,x2,z) = P0(1−A(0,0))(z−1)
B(S1Ag(z),x2)−B(0,x2)
z−SgAg(z)
. (3.27)
Ag(z)Q(x2,z)x2−S2Ag(z)S2Ag(z) = P0(1−A(0,0))(z−1)
B(S1Ag(z),x2)−SgAg(z)
z−SgAg(z)
.
(3.28)
Notice that (3.26) can be checked using (3.27) and (3.28) by setting x2 = 0.
Substituting y by Ag(z) in (3.21) removes only P(x1,x2,y,z) from the equation and
thus we are able to calculate R(x1,x2,z), resulting in
Ag(z)(x1−S1Ag(z))R(x1,x2,z)
= P0(1−A(0,0))(z−1)
S1Ag(z)(B(x1,x2)−B(S1Ag(z),x2))
z−SgAg(z)
, (3.29)
which can again be checked by means of equation (3.27). The unknown functions
now known, we substitute them in (3.21) and rework the resulting formula, in or-
der to obtain the moderately presentable final result hereafter
P(x1,x2,y,z)
P0
= 1
+x1yz
(
Ag(z)−1
y−Ag(z)
)(
S1(y)−S1Ag(z)
x1−S1Ag(z)
)(
B(x1,x2)−B(S1Ag(z),x2)
z−SgAg(z)
)
+x2yz
(
Ag(z)−1
y−Ag(z)
)(
S2(y)−S2Ag(z)
x2−S2Ag(z)
)(
B(S1Ag(z),x2)−SgAg(z)
z−SgAg(z)
)
. (3.30)
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Using the normalisation property of pgfs we find the constant P0 to be 1−ρ.
The above formula is pretty symmetric with respect to the last two terms of the
right-hand side, the only exception being their last factor. This pgf actually har-
bors much more information than we intended to obtain in the first place, but for
sake of continuity, we show our results for V (z1,z2). Substituting both v j, j = 1,2
in V (z1,z2) by the system equation found in (3.7) and taking the limit n → ∞, we
obtain
V (z1,z2) = lim
n→∞
E[zh1,n1 z
h2,n
2 B(z1,z2)
(wn−1)+ ]
= (1−ρ)
(
1−
1
B(z1,z2)
)
+
P(z1,z2,1,B(z1,z2))
B(z1,z2)
. (3.31)
Substituting the expression in (3.30) in this equation gives our main result,
which is a closed-form expression for the joint pgf V (z1,z2)
V (z1,z2) =(1−ρ)
(
1+ z1
S1A(z1,z2)−1
z1−S1A(z1,z2)
B(z1,z2)−B(S1A(z1,z2),z2)
B(z1,z2)−SgA(z1,z2)
+ z2
S2A(z1,z2)−1
z2−S2A(z1,z2)
B(S1A(z1,z2),z2)−SgA(z1,z2)
B(z1,z2)−SgA(z1,z2)
)
. (3.32)
From this pgf it is easy to obtain the steady-state pgf of the number of type-1
or type-2 customers or even the total amount of customers in the queue at random
slot bounds (V (z,1), V (1,z), and V (z,z) respectively). The first two generating
functions – which we will denote by V1(z) and V2(z) – are given by the following
concise expressions.
V1(z) = (1−ρ)
(
1+ zS1A1(z)−1
z−S1A1(z)
)
B(z,1)−B(S1A1(z),1)
B(z,1)−SgA1(z)
(3.33)
V2(z) = (1−ρ)
(
1+ z
S2A2(z)−1
z−S2A2(z)
)
B(S1A2(z),z)−SgA2(z)
B(1,z)−SgA2(z)
. (3.34)
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where we adopted the notation A1(z), A(z,1) and A2(z), A(1,z).
We can check our results by considering the case where A(z1,z2) = A(z1,1)
holds (i.e., no type-2 customer arrivals are generated). V (z1,z2) is then equal to the
pgf of the number of customers in a simple single-class queueing system at random
slot-bounds (see for instance Bruneel [10]). The same goes for A(z1,z2) =A(1,z2).
Furthermore, if S1(z) = S2(z), then V (z,z) once again reduces to the result found
in Bruneel [10], as expected.
3.4 Decomposition Property
The expressions we found for V1(z) and V2(z) bear a great resemblance to the re-
sults found for the single-class system in for instance Bruneel [10], be it for the
last factor which incorporates the effects of SBP. If we were only interested in the
pgfs of v1 and v2 and not their joint pgf, the above observation suggests a shortcut
in the analysis. In this section we will demonstrate that the decomposition prop-
erty introduced by Fuhrmann and Cooper [5] for a generalised vacation model in
continuous time, can be used to determine V1(z) (and V2(z)) in discrete time as
well (see e.g. p. 91 in Takagi [18]). In essence, the decomposition property states
that for a generalised vacation system, the number of customers present in the sys-
tem at the beginning of a random slot is distributed as the sum of two independent
random variables. A formal proof will be presented in chapter 4. The slot-bound
priority rule can be seen as such a vacation system; we can consider service times
of type-2 customers as vacations for type-1 customers, and vice versa. The two
independent random variables then are the stationary number of type- j customers
in the system at the beginning of a random slot when no customers pertaining
to other types enter the system (u j with pgf U j(z)), and the stationary number of
type- j customers in the system at the beginning of a random slot during an inactive
period (x j with pgf X j(z)) – where inactive periods cover both idle slots and slots
during which no type- j customer is being served.
For the remainder of this section we will concentrate on finding an expression
for V1(z) using this method, as V2(z) is largely obtained in a similar fashion. The
first of the two random variables discussed above is the stationary number of type-
1 customers at the beginning of a random slot, given that there are no arrivals of
customers of other types. This drv has a known pgf (see e.g. Bruneel [10]), and is
given by
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U1(z) = (1−ρ1)
(
1+ zS1A1(z)−1
z−S1A1(z)
)
. (3.35)
Note that this expression – up to a normalization constant – equals the first
factor in the right-hand side of (3.33).
Since inactive slots cover all slots during which no type-1 customer is being
served, two scenarios may occur for the second drv. A first is that the randomly
chosen inactive slot is an idle slot, in which case no type-1 customers occupy the
system. The second possibility is that the server is serving a type-2 customer, in
which case there are x∗1 (with pgf X∗1 (z)) type-1 customers occupying the system –
i.e. x∗1 represents the number of type-1 customers in the system at the beginning of
a random slot during which a type-2 customer is being served. Summarizing, the
decomposition property leads to the following result:
V1(z) =U1(z)X1(z)
X1(z) =
1−ρ
1−ρ1
+
ρ2
1−ρ1
X∗1 (z) . (3.36)
Note that up until now no features of SBP were used, and hence the remain-
ing unknown pgf X∗1 (z) will characterise SBP. Let slot I be a randomly chosen
slot during which a type-2 customer is being served (hereafter called customer c).
Then the number of type-1 customers at the beginning of slot I is defined as x∗1 (see
Figure 3.1). Because of the SBP rule, the group being served during slot I does
not contain any unserved type-1 customers, and hence x∗1 only contains type-1 cus-
tomers of groups that haven’t started their service yet. Since the type-1 customers
in the system at the start of slot I entered the system after the arrival of customer
c, and none of those customers leaves the system before slot I (since groups are
served FCFS), x∗1 can be written as the sum of the number of type-1 customers that
arrived during consecutive slots following the arrival slot of customer c (which we
know to be a set of i.i.d. drv’s). With t1 representing the time (expressed in slots)
ranging from the slot following the arrival of customer c to slot I itself (excluding
slot I), and T1(z) its pgf, we find that
x∗1 =
t1∑
n=1
a1,n ⇒ X∗1 (z) = T1A1(z) . (3.37)
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Figure 3.1: The x∗1 type-1 customers in the system at the beginning of slot I, are
accumulated in the queue during the t1 time slots between customer c’s arrival slot and
slot I.
The time t1 is the sum of two drv’s, namely the time it takes for the work per-
taining to customers of both types in the system at the beginning of customer c’s
arrival slot to leave the system (represented by w− with pgf W−(z)), and the inter-
val starting from the initiation of the service of the group customer c belongs to,
until the beginning of slot I (represented by r1 with pgf R1(z)) (see Figure 3.1).
Since these drv’s are mutually independent of one another, T1(z) is the product of
their pgfs (i.e. T1(z) = W−(z)R1(z)). First, thanks to the BASTA property (see
for instance Halfin [19]), w− has the same distribution as the work in the system
at the beginning of a random slot minus one (because we do not count customer
c’s arrival slot), unless customer c arrives in an empty system. Therefore its pgf is
given by (see also Bruneel [10])
W−(z),
(1−ρ)(z−1)
z−A(S1(z),S2(z))
. (3.38)
Notice that W−(z) is independent of the type of customer c (a consequence of
the BASTA property), and that we therefore neglected adding a type subscript to
w− and W−(z).
Secondly, obtaining the pgf of r1 requires a renewal type argument (see for in-
stance Kleinrock [20] or the last equation in section 1.4.1.1 from our introductory
chapter), and it can be checked that the pgf of the number of slots between the
service initiation of the group customer c belongs to and slot I is given by
R1(z),
A(S1(z),S2(z))−A1S1(z)
ρ2(z−1)
. (3.39)
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From T1(z) =W−(z)R1(z), one can find X∗1 (z) using (3.37), which can then be
applied to obtain X1(z) using (3.36). The decomposition result (3.36) then yields
expression (3.33) for V1(z) (in view of the definitions (3.2) and (3.4)).
Notice that X∗1 (z) is a function of A1(z) and not of z directly. This property
however does not hold for X∗2 (z), the pgf of the stationary number of type-2 cus-
tomers at the beginning of a vacation, – where a vacation in this context would be
a slot during which no type-2 customer is being served – when searching for V2(z).
Because of the SBP rule, the group customer c (which now represents a random
type-1 customer that is being served) belongs to will still have all its type-2 cus-
tomers. These need to be added to the type-2 customers that entered the system
during the t2 slots following customer c’s arrival. Because the former drv is not
independent of the latter when correlation exists in the arrival process (i.e. when
A(z1,z2) 6= A1(z1)A2(z2)), X∗2 (z) cannot be written merely as a function of A2(z).
In the next section, among other things we will observe that the tail probabil-
ities will not be dependent on the dominant singularity of U1(z) (or U2(z)), but
solely on the dominant singularity of X1(z) (X2(z) respectively).
3.5 Moments and Tail Probabilities
Now that we obtained the joint pgf V (z1,z2), we can derive some interesting per-
formance measures concerning v1 and v2. First, all moments are derivable from
V (z1,z2) using the moment generating property of pgfs. As an illustration we show
the first moments below. The second derivatives of the arrival process are defined
as λi j = E[aia j].
E[v1] = S′′g(1)
λ1(1−A(0,0))
2(1−ρ) +S
′
1(1)
λ11 +λ1
2
E[v2] = S′′g(1)
λ2(1−A(0,0))
2(1−ρ) +S
′
2(1)
λ22 +λ2
2
+λ12S′1(1) . (3.40)
The first equation for example is comparable to the first moment found for the
number of customers in a single-class system (e.g. when A(z1,z2) = A(z1,1)), al-
though the concept of group service times comes across somewhat strange in this
setting. Also, the third term in the second equation reflects the effect of SBP on
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the low-priority customers.
Furthermore, we derive the tail probabilities of v1, v2, and even v1 + v2 using
the dominant pole approximation technique (see for instance Van Mieghem [21]).
Therefore, suppose that the dominant singularities of A(z1,z2), S1(z), and S2(z)
are all poles (in contrast to branch points). Then from Vivanti’s theorem we know
they are real and positive (see for instance Brightwell [22]). Furthermore, because
pgfs are always analytic inside and well defined on the unit disk, these singular-
ities must have a modulus larger than 1. Since V (z1,z2) is a rational function of
A(z1,z2) and both S j(z), its dominant singularities zv1 , zv2 , and zvT (singularities of
V (z,1), V (1,z), and V (z,z) respectively) are poles as well. Hence, for high enough
k we can very accurately approximate for example P[v1 = k] calculating only zv1
and its residue as shown in Van Mieghem [21]. We start by determining zv1 , dom-
inant pole of V1(z).
Clearly, zv1 will either be the dominant pole of B(z,1), S1A(z,1), or B(S1A(z,
1),1), or be a zero of z−S1A(z), or B(z,1)−SgA(z,1) with modulus larger than 1
– whichever has lowest modulus.
Let RA j be the radius of convergence of S jA(z,1), and RA , min(RA1 ,RA2).
Since S jA(z,1)> A(z,1)> z for z∈]1,RA[, one can easily deduce that, of the func-
tions B(z,1), S jA(z,1), B(S1A(z,1),1), and SgA(z,1), SgA(z,1) is the one with the
smallest radius of convergence, which will be represented by RB. In particular, if
we denote by Ra1 the radius of convergence of A(z,1) (and of B(z,1)), the inequal-
ity RB ≤ Ra1 must hold.
As for the zeros of the denominators in (3.33), note that all zeros of z−S1A(z)
are zeros of B(z,1)− B(S1A(z,1),1) in the numerator as well. Hence we only
focus on the zeros of B(z,1)− SgA(z,1). As a result of RB ≤ Ra1 and the equi-
librium condition we find that this last denominator has exactly one zero in the
region ]1,RB[ as shown in Steyaert [23]. Therefore this zero is our dominant pole
zv1 we’ve been searching. Calculating zv1 comes down to finding a solution to the
equation y0 = A(S1(y0),S2(y0)) – other than y0 = 1 – and solving y0 = A(zv1 ,1).
The dominant pole approximation then becomes
P[v1 = n]≈−θ1z−n−1v1 , (3.41)
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where θ1 is the residue of V1(z) at z = zv1 (= limz→zv1 (z− zv1)V1(z)).
Analogous to the previous result we can derive that zv2 is the zero of B(1,z)−
SgA(1,z), and this zero can be calculated from y0 = A(1,zv2). Finally zvT is found
in a similar way as it satisfies y0 = A(zvT ,zvT ).
When one or more of the dominant singularities in either A(z1,z2), S1(z), or
S2(z) is a branch point, we face a different story. It is no longer certain that
B(z,1)− SgA(z,1) has a zero in ]1,RC[, in the case that the smallest singularity
of SgA(z,1) is a branch point – where the modulus of this branch point is repre-
sented by RC. We can use the following criterium (see for instance Steyaert [23])
to determine whether there is a zero, which can be used in the dominant pole ap-
proximation discussed above:
lim
z→R−C
SgA(z,1)
B(z,1)
> 1. (3.42)
If the above is true, then the dominant pole approximation holds. Otherwise no
zero is found in the interval ]1,RC[ and hence the dominant singularity is a branch
point at RC, which calls for a case-by-case analysis of the tail behaviour, and falls
outside the scope of this dissertation.
3.6 Numerical Examples
There are a lot of different parameters incorporated in this model. To get some
insight on how v1 and v2 will react for various arrival and service-time distribu-
tions, we propose an example with a limited number of parameters that appeal to
our intuition. We therefore consider
A(z1,z2) = eα(pz1+qz2+rz1z2−1)
S j(z) =
z
z−E[s j](z−1)
. (3.43)
We choose service times with a geometric distribution and a Poisson arrival
proces (parameter α), in which each arrival instance generates a type-1 customer
with probability p, a type-2 customer with probability q and two customers, one of
3-22 QUEUE CONTENT IN A 2-CLASS QUEUEING SYSTEM UNDER SBP
Figure 3.2: E[v j] and E[v j,HoL] versus ρ with r = 1, E[s j] = 2 and α variable.
each type with probability r. Needless to say p+q+ r = 1. A useful comparison
of our proposed priority rule will include that of total priority or HoL-priority (e.g.
studied in Walraevens [11]).
In a first graph we choose p = q = 0 (and consequently r = 1), and E[s1] =
E[s2] = 2. This concretely means that both customer types are indifferentiable
concerning their respective service times, and always enter the system in pairs.
We increase the workload ρ by increasing α, and observe its effect on the aver-
age buffer content E[v1] and E[v2]. The resulting graphs can be found in Fig.3.2
together with those for non-preemptive HoL-priority (abbreviated E[v1,HoL] and
E[v2,HoL]).
Even though we have chosen a symmetric arrival and service process (i.e.
A(z1,z2) = A(z2,z1)) there seems to be a difference between E[v1] and E[v2], one
that can only be attributed to the presence of priority. By comparing with HoL-
priority we observe that for low loads, E[v j] ≈ E[vHoL, j], while for high loads the
difference E[v2]−E[v1] becomes almost negligible compared to their respective
absolute values. The former is a consequence of the fact that for low loads the
queue content is largely dominated by the active group’s content, since hardly any
additional groups get queued up. The latter we can clarify by pointing out that the
probability that the server is busy when a random group arrives is ρ. The higher
ρ, the more queueing of different groups occurs, and thus the queue content will
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Figure 3.3: Left graph: E[v j] and E[v j,HoL] versus ρ1/ρ with r = 0, E[s j] = 1 and
ρ = α = 2/3, p and q being variable. Right graph: E[v j] and E[v j,HoL] versus ρ1/ρ with
p = q = 0.5, E[s1]+E[s2] = 10 and ρ = 5α = 2/3, both E[s j] being variable (E[s j]≥ 1).
be dominated by the content of the successive groups that are queued. In case
each group counts on average (in our case exactly) the same amount of type-1 cus-
tomers as type-2 ones, (due to λ1 = λ2) the difference E[v2]−E[v1] will be solely
the result of the active group’s content – which is actually not the same as a ran-
dom group’s content. Lastly, and not surprisingly, ρ = 1 is an asymptote, in which
case the queue content will evolve to infinity.
Next, we examine what happens to the average type-1 and type-2 popula-
tion for a fixed load ρ, when we increase ρ1 (and hence decrease ρ2 because
ρ1 + ρ2 = ρ). We can do this in two ways: by varying the class specific arrival
rates (i.e. by adjusting p and q), or by varying E[s1] and E[s2]. The parameters
used to plot the graphs in Fig.3.3, are displayed in its caption. Even though the
graphs are very different from one another, we point out that in both graphs, when
ρ1 = ρ2, E[v1]< E[v2] because of the SBP priority, more so even for absolute pri-
ority. In the first graph we vary the arrival rates, and as the customer composition
rises in favor of type-1 customers, we observe that E[v1] > E[v2] for values of ρ1
for which still E[v1,HoL] < E[v2,HoL]. Again an illustration of the more moderate
form of priority assignment by SBP. In the second figure in Fig.3.3, the class spe-
cific arrival rates are kept constant and equal to one another. The graph plots the
average type-1 and type-2 customers versus ρ1/ρ, by increasing the type-1 service
times (and reducing type-2 service times). As E[s1] increases, the average type-
2 customer population increases as well for HoL-priority from ρ ≈ 0.5 onward,
even though their service time decreases. This is caused by type-1 service times.
As such SBP is clearly the better option: type-2 customers do get served before
3-24 QUEUE CONTENT IN A 2-CLASS QUEUEING SYSTEM UNDER SBP
Figure 3.4: Dominant-pole approximation of the probability distribution of both v j and
v j,HoL on a logarithmic scale with p = 0.2, q = 0.6 and r = 0.2 so that twice as many
type-2 customers enter the system as type-1 customers. E[s j] = 2 and ρ = 9/10.
some type-1 customers.
Lastly Fig.3.4 shows an approximation of P[v j = n] on a logarithmic scale to-
gether with some dots representing simulation results. Approximations that were
found for P[v j,HoL] in Walraevens [24] were used to compare against HoL-priority.
The number of type-1 and type-2 customers entering the system during the same
slot is slightly correlated, and twice as many type-2 customers enter the system as
compared to type-1 customers on average. The exact parameters can be found in
the figure’s caption. Clearly, the dominant-pole approximation described in sec-
tion 4 constitutes an efficient and accurate method to calculate the queue content
distribution of both types of customers.
3.7 Conclusion
In a dual-class queueing system in discrete-time under stochastic equilibrium, we
derived expressions for the joint pgf of the number of type-1 and type-2 customers
in the queue when the SBP-rule is used as a server discipline. We obtained this af-
ter a slot-to-slot analysis using a carefully chosen Markov chain. More concretely
we introduced the notion of a ‘group’ of customers. Such groups could be looked
upon as classless entities entering and leaving our system, on the basis of which we
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could more easily carry out the analysis. The first moments and tail probabilities
were explicitly calculated as well. Moreover, some examples made the effect of
SBP clear, comparing it to HoL-priority, in which the most important result stated
that SBP behaves as FCFS (no difference between the way customers of different
classes are treated) for high workloads while it behaves more as HoL-priority for
lower loads. Also, our results show that a dominant pole approximation for cal-
culating the queue content distribution of both types of customers is both efficient
and accurate.
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4
Stochastic decomposition in
discrete-time queues with generalized
vacations and applications
“There are no such things as applied sciences, only applications
of science.”
– Louis Pasteur
results in this chapter were published in Journal of Industrial and Manage-
ment Optimization, Vol. 8, Issue 4, p.925-938, (2012).
Abstract. For several specific queueing models with a vacation policy, the sta-
tionary system occupancy at the beginning of a random slot is distributed as the
sum of two independent random variables. One of these variables is the station-
ary number of customers in an equivalent queueing system with no vacations. For
models in continuous time with Poissonian arrivals, this result is well-known, and
referred to as stochastic decomposition, with proof provided by Fuhrmann and
Cooper. For models in discrete time, this result received less attention, with no
proof available to date. In this chapter, we first establish a proof of the decom-
position result in discrete time. When compared to the proof in continuous time,
conditions for the proof in discrete time are somewhat more general. Second, we
explore four different examples: non-preemptive priority systems, slot-bound pri-
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ority systems, polling systems, and fiber delay line (FDL) buffer systems. The first
two examples are known results from literature that are given here as an illustra-
tion. The third is a new example, and the last one (FDL buffer systems) shows new
results. It is shown that in some cases the queueing analysis can be considerably
simplified using this decomposition property.
4.1 Introduction
Under certain conditions, the system content of a queueing system (i.e. the num-
ber of customers in it) with server vacations is distributed as the sum of two in-
dependent random variables, one of which is the stationary number of customers
in an equivalent queueing system without vacations. This property, commonly
denoted as stochastic decomposition, is both intriguing and elegant, since it har-
bors the possibility to solve much easier for the system content distribution in
such a vacation system. Decomposition is intriguing since, although the conclu-
sion is relatively simple, the underlying reasons are not. Moreover, the number
of continuous-time queueing systems for which such decomposition results were
obtained in literature is vast.
Examples of continuous-time queueing systems for which the decomposition
property holds include Borst [1] (different polling models), Loris-Teghem [2]
(waiting time in exhaustive vacation model), and Fuhrmann [3] (generalized va-
cations). This last paper proves the decomposition property for a large class of
continuous-time queueing systems. In discrete-time queueing systems with vaca-
tions, a similar decomposition property holds; although mentioned in Takagi [4],
it is not proven there. As we assume generalized vacations, our proof provides the
discrete-time counterpart to the proof in Fuhrmann [3]. However the conditions
under which the proof holds are more general, in the sense that the Poisson arrival
process in Fuhrmann [3] is replaced by a batch Bernoulli arrival process.
In the next section we will describe a discrete-time queueing model with gener-
alized vacations, and discuss the conditions needed for stochastic decomposition,
which we prove in section 4.3. In section 4.4 we discuss four different types of
discrete-time queueing systems for which the decomposition property holds. The
first two are illustrations that can be found in literature, whereas the third and
fourth present new examples, and results. Finally, in a last section, we examine
some of the more limiting conditions needed for the given proof, and the possibil-
ity of relaxing or dropping these is explored.
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4.2 Setup
Before focussing on the proof of the decomposition result, we list the conditions
under which the proof holds. Assume a single-server queueing system with an
infinite queue in discrete-time, in which customers arrive according to a batch
Bernoulli arrival process (BBP). We write the number of customers entering the
system during the n’th slot as an and since the numbers of arrivals are i.i.d. (in-
dependent and identically distributed) from slot to slot, its probability generating
function (pgf) A(z), E[zan ] is independent of n. Service times are i.i.d., and cus-
tomers are served in an order that is independent of their service time. Balking,
defecting, or reneging of customers is not allowed. Generalized vacations can
interrupt service, however, such interruptions are nonpreemptive. That is, once
selected for service, a customer is served to completion in a continuous uninter-
rupted manner. The decision whether or not a vacation starts or ends at a time t
must be made independently of the number of arrivals in the system during any
slot after time t – i.e. the vacation policy does not anticipate future jumps in the
arrival process. Without loss of generality, we can assume that vacations last only
one slot, and a vacation can be started immediately after the end of a previous
vacation. Note that it is possible for the number of vacation slots to be known
before the start of the first vacation slot, so the previous assumption is in no way
limiting. The original decomposition property introduced in Fuhrmann [3] (for
continuous time) required the additional assumption that the number of customers
arriving during separate vacations are i.i.d. random variables. This assumption is
met in the discrete-time counterpart studied here by assuming one-slot vacations
and i.i.d. batch Bernoulli arrivals.
Furthermore, we assume that the system is stable in the sense that stationary
distributions for the queue content at the beginning of a random vacation, at ran-
dom departure instances and at the beginning of a random slot all exist. Finding
stability conditions for a vacation system can be non-trivial, and a different stabil-
ity analysis is required for each vacation system, which can vary in difficulty.
When stability is proven for this vacation system, stability will be ensured for
the system without vacations, i.e. with the same arrival process and service time
distribution, but without service vacations. We will call this system in the follow-
ing, the simple queueing system, and it will play a major role in our decomposition
result. Notice that the simple queueing system is a special vacation system in
which the server can only go on a (one-slot lasting) vacation when the server is
idle. The results found for a general vacation system will thus also apply to the
simple queueing system.
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Figure 4.1: Definitions of root customers and ancestors. Customer A is an ancestor of
customer B and customer C, while customer C is only an ancestor of customer B.
4.3 Decomposition Result
In this section, we provide a proof for the stochastic decomposition property in
discrete time. Let us adopt the following definitions and conventions. First, an
inactive slot is a slot during which the server is idle (no customers in the queue) or
unavailable.
We say that customer A is a root customer if customer A entered the system
during an inactive slot – i.e. not during the service time of another customer (see
also Figure 4.1). Furthermore, customer A is called an ancestor of customer B
when customer B arrived in the system during the service time of customer A, or
when customer B entered the system during the service time of customer C where
customer A is an ancestor of customer C. Note that in the latter case customer C is
an ancestor of customer B, making ‘ancestry’ a transitive relation. It is easy to see
that each non-root customer has exactly one ancestor that is also a root customer;
we call this customer the former customer’s root. We adopt the convention that a
root customer is its own root, such that each customer entering the system has a
root.
If customer A (respectively B) is the root of customer a (respectively b) and
customer A and customer B entered the system during the same inactive slot, we
say that customer a and customer b are part of the same ancestral line. This rela-
tion is an equivalence relation and we call each equivalence class an ancestral line.
Let e be the stationary number of customers left in the vacation system by a
random departing customer, that are also in the departing customer’s ancestral line.
We will show that e’s distribution is independent of the vacation policy, (i.e. when
the server becomes unavailable) as long as the number of customers entering the
system during an inactive slot is unaffected by the vacation policy. Notice that if
service is exhaustive, – i.e. a vacation starts after a departure only when the sys-
tem is empty (see e.g. p.93 in Takagi [4]) – the system simplifies to the simple
queue, since vacations last only one slot. For this simple queue, e represents the
total queue content (at departure epochs), because the ancestral line of a random
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customer, is then equal to the set of all customers served in the busy period during
which this customer was served.
To find the distribution of e, we base our argument on the law of large num-
bers. We select a number of successive busy periods, consisting of the arrival and
serving of several ancestral lines of customers. When we look at the fraction of
customers that are served during those busy periods, leaving j customers in their
own ancestral line in the system upon departure, it should approach P[e = j] when
our selection of successive busy periods reaches an infinite number of busy peri-
ods. Let the set of customers served during our selection of busy periods be Ω,
and the subset of customers leaving j customers in the system upon departure that
are part of their own ancestral line Ω j. When the number of ancestral lines served
during the busy periods mentioned, is given by α, we have:
P[e = j]≈ |Ω j|
|Ω| =
|Ω j |
α
|Ω|
α
, (4.1)
where we can interpret |Ω j |α as the average number of customers, part of a randomly
chosen ancestral line, leaving j customers in the system that are part of that same
ancestral line. The fraction |Ω|α then represents the average number of customers
that are part of a randomly chosen ancestral line. When we let our selection of suc-
cessive busy periods grow to infinity, the average number of customers that are part
of a random ancestral line approaches the expectation of the number of customers
in a random ancestral line – hence forward this drv shall be denoted A . This is a
consequence of the strong law of large numbers and the fact that this expectation
is finite (the system is stable). Likewise the average number of customers that are
part of a random ancestral line that leave j customers in the system upon departure,
that are part of its own ancestral line approaches its expectation – this drv shall be
denoted φ j.
We are interested in E[φ j]/E[A ]. When choosing a random ancestral line let
Ak be the number of customers left in the system that are part of that ancestral line
by the k’th departing customer in that ancestral line. Clearly AA = 0 since it is the
last customer of its ancestral line. It is also the first and only index for which this is
true. Notice that the number of customers in the randomly selected ancestral line
can only change during service times of customers that belong to this ancestral
line. Hence we find that
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Ak+1 = Ak−1+
sk+1
∑
n=1
ak+1,n , k ∈ 1, . . . ,A−1 , (4.2)
where sk+1 is the service time of the k + 1’st customer of A to be served, and
ak+1,n the number of customers entering the system during the n’th slot of the ser-
vice time of the k+1’th customer in the ancestral line. Furthermore we have that
A1 = r−1+
s1∑
n=1
a1,n , (4.3)
where r represents the number of root customers in our randomly chosen ancestral
line. For ease we assume r > 0, where we omit the existence of empty ancestral
lines (which contribute no departures). Because of the i.i.d. nature of the arrival
process under consideration its pgf is given by:
E[zr] =
A(z)−A(0)
1−A(0) . (4.4)
Next, we need to find E[φ j] = E[∑Ak=1 1{Ak= j}]. The expectation E[A ] can then
be calculated as the sum of all E[φ j]’s. Note that apart from the first term P[A1 = j],
every other time a customer departure leaves j customers of the ancestral line in
the system, it is preceded by another customer departure from its ancestral line that
leaves at most j+ 1 customers in the system part of its ancestral line. Hence we
find the following recursion:
E[φ j] = P[A1 = j]+
j
∑
l=0
E[φl+1]P
[
s
∑
i=0
ai = j− l
]
, (4.5)
where we neglected to put indices in the sum ∑si=0 ai since the probability is in-
dependent of the index. The last sum over l is justified by seeing that state j is
visited every time we are in φl+1 and j− l customers arrive to become part of the
ancestral line and the queue. As a boundary condition we have E[φ0] = 1, which
covers the last departure of the ancestral line. We let S(z) be the pgf of the service
time of a random customer, and Φ(z) = ∑∞j=0 E[φ j]z j, the generating function of
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the expected number of times a customer of the ancestral line leaves j in the sys-
tem. By taking the transform of the previous recursion, we find:
Φ(z) =
(A(z)−A(0))S(A(z))
(1−A(0))z +
Φ(z)−Φ(0)
z
S(A(z))
=
1
1−A(0)
(A(z)−1)S(A(z))
z−S(A(z))
. (4.6)
Here we used the fact that Φ(0) = 1, and that
∞
∑
j=0
P[A1 = j]z j = (A(z)−A(0))S(A(z))
(1−A(0))z . (4.7)
Concluding, since we have that P[e = j] = E[φ j]/E[A ], and E[A ] = Φ(1), we
obtain:
E(z), E[ze] =
Φ(z)
Φ(1)
= (1−A′(1)S′(1)) (A(z)−1)S(A(z))
A′(1)(z−S(A(z))) . (4.8)
This pgf E(z) was calculated without any additional assumptions on the vaca-
tion policy (other than not anticipating future jumps in the arrival process). Also
note that the pgf of the number of customers left by a random departing cus-
tomer in the simple queueing system is also given by the above expression (see
e.g. Bruneel [5]).
Let d be the stationary number of customers left in the vacation system by a
random (tagged) customer, and let x be the stationary number of customers in the
vacation system at the beginning of the arrival slot of this tagged customer’s root.
Here, the service order does not affect the stationary distribution of the queue
content at for instance the beginning of a random slot or after a random depar-
ture (among others), as long as this order is independent of the customers’ service
times. Thus without loss of generality, we may consider a LIFO service discipline.
With this service discipline, upon departure of the tagged customer, the only cus-
tomers in the queue will either have been waiting in the queue at the beginning
of the arrival slot of the tagged customer’s root (none of them has left because of
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the LIFO service discipline) or will belong to the tagged customer’s ancestral line.
Of the former, there are exactly x, and of the latter, there are exactly e. Because
a customer in the ancestral line of the tagged customer cannot be in the queue
at the beginning of the arrival slot of the tagged customer’s root, x and e have
no customers in common, and we have that d = x+ e. Moreover, because of the
BASTA-property (see for instance Halfin [6]), x and e are independent random
variables. This means the pgf of d is the product of those of x and e.
Let f be the number of customers that arrived in the vacation system during
the arrival slot of our tagged customer and that are served before it. An unpub-
lished theorem by Burke from 1968 can be found in Cooper [7] (p.187), stating
that when a stationary distribution exists for d (which we assumed), the stationary
distribution of the number of customers found by a random arriving customer in
the system also exists, and these distributions are the same (a similar result was
mentioned in Kleinrock [8]). The theorem presupposes single arrivals and single
departures. The single departures are ensured by the limitation of one server. The
single arrivals can be forced by assuming that a customer that enters the system
during the same slot (in batch) observes (at its arrival instant) only the fraction of
this batch that is to be served before him. Hence, d is distributed as the sum of
v, stochastically equivalent to the number of customers in the vacation system at
the beginning of a random customer’s arrival slot, and f , i.e., d = v+ f . The ran-
dom variable f itself has a pgf given by the following expression (see e.g. formula
(1.15) from our introductory chapter):
F(z), E[z f ] =
A(z)−1
A′(1)(z−1)
. (4.9)
Since our last observation (d = v+ f ) is valid for an arbitrary vacation system,
it is also true for the simple queueing system. Therefore, we have that e is stochas-
tically equivalent to the number of customers in this simple queueing system seen
by a random arriving customer (assuming the single arrivals from previous para-
graph). Furthermore, it is distributed as the sum of u, the number of customers
in the simple queueing system at the beginning of the arrival slot of a random
customer, and f (see for instance Bruneel [5]), i.e., e = u+ f . Whether our obser-
vation epoch for v and u is the beginning of the arrival slot of a random customer or
the beginning of a random slot does not impact their distribution since we assume
a BBP and so the BASTA-property holds. The same is true for x – i.e. whether
we observe the vacation system at the beginning of the arrival slot of a random
customer’s root, or at the beginning of a random inactive slot makes no difference.
Summarizing we have:
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v+ f = d = x+ e = x+(u+ f ) ⇒ v = x+u . (4.10)
In words: The number of customers in the system with generalized vacations
at the beginning of a random slot is distributed as the sum of the number of cus-
tomers in this system at the beginning of a random inactive slot and the number of
customers in the simple queueing system at the beginning of a random slot.
A somewhat counter-intuitive consequence of this decomposition property is
that regardless of the load and vacation policy, the mean number of customers in
the system at the beginning of a random slot is greater than the mean number of
customers in the system at the beginning of an inactive slot. For high workloads
(little idle time) this basically comes down to saying that the system occupancy is
(on average) smaller during blocked periods (during which no messages leave the
system) than it is on average.
4.4 Applications
The above decomposition result can be applied to numerous different systems
where the server is not always available for some class of customers. The most
classical example is a system with multiple types of customers of which three
examples will be given. The decomposition property greatly simplifies the anal-
ysis of the latter of these, while the first two are for illustration purposes (non-
preemptive priority, polling systems). Another less obvious example concerns op-
tical buffering, using FDLs. New results are mentioned under this example.
4.4.1 Example 1: Non-preemptive Priority
We start by analysing a simple example for which results can be found in liter-
ature (e.g. Walraevens [9]), in order to illustrate the use of the decomposition
property. This first example concerns a discrete-time queueing system in which
customers pertaining to two different priority classes enter and are served in an
order dictated by the absolute non-preemptive priority rule. Arrivals are governed
by a batch Bernoulli process and the number of high and low priority customers
entering the system during the same slot may be correlated. We denote their joint
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pgf by A(z1,z2) = E[za11 z
a2
2 ], in which a j is the number of type- j customers enter-
ing the system during a random slot (type-1 customers have priority over type-2
packets). Service times are i.i.d. and may be generally distributed. Service times
of high and low priority customers may be distributed differently however, and we
use S j(z) to represent the pgf of the service time of a random type- j customer.
When one is concerned with obtaining the pgf of the number of type-1 cus-
tomers in the system at the beginning of a random slot (later called V1(z)), the
decomposition property applies. Concretely, we view slots during which a type-2
customer is being served as vacation slots (no type-1 customer is being served).
We obtain that V1(z) is the product of on the one hand, the pgf of the number of
type-1 customers in the system at the beginning of a random inactive slot (idle slot
or slot during service of type-2 customer), which we will denote by X1(z), and on
the other hand, the pgf of the number of type-1 customers in the associated simple
queueing system, namely without type-2 customers entering the system, at the be-
ginning of a random slot (which we will denote by U1(z)).
The latter pgf can be found in literature (see for instance Bruneel [5]):
U1(z) = (1−ρ1)
(z−1)S1(A(z,1))
z−S1(A(z,1))
, (4.11)
where ρ j is the fraction of time a type- j customer occupies the server – i.e.
ρ1 = ddz S1(A(z,1))|z=1. The pgf X1(z) envelopes the nature of non-preemptive
priority, since U1(z) contains no information about the specifics of this priority
system. Because the randomly chosen inactive slot is an idle slot with probability
1−ρ
1−ρ1 – where 1−ρ = 1−ρ1−ρ2 is the probability a random slot is an idle slot –
we condition X1(z) as follows:
X1(z) =
1−ρ
1−ρ1
+
ρ2
1−ρ1
X∗1 (z) , (4.12)
in which X∗1 (z) represents the pgf of x∗1, the number of type-1 customers in the
system at the beginning of a random slot during which a type-2 customer is being
served. Let that type-2 customer be called customer C. At the beginning of cus-
tomer C’s service time, no type-1 customers were in the queue, otherwise customer
C would not have been elected for service (see Figure 4.2). By a renewal-type ar-
gument we obtain the pgf M(z) of the number of slots m during the service time of
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Figure 4.2: The timeline zooms in on the service time of customer C (see paragraph below
(4.12)). The x∗1 type-1 customers in the queue at the start of the randomly chosen inactive
slot (during which C is served), are those that entered during the m slots preceding it.
C and preceding the randomly chosen inactive slot, similarly to (4.9), as
M(z) =
S2(z)−1
S′2(1)(z−1)
, (4.13)
such that the number of type-1 customers x∗1 arriving during these m slots has pgf
X∗1 (z) = M(A(z,1))
=
S2(A(z,1))−1
S′2(1)(A(z,1)−1)
. (4.14)
We can obtain V1(z) as the product of X1(z) and U1(z). The same decompo-
sition result also applies for the distribution of the number of type-2 customers in
the system at the beginning of a random slot (pgf V2(z)). This time finding X2(z)
proves to be more involved – X2(z) is the pgf of the number of type-2 customers
at the beginning of a random inactive slot (idle slot or slot during which a type-1
customer is being served). However, from the results found for V2(z) in for exam-
ple Walraevens [9], we can deduce that
X2(z) =
V2(z)
U2(z)
=
1−ρ
1−ρ2
z−S2(A(1,z))
A(1,z)−1
A(Y1(z),z)−1
z−Y2(z)
. (4.15)
The pgf Y1(z) is implicitly defined by Y1(z) = S1(A(Y1(z),z)) and Y2(z) ,
S2(A(Y1(z),z)).
Although in the case of V1(z), the decomposition property proved to be a useful
tool to ease the analysis, this is not the case for type-2 customers. A direct calcu-
lation of V2(z), which can be found in Walraevens [9], proves to be of the same
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complexity as the calculation of X2(z). In this case, the decomposition property
provides X2(z) more readily than direct analysis. Likewise, if one were interested
in the pgf of the number of type- j customers in the system at the beginning of a
slot during which a type- j customer is being served, an answer can be easily for-
mulated as a function of X j(z).
4.4.2 Example 2: Polling Systems
The decomposition result can be applied to many different polling systems (see for
instance Borst [1] and Loris-Teghem [2] in continuous time). Here we show how
it is applied in obtaining the pgf of the number of customers at station i in a polling
system with N stations and exhaustive service, at the beginning of a random slot.
It is only necessary for the arrivals at station i to follow a batch Bernoulli process,
and the service times of customers at this station to be i.i.d.. For this example we
assume service times of one slot, and i.i.d. switchover times. Let Ai(z) be the
pgf of the number of customers joining station i during a random slot (with λi as
its mean), and Fi(z), the pgf of the number of customers at station i at a random
polling instant of station i. Takagi [10] (on page 63) tells us that Vi(z), the pgf of
the number of customers at station i at the beginning of a random slot is given by
following expression:
Vi(z) = (1−λi)
(
1+ zAi(z)−1
z−Ai(z)
)
p
1−λi
1−Fi(z)
1−Ai(z)
, (4.16)
where p is the probability that a random slot is a polling instant at station i – i.e. the
inverse of the mean cycle time. Clearly, the first two factors in this pgf represent
the pgf of the number of customers in the simple queueing system (one station, no
switchover times). Therefore the last two factors form a pgf, which is precisely
the pgf of the number of customers at station i at the beginning of a random slot
during which the server is not serving a customer at station i.
4.4.3 Example 3: Slot-Bound Priority
In chapters 2 and 3 (see also De Clercq [11]) a discrete-time queueing system was
analysed with a batch Bernoulli arrival process of customers of two classes. These
customers have general class-dependent service times (as in the first example), and
are served in the order in which they joined the buffer. Customers that entered the
buffer during the same slot are served in order of their priority class (slot-bound
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Figure 4.3: The x∗1 type-1 customers in the system at the beginning of slot I, are
accumulated in the queue during the t1 time slots between customer C’s arrival and slot I.
priority) – i.e. the type-1 customers are served before the type-2 customers. Let
A(z1,z2), S j(z), ρ j, and ρ be defined as in example 1, then the decomposition
property can be applied to obtain the pgf of the number of type-1 customers in
the queue at the beginning of a random slot, greatly simplifying the analysis in
De Clercq [11] in the case where we are only interested in the marginal stationary
queue content distribution.
Again the strategy is to view slots during which a type-2 customer is being
served as vacation slots. Since we already know U1(z), the pgf of the number of
type-1 customers in the associated simple queueing system at the beginning of a
random slot (given in (4.11)), the remaining pgf to be determined is that of the
number of type-1 customers in the system with slot-bound priority at the begin-
ning of a random inactive slot. We can again make the distinction between idle
slots and vacation slots. The unknown pgf X∗1 (z) then represents the pgf of x∗1, the
number of type-1 customers in the system at the beginnning of a random vacation
slot.
Let slot I be a random (tagged) vacation slot. Next, let the type-2 customer we
are serving during this vacation slot be called customer C, and the set of customers
that entered the system during the same slot as customer C, the base. Note that at
the beginning of slot I all type-1 customers in the base will have left the system
because of the slot-bound priority rule. Hence, all type-1 customers in the system
at the beginning of slot I must have arrived after customer C. Let t1 be the number
of slots between the arrival slot of customer C and the tagged slot (see Figure 4.3).
The relation between t1 and x∗1 then reads as follows:
x∗1 =
t1∑
n=1
a1,n , (4.17)
in which a1,n represents the number of type-1 customers arriving during the n’th
slot counted from the end of customer C’s arrival slot. Let w be the work in the
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system at the beginning of customer C’s arrival slot – its distribution is the same
as the work in the system at the beginning of a random slot, due to the BASTA-
property. Then t1 can be divided into two disjunct and independent time periods.
First, w− = (w− 1)+ where we use the notation x+ , max(0,x), represents the
delay customer C suffers caused by customers in the queue prior to its arrival in
the system. Its pgf can be found in literature (e.g. in Bruneel [5]):
W−(z), E[z(w−1)
+
] = (1−ρ)
(
1+
A(S1(z),S2(z))−1
z−A(S1(z),S2(z))
)
. (4.18)
The second time period, denoted as r1, concerns a fraction of the combined
service time of all customers in the base, namely the fraction preceding the tagged
slot I. This fraction includes the service time of each type-1 customer in the base,
because of the slot-bound priority rule. Following a renewal-type argument and
keeping in mind the correlation between the number of type-1 and type-2 cus-
tomers in the base, one can derive the pgf of r1, the number of slots between the
service initiation of the base and the tagged slot, with the following result:
R1(z), E[zr1 ] =
A(S1(z),S2(z))−A(S1(z),1)
ρ2(z−1)
. (4.19)
Using the fact that T1(z) = W−(z)R1(z) and X∗1 (z) = T1(A(z,1)) (which can
be obtained from (4.17)), we have enough information to calculate X1(z) and thus
V1(z), leading to
X1(z) =
1−ρ
1−ρ1
A(z,1)−A(S1(A(z,1)),1)
A(z,1)−A(S1(A(z,1)),S2(A(z,1)))
V1(z) = (1−ρ)
(
1+ z
S1(A(z,1))−1
z−S1(A(z,1))
)
A(z,1)−A(S1(A(z,1)),1)
A(z,1)−A(S1(A(z,1)),S2(A(z,1)))
.
(4.20)
Obtaining an expression for V2(z) is, contrary to example 1, an easier task and
quite analogous to the above procedure, the only difference being that the base will
contain all type-2 customers originally in it. As these examples show, the decom-
position property can be used to effectively simplify the analysis of this kind of
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system, that would otherwise require a more extensive analysis.
4.4.4 Example 4: FDL buffer
All previous examples concerned multiclass queueing systems, in which the ser-
vice times of non-interesting customer types were labeled as vacations. The sec-
ond example, for instance, uses a combination of other customer types’ service
times and genuine vacations in the form of switchover times as inactive slots. In-
troducing a new result, the present example focuses on a single-class queue with
vacations that depend on a combination of the arrival instant of the customer to be
served after the vacation, and the queue content at that arrival instant.
Optical buffers contain a set of fiber delay lines (FDLs), each assigning a fixed
delay to the packets (customers) sent through it. To prevent collisions at the buffer
output, packets are routed to different FDLs (of different lengths), often creating
voids during which no packets are sent from the optical buffer, simply because the
exact delay needed in order not to collide is typically not available, and a (longer)
delay line has to be chosen. As of yet, there are no general results available for the
queue content of such a system, though there are results for very specific optical
buffer systems (e.g. Lakatos [12], for the case of a continuous-time M/M/1 FDL
buffer). A lot of work has been done on the analysis of delay (waiting time) and
loss (see for instance Rogiest [13] with derivation of the entire delay distribution),
while the system content remains largely unstudied. We show here that when the
packet arrival process is Bernoulli and the service times (packet lengths) are gen-
erally distributed and i.i.d., the decomposition property can be applied to obtain
the system content distribution.
More specifically, we let B(z) denote the pgf of the burst size (common termi-
nology for packet length in optical buffer systems) and consequently the service
time of a random burst, and let A(z) be the number of bursts (one or none) entering
the optical buffer system during a random slot – arrivals occur i.i.d. from slot to
slot. The optical buffer consists of an infinite number of fiber delay lines, each
of which give a fixed delay to an incoming burst routed through it. The available
delays given by these FDLs are all integer multiples of the granularity being D
time slots. Only one burst can enter the system each slot (Bernoulli arrival pro-
cess) and upon arrival it introduces a so-called void in the system. These voids
are times during which the server is not processing bursts (i.e. no bursts are sent
from the optical buffer) even though the queue is not empty, and are inherent to the
switching mechanism. The chosen FDL for the burst to be routed to, is the FDL
that causes the least amount of delay, such that the burst is served (sent) after all
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bursts present in the system at the time of its arrival – FCFS, so no void filling –
and its service does not start during the service time of a previous burst (no colli-
sions). This model has been studied first in Laevens [14], in which the pgf of the
waiting time and sojourn time of a random burst were derived – W (z) and G(z)
respectively. There is an easy relation between the two, namely:
G(z) =W (z) B(z). (4.21)
4.4.4.1 Optical Buffer Content
The optical buffer system can be seen as a queueing system with vacations, in
which the voids play the role of vacations. X(z) then represents the pgf of the
number of bursts in the system at the beginning of a random inactive slot – mean-
ing an idle slot or a slot during a void period (later called ‘void slot’). The question
to be answered is whether we can find V (z), the pgf of the number of bursts in the
system at the beginning a random slot, through X(z), using the decomposition
property.
In order to obtain X(z) we need to introduce an auxiliary discrete random vari-
able (drv). When a burst enters the system, the system may already contain some
other bursts that will be served before it. The time needed for those bursts to
leave the system is called the scheduling horizon – H with pgf H(z); see also
Laevens [14]. To respect FCFS scheduling, the burst has to wait for at least this
amount of time. Naturally since the available FDLs provide delays that are multi-
ples of D, the delay of this random burst W is the first integer multiple of D larger
than or equal to H, or
W = d
H
D
e D . (4.22)
The void created by such an arrival consequently equals W −H time slots. To
calculate X(z) we naturally make the distinction between whether the random in-
active slot is an idle slot or a void slot. The amount of bursts in the system at the
beginning of an idle slot is 0 while the probability that an inactive slot is an idle
slot is V (0)1−ρ . The workload ρ here is A′(1)B′(1). Due to the occurrence of voids,
the maximum tolerable load under which the system is stable is smaller than 1. A
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Figure 4.4: Selection of a random void slot (slot I). The Xv bursts in the system at the
beginning of slot I are B0 and those that have arrived during the H∗+Q slots preceding
slot I.
detailed study is provided in Rogiest [15].
The set of bursts in the system at the beginning of a random void slot (later
called slot I) contains the burst B0 that created the void period in which slot I lies,
as well as all bursts that arrived after B0 but before the beginning of slot I – see
also Figure 4.4. The period during which these bursts arrived equals the schedul-
ing horizon of B0 plus a fraction of the void that B0 created upon arrival, namely
the fraction of this void up until but not including slot I. Let H∗ be B0’s scheduling
horizon. Its distribution is not the same as the scheduling horizon of a random
burst, – a random void slot was selected and not a random burst – hence the no-
tation H∗ instead of H. Likewise we introduce Q as the part of the void period
introduced by B0 before slot I. With Xv the number of bursts in the system at the
beginning of slot I, and An the number of bursts arriving in slot n counted from the
slot following B0’s arrival, we find that
Xv =
H∗+Q
∑
n=1
An +1 . (4.23)
The ‘+1’ at the end represents burst B0 – remember that the presence of a void
implies the presence of at least one burst. To calculate the joint pgf of H∗ and Q
and later the pgf of H∗+Q, we notice that
P[H∗ = k,Q = m] = P[H∗ = k] P[Q = m|H∗ = k]
P[H∗ = k] = dkeD− k
E[dHeD−H]
P[H = k] (4.24)
P[Q = m|H∗ = k] = 1
dkeD− k
, if 0≤ m < dkeD− k ,
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where dkeD denotes the smallest integer multiple of D larger than k, dk/DeD. Also
note that dHeD =W . Consequently we find that
E[yQzH
∗
] =
E[zH ∑W−H−1m=0 ym]
E[W −H]
=
E[zH(yW−H −1)]
E[W −H](y−1)
, (4.25)
E[zH
∗+Q] =
W (z)−H(z)
E[W −H](z−1)
. (4.26)
Using (4.23) and (4.26), the pgf of Xv is found as
E[zXv ] = z
W (A(z))−H(A(z))
E[W −H](A(z)−1)
. (4.27)
The probability that a random inactive slot is a void slot is 1−ρ−V (0)1−ρ , and so
X(z) can be found using the following relation:
X(z) =
V (0)
1−ρ +
1−ρ−V (0)
1−ρ E[z
Xv ] . (4.28)
We already know that the simple queue (no voids) has a system content with
pgf U(z) which is given by (see e.g. Bruneel [5])
U(z) = (1−ρ) (z−1)B(A(z))
z−B(A(z))
. (4.29)
The decomposition property then yields V (z) = U(z)X(z). When we use the
fact that E[W−H](1−A(0))= 1−ρ−V (0) – the left hand side is the average void
introduced by a potentially arriving burst (0 if non arrive) – and a relation between
H(z) and W (z) that can be found in Laevens [14] (see below), we can simplify
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V (z) to find a very elegant result.
H(z) =
1−A(0)
z−A(0)W (z)B(z)+V(0)
z−1
z−A(0) , (4.30)
V (z) = G(A(z)) . (4.31)
Indeed this is no coincidence. In contrast to previous examples, a direct ap-
proach works better in this case. After all, the decomposition property gives us an
alternative method to calculate V (z), not necessarily a shorter method. The direct
approach goes as follows. The distribution of v is the same as that of the number
of bursts in the system just prior to the arrival of a random burst in the system since
bursts arrive according to a Bernoulli arrival process (BASTA property). Moreover
because of the same theorem by Burke used in section 4.3 it also has the same dis-
tribution as the number of bursts left in the system by a random departing burst.
The bursts queued in the optical buffer at that time are those that arrived after the
departing burst (FCFS service discipline), and before its departure. This time pe-
riod is precisely the delay of this departing customer and since the customer was
randomly chosen its delay is given by W +B. In effect the queue content is then
given by:
v =
W+B
∑
n=1
An . (4.32)
From this relation and (4.21) we see that (4.31) follows rather directly.
4.4.4.2 Unfinished Work in Optical Buffer
It is not difficult to see that the decomposition property also applies to the unfin-
ished work at the beginning of a random slot, taking into account that a ‘customer’
now represents one unit of work and the service time of such a customer is one
time slot. At a certain time, the unfinished work represents the number of slots re-
quired for the system to serve all bursts present in the system, without counting the
void slots (during which no bursts are served). A direct analysis, similar to the one
followed in the previous paragraph to obtain V (z), can also be performed to obtain
the pgf of the unfinished work at the beginning of a random slot. A complication
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here is that Burke’s theorem cannot be used directly.
The purpose of this subsection is to show an alternative use for the decompo-
sition property. Combining the given that customers are served in a continuous
way without interrupting their individual service times, and the fact that all service
times are i.i.d., we see that at the beginning of an inactive slot the unfinished work
in the system consists of the sum of a set of i.i.d. drv’s, namely the service times
of the bursts in the system. The number of bursts in the system at the beginning of
a random inactive slot is characterized by pgf X(z), and hence the unfinished work
in the system at that time has a pgf given by X(B(z)).
To express the decomposition property for the unfinished work, we introduce
the following notation. Let ˆV (z) denote the pgf of the unfinished work in the sys-
tem at the beginning of a random slot, ˆU(z) the pgf of the unfinished work in the
simple queue at the beginning of a random slot, and ˆX(z) = X(B(z)) the pgf of the
unfinished work in the system at the beginning of a random inactive slot. Then, the
decomposition states that ˆV (z) = ˆU(z) ˆX(z) (see also Boxma [16], and p.92 in Tak-
agi [4]). An expression for ˆU(z) can be found in literature (see e.g. Bruneel [5]):
ˆU(z) = (1−ρ) (z−1)C(z)
z−C(z)
, (4.33)
where C(z) = A(B(z)) is the pgf of the amount of work entering the system each
slot – which is i.i.d. from slot to slot. By virtue of combining (4.31) with the de-
composition property applied to bursts, the expression for X(z) can also be written
as follows:
X(z) =
V (z)
U(z)
=
(z−B(A(z)))W(A(z))
(1−ρ)(z−1) . (4.34)
The expression for ˆV (z) follows directly from ˆX(z) = X(B(z)) and the decom-
position property applied to the unfinished work:
ˆV (z) = ˆX(z) ˆU(z) =W (C(z)) (z−1)C(z)
z−C(z)
B(z)−B(C(z))
B(z)−1
. (4.35)
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4.5 Extensions
The decomposition property, although applicable for a wide variety of discrete-
time queueing systems, does have limitations, which we will now briefly discuss.
Preemptive vacation policies would include those vacation policies that allow
a customer’s service time to be interrupted by a vacation. Since customers are
not served in a continuous uninterrupted manner, the decomposition result cannot
be applied directly. However it is not easy to see why the employed arguments
would fail in case of preemptive vacation policies. In case of non-preemptive va-
cations, the service order does not affect d’s distribution – the stationary number
of customers left in the vacation system by a random customer departure. The
choice of what customer to serve at service initiation instants, if it is made inde-
pendently of the customer’s service times, does not affect d’s distribution because
of the assumption of i.i.d. service times. When service is preempted, x, the num-
ber of customers in the system at the beginning of the arrival slot of a random
(tagged) customer’s root, includes the customer that was in service when the vaca-
tion started. Whether or not this preempted customer leaves the system before the
tagged customer, – i.e. by resuming its service time directly after the vacation –
directly affects d’s distribution. This is the main reason why preemptive vacations
are excluded from the analysis. In future research we hope to formulate exceptions
to this rule such that the decomposition result (possibly in some modified form)
can still be applied for preemptive vacations.
Balking, reneging, and defecting of customers is not permitted, because un-
like server vacations, these impatient events directly affect the queue content.
When however a general decomposition theory should exist which allowed balk-
ing/reneging/defecting, then it would need to constrain these events in some sim-
ilar fashion as the current decomposition theorem constrains vacations – i.e. they
cannot interrupt service times, and causality is required w.r.t. the arrival process.
Correlated arrivals pose a genuine problem to the decomposition property, as
e will become dependent on the vacation policy itself. Hence no general decom-
position theorem can be derived in the same way as Fuhrmann [3]. Even when
tracking the phase in case of DB-MAPs, the dependency on the vacation policy
can only be thwarted in some very specific cases.
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4.6 Conclusion
This chapter considers a discrete-time GeoX/G/1 queueing system with general-
ized vacations. The conditions needed for stochastic decomposition of the queue
content at the beginning of a random slot were explored, and the decomposition
property was established and discussed in detail. Possible extensions questioning
these very conditions (such as preemptive vacations) were briefly discussed. Fur-
thermore, some examples, ranging from multi-class queues, to polling systems,
and even including optical buffers, show the wide variety of applications this de-
composition result enjoys. As a consequence new results were obtained concern-
ing the buffer content and unfinished work of an FDL buffer system.
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Intermezzo: On slot-bound priority
with correlated arrivals and optical
queues
“Correlation doesn’t imply causation, but it does waggle its eye-
brows suggestively and gestures furtively while mouthing ‘look over
there’.”
– Randall Munroe, author of xkcd
5.1 Introduction
Having studied the delay and queue content of a discrete-time queueing system
with general independent arrivals under the slot-bound priority (SBP) rule (see
chapters 2 and 3), an obvious generalization would be to include correlated ar-
rivals. In this chapter we will focus on Markovian Arrival Processes (MAPs).
Here we are not so much interested in the delay, but in the queue content of such
a system, mainly because of the prime example of optical buffers we will present.
We studied the queue content in a system under SBP, for two types of customers.
A technique to generalize this to multiple types (N) of customers, can be found in
chapter 6 - albeit with some modifications, because the priority discipline differs.
Some additional difficulties arise due to correlation in the arrival process.
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In chapter 4 we briefly touched upon the application of the stochastic decom-
position property for queues with generalized vacations to an optical queue. There
the server vacations were represented by voids that are created when a burst would
otherwise collide with a previous burst if the delay line were not chosen carefully.
As another application, the slot-bound priority system from chapter 2 was also
considered, whereby service times of customers of a given type were seen as vaca-
tions or service interruptions for customers of the other type. In this chapter, we do
what could be considered the opposite. We consider the void periods of the optical
queue to be service times of customers of a certain priority class. This will enable
us to study the optical queue using techniques employed to study SBP.
In what follows, we will first introduce the arrival model followed by the pri-
ority discipline and some terminology. Its queue content analysis can be found
after. In a shorter second section, we apply our results to an optical queueing sys-
tem. The purpose of this chapter is to show that the possibilities of the application
of the results obtained for priority systems, such as SBP, reach further than what
would traditionally classify as a priority system. It all comes down to the level of
abstraction. No numerical examples were considered, or deeper research done, to
keep this chapter what it is: an intermezzo.
5.2 General Model and Definitions
The queueing system under discussion is, as throughout this thesis, a single-server
discrete-time queueing system with infinite buffer capacity in which customers
arrive pertaining to different priority types. All service times are independent of
one another, and i.i.d. per type, meaning customers of different types can have
different service time distributions. Let therefore s j be the service time of a type- j
customer, and S j(z) its pgf. The arrival process is Markovian, with a background
chain that can have anywhere from 1 to ℵ0 states (countably infinity), say C ∈
N0 ∪{∞}. The arrival process is characterised by the matrix generating function
A(z), where z stands for the parameterlist z1, ...,zN . The (i, j)’th element of A(z)
equals ∑∞n1,...,nN=0P[a1,k = n1, ...,aN,k = nN ,φk+1 = j|φk = i]∏Nl=1 z
nl
l , where φk
is the background state at the beginning of slot k, and a j,k the number of type-
j customer arrivals during slot k. The constant N ≥ 1 represents the number of
priority classes considered.
Often something peculiar happens when queueing systems are empty, contrary
to their working state. Therefore it is not uncommon that this is reflected in the
arrival process (see e.g. Latouche [1]). When the queueing system is empty, an-
other MAP takes over. A MAP with (possibly) different transition probabilities
for the background chain, and arrival probabilities. We will let this behaviour be
captured by the matrix generating function A(0)(z), with (i, j)’th element equal to
∑∞n1,...,nN=0P[a
(0)
1,k = n1, ...,a
(0)
N,k = nN ,φk+1 = j|φk = i]∏Nl=1 znll , where a(0)j,k repre-
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sents the number of type- j customer arrivals during slot k, given that the system is
empty.
There is a lot to say about the equilibrium conditions of such a system. The
only important thing for us is that piAA′(1)1 < 1, which guarantees that the queue
will not grow without bounds. Here piA is the row vector satisfying the invariance
equation piAA(1) = piA and piA1 = 1, and 1 is a column vector with size equal to
that of the background Markov chain with all entries equal to 1. Note that the
matrix A(0)′(1) does not enter into this equilibrium equation because it is related to
transition from the boundary state (level 0). For more information and particulars
we refer to Latouche [1].
In this section, we will be interested in the steady-state vector pgf V(z), of
which the j’th element equals the partial joint pgf E[∏Ni=1 zvii |φ = j]P[φ = j]. Here
vi equals the steady-state number of type-i customers in the system at the beginning
of a random slot, and φ is the state of the background Markov chain during that
random slot in stochastic equilibrium.
Our method consists of two steps, much as in De Clercq [2]. To explain the first
step we need to introduce the concept of the set. A set, like the group introduced in
chapter 3, is a kind of super-customer that represents the collection of customers
that enter the system during a slot. In contrast to the group, sets can contain no
customers. The service time of a set equals the compound service time of all
customers contained in it. A set departure occurs at the moment its service time is
elapsed. It is possible that multiple sets are served after one another, each with a
zero service time. This makes the set-paradigm a little less intuitive to work with
than the group-paradigm, albeit computationally a little more workable.
In what follows, we first determine the steady-state vector pgf W(z) of the
number of sets in the system at set-departure instants, conditioned on the phase of
the background chain when the next set arrived - or will arrive in the case the set
departure leaves the system empty. Note that during the entire duration of an idle
period except for the last slot, each slot harbors an empty set arrival followed by
an immediate set departure (zero service time).
From the vector pgf W(z) we move our observation epoch to random slot
boundaries, which is a tricky operation, due to the background Markov chain of
the arrival process.
5.2.1 Number of sets at set-departure instants
Unlike customers, sets do not have i.i.d. service times. Since these service times
are closely related to the arrival process, one could say sets are served via a Marko-
vian service process. The arrival of sets, is rather simple: each slot, one set enters
the system. Let ek (e(0)k respectively) be the service time of the set that entered the
system during the k’th slot, given the server was busy (idle respectively) during that
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slot. Obviously these two drv’s will be dependent on φk, the phase of the arrival
process at the time of the k’th set arrival. First though, we need a Markov chain,
preferably containing the number of sets in the system at set departure epochs w.
The drv wk+1, the number of sets in the system after the departure of the (k+1)’st
set, is dependent on the number of sets in the system after the previous set de-
parture, wk, and the number of set arrivals during the k’th set service time - or
more accurately the number of slots between the k’th and (k+1)’st set departure.
To determine this number of slots, the service time of the (k+ 1)’st set must be
known. This service time is dependent on φk+1, since the number of type- j cus-
tomer arrivals is dependent on φk+1. The background chain evolves according to
the transition matrices A(1) and A(0)(1), where the choice is made depending on
whether wk > 0 or not. We find
wk+1 = wk−1+ ek+1, wk > 0 ,
wk+1 = e
(0)
k+1, wk = 0 . (5.1)
Where in section 1.3.3.2 we could employ the independence between arrivals
and the current level of the system content, here they are dependent via the back-
ground Markov chain. As we already proposed, it is instructive to use matrix
algebra and search for the steady-state vector pgf W(z), with j’th element equal to
the partial pgf
Wk(z) j =
∞
∑
n=0
znP[wk = n,φk+1 = j] (5.2)
W(z) j = lim
k→∞
Wk(z) j , (5.3)
because in general the number of phases of the background Markov chain is fi-
nite (as we will see in the example discussed in the second part of this chap-
ter). Doing the transformation to the z-domain, we need two extra definitions:
E(z), A(S1(z), ...,SN(z)), and E(0)(z), A(0)(S1(z), ...,SN(z)). This results in
E[zwk+1{φk+2 = j}] =
C
∑
i=1
Wk(0)iE(0)(z)i j +
C
∑
i=1
(Wk(z)i−Wk(0)i)
E(z)i j
z
. (5.4)
After some linear algebra, we arrive at the following vector equation:
W(z)(zI−E(z)) = W(0)(zE(0)(z)−E(z)) . (5.5)
Here the unknown vector W(0) can be found as described in section 1.4.2.1.
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5.2.2 System content at random slot boundaries
For this exercise, namely determining V(z), we can subdivide slots in different
categories. One distinction made involves the busy or idle state of the server during
the slot. When the system is busy, a next distinction can be made on the basis of
which type of customer is being served during the slot, and lastly on the phase
during which the active customer, i.e. the customer in service, entered the system.
We base our calculation on W(z), the pgf of the number of sets in the system
at set departure epochs. When we choose a random slot, and look back to the most
recent set departure epoch, then in general the number of sets left in the system
by this set departure, has a different distribution than w. Our first distinction was
between idle and busy slots. Hence we can ask what the probability is that a
random slot is an idle slot, while the background Markov chain (BGMC) is in
phase l - which is V(0)l . Supposing ergodicity we can assume a large enough trace
to approximate this probability arbitrarily close. The probability V(0)l is given by
the average number of idle slots between two set departures that have the BGMC
in phase l, divided by the mean number of slots between two set departures. The
latter average - when the trace goes to infinity - is given by
C
∑
l=1
[
W(0)l(1+ elE(0)
′
(1)1) + (W(1)−W(0))l (elE ′(1)1)
]
= W(0)(E(0)′(1)−E ′(1)+1)1+W(1)E ′(1)1 , (5.6)
where el stands for the row vector with i’th element equal to 1, if i = l, and 0
otherwise. This equation was obtained by conditioning on the number of sets in
the system, and multiplying it by the mean number of slots it is followed by before
the next set departure, which is different in two cases: no set is left behind (with
probability W(0)1), or at least one set is left behind (with probability (W(1)−
W(0))1). Substituting z = 1 in equation (5.5) we can work out that the above
equation equals W(1)1. Given the normalization condition on W(z) this is 1,
which is not surprising. Given the stochastic equilibrium condition, the number
of sets entering the system will equal the number of sets leaving the system - for
a large enough trace. The number of sets entering the system on the other hand
equals the number of slots in the trace.
The average number of idle slots between two set departures that have the
BGMC in phase l is plain and simply the definition of W(0)l . Hence we obtain
the simple equation
V(0) = W(0) . (5.7)
It gets more interesting when our randomly chosen slot is not idle, but busy.
We will only look into the case where the number of sets left behind by the most
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Figure 5.1: The total number of type- j customers in the queue consists of the oldest r j
customers in the queue, plus all the type- j customers that have arrived in the wˆt −1+ f
slots between the former’s arrival slot and the randomly chosen slot.
recent set departure is positive. The case for that drv to be 0, is analogue.
Let the customer being served during our random slot, i.e. the active customer,
be of type t, and let the phase the system was in when the set in service during
our random slot, i.e., the active set, entered the system be phase i. In general we
can write the number of type- j customers in the system at the beginning of this
random slot, v j, as
v j = r j +
wˆt−1+ f
∑
n=1
a j,n . (5.8)
Here the terms on the right hand side are in chronological order - i.e. the
customers who arrived first are added first; see also Fig. 5.1. The drv r j represents
the number of type- j customers still in the system at the beginning of the tagged
slot that are part of the active set. The drv f stands for the number of slots between
the tagged slot and the most recent set departure. The customers entering the
system during these f slots are among the newest customers in the system. Lastly,
wˆt −1 represents the number of sets in the system at the most recent set departure,
excluding the active set - of which only r j type- j customers remain. The type- j
customers in these sets can be obtained from the arrival process taking into account
the phase the system was in when they arrived.
Obtaining the partial vector joint pgf of wˆt−1+ f and all r j - with l’th element
pertaining to the phase the system was in when the set next to be served (after the
active set) entered the system - proves to be some dirty math but a necessary step
nonetheless. Let Wn represent the vector with l’th element P[w = n,φ = l]. Then
it can be proven that the partial vector joint pgf Ht(x,z) , E[xwˆt−1+ f ∏Nl=1 zrll ], is
given by
Ht(x,z) = zt ∑
n>0
Wn
˜At(x,z)− ˜At−1(x,z)
St(x)− zt
St(x)−1
x−1
xn−1 . (5.9)
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Here ˜At(x,z) is defined as the matrix joint pgf A(S1(x), ...,St(x),zt+1, ...,zN).
Note that this expression is not dependent on z1 through zt−1. Important to stress
is the order of multiplication, especially when we are interested in the joint pgf of
the number of customers of each type in the system at the beginning of a random
slot, conditioned on the type of the customer in service during that slot, ˆVt(z).
When we substitute x by the matrix pgf A(z) (every of the wˆt −1+ f slots brings
forth some customers according to the matrix pgf A(z)), we need to be sure to post
multiply with Ht(A(z),z). Let us therefore define A(k) as the matrix with (i, j)’th
element equal to P[a1 = k1, ...,aN = kN ,φk+1 = j|φk = i], where we assumed k to
be the parameter list (k1, ...,kN). When we substitute the argument x by A(z) in
the matrix function ˜At(x,z), we mean
˜At(x,z)
∣∣∣
x=A(z)
=
∞
∑
k1,...,kN=0
A(k)
(
t
∏
l=1
Sl(A(z))kl
)
N
∏
l=t+1
z
kl
l . (5.10)
We find
ˆVt(z) = zt ∑
n>0
Wn( ˜At(A(z),z)− ˜At−1(A(z),z))(St(A(z))− ztI)−1
× (St(A(z))− I)(A(z)− I)−1A(z)n−1 . (5.11)
Analogously for busy slots for which the most recent set departure leaves the
system empty, we find
ˆV(0)t (z) = ztW0( ˜A
(0)
t (A(z),z)− ˜A
(0)
t−1(A(z),z))(St(A(z))− ztI)
−1
× (St(A(z))− I)(A(z)− I)−1 . (5.12)
We use the same definition for ˜A(0)t (A(z),z) as for ˜At(A(z),z), with the ex-
ception that A(k) is replaced by A(0)(k) - not the ones implicit in Sl(A(z)). Our
sought-after vector generating function then becomes
V(z) = W(0)+
N
∑
t=1
(
ˆV(0)t (z)+ ˆVt(z)
)
. (5.13)
Except for some specific cases, where the structure of the BGMC can be used
to simplify this expression, the above result is not very practical in use. One more
or less trivial example, is the example where A(z) = A(0)(z) and the BGMC has
dimension 1. This returns the question to the original question of slot-bound pri-
ority. We calculated the delay in chapter 2, and its system content, pgf albeit for
N = 2, in chapter 3 and De Clercq [2], using two different techniques, the latter of
which was shortly summarized here. For general N though, the pgf (now regular
pgf instead of vector pgf) is given by
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V (z) = (1−ρ)
(
1+
N
∑
t=1
zt
St(A(z))−1
zt −St(A(z))
˜At(A(z),z)− ˜At−1(A(z),z)
˜AN(A(z),z)−A(z)
)
. (5.14)
This result closely resembles equation (6.22) except for the last factor. As do
the results, so do the techniques used to obtain them. The difficulty in chapter 6 lies
in the random ordering of customers that arrive during the same slot, as opposed
to neatly ordered customers according to priority type in the slot-bound priority
case. The above result was not published but is a natural and trivial generalization
of that found in De Clercq [3].
5.3 An example: The Optical Queue
In chapter 4 we studied an optical queue. In this optical queue we made a distinc-
tion between work in the queue, and voids created by arriving bursts, during which
no bursts can be served due to the nature of the infrastructure of an optical buffer
using FDLs. We obtained an expression for the number of units work in the system
at the beginning of a random slot. In this section, we consider the same system,
but ask the question whether we can obtain the joint pgf of the number of units
work in the system, and the number of units ‘void-work’ in the system. Using the
above result we can even get the horizon (see later for its specific definition) for
free.
This is the interpretation we give in order to use the general result obtained
above. The burst sizes are i.i.d. and have pgf B(z). Since we are interested in
the units of work in the system, we can see every unit of work as a customer with
service time 1 and B(z) as the pgf of the number of customer arrivals in a random
slot. When this number of arrivals is not zero, a void will be created to align the
incoming burst so that its waiting time is a multiple of the so-called granularity
which we will symbolize by D > 0. The size of this void is dependent on the
system state, and hence is not i.i.d. from slot to slot.
We need to introduce the horizon to continue the discussion. At any point in
time, the horizon is the number of slots it would take the system to reach the idle
state, should no new bursts enter the system. No matter when a burst arrives in
an empty system, no units of void-work will enter with it - because 0 is already a
multiple of D. When a burst enters a busy system, it is pre-empted by that many
units of void-work that are necessary to give this burst a waiting time equal to a
multiple of D. This alternate behaviour in case of idle and busy slots is precisely
why, earlier, we adopted A(z) and A(0)(z). For more information on the optical
queue we refer to Rogiest [4].
Let hk be the horizon at the beginning of slot k, vk the units void-work entering
the system during slot k, and bk the units regular or burst-work entering the system
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during slot k – bk = 0 when no burst enters the system during slot k. Next we are
interested in the joint pgf of the units of void-work (uv,k), and burst-work (ub,k)
in the system at the start of slot k. Since void-work is always serviced before
burst-work that arrived during the same slot, we can see units void-work as type-
1 customers (high-priority customers), and units burst-work as type-2 customers
(low-priority customers). The slot-bound priority principle applies in that units of
work (voids or bursts) are served in the order they arrive in when they arrive during
different slots.
Since voids are not created independently of the system state, we create a
BGMC. For generality we omit the trivial case D = 1. Our choice for the state
of the BGMC φk during slot k, will be the number of void-slots created should a
burst arrive during slot k. In symbols:
φk = D
⌈hk−1
D
⌉
− (hk−1)+
hk+1 = (hk−1)++ vk +bk . (5.15)
Summarizing, to draw a parallel with the previous section, we have that N = 2,
bk = a2,k, vk = a1,k, and all service times are deterministic - i.e. s j = 1 or S j(z) =
z, ∀ j. The state φk can take any of the values in {0, ...,D− 1}. We are left to
determine the two matrix pgfs A(z1,z2) and A(0)(z1,z2). Because of our choice of
the BGMC, the i’th row of either of the previous two matrix pgfs will be a vector
function of z2, multiplied by zi1 plus a constant vector (in case no bursts arrive).
Note that the BGMC during idle periods is always in state 0. Nevertheless
when a burst arrives, it can evolve to a different state, in which case we enter a
busy period. Needless to say the rank of A(0)(z1,z2) will be 1 regardless of D.
Since the state is always 0 during an idle period, our choice for A(0)i, j (z1,z2), i > 0,
does not really matter. To be consistent with the remark that the i’th row is a
multiple of zi1 plus a constant, we choose A
(0)
i, j (z1,z2) = 0, i = 1, ...,D− 1. Next,
with b( j) the probability that a burst has size j, we have
A(0)0,0(z1,z2) = b(0)+
∞
∑
k=0
b(kD+1)zkD+12 =
1
D
D−1
∑
k=0
ε−1k B(z2εk)+B(0) ,
A(0)0,1(z1,z2) =
∞
∑
k=1
b(kD)zkD2 =
1
D
D−1
∑
k=0
B(z2εk)−B(0) ,
A(0)0,i (z1,z2) =
∞
∑
k=1
b(kD− i+1)zkD−i+12 =
1
D
D−1
∑
k=0
ε j−1k B(z2εk) , 1 < i < D ,
(5.16)
where εk is any primitive D’th root of unity to the power k. The busy periods
are more interesting in that the matrix pgf A(z1,z2) is an actual function of z1 too
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(contrary to A(0)(z1,z2)) - i.e. voids are created, but only when a burst arrives.
When no bursts arrive, certainly no voids are created, and we find
Ai, j(0,0) = B(0), when ( j− i) mod D = 1, and 0 otherwise. (5.17)
Supposing there is a burst arrival, a void of size φk will be created. Therefore,
the i’th row of A(z1,z2)−A(0,0) will be its first row - which is not a function of z1
- times zi1. We are now only stuck with finding the first row of this matrix pgf. To
find the phase our BGMC will evolve to next, we need to know the units of void-
work that would be created in a next slot if there were a burst arrival. When only
one unit of work enters the system (with probability b(1)), the phase will evolve to
0. The same can be said for when one plus any multiple of D units of work enter
the system. And then two units of work plus any multiple of D, and so on. We find
A0,0(z1,z2)−A0,0(0,0) =
∞
∑
k=0
b(kD+1)zkD+1 ,
A0,i(z2,z2)−A0,1(0,0) = A(0)0,i(z1,z2), 1≤ i < D . (5.18)
This last equation was derived by noticing that the system behaves identical
when it is idle or busy but no voids are created, with the only exception being
when no burst enters the system.
When one is only interested in the joint pgf of the units of burst-work and void-
work in the system at the beginning of a random slot, it suffices to right multiply
the obtained vector pgf V(z1,z2) with 1.
5.4 Conclusions
In this chapter we combined some of the techniques used in the rest of the chap-
ters, to develop an idea involving optical queueing systems - the last example that
was coined in chapter 4. In essence this chapter delivers the joint pgf of the work
due to bursts and wasted time due to voids at the start of a random slot. It does
so by applying the slot-bound priority principle (see chapters 2 and 3), and using
the method of embedded points (set departures) also elaborated on in chapter 6. It
differs from the system presented in chapters 2 and 3, by the nature of the arrival
process which is Markovian, with adjusted arrivals at level 0. Unlike in chapter
7, we cannot exploit the structure of the arrival process to simplify the search for
the boundary vector, but rely on the standard method presented in the introduction
to this thesis. It is however possible that the specific structure might be exploited
in the example of optical queues. In chapters 3, 6, and 7, we used the concept of
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groups, which in chapter 8, and this chapter became the sets. The difference is mi-
nor. Where the groups are conceptually easier to understand, sets are algebraically
easier to work with (no special treatment for empty sets).
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6
A multi-class discrete-time queueing
system under the FCFS service
discipline
“You know that children are growing up when they start asking
questions that have answers.”
– John J. Plomp
results in this chapter were published in Annals of Operations Research. Vol.
202, Issue 1, p.59-73, 2013.
Abstract. The problem with the FCFS server discipline in discrete-time queue-
ing systems is that it does not actually specify what happens if multiple customers
enter the system at the same time, which in the discrete-time paradigm translates
into ‘during the same time slot’. In other words, it doesn’t specify in which or-
der such customers are served. When we consider multiple types of customers,
each requiring service times with different distributions, the precise order of ser-
vice even starts to affect quantities such as queue content and delays of arbitrary
customers, so specifying this order will be prime. In this chapter we study a multi-
class discrete-time queueing system with a general independent arrival process and
generally distributed service times. The service discipline is FCFS and customers
entering during the same time slot are served in random order. It will be our goal to
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search for the steady-state distributions of the queue content and delays of certain
types of customers. If one thinks of the time slot as a continuous but bounded time
period, the random order of service is equivalent to FCFS if different customers
have different arrival epochs within this time slot and if the arrival epochs are in-
dependent of the customer class. For this reason we propose two distinct ways of
analysing; one utilizing permutations, the other considering a slot as a bounded
continuous time frame.
6.1 Introduction
In some queueing systems, specific types of entering customers require different
treatment as compared to other types of customers. To model this such that it is an-
alytically tractable, traditionally customer classes are introduced. Customers per-
taining to different classes enjoy different treatments by the system. These range
from preferential treatment as in HoL-priority (see for instance Walraevens [1]),
or not being booted from a partially shared buffer (see for instance Fiems [2]), to
just having different service times.
When introducing multiple customer classes, a whole spectrum of different
queueing behaviours can be modelled, and yet this chapter focuses on one of the
most basic of all since it has not been considered before in the related literature.
We introduce a discrete-time queueing system in which customers pertaining to
N different classes enter. They are all served on a FCFS basis, regardless of their
type. When multiple customers enter the system during the same slot, and es-
pecially when multiple customers pertaining to different classes enter the system
during the same slot, the customers are served in random order. Since they all en-
tered simultaneously, it isn’t specified by FCFS what order they should be served
in, so this random-order rule doesn’t counteract FCFS. There are of course other
orders in which simultaneously entering customers can be served in, such as serv-
ing them per class, in which case customers of the first class are served first and so
on (see for instance De Clercq [3] or chapters 2 and 3, or even 5).
Service-time distributions highly affect the complexity of the analysis of this
type of multi-class queueing system. It is often seen that deterministic service
times equal to a single slot are used in order to ease the analysis of the sys-
tem at hand (e.g. in Fiems [2] or Stavrakakis [4]) while still being applicable,
since it models for instance fixed-size packets. Another service-time distribution
that is frequently adopted is the geometric distribution, which reduces the analy-
sis’ complexity due to its memoryless nature (e.g. in Ndreca [5]). Our approach
in this chapter however allows us to obtain results for generally distributed i.i.d.
class-dependent service times. Furthermore we will assume a general independent
CHAPTER 6 6-3
(GI) arrival process (i.e. generally distributed batch sizes, independent from slot
to slot), which is a fairly common assumption in discrete-time queueing systems
(Bruneel [6], Walraevens [1], Stavrakakis [4], Ndreca [5]), since the exact nature
of the arrival process beyond being i.i.d. from slot to slot has, apart from some
pathological cases, little or no impact on the complexity of the analysis. Also
in the study of buffers in telecommunication networks with alternative schedul-
ing mechanisms (other than single-class FCFS), a GI arrival process is assumed,
because correlated arrivals more often than not add a layer of complexity to the
buffer’s analysis (see e.g. Bruneel [7], Takagi [8], Kleinrock [9]).
In the related literature, multi-class systems may be looked upon as having
multiple arrival streams with different characteristics (e.g. Masuyama [10], Takine
[11]) or servicing multiple types of customers/fluids (e.g. He [12], Kulkarni
[13]). Masuyama [10] analysed a system much like the one considered here, in a
continuous-time setting with multiple batch Markovian arrival streams and batches
consisting of customers of the same type, whereas our discrete-time model allows
batches containing customers of different types. The references indicated above
assume a continuous-time setting. A number of contributions have also been made
regarding multi-class systems in discrete-time, mostly in combination with some
sort of priority rule (e.g. Walraevens [1], Fiems [2], Ndreca [5]), or gated prior-
ity (e.g. Stavrakakis [4]). There are some results for discrete-time FCFS-based
systems with multiple types of customers as well, as can be seen, for instance, in
VanHoudt [14], where the customer delay distributions are studied, based on the
total amount of work in the system, for the specific case of MMAP[K]/PH[K]/1,
and where the arrival process is generalised to include batch arrivals. In our model
however, we study the queue content distributions, which is a vastly different task
as a result of the indiscriminatory FCFS policy we introduced.
Interestingly, when trying to determine the joint probability generating func-
tion of the numbers of customers of each type in the queueing system, under the
FCFS policy described above in discrete time, one encounters the same intricate
problem as Takine [11] mentioned having in its analysis of a multi-class FCFS sys-
tem with class-dependent non-exponential interarrival times in continuous time:
“It is widely recognised that the queue length distribution in a FCFS queue with
multiple non-Poissonian arrival streams having different service-time distributions
is very hard to analyse, since we have to keep track of the complete order of cus-
tomers in the queue to describe the queue length dynamics”. We will see that under
the assumption of GI arrivals, our approach will suffice to deliver a discrete-time
solution to this problem.
The remainder of the chapter is organised as follows. In the next section, we
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present a mathematical model of the system. Next, we derive a steady-state expres-
sion for the joint probability generating function (pgf) of the numbers of customers
of each type in the system, starting from some embedded points. We intuitively
explain every term found in the main result and derive thereof a second technique
to analyse the system. We use this technique to derive the pgf of the delay that
a random type- j customer experiences. From the obtained pgfs, we subsequently
derive expressions for the mean values of the corresponding random variables, and
determine their tail probabilities, before concluding this chapter.
6.2 Model, Definitions, and Preliminary Results
We will analyse a single-server FCFS discrete-time queueing system, in which
customers pertaining to N types arrive according to a GI arrival process.
With a j,n we denote the number of type- j customers entering the system during
slot n. For our model we use a general independent arrival process, meaning the
series of discrete random vectors (a1,n,a2,n, . . . ,aN,n) are i.i.d. for different values
of n, with joint probability generating function A(z) = E[∏Nj=1 za jj ] (in which z is
shorthand for (z1,z2, . . . ,zN)), which is independent of n, the slot index. Note that
this model incorporates correlation between the numbers of customers of different
types entering the system during the same slot. Also, when batches of more than
one customer enter the system during a slot, and more interestingly, of more than
one customer type, they are served in random order. Take for instance that during
a slot, a batch of 3 type-1 customers and 2 type-2 customers enters the system.
Then there are exactly 10 possible orderings in which they can be served. Each of
these orderings occur with equal probability. Note that this model prioritises none
of the N classes over any other class. The order in which customers of the same
type are served is only required to be independent of their service times.
We assume that a random customer of type- j enjoys a service time consisting
of s j slots (in which s j is a discrete random variable (drv) with pgf S j(z)), which is
therefore independent of any of the other system-related events. This model allows
for generally distributed service times and allows service times for different types
of customers to have different service-time distributions.
With λ j = E[a j] we indicate the average number of type- j customers entering
the system during a random slot. The average length of a service time of a random
type- j customer is given by E[s j] = µ j. Thus, the average time the server spends
serving the type- j customers that enter the system during a random slot (= ρ j) is
proportional to both of the previous moments – i.e. ρ j = λ jµ j. Since during the
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service time of a type- j customer no customer of type u (u 6= j) can be served, we
can safely say that the time the server is busy amounts to ρ = ∑Nj=1 ρ j. Logically
seen, ρ can also be interpreted as the fraction of time the server is serving a cus-
tomer, or even the probability the system is not empty, since whenever the system
contains a customer, the server must be serving a customer. Being a fraction, the
obvious upper limit is given by ρ < 1. Furthermore ρ < 1 is necessary and suffi-
cient to claim stochastic equilibrium for the system we are investigating.
In the trivial case N = 1 (only one type of customers), an expression has already
been obtained for the pgf of the steady-state distribution of the system content just
after the departure of an arbitrary (type-1) customer, for example in Bruneel [6].
Let Vd(z) denote this pgf. With A(z) the pgf of the number of customer arrivals
during a random slot and S(z) the pgf of the service time of a random customer,
Vd(z) is given by
Vd(z) = (1−A′(1)S′(1))
(A(z)−1)SA(z)
A′(1)(z−SA(z))
. (6.1)
To avoid using more parenthesis than can be comfortably read, we use the nota-
tion XY (z) for X(Y (z)) where X(.) and Y (.) represent pgfs (possibly multivariate),
provided that no confusion is possible. As we will see later on, the above result
can be used as a first step to successfully obtain the pgf V (z) of v, the number of
customers in the discrete-time MX /G/1 queueing system in regime at the beginning
of a random slot. More generally, it will be demonstrated that this is also the first
step in successfully obtaining V (z) = E[∏Nj=1 z
v j
j ], the joint pgf of the numbers of
customers from each type separately in the system in regime, at the beginning of a
random slot. To use this result we must first introduce some terminology.
More concretely, we will denote by ‘group’, the collection of all customers
entering the system during a random slot, given that at least one customer entered
the system during that slot. We say that a group enters the system during a slot,
whenever one or more customers enter the system during that slot, and no group
enters it when during that slot no customers arrive. Because of the i.i.d. arrival
process of customers, the arrival process of groups into the system is also i.i.d..
Since each slot, at most 1 group can enter the system, we can also say that the
group arrival process follows a Bernoulli distribution with parameter (1−A(0)) –
with 0 an N-dimensional vector with all entries equal to 0. We shall indicate with
the drv ag,n (with pgf Ag(z)), the number of groups entering the system during
slot n. Furthermore, the service time of a group is the combined service time of
all the customers in it. Hence, a group leaves the system when its last customer
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does. Let us denote this group service time by the drv sg = ∑Nj=1 ∑
b j
i=1 s j,i (with
pgf Sg(z)), where we used the notation b j for the number of type- j customers in
that group, and where s j,i is the service time of the i’th type- j customer of this
group. The number of type- j customers in an arbitrary group is the number of
type- j customers entering the system during an arbitrary slot, given that at least
one customer of any type arrived during that slot. Summarizing, we find:
Ag(z) = A(0)+(1−A(0))z (6.2)
B(z) = E[
N
∏
j=1
z
b j
j ] =
A(z)−A(0)
1−A(0) (6.3)
Sg(z) = B(S(z)) , (6.4)
in which S(z) is an N-dimensional vector function with the j-th entry equal to
S j(z). We can now follow the queueing of groups in the system as if they were
typeless customers (meta-customers). Note that groups, as is the case for cus-
tomers, are served in a FCFS order and because the arrival process of groups is
Bernoulli, there are no order issues for groups entering the system during the same
slot.
The pgf Wd(z) of wd , defined as the number of groups left behind in the system
by the departure of a random group, can now be obtained by invoking (6.1) and
apply it to the group-based system we just introduced (i.e., substitute A(z) by Ag(z)
and S(z) by Sg(z) respectively). After some algebraic simplifications we arrive at
Wd(z) = (1−ρ)
(
1+ z
SgAg(z)−1
z−SgAg(z)
)
, (6.5)
in which we used the property that A′g(1)S′g(1) = ∑Nj=1 λ jµ j = ρ. Note that this
concept of groups was previously also used in Stavrakakis [4] in a different setting
than ours, and will enable us to further analyse the N-class FCFS system under
consideration.
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6.3 Analysis of the System Content
The main part of this chapter will focus on the derivation of an expression for the
joint pgf of the drv’s v j, 1≤ j ≤ N, indicating the number of type- j customers in
the system at random slot boundaries, V (z) = E[∏Nj=1 z
v j
j ]. Roughly speaking there
are two major problems that must be overcome by the given approach. One at-
tempts to draw a relation between wd , of which the pgf is already known and given
by (6.5), and v j, the drv of interest to us. The second is a combinatorial problem
dealing with the specific order in which customers of different types entering the
system during the same slot are added to the queue, which will be specified further.
6.3.1 A relation between groups and customers
Since v j is observed at the beginning of a random slot and wd at the beginning of
the slot succeeding a random group’s departure, one cannot directly relate them
to one another. Let therefore w∗d be the number of groups in the system after the
most recent group departure preceding a randomly chosen slot. We will call this
random slot ‘slot I’, and the group that is being served during slot I ‘group K’ (if
applicable), for ease of reference. Notice that with the above definition of w∗d , the
distribution of this drv is not the same as wd’s, since we obtained the former by
selecting a random slot, and the latter by selecting a random group (departure).
When slot I is an idle slot then v j = 0, ∀ j ∈ {1, . . . ,N}. If however slot I falls in a
busy period, we have that
P[wd = m] = P[w
∗
d = m|vT > 0], m≥ 0 , (6.6)
where we used vT = ∑Nj=1 v j – i.e. the condition states that slot I falls in a busy
period. The above equation holds since the group’s service time in which slot I
falls is independent of w∗d . Multiplying the left and right hand sides of equation
(6.6) with zm and summing over all m, we obtain:
Wd(z) = E[zw
∗
d |vT > 0] . (6.7)
The number of type- j customers v j in the system at the beginning of slot I
can be divided into three parts. First, we count the oldest type- j customers in the
queue. These are the type- j customers in group K, that are still in the system at the
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Figure 6.1: Detail of group K’s service time. The figure assumes w∗d > 0.
beginning of slot I, which we will denote by r j. Note that if group K’s service has
already been initiated, this number r j might be less than group K’s initial type- j
population.
Next are the type- j customers in the system that entered the system after group
K’s arrival slot, but before its service starts. When group K entered the system
during an idle period (iff w∗d = 0), there are no such customers. Conversely, when
group K entered the system during a busy period (iff w∗d > 0), then the most recent
group departure prior to slot I exactly coincides with group K’s service initiation.
Because groups are served FCFS, these customers are contained in the w∗d − 1
groups found in the system at the start of group K’s service time, excluding group
K itself. The number of customers of type j in each of these groups are i.i.d. drv’s
with the same distribution as b j.
Lastly let f be the number of slots between group K’s service initiation and
slot I (see also Figure 6.1). The type- j customers that enter the system during this
period are not accounted for in the first two parts, and thus we obtain
v j =
(w∗d−1)
+
∑
i=1
b j,i +
f
∑
i=1
a j,i + r j, if vT > 0, (6.8)
in which the condition enforces a random busy slot I. The second indices of a j,i
and b j,i are enumeration indices to indicate that we are working with i.i.d. drv’s.
When we try to convert (6.8) to the z-domain, we can make good use of the inde-
pendence of the arrival-process-related drv’s (namely all a j,i’s and b j,i’s), as well
as the independence between w∗d and the group-K specific drv’s, f and r j. These
last drv’s, f and all r j’s, however are in general not independent of one another
and the determination of their joint pgf will be the subject of the second part of our
analysis. So let us define
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H(x,z), E[
N
∏
j=1
x
r j
j z
f ], (6.9)
in which x is an N-dimensional vector with j-th entry equal to x j. Now making
use of (6.7), we can write the joint z-transform of (6.8) as
V (z)−V (0)
1−V (0) =
Wd(0)(B(z)−1)+WdB(z)
B(z)
H(z,A(z)). (6.10)
6.3.2 Random order within groups
We define customer c as the customer that is being served during slot I, and TI as
its type. We determine the joint pgf of r1 through rN and f by further conditioning
these drv’s on group K’s setup (the number of customers of each type in it and
their respective service times), and TI . In doing so, we need to be aware of the fact
that group K’s setup is not that of an arbitrary group, precisely because group K
was selected by selecting a random slot. Groups with larger service times will be
more likely to occur as group K, than groups with smaller service times. This is
why we opt to denote the number of type- j customers in group K by b∗j (instead of
b j) and the service time of the i-th type- j customer in it by s∗j,i.
We symbolise the event (b∗1 = k1, . . . ,b∗N = kN) with B∗. Likewise we sym-
bolise the event (s∗1,1 = j1,1, . . . ,s∗N,kN = jN,kN ) with S∗ and (r1 = i1, . . . ,rN = iN)
with R. In many cases P[ f = m,R,B∗,S∗,TI = t] will equal 0, simply because
the events are impossible to combine. For one, it is trivial to see that 0 ≤ il ≤ kl ,
∀l ∈ {1, . . . ,N}, and it > 0 because customer c is not yet served at the start of slot
I. Since the probability of the combined event is far too complicated to work with,
we divide it into conditioned probabilities.
First, we note that under B∗ and R, customer c is the ∑Nl=1(kl − il)+ 1’st cus-
tomer of group K to be served and hence under S∗, slot I is confined within its
service time. This service time is the kt − it + 1’st service time of type-t under
TI = t, which is equal to jt,kt−it+1. Formally:
α ,
N
∑
l=1
kl−il∑
i=1
jl,i
ω , α+ jt,kt−it+1 ,
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P[ f = m|R,B∗,S∗,TI = t] = j−1t,kt−it+1,
if α≤ m < ω, 0≤ il ≤ kl , and it > 0. (6.11)
Determining P[R|B∗,S∗,TI = t] is somewhat more involved. For our group ser-
vice policy, we selected random order. All customers that arrived during the same
slot (i.e. that are part of the same group and in particular group K) can therefore
be served in any order with equal probability. It is however not possible to select
a customer of type t for each ordering of customers within this group, such that
r j type- j customers remain in the system during its service, for all j ∈ {1, . . . ,N}.
When it is possible to select such a type-t customer, only jt,kt−it+1 out of ∑kti=1 jt,i
slots (from which slot I is randomly chosen) will satisfy the event R.
A necessary and sufficient condition for a random ordering to be able to pro-
duce R (by selecting a type-t customer), is that i j type- j customers are scheduled
to be served among the ∑ j i j last customers in group K, and the first of those cus-
tomers is of type t, namely our customer c. The second factor in the formula be-
low represents the probability that when randomly selecting ∑ j i j customers from
among the ∑ j k j customers in group K, we will have selected exactly i j type- j
customers, for each j ∈ {1, . . . ,N}. This is a known problem which essentially
boils down to a combinatorial counting problem, and its solution is given by the
multivariate hypergeometric distribution. We added the third factor to represent
the probability that the first among these ∑ j i j customers is of type t. Concluding
we find:
P[R | B∗,S∗,TI = t] =
jt,kt−it+1
∑kti=1 jt,i
×
∏ j
(k j
i j
)
(∑ j k j
∑ j i j
) it∑ j i j . (6.12)
Next, P[B∗,S∗|TI = t] is a manifestation of the renewal paradox. For more in-
formation on the renewal paradox we refer to Kleinrock [9] and Mitrani [15]. Slot
I was randomly chosen among slots in service times of type-t customers (TI = t),
and thus this probability will be proportional to the number of such slots in group
K’s service time, aside from the probability that a random group satisfies B∗ and
S∗, yielding
P[B∗,S∗|TI = t] =
∑ktn=1 jt,n
λt
1−A(0)S
′
t(1)
P[b1 = k1, . . . ,bN = kN ]
N
∏
l=1
kl∏
n=1
sl( jl,n). (6.13)
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The constant in the denominator is a normalization constant and we used sl(n) ,
P[sl = n].
Finally, observing that ρt is the probability that a type-t customer is being
served during a random slot, and ρ, as we already mentioned in section 6.2, the
probability that the slot falls in a busy period, we get
P[TI = t] =
ρt
ρ . (6.14)
We now possess all the required knowledge to determine the probability of the
combined events discussed above. Combining (6.11)-(6.14), we find
P[ f = m,R,B∗,S∗,TI = t] = 1ρ
∏ j
(k j
i j
)
(∑ j k j
∑ j i j
) it∑ j i j a(k1, . . . ,kN)
N
∏
l=1
kl∏
n=1
sl( jl,n) , (6.15)
in which we used
a(k1, . . . ,kN)
4
= P[a1 = k1, . . . ,aN = kN ]
= (1−A(0))P[b1 = k1, . . . ,bN = kN ], (6.16)
as the joint distribution function describing our i.i.d. arrival process.
Now that we know this much, let us return to the original question. We were
looking for an expression for H(x,z), the joint pgf of the drv’s r1 through rN and
f . It seems handier to condition this pgf on the type of customer c and therefore
we will define
Ht(x,z)
4
= E[z f ∏
l
x
rl
l |TI = t]P[TI = t] (6.17)
=
+∞
∑
i1=0
· · ·
+∞
∑
iN=0
+∞
∑
m=0
zm ∏
l
x
il
l P[ f = m,r1 = i1, . . . ,rN = iN ,TI = t], (6.18)
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from which H(x,z) follows as we sum over all t as can be readily seen from the
definition given above. Substituting the probability by (6.15), where we need to
sum over all B∗ and S∗, we can rewrite this partial pgf as follows:
Ht(x,z) = ∑
k1,...,kN
k1∑
i1=0
· · ·
kN∑
iN=0
1
ρ
∏ j
(k j
i j
)
(∑ j k j
∑ j i j
) it∑ j i j a(k1, . . . ,kN)
∑
j1,1,..., jN,kN≥1
∏
l
x
il
l
kl∏
n=1
sl( jl,n)
ω−1
∑
m=α
zm
= ∑
k1,...,kN
a(k1, . . . ,kN)
k1∑
i1=0
x
i1
1 S1(z)
k1−i1 · · ·
kN∑
iN=0
x
iN
N SN(z)
kN−iN
1
ρ
∏ j
(k j
i j
)
(∑ j k j
∑ j i j
) it∑ j i j St(z)−1z−1 .
A summation of this kind of binomial product is hard to write in a closed form,
but we can rewrite it so that we can distribute it among the summations over the
different il . This way, each of the different summations can be handled separately.
Notice that the following relation holds:
1
∑ j i j
(∑ j k j
∑ j i j
)−1
= B(∑
j
i j,∑
j
(k j− i j)+1)
=
∫ 1
0
∏
j
(ui j(1−u)k j−i j) du
u
, (6.19)
in which the two-dimensional B(x,y) represents the Beta function, not to be con-
fused with the pgf of a random group’s content, defined in the previous section.
After simplifying the expression for Ht(x,z) we find:
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Ht(x,z) =
∫ 1
0
∑
k1,...,kN
a(k1, . . . ,kN)
k1∑
i1=0
(
k1
i1
)
(x1u)
i1(S1(z)(1−u))k1−i1 . . .
· · ·
kN∑
iN=0
(
kN
iN
)
(xNu)
iN (SN(z)(1−u))kN−iN it
du
u
St(z)−1
ρ(z−1) .
The sums over all i j are independent of one another and we can thus see the bi-
nomial identity in this equation N−1 times in all sums except for the one over it .
The latter sum can be rewritten as
kt∑
it=0
(
kt
it
)
itu−1(xtu)it (St(z)(1−u))kt−it = xtkt (xtu+St(z)(1−u))kt−1. (6.20)
With the notations
gi(x,z,u), xu+Si(z)(1−u)
g(x,z,u), (g1(x1,z,u), . . . ,gN(xN ,z,u)),
we can further simplify our partial generating function:
Ht(x,z) =
∫ 1
0
∑
k1,...,kN
a(k1, . . . ,kN)∏
l 6=t
gl(xl ,z,u)kl
xtkt gt(xt ,z,u)kt−1 du
St(z)−1
ρ(z−1)
= xt
St(z)−1
ρ(z−1)
∫ 1
0
∂
∂zt
A(z)|z=g(x,z,u)du .
As a check on our result we can see that Ht(1,1) = ρt/ρ (with 1 an N-
dimensional vector with all entries equal to 1), and thus
6-14 MULTI-CLASS FCFS SCHEDULING
H(x,z) =
N
∑
t=1
xt
St(z)−1
ρ(z−1)
∫ 1
0
∂
∂zt
A(z)|z=g(x,z,u)du , (6.21)
is normalised.
6.3.3 Main result
Substituting what we found for H(x,z) into (6.10) and after some tedious deriva-
tions, we obtain the final result:
V (z) = (1−ρ)
(
1+
N
∑
t=1
zt
StA(z)−1
B(z)−SgA(z)
∫ 1
0
∂B(x)
∂xt
|x=g(z,A(z),u)du
)
. (6.22)
When N = 1, our system simplifies to a classless FCFS queue for which the
order of service of customers within groups is irrelevant. Results for the pgf of the
queue content of such a system are known. When we simplify the above formula
we retrieve this pgf, which is also obtained for example in Bruneel [6]:
V (z) = (1−ρ)
(
1+ zSA(z)−1
z−SA(z)
)
, (6.23)
where we dropped the type-indices t since there is only one type.
An important trait about (6.22) is that V (z) is a symmetrical function. This ef-
fectively means that if you switch the roles of two customer classes, – i.e. classes
i and j – the joint distribution function of the numbers of customers of each type
in the system at the beginning of an arbitrary slot is unaffected. This is intuitively
very clear, but nonetheless an important check on our results. Such a trait was for
instance absent from the model presented in chapter 3 (see also De Clercq [3]). In
this chapter a result was obtained only differing from (6.22) in the integral factor,
which is therein replaced by a factor representing the slot-bound priority principle.
The pgf of the total amount of customers in the system at the beginning of
a random slot, E[zvT ], can be calculated from (6.22) by substituting all z j by z.
One might think that substituting S(z) in (6.23) by the convex combination of all
S j(z) – i.e. ∑ j λ jS j(z)/∑ j λ j – and A(z) by A(z, . . . ,z) also gives an answer to
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this question. Clearly the two expressions for V (z) that one obtains are not the
same. The reasons behind this are manifold. For one, the type of the customer
that is served during a random slot, might hold information about part of the queue
content (when for instance certain types of customers only enter in batches). On
the other hand, in the single-class system, the service-time distribution is selected
as an independent Bernoulli experiment for each customer anew, and doesn’t hold
any information unlike the previous case. The conditions for these two pgfs to
be the same however are non-trivial. Assuming N independent Poissonian ar-
rival streams, or only allowing one customer arrival per slot, or demanding equal
service-time distributions for all types, would satisfy these conditions.
We can understand the formula for Ht(x,z) better when zooming in on all the
parts making it up. By minor calculations, one can find that the joint pgf of the
numbers of customers of each type entering the system during the same slot as a
randomly selected type-t customer (excluding this one type-t customer) is given
by 1λt
∂
∂zt A(z). So group K consists of all these customers and customer c, which is
not counted (yet).
Now let us assume that a fraction 1−u of group K’s service period has already
elapsed by the beginning of slot I. Then according to our arbitrary ordering princi-
ple explained in the previous section, it is intuitively clear that a random customer
in group K (6= customer c), will with probability u still be in the queue, and with
probability 1−u add its service time to f . This interpretation can be found in the
definition of gi(x,z,u).
The integration constant u was interpreted as a fraction of group K’s service
time in the last paragraph. At the same time by selecting this random slot I, each
fraction u between 0 and 1 can be selected with equal probability, i.e. u is a uni-
formly distributed continuous random variable. Averaging the joint pgf 1λt ∂∂zt A(z)
over this u is equivalent to the integral found in the result for Ht(x,z).
Having counted the remaining number of customers of each type in group K
(if we add a factor xt for customer c) and a part of f , it remains to add the number
of slots in f contributed by the partly expired service time of customer c. Obtain-
ing this pgf reduces to a known renewal-type problem and one can find this result
between the integral sign and xt in the formula for Ht(x,z).
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6.4 Analysis of the Delay
Choose a random type- j customer and call it customer c˜. In this section we will
analyse this customer’s delay. Note that we use c˜ to stress the difference with
customer c from the previous section, which was chosen by randomly selecting
a busy slot. We can subdivide customer c˜’s delay into two parts. The first part
is the service time of customer c˜ and the second his waiting time. This waiting
time is partly due to the customers that were queued in the system at the beginning
of the arrival slot of customer c˜ (before its arrival), and partly to those customers
entering the system in the same batch as customer c˜, but served before it (let rt be
the number of such type-t customers). With d j the delay of customer c˜, and w the
work in the system at the beginning of customer c˜’s arrival slot, – i.e. the number
of slots needed to serve all present customers – we have
d j = s j +(w−1)++
N
∑
t=1
rt∑
i=1
st,i . (6.24)
We write (w−1)+ because we start counting the delay from the slot following cus-
tomer c˜’s arrival, at which point the work has dropped one unit in case the server
was busy. Since s j is independent of w and rt , and the work in the system at the
beginning of customer c˜’s arrival slot is independent of rt , because of the indepen-
dent nature of the arrival process, the pgf of d j is the product of three pgfs, namely
D j(z), E[zd j ] = S j(z) E[z(w−1)
+
] E[
N
∏
t=1
St(z)rt |type = j] , (6.25)
To determine W−(z),E[z(w−1)+ ] it suffices for us to know the amount of work
entering the system during each slot – which has a pgf given by AS(z). And we
know the server, while busy, reduces the work in the system by 1 during each slot.
Hence we find:
wn+1 = (wn−1)++
N
∑
t=1
at,n
∑
i=1
st,i , (6.26)
where wn is the work in the system at the beginning of slot n. Translating this
system equation to the z-domain and keeping in mind the equilibrium condition
(ρ < 1), we conclude
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W−(z) = (1−ρ)
(
1+ AS(z)−1
z−AS(z)
)
, (6.27)
for a system in stochastic equilibrium. This result can also be found in Bruneel [6]
for the single-class case, but we have briefly sketched it here for our multi-class
case.
Somewhat harder to determine is the joint pgf of all rt . Basically we selected a
random type- j customer, and now we are interested in how many type-t customers
of the same batch are queued before it, when we know that the ordering within a
batch is random. We already addressed a similar problem before in section 6.3.2,
only there, customer c was not selected randomly (slot I was), as opposed to cus-
tomer c˜. It can be checked that the joint pgf of the numbers of customers of each
type in the same batch as customer c˜ is given by 1λ j
∂
∂z j A(z) (see also Laevens [16]
and references therein). However, we are interested in the numbers of customers of
each type in this batch that are served before customer c˜. To this end, we generate
a random ordering in this batch in the following way.
1. Map each customer in customer c˜’s group on a random number in the inter-
val (0,1) – we will refer to this number as the customer’s entry point.
2. Sort these customers according to their entry point. The obtained order is a
random permutation of the customers in customer c˜’s group, and will be the
order in which they are served (see also Figure 6.2).
Define 1−u as the entry point of customer c˜. Because of the random mapping
on the interval (0,1), u is a uniformly distributed continuous random variable on
this interval. Each other customer from customer c˜’s group is then served before
c˜ with probability 1−u , and served after it with probability u, independent of the
other customers. Thus the contribution to the delay caused by such a customer, if
its type is t, has pgf
ht(z,u) = u+(1−u)St(z) . (6.28)
Using the notation h(z,u) = (h1(z,u), . . . ,hN(z,u)), we can write the part of
the waiting time caused by customers belonging to the same batch as customer c˜
as
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Figure 6.2: Interval (0,1) can be seen as customer c˜’s arrival slot in a continuous-time
paradigm.
E[
N
∏
t=1
St(z)rt |type = j] = 1λ j
∫ 1
0
∂
∂x j
A(x)|x=h(z,u)du , (6.29)
where we have averaged over the uniformly distributed u. Putting these ends to-
gether, we can find the pgf of the delay experienced by a random type- j customer
as
D j(z) = (1−ρ)S j(z)
(
1+
AS(z)−1
z−AS(z)
)
1
λ j
∫ 1
0
∂
∂x j
A(x)|x=h(z,u)du . (6.30)
Notice that we could have obtained the joint pgf of all rt in a way similar to
Ht(x,z) in section 6.3.2, yielding the same result. In the alternative method of
analysis employed in this section, the interval (0,1) can be seen as the continuous-
time analogon of customer c˜’s arrival slot. Customers mapped on an entry point
before 1− u, effectively arrive before customer c˜ (in continuous time) and thus
pure FCFS is the result.
6.5 Moments and Tail Probabilities
To calculate for instance the average number of type- j customers in the system at
the beginning of a random slot or the average delay of a type- j customer, we can
take the (partial) derivative of the obtained pgf’s accordingly, which results in
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E[v j] =
∂V (1)
∂z j
= ρ j +λ j
S′′g(1)(1−A(0))
2(1−ρ) +
1
2
N
∑
t=1
λt jµt (6.31)
E[d j] = D′j(1) = µ j +
d2
dz2 AS(1)
1−ρ +
1
2λ j
N
∑
t=1
λt jµt . (6.32)
Here λt j , ∂
2
∂zt∂z j A(z)|z=1 are second-order derivatives of the arrival process.
Similar results – albeit yielding more complicated formula – can be established
for higher-order moments. The pgf’s however hold more information than that. To
invert the pgf’s to the probability domain again is something that can be done
analytically only for some specific service-time and arrival distributions. In gen-
eral, we use a dominant pole approximation (see e.g. Baiocchi [17]) to estimate
P[v j = n] for high enough n (and equally so P[d j = n] for high enough n). We will
for the remainder assume that all S j(z) and A(z) have dominant singularities that
are poles (possibly at infinity).
Finding the dominant pole of D j(z) via the expression found in (6.30) can be
simplified since not every factor can deliver this dominant singularity. For in-
stance, the dominant singularity of S j(z) (denoted as Rs j ) will be a singularity of
AS(z)− 1 in the numerator of D j(z). The dominant singularity of this latter ex-
pression will be denoted as RAS and the following inequality holds:
RAS ≤min(Rs1 , . . . ,RsN ) . (6.33)
If we compare RAS to the dominant zero of the denominator z−AS(z) (which
we will denote by zd), we can find that zd < RAS. Since AS(z)’s dominant singu-
larity is a pole, it is a sufficient condition that ρ < 1 (the equilibrium condition),
and that AS(z) is non-linear (the queueing system is non-trivial) and increasing,
for this to be true as elaborated in Appendix C of Steyaert [18].
One factor remains to be examined. The integral formula representing the pgf
of the delay caused by customers entering the system during the same slot as the
randomly selected type- j customer but queued before it. To determine the dom-
inant singularity of this pgf, notice that AS(z) and ∂∂x j A(x)
∣∣
x=S(z) have the same
dominant pole. This can be seen as follows. Since AS(z) is analytic in its region
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of convergence, its derivative to z exists in this region and is itself analytic. Fur-
thermore we have that
dAS(z)
dz =
N
∑
j=1
S′j(z)
∂A(x)
∂x j
∣∣∣
x=S(z)
< ∞ (6.34)
for z < RAS and thus, for such values of z
∂A(x)
∂x j
∣∣∣
x=S(z)
< ∞, ∀ j ∈ {1, . . . ,N}. (6.35)
Also, it is easy to see from its series expansion that the above function is not
convergent for z > RAS. Hence its dominant pole is given by RAS as well. The
above function is the integrand in (6.30) for u = 0. Since for z > 1, S j(z)≥ 1, ∀ j ∈
{1, . . . ,N} we have that u+(1−u)S j(z)≤ S j(z), and so the radius of convergence
of the integrand in (6.30) is always greater than or equal to RAS. Because for all
u the integrand is finite for z < RAS, we have that the entire integral pgf must be
finite for these z as well. Vice versa, the integral becomes divergent for z > RAS.
As such we can conclude that RAS is the dominant singularity of the integral pgf.
Whether for z = RAS, the integral pgf is finite or infinite (branch point or pole), is
of no further concern since zd < RAS.
What we have shown in the above is that the tail behaviour of d j is dominated
by the work queued up at the beginning of the arrival slot of this random type- j
customer and not by the work needed to serve the customers joining the queue
during the same slot as ‘customers c˜’ but queued before it. Effectively this means
that when a random type- j customer experiences a large delay, it is far more likely
caused by customers that entered the queue before its arrival slot than by customers
that entered during the same slot. In practice, we find that for low loads zd ≈ RAS,
and so the dominant pole approximation for P[d j = n] may be inaccurate even for
relatively large n.
In general the tail behaviour will be approximately geometric when we agree
that the dominant singularities of all S j(z) and A(z) are poles. The case in which
some or all of them may be branch points, falls outside the scope of this disserta-
tion. To conclude, we find that the dominant pole approximation is given by
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P[d j = n]≈−θ jz−n−1d , (6.36)
in which θ j is the residue of D j(z) at z = zd .
To determine the dominant poles in (6.22) (one for each customer class) we
adopt the same strategy. We denote by A j(z) the marginal pgf of a j, and by Ra j , its
dominant pole (possibly ∞). The dominant pole of StA j(z) in the numerator is de-
noted by Rsta. Likewise the dominant zero of ASA j(z) is the same as that of SgA j(z)
in the denominator of (6.22) and we denote it by Rasa. If type-t customers enter
the system from time to time (At(z) 6= 1), then it must be so that Rasa ≤ Rsta. Since
Ra j > Rasa and the equilibrium condition holds, the denominator A j(z)−ASA j(z)
has a zero zv j < Rasa.
As before the integral formula in (6.22) does not deliver the dominant pole. It
can be reasoned in a similar fashion that its dominant pole is given by Rasa. In the
end we can write
P[v j = n]≈−η jz−n−1v j , (6.37)
in which η j is the residue of E[zv j ] at z = zv j .
6.6 Conclusion
In this chapter we derived the queue content distributions and delay distributions
in generating-function-form for a multi-class single-server queueing system in dis-
crete time under the FCFS policy and in which customers with the same arrival
slot are served in random order. To do so, we introduced two distinct methods and
applied one of them to the calculation of the joint pgf of the partial queue occu-
pancies (as contributed by each customer class), and the other to the delay of a
random type- j customer. In a last part we derived moments and tail probabilities.
For the tail probabilities it is important to note that when a customer of whatever
type enters a large queue or experiences a large delay, this is more likely due to
customers who arrived prior to its arrival slot, than it would be due to customers
entering the system during the same slot.
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7
Frame-bound Priority Scheduling in
Discrete-Time Queueing Systems
“If your work speaks for itself, don’t interrupt.”
– Henry J. Kaiser
results in this chapter were published in Journal of Industrial and Manage-
ment Optimization, Vol. 6, Issue 3, p.767-788, 2011.
Abstract. A well-known problem with priority policies is starvation of low-
priority traffic. Additionally, insufficient control over delay differentiation (which
is needed for modern network applications) has incited the development of sophis-
ticated scheduling disciplines. The priority policy we present here has the benefit
of being open to rigorous analysis. We study a discrete-time queueing system with
a single server and single queue, in which N types of customers enter pertaining
to different priority classes. A general i.i.d. arrival process is assumed and service
times are generally distributed. We divide the time axis into ‘frames’ of fixed size
(counted as a number of time slots), and reorder the customers that enter the sys-
tem during the same frame such that the high-priority customers are served first.
This chapter gives an analytic approach to studying such a system, and in par-
ticular focuses on the system content (meaning the customers of each type in the
system at random slot marks) in stationary regime, and the delay distribution of a
random customer. Clearly, in such a system the frame’s size is the key factor in the
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delay differentiation between the N priority classes. The numerical results at the
end of this chapter illustrate this observation.
7.1 Introduction
In modern packet-based communication networks the provisioning of adequate
QoS (Quality of Service) guarantees to different traffic flows is often problematic.
Different network applications demand different QoS from the network layer un-
derneath. Commonly we can distinguish two main types of traffic. One type has
higher delay-tolerance, such as e-mail, and VoD (video-on-demand) where jitter
is more harmful. The other, corresponding to real-time applications, is less delay-
tolerant. Here we think of VoIP, or video conferencing.
Answers to these different QoS demands include for instance weighted round
robin (WRR), weighted fair queueing (WFQ) (see e.g. Liu [1]), and place reser-
vation (see e.g. De Vuyst [2]). The most extreme way of priority scheduling is
absolute priority (AP) or HoL-priority (Head of Line), either preemptive or non-
preemptive (see e.g. Walraevens [3]). In the AP scheduling discipline, the highest
priority packets enter the queue at the head of the line. This creates the problem of
starvation, where lower priority delay-tolerant traffic can suffer long waiting peri-
ods as high priority packets keep skipping to the head of the line, especially when
traffic loads are high.
In this chapter we present a solution to the starvation problem that can be
tuned to offer high delay differentiation between traffic classes. The idea is to
divide the time axis in time frames and let a high-priority packet overtake low-
priority packets if they have entered the buffer (hereafter the queue) during the
same time frame. This way the sojourn time of a low-priority packet will be fixed
once the frame during which it entered finishes, hence cancelling starvation. We
will present a method to analyse the system content in such a system using matrix
analytical tools (as in Latouche [4]) as well as probability generating functions
(Wilf [5]). Grouping packets that entered the buffer during such a frame (much
like the groups introduced in Stavrakakis [6]) will prove invaluable in obtaining
analytic results for this particular service mechanism. From now on, we will refer
to ‘packets’ as customers.
In section 7.2 we propose a discrete-time queueing model that allows delay dif-
ferentiation among multiple customer classes. We will introduce some notations
that will be used throughout the chapter. Next follows the analysis of the system,
in which we aim for the joint pgf of the system contents of the different types at
random slot marks, after which we briefly touch upon the different delay distri-
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bution’s pgfs (for the different customer classes). Finally some numerical results
show the effect of the frame size on the delay differentiation between customers
of distinct types.
7.2 Model and Definitions
We consider a discrete-time queueing system in which customers of N types ar-
rive according to a general i.i.d. arrival process. Let a j,n be the number of type- j
customers entering the system during slot n. Then the joint probability generating
function (pgf) E[∏Nj=1 z
a j,n
j ] is independent of the slot index n, and we abbrevi-
ate it as A(z) with z the vector with j-th entry z j. Service times of customers of
type j are generally distributed and i.i.d. random variables we denote by s j (with
pgf S j(z) , E[zs j ]), and service of a customer can start no sooner than at the be-
ginning of the slot following its arrival in the system – even when there are no
customers being served during the arrival slot. As our notation implies, service
times of customers of type-i and type- j (i 6= j) can have different distributions and
are independent of one another.
The adopted scheduling mechanism can be better understood when compared
against the FHLL (First High, Last Low priority) principle (Takada [7]) or slot-
bound priority rule (De Clercq [8]), in which a tagged type-t customer has priority
over all customers of type u that entered the system during the same slot as our
tagged customer (∀u > t). Customers entering the system during different slots
are served FCFS (first-come-first-served) regardless of their type. In this schedul-
ing mechanism, priority is limited to customers entering the system during the
same slot. Its effect appears to be quite limited for most traffic scenarios that were
considered in De Clercq [8]. The idea to generalize the priority to take effect on
customers entering the system during fixed-size intervals (called frames hereafter)
follows quite naturally from this observation. The actual analysis on the other
hand does not, since several additional complications are to be taken into account,
as we will show in the remainder of this chapter. Moreover note that because in
Takada [7] the FHLL principle is applied to a finite (multi-threshold) queueing
system, and studied using network calculus, it offers little basis to obtain the pgfs
of the delay and the system content in our model.
We divide the time axis in frames of equal size (each equal to M slots). Frame-
bound priority is defined such that customers entering the system during the same
frame are served according to their priority class (1 being the highest priority and
thus served first, N being the lowest priority class). Customers entering the sys-
tem during different frames are in principle to be served FCFS. This poses a first
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problem. Namely, suppose that at some time instant all customers that entered the
system during previous frames have been served. Among the first customers that
entered the system during the running frame, one with highest priority will then
be served first. But if after that customer, a customer of an even higher priority
class arrives during the same frame, the service order would be reversed among
customers with arrival instances during the same frame. To counter this, a possible
solution could be to delay service of a customer entering the system until after its
arrival frame terminates. As this leaves the system idle while there are customers
present in the system, the work conservation principle would be violated, and we
propose another solution: if at some point in time all customers that entered during
past frames have been served before the length of the running frame has reached
M, the running frame is terminated and the service of the customers that belong to
it (if any) commences, according to their respective priority level. In this way the
prioritized service order within frames is guaranteed. Frames however may have
lengths of less than M slots due to this principle, and in particular all frames during
idle periods are of length 1 (see Fig.7.1).
To aid our analysis, we keep track of the ordinal number of a slot within a
frame (ranging from 1 to M, M being the maximum frame length). We refer to
the ordinal number itself as the phase. The first slot in each frame will have phase
1. We say that the current frame is reset or terminated when all customers that
entered before the most recent frame bound have been served.
We define a group (of order l, l ∈ {1, . . . ,M}) as the collection of customers
that entered the system during the same frame, given that the frame’s length is l
slots. As our discussion shows, groups are served FCFS, and between customers of
the same group an absolute priority rule holds, as in chapters 2 and 3 (see also De
Clercq [8]). Here however we have the additional difficulty that we have groups of
different orders and thus no identically distributed (group) service times, but de-
pending on the system state at the time of service initiation (where with a group’s
service time we mean the combined service time of all customers that are part of
it). Hence the basic steps used in the analysis of the slot-bound priority in De
Clercq [8] cannot be applied here (see also (6.8), where we used the fact that the
numbers of customers in the different groups b j,i were i.i.d. drvs).
Suppose that during a frame of length l slots no customers enter the system,
then the formed group would be empty. Since however such groups will have zero
service time while customers have non-zero service time, some complications may
arise. Therefore we will only consider groups when at least one customer enters
the system during the tagged frame. Let a(l)g,k be the indicator for a group entering
the system during the k’th frame when this frame’s size is l slots (ag stands for
CHAPTER 7 7-5
Figure 7.1: Time axis with frame bounds and group service times. The phase is indicated
above each slot and M = 3.
arrival of groups). Because of the i.i.d. property of the arrival process we can see
that these indicators are independent of k, and their pgf is given by
A(l)g (z), E[za
(l)
g ] = A(0)l +(1−A(0)l)z, (7.1)
where we have omitted the frame index k. The symbol 0 is a vector of which all
entries are equal to 0. Furthermore, the number of type- j customers in a group of
order l is a discrete random variable (drv) which we denote by b(l)j . It is basic to
see that b(l)j ’s distribution is the same as ∑ln=1 a j,n’s conditioned on the subspace
where during the entire l slots at least one customer of any type enters the system
(∑ln=1 ∑Nj=1 a j,n > 0). The joint pgf of b(l)1 , . . . ,b(l)N hence follows from the above,
with the result
B(l)(z), E[
N
∏
j=1
z
b(l)j
j ] =
A(z)l −A(0)l
1−A(0)l . (7.2)
All these definitions are illustrated in Fig.7.1. We also define aT,n (with pgf
AT (z) = A(z,z, . . . ,z)) as the total number of customers entering the system during
slot n (= ∑Nj=1 a j,n), and its average as λT , E[aT ], which is again independent of
n. Likewise, we write λ j , E[a j] for short. Since the system we described is work-
conserving, we deduce that the fraction of time during which the server serves a
type- j customer is given by ρ j , λ jE[s j]. In the analysis we will assume that the
system evolves to a stationary regime, i.e. ∑Nj=1 ρ j , ρ < 1.
We aim to obtain the joint pgf of v j, (V (z), E[∏Nj=1 zv jj ]): the number of type-
j customers in the system at random slot marks, for all j ∈ {1, . . . ,N}, assuming
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our system reaches a steady state.
Before focussing on the system content analysis, we want to derive some pre-
liminary results concerning the group-forming procedure. One can view groups as
a sort of super-customer. Their service times are i.i.d. with the exception of the
group at the head of the line – when the most recent group departure caused the
running frame to reset (a group leaves the system after its last customer is served)
– which is not necessarily of order M. We agree that a group arrival is perceived to
take place during the last slot of the frame it originates from, and likewise we say
that a group enters the system at such an epoch. We like to stress that although a
group enters during the last slot of its originating frame, customers do not, which
is important when calculating the delay.
Consider a period in time during which the frames all have their maximum
length of M slots. We wish to know the probability that a group will enter the
system during a slot, given the phase during that slot. Next to that we wish to keep
track of the phase in the next slot. Both questions are answered by the following
matrix:
X(z),


1
1
.
.
.
1
A(M)g (z)

 . (7.3)
The above is a probability generating matrix and (X(z)1)l – here ‘1’ is a M×1
column vector with all entries equal to 1, not to be confused with the parameter list
when used as a multivariate function’s argument in other chapters – is the pgf of
the number of group arrivals (one or none) during the tagged slot given the phase
is l. We can see that all entries in column vector X(z)1 are equal to 1 except for
the M’th which equals A(M)g (z). This guarantees that group arrivals occur during
the last slot of the frame of length M only. Furthermore (X(1))i, j is the probability
that the phase in the next slot will be j given that the phase in the current one was
i. X(z) guarantees that we go from phase i to phase i+1 in a deterministic manner
during successive slots in a frame of length M. Also note that (X(z)n1)l is the
l’th entry from a column vector that describes the number of group arrivals during
n consecutive slots given the starting phase was l, and (X(1)n)i, j represents the
probability that the phase will evolve to j during these n slots given that it started
in phase i.
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Let us denote the combined service time of all customers making up a random
group of order l as s(l)g . If we are again interested in the number of group ar-
rivals during this group’s service time and the phase we end in, given that we start
in phase i, we can utilize the previously introduced X(z) since we know that no
frames are cut short during such a service time with the exception of maybe its last
frame. We will neglect this possibility for now, for reasons that will become clear
in the analysis itself. The answer can be formulated in the same way as above, this
time with the matrix S(l)g (X(z)), in which the l stands for the order of the tagged
group.
s
(l)
g ,
N
∑
j=1
b(l)j
∑
i=1
s j,i, (7.4)
S(l)g (z), E[zs
(l)
g ] = B(l)(S(z)), (7.5)
S(l)g (X(z)), E[X(z)s
(l)
g ]
=
∞
∑
i=1
X(z)iP[s(l)g = i] , (7.6)
where S(z) represents an N-dimensional vector with j-th entry equal to S j(z), pgf
of the service time of an arbitrary type- j customer. The last definition is that
of a matrix generating function with comparable properties to X(z), namely that
(S(l)g (X(1)))i, j is the probability that starting from phase i the phase will evolve
to phase j once the service time of a group of order l has ended. Furthermore
(S(l)g (X(z))1) j is the pgf of the number of group arrivals during this service time
given that the phase started out in j. We will use these functions elaborately in the
following analysis.
7.3 Analysis
In our analysis, we will adopt the indices n and k to refer to slot and frame (or
group) numbers respectively.
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7.3.1 A Renewal-Points Approach
We say that a group leaves the system when its last customer has been served.
Likewise, with a group departure epoch, we refer to the observation point of such
an event. Immediately after a group departure epoch all groups will have the prop-
erty that none of their customers will have been served. However, defining the
system state as the number of groups in the system and the phase of the slot right
after a group departure epoch, such system state does not constitute a Markov
chain. The problem occurs when both drv’s are 1, in which case one cannot be
sure of the order of the only group in the system. Knowledge of the order of this
group is necessary in determining the number of slots until the next group depar-
ture. Furthermore, previous states can help in obtaining the order of this group,
and so the Markov property is not fulfilled.
In the remainder of the analysis we will therefore denote the number of groups
in the system at the first slot mark preceding the k’th group departure (and thus in-
cluding the departing group) by uk and the phase during the last slot of this group’s
service time as mk. Naturally uk > 0, ∀k because a group’s service time, as a group
contains at least one customer, is strictly positive and thus uk includes the group
being served that leaves the system one slot thereafter. Because our state space is
a semi-infinite strip (mk can only take one of M different values), we will opt to
obtain a vector pgf for the steady-state distribution of (uk,mk). We define the row
vector
(U(z))l , E[zu|m = l]P[m = l], ∀l ∈ {1, . . . ,M}
=
∞
∑
i=0
ziP[u = i,m = l], ∀l ∈ {1, . . . ,M} . (7.7)
Since u> 0, τl being the boundary vector’s l’th entry will be given by P[u= 1,m=
l]. We will denote this boundary row vector by τ. In the following we will derive
a closed-form formula for U(z) as a function of the arrival process A(z) and the
service-time distributions in S(z).
The adopted strategy is to relate (uk,mk) to (uk+1,mk+1). In doing so we dis-
tinguish three distinct cases. A first case is uk > 1, where we know that the next
group to be served following the k’th group departure (we will later refer to it as
group K) is of order M. This first case covers the non-linear terms in U(z) be-
ing U(z)− τz. The second and third case both have uk = 1, where we distinguish
whether or not during the frame that is being reset customers enter. In the former
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Figure 7.2: If uk > 1 the next group to be served will be of order M. Hence, the two
observation epochs are exactly one service time of a group of order M apart (M = 3).
case a group of order mk is served starting right after the k’th group departure. In
the latter case an idle period starts after the k’th group departure until a batch of
customers enters the system resulting in a group of order 1.
So starting with the first case (uk > 1), we can see that uk+1 containts all groups
in uk except for the group that left one slot after uk was probed. On top of that, uk+1
counts all groups that entered the system during the service time of group K (see
Fig.7.2) excluding the last slot before its departure but including the slot before its
service initiation. The period between the k’th and (k+ 1)’th observation epochs
is exactly a service time of a group of order M, and no frames are reset in between.
We argued that the matrix generating function of the number of group arrivals in
this period was given by S(M)g (X(z)) conditioned on the starting phase, being mk,
and thus
[
(U(z)z−1− τ)S(M)g (X(z))
]
j
=
∞
∑
i=1
ziP[uk+1 = i,mk+1 = j,uk > 1] . (7.8)
Next, when uk = 1 the running frame is reset at the group departure epoch.
Two cases flow forth from this. In the first case depicted in Fig.7.3, there were
no customer arrivals during the reset frame which lasted mk slots. An idle period
follows this group departure, which is ended by the arrival of a group of customers
initiating a busy period. This busy period starts of by the service of this group of
order one during the following s(1)g slots. Because the (k+1)’th observation epoch
is one slot prior to this group’s departure whose service started in phase one, we
know that the vector pgf of the number of group arrivals and the ending phase, is
given by
(
S(1)g (X(z))X(z)−1
)
1∗
. For uk+1, this yields
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Figure 7.3: When uk = 1, we distinguish two cases. One where a
(mk)
g = 0 and one where it
is 1. Each has its own effect on the order of the group that is next to be served.
[ M
∑
l=1
τlA
(l)
g (0)z
(
S(1)g (X(z))X(z)−1
)
1∗
]
j
=
∞
∑
i=1
zi
×
M
∑
l=1
P[uk+1 = i,mk+1 = j,uk = 1,mk = l,a(l)g = 0]. (7.9)
The index (.)1∗ is used to represent the first row of the matrix argument – the ser-
vice of the departing group starts in phase one.
If uk = 1 but this time a group does enter the system during the running frame
(which occurs with probability 1−A(mk)g (0)), the group being served next will be
of order mk. Again, its service starts in phase one, and because the next observa-
tion epoch is one slot prior to the tagged group’s departure, the vector pgf of the
number of group arrivals and the ending phase is given by
(
S(mk)g (X(z))X(z)−1
)
1∗
.
For uk+1, this results in
[ M
∑
l=1
τl(1−A
(l)
g (0))z
(
S(l)g (X(z))X(z)−1
)
1∗
]
j
=
∞
∑
i=1
zi
×
M
∑
l=1
P[uk+1 = i,mk+1 = j,uk = 1,mk = l,a(l)g = 1]. (7.10)
The result we were looking for (being an expression for U(z)), is simply the
sum of (7.8), (7.9), and (7.10), yielding
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U(z) =(U(z)z−1− τ)S(M)g (X(z))
+
M
∑
l=1
τlz
(
S(l)g (X(z))
)
1∗
X(z)−1(1−A(l)g (0))
+
M
∑
l=1
τlz
(
S(1)g (X(z))
)
1∗
X(z)−1A(l)g (0) . (7.11)
The only unknown in this expression is the boundary vector τ (see later). We
can rewrite the above equation in the following form:
U(z)(zI−S(M)g (X(z))) = τz(zD(z)−S(M)g (X(z))) , (7.12)
in which D(z) is an M×M matrix with the l’th row given by
(D(z))l∗ , (1−A
(l)
g (0))
(
S(l)g (X(z))
)
1∗
X(z)−1
+A(l)g (0)
(
S(1)g (X(z))
)
1∗
X(z)−1 , (7.13)
with A(l)g (0) = A(0)l . The (i, j)’th element of this matrix then represents the partial
pgf of the number of group arrivals until the next observation epoch, given we
started out resetting a frame at its i’th slot running, multiplied by the probability
that we end up in phase j from that setting.
7.3.2 Computation of the Boundary Vector.
A common strategy to obtain the boundary vector is to use the normalisation con-
dition, or in this case at least part of it. Following the technique laid out in the
second part of section 1.4.2.1, and using equation (7.12), we find that
1− τ1 = τ
d
dz D(z)
∣∣∣
z=1
1+(D(1)− I)v′(1)
1−ρ , (7.14)
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v′(1) = (I−S(M)g (X(1))+1pi)−1
(
d
dzS
(M)
g (X(z))
∣∣∣
z=1
−ρI
)
1+ c1 ,
pi = pi S(M)g (X(1)) = 1T M−1 ,
where 1 represents the M× 1 column vector with all entries equal to one (as be-
fore), and c represents an arbitrary scalar – its value is unimportant as it is can-
celled once left-multiplied by (D(1)− I). Here we used the fact that the stationary
vector of S(M)g (X(1)) is uniform because of the cyclic nature of X(1) – used in for
instance ρ = pi ddz S
(M)
g (X(z))
∣∣∣
z=1
1.
Now we still need M−1 additional equations to determine τ. In the following
we outline a well-known matrix-analytic procedure to produce such equations. We
can write S(M)g (X(z)) as its series expansion and we call the coefficient matrix of
zi, Ei. Instead of z we can adopt a matrix Z as argument as follows (and likewise
with D(z) with coefficient matrices Fi) :
S(M)g (X(Z)) =
∞
∑
i=0
EiZi (7.15)
D(Z) =
∞
∑
i=0
FiZi . (7.16)
Naturally these infinite sums converge only if all eigenvalues of Z lie in or on
the unit disk. Observe that
(Ei)l,l′ = P[uk+1 = uk−1+ i,mk+1 = l′|uk > 1,mk = l] (7.17)
(Fi)l,l′ = P[uk+1 = i,mk+1 = l′|uk = 1,mk = l] . (7.18)
Obtaining the minimal nonnegative solution to G = S(M)g (X(G)), (whereby G
is the fundamental matrix of the Markov chain {(uk,mk)}) is the first step in solv-
ing for the boundary vector in the Neuts method (see e.g. Neuts [9]). From what
we have found Ei to represent and the definition of G, we find that the (i, j)’th ele-
ment of this G matrix is the probability that given a start phase of i, the first time u
becomes lower than its initial value, it will end up in phase j. From this it follows
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that G is a stochastic matrix, i.e. G1 = 1, and as is well known, the eigenvalues of
a stochastic matrix all lie in or on the unit disk (see e.g. Gallager [10]). Say that
we are interested only in the censored Markov chain restricted to level 0, or in our
case u = 1. Then we obtain τ as a result of the system of equations
τD(G) = τ . (7.19)
Given that we start from u = 1 and m = i, then the probability that the phase
will be j during our next visit to u = 1, is given by (D(G))i, j. Therefore the above
equation represents the condition for having a steady-state solution for the bound-
ary vector τ. Since I−D(G) is singular we obtain not M but M− 1 equations,
which we can solve for τ once combined with (7.14).
Usually the fundamental matrix is obtained in an iterative procedure with
S(M)g (X(.)) as its kernel. This works because of the convergence of the series guar-
anteed in Latouche [4]. Computationally this can be quite heavy though but thanks
to the cyclic nature of the X(z) matrix, the complexity of solving G = S(M)g (X(G))
can be reduced significantly. Since X(z) is linear in z, we rewrite X(z) as X0 +X1z,
and the structure of X(G) becomes apparent:
X0 , X(0), X1 , X(1)−X(0)
X(G) = X0 +X1G =


1
.
.
.
1
X(G)M1 X(G)M2 . . . X(G)MM

 . (7.20)
The above structure shows that X(G) is a companion matrix. We denote
the eigenvalues of X(G) by ζk, and invoke a well-known property of compan-
ion matrices: the column eigenvector pertaining to eigenvalue ζk is given by
(1,ζk,ζ2k , . . . ,ζM−1k )T . In the following ν is an arbitrary column eigenvector of
X(G) pertaining to the eigenvalue ζ. If we apply X(.) to the fundamental equation
G = S(M)g (X(G)), we obtain from (7.20)
X(G) = X0 +X1S
(M)
g (X(G)) = X0 +X1 ∑
n≥0
s
(M)
g (n)X(G)n , (7.21)
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in which s(M)g (i) = P[s(M)g = i] is a short-hand notation. Right multiplying each
side by ν we obtain a system of equations of which the first M−1 are trivial ones,
but the last carries the information:
X(G)ν = ζν = X0ν+X1 ∑
n≥0
s
(M)
g (n)ζnν = X0ν+X1νS(M)g (ζ) (7.22)
ζν =


ζ1
.
.
.
ζM−1
ζM

=


ζ1
.
.
.
ζM−1
A(0)M

+


0
.
.
.
0
(1−A(0)M)S(M)g (ζ)

 . (7.23)
Using the definitions of A(M)g (z) and S(M)g (z) we arrive at
ζM = A(M)g (S(M)g (ζ)) = A(S(ζ))M ⇒ ζk = A(S(ζk))εkM, k ∈ {1, . . . ,M} (7.24)
in which εM represents an M’th primitive root of unity. From (7.24) it follows that
the eigenvalues of X(G) are the M solutions to zM = A(S(z))M inside the closed
complex unit disk. Solving for these eigenvalues we find X(G) to be given by
(V )i j = ζi−1j ,
X(G) =V diag(ζk)V−1, (7.25)
in which diag(ak) is an M×M diagonal matrix with k’th element ak. Although G
is easily calculated from X(G), note that our main interest is in D(G), which can
be obtained directly from X(G) (notice that only X(z) appears in (7.13)). For that
purpose, we first write D(z) in the following form (see (7.13)):
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S(l)g (X(z)) =
A(S(X(z)))l−A(0)lI
1−A(0)l , (7.26)
(El1)i j , δliδ1 j, (7.27)
D(z) =
M
∑
l=1
El1
(
A(S(X(z)))l +A(0)l A(S(X(z)))− I
1−A(0)
)
X(z)−1, (7.28)
in which δi j is Kronecker’s delta function. El1 performs an elementary row opera-
tion which selects the first row of the matrix to the right of it and puts it on the l’th
row, much like in the definition of D(z) (the elements on all other rows are zero).
Using (7.24) and (7.25) we thus finally obtain
D(G) =
M
∑
l=1
El1V
(
A(S(diag(ζk)))l + A(0)
l
1−A(0) (A(S(diag(ζk)))− I)
)
diag(ζ−1k )V−1
=
M
∑
l=1
El1V diag
(
ζl−1k ε−klM +
A(0)l
1−A(0) (ε
−k
M −ζ−1k )
)
V−1 . (7.29)
Here we based our calculations on the fact that X(G)n = V diag(ζnk)V−1. The
matrix equation τD(G) = τ can now be reduced to a set of linear equations for τl .
In explicit terms, this yields
M
∑
l=1
τl
A(0)l
1−A(0) (ζkε
−k
M −1) =
M
∑
l=1
τlζlk(1− ε−klM ) , ∀k ∈ {1, . . . ,M} . (7.30)
The case where k = M is the trivial equation in this system, and confirms our
previous statement, namely that I−D(G) was in fact singular. Again, the normal-
ization condition will form the last equation needed to solve for τ. Concretely,
the only difficulty remaining is solving the implicit equations (7.24), which can be
done numerically, and is less time consuming than the iterative procedure for G.
7.3.3 Random Slot Boundaries
Now recall that our original interest was in V (z), the joint pgf of the number of
customers of all types in the system at the beginning of a random slot. Because we
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already know from the definition of ρ that V (0) = 1−ρ we choose a random slot
during a busy period and call that slot, slot I. We define (uˆ, mˆ) as the number of
groups in the system and the phase of the system, one slot before the most recent
group departure prior to slot I, much like we did with (u,m) before, only this time
we choose a random busy slot, as opposed to a random group departure. Let the
drv T represent the type of the customer being served during slot I. We can find
the following relation between the distributions of (u,m) and (uˆ, mˆ):
P[uˆ = i, mˆ = j|T = t, uˆ > 1] = P[u = i,m = j|u > 1] . (7.31)
Notice that the left-hand side is independent of T . Let us denote the group
that is served during slot I by group K. When uˆ > 1, then group K is of order M.
Whatever uˆ and mˆ’s values are has no further effect on group K’s customer compo-
sition under this condition. Hence choosing a random busy slot under uˆ > 1 is like
choosing a random group of order M with the previous group leaving the system
with u > 1. So clearly T has no effect on the probability above. When uˆ = 1 the
above equivalence does not hold, precisely because group K can be of order lower
than M. This does not pose a problem since we will link it directly to the boundary
vector τ later on.
In this last case (uˆ = 1) we will again have to distinguish between the cases
where the frame before the most recent group departure since slot I contained a
group arrival, and where it did not (in which case an idle period starts after this
group departure and group K is of order 1).
Let f (l) be the number of slots between the service initiation of group K and
the beginning of slot I, given that group K is of order l. Also, let r(l)j be the number
of type- j customers in group K (order l), yet to be served at the beginning of slot
I (where r(l)j includes the type-t customer served during slot I). For uˆ > 1 we can
see from Fig.7.4 that
v j =
uˆ−2
∑
i=1
b(M)j,i +
f (M)+mˆ
∑
n=1
a j,n + r
(M)
j , uˆ > 1 . (7.32)
The first sum goes over all groups in the system except for group K and the
group that left the system before group K’s service initiation but included in uˆ. It
counts all type j customers in these groups and we have added an index i to b(M)j
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Figure 7.4: Definitions of uˆ, mˆ, f (l), and all r(l)j . The drv f (l) starts counting slots from the
service initiation of group K, and not necessarily from the previous group’s departure.
Note that group K’s service time is not given by s(l)g as explained in the paragraph
following equation (7.39).
to indicate that all drv’s in this sum are i.i.d.. The type- j customers in group K
that are not yet served at the beginning of slot I are accounted for in the third term
of the above formula. Since the uˆ groups were all formed at least mˆ slots before
group K’s service initiation, we must not neglect to include the type- j customers
that entered the system from that point on up to the beginning of slot I, spanning a
full f (M)+ mˆ slots. The second sum goes over all these slots.
In the case that uˆ = 1 and the last frame counted at least one customer ar-
rival (with probability 1−A(0)mˆ), group K will be of order mˆ. The same train of
thought can be followed as above, so the obtained formula for v j is the same with
the exception that M must be replaced by mˆ, and the mˆ in the upper limit of the
second sum must be omitted because arriving customers during the slots that this
mˆ represents, are part of group K and are counted by r(mˆ)j . Notice that the first sum
disappears in this case resulting in
v j =
f (mˆ)
∑
n=1
a j,n + r
(mˆ)
j , uˆ = 1,a
(mˆ)
g = 1 . (7.33)
Lastly we have the case where uˆ= 1 and the last frame harbors no customer ar-
rivals (with probability A(0)mˆ). Again the same principles can be used but this time
group K is of order 1, and M should be replaced in (7.32) accordingly (M → 1).
Furthermore the mˆ in the upper limit of the second sum must be omitted for the
same reason as before. These observations lead to the result
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v j =
f (1)
∑
n=1
a j,n + r
(1)
j , uˆ = 1,a
(mˆ)
g = 0 . (7.34)
In (7.32), (7.33) and (7.34) all drv’s are independent of one another except for
f (M) and r(M)j in (7.32), f (mˆ) and r(mˆ)j in (7.33), and f (1) and r(1)j in (7.34), who
are correlated. For general l, f (l) is inversely proportional to the remaining service
time of group K. On the other hand r(l)j is proportional to the remaining service
time. In the end we are interested in P[ f (l) = n,r(l)1 = i1, . . . ,r(l)N = iN ], but it will
prove easier and more helpful to determine the joint partial pgf H(l)t (x,z) (partial
on the customer type t, and with x being an N-dimensional vector with j’th ele-
ment equal to x j), defined as
H(l)t (x,z),
∞
∑
n=0
zn
∞
∑
i1=0
x
i1
1 · · ·
∞
∑
iN=0
x
iN
N P[ f (l) = n,r(l)1 = i1, . . . ,r(l)N = iN ,T = t] .
(7.35)
It will be easier to find a closed-form expression for this sum using the Snake
Oil Method (see e.g. Wilf [5]). We call a∗j the number of type- j customers origi-
nally in group K, and s∗j,i the service time of the i-th type- j customer in group K.
We can thus rewrite the unknown probability in the previous expression as follows:
∞
∑
k1,...,kN=0
∞
∑
j1,1,..., jN,kN =1
P[ f (l) = n,r(l)1 = i1, . . . ,r(l)N = iN ,
a∗1 = k1, . . . ,a∗N = kN ,s∗1,1 = j1,1, . . . ,s∗N,kN = jN,kN ,T = t] . (7.36)
There are quite a few things we know about this probability, which in the re-
mainder we will abbreviate by P[ f (l) = n,R,A∗,S∗,T = t] for practical reasons. R
will then stand for all events of the form r(l)p = ip, and equally A∗ and S∗, for all
events of the form a∗p = kp and s∗p,q = jp,q respectively.
For instance, we know that because of the frame-bound priority rule, no cus-
tomer in group K can be served if there are still higher priority customers unserved
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in group K. Formally this means that all i j where j < t must equal 0 and all i j
where j > t must equal k j. If either of these is not fulfilled, the above probability
will equal zero. Naturally we have the condition that 1 ≤ it ≤ kt which means
there can’t be more type-t customers in group K at the beginning of slot I than
there were at the initiation of group K’s service. Since T = t, it must at least be
1. From R and A∗ we know that the slot I must lie within the service time of the
(kt − it +1)’th type-t customer in group K. Because all customers of higher prior-
ity types will have been served by then, we must have that α≤ n < ω, where
α =
t−1
∑
p=1
kp
∑
q=1
jp,q +
kt−it∑
q=1
jt,q , ω =
t−1
∑
p=1
kp
∑
q=1
jp,q +
kt−it+1∑
q=1
jt,q . (7.37)
Under the above conditions we find
P[ f (l) = n,R|A∗,S∗,T = t] =
(
kt∑
q=1
jt,q
)−1
, (7.38)
P[A∗,S∗|T = t] =
∑ktq=1 jt,q
ρt l/(1−A(0)l)
P[b(l)1 = k1, . . . ,b
(l)
N = kN ]∏
p,q
sp( jp,q) , (7.39)
where we used sp( jp,q),P[sp,q = jp,q] and the product goes over the service times
of all customers in group K. Equation (7.38) is the result of the random nature of
slot I. Notice that we used a∗j for group K’s type- j population, instead of b(l)j ,
which we use for a random group, and equally s∗j,i instead of s j,i. Indeed group
K is not a random group, but a group whose service time contains a random busy
slot. In this sense groups with a larger service time will be more privileged to be
selected by choosing a random busy slot. Similarly, when we choose a random
busy slot during which a type-t customer is served, we have that groups contain-
ing type-t customers with large combined service times will be more likely to be
selected as group K. As such the probability P[A∗,S∗|T = t] is proportional to
∑ktq=1 jt,q. This phenomenon is also known as the renewal paradox (see e.g. Klein-
rock [11]). This explains equation (7.39). To calculate P[ f (l) = n,R,A∗,S∗,T = t]
we still need P[T = t], which we reasoned to be ρt/ρ in the section about prelimi-
nary results above.
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It remains to calculate a closed-form formula for H(l)t (x,z). By substituting the
probabilities we found above, we get
H(l)t (x,z) =
∞
∑
k1,...,kN=0
P[b(l)1 = k1, . . . ,b
(l)
N = kN ]
ρl/(1−A(0)l)
(
N
∏
p=t+1
x
kp
p
)
kt∑
it=1
x
it
t
×
∞
∑
j1,1=1
s1( j1,1) · · ·
∞
∑
jN,kN =1
sN( jN,kN )
ω−1
∑
n=α
zn
=
∞
∑
k1,...,kN=0
P[b(l)1 = k1, . . . ,b
(l)
N = kN ]
ρl/(1−A(0)l)
(
N
∏
p=t+1
x
kp
p
)
kt∑
it=1
x
it
t St(z)kt−it
×
(
t−1
∏
p=1
Sp(z)kp
)
∞
∑
jt,kt−it+1=1
jt,kt−it+1−1∑
n=0
st( jt,kt−it+1)zn
=
∞
∑
k1,...,kN=0
P[b(l)1 = k1, . . . ,b
(l)
N = kN ]
ρl/(1−A(0)l)
(
N
∏
p=t+1
x
kp
p
)(
t−1
∏
p=1
Sp(z)kp
)
× xt
x
kt
t −St(z)kt
xt −St(z)
St(z)−1
z−1
. (7.40)
Introducing the notation C(l)t (x,z) we can rewrite the above in the short for-
mula,
C(l)t (x,z), B(l)(S1(z), . . . ,St−1(z),xt ,xt+1, . . . ,xN)
−B(l)(S1(z), . . . ,St−1(z),St(z),xt+1, . . . ,xN)
H(l)t (x,z) = xt
1−A(0)l
ρl
St(z)−1
z−1
C(l)t (x,z)
xt −St(z)
. (7.41)
Notice the presence of xt , which suggests that r
(l)
t > 0, which we already
pointed out. On top of that, H(l)t (x,z) is no function of x j for j < t, meaning
that all type- j customers of group K have already been served while serving the
tagged type-t customer (which is exactly the purpose of frame-bound priority).
Equation (7.32) translates into the z-domain resulting in
CHAPTER 7 7-21
Va(z), E
[
N
∏
j=1
z
v j
j
∣∣∣ vT > 0, uˆ > 1
]
= E
[
A(z) f
(m)
N
∏
j=1
z
r
(M)
j
j
∣∣∣ vT > 0
]
E
[
B(M)(z)uˆ−2A(z)mˆ
∣∣∣ uˆ > 1]
=
N
∑
t=1
H(M)t (z,A(z))
(
U(B(M)(z))− τB(M)(z)
)
(1− τ1)B(M)(z)2
YT (z) . (7.42)
Here we split up the expectancy because when uˆ> 1, the drvs ( f (M),r(M)1 , . . . ,r(M)N )
and (uˆ, mˆ) are independent. Next, we used (7.31) to be able to use the vector pgf
found in the previous section. YT (z) is a column vector with l’th element equal
to A(z)l , representing the customers that entered the system during the part of the
frame preceding the k’th group departure (that are not included in uˆ). Its introduc-
tion stems from the fact that E[xuym] = U(x)(y,y2, . . . ,yN)T . The random variable
vT is defined as the sum ∑Nj=1 v j. Likewise for the two remaining cases we find
V (l)b (z), E
[
N
∏
j=1
z
v j
j
∣∣∣ vT > 0, uˆ = 1, mˆ = l,a(l)g = 1
]
=
N
∑
t=1
H(l)t (z,A(z)) (7.43)
V (l)c (z), E
[
N
∏
j=1
z
v j
j
∣∣∣ vT > 0, uˆ = 1, mˆ = l,a(l)g = 0
]
=
N
∑
t=1
H(1)t (z,A(z)) . (7.44)
Notice that V (l)c (z) = V (1)b (z). Furthermore, by expressing equilibrium for the
system we obtain P[vT = 0] = 1−ρ and so an exact expression for V (z) has the
form
V (z) = (1−ρ) + ρP[uˆ > 1|vT > 0]Va(z)
+ρ
M
∑
l=1
(
P[uˆ = 1, mˆ = l,a(l)g = 1|vT > 0]V (l)b (z)
+P[uˆ = 1, mˆ = l,a(l)g = 0|vT > 0]V (1)b (z)
)
. (7.45)
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The unknown probabilities can be related to the probabilities P[u = i,m = l],
taking into account the selection bias of (uˆ, mˆ) (see also the introduction equation
(1.14)). The result of this is
P[uˆ > 1|vT > 0] = P[u > 1]
E[s(M)g ]
E[sg]
=
1− τ1
E[sg]
ρM
1−A(0)M
P[uˆ = 1, mˆ = l,a(l)g = 1|vT > 0] =
P[u = 1,m = l,a(l)g = 1]
E[s(l)g ]−1 E[sg]
=
τlρl
E[sg]
(7.46)
P[uˆ = 1, mˆ = l,a(l)g = 0|vT > 0] =
P[u = 1,m = l,a(l)g = 0]
E[s(1)g ]−1 E[sg]
=
τl
E[sg]
ρA(0)l
1−A(0) .
It is easy to calculate E[sg] from the equations above since V (z) must be normal-
ized. This yields
E[sg] =
(1− τ1)ρM
1−A(0)M +ρ
M
∑
l=1
τl
(
l + A(0)
l
1−A(0)
)
. (7.47)
Now we combine the above results in (7.41)-(7.46), leading to
V (z) = 1−ρ + ρ
E[sg](A(z)−1)
N
∑
t=1
zt(St(A(z))−1)
zt −St(A(z))
×
[
C(M)t (z,A(z))
(
U(B(M)(z))− τB(M)(z)
B(M)(z)2
)
YT (z)
+
M
∑
l=1
τl
[
(1−A(0)l)C(l)t (z,A(z))+A(0)lC
(1)
t (z,A(z))
] ]
. (7.48)
For M = 1 and N = 2 this result simplifies to the result obtained in chapter 3
equation (3.32), and for M = 1 and N = 1 to that found in Bruneel [12].
7.3.4 Delay Distributions
In this section we search for the delay distribution of a random type- j customer
– we will call this customer, ‘customer c’ – and more particularly for the proba-
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bility generating function of this drv. The delay of a random type- j customer has
three parts contributing to it. First, customer c has to wait for all customers queued
before it. Some of them might have entered the system during the same frame as
customer c – hereafter called the entrance frame. Others will have entered during
previous frames. Of the customers that entered the system during the entrance
frame, the customers of higher priority classes will be queued before c as well as
a fraction of those with equal priority. Lastly, after these customers are served,
customer c is delayed by its own service time s j. Of these three components only
the first two are correlated to each other, and thus we can write:
D j(z) = S j(z)E[zwaiting time] . (7.49)
To calculate the waiting time distribution, we introduce some renewal points.
Let wk be the work in the system at the beginning of the first slot of the k’th frame.
The work in the system at a specified epoch is the number of slots it takes the server
to empty the content of the system (queue and server) if no new customers enter
the system from the specified epoch onward. wk forms a one-dimensional Markov
chain. Under the equilibrium condition mentioned in the opening section of this
chapter, if we let k → ∞, then wk has a steady-state distribution and we denote its
pgf by W (z), E[zw] – in which w is the work in the system at the beginning of a
random frame. We obtain this pgf by transforming the system equations for this
Markov chain to the z-domain.
When wk = 0, the frame that follows is of length 1 since we are in an idle
period. Whenever wk = l with 0 < l < M however, we know the coming frame is
about to get reset, and so the following frame is of length l. In all other cases, the
frame that follows is of size M (full-sized). So for wk high enough (≥M), the work
entering the system during the next frame is entirely uncorrelated to wk. This yields
wk+1 = ∑Nj=1 ∑
a j,1
i=1 s j,i , if wk = 0,
wk+1 = ∑ln=1 ∑Nj=1 ∑
a j,n
i=1 s j,i,n , if 0 < wk = l < M, (7.50)
wk+1 = ∑Mn=1 ∑Nj=1 ∑
a j,n
i=1 s j,i,n +wk−M , if wk ≥M,
where s j’s extra indices stress the fact that different customers have independent
service times. When we denote the steady-state probability P[w = n] by ωn, trans-
7-24 FRAME-BOUND PRIORITY SCHEDULING DISCIPLINE
formation of the system equations to the z-domain results in
W (z) = ω0A(S(z))+
M−1
∑
n=1
ωnA(S(z))n +
(
W (z)−
M−1
∑
n=0
ωnz
n
)
A(S(z))M
zM
, (7.51)
and hence
W (z) =
ω0zM (A(S(z))−1)+∑M−1n=0 ωn
(
A(S(z))nzM −A(S(z))Mzn
)
zM −A(S(z))M . (7.52)
This pgf has M unknowns, namely ωn, n ∈ {0, . . . ,M−1}. The normalization
condition gives us one equation in these M unknowns. Applying Rouche´’s theo-
rem we can see that zM −A(S(z))M has M zeros inside the closed unit disk (see
Klimenok [13]) denoted by ζk, k ∈ {1, . . . ,M}. Since pgf’s are bounded in the
closed unit disk, each zero of the denominator must be a zero of equal multiplicity
– multiplicity 1 – of the numerator as well. Solving
ζk = A(S(ζk))εkM , k ∈ {1, . . . ,M}, (7.53)
for the M ζk’s, will therefore lead to a set of M linear equations in ω0 through
ωM−1, namely those found by substituting z by ζk in the numerator of (7.52) and
equating this numerator to zero
ω0(ζkε−kM −1) =
M−1
∑
n=0
ωnζnk(1− ε−knM ) , ∀k ∈ {1, . . . ,M}. (7.54)
Note that the M’th zero of the denominator is of course ζM = 1, which yields
a trivial equation that is replaced by the normalization condition. Gail [14] proves
that if w has a limiting distribution, the system of linear equations (7.54) together
with the normalization condition has a unique solution.
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The attentive reader may have noticed that we did in fact not redefine ζk, since
these quantities are also the eigenvalues of D(G) (see (7.24)) that were used in
the calculation of the boundary vector τ, and the above system of equations (again
M−1 non-trivial ones) bares a great resemblance to (7.30). In fact, knowledge of
one, readily translates into knowledge of the other, as will be shown next.
When at the beginning of a frame the work in the system is n∈ {1, . . . ,M}, that
frame will be reset n slots later in phase n because of a group departure (groups can
only enter the system at the end of a frame). Naturally a frame can only be reset
when one slot prior to its termination, the system contained only one group. Hence
for every frame at the start of which the work in the system is n, 0< n≤M, there is
a group departure which resets a frame, causing this frame to finish in phase n, and
vice versa. This means ωn ∼ τn, ∀n ∈ {1, . . . ,M}. Note however that the probabil-
ity ωn corresponds to a random frame, whereas the probability τn corresponds to a
random group. There are frames during which no group enters the system and so
there are more observation epochs for w than for (u,m). The proportionality con-
stant between ωn and τn is therefore given by the probability that a group enters
the system during a random frame (= η). For η, we have the following expression:
η = ω0(1−A(0))+
M−1
∑
i=1
ωi(1−A(0)i)+(1−
M−1
∑
i=0
ωi)(1−A(0)M) , (7.55)
ωn
τn
= η , ∀n ∈ {1, . . . ,M} . (7.56)
in which it is important to note that η is independent of n. Of the above equations,
only M− 1 are useful; ω0 is not mentioned. We can however substitute the τn in
the system of equations (7.54). Through transitivity with (7.30) we arrive at
ω0 = η
M
∑
l=1
τl
A(0)l
1−A(0) . (7.57)
An alternative way of obtaining this last equation could equally be the obser-
vation that the work in the system at the start of a random frame can only be 0
when at the start of the previous frame the work in the system was n ≤ M and no
customers entered the system since, i.e.
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ω0 = ω0A(0)+
M
∑
n=1
ωnA(0)n . (7.58)
As mentioned earlier, customer c’s delay is caused in part by customers that
entered the system before the entrance frame that are not yet served at the end of
customer c’s arrival slot – hereafter referred to as the senior customers. An upper
bound for this part of the delay is given by the work in the system at the beginning
of the entrance frame, which we will denote by wˆ. The distribution of wˆ is not
the same as w’s, since for wˆ a random type- j customer was chosen – and by the
BASTA-property, a random slot (see e.g. Halfin [15]) – where for w a random
frame must be selected. The probability that a random type- j customer enters the
system during a frame is proportional to the length of that frame, and so we find
that the relation between the distributions of w and wˆ is as follows:
P[wˆ = 0] = ω0φ−1
P[wˆ = n] = nωnφ−1, 0 < n < M (7.59)
P[wˆ≥M] = M(1−
M−1
∑
n=0
ωn)φ−1,
in which φ is the average frame size. The above probabilities must be normalized.
Combined with the normalization condition on w, we can find that
φ (1−ρ) = ω0, (7.60)
which is in agreement with the observation that the probability that a type- j cus-
tomer enters the system during an idle period (wˆ = 0) must be equal to 1−ρ.
The effective delay caused by senior customers to customer c, is strictly less
than wˆ because customer c’s waiting time starts at the beginning of the slot follow-
ing its arrival slot. Customer c’s arrival slot can be any of the slots in the entrance
frame with equal probability. Let wˆ− be the effective delay caused by senior cus-
tomers – the minus indicating that it will be less than wˆ. Because knowledge of wˆ
gives us the length of the entrance frame, we condition wˆ− on wˆ obtaining
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P[wˆ− = i|wˆ = n] =


1 if n = 0 and i = 0,
n−1 if 0 < n < M and i < n,
M−1 if M ≤ n and n−M ≤ i < n,
(7.61)
E[zwˆ
−
|wˆ = n < M] =
{
1 if n = 0,
zn−1
n(z−1) if 0 < n < M,
E[zwˆ
−
|wˆ≥M] =
zM −1
M(z−1)
W (z)−∑M−1n=0 ωnzn
zM(1−∑M−1n=0 ωn)
. (7.62)
For this last equation we used P[w = n|w≥M] = P[wˆ = n|wˆ≥M].
Lastly, the delay contributed by customers entering during the entrance frame
is made up of the service times of all customers of higher priority, and some cus-
tomers of the same priority class as customer c. It can be calculated (see e.g.
Bruneel [12] for similar derivations) that the joint pgf of the numbers of customers
of each type entering the system during the entrance frame and queued before cus-
tomer c, given that the entrance frame was n slots long, is given by
˜A(n)j (z),
A(z1, . . . ,z j−1,z j,1, . . . ,1)n−A(z1, . . . ,z j−1,1,1, . . . ,1)n
nλ j(z j−1)
. (7.63)
The pgf of the amount of work these customers stand for thus equals ˜A(n)j (S(z)).
All these units of work contribute to the delay of customer c, since none of them
can get served until after the entrance frame finishes, as agreed in section 7.2, i.e.
after customer c’s arrival. Bringing all of the above together, we find that
E[zd j |wˆ = 0] = S j(z) ˜A(1)j (S(z)),
E[zd j |wˆ = n,0 < n < M] = S j(z) ˜A(n)j (S(z))
zn−1
n(z−1)
, (7.64)
E[zd j |wˆ≥M] = S j(z) ˜A
(M)
j (S(z))
zM −1
M(z−1)
W (z)−∑M−1i=0 ωizi
zM(1−∑M−1i=0 ωi)
.
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The pgf with z− 1 in the denominator is that of wˆ−. Using the probabilities
found in (7.59) and the result found for the pgf W (z) in (7.52) we can derive the
pgf of the delay of a random type- j customer D j(z) as
D j(z) = φ−1S j(z)ω0
(
˜A(1)j (S(z))+ ˜A
(M)
j (S(z))
zM−1
z−1
A(S(z))−1
zM −A(S(z))M
)
(7.65)
+φ−1S j(z)
M−1
∑
n=1
ωn
(
˜A(n)j (S(z))
zn−1
z−1
+ ˜A(M)j (S(z))
zM−1
z−1
A(S(z))n− zn
zM −A(S(z))M
)
.
7.4 Numerical Results
In an attempt to show the effect of the proposed FBP scheduling discipline, we
introduce a composite Poisson arrival process with two types of customers. The
two-dimensional (N = 2) pgf A(z1,z2) is chosen to be
A(z1,z2) = eλ(p1z1+p2z2−1) , (7.66)
in which λ is the workload and arrival rate (we will choose service times deter-
ministically equal to one slot), and each Poisson event generates a type- j customer
with probability p j, j ∈ {1,2}. Since, for example, in data networks high-priority
customers (control messages) are more scarce than low-priority customers (raw
data), we choose p1 = 0.1 and p2 = 1− p1 = 0.9. Notice that with the above pgf
the arrival streams of both types are independent of one another.
We focus on the average customer delay, which for real-time applications is
one of the main performance measures. The mean delays can be obtained as the
first derivatives of either D j(z) or V (z), through Little’s result. A good measure
for the obtained delay differentiation would be E[d1]/E[d2], since this ratio tells
us what effect a higher priority can cause on average. In Fig.7.5 this measure
was plotted against the workload ρ = λ for different (maximum) frame lengths
(M = 1,2,5 and 10). The same arrival stream was fed into a similar system, where
the service discipline was replaced by weighted fair queueing (WFQ) in which the
weight of the high-priority packets was varied (P = .52, .6 and .68) 1. Here P rep-
resents the probability that a high priority customer will be selected for service, if
1In our simulations, we adopted a discretized version of WFQ.
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Figure 7.5: Delay differentiation between type-1 and type-2 customers (E[d1]/E[d2]) in a
system under frame-bound priority – for various (maximum) frame sizes – and in a system
under weighted fair queueing (WFQ) – for various weights of the high-priority traffic
(= P) – and in a system under absolute priority (AP) plotted against ρ. Data points for
WFQ were obtained via simulation.
a choice between low- and high-priority customers has to be made. The results of
these simulations are also plotted in the same figure, for comparison purposes.
We observe that for low loads, tuning M in FBP has little effect on the delay
differentiation, i.e. on what percentage type-1 customers are delayed as compared
to type-2 customers. This is because, depending on the load, for high enough M
the vast majority of frames will be reset before completion, rendering the exact
value of M somewhat irrelevant. One by one the curves pertaining to M = 1,2,5
and 10 start to show different values for increasing ρ. This indicates that for those
and higher values of the load, frames of maximum size are formed. Eventually the
curve for each M reaches a maximal delay differentiation (i.e., a minimal value of
E[d1]/E[d2]) for a different load, and for higher M this maximum corresponds to
higher loads. For M = 10 f.i. this optimum almost reaches 60%, but it is obvi-
ously very load-sensitive. In the limit (ρ → 1) every curve turns back to 1. This
is because for every finite M, if the load is chosen high enough, many groups will
typically accumulate in the system, and the customer delay of any type is primar-
ily determined by the service times of the groups that are queued before a tagged
customer’s group, rather than by the ordering of customers within this customer’s
group. Therefore, different types of customers experience comparable delays, pro-
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vided that ρ lies close enough to 1 and M is finite.
An essential difference between WFQ and FBP is observed in the limiting
cases (P = 1 and M → ∞). WFQ scheduling evolves to absolute priority when the
weight of the high-priority class customers goes to 1, whereas for infinitely large
frames, in FBP a kind of ‘gated’ priority is obtained in which frames last until they
are at last reset. In the FBP case, the delay differentiation remains limited, even
for infinite M and ρ → 1. Also, for WFQ, scenarios may occur in which the aver-
age delay of high-priority customers exceeds that of lower-priority customers (i.e.
E[d1]/E[d2] > 1); this is in particular possible when there is a lot of high-priority
traffic. WFQ was engineered in such a way that the individual streams can only
punish themselves for being greedy. As a consequence however, when the high-
priority customers pertain to different sources, they can get punished unrightfully.
Notice that contrary to WFQ, the proposed scheduling discipline FBP does not
give low-priority traffic a lower average delay unless for very specific settings for
M and the arrival process such as correlation between the number of arrivals of
different types of customers during the same slot. Another key difference between
WFQ and FBP lies in the light traffic behaviour of the two, in which case WFQ’s
tunability is much larger. Unless traffic is very bursty (such that b(1)j ≈ b(M)j even
for high M), this is not an issue.
Typical figures show that the power of FBP lies in the property that the delay
differentiation can be controlled (of course within certain bounds), if the load is
medium to high (i.e. 0.5 - 0.95), as can also be observed in Fig.7.6. This figure is
the result of applying a bursty arrival process with joint pgf (p1 = 0.1, p2 = 0.9)
A(z1,z2) =
9
10 +
1
10e
10λ(p1z1+p2z2−1) . (7.67)
In this scenario, very few slots experience customer arrivals, but the few that
do see (on average) 10 times as much arrivals as compared to the previous figure.
As already hinted, increasing M not too much has very little effect; however as can
be seen for larger M, we can still tune the delay differentiation quite well for mod-
erate to high values of the load. On the other hand, when M approaches infinity,
the delay differentiation becomes almost independent of the load, unless the load
is close to 0 or 1.
Using these observations together with an expression for the first derivative of
D j(z) (see (7.65)), one can tune the maximum frame length M to obtain the desired
QoS level, for instance based on the results projected in a figure such as Fig.7.6.
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Figure 7.6: Delay differentiation E[d1]/E[d2] in a system under frame-bound priority for
various (maximum) frame sizes, with a bursty arrival process. (M = 1,2,5,10,20,50 and
100)
The FBP scheduling discipline is then easily implemented using a timer and a re-
ordering buffer.
7.5 Conclusions
In this chapter we introduced and analysed a new scheduling mechanism, called
frame-bound priority, in order to give an answer to the demand for delay differ-
entiation between different traffic flows (requiring different QoS). The proposed
scheduling mechanism, which partitions time into consecutive frames and allows
high-priority customers to overtake lower-priority customers that entered the sys-
tem during the same frame, was analysed using a combination of matrix-analytic
methods and (joint) generating functions on a discrete-time queueing model. Our
results allow to calculate the joint probability generating function of the numbers
of customers of all classes separately, given any i.i.d. arrival process. In addition,
we have also examined in detail the effect frame-bound priority has on delays of
the individual customer classes, both by analysis and by some basic numerical ex-
amples. Thanks to an efficient method for calculating the boundary vector of the
underlying Markov chain, data points can be generated both accurately and fast.
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The numerical examples show that tuning of the frame length provides a flexible
way to achieve delay differentiation between the customer classes, all while solv-
ing the starvation problem, i.e. low-priority traffic cannot be delayed indefinitely
by design.
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Analysis of a discrete-time queue with
time-limited overtake priority
“Recursion n.: See Recursion.”
– Random Shack Data Processing Dictionary
results in this chapter were submitted to Annals of Operations Research.
Abstract. This chapter investigates a single-server discrete-time queueing sys-
tem subject to two independent batch Bernoulli arrival processes, each supplying
the queue with different customer classes. The two classes of customers have
different priority levels in the queue, and different service time distributions. The
studied priority mechanism is time-limited, i.e. customers of the high-priority class
will not overtake customers of lower priority if the latter arrived at least M slots
earlier than the former. The parameter M makes the mechanism versatile, spanning
a bridge between absolute (fixed) priority and slot-bound priority (see chapters 2 or
3, or De Clercq [1]). The time-limited overtake priority mechanism (TOP) main-
tains levels of fairness that are unattainable by a pure absolute priority mechanism,
and offers more service differentiation than the slot-bound priority alternative stud-
ied earlier. Expressions for the steady-state probability generating functions of the
delays of both customer classes are obtained, as well as the steady-state joint prob-
ability generating function of the system content, by using a censoring argument.
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8.1 Introduction
In multi-purpose communication networks, it is often the case that delay require-
ments of individual traffic streams differ to a great extent. Without discriminat-
ing, the first-in-first-out (FIFO) scheduler, effectively favours the traffic with the
least stringent delay requirements – see also De Clercq [2]. The adoption of a
fixed priority scheduler (Walraevens [3]) provides an answer to the needs of delay-
intolerant traffic, such as VoIP, which can under this scheduler overtake more
delay-tolerant traffic, such as e-mail and ftp. Fixed-priority scheduling (also called
head-of-the-line priority or absolute priority) is not without its problems, though.
High-priority traffic can, in consuming too much bandwidth, starve low-priority
traffic from service. Many times this tricks TCP into thinking the relevant packets
have been lost, which results in a lowering of the bandwidth of the low-priority
traffic.
The problem of starvation has been tackled in many ways in the literature.
Specifically, scheduling mechanisms such as weighted-round-robin (WRR) and
weighted-fair-queueing (WFQ) have been proposed to reduce the delay of delay-
sensitive flows through a network node (see Bae [4]). These mechanisms also
happen to eliminate starvation, being a lesser strict version than fixed-priority
scheduling. Other than mixing up the order of service, another solution to the
starvation problem is to drop packets as in partial buffer sharing (PBS), push-out-
buffer (POB), and random-early-detection (RED), which have also been studied in
the literature (see Fiems [5], Floyd [6], and Van Mieghem [7]).
An interesting way to reduce starvation consists of priority jumps. Basically
a low-priority packet/customer can jump to a higher-priority queue when it satis-
fies some condition. A comparison of different jump strategies can be found in
Maertens [8]. To combat the excessive delays for low-priority customers in a fair
way, a good jump strategy for a low-priority customer is to jump when its waiting
time exceeds a given threshold. Upper and lower bounds for the average waiting
times of the different types of customers in such a model with Poisson arrivals
have been established in Lim [9]. It has been noted that this model is equivalent
to the earliest due date scheduling mechanism studied in Goldberg [10], wherein
each customer is assigned a priority based on customer type and arrival time (in
terms of so-called urgency numbers). This method effectively generates a flexi-
ble priority mechanism able to account for deadlines. It has been conjectured and
proven respectively that the earliest due date policy is the optimal scheduling pol-
icy to account for deadlines in Jackson [11] and Goldberg [10]. Given a series of
due-date requirements, choosing urgency numbers for the earliest due date policy
can be done to offer high percentile delay guarantees according to Liang [12].
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The description of these earliest due date models is relatively straightforward.
A high-priority customer cannot overtake customers of lower priority that arrived
at least a given amount of time before the former. Distributions for the delays
of high- and low-priority customers in a discrete-time single-server queue can be
found in Liang [12], for heterogeneous arrivals. In this last paper, the two customer
types, of which delays are studied, both have a 1-slot service time, and the arrival
process constitutes a Bernoulli process. In the case of batch Bernoulli processes
and generally distributed service times (as is the case in much of this disserta-
tion), the analysis involves additional difficulties, requiring a different approach
altogether. To our knowledge, this approach is new, as distributions or pgfs for
relevant performance measures are, in general, hard to obtain.
This chapter analyses a discrete-time single-server queue in which customers
enter, pertaining to two different customer classes. Customers are scheduled ac-
cording to the time-limited overtake priority (TOP) mechanism, which operates as
follows. As with earliest due date scheduling, type-2 customers can’t be overtaken
by type-1 customers arriving at least M slots later – here M can be thought of as
an urgency number. Type-2 customers in service finish service and consequently
are not preempted. We note that M = 1 matches the slot-bound priority scheduling
introduced in De Clercq [1], making it effectively a special case of the TOP sched-
uler studied here. The two arrival streams are general and independent from slot
to slot, and independent of one another. Service times have a general distribution
and are unique for each class. Service times are uncorrelated.
In the following section, an analysis is carried out to obtain expressions for the
joint probability generating function (pgf) of the number of high- and low-priority
customers in the system (i.e., in the queue and server together), as well as the pgfs
of the delay high- and low-priority customers experience in the system. The anal-
ysis consists of three parts. First, the underlying Markov chain is studied which
will allow to deduce both the system content and delay pgfs in steady state more
easily. The three-dimensional Markov chain describing the state of the system is
solved by censoring this chain on the first M levels. This approach is new for this
type of problem, and is one of the main contributions of this chapter. We conclude
this chapter by some numerical examples, showing some specific behaviour of the
introduced priority mechanism.
8.2 Queueing model and preliminaries
We consider a single-server discrete-time queueing system, with one infinite queue
in which customers pertaining to two different customer classes enter. The service
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order is FIFO among customers of the same type. A type-1 customer has priority
over a type-2 customer when that type-1 customer arrived less than M slots after
the latter. When M = 1, TOP is equivalent to slot-bound priority (SBP, see also
De Clercq [1] and De Clercq [13]), while for M → ∞ TOP tends to the behavior
of an absolute priority system (see also Walraevens [3]). In the following analysis,
service is non-preemptive.
The numbers of arrivals of type-1 (a1) and type-2 customers (a2) during a slot
are independent of the arrival process during previous or later slots, and are in-
dependent of one another; the pgf of a j is denoted as A j(z) = E[za j ]. Customer
service times are independent of one another and customers of the same class have
identically distributed service times. Let s j be the service time (expressed in slots)
of a type- j customer and S j(z) = E[zs j ] its pgf. For the rest of this analysis, we
assume a queue under stochastic equilibrium meaning E[∑a1n=1 s1,n +∑a2n=1 s2,n] ,
ρ < 1
To obtain expressions for the steady-state joint pgf of the numbers of type-1
and type-2 customers in the system at the beginning of a random slot, – denoted
v1 and v2 – and the delay of a random type- j customer, – denoted d j – we use the
methodology of embedded points. A wise choice of these embedded points and
the system state, can greatly reduce the complexity of the analysis. The state must
be so that it forms a Markov chain at the yet to be proposed embedded points. Sec-
ondly, it must allow us to deduce expressions for the former three pgfs – the pgf
of the system content and two delay pgfs. In view of the considered TOP mecha-
nism, it is clear that our state description must provide some way to compare the
arrival times of the customers that enter the system. Keeping track of the arrival
slot for every customer in the queue, however, makes the analysis of the steady-
state probabilities not only nearly impossible, it is also not necessary if we are only
interested in comparing arrival times. Hence it suffices to keep track of the oldest
customers in the system, and the relative delay of newer customers.
To present the system state we need to add some terminology. We call a se-
lection of all customers in the system that entered the system during the same slot,
a set. This property defines a partition on the collection of all customers in the
system at any time, and hence also, at any embedded point. Next, we define a
broom customer as a virtual customer with service time 0. Each slot such a broom
customer enters the system. It behaves as if it were the last type-2 customer in the
set to be served – this broom customer is not counted as a type-2 customer though.
With this addition it follows that every slot, a set enters the system, at least contain-
ing this one broom customer. That way we can conclude that the number of dif-
ferent sets in the system equals the difference in arrival times between the newest
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and oldest customers (plus one slot), even when the newest customer is a broom
customer. Note that the addition of this broom customer to the arrival process does
not alter the delay of any customer, the service order, or the system content, so we
can safely add these customers to facilitate a useful state space definition. Next, a
type-1 set is the subset of all type-1 customers within a set – possibly empty with
probability P[a1 = 0]. We do not use the concept of type-2 sets for the simple
reason that their service can be preempted while the service of type-1 sets cannot.
As we will see, the use of these type-1 sets will allow us to reduce the dimension
of the state space by one. So every slot, a set consisting of one (possibly empty)
type-1 set, a number (possibly zero) of type-2 customers and one broom customer
enters the buffer system. The head of the queue is the collection of the M oldest
sets in the system – or all the sets in the system if the system contains less than M
sets. As dictated by the TOP mechanism, only type-1 customers from the M oldest
sets will be served in FIFO order, and only type-2 customers from the oldest set
will be served when no type-1 customers remain in the head. Lastly, an entity is
either a type-1 set, a type-2 customer, or a broom customer.
The difficulty now lies in finding a combination of system state and embedded
points, such that delay and system content can be deduced, while maintaining the
Markov property. If we take entity departure instants as embedded points, then in
the remainder it will become clear that the combination of the number of sets in
the system, the number of type-1 sets in the head, and the number of remaining
type-2 customers in the oldest set, forms a Markov chain. This three-dimensional
state space will be studied in a first part. In this part, it will become clear that the
concept of the broom customer greatly simplifies the system equations, while pre-
serving the Markov property. In a second and third part we will see how the pgfs
of system content and delay, respectively, are obtained starting from the proposed
system state. The different parts are stand-alone, but it is at least advised to scan
through the evolution of the system state in the embedded points analysis, to get a
feel for the non-trivial state space, before jumping to the next two parts.
8.3 Embedded point analysis
In this section, we start our embedded point analysis with the derivation of system
equations that describe the evolution of the system state from one embedded point
to the next. Based on these system equations an expression for the steady-state
joint pgf of the system state is derived in subsection 8.3.2, in terms of a number of
remaining unknown functions, which are then obtained in subsection .
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8.3.1 System equations
Seen on a timeline, entity departures can coincide. This is because our definitions
allow for zero-slot service times of broom customers and possibly type-1 and 2
customers. This can be somewhat counterintuitive, but it often yields a more ele-
gant analysis and doesn’t add any difficulty. The components of the system state
at the k’th embedded point are defined as
1. uk, the total number of sets in the system after the k’th entity departure.
2. hk, the total number of type-1 sets in the head after the k’th entity departure.
3. rk, the total number of type-2 customers in the oldest set after the k’th entity
departure.
Exploring the state space of the corresponding Markov chain, we notice that
uk = 0, implies that hk = 0 and rk = 0. More importantly, hk ≤ min(uk,M), be-
cause there cannot be more type-1 sets in the head than there are sets in the system
or even the head, and the head is at most M sets large. We are interested in the joint
steady-state pgf U(x,y,z), limk→∞ E[xrk yhk zuk ], which will therefore be a polyno-
mial in y, of degree M−1, if M > 1; we will see later on why its degree is not M.
Figure 8.1: Example of system state evolution when hk > 0 and uk < M. A type-1 set is
served, which takes up e1 slots, and yields e1 new sets in the queue.
The evolution of the system state breaks up as follows. First, hk > 0 means
there is at least one type-1 set in the head. As TOP dictates, the customers in these
hk type-1 sets have priority over all type-2 customers in the head, since even the
CHAPTER 8 8-7
newest type-1 set in the head arrived less than M slots after the oldest type-2 cus-
tomers in the system. The next entity to leave the system is therefore the oldest
type-1 set in the head. We refer to the service time of this type-1 set, i.e., the com-
pound service time of all type-1 customers making up the set, as e1 = ∑a1n=1 s1,n
with pgf E1(z), E[ze1 ] = A1(S1(z)). Note that e1 may possibly be zero, as a type-
1 set may be empty or its customers may have zero service time. Because the
number of slots between the k’th and (k+ 1)’st embedded points is equal to e1,
the number of sets in the system after the (k+1)’st entity departure increases with
e1. The number of type-1 sets in the head drops by one, and increases with e1 or
until the head fills up (in which case (M− uk)+ new sets are added to the head).
In any case, the restriction remains: the newest type-1 set in the head is less than
M slots newer than the oldest set in the head (see also Fig.8.1). The number of
type-2 customers in the oldest set in the system after the (k+1)’st entity departure
remains unaffected. Therefore, we have
hk > 0 : rk+1 = rk
hk+1 = hk−1+min(e1,(M−uk)+)
uk+1 = uk + e1 , (8.1)
where x+ = max(0,x) as before.
Secondly, when hk = 0 and rk > 0, a type-2 customer is served, since no type-1
customers are left in the head. Analogously to the previous case, uk increases by
the number of slots service time this type-2 customer experiences (i.e. s2). The
fundamental difference here is that instead of hk dropping by one, rk is reduced by
one customer. Similar to the previous case, hk is increased from zero to s2 or until
the head fills up (again at most (M−uk)+ new sets can be added to the head). We
have
hk = 0,rk > 0 : rk+1 = rk−1
hk+1 = min(s2,(M−uk)+)
uk+1 = uk + s2 . (8.2)
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Third, when hk = 0, rk = 0, and uk > 0, the oldest set in the head is completely
empty except for the broom customer in it. Without the addition of broom cus-
tomers to the arrival process, it would be very troublesome to describe the state at
the next departure. Knowing that the service time of a broom customer – which
is the next entity to leave the system – is zero slots, this becomes a much easier
task. When the broom customer leaves, the oldest set leaves the system, and hence
uk drops by one. The variable rk becomes the number of type-2 customers a2 in
the second oldest set – now oldest set – but only if there is a second oldest set
(i.e. if uk > 1). If not, the buffer empties. Assuming uk > 1, it can go two ways
for hk, depending on whether there were sets waiting beyond the head or not, i.e.
depending on wether uk > M or 1 < uk ≤ M. When uk > M, a new set from the
buffer becomes part of the head, and thus a type-1 set becomes part of the head.
When 1 < uk ≤M, this is not the case, and hk remains zero. Summarizing we find
hk = 0,rk = 0,uk > M : rk+1 = a2
hk+1 = 1
uk+1 = uk−1 , (8.3)
hk = 0,rk = 0,uk ∈ {2, . . . ,M} : rk+1 = a2
hk+1 = 0
uk+1 = uk−1 , (8.4)
hk = 0,rk = 0,uk = 1 : rk+1 = 0
hk+1 = 0
uk+1 = 0 . (8.5)
The latter case represents the scenario where the system only contains a broom
customer, and becomes empty after its transmission. It is useful to note that think-
ing about these transitions in terms of customers, could prove to be very counterin-
tuitive for the reason that the system could be effectively empty at this point. This
occurs when all sets in the system are empty except for their broom customer, in
which case they depart with zero service (and interdeparture) times.
Lastly, we inspect what happens when our system is empty following the de-
parture of the last set’s broom customer, i.e. when hk = 0, rk = 0, and uk = 0.
This situation is illustrated in Fig.8.2. In this case the (k+1)’st entity to depart is
CHAPTER 8 8-9
-
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6
︷ ︸︸ ︷
t
type-1 set departure
e1 ≥ 0 sets arrive
last broom customer leaves
1 set (and type-1 set) arrival
Figure 8.2: State transition after the last broom customer leaves the queue.
the type-1 set of the set entering the buffer during the idle slot following the k’th
entity’s departure. Recall that when a type-1 set leaves the system, its set does not,
and has to wait in the head for its broom customer to leave. Hence the number of
sets in the system after this type-1 set’s departure is equal to e1 plus one. Since no
type-2 customers of the now oldest set have been touched, rk+1 = a2. The type-1
sets in the head entered the system during the service time of the departed type-1
set. Since the head can only house M− 1 additional sets and so type-1 sets, we
have that hk+1 = min(e1,M−1). We thus obtain
hk = 0,rk = 0,uk = 0 : rk+1 = a2
hk+1 = min(e1,M−1)
uk+1 = e1 +1 . (8.6)
Notice that following these system equations, hk = M does not occur when
M > 1, and so U(x,y,z) will be a polynomial in y of degree M− 1. For the case
where M = 1 we refer to the analysis made in De Clercq [1] and De Clercq [13] or
chapters 2 and 3, which handles slot-bound priority scheduling. In the rest of our
analysis, we consider M > 1.
It is clear that, for our initial choice of the system state, we could have opted
to include the number of type-1 customers and let a type-1 customer be an entity
instead of a type-1 set. This would have added a fourth dimension to our state
space for almost no benefit. It does however somewhat aid the second part of the
analysis wherein we find the joint pgf of type-1 and type-2 customers in the sys-
tem. We chose not to include this fourth dimension.
The table below summarizes the state transitions for ease of reference:
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State at k State at k+1
rk+1 hk+1 uk+1
hk > 0 rk hk−1+min(e1,(M−uk)+) uk + e1
hk = 0,rk > 0 rk−1 min(s2,(M−uk)+) uk + s2
hk = rk = 0,uk > M a2 1 uk−1
hk = rk = 0,1 < uk ≤M a2 0 uk−1
hk = rk = 0,uk = 1 0 0 0
hk = rk = uk = 0 a2 min(e1,M−1) e1 +1
Remark that at these observation epochs, being entity departures, hk < uk, such
that we have hk < min(uk,M).
8.3.2 Steady-state joint pgf of the system state
To find U(x,y,z) we write down the relation between Uk+1(x,y,z) = E[xrk+1 yhk+1
zuk+1 ] and Uk(x,y,z) = E[xrk yhk zuk ] using the system equations found above. In
particular, we have
Uk+1(x,y,z) = E[xrk yhk−1+min(e1,(M−uk)
+) zuk+e1 {hk > 0}]
+E[xrk−1 ymin(s2,(M−uk)
+) zuk+s2 {hk = 0,rk > 0}]
+E[xa2 y zuk−1 {hk = rk = 0,uk > M}]+E[xa2 zuk−1{hk = rk = 0,1 < uk ≤M}]
+E[x0 y0 z0 {hk = rk = 0,uk = 1}]+E[xa2 ymin(e1,M−1) ze1+1 {hk = rk = uk = 0}] ,
(8.7)
where we have used the notation E[A{B}] = E[A|B]P[B]. Let us now define the
functions
fi,k(x,y), E[xrk yhk{uk = i}] . (8.8)
It then easily follows that
E[xrk yhk{hk > 0,uk = i}] = fi,k(x,y)− fi,k(x,0) ,
E[xrk{hk = 0,rk > 0,uk = i}] = fi,k(x,0)− fi,k(0,0) ,
P[rk = hk = 0,uk = i] = fi,k(0,0) . (8.9)
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The expectation in the first term of (8.7) can then be worked out as follows,
taking into account that e1 is independent of the variables rk and uk:
M−1
∑
i=0
zi E[xrk yhk−1{hk > 0,uk = i}]
{
M−i
∑
l=0
e1(l)(yz)l +
∞
∑
l=M−i+1
e1(l)yM−izl
}
+
∞
∑
l=0
e1(l)E[xrk yhk zuk{hk > 0,uk ≥M}] zl y−1 (8.10)
=
M−1
∑
i=0
zi
fi,k(x,y)− fi,k(x,0)
y
(E∗1,i(y,z)−E1(z))
+E1(z)
Uk(x,y,z)−Uk(x,0,z)
y
, (8.11)
where e1(l) = P[e1 = l]. The probabilities e1(l) can be determined by simple FFT
(see for instance Cooley [14]). The function E∗1,i(y,z) is defined as
E∗1,i(y,z) =
M−i
∑
l=0
(yz)le1(l)+ yM−i
∞
∑
l=M−i+1
zle1(l) . (8.12)
Similarly, now using the fact that s2 is independent of rk, hk and uk, the second
term of (8.7) is rewritten as follows:
M−1
∑
i=0
zi
fi,k(x,0)− fi,k(0,0)
x
(S∗2,i(y,z)−S2(z))
+S2(z)
Uk(x,0,z)−Uk(0,0,z)
x
, (8.13)
where s2(l) = P[s2 = l] and S∗2,i(y,z) is given by
S∗2,i(y,z) =
M−i
∑
l=0
(yz)ls2(l)+ yM−i
∞
∑
l=M−i+1
zls2(l) . (8.14)
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For the other expectations in (8.7) we proceed in a similar way. Since in steady
state, both Uk+1(x,y,z) and Uk(x,y,z) converge to the common limiting function
U(x,y,z), we finally obtain the following equation for U(x,y,z):
U(x,y,z)
(
1−
E1(z)
y
)
=U(x,0,z)
(
S2(z)
x
−
E1(z)
y
)
+U(0,0,z)
(
A2(x)
y
z
−
S2(z)
x
)
+
M−1
∑
i=0
zi
×
[ fi(x,y)− fi(x,0)
y
(E∗1,i(y,z)−E1(z))+
fi(x,0)− fi(0,0)
x
(S∗2,i(y,z)−S2(z))
]
+
M
∑
i=0
zi−1 fi(0,0)A2(x)(1− y)+ f0(0,0)(1−A2(x)(z−1 +1− zE∗1,1(y,z))) ,
(8.15)
where fi(x,y) = limk→∞ fi,k(x,y).
Equation (8.15) still holds several unknown functions besides the joint pgf
of interest, namely U(x,0,z), U(0,0,z), fi(x,y) for all i < M and the constant
fM(0,0). Note that f0(0,0) =U(0,0,0), and from system equation (8.5) it follows
that f0(0,0) = f1(0,0). We can already dispose of the first two unknown functions
with an argument substitution. Because U(x,y,z) is a joint pgf and polynomial
in y, it is convergent for |x| ≤ 1, and |z| ≤ 1. It also follows that if |z| ≤ 1, then
|S2(z)| ≤ 1. Hence, the relation (8.15) also holds when we substitute y by E1(z)
and x by S2(z) for |z|< 1. This transforms the relation (8.15) in such a way that we
get rid of the unknown functions U(x,y,z) and U(x,0,z), leaving only U(0,0,z) as
a function of the unknowns fi(x,y). In a second step U(x,0,z) can be found in a
similar way by only substituting y by E1(z) in (8.15). This procedure finally results
in
U(x,0,z)
(
1−
S2(z)
x
)
=U(0,0,z)
(
A2(x)E1(z)
z
−
S2(z)
x
)
+
M−1
∑
i=0
zi
fi(x,E1(z))− fi(x,0)
E1(z)
(E∗1,i(E1(z),z)−E1(z))
+
M−1
∑
i=0
zi
fi(x,0)− fi(0,0)
x
(S∗2,i(E1(z),z)−S2(z))+
M
∑
i=0
zi−1 fi(0,0)A2(x)(1−E1(z))
+ f0(0,0)(1−A2(x)(z−1 +1− zE∗1,1(E1(z),z))) , (8.16)
CHAPTER 8 8-13
U(0,0,z)
(
1−
A2(S2(z))E1(z)
z
)
=
M
∑
i=0
zi−1 fi(0,0)A2(S2(z))(1−E1(z))
+
M−1
∑
i=0
zi
fi(S2(z),E1(z))− fi(S2(z),0)
E1(z)
(E∗1,i(E1(z),z)−E1(z))
+
M−1
∑
i=0
zi
fi(S2(z),0)− fi(0,0)
S2(z)
(S∗2,i(E1(z),z)−S2(z))
+ f0(0,0)(1−A2(S2(z))(z−1+1− zE∗1,1(E1(z),z))) . (8.17)
The only unknowns left in these expressions are the functions fi(x,y) for all
i < M and the constant fM(0,0). It is easy to see why f0(x,y) = f0(0,0). More-
over, f0(0,0) can be determined later by enforcing the normalization constraint
U(1,1,1) = 1, since f0(0,0) will be a common factor in all terms in U(x,y,z).
8.3.3 Derivation of functions fi(x,y)
An important observation is that the remaining unknown functions are all depen-
dent on the boundary transition rules. Indeed, when uk ≤ M we have somewhat
different transition rules than when uk > M as evidenced by the appearance of the
parameter M in all but system equation (8.5). Hence we can censor the Markov
chain to states for which this condition holds. This will give us a finite system of
equations in functions of x and y, or even functions of only x ( fi(x,y) are polyno-
mials in y), which is more readily solvable. The larger M, the larger the system of
equations to be solved will be. Furthermore, studying the censored Markov chain
will be of great use to ultimately determining fi(x,y). Let therefore {tk}∞0 be the
subset of embedded points for which the state satisfies utk ≤M. The adjusted bal-
ance equations of the censored Markov chain can be obtained rather easily from
the ones given above by noticing that whenever u1+tk > M, the next time it drops
to M or below again it will transit to the state (rtk+1 ,htk+1 ,utk+1) = (a2,1,M). A
transition from more than M sets in the system to at most M sets in the system
at an entity departure is only possible when the departing entity is a broom cus-
tomer; since with the departure of a broom customer a set is removed from the
system, a last non-head set can be added to the head, leading to a situation with
1 type-1 set in the head, M sets in the system and a2 type-2 customers in the old-
est set. Comparing steady-state probabilities, it follows that for every state in our
censored/restricted Markov chain the relation holds:
lim
k→∞
P[rk = l,hk = m,uk = i]
P[rtk = l,htk = m,utk = i]
= lim
k→∞
P[uk ≤M] , 0≤ i≤M . (8.18)
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This is a consequence of our original Markov chain being irreducible and posi-
tive recurrent – see also Latouche [15] p.118, Theorem 5.3.1 and Bini [16] p.16 and
next. So if we define the steady-state partial pgfs Gim(x), limk→∞ ∑∞l=0 xl P[rtk =
l,htk = m,utk = i], the property translates into
fi(x,y) =
i−1
∑
m=0
ymGim(x)P[u≤M] , 0≤ i≤M . (8.19)
This converts the derivation of the functions fi(x,y) to the derivation of the
partial pgfs Gim(x). The adjusted transition equations are as follows:
State at tk State at tk+1
rtk+1 htk+1 utk+1
htk > 0,utk + e1 ≤M rtk htk −1+ e1 utk + e1
htk > 0,utk + e1 > M a2 1 M
htk = 0,rtk > 0,utk + s2 ≤M rtk −1 s2 utk + s2
htk = 0,rtk > 0,utk + s2 > M a2 1 M
htk = rtk = 0,utk > 1 a2 0 utk −1
htk = rtk = 0,utk = 1 0 0 0
htk = rtk = utk = 0,e1 +1≤M a2 e1 e1 +1
htk = rtk = utk = 0,e1 +1 > M a2 1 M
Because we study the system in stochastic equilibrium, we use the property
that P[rtk = l,htk = m,utk = i] = P[rtk+1 = l,htk+1 = m,utk+1 = i] to come up with
a system of equations for the set of unknown functions Gim(x), 0 ≤ m < i ≤ M.
We already know G00(x) is a constant that doesn’t need to be determined inde-
pendently, but will be determined in the form of f0(0,0) using the normalization
constraint on the original Markov process. Furthermore, m < i since we do not
consider the case M = 1, and utk > htk always applies when M > 1 and the sys-
tem is non-empty. Also, note that we are not strictly interested in the functions
GMm(x), m < M, because fM(x,y) is never used in (8.15). The only occurrence of
this function is the constant fM(0,0).
As a demonstration we work out the balance equation for P[r = l,h = 0,u =
1], which can be used to obtain an expression for the partial pgf G10(x). Using
the state transitions displayed in the table above we know that there are but three
possible ways to arrive in state (rtk+1 = l,htk+1 = 0,utk+1 = 1). A first is when the
entity to leave the system at the tk+1’st observation epoch was a type-2 customer
(rtk = l + 1), the number of sets in the system at the time was already equal to 1
(utk = 1) and no new sets entered the system during this type-2 customer’s service
time, – in other words its service time equals 0, which occurs with probability
s2(0) – and the number of type-1 sets in the oldest set was 0; since otherwise a
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type-2 customer would never have been selected to be served in the first place.
This is a subcase of the third transition equation in the table above. A second
possibility occurs when the previous entity to depart was a broom customer, i.e.
rtk = htk = 0. In this case in order to arrive in a state where utk+1 = 1, we need
utk = 2. No new type-1 sets will enter the system, and thus htk+1 will stay 0. It is
however required that the new type-2 set contains l customers, which occurs with
probability P[a2 = l]. This case is represented by the fifth transition equation in
the table above. A last possibility occurs when the previous entity to depart was a
type-1 customer, leaving 1 set in the system, no type-1 sets, and l type-2 customers
are part of the oldest set. This is only possible when this type-1 set is the first to be
served during its busy period, i.e. utk = 0. It is necessary that no sets arrive during
the service time of this type-1 set. In other words the type-1 set should have zero
service time, which occurs with probability e1(0). The oldest set will then have l
type-2 customers with probability P[a2 = l]. This is represented in the table above
by the seventh transition equation. In stochastic equilibrium the probabilities for
(rtk+1 ,htk+1 ,utk+1) and (rtk ,htk ,utk) will be the same. Hence we omit the index and
putting this all together we find:
P[r = l,h = 0,u = 1] = P[r = l +1,h = 0,u = 1,s2 = 0]
+P[r = h = 0,u = 2,a2 = l]+P[r = h = u = 0,e1 = 0,a2 = l] . (8.20)
We leave it as an exercise to the reader to discover that transitions from other
states will never result in (r = i,h = 0,u = 1). Transforming this equation, and
introducing Hi(x), x−1(Gi0(x)−Gi0(0)), we obtain an expression for the partial
pgf G10(x):
G10(x) =
∞
∑
i=0
xiP[r = l,h = 0,u = 1]
= H1(x)s2(0)+A2(x)G20(0)+G10(0)A2(x)e1(0) . (8.21)
After some calculations, we ultimately find a system of equations for the other
functions Gim(x). Omitting those equations that we will not need in our analysis,
we can eventually write
Gi0(x) = Gi1(x)e1(0)+Hi(x)s2(0)+A2(x)G(i+1)0(0) , 1 < i < M , (8.22)
Gi(i−1)(x) = H1(x)s2(i−1)+G00(0)A2(x)e1(i−1) , 1 < i < M , (8.23)
Gim(x) =
m
∑
j=0
G(i− j)(m+1− j)(x)e1( j)+Hi−m(x)s2(m) , 1 < m+1 < i < M. (8.24)
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Apart from G00(0), we have (M−1)M2 unknown functions and equations in the
system of linear equations above, and M remaining unknown constants Gi0(0).
First we will solve for the unknown functions. The expressions found will un-
doubtedly contain the remaining M unknown constants. A straightforward method
to find these constants would consist of substituting x = 0 in the expressions found
for Gi0(x). Even though Hi(0) is well defined, substituting x = 0 in this system of
equations introduces derivatives of Gi0(x). Instead, we employ a different method
whose effectiveness will become clear once we obtain the form of the functions
Hi(x). As a first, using the fact that G00(0) = G10(0) we comfortably find H1(x)
from (8.21) as
H1(x) =
A2(x)(G00(0)e1(0)+G20(0))−G00(0)
x− s2(0)
. (8.25)
The functions Gi(i−1)(x) now follow quite naturally from (8.23) by simple sub-
stitution of H1(x). The functions Hi(x), i > 1 are less straightforward to obtain.
Note that (8.24) is written in such a way that it forms a recurrence on the index
i−m. Repeated application will eventually give an expression for Gim(x) as a
function of Gl(l−1)(x), 1 < l ≤ i, and Hl(x), 1 < l ≤ i−m. It is easy to see that
Gim(x) will be a linear combination of said functions, i.e.,
Gim(x) =
i
∑
l=2
Gl(l−1)(x)c
(i,m)
l +
i−m
∑
l=2
Hl(x)d(i,m)l , 1 < m+1 < i < M, (8.26)
where the constants c(i,m)l and d
(i,m)
l remain to be determined. We already obtained
an expression for the functions Gl(l−1)(x), with only G20(0) and G00(0) as un-
known constants. Hence the above equations effectively reduce the problem to the
acquisition of expressions for Hl(x), 1 < l ≤ M−1. It can be proven by substitu-
tion in (8.24) that the unknown constants c(i,m)l , 1 < l ≤ i and d
(i,m)
l , 1 < l ≤ i−m
satisfy
c
(i,m)
l = ∑
k1,··· ,ki−m−1
0≤∑rj=1 k j<m+r
∑ j>0 k j=i−l
i−m−1
∏
j=1
e1(k j) , (8.27)
d(i,m)l = ∑
k0,··· ,ki−m−l
0≤∑rj=1 k j<m+r
∑ j≥0 k j=i−l
i−m−l
∏
j=1
e1(k j)× s2(k0) . (8.28)
The inequalities for the partial sums ∑rj=1 k j must be satisfied ∀r : 0 < r ≤
i−m− 1 in (8.27) (or ∀r : 0 < r ≤ i−m− l in (8.28) respectively). Note that
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the constants d(i,m)l are really only dependent on the parameters m and i− l. As
calculating these constants numerically gets exponentially more difficult as i− l
increases, we propose the following recurrence formulae, which follow readily
from (8.24) and (8.26):
c
(i,i−2)
l = e1(i− l),
c
(i,m)
l =
min(m,i−l)
∑
j=0
c
(i− j,m+1− j)
l e1( j), 1 < l ≤ i, i−m > 2 (8.29)
d(i,i−l)l = s2(i− l),
d(i,m)l =
m
∑
j=0
d(i− j,m+1− j)l e1( j), 1 < l < i−m, (8.30)
If furthermore we define c(i,i−1)l = 0, for l 6= i−1, and 1 for l = i−1, then (8.26)
holds even for m = i− 1 – albeit trivially. This leaves us with the unknown func-
tions Hl(x), 1 < l < M, which can be obtained using (8.22). Since we now have an
expression for Gi1(x) as a function of the unknown functions H1(x), · · · ,Hi−1(x),
(8.22) gives us a recurrence relation on Hi(x):
Hi(x) = φi(x)+ e1(0)
x− s2(0)
i−1
∑
l=1
Hl(x)ε2,i−l , 1 < i < M, (8.31)
φi(x),
A2(x)(G00(0)e1(0)ε1,i−1 +G(i+1)0(0))−Gi0(0)
x− s2(0)
, (8.32)
in which the introduced Catalan-type constants ε j,n are defined as
ε1,n ,
n+1
∑
l=2
c
(n+1,1)
l e1(l−1), ε2,n ,
n+1
∑
l=2
c
(n+1,1)
l s2(l−1). (8.33)
Remark that we have also used here the relationship d(i,1)i−n =∑n+1l=2 c(n+1,1)l s2(l−
1), as can be shown e.g. by comparison of the expressions (8.27) and (8.28).
As can be seen from equation (8.27), these ε-constants would equal the Catalan-
numbers when all e1(n) = s2(n)= 1. Equation (8.31) can be made to work even for
i = 1 when we let ε1,0 , 1, translating into H1(x) = φ1(x). This solves the problem
for the shifted partial pgfs Hi(x). The remaining unknown constants Gi0(0) can
be determined using again (8.31). Since Hi(x) is a partial pgf, it should exist
everywhere inside the unit disk. This means the numerator of Hi(x) must be zero in
s2(0), for the denominator is. Solving this equation will allow us to find G(i+1)0(0)
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as a function of Gi0(0). Doing so involves higher-order derivatives of Hi(x) in
s2(0), though. It is therefore handy to first have an explicit formula for Hi(x). In
a first attempt we are only successful in replacing one recursively defined function
by another. Writing out the recursion for Hi(x) it becomes clear that this partial
pgf has the following form:
Hi(x) =
i
∑
l=1
φl(x)δi−l(x) , (8.34)
where the δ-functions are still to be determined. Equating the general form (8.34)
to (8.31), we obtain the recursive definition of this series of δ-functions:
δ0(x), 1 ,
δ j(x),
e1(0)
x− s2(0)
j−1
∑
l=0
δl(x)ε2, j−l ,0 < j < M−1 . (8.35)
There are several ways to solve this recursion. One of which, hinted to by the
convolution in (8.35), is a generating function approach. Multiplying both sides of
(8.35) by z j and summing over all j, we find
∞
∑
j=0
δ j(x)z j =
1
1− e1(0)
x−s2(0) ∑l>0 ε2,lzl
=
∞
∑
i=0
(
e1(0)
x− s2(0)
)i(
∑
l>0
ε2,lz
l
)i
. (8.36)
For j > 0 the coefficient of z j equals δ j(x):
δ j(x) =
j
∑
n=1
(
e1(0)
x− s2(0)
)n
∑
k1,··· ,kn>0
∑i ki= j
n
∏
i=1
ε2,ki
=
j
∑
n=1
(
e1(0)
x− s2(0)
)n( j
n
)
ε
, (8.37)
where the set of constants
( j
n
)
ε has boundary conditions
( j
1
)
ε = ε2, j, and
( j
n
)
ε = 0
for j < n or n≤ 0. A binomial-type recurrence relationship determines the rest of
these constants:
( j
n
)
ε
=
j−n+1
∑
m=1
( j−m
n−1
)
ε
ε2,m ,1 < n≤ j . (8.38)
Hence we can rewrite Hi(x) such that only the unknown constants Gi0(0) re-
main (in the definition of φi(x)):
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Hi(x) = φi(x)+ ∑
n, j>0
n+ j≤i
φ j(x)
(
e1(0)
x− s2(0)
)n(i− j
n
)
ε
, 1≤ i < M . (8.39)
As proposed, we find these unknown constants by equating the numerator of
Hi(s2(0)) to 0. Notice that the conditions are met to apply de L’Hoˆpital’s rule
n times, after which we find a recursive method to determine Gi0(0), 1 < i ≤
M. Let φi(x)T , φi(x)(x− s2(0)), then by first calculating φi(s2(0))T we can find
G(i+1)0(0), after which we can calculate φi+1(s2(0))T , and so on. As a start, it
should be pointed out that φ1(s2(0))T = 0 since the numerator of H1(x) must be
zero in s2(0), and G10(0) = G00(0) as mentioned before. From (8.32) and (8.39),
we find
φi(s2(0))T =− ∑
n, j>0
n+ j≤i
e1(0)n
n!
(
i− j
n
)
ε
φ(n)j (s2(0))T
=− ∑
n, j>0
n+ j≤i
e1(0)n
n!
(
i− j
n
)
ε
[
A(n)2 (s2(0))
A2(s2(0))
(φ j(s2(0))T +G j0(0))
]
,
(8.40)
G(i+1)0(0) =
φi(s2(0))T +Gi0(0)
A2(s2(0))
−G00(0)e1(0)ε1,i−1 , 1≤ i < M . (8.41)
Here A(n)2 (x) (φ(n)j (x)T ) represents the n’th derivative of A2(x) (φ j(x)T respec-
tively) taken in x. Hence, when s2(0) = 0, i.e., when type-2 customers have non-
zero service times, as is the case in many applications, these recursion formulas
contain the probabilities P[a2 = n]. It can be proven that the constant G00(0) is a
multiplier of all Gim(x) functions, i.e. Gim(x) = G00(0)gim(x). We can therefore
neglect determining this constant, and instead point out that substituting Gim(x)
in fi(x,y) using (8.19) and these in turn in our result for U(x,y,z) shows that
G00(0)P[u ≤ M] (= U(0,0,0)) is a constant multiplier of U(x,y,z), and thus ap-
pears nowhere else in this expression. It suffices to determine G00(0)P[u≤M] as a
whole, which can be done numerically using the normalization constraint on pgfs.
Summarizing, we outline the subsequent steps that need to be followed in the
procedure when we wish to numerically calculate fi(x,y), i = 0, · · · ,M−1:
1. Since initially we can only calculate fi(x,y)/(G00(0)P[u≤M]), it is useful
to set G00(0) = P[u ≤ M] = 1. Their product can then later be determined
by calculating U(1,1,1)−1.
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2. If not trivial, calculate the probabilities e1(n), n = 0, ...,M − 2, via Fast
Fourier Transform. These will later be used extensively.
3. Using the recursions in (8.29) and (8.30) calculate the constants c(i,m)l for
1 < m+ 1 < i < M and 1 < l ≤ i, and d(i,m)l , for 1 < m+ 1 < i < M and
1 < l ≤ i−m. Taking into account that d(i,m)l is only a function of m and
i− l one can calculate only d(i,m)2 and let d
(i,m)
l = d
(i−l+2,m)
2 . Furthermore,
set c(i,i−1)l = 0 for l 6= i−1 and 1 for l = i−1.
4. Determine the constants ε1,n and ε2,n using equations (8.33) for n = 1, · · · ,
M−2 and let ε1,0 = 1.
5. Having obtained the ε2,n, we can now obtain the binomial-type constants( j
n
)
ε, using the boundary conditions
( j
1
)
ε = ε2, j , j = 1, · · · ,M−2, and recur-
sion relation (8.38), for n = 1, · · · , j.
6. Applying (8.41) for i = 1, with the knowledge that G10(0) = G00(0) and
φ1(s2(0))T = 0, we obtain G20(0). Using this value in (8.40) for i = 2, we
find φ2(s2(0))T , which can be substituted in (8.41) for i = 2, and so on. This
method yields Gi0(0), i = 2, · · · ,M.
7. With these constants now known, the functions Gi0(x) = xHi(x)+Gi0(0),
i = 1, · · · ,M−1 can be obtained by substituting Hi(x) with (8.39), and sub-
stituting the definition of the now fully known function φi(x) from (8.32).
8. The unknown functions Gim(x), 1 < m+ 1 < i < M are obtained by simple
substitution of the Hl(x), l = 2, · · · , i−m found in (8.39), and Gl(l−1)(x),
l = 2, · · · , i found in (8.23), into (8.26).
9. We are now in a position to calculate fi(x,y) up to a constant multiplier, as
mentioned before. The result of the sum in (8.19) supplies us an answer that
we can substitute in (8.15).
8.4 Joint PGF of the steady-state system content
In this section we will examine how to deduce the joint pgf of the number of type-
1 and type-2 customers in the queueing system at the beginning of a random slot
boundary, V (z1,z2) , E[zv11 z
v2
2 ], from the joint pgf U(x,y,z). We will work under
the limitation that any zero-service time customers that are served at the beginning
of this random slot will already have left the system at our observation epoch. One
problem deals with the dissonance between observation epochs of V (z1,z2) and
U(x,y,z). Let us therefore split up the problem as follows. We define VA(z1,z2)
as the conditional joint pgf of v1 and v2 observed at the beginning of a random
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slot during which a type-1 customer is being served. The same holds for VB(z1,z2)
and a type-2 customer being served. There are only three possibilities for any slot:
either a type-1 customer is being served during the slot, a type-2 customer is being
served, or the server is idle and therefore the system is empty. Thus, we have the
following relationship between these joint pgfs:
V (z1,z2) = 1−ρ+E[a1]E[s1]VA(z1,z2)+E[a2]E[s2]VB(z1,z2) . (8.42)
In the same way we define UA(x,y,z), E[xrA yhAzuA ] (UB(x,y,z), E[xrByhB zuB ]
respectively) as the pgf of the system state at the most recent entity departure be-
fore the beginning of a random type-1 slot (type-2 slot respectively), i.e. a slot
during which a type-1 (type-2) customer is being served. It is useful to think of
zero service times – such as those of broom customers – as taking up an infinitesi-
mal amount of time, to ensure the most recent entity departure is uniquely defined.
Both VA(z1,z2) and VB(z1,z2) are obtained in a similar fashion but with several
differences that cannot be overlooked. Let us therefore focus the first part of this
analysis on VA(z1,z2). Choose a random type-1 slot, hereafter called slot I. Be-
cause the type-1 set’s service time, which slot I is part of, does not depend on the
state at the most recent entity departure before it, – (rA,hA,uA) by the previous
definitions – the following holds:
P[rA = l,hA = m,uA = i] = P[r = l,h = m,u = i|h > 0 or u = 0] ,
UA(x,y,z) =
U(x,y,z)−U(x,0,z)+U(0,0,0)
1−U(1,0,1)+U(0,0,0) . (8.43)
The condition h > 0 or u = 0 enforces that the next entity to leave the system
is a type-1 set, and under no other circumstance is this the case. Even though
uA is independent of the service time of the type-1 set following its observation
epoch, – henceforward called the active type-1 set – the number of customers in
the system at this entity departure is not. This is because choosing a random type-1
slot is different from choosing a random type-1 set. Typically the selection of a
type-1 set by first choosing a random type-1 slot , will yield a type-1 set with more
customers and thus a larger service time than a randomly chosen type-1 set. We
now determine the number of type-1 customers in the system at the beginning of
slot I. Since slot I is a random slot within the service time of the active type-1 set,
it is fair to say some type-1 customers from this type-1 set might already have been
served at the beginning of slot I. Let a⊥1 be the number of type-1 customers still in
the active type-1 set at the beginning of slot I. The number of type-1 customers in
the queue after the most recent entity departure that are not in the active type-1 set,
equals the sum of all type-1 customers in sets that still have a type-1 set that has
not been served yet, minus one for the active type-1 set – i.e. the total number of
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︷ ︸︸ ︷︷ ︸︸ ︷
︸ ︷︷ ︸
-
(uA−M)+ (hA−1)+
under service during slot I
(uA−1)+
rA
Figure 8.3: Example of state of the queueing system during a type-1 customer’s service
time.
type-1 customers in (hA−1)++(uA−M)+ full type-1 sets; see Fig. 8.3. All these
customers are still in the queue at the beginning of slot I and should be accounted
for in v1. Finally, we must also count the number of type-1 customers that arrived
in the system between the start of the active type-1 set’s service and slot I – a time
period denoted by fA. Summarizing we find the following formula for the number
of type-1 customers in the system at the beginning of a type-1 slot – v1,A:
v1,A =
(hA−1)++(uA−M)++ fA∑
n=1
a1,n +a
⊥
1 . (8.44)
The number of sets with type-2-sets (and potentially type-2 customers) in them
at the beginning of slot I equals uA + fA. The oldest set holds rA type-2 customers,
whereas all other sets house an i.i.d. instance of a2 number of type-2 customers,
yielding
v2,A =
(uA−1)++ fA∑
n=1
a2,n + rA . (8.45)
The random variables fA and a⊥1 are both independent of (rA,hA,uA), but mu-
tually dependent. It is therefore useful to separately determine the joint probability
generating function H(x,y) = E[x fA ya⊥1 ] (see later). The two relations above then
translate to the z-domain as follows, in view of (8.43):
CHAPTER 8 8-23
VA(z1,z2) = E[z
v1,A
1 z
v2,A
2 ]
= H(A1(z1)A2(z2),z1)E[zrA2 A1(z1)
(hA−1)+A1(z1)(uA−M)
+
A2(z2)(uA−1)
+
]
= H(A1(z1)A2(z2),z1)
E[zr2A1(z1)(h−1)
+A1(z1)(u−M)
+A2(z2)(u−1)
+
{h>0 oru=0 }]
1−U(1,0,1)+U(0,0,0)
= H(A1(z1)A2(z2),z1)
(
U(z2,A1(z1),A1(z1)A2(z2))−U(z2,0,A1(z1)A2(z2))
A1(z1)M+1A2(z2)(1−U(1,0,1)+U(0,0,0))
+UA(0,0,0)+
M−1
∑
i=1
A2(z2)i−1
A1(z1)
(1−A1(z1)i−M)
fi(z2,A1(z1))− fi(z2,0)
1−U(1,0,1)+U(0,0,0)
)
.
(8.46)
To obtain H(x,y) we first find an expression for P[ fA = m,a⊥1 = i] by condi-
tioning on the active type-1 set’s content, i.e., the number of type-1 customers in it
and their service times. We assume i > 0. If not, the probability P[ fA = m,a⊥1 = i]
would be zero, because during the active type-1 set’s service time, at least one
customer must still be in the active set at the beginning of slot I. If the set were
empty, slot I would not be able to lie within its service time. Therefore
P[ fA = m,a⊥1 = i] =
∞
∑
k=0
∞
∑
j1,··· , jk=0
P[ fA = m,a⊥1 = i,a∗1 = k,s∗1,1 = j1, · · · ,s∗1,k = jk] ,
(8.47)
where a∗1 stands for the total number of type-1 customers initially part of the active
type-1 set, and s∗1,l for the service time of the l’th type-1 customer in the active
type-1 set. We can find the probability on the right hand side of (8.47) as a product
of the following three probabilities:
P[ fA = m|a⊥1 = i,a∗1 = k,s∗1,1 = j1, · · · ,s∗1,k = jk] =
1
jk−i+1 ,
k−i
∑
r=1
jr ≤ m <
k−i+1
∑
r=1
jr
P[a⊥1 = i|a∗1 = k,s∗1,1 = j1, · · · ,s∗1,k = jk] =
jk−i+1
∑kr=1 jr
, 1≤ i≤ k
P[a∗1 = k,s∗1,1 = j1, · · · ,s∗1,k = jk] =
∑kr=1 jra1(k)
ρ1
k
∏
r=1
s1( jr) , k > 0 ,
(8.48)
since slot I is a randomly chosen type-1 slot. Here, the notations a1(k) and s1( j)
are shorthand for P[a1 = k] and P[s1 = j] respectively, and ρ1 , E[e1]. The latter
of these three probabilities was obtained by considering a very large number of
consecutive slots, and by therein comparing the number of type-1 slots for which
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the active type-1 set satisfies the proposed content conditions, to the number of
type-1 slots all together. Letting the number of consecutive slots considered tend to
infinity and according to the strong law of large numbers, we obtain the probability
above. From (8.47) and (8.48) we find the following expression for H(x,y):
H(x,y) =
∞
∑
k=0
∞
∑
j1,··· , jk=0
∞
∑
m=0
∞
∑
i=0
xmyiP[ fA = m,a⊥1 = i,a∗1 = k,s∗1,1 = j1, · · · ,s∗1,k = jk]
=
∞
∑
k=0
a1(k)
ρ1
k
∑
i=1
yi
∞
∑
j1,··· , jk−i=0
k−i
∏
l=1
(
s1( jl)x jl
) ∞∑
jk−i+1=0
s1( jk−i+1)
jk−i+1−1
∑
m=0
xm
=
S1(x)−1
x−1
∞
∑
k=0
a1(k)
ρ1
k
∑
i=1
yiS1(x)k−i = y
S1(x)−1
x−1
A1(y)−A1(S1(x))
ρ1(y−S1(x))
.
(8.49)
The multiplier y confirms that indeed a⊥1 > 0. Using the notation A(z) ,
A1(z1)A2(z2) for the joint pgf of the number of customer arrivals of all types during
a single slot we finally obtain VA(z1,z2) as
VA(z1,z2) = z1
S1(A(z))−1
A(z)−1
A1(z1)−A1(S1(A(z)))
ρ1A(z)(z1−S1(A(z)))
(
UA(0,0,0)A(z)
+
M−1
∑
i=1
A2(z2)i(1−A1(z1)i−M)
fi(z2,A1(z1))− fi(z2,0)
1−U(1,0,1)+U(0,0,0)
+
U(z2,A1(z1),A(z))−U(z2,0,A(z))
A1(z1)M(1−U(1,0,1)+U(0,0,0))
)
. (8.50)
This concludes the first part of this analysis.
We follow a road that is mostly analogous to determine VB(z1,z2). Redefining
slot I as a random type-2 slot, and (rB,hB,uB) as the state at the most recent entity
departure before slot I, we notice that hB = 0 and rB > 0. In order to confirm
this, it is sufficient to realize that the next entity to be served can only be a type-2
customer when hB = 0 and rB > 0, and refer to the state transitions elaborated on
in the embedded point analysis earlier. Let fB ≥ 0 be the number of slots between
the most recent entity departure preceding slot I and slot I. We find:
v1,B =
(uB−M)++ fB
∑
n=1
a1,n
v2,B =
(uB−1)++ fB
∑
n=1
a2,n + rB . (8.51)
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Translated to the z-domain we find the following equation:
VB(z1,z2) = F(A(z))E[A1(z1)(uB−M)
+
A2(z2)(uB−1)
+
zrB2 ] . (8.52)
The random variable fB is independent of uB and rB and its pgf F(z), E[z fB ]
can be more easily determined than H(x,y) in view of the absence of a⊥2 :
F(z) =
S2(z)−1
E[s2](z−1)
. (8.53)
The pgf VB(z1,z2) then follows as
VB(z1,z2) = F(A(z))
E[zr2A1(z1)(u−M)
+A2(z2)(u−1)
+
{h=0,
r>0}]
U(1,0,1)−U(0,0,1)
=
S2(A(z))−1
E[s2]A2(z2)(A(z)−1)
(
U(z2,0,A(z))−U(0,0,A(z))
A1(z1)M(U(1,0,1)−U(0,0,1))
+
M−1
∑
i=1
A2(z2)i(1−A1(z1)i−M)
fi(z2,0)− fi(0,0)
U(1,0,1)−U(0,0,1)
)
. (8.54)
It is a little harder in this case to see that indeed VB(z1,0) = 0, i.e. v2,B > 0.
The factor z2 stems from the pgf between the big parentheses. Another neat effect
of having all customers in the same type-1 set be served consecutively, is the de-
pendence of VB(z1,z2) on A1(z1) instead of z1 separately. Having found VA(z1,z2)
and VB(z1,z2), the original question of calculating V (z1,z2) can be answered by
applying (8.42).
8.5 PGFs of the steady-state sojourn time
In this section we will examine how to deduce the pgf D j(z) , E[zd j ], j = 1,2,
of the number of slots sojourn time a type- j customer endures in a TOP regulated
queue, from the joint pgf U(x,y,z). This turns out to be surprisingly easy for type-
2 customer sojourn times, and relatively easy for type-1 customer sojourn times.
To illustrate this we write:
d2 = uB−1+ s2 . (8.55)
The random variable uB is defined as the number of sets in the system at the
beginning of the service time of a random type-2 customer. This definition is
equivalent to the definition of uB given in the previous section, which relied on
slot I, a randomly chosen slot during which a type-2 customer was served. The
variable uB was there defined as the number of sets in the system after the most
recent entity departure preceding slot I. In the light of the transitions of the system
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state (see the section on the embedded point analysis), this time epoch is exactly
the start of the service of the type-2 customer in service during slot I. Keeping in
mind the independence of this type-2 service time and the state at the start of this
service time, we can see that the two definitions of uB coincide.
Furthermore, if we know the number of sets in the system at the start of a
random type-2 customer’s service time, and we know a set arrives every slot, we
essentially know its waiting time. Hereby it needs to be said that we need to
exclude the set the type-2 customer under consideration is part of since we count
the waiting time starting from the slot following its arrival. Adding a type-2 service
time to its waiting time, gives the sojourn time found in (8.55). A type-2 customer
is served iff h = 0 and r > 0. It then promptly follows that
D2(z) =
S2(z)
z
E[zu|h = 0,r > 0]
= S2(z)
U(1,0,z)−U(0,0,z)
z(U(1,0,1)−U(0,0,1)) . (8.56)
We can apply the same trick in finding an expression for d1 and later D1(z), us-
ing uA in this case as a teller to the waiting time of a random type-1 customer. We
do however need to make some changes. For one, using the embedded points, we
can only observe the number of sets in the system (and the state more in general)
at the start of a random type-1 set’s service time, or at the start of the type-1 set’s
service time which a random type-1 customer is part of for that matter, which are
stochastically equivalent. The state (rA,hA,uA) as defined in the previous section,
is not identically distributed to the state at the start of a random type-1 set’s service
time. It however only differs when uA = 0 in which case the number of sets in
the system should be 1, when observed at the start of the next type-1 set’s service
time. When uA = 0 an idle slot follows, during which the type-1 set of interest
enters the system. Its waiting time will then be zero. We will see that this case
answers to the obtained expression for the waiting time of a random type-1 set in
the next paragraph, so we can safely assume that uA represents the number of sets
at the start of a random type-1 set’s service time.
As is the case for the waiting time of a type-2 customer, the waiting time of a
type-1 set is the number of sets queued behind it. Contrary to the waiting time of a
type-2 customer though, when a type-1 set is being served it is not necessarily the
oldest set in the system. Hence, we can’t simply say the waiting time is equal to
the number of sets in the system minus one. Rather, we separate the number of sets
queued behind a type-1 set into two distinct groups: the number of newer type-1
sets queued in the head ((hA−1)+), and the number of sets queued outside of the
head ((uA −M)+). This concludes the waiting time of the type-1 set a random
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type-1 customer is part of.
To obtain the sojourn time, we still need to add the service times of all cus-
tomers in that type-1 set except for those served after the tagged type-1 customer.
The number of such customers has the same distribution as a⊥1 from the previous
section. Concluding we find the following formula:
d1 = (hA−1)++(uA−M)++
a⊥1∑
i=1
s1,i . (8.57)
We transform this to the z-domain in the same way as in the previous section,
leading to
D1(z) = H(1,S1(z))E[z(h−1)
+
z(u−M)
+
|h > 0 or u = 0]
= S1(z)
A1(S1(z))−1
E[a1]z(S1(z)−1)
(
(U(1,z,z)−U(1,0,z))z−M +U(0,0,0)z
1−U(1,0,1)+U(0,0,0)
+
M−1
∑
i=1
(1− zi−M) fi(1,z)− fi(1,0)
1−U(1,0,1)+U(0,0,0)
)
. (8.58)
As a corrolary, when ρ → 1, i.e. under heavy traffic, it can be proven that
the expected difference in waiting time E[(d2 − s2)− (d1 − s1)] will be linearly
dependent on M. This stems from the relation
lim
ρ→1
E[(d2− s2)− (d1− s1)] = M−1−
A′′1(1)
2E[a1]
E[s1]+ limρ→1 E[uB−uA] . (8.59)
Here we used the fact that for heavy traffic uA  M such that (uA −M)+ =
uA−M. Furthermore, whenever the number of sets stays above M for some time,
eventually hA will drop and bounce between 0 and 1, such that (hA−1)+ = 0. The
first moment of E[∑a
⊥
1 −1
i=1 s1,i] can be deduced by taking the derivative of its pgf in 1,
i.e. ddz
(
H(1,S1(z))
S1(z)
)
|z=1. This leaves limρ→1 E[uB−uA] to be determined. This limit
will not be dependent on M. This is because the state will satisfy only one of three
possible conditions: either u  M,h = 1, in which case we have an observation
epoch for uA, uM,h = 0,r > 0, in which case we have an observation epoch for
uB, or uM,h = r = 0, in which case a broom customer leaves. Following these
transitions, we find that an observation epoch of uA is followed by a2 observation
epochs of uB, each of which increasing u with s2. After one such cycle (from the
start of type-1 set’s service time to the start of the next type-1 set’s service time),
because the drift is 0 when ρ = 1, we arrive back at an observation epoch of uA
with the same (infinite) mean. We are however interested in the difference. Let
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a⊥2 − 1 represent the number of type-2 customers that were served between the
start of a random type-2 customer’s service time and the start of the service time
of the type-1 set preceding the chosen type-2 customer’s service time. Note that
this drv a⊥2 is independent of M. We find:
lim
ρ→1
E[uB−uA] = E

e1 + a
⊥
2 −1∑
i=1
s2,i

= ρ1 + A′′2(1)2E[a2] E[s2] . (8.60)
This concludes the proof of the corollary. In this corollary we see the nature
of TOP scheduling, which will be the topic of one of the numerical examples
in the next section. Whenever the queue starts getting clogged, priority of type-1
customers will not grow unlimitedly, as is the case with absolute priority. However
it will still be more differentiated than FIFO scheduling, and the difference grows
(linearly) as M increases.
8.6 Numerical Examples
The TOP scheduling mechanism is a way to counter the starvation of low-priority
customers in a priority queue. The level of priority is parameterized such that delay
differentiation can be fine-tuned between slot-bound priority and absolute priority.
In this section we show some specific behaviour of TOP scheduling under various
circumstances. In our example we have two Poisson arrival streams – one for each
priority class – with parameters E[a1] = 0.4λ and E[a2] = 0.6λ, where λ is a pa-
rameter which will allow us to see the queue under various loads. Service times
are shifted geometric with expected values E[s1] = 2 and E[s2] = 3. The corre-
sponding pgfs are then as follows:
A1(z) = e0.4λ(z−1) S1(z) =
z
2− z
A2(z) = e0.6λ(z−1) S2(z) =
z
3−2z
In a first figure, Fig.8.4, we inspect the expected delay differentiation, the
primary performance measure of interest. In particular, we study the difference
E[w2 −w1], where w j = d j − s j denotes the waiting time of type- j customers.
As with all presented graphs, the plotted curves were obtained via numerical
differentiation in z = 1 using the Lagrange five-point interpolation formula (see
Abramowitz [17] Table 25.2). The load ρ is increased by increasing the arrival
rate of type-1 and type-2 customers simultaneously, i.e. by increasing λ. Interest-
ing to note is that, unlike the case for absolute priority (corresponding to M = ∞),
we see that E[w2−w1] stays finite for M finite. This is not surprising, as Fig. 8.4
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is an illustration of the corollary presented at the end of the last section. What
this corollary correctly predicts is that as ρ → 1, the difference in limit points of
the waiting time difference for different M is exactly the difference between the
respective head size parameters themselves. For instance, there is a difference of
3 between the limit points of the curves for ρ→ 1 for slot-bound priority (M = 1)
and TOP with M = 4. Likewise, there is a difference of 6 between the limit points
of the curves for M = 4 and M = 10 in Fig.8.4.
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Figure 8.4: Difference in waiting time E[w2−w1] as a function of the load ρ, increased by
altering λ, for different M, and absolute priority (M = ∞). Arrival rates are λ1 = 0.4λ and
λ2 = 0.6λ. Average service times are µ1 = 2 and µ2 = 3.
In a second figure we plotted the waiting time behaviour of a type-1 customer
in a TOP regulated queue when the load increases. The chosen parameters are the
same as in Fig. 8.4. To not overcrowd Fig. 8.5a, we opted not to plot E[w2]. More-
over, something more interesting happens to E[w1] as the load increases. Namely,
we know E[w1] has no vertical asymptote at ρ = 1 for absolute priority. We can
see from Fig. 8.5a that the larger M, the longer E[w1] behaves as for an absolute
priority system as ρ increases – i.e. the expected delays are very close. One by
one, the curves peel off and depart to infinity, as the probability P[u ≥ M] starts
increasing dramatically (see also Fig. 8.5b), in which case a FIFO-type schedul-
ing takes over the TOP-regulated queue. Eventually they all have an asymptote at
ρ = 1, except for absolute priority (M = ∞). The case of FCFS without priority is
plotted for reference – see also De Clercq [2].
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Figure 8.5: a) Average waiting time of type-1 customers E[w1] as a function of the load ρ
for different M, absolute priority (M = ∞), and FCFS. b) Probability of a full head
P[u≥M] as a function of the load ρ for different M.
It should be noted that the TOP mechanism does not work nearly as good when
traffic is bursty in contrast to more spread out. In a third figure, Fig. 8.6, we keep
the same mean values E[a1] = 0.4λ and E[a2] = 0.6λ and the same service time
pgfs S1(z) and S2(z) as before. We choose ρ = 0.65, i.e. λ = 0.25. The Poisson
arrival streams were however altered in the following way. With probability p
there will be no type-1 arrivals, and with probability 1− p the number of type-1
arrivals per slot will be given by a Poisson process with parameter 0.4λ/(1− p).
The same goes for the type-2 arrival stream albeit here a Poisson process with
parameter 0.6λ/(1− p). The corresponding arrival pgfs are then given by
A1(z) = p+(1− p) e0.1
z−1
1−p A2(z) = p+(1− p) e0.15
z−1
1−p . (8.61)
As p→ 1, traffic will become infinitely bursty; the variance becomes infinitely
large. Fig. 8.6 plots the waiting time ratio E[w2]/E[w1], as a function of p, since
the difference between the two becomes infinite as p→ 1.
We observe that the burstier the traffic, the larger M should be chosen to obtain
the same level of delay differentiation. This is because batches of type-1 customers
and type-2 customers will be more likely to enter the system at least M slots apart
as p increases. This puts a halt to the scheduling mechanism studied in this chap-
ter. Fig. 8.6 illustrates this fact clearly, as both curves for M = 10 and M = 1
converge to the same value at p = 1. Absolute priority does not have this issue: it
doesn’t matter how far apart two batches arrive in the system, – i.e. how bursty the
traffic is – priority still holds. Hence, this scheduling mechanism has a different
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limiting point at p = 1. Whether or not type-2 customers have to wait relatively
longer compared to type-1 customers when burstiness goes up is largely due to the
load distribution (E[a1]E[s1] versus E[a2]E[s2]). This is because the burstier the
arrivals, the more customers of the same batch (and thus of the same type) will
contribute to the overall waiting time of that type of customer.
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Figure 8.6: Waiting time ratio E[w2]/E[w1] as a function of burstiness parameter p for
M = 1 (slot-bound priority), M = 10, and absolute priority (M = ∞). Arrival and service
characteristics are identical to Fig.8.4 and Fig.8.5, except for inclusion of burstiness factor
and ρ = 0.65.
In a last picture (Fig. 8.7), the relative waiting time differentiation (E[w2]/
E[w1]) is plotted for different M, while again ρ = 0.65. As expected E[w2] in-
creases relative to E[w1] when M increases, because of the increased priority. We
can see however that the advantage gained by type-1 customers is decreasing for
ever increasing M – a trend that is also reflected in the difference E[w2−w1]. This
is because for M large, the probability is low that a high-priority customer is ac-
tually queued alongside a low-priority customer that arrived M slots earlier. The
latter will most likely have already been served. Contrast this to frame-bound pri-
ority introduced in chapter 7 or De Clercq [18]. In this latter priority mechanism
time is divided into frames of length M. High-priority customers can only overtake
low-priority customers that arrived during the same frame. Hence a high-priority
customer entering the system at the beginning of such a frame enjoys no extra
priority above regular FIFO. However, this same observation cannot be made for
TOP scheduling. For higher loads delay differentiation for the frame-bound pri-
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ority (FBP) mechanism will be larger, but never as large as is the case for TOP
scheduling. The disadvantage of TOP w.r.t. FBP is that while both mechanisms
are tuned with a discrete parameter, FBP can be more fine-tuned for lower delay
differentiations.
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Figure 8.7: Waiting time ratio E[w2]/E[w1] as a function of M, the parameter of the TOP
mechanism and FBP mechanism. Arrival and service characteristics are identical to
Fig.8.6 with p = 0 and ρ = 0.65.
8.7 Extensions
When the two arrival streams are correlated, the analysis becomes substantially
more involved. Allowing the number of type-1 and type-2 customer arrivals dur-
ing the same slot to be correlated undermines the validity of the proposed Markov
chain in a fundamental way. The problem lies in the departure of broom customers.
When a broom customer departs and there are still sets to be served (and M > 1),
we have been able to set rk+1 = a2. This is no longer possible when correlation
is included, because the type-1 customers that were part of the same set as the a2
oldest type-2 customers have already been served. Hence it is imperative that once
a type-1 set is served, the number of type-2 customers in the same set as that type-
1 set are generated and kept track of in a new state. The resulting Markov chain
would consist of uk, hk, and r1,k, · · · ,rmin(M,uk)−hk,k where the latter variables ri,k
indicate the number of remaining type-2 customers in the i’th oldest set; one could
define them up to rM,k and set them equal to zero as long as the corresponding
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type-1 set hasn’t yet been served. Needless to say, as M scales, so will the state
space dimensionality.
To study the system with correlated arrivals (between customer classes), ap-
plying the strategy used to study absolute priority to find a Markov chain in our
TOP-regulated queue could provide an alternate solution – see also Walraevens [3].
To clarify, the idea would then be to dissect sets entering the head, and only keep
track of the number of type-1 and type-2 customers in the head. At first sight
this might be thought to be sufficient, since all type-1 customers in the head are
served before all type-2 customers. One quickly realizes that with this approach
it becomes unclear when a new set can enter the head, hence the introduction of
the broom customer after a set of type-2 customers. For this chapter we based our
choice for uncorrelated arrivals on these two observations.
Due to the M being a discrete parameter of the TOP mechanism, delay differ-
entiation has a quantified nature as well. Fig. 8.4 illustrates this shortcoming quite
well. This can be solved by adjusting the model as follows. Add a second param-
eter Mr – which can be thought of as the real part of M between 0 and 1 – that acts
as a probability. High-priority customers can still overtake low-priority customers
as long as they didn’t arrive at least M slots earlier (and are not being served).
Additionally a high-priority customer can overtake a low-priority customer that
arrived M slots earlier with a probability Mr. In this sense, the FCFS from De
Clercq [2] plotted in Fig. 8.5 would have Mr = 0.5. The head could be enlarged
to M+1, and an adjusted random permutation performed on the mentioned type-1
and type-2 customers. This analysis would be nothing less than daunting, however.
Another way to differentiate between the waiting times of customers and thus
provide better QoS, would be to include multiple customer classes, i.e. more than
two. For this model however, the extension to multiple customer classes is ei-
ther non-trivial or unsatisfying. A lackadaisical attempt would simply extend the
head vertically to include multiple customer classes. Because type-1 sets would
be the only sets not interrupted by a new set arrival in the head, we would need
to keep track of the number of oldest type-2 customers, type-3 customers, and so
on – r2, r3, and so on. Using this approach, it would not be rare to encounter
type-1 customers not overtaking type-2 customers that arrived less than M slots
earlier. Moreover, there would be hardly any delay differentiation between all pri-
ority classes except the lowest, in a heavy traffic environment. Being a somewhat
natural extension to multiple customer classes, this mechanism is only viable in
light-traffic environments.
To counter this obvious shortcoming and generalize the concept further one
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could introduce a parameter for every pair of successive customer classes. A type-
i customer overtakes a type- j customer in the queue ( j > i) if that type- j customer
entered less than ∑ j−1l=i Ml slots earlier than the former. This is in effect the multi-
class earliest due date scheduling rule. Extending the existing analysis from this
chapter to accommodate for multiple customer classes in this way, might prove to
be cumbersome and computationally expensive, but nevertheless, possible.
8.8 Conclusions
We investigated a two-class discrete-time queue under a time-limited overtake pri-
ority scheduling mechanism much like early due date scheduling (EDD). A high-
priority customer can only overtake a low-priority customer if it arrived less than
M slots after the latter. This scheduling mechanism, while clearly favouring high-
priority customers, avoids starvation of low-priority customers in the queue. It also
allows us to fine-tune the level of prioritization. The way in which it achieves this
prioritization turns out to be one of the most promising strategies to meet deadlines
(see for instance Goldberg [10]). Employing a non-trivial Markov chain combined
with a censoring solution technique we obtain, via an embedded points approach,
expressions for the steady-state pgfs of the delay of a random type- j customer –
j = 1,2. Using these same embedded points, the joint pgf of the number of type-
1 and type-2 customers in the system is obtained. The numerical results show
that, although for M → ∞ the priority rule behaves as ordinary HOL priority, it
loses effect for high loads (dependent on M). Compared to frame-bound priority
introduced in chapter 7, TOP scheduling has a more drastic effect on delay differ-
entiation. Contrary to FBP though, it doesn’t matter when a high-priority customer
arrives to still enjoy its priority over low-priority customers that arrived earlier. In
that sense, TOP can be said to be more consequential. Some extensions on the
model are proposed as well as their analysability, using the methods employed in
this chapter.
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Conclusions
Say what you’re going to say. Say it. Say what you said.
– Rule #1 Public Discourse
In this chapter, we provide an overview of the most important insights, and
summarise our work presented in this dissertation.
9.1 Overview of the main results
• In multiclass discrete-time queueing systems, assuming a FCFS order still
leaves the choice of what to do with customers entering the system during
the same slot. We made two choices: slot-bound priority (chapter 2), and
random order (chapter 6). In slot-bound priority we introduce a slight delay
differentiation between the customer classes, which can be altered by en-
larging the slot size or increasing burstiness of the arrival process as shown
in some numerical examples.
• A multiclass discrete-time queueing system obeying FCFS ordering (con-
sidered the fairest among the scheduling disciplines), can only be consid-
ered really fair if customers that entered the system during the same slot are
served in random order (as in chapter 6). We obtained expressions for the
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pgf of the system content and delays in an N-class queueing system under
FCFS scheduling, and under slot-bound priority.
• In chapter 3 we used a slot-to-slot analysis based on a well-chosen Markov
chain to obtain the system content pgf in a 2-class system, while in chapter 5
we used an embedded points technique to obtain the same pgf but for an N-
class system. This technique was then used in chapter 6 to obtain the system
content pgf in the multiclass FCFS system with random ordering. Other
techniques were used to obtain the pgfs of the delay of a random type- j
customer in both systems in chapters 2 and 6 respectively.
• Moments and tail probabilities were determined for the delay and the system
content in both systems presented in chapters 2 and 6. For both, we found
that a large delay is most likely due to customers in the queue arriving before
the tagged customer, and less due to customers that arrived during the same
slot as a random customer. This effect is less for burstier traffic.
• We noted correctly that stochastic decomposition was applicable to the mar-
ginal pgfs of the number of type-1 or type-2 customers in a queueing sys-
tem operating under slot-bound priority. Although not very useful, with
the exception of chapter 5, all systems presented in this dissertation sat-
isfy the conditions for stochastic decomposition. These conditions were re-
evaluated in discrete time (see chapter 4), and some extensions were consid-
ered. Some applications include head-of-line priority, polling systems, and
optical buffers based on FDLs.
• In chapter 4 we found the pgf of the unfinished work in an optical buffer
with FDLs. In chapter 5 we generalised this to the joint pgf of the unfinished
work as attributed to bursts, and voids, by linking it to the slot-bound priority
principle.
• The general independent arrivals we use throughout the thesis, were aban-
doned in chapter 5 for a Markovian arrival process, and the pgf of the system
content in such a system was obtained.
• Two extensions to slot-bound priority were studied to provide an answer
to the demand for delay differentiation and at the same time to solve the
problem of starvation encountered in regular head-of-line priority. These are
frame-bound priority and time-limited overtake priority studied in chapters
7 and 8 respectively. The first was studied for an N-class system, while the
second was only studied for two classes, because of the complexity of the
analysis involved.
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• Both frame-bound and time-limited overtake priority are tuned with a pa-
rameter that allows for more or less delay differentiation. There is a clear dif-
ference between the two scheduling rules when that parameter reaches infin-
ity. The behaviour of frame-bound priority then closely resembles that of a
gated priority system. Time-limited overtake priority on the contrary evolves
to ordinary head-of-line priority. Delay differentiation is more coarse in the
case of time-limited overtake priority, but this coarseness problem can be
solved by considering one of the extensions mentioned in chapter 8.
• For both priority systems (frame-bound and time-limited overtake priority)
pgfs for delay and system content were successfully derived. The embedded
points considered in the analyses used the group and set concepts. A group
is a collection of customers that entered the system during the same slot and
cannot be empty. A set is defined similarly, but can be empty. The group
is intuitively more clear, whereas the set is analytically better suited. Both
provided a good basis for an embedded points analysis in their respective
chapters. Groups are used in chapters 3, 6, and 7, whereas sets are used in
chapters 5 and 8.
• Time-limited overtake priority was recognised as equivalent to the earliest-
due-date scheduling, and is therefore better suited for meeting deadlines than
any other scheduling mechanism, which was proven in the literature. An
expression for the pgf of the system content in such a system has however
not been derived before.
• An efficient method for calculating the boundary vector of the underlying
Markov chain for the system introduced in chapter 7 allows for the quick
derivation of data points. A similar method has not been found for the sys-
tem introduced in chapter 8.
• Some numerical examples showed over and over that for slot-bound prior-
ity, frame-bound priority, as well as for time-limited overtake priority, low
loads make the system dynamics more comparable to head-of-line priority,
while high loads stress a more first-come-first-served policy. The interesting
delay differentiation happens for middle loads. This is partly resolved in
frame-bound priority and especially in time-limited priority by adjusting the
according parameter.
9.2 Future related research topics
As theoretical physicist John Archibald Wheeler once said, “we live on an island
surrounded by a sea of ignorance. As our island of knowledge grows, so does
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the shore of our ignorance”. Whichever intellectual endeavour we undertake will
surely cast its shadow. In this section we describe some of these shadows.
• It should be clear that, in this dissertation, we merely touched the surface of
delay differentiating algorithms/mechanisms. Many more have been studied
in literature, and even more remain unstudied. In this dissertation, the focus
was on priority depending on time of arrival of the customers/packets. In
queueing systems with real people, delay is not always an issue. A factor
that plays more into customer satisfaction according to Richard Larson is
whether customers are being overtaken by other customers more often or
not; something he calls slips and skips. One can devise a priority mech-
anisms that limits the number of people a certain class of customers can
overtake. Instead of priority in time, customer in this system would have
priority in space. This could be considered a dual class of priority mech-
anisms. A combined policy can also be useful in these kinds of systems,
where a high-priority customer can overtake at most a set number of cus-
tomers, and can only overtake up until M slots. What happens to customers
that arrived during the same slot is a design parameter that only has to be
taken into account when considering discrete-time queueing systems.
• Continuous-time extensions to the studied scheduling mechanisms (FBP and
TOP), can also be considered. The analysis in this book cannot so easily be
translated to continuous-time queueing systems. As has been mentioned
before, in continuous time the parameters (frame-length or overtake limit)
can be more finetuned to deliver exact delay differentiation. It is for this
reason that these extensions are of interest.
• Still within the scope of arrival-time dependent priority mechanisms, one
could reverse-engineer a mechanism that allows an equal delay differenti-
ation regardless of the workload. As we have seen, the proposed schedul-
ing disciplines behave as head-of-line priority for low loads and FCFS for
higher and higher loads, i.e., the difference in waiting time is more absolute
(|E[w2 −w1]|) than relative (E[w2]/E[w1])for these high loads. When this
is not what we want, we could ask the question whether it is possible to
find such a priority mechanism that has as a parameter the needed relative
waiting time differentiation.
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Appendix: A remarkable independence
“Important thing in science is not so much to obtain new facts as
to discover new ways of thinking about them.”
– Sir William Bragg
In section 1.4.3 under formula (1.45) for the pgf U(z) of the system content at
the beginning of a random slot in steady state, we alluded to a third way to calculate
this formula. In this appendix we build the tools to try and get an intuitive feel for
the dependence of U(z) on S(A(z)), rather than on S(z) and A(z) separately. This is
not a coincidence. The math in this section is limited, because it is trying to explain
a formula that is already very small, but which posed a conundrum to me from the
day I entered SMACS. Having solved this conundrum a few months before the
writing of this thesis, and having found the crucial elements to the success of the
following analysis on a sunny afternoon in Germany, enjoying tea, cake, and live
improvisation by renowned guitarist Roland Dyens, – a scene otherwise only found
in movies – I could not withhold this otherwise unpublishable result.
To recap, the formula in question gives the pgf U(z) of the number of cus-
tomers, at the beginning of a random slot, in a discrete-time queueing system,
subject to an i.i.d. arrival process with pgf A(z) of the number of arrivals per slot,
and where service times are i.i.d., with common pgf S(z) (this formula is among
others obtained in Bruneel [1]):
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Figure 10.1: Sample of infinite series of sets with subsets and elements. The dots represent
elements, brackets are subsets, while the rectangles represent sets.
U(z) = (1−ρ) (z−1)S(A(z))
z−S(A(z))
. (10.1)
We refer to section 1.4.3 for an explanation.
10.1 Residual items revisited
Consider a series of i.i.d. drv’s {xi}∞i=1 with common pgf X(z). Moreover let
{yi, j}∞i, j=1 be a double series of i.i.d. drv’s with common pgf Y (z).
Next suppose xi represents the number of subsets in the i’th set of an infinite
series of sets. The drv yi, j represents the number of elements in the j’th subset
of the i’th set in the infinite series. These elements can be anything ranging from
customers to service times or even slots. But for the sake of generality, we adopt
the generic term ‘element’. These definitions are illustrated in Fig. 10.1.
In most practical cases, elements will be naturally ordered (e.g. temporal or-
dering). In this generic case, we use the order implied by the indices. A number of
interesting probabilistic questions can be posed that bear great resemblance to the
last problem presented in section 1.4.1.1.
How many elements are there in the same subset as a randomly chosen ele-
ment? (za with pgf Za(z)) According to section 1.4.1.1, we have
P[za = n] = n
P[y = n]
E[y]
⇒ Za(z) = z
Y ′(z)
Y ′(1)
. (10.2)
Use the pgf X(z) instead of Y (z) if interested in the number of subsets in the
same set as a random subset.
How many elements are there to the left and in the same subset as a randomly
chosen element? (zb with pgf Zb(z)) Note that this distribution is the same as
that of the number of elements to the right and in the same subset as a random
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element. This drv is exactly what was discussed in section 1.4.1.1, and hence we
conclude Zb(z) = Y⊥(z), where
Y⊥(z),
Y (z)−1
Y ′(1)(z−1)
. (10.3)
Use the pgf X⊥(z) instead of Y⊥(z) if interested in the number of subsets to
the left and in the same set as a random subset.
How many subsets are there to the left and in the same set as a randomly
chosen element? (zc with pgf Zc(z)) Surprisingly Zc(z) = X⊥(z) as well:
Zc(z) =
X(z)−1
X ′(1)(z−1)
. (10.4)
The question can be rephrased as follows. How many subsets are there to the
left and in the same set as the subset, a randomly chosen element is part of. The
explanation then lies in the fact that this subset is also randomly chosen. Analo-
gously it is an equally valid method to select a die at random from a given sample
of dice, than it is to first throw them and select the die containing the eye you chose
at random.
How many elements are there in those subsets that are to the left and in the
same set as a randomly chosen element? (zd with pgf Zd(z)) To answer this
question we use our answer to the previous one. We simply count the number of
elements in each of the zc subsets to the left of the randomly chosen subset:
zd =
zc∑
j=1
y∗j , (10.5)
where y∗j represents the number of elements in the j’th subset of a set containing a
randomly chosen subset. It is independent of zc and its pgf is simply Y (z). So, we
obtain
Zd(z) = Zc(Y (z)) =
X(Y (z))−1
X ′(1)(Y(z)−1)
= X⊥(Y (z)) . (10.6)
How many elements are there to the left and in the same set as a randomly
chosen element? (ze with pgf Ze(z)) Lastly, since the total number of elements
in a random set has pgf X(Y (z)), analogously to zb we find:
Ze(z) =
X(Y (z))−1
(XY )′(1)(z−1)
, (XY )⊥(z) . (10.7)
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The number of elements to the left and in the same subset as a randomly chosen
element zb, and the number of elements in subsets to the left and in the same set as
that same randomly chosen element zd are mutually independent. Therefore, the
following relation holds for their sum ze:
Ze(z) = Zb(z)Zd(z) . (10.8)
Because zb and zd are independent, the relation will still hold even when we
choose the randomly chosen elements for zb and zd independent of one another
(instead of the same, which is the case for ze). This property will be useful in
understanding the Pollaczek-Kinchin formula for discrete time.
10.2 Ode to Pollaczek-Kinchin
The Pollaczek-Kinchin formula (Pollaczek [2], Khintchine [3]) gives a relationship
between the distribution of the system content and that of the number of customer
arrivals during the service time of a random customer, in an GeoX/G/1 system
in discrete time. It was originally formulated for continuous time but since it has
some counter-intuitive implications for discrete time, we are keen on investigating
this matter.
The steady-state pgf of the system content at the beginning of a random slot in
a discrete-time queue subject to a Bernoulli batch arrival process where the batch
size has pgf A(z) and service times have pgf S(z), is given by formula (10.1). Here
ρ , A′(1)S′(1) is the workload. This formula only holds for ρ < 1. Intriguing is
the observation that U(z) is not dependent on A(z) or S(z) separately, but rather
on the combination S(A(z)), – hereafter denoted as E(z) – the pgf of the number
of customer arrivals during the service time of a random customer; ρ is its first
derivative evaluated in z = 1. Reverse engineering this equation reveals the truth
behind this observation. It appears that
U−(z) = Gρ(E⊥(z)) . (10.9)
Here U−(z), E[z(u−1)+ ] is the pgf of the queue content (without the customer
occupying the server) at the beginning of a random slot, and Gρ(z) , 1−ρ1−ρz is the
pgf of a geometrically distributed random variable – distributed with parameter ρ.
As in section 1.4.1.1 we use E⊥(z), E[ze⊥ ] for the pgf of the number of customers
that arrived during the same service time but are served after a randomly chosen
customer – see pgf Ze(z).
To understand this new simpler equation we look at the random variables rep-
resented by the pgf’s on both sides. Let Gρ(z) be the pgf of `, which we will call
the level of the randomly chosen slot. We have
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Figure 10.2: Terminology illustrated. The customers served during the sub-busy period
initiated by the first level-1 customer are all of a higher level than 1 – level-2 in the
example above.
(u−1)+ =
`
∑
j=1
e⊥j . (10.10)
When the randomly chosen slot is an idle slot we talk of a level-0 slot and `= 0.
A level-k slot, k > 0, is a slot during which a customer is being served that entered
the system during a level-(k− 1) slot. Such a customer will be called a level-k
customer. The number of customers in the queue at the beginning of a random
slot, is the sum of the number of level-1 customers, level-2 customers, and so on,
in it. The order in which these are served does not affect the system content and by
extension the queue content. We can therefore without loss of generality assume a
LCFS policy. For the purpose of this appendix we will define the sub-busy period
initiated by a tagged customer recursively as the period during which the customers
that arrived during the service of this customer are served, augmented by the sub-
busy periods they initiate themselves. Note that this excludes the service time of
the tagged customer, which is not customary.
Under the LCFS policy the sub-busy period initiated by a level-k customer
consists entirely of the service times of level-m customers, m> k. Since this is true
for any level-k customer, by extension it follows that at the start of the service time
of a level-k customer, no level-m customer, m > k, is present in the system. At the
beginning of a random slot (during which the level is `), the level-(`+1) customers
in the system are those that entered the system during the elapsed service time of
the active customer (i.e., the customer in service), and no higher-level customers
are in the queue.
First note that equation (10.10) already satisfies the case ` = 0. Suppose now
`= 1. The system during a random level-1 slot consists of only level-1 and level-
2 customers. The level-2 customers in the system are those that entered during
the active customer’s service time. Those that entered during previous level-1
customers’ service times have already left the system because of LCFS. The level-
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1 customers in the system consist of those that entered the system during the idle
slot directly preceding the current busy period. These two random variables are
independent. In the terminology of the previous section, let slots be the subsets,
and the customers entering the system during a slot the elements of that subset.
Then, with the set being the service time of the active customer, the number of
level-2 customers can be seen to have a pgf equal to S⊥(A(z)), analogously to
Zd(z) from the previous section.
To know how many level-1 customers are in the queue (excluding the active
customer), having chosen a random level-1 slot, is fundamentally the same ques-
tion as the one concerning zc, i.e., how many level-1 customers initiated service
after a randomly chosen level-1 slot, but during the same busy-period. The num-
ber of level-1 customers in the queue at the beginning of a random level-1 slot
therefore has a pgf equal to A⊥(z), analogously to Zc(z).
It now follows from the previous section that the sum of the drv’s, whose pgfs
were derived in the two paragraphs above, has the same distribution as the number
of customers entering the system before a randomly chosen level-2 customer or
higher but during the same service time. These two drv’s fit like a jigsaw puzzle:
e⊥1 =
s⊥
∑
i=1
ai +a
⊥ . (10.11)
Next, let ` > 1. At the end of every sub-busy period initiated by a level-k
customer, no more level-m customers (m > k) inhabit the queue. Hence any level-k
customers in the queue (1< k≤ `) at the beginning of a random level-` slot entered
the queue during the service time of the level-(k− 1) customer that initiated the
sub-busy period our random slot is part of. All of these level-k customers in turn
initiate sub-busy periods. The number of level-` slots in each of these generated
sub-busy periods are i.i.d. random variables, since the service times of these level-
k customers are i.i.d.. By the logic answering the zc-question, and the knowledge
that the number of level-k customers entering the system during the service time of
a level-(k−1) customer has pgf E(z), the pgf of the number of level-k customers
in the queue at the beginning of a random level-` slot is equal to E⊥(z) – pgf of
e⊥.
As these drv’s for ` = 1 and ` > 1 are i.i.d. and independent of `, it remains
to determine the distribution of ‘`’. Let p0 be P[` = 0], the fraction of idle slots.
Level-(k + 1) slots can only be generated during level-k slots, i.e., level-(k+ 1)
slots are part of the service times of customers that arrived during level-k slots. On
average each level-k slot generates E[∑an=1 sn] = ρ level-(k+1) slots, since ρ is the
average amount of work generated in one slot. We find that
P[`= k+1] = ρP[`= k] = p0ρk+1 . (10.12)
By the normalization condition we find that p0 = 1−ρ and hence,
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E[z`], Gρ(z) =
1−ρ
1−ρz , (10.13)
which indeed satisfies (10.10) and by extension (10.9).
This method has been inspired by Fuhrmann [4] in his paper about stochastic
decomposition which in turn led to a journal contribution [5]. The above analysis
by its very nature – an alternative method to find old results – was not published. It
does however help show that queueing analysis can be interesting without focusing
blindly on performance measures.
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