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Introduction
The neocortex is the largest component of the telencephalon in the mouse. The histology of neocortical areas, typically composed of six layers of neurons, distinguishes them from the olfactory cortical areas (which contain only three distinct layers) and from the hippocampal regions. Large areas of the mouse neocortex serve as primary receiving areas for somatosensory, visual, auditory, vestibular, taste, and visceral sensations. Cortical areas subserving motor function are also relatively large, and are located rostral to the somatosensory cortex. The remainder of the mouse neocortex comprises the orbitofrontal, the cingulate/retrosplenial, and the parietal association cortical areas.
Segmentation of the mouse neocortex is challenging, but there are obvious transitions between many of the functionally distinct regions. Taken together, the many histological and electrophysiological studies of mouse cortex over the past century reveal a clear picture of areal patterning (Kirkcaldie, 2012) . These studies have been based on cytoarchitectonics (Caviness, 1975; Wree et al., 1983) , chemoarchitectonics, (Franklin and Paxinos, 2008; Hof et al., 2000; Watson and Paxinos, 2010) , electrophysiology (Tennant et al., 2011) , thalamocortical connections (Jones, 2007) cortical efferent connections (Larsen et al., 2007; Meltzer and Ryugo, 2006) and gene expression studies (Bohland et al., 2010; Hawrylycz et al., 2010; Ng et al., 2009 ). The most comprehensive modern maps of the C57BL mouse cortex are found in the stereotaxic atlases of Paxinos and Franklin (2013) and Dong (2008) . The boundaries identified in these two atlases are very similar in all but a few instances. The present study makes extensive use of the maps in these two atlases.
The shape and size of the primary regions (such as the visual, auditory and somatosensory regions) in mouse neocortex can vary significantly across strains (Hof et al., 2000) . For example, inter-strain variations have been found in total cortical volume (Gaglani et al., 2009) , and there are more localized differences in the size of the barrel field (Jan et al., 2008; Li et al., 2005) and the visual cortex (Airey et al., 2005; Airey et al., 2006) . More marked alterations to cortical morphometry and connectivity occur in natural mutants and transgenic models of neurological disorders such as Huntington's (Lerch et al., 2008a; Lerch et al., 2008b; Zhang et al., 2010 ) and Alzheimer's disease (Benveniste et al., 2007; Lau et al., 2008b) .
Magnetic resonance imaging (MRI) has become an important technique for examining changes in brain structure in mouse models of neurological disorders (Benveniste et al., 2007; Lau et al., 2008b; Nieman et al., 2005; Pitiot et al., 2007) . The combination of image registration methods and voxel-based statistical parametric mapping techniques has been used to identify phenotypic differences between disease and control animals Sawiak et al., 2009) . While comparisons at the cortical level can already be performed using established whole-brain mouse atlases, a detailed atlas of the C57BL/6J neocortex is needed to allow researchers to map the changes at a regional and functional level. Therefore, in this paper we present a detailed protocol for segmenting the C57BL/6J cortex using high-resolution MRI and a minimum deformation atlas made up of averaged data from 18 individuals. This atlas is made freely available to assist future researchers in automatic segmentation of the mouse neocortex.
Materials and methods

C57BL/6J mouse brain preparation and magnetic resonance imaging
Eighteen animals (male, 12 week old) were perfused and fixed with 4% paraformaldehyde and 0.1% Magnevist® (gadopentetate dimeglumine, Bayer HealthCare Pharmaceuticals Inc., Wayne, NJ, USA) in phosphate buffer (PB). Brains were extracted and incubated in 0.1% Magnevist/PB for 4 days, placed in Fomblin (Solvay Solexis, Milan, Italy) and imaged on a 16.4T (89mm bore diameter) Bruker micro-imaging system (Bruker Biospin, Karlsruhe, Germany) using a 15 mm SAW coil (M2M Imaging, USA). MRI data were acquired using a 3D gradient echo sequence with a repetition time = 50ms, echo time = 12ms, flip angle = 30°, 82 KHz spectral bandwidth, Field of View = 2.1 x 1.5 x 0.75 cm, matrix = 700 x 350 x 250, 8 averages, resulting in a total acquisition time of 5h 15mins, to produce T 2 *-weighted images at 30µm isotropic resolution.
Minimum deformation atlas creation
Images were placed in the Waxholm stereotaxic coordinate space (Johnson et al., 2010 ) and a symmetric model was created using a recursive non-linear hierarchical fitting strategy similar to that employed by Fonov et al. (2011) . The fitting strategy consisted of 3 linear fits to the evolving internal model followed by a hierarchical series of non-linear grid transforms. These transforms used progressively smaller millimetre step sizes of 1.067, 0.533, 0.267, 0.2, 0.133 and 0.06mm. The fitting uses smoothed data with a 3D FWHM of half the step size. 20 iterations at each fitting stage were performed using the ANIMAL algorithm. Interpolation resulted in a model with 15µm 3 isotropic voxels (Janke et al., 2012) .
Our technique differs from Fonov et al.'s (2011) during the intermediate model generation in that a robust averaging process is used to reduce the effect of artefacts and small handling tears in the brain. The averaging technique places a lower weight on data at each voxel that is greater than 2 standard deviations from the current model. The fitting process took ~3 weeks on a 50core commodity Debian GNU/Linux cluster.
Segmentation
The major anatomical features of the neocortex were primarily identified on the coronal sections of the model by a single expert anatomist (CW) who is the co-author of a number of rodent brain atlases (e.g. (Paxinos and Watson, 2007; Paxinos et al., 2009; Watson and Paxinos, 2010) . The operational criteria for defining anatomical features were defined in terms of differences in signal intensity and/or their location with reference to anatomical landmarks. The cortex was segmented into major regions and subregions using the parcellation scheme of Paxinos and Franklin (2013) . In some cases our parcellation was more conservative than in the atlas, and where anatomical landmarks or clear boundaries of sub-regions could not be defined, the areas were combined. Structures were then partitioned according to the operational criteria using vector-based segmentation performed on a Cintiq tablet (Wacom Company Ltd, Vancouver, USA). The complete data set was then exported to Amira (Visualization Sciences Group, Burlington, USA) where structural boundaries were checked and corrected in the three orthogonal planes by JFPU and CW. In total, segmentation required approximately 1000 hours to complete. The nomenclature and abbreviations used here were taken from Paxinos and Franklin (2013) and the color palette for cortical structures is based on that used in the BrainNavigator (Elsevier Inc., Amsterdam, Netherlands) website. Finally, smoothed three-dimensional surface reconstructions were created in Amira. Average image intensities were computed by first normalising the intensity values in the model to lie between 0 and 100 via percent critical thresholding of the intensity histogram for the entire image. In our case cutoffs of 0.1% and 99.9% were used. The signal intensity across the structures of interest was then averaged. Structure volumes were computed in model space from the delineated labels.
Results
The minimum deformation atlas represents the average spatial positioning and intensity of each structure. Figure 1 demonstrates the superior signal and contrast to noise ratios in comparison to the image from a single brain, features which assisted the delineation of cortical structures. The improved clarity indicates quality of the registration. Table 1 lists the structures, abbreviations according to Paxinos and Franklin (2013) , their corresponding color, average volume, and average signal intensity. Where possible, the corresponding abbreviations of Dong (2008) are provided to enable correlations with gene expression and other data assembled by the Allen Brain Institute. Discrepancies between the two nomenclature systems are addressed in the discussion.
Identification of anatomical boundaries
The key to segmentation of the isocortex is the ability to visualize the slight intensity differences that occur between the pattern of layers in different functional regions. Accurate segmentation requires significant expertise in MRI-based neuroanatomy and histological anatomy. Figure 2 demonstrates the six cortical layers with the grayscale intensity corresponding to the neuronal and fiber tract density in the six layers. When directly comparing a section from the minimum deformation atlas to its corresponding section from The Allen Reference Atlas (Dong, 2008) , the outer layer (a) is hyperintense and appears to correspond to Layer 1; the next darker lamina (b) to Layers 2/3, the superficial part of the lighter layer (c) to Layer 4 and a little of the deeper part to Layer 5; the next darker layer (d) to Layer 5; and finally the brighter lamina (e) to Layer 6. While the lamination can clearly be seen the layers were not segmented, as it was difficult to distinguish the laminae across the entire cortex.
The MR characteristics of the major cortical areas in the mouse can be appreciated by studying a spaced series of coronal sections that have been selected to show the different cortical regions to advantage.
The following sections have been selected for detailed consideration:
1. Figure 3a shows a coronal section including the large motor regions of the frontal lobe (M1 and M2) and the rostral part of S1, along with the areas that form the medial wall of the frontal lobe.
2. Figure 3b shows a section passing through the anterior commissure and is dominated by the large area occupied the somatosensory cortex (S1Br, S1FL and S1HL, and S2), with the motor and cingulate areas dorsomedially and the insular cortex ventrally.
3. Figure 3c shows a section passing through the caudal part of the barrel field of the somatosensory cortex. The parietal association areas lying between the S1 trunk area and the retrosplenial cortex are seen. The section also shows the rostral part of the ectorhinal and perirhinal cortical areas between S2 and the piriform cortex.
4. Figure 3d shows a section passing through the splenium (caudal end) of the corpus callosum and the caudal tip of S1. It includes the primary visual cortex (V1), the primary auditory cortex (Au1) and their respective association areas.
5. Figure 3e shows a section passing through the caudal tip of the dentate gyrus, containing the center of the primary visual cortex (V1M and V1B), the visual association areas on either side of the primary auditory cortex (Au1) and their respective association areas. Figure 3a shows the large motor regions of the frontal lobe (M1 and M2) and the rostral part of S1, along with the areas that form medial wall of the frontal lobe. The three large regions that form the superolateral surface in this section (M2, M1, S1) share a thick superficial dark band. They can be distinguished from each other by the appearance of the middle layer deep to the dark layer. In S1 this middle layer is much lighter than in the adjacent M1. On the medial side of M1 the middle layer again becomes lighter in the M2 region. The transition from S1 to the insular cortical areas (Ins) is marked by an abrupt thinning of the superficial dark layer, the darking of the middle layer, and the appearance of a thin dark band in superficial layer 5. The brighter superficial layer in the insular cortex fades out from dorsal to ventral as it approaches the border with the piriform cortex. The piriform cortex has a number of characteristic features -a light band in layer 1, a thin dark band marking layer 2, and brighter intensity in layer 3. On the dorsomedial wall of the frontal lobe, there is a gradual increase in overall intensity from dorsal (A24b) to ventral (DTT). A24b has a relatively hypointense superficial band, but this band is markedly less dark than in M2. Ventral to A24b, the cingulate cortex is marked by the presence of two thin bands near the surface, which fade out near the junction with Area 25 (A25). The A25 cortical area is relatively featureless, and generally less dark than A24a above.
Figure 3b
is a section through the anterior commissure. The isocortex here is dominated by the large area occupied the somatosensory cortex (S1Br, S1FL and S1HL, and S2), with the motor and cingulate areas dorsomedially and the insular cortex ventrally. In this section, we have identified, in ventrodorsal order, the piriform cortex (Pir), the insular cortical areas (Ins), the secondary somatosensory cortex (S2), the barrel field of the primary somatosensory cortex (S1BF), the forelimb and hindlimb regions of the somatosensory cortex (S1FL and S1HL respectively), the primary (M1) and secondary (M2) motor cortex, and the cingulate cortex (A24a and A24b).
The piriform cortex, situated ventrolaterally, has a thin dark band in layer 2 surmounted superficially by a light band, which occupies deep half of layer 1. The dark band fades out at the dorsal end of the piriform cortex, signalling the beginning of the insular cortex. Layer 3 of the piriform cortex is of medium intensity, which ends at the beginning of the insular cortex. The ventral boundary of the piriform cortex is clearly marked by the darkening of layer 2 of the cortical-amygdala transition zone (CxA).
The insular cortex is very pale and the boundary with S1 is easy to define. The boundary with the piriform cortex is not as clear, but the end of the dark piriform layer 2 is usually a good guide.
The S2 cortex is much darker overall than the insular cortex, and dark bands in layer 2/3 and layer 5/6 are prominent. Overall, S2 appears darker than S1, especially in layer 6. Layer 2 sometimes shows a characteristic alternation of dark and light bands that is not seen in S1BF.
Within S1, a superficial dark band (in layers 2 and 3) is separated from a deep dark band (layer 5) by a distinct light band. This light band appears to include layer 4 and the outer part of layer 5. There is a third dark band in the deep part of layer 6, but this is not as wide as that seen in S2. Within S1, there is a distinct subdivision into the ventrally placed S1BF and the more dorsal limb areas (S1FL and S1HL). The limb areas are marked by much greater intensity in layers 2 and 3, and slightly greater intensity in the deep dark band (layer 5).
At the junction of S1 and M1, the outer dark band becomes much thinner in the motor cortex, and the middle light band (layers 4 and outer 5) becomes less distinct, and is mostly filled in with small dark patches. The overall greater intensity in layers 2 to 6 in M1 distinguishes it from M2. The superficial dark band becomes much thinner in M2, but appears darker than in M1. The dark band becomes a very thin line at the junction of M2 and the cingulate cortex (A24b), and almost disappears at the junction of A24b and A24a.
Figure 3c is a section through the caudal part of the barrel field of the somatosensory cortex. It shows the parietal association areas lying between the S1 trunk area and the retrosplenial cortex. It also shows the rostral part of the ectorhinal and perirhinal cortical areas between S2 and the piriform cortex. The most striking features of this section are the bright bands in the deep layers of Area 30 of the cingulate cortex (A30) and the two dark bands in the primary somatosensory cortex (S1Tr and S1BF). Between A30 and S1Tr is a mostly pale area, representing the parietal association cortex. The medial parietal association cortex (MPtA) is pale throughout but the adjacent lateral parietal association cortex (LPtA) is darker in the two major dark bands, but not as hypointense as S1Tr. S1Tr has a very prominent thick superficial dark band and there is a suggestion of a lighter staining dysgranular zone at the lateral margin where it abuts the S1 barrel field (S1BF). The superficial and deep hypointense bands in S1BF are very obvious and there is in places a suggestion of patches in the intervening lighter layer, which may represent barrels in layer 4. At the ventrolateral margin of S1BF there is an abrupt decrease in the thickness and relative intensity of the dark bands, so that they appear less dark and more diffuse in S2. Ventral to S2 the dark layers become even lighter and merge in the region of the ventral auditory association cortex (AuV). Ventral to AuV the dark bands become less prominent as you progress the region of the ectorhinal cortex (Ect). The perirhinal cortex (PRh), is ventral to Ect and marked by a dark patch in the deepest layers, in contrast to the lack of dark patch in the deeper layers of Ect. The border between PRh and the piriform cortex is not easy to define. The best guide is the appearance of a bright superficial layer in the piriform cortex, and the decrease in intensity of the deep patch of density in PRh. Returning to the dorsomedial cortex, it should be noted that the transition from A30 to A29c is marked by a loss of the superficial dark band that characterizes A30. Figure 3d is a section, through the splenium (caudal end) of the corpus callosum and the caudal tip of S1. It shows the primary visual cortex (V1), the primary auditory cortex (Au1) and their respective association areas. From a functional point of view, this sections cuts through the primary visual cortex (V1), the primary auditory cortex (Au1) and the rostral portion of the entorhinal cortex (Ent). In terms of the MR image, the dominant features are a dark superficial band across the primary (V1) and secondary (V2) visual cortical areas and an intensely dark patch in the area of the ventral auditory association cortex (AuV). Within the visual region, V1 can be distinguished from the lateral and medial visual association areas (V2L, V2ML, and V2MM) on account of the intensification in the superficial dark band in V1. Between V2L and the dark patch marking AuV is a lighter area that includes, from dorsal to ventral, a small caudal part of S1, the dorsal auditory association area (AuD), and the primary auditory cortex (Au1).
The area between the dark patch of AuV and the piriform cortex includes four areas that are difficult to separate. From dorsal to ventral, they are the temporal association areas (TeA), the ectorhinal cortex (Ect), the perirhinal cortex (PRh), and the rostral tip of the entorhinal cortex (DLEnt). It should be noted that the designated location of PRh in the Paxinos and Franklin atlas (Paxinos and Franklin, 2013 )is inaccurate, since the PRh in the mouse, sits on the upper bank of the rhinal fissure and not the lower bank (Witter, 2012) Figure 3e is a section through the caudal tip of the dentate gyrus. It shows the center of primary visual cortex (V1M and V1B), with visual association areas on either side of the primary auditory cortex (Au1), together with their respective association areas. The most striking features of this section are at the dorsomedial corner, where the very pale retrosplenial cortex abuts three distinct hypointense bands in the mediomedial area of the secondary visual cortex (V2MM). The darkest of these bands in in layer 3, and the two others are in superficial layer 5 and at the layer 1-2 border. V2MM is hard to distinguish from the mediolateral area of the secondary visual cortex (V2ML), but the layer 3 band is usually darker in V2MM. The area occupied by the primary visual cortex (V1M and V1B) is in general lighter than the medial areas of the secondary visual cortex above and the lateral area of the secondary visual cortex (V2L) below. The monocular part of V1 (V1M) has more distinct hypointense bands on either side of layer 4 than seen in the binocular part (V1B). The dark bands in V2L are thicker and more blurred than in medial areas of the secondary visual cortex and V1M. There is an abrupt change from the dark bands in V2L to the ligheter TeA area below it. The ectorhinal cortex (Ect) ventral to the temporal association areas (TeA) is lighter still. Below Ect is a dark patch just dorsal to the rhinal fissure, marking the perirhinal cortex (PRh). Figure 4 shows three-dimensional reconstructions of the C57BL/6J neocortex from a dorsal and lateral perspective. Comparisons with other MRI-based atlases were difficult due to the limited segmentation done by previous studies, however our total neocortical volume (134.80 mm 3 ) is similar to previous studies (see Table 2 ). From a visual perspective our surface renderings are also comparable to the threedimensional drawings done by Kirkcaldie (2012) which incorporated information from a range of sources. However it differs from The Allen Reference Atlas desktop application (used in Brain Explorer) (Lau et al., 2008a) , as it uses 8 week-old mice and a different ontology and segmentation methodology. Table 1 .
Three-dimensional reconstructions
Discussion
We have developed a segmentation protocol for the mouse neocortex with operational criteria based upon signal intensity in T 2 *-weighted high-resolution magnetic resonance scans. Employing our methodology, we then segmented a minimum deformation model of the C57BL/6J mouse brain (Janke et al., 2012) to create an atlas of the neocortex consisting of 74 structures. This is a substantially greater number of structures than in previous MRI-based atlases, which either left the cortex as one structure (Badea et al., 2007; Johnson et al., 2010) or parcellated the neocortex into four major regions (Dorr et al., 2008) . In addition, to facilitate use of the atlas and enhance the existing framework for multi-modal mapping of the mouse brain (Hawrylycz et al., 2011) we have placed the isocortex atlas in Waxholm space (Johnson et al., 2010) . This combined process has brought about two issues that need to be considered: 1) MRI contrast, image registration, and minimum deformation atlas creation; and 2) ontological and segmentation issues associated with the array of mouse brain atlases.
Contrast, Registration and Atlases
In this study we used Magnevist®, a gadolinium-based contrast agent, which altered relaxation times, in order to enhance contrast between grey and white matter regions (Johnson et al., 2002; Ullmann et al., 2010) . Differences in intensity were crucial to differentiating between cortical regions. Magnevist® is a paramagnetic contrast agent that possesses one or two open coordination sites for protons that when bound result in a reduced hydrogen-proton relaxation time (Weinmann et al., 1984) . In brain tissue, where the majority of hydrogen protons are present in water molecules, Magnevist® is most likely to be found where water is present. Hence, Magnevist® further increases T 2 * signal intensity in structures that have a high density of large neurons and a large water content compared to structures that have low water content such as fiber tracts.
The neocortical lamination shown in Figure 2 provides an example of the correlation of Magnevist® and cytoarchitectonics. While relatively uniform cytoarchitectonically, the neocortex possess glia, a range of neuron types, and a huge number of axons and dendrites (Kirkcaldie, 2012) allowing us to match alternating dark and light bands of image intensity to corresponding changes in neuronal density and myelination. For example, Layer (a) is hyperintense as it corresponds to the external plexiform Layer I, which contains few neurons (Peters and Jones, 1984) . In contrast Layer (d), is hypointense due to the population of large pyramidal neurons and their axons found in Layer V (Kirkcaldie, 2012) . The relationship we found between the MRI relative intensity and the cytoarchitectonics is similar to the results achieved by previous studies, which used specific imaging sequences to enhance visualization of the cortical layers (Barazany and Assaf, 2012; Boretius et al., 2009) . Because of the enhancement in contrast with Magnevist® and the increased resolution achieved via registration and creation of a minimum deformation atlas, special sequences were not required to identify differences between cortical regions in our study. It is possible that the combination of new sequences with our methods will allow even finer distinctions between cortical regions to be made.
Minimum deformation atlas modeling provided a number of benefits for characterising neocortical regions. When compared to images from an individual mouse, the average model exhibited a greater signal to noise ratio. In general, the increase in signal to noise ratio is proportional to the number of data sets used to generate the model. The creation of a minimum deformation atlas results in a downweighting of artifacts present on a single image, and so further reduces noise. Finally, the creation of a minimum deformation atlas allowed us to create a map of anatomical structures that was closer to that of the population than an atlas based on an individual brain. Neocortical structures segmented on the average model represent the average morphology (size and shape) of a structure and the average signal intensity.
Translating our model to an in vivo MRI data set is is critically dependent on the accuracy of registration to the atlas. In vivo imaging does not have the same range of intensity differences between sub-regions that is generated in our ex vivo imaging data from the use of Magnevist® as a contrast agent. This makes registration between our MRI model and an in vivo data set challenging as only major internal and external landmarks can be used. As a result, careful assessment of the registration will be necessary to validate its accuracy. Important future research includes new acquisition techniques to overcome this obstacle.
Ontological and segmentation differences between the Paxinos/Franklin mouse brain atlas (PFA) and the Allen Reference Atlas (ARA)
This neocortical atlas has been placed into Waxholm space to facilitate correlations within an existing framework for multi-modal mapping of the mouse brain (Hawrylycz et al., 2011) . We note, however, that there are differences in nomenclature and segmentation boundaries between PFA and the ABA, the two most widely cited mouse brain atlases, making direct comparisons difficult for some structures. In Table 1 , we provide the corresponding names and abbreviations for both atlases. The principal differences can be grouped into the following categories. Firstly, there are different abbreviations of the name for a single structural. For example, the primary auditory cortex is abbreviated Au1 in the PFA and AUDp in the ABA, and the secondary motor area is labelled M2 in the PFA and MOs in the ABA. Secondly, for some structures, segmentation into more detailed sub-structures has been performed in one atlas but not the other. The somatosensory and retrosplenial regions are more finely subdivided in the PFA, and the auditory regions are subdivided into smaller regions in the ABA. Thirdly, for a small number of structures, the two atlases do not show concordant boundaries. For example, the visual cortex does not begin in the ABA until the beginning of the dorsal hippocampal commissure (dhc) while in the PFA, it starts at the caudal end of the corpus callosum. The secondary motor area begins more rostrally in the ABA than in the PFA. In light of these differences, we advise care when using both atlases in combination and we suggest future studies clearly state which atlas was used as a reference. In future, incorporation of ontologies based on gene expression data into multi-modal atlases may allow clearer delineations and resolve some of these disparities.
Conclusion
We provide detailed guidelines for segmenting the isocortex on magnetic resonance images of the C57BL/6J mouse brain as well as mean volumes and relative image intensities. To facilitate its use, the minimum deformation atlas and two hierarchical label fields one with only major structural regions segmented and one containing the individual regions are available in a variety of imaging formats for download at http://www.imaging.org.au/AMBMC/Cortex. By following our image acquisition protocol, future studies can register our atlas to their data to perform automatic segmentation of the isocortex. The atlas will also aid the investigation of neocortical changes in novel mouse strains based on C57BL/6J background.
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