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1. Introduction
Throughout this paper we shall use the standard notations from [1,10]. Cn and Cm×n stand for the
n-dimensional complex vector space and the set ofm× nmatrices over complex field C, respectively.
For amatrix A ∈ Cm×n, we denote by R(A),N(A), and A∗ the range, null space, and conjugate transpose
ofA, respectively. For anyA ∈ Cm×n, theMoore–Penrose inverse ofA, introduced byMoore and Penrose
[6,7], is the unique solution X ∈ Cn×m to the following system of matrix equations
AXA = A,
XAX = X,
(AX)∗ = AX,
(XA)∗ = XA
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and is denoted by A†. For a nonsingular squarematrix A, the generalized inverse of A is the same as the
regular inverse, i.e., A† = A−1.
There are numerous computational methods developed over the past half century for the gener-
alized inverse of a matrix, from Newton type iterative methods to finite algorithms. In particular, the
finite recursive algorithms have been investigated by many authors. Many of these finite algorithms
are based on the computation of the generalized inverse of the rank-one modified matrix. The most
recent one is based on the symmetric rank-one updates [4]. The singular value decomposition and
full-rank decomposition can also be used to compute the generalized inverse. For a survey of much of
the development over the past half century, please refer to severalmonographs [1,3,10] on the subject.
One very handy method of computing the inverse of a nonsingular matrix A is the Gauss–Jordan
elimination procedure by executing elementary row operations on the pair [A ... I] until [I ... A−1] is
reached . The simplicity of this procedure prompts us to seek a similar method for A†. Indeed, recently
found explicit expressions for A† make such a task possible. The Gauss–Jordan elimination procedure
can first be used to get amodifiedmatrix and then is employed again on themodifiedmatrix to obtain
the M-P inverse through either an explicit expression [5] or an implicit expression [2] for A†.
More recently, Sheng and Chen [9] showed that for any A ∈ Cm×n of rank r, there exists an elemen-
tary matrix E =
⎡
⎣ E1
E2
⎤
⎦ such that
EA∗A =
⎡
⎣ E1A∗A
0
⎤
⎦ and
⎡
⎣ E1A∗A
E2
⎤
⎦
is invertible, where E1 ∈ Cr×nr , E2 ∈ C(n−r)×n(n−r) , and E1A∗A ∈ Cr×nr . Moreover, the following novel
expression for A† was derived in [9]:
A† =
⎡
⎣ E1A∗A
E2
⎤
⎦
−1 ⎡
⎣ E1
0
⎤
⎦ A∗ (1)
upon which a Gauss–Jordan elimination method for A† was proposed:
Algorithm 1.MPInverse1-SC[A]
1. Input: A ∈ Cm×nr ;
2. Perform Gauss–Jordan elimination procedure on [A∗A ... I] and obtain the reduced row-echelon
form of [A∗A ... I] as follows:⎡
⎣ A1 E1
0 E2
⎤
⎦ , (2)
where A1, E1 ∈ Cr×nr , E2 ∈ C(n−r)×n;
3. Form ⎡
⎣ A1 E1
E2 0
⎤
⎦ (3)
and continue the Gauss–Jordan elimination procedure on the matrix in (3), resulting in [I ... X],
compute A† = XA∗, and return A†.
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This method also requires two Gauss–Jordan elimination procedures but, as pointed out by Sheng
and Chen [9], the special structure of the matrix in (3) allows us to warm-start the second procedure.
To see how, let us simply assume that the matrix in (3) is partitioned into the form
⎡
⎣ Ir A12 E1
E21 E22 0
⎤
⎦ .
Of course, for a general problem, the matrix A1 in (3) may not be of the form [Ir A12] and the columns
of Ir could be distributed anywhere in A1. One could always “resume" the Gauss–Jordan elimination
procedure ‘interrupted’ in Step 2 of Algorithm 1 for the Gauss–Jordan elimination procedure in Step 3
by zeroing out E21 first. Here we continue to use the pivoting elements of the first procedure in Step 2
for the second one in Step 3. In that sense, the second Gauss–Jordan elimination procedure is warm-
started. Therefore, one can easily and effectively carry out elementary row operations on [A∗A ... I] to
obtain A†.
In this paper, we will develop a new Gauss–Jordan elimination method for A†. Unlike Algorithm 1,
our new method does not directly involve A∗A, which is a big saving of execution time for large
scale problems, yet it shares the same simplicity with Algorithm 1. The computational complex-
ity of the new method indicates that the new approach is very efficient for a large class of prob-
lems.
This paper is organized as follows. In Section 2, we further explore the structure of thematrix in (3)
and give amore precise computational complexity of Algorithm1. In Section 3,wederive an alternative
explicit expression for A†, propose a newGauss–Jordan elimination procedure for A† based on the new
formula, and include an example to illustrate our new approach. A comparison of computational
complexities of the new approach and Algorithm 1 is also included in Section 3.
2. The computational complexity of Algorithm 1
This section is devoted to Algorithm1. Assume that thematrix A has rank r. Under the assumption, r
columnsofA1 in (3) contain all zeros except for a nonzero element, 1. To save execution time, Sheng and
Chen in [9] suggested tochoose themaspivotingelementsfirst and thenresumearegularGauss–Jordan
elimination procedure on the remaining (n − r) columns when Gauss–Jordan elimination procedure
is performed on the matrix in (3). It is this pivoting strategy which is chosen for the elementary row
operations on the matrix in (3) for the computational complexity of Algorithm 1 [9]. Throughout this
paper, we will always attach this pivoting strategy to the Gauss–Jordan elimination procedure for the
matrix in (3) whenever Algorithm 1 is analyzed.
In the analysis carried out in [9], the addition and multiplication are treated equally for the cal-
culation of A∗A and XA∗, i.e., 2m − 1 and 2n − 1 “multiplication and addition" operations for each
entry of A∗A and XA∗ respectively. Commonly, the “addition and subtraction" operations are ignored
in the analysis of computational complexity for numerical algorithms. We will ignore the operations
of “addition and subtraction" in our analysis.
Also, the structure of X is not fully explored in [9] for the computation of XA∗. As mentioned in
[9], only r columns of E1 are nonzero. Notice that the zero columns of E1 are not changed by applying
elementary row operations on the matrix in (3). Therefore, X has r non-zero columns as well. For a
small problems, the locations of nonzero columns are displayed in the tableaus of the Gauss–Jordan
procedure. The index of nonzero columns of E1 can be found easily from the row exchanges of the
pivoting process. Thus, we only need to compute the multiplications involving nonzero columns with
a total of rmn multiplications for XA∗. By avoiding the multiplications of zeros in the computation of
XA∗, we have saved nm(n − r)multiplications! Taking all these points into account, we can establish
the following computational complexity for Algorithm 1.
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Theorem 1. The total number of multiplications and divisions required for Algorithm 1 to compute A† is
T(m, n, r) = −3
2
nr2 + 1
2
(4n + 2m + 1)nr + mn2 + 1
2
n3 − 1
2
n2.
Moreover, T(m, n, r) is bounded above by 2mn2 + n3 if m ≥ n.
Proof. It requires mn2 multiplications to form A∗A. Since the rank of A∗A = r, r pivoting steps are
needed to reach the matrix in (2). First pivoting step involves n columns in A∗A and 1 column in I with
a total of (n+1) non-zero columns in [A∗A ... I]. Thus, it needs n divisions and n(n−1)multiplications
with a total of n2 multiplications or divisions. On the second pivoting step, there is one less column
in the first part of the pair to deal with, but one more column in the second part of the pair, resulting
in (n + 1) columns involved. This pivoting step also requires n2 operations. Continuing this way, it
requires rn2 multiplications or divisions to reach the matrix in (2).
E1 has only r nonzero columns. It requires r(n−r)nmultiplications towipe out the non-zero entries
in thematrix in (3) below the r ones – pivoting elements of thematrix in (2). For the remaining (n− r)
pivoting steps, the first one deals with n columns and requires (n − 1) divisions and (n − 1)(n − 1)
multiplications with a total of n(n − 1) operations. The second one deals with (n − 1) columns and
thus requires (n− 2) divisions and (n− 2)(n− 1)multiplications with a total of n(n− 2) operations.
Continue this process and the last pivoting step involves (r+1) columnswhich requires nr operations.
Thus, these (n − r) pivoting steps require
n(n − 1) + n(n − 2) + · · · + nr = n
(
n(n − 1)
2
− r(r − 1)
2
)
operations. Finally, as we mentioned earlier, it requires rmn multiplications to form XA∗. Therefore,
the total number of operations needed for the computation of A† is
T(m, n, r)= mn2 + rn2 + r(n − r)n + n
(
n(n − 1) − r(r − 1)
2
)
+ rmn
= −3
2
nr2 + 1
2
(4n + 2m + 1)nr + mn2 + 1
2
n3 − 1
2
n2.
For fixedm and n, define g(r) = T(m, n, r). Since 0  r  min{n,m}, we have
g′(r) = −3nr + 1
2
(4n + 2m + 1)n = 2n(n − r) + n(m − r) + n/2 > 0,
which implies that g(r) is monotonically increasing over [0, n] ifm ≥ n. Therefore, we have
T(m, n, r) = g(r)  g(n) = T(m, n, n) = 2mn2 + n3 if m ≥ n. 
Fixingm and n, define d(m, n, r) = T(m, n, r) − T(n,m, r). It is easily seen that
d(m, n, r) = 1
2
(n − m) (n(n − 1) + m(m + 3n − 1) + 3r(n − r) + (4m + n + 1)r) > 0
for any n > m. Thus, it is more economic to apply Algorithm 1 on A∗ than on A in the casewhen n > m
due to the fact that (A∗)† = (A†)∗. Based on our complexity analysis, we propose the following variant
of Algorithm 1 with an improved computational complexity.
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Algorithm 2.MPinverse-SC[A]
1. Input: A;
2. Ifm ≥ n, then apply Algorithm 1 to A, resulting in X = MPInverse1-SC[A];
3. Ifm < n, then apply Algorithm 1 to A∗, resulting in Y = MPinverse1-SC[A∗]. Set X = Y∗;
4. Return X , the Moore–Penrose inverse A† of A.
In view of Theorem 1, the computational complexity of Algorithm 2 is
T(p, q, r) = −3
2
qr2 + 1
2
(4q + 2p + 1)qr + pq2 + 1
2
q3 − 1
2
q2
where p = max{m, n} and q = min{m, n}. For fixedm, n, it is easily seen that
T(p, q, r)  T(p, q, q) = 2pq2 + q3.
3. A new Gauss–Jordan elimination method
The Gauss–Jordan elimination procedure for the M-P inverse of a matrix proposed by Sheng and
Chen is based on the explicit expression in (1) for A† . In this section, we will propose a new Gauss–
Jordan method for the computation of A†. Our method is based on the following alternative explicit
expression for the generalized inverse.
Theorem 2. Let A ∈ Cm×nr and I be an identity matrix of order n. If
⎡
⎣ B
0
⎤
⎦ is the reduced row echelon form
of A∗ and F is the product of all the elementary matrices corresponding to r pivoting steps of Gauss–Jordan
elimination on A∗ such that
F[A∗ ...I] =
⎡
⎢⎢⎣ B
... F1
0
... F2
⎤
⎥⎥⎦ , (4)
where B ∈ Cr×mr , F1 ∈ Cr×nr and F2 ∈ C(n−r)×nn−r , then the matrix⎡
⎣ BA
F2
⎤
⎦ (5)
is nonsingular. Moreover,
A† =
⎡
⎣ BA
F2
⎤
⎦
−1 ⎡
⎣ B
0
⎤
⎦ . (6)
Proof. It is seen from (4) that
FA∗ =
⎡
⎣ B
0
⎤
⎦ , F =
⎡
⎣ F1
F2
⎤
⎦ , (7)
indicating that F1A
∗ = B and F2A∗ = 0. Thus, we have R(A∗) ⊂ N(F2). Due to the facts that
dim(N(F2)) = n − (n − r) = r and that dim(R(A∗)) = rank(A) = r, we have N(F2) = R(A∗).
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It is well known that R(A∗) = R(A†) and so, we have N(F2) = R(A†) leading to
F2A
† = 0. (8)
In view of the first equation of (7), we have AF∗ = [B∗...0] which implies R(A) = R(AF∗) = R(B∗) and
thus, we obtain
N(B) = R(B∗)⊥ = R(A)⊥ = N(A∗). (9)
On the other hand, we can write
BAA† = F1A∗AA† = F1A∗ = B,
which, together with (8), indicates that A† satisfies
⎡
⎣ BA
F2
⎤
⎦ A† =
⎡
⎣ B
0
⎤
⎦ . (10)
Let x ∈ Cn satisfy
⎡
⎣ BA
F2
⎤
⎦ x = 0. Then, we have F2x = 0, i.e.,
x ∈ N(F2) = R(A∗) (11)
and BAx = 0 which, together with (9), implies
Ax ∈ N(B) = N(A∗) ⇒ A∗Ax = 0,
i.e., Ax = 0. Thus, we have shown that x ∈ N(A) = R(A∗)⊥ which implying x = 0 in view of (11). This
shows that the matrix in (5) is nonsingular and the result in (6) follows from (10) immediately. 
Themethod based on (6) is very close to yet different from the one derived from (1). The major dif-
ference lies in the number of matrix multiplications involved. Themethod of Sheng and Chen requires
twomatrixmultiplicationswhile only onematrixmultiplication is needed in the new approach. There
is no need to calculate A∗A anymore instead BA is computed in our method. We need to point out that
the percentage of zero elements in A∗A could bemuch less than that in A∗ for a general matrix. In such
a case, more computational efforts are needed for the Gauss–Jordan elimination procedure on [A∗A ...I]
than on [A∗ ...I].
In what follows, we will focus on the computation of BA. We observe that the r columns of the
identity matrix of order r are distributed amongm columns of B. Let us denote by J ≡ {j1, j2, · · · , jr :
j1 < j2 < · · · < jr} the index set of the columns of B with leading 1’s and J¯ ≡ {1, 2, · · · ,m} \ J.
Define BJ andBJ¯ to be the submatrices of B consisting of the columns of B indexed by J and J¯ respectively.
Similarly, define AJ and AJ¯ to be the submatrices of A consisting of the rows of A indexed by J and J¯
respectively. It is easily seen that BJ = Ir and
BA = BJAJ + BJ¯AJ¯ = AJ + BJ¯AJ¯ . (12)
Thus, only r(m − r)nmultiplications are needed to compute BAwhich is much less thanmn2 for A∗A.
In particular, when r is very close tom, the saving is almost equal tomn2 which is significant.
Next, we shall describe our Gauss–Jordan elimination procedure and work out an example to illus-
trate the method.
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Algorithm 3.MPinverse-J[A]
1. Input: A ∈ Cm×n;
2. Execute elementary row operations on the pair [A∗ ...I] to get the reduced row echelon form
in (4);
3. Compute BA according to (12) and form
⎡
⎢⎢⎣ BA
... B
F2
... 0
⎤
⎥⎥⎦ ; (13)
4. Perform elementary row operations on the matrix in (13) until [I...X] is reached and return X ,
i.e., A†.
An Example: Use Algorithm 3 to compute the M-P inverse of the matrix A in [9] where
A =
⎡
⎢⎢⎢⎣
1 0 1 1
1 2 0 0
2 2 1 1
⎤
⎥⎥⎥⎦ .
Solution. Execute elementary row operations on the pair [A∗ ...I] and after two pivoting steps, we have
[A∗ ...I] =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 2 1 0 0 0
0 2 2 0 1 0 0
1 0 1 0 0 1 0
1 0 1 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−→
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 1 1 − 1
2
0 0
0 1 1 0 1
2
0 0
0 0 0 −1 1
2
1 0
0 0 0 −1 1
2
0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (14)
It is seen from the second tableau in (14) that r = 2,
B =
⎡
⎢⎣ 1 0 1
0 1 1
⎤
⎥⎦ , and F2 =
⎡
⎢⎣−1
1
2
1 0
−1 1
2
0 1
⎤
⎥⎦ .
The structure of B leads to J = {1, 2}. Compute BA according to (12):
BA =
⎡
⎣ 1 0 1 1
1 2 0 0
⎤
⎦+
⎡
⎣ 1
1
⎤
⎦ [ 2 2 1 1 ] =
⎡
⎣ 3 2 2 2
3 4 1 1
⎤
⎦ .
Form the matrix according to (13):
⎡
⎢⎣ BA
... B
F2
... 0
⎤
⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎣
3 2 2 2 1 0 1
3 4 1 1 0 1 1
−1 1
2
1 0 0 0 0
−1 1
2
0 1 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
. (15)
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Choosing the ones at (3, 3) and (4, 4) of the matrix in (15) as pivoting elements and eliminating the
other non-zero entries in these two columns, we have⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
7 0 0 0 1 0 1
5 3 0 0 0 1 1
−1 1
2
1 0 0 0 0
−1 1
2
0 1 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (16)
Then, pivoting the first two columns of the matrix in (16) results in
−→
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 1
7
0 1
7
0 3 0 0 − 5
7
1 2
7
0 1
2
1 0 1
7
0 1
7
0 1
2
0 1 1
7
0 1
7
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−→
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 1
7
0 1
7
0 1 0 0 − 5
21
1
3
2
21
0 0 1 0 11
42
− 1
6
2
21
0 0 0 1 11
42
− 1
6
2
21
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
leading to
A† =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
7
0 1
7
− 5
21
1
3
2
21
11
42
− 1
6
2
21
11
42
− 1
6
2
21
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The matrix A1 of Algorithm 1 is structured. Sheng and Chen’s pivoting strategy for Algorithm 1
utilizes its special structure, by first pivoting the r ones in A1 in Step 3. The matrix B of Algorithm 3 is
structured but the product BA is not, in general. The columns of the identity matrix of order (n − r)
are among the n columns of F2. It is wise to choose the (n− r) ones in these columns of F2 as pivoting
elements first in Step 4 of Algorithm 3. One major advantage of doing so is that these (n − r) steps of
pivoting process will not change the lastm columns of thematrix in (13).We have chosen this pivoting
strategy for the previous example. This will be the default pivoting strategy for Step 4 of Algorithm 3.
The computational complexity of Algorithm 3 will be analyzed with this pivoting strategy.
Theorem 3. The total number of multiplications and divisions required for Algorithm 3 to compute A† is
N(m, n, r) = 3rmn − r3.
Moreover, N(m, n, r) is bounded above by 3qmn − q3 where q = min{m, n}.
Proof. For a matrix of rank r, r pivoting steps are needed in Step 2 of Algorithm 3. The first pivoting
step involves (m + 1) non-zero columns. Thus, it requires m divisions and m(n − 1)multiplications
with a total of mn operations. It is easily seen that a column with only one non-zero entry becomes
non-zero everywhere while one column is zeroed out except for one entry in the process. The second
pivoting step still deals with (m + 1) nonzero columns. Thus, the second pivoting step also requires
mn operations. Continuing this way, the r pivoting steps for Step 2 of Algorithm 3 altogether require
rmn operations.
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It is mentioned earlier that r(m − r)n operations are required to compute BA in Step 3. With the
default pivoting strategy, we choose the (n − r) ones in F2 as pivoting elements. It takes r2(n −
r) multiplications to wipe out the other nonzero entries in the columns containing these pivoting
elements. Note that this process does not change the last m columns of the matrix in (13). Observe
that r columns of the identity matrix of order r are distributed among the columns of B. Thus, the
first of the remaining r pivoting steps involves (m + 1) non-zero columns. This pivoting step needs
m divisions and (n − 1)mmultiplications with a total of nm operations. Next pivoting step also deals
with (m + 1) non-zero columns since a non-zero column is brought in while one non-zero column is
zeroed out except for one entry in the previous pivoting step. Thus, this step requires nm operations
as well. Continuing this way, the last r pivoting steps altogether require rmn operations. Therefore,
summing up, we have the computational complexity of Algorithm 3 for computing A†:
N(m, n, r) = rmn + r(m − r)n + r2(n − r) + rmn
= 3rmn − r3.
For fixedm and n, define h(r) ≡ N(m, n, r) = 3rmn − r3. Since 0  r  q = min{m, n}, we have
h′(r) = 3mn − 3r2 ≥ 0
and thus, N(m, n, r)  N(m, n, q) = 3qmn − q3. 
The matrix A in the example given earlier has m = 3, n = 4, and r = 2. Simple calculations lead
to N(3, 4, 2) = 64 operations. If Algorithm 2 is deployed to compute A†, Step 3 will be called, i.e.,
Algorithm 1 is applied on A∗ with a computational complexity of T(4, 3, 2) = 90 operations. For this
example, Algorithm 3 is much efficient than Algorithm 2. If Algorithm 1 is applied to A, then we need
T(3, 4, 2) = 140 operations. Obviously, the original method of Sheng and Chen, Algorithm 1, is slower
than its enhanced variant, Algorithm 2, and ismuch slower than the newmethod, Algorithm 3, for this
example!
For any matrix with m  n, Algorithm 3 finds A† with a computational complexity of N(m, n, r)
operations while Algorithm 1 computes A† with a computational complexity of T(m, n, r). Due to the
fact that 0  r  min{m, n}, we always have
T(m, n, r) − N(m, n, r) = n(mn − r2) + 2rn(n − m) + 1
2
n(n − r)(n + r − 1) + r3 ≥ 0,
which, together with Theorems 1 and 3, means that the newmethod proposed in this paper is always
faster than the original Gauss–Jordan elimination method by Sheng and Chen for any matrix with
m  n.
On the other hand, we can write
T(m, n, r) − N(m, n, r) = nm(n − 2r) + 3
2
nr(n − r) + n
2r
2
+ nr
2
+ 1
2
n2(n − 1) + r3, (17)
which indicates that T(m, n, r) − N(m, n, r) ≥ 0 for 0  r  n/2. Therefore, our new method also
wins over the original Gauss–Jordan elimination method by Sheng and Chen for 0  r  n/2 in the
case whenm > n.
Due to the fact that mn = pq for p = max{m, n} and q = min{m, n}, we have N(m, n, r) =
N(p, q, r)which, in view of (17), implies
T(p, q, r) − N(m, n, r)= T(p, q, r) − N(p, q, r)
= pq(q − 2r) + 3
2
qr(q − r) + q
2r
2
+ qr
2
+ 1
2
q2(q − 1) + r3
≥ 0,
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for 0  r  q/2. Therefore, Algorithm 3 is faster than Algorithm 2 at least for a class of matrices with
0  r  q/2 = 1
2
min{m, n}.
4. Conclusion
AnewGauss–Jordan eliminationmethod is proposed in this paper for theMoore–Penrose inverse of
amatrix A. The detailed analysis of its computational complexity indicates that thismethod is superior
to the one proposed recently by Sheng and Chen [9]. We remark that the method of Sheng and Chen
has been extended to the class of the generalized inverses A
(2)
T,S in [8]. Following the same lines, it is
not difficult for us to extend the method of this paper to the same class of problems.
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