Abstract -A time-domain pure-state polarization analysis method is used to characterize surface waves traversing California parallel to the plate boundary. The method is applied to data recorded at four broadband stations in California from twenty-six large, shallow earthquakes which occurred since 1988, yielding polarization parameters such as the ellipticity, Euler angles, instantaneous periods, and wave incident azimuths. The earthquakes are located along the circum-Pacific margin and the ray paths cluster into two groups, with great-circle paths connecting stations MHC and PAS or CMB and GSC. The first path (MHC-PAS) is in the vicinity of the San Andreas Fault System (SAFS), and the second (CMB-GSC) traverses the Sierra Nevada Batholith parallel to and east of the SAFS. Both Rayleigh and Love wave data show refractions due to lateral velocity heterogeneities under the path, indicating that accurate phase velocity and attenuation analysis requires array measurements. The Rayleigh waves are strongly affected by low velocity anomalies beneath Central California, with ray paths bending eastward as waves travel toward the south, while Love waves are less affected, providing observables to constrain the depth extent of anomalies. Strong lateral gradients in the lithospheric structure between the continent and the ocean are the likely cause of the path deflections.
Introduction
Travel-time and amplitude measurements of seismic waves play central roles in studies of seismic sources and earth's structure; however accurate measurements may not always be obtained if great-circle propagation is assumed, particularly for surface waves (e.g., MITCHELL, 1995) . For a spherically symmetric isotropic medium, the particle motions of principle seismic waves (i.e., P, S, Rayleigh, and Love waves) are linearly or elliptically polarized parallel to or orthogonal to the great-circle plane which contains the propagation path. However, for a laterally heterogeneous and anisotropic medium like the earth, the particle motion usually involves interference of direct, refracted, reflected, and scattered body and surface waves that are not constrained to a plane, resulting in complex polarization and energy transport off the great-circle. This complexity has motivated the development of sophisticated polarization analysis techniques to constrain the effects of heterogeneity and anisotropy on seismic wave propagation, including path deflection effects (e.g., BOOTH et al., 1991; CRAMPIN, 1970 CRAMPIN, , 1975 CRAMPIN et al., 1990 CRAMPIN et al., , 1991 KIRKWOOD and CRAMPIN, 1981; PARK et al., 1987; SILVER and CHAN 1988; VINNIK et al., 1989; LASKE and MASTERS, 1996; VIG and MITCHELL, 1990; ASTER et al., 1990 ASTER et al., , 1991 LEVSHIN et al., 1992) .
The effects of the earth's lateral heterogeneity on the propagation of surface waves have been studied extensively (e.g., MCGARR, 1969; CAPON, 1970; BUNGUM and CAPON, 1974; PATTON, 1980; LAY and KANAMORI, 1985; JOBERT and JOBERT, 1983; WOODHOUSE and WONG, 1986; LERNER-LAM and PARK, 1989; LEVSHIN et al., 1992) . Surface wave amplitude and travel-time anomalies are often associated with polarization anomalies and involve horizontal refraction caused by lateral heterogeneities. Various time or frequency domain correlation and filtering techniques are commonly used in surface wave polarization analysis (e.g., ARCHAMBEAU et al., 1965; MONTALBETTI and KANASEWICH, 1970; LEVSHIN et al., 1972; KANASEWICH, 1981; VIDALE 1986; PARK et al., 1987; JONATHAN and PARK, 1995) .
To provide an efficient polarization analysis method for surface wave arrivals, we implement in the time-domain a procedure based on the pure-state polarization method developed for frequency-domain analysis of highly polarized multidimensional waves by SAMSON and OLSON (1980) . The method provides a direct and objective means for evaluating signal polarization characteristics, assuming that the signal is purely polarized (linearly or elliptically). In general, seismic signals are in a pure state only for limited durations and frequency bands; seismic ground motions are usually much more complex than a pure-state process and there are temporal variations of polarization state. Nevertheless, the pure-state representation provides a fast, simple, and intuitive means for identification of various seismic phases and for analysis of instantaneous polarization orientation. We find it to be particularly useful for rapid analysis of strongly dispersed surface wave signals, and document such applications in this paper. The time-domain representation of the pure-state signal allows us to resolve the polarization incoherence associated with the transition between different wave packets and to avoid a priori separation of the signal into windowed wave packets prior to analysis, as necessary for frequency-domain implementations. In addition, the calculation of various polarization parameters is straightforward, and yields basic results consistent with sophisticated techniques such as the principal-component or covariance matrix method (e.g., FLINN, 1965; MONTALBETTI and KANASEWICH, 1970; SAMSON, 1983) .
In the following we first describe the method drawing on the basic strategies of SAMSON and OLSON (1980) and VIDALE (1986) , and then apply it to seismic data recorded in California to investigate the polarization characteristics of surface waves propagating along the circum-Pacific margin where strong lateral velocity gradients cause significant deviations from the great circle path.
Method
We consider the three-component seismic time series at a single station, projected in the great-circle coordinate system with transverse component u t ðtÞ (clockwise motion relative to the source is positive), radial component u r ðtÞ (outward longitudinal motion from the source is positive), and vertical component u z ðtÞ (upward is positive). The associated analytic signals (e.g., VIDALE, 1986) are given by:
x 1 ðtÞ ¼ u t ðtÞ þ iû u t ðtÞ ; ð1aÞ
x 2 ðtÞ ¼ u r ðtÞ þ iû u r ðtÞ ; ð1bÞ
x 3 ðtÞ ¼ u z ðtÞ þ iû u z ðtÞ ;
whereû u denotes Hilbert transform (PAPOULIS, 1984) . We combine these complex displacement representations into the vector xðtÞ ¼ ½x 1 ðtÞ; x 2 ðtÞ; x 3 ðtÞ T , where T denotes transpose. By analogy to one-dimensional analytic signals, this vectorial signal may be written as
where RðtÞ and UðtÞ are the instantaneous amplitude (slowly varying complex-valued vector) and phase (rapidly varying real-valued scalar), respectively. The length of xðtÞ is given by
where
are instantaneous envelopes for the transverse, radial and vertical components of the signal, respectively. As an example, for a Rayleigh wave signal with the particle motion defined by the real vector x r ðtÞ ¼ ½0; Àb sinðxtÞ; a cosðxtÞ T , where x is the angular frequency and a and b are positive constants, the corresponding analytic signal is xðtÞ ¼ expðixtÞ½0; ib; a T :
For most seismic wave analysis applications, we are interested in signals that are linearly or elliptically polarized. The particle motion due to the interference of multiple linearly-polarized oscillations is elliptically polarized, since the interference of an arbitrary number of linearly-polarized oscillations with the same frequency but different phase, amplitude, and direction of polarization is equivalent to two oscillations on mutually-perpendicular directions with a phase difference of 90 (GAL'PERIN, 1984) . We thus parallel SAMSON and OLSON (1980) in constructing timedependent polarization state vectors that correspond to such 'pure' states.
By analogy to the spectral representation (SAMSON and OLSON, 1980) , we call a process a pure state if Vol. 160, 2003 Time-domain Pure-state Polarization Analysis Method 1449
where v is a vector constant ðv ¼ ½v 1 ; v 2 ; v 3 T Þ in a unitary space, and qðtÞ ¼ jqðtÞj expðirðtÞÞ; a time-dependent scalar. In the following analysis we use n and g to denote the real and imaginary parts of v, respectively. In (3) vector v is not uniquely defined, and in general its real and imaginary parts are not orthogonal ðn T g 6 ¼ 0Þ. To obtain a vector constant ðrÞ that does have orthogonal real ðr 1 Þ and and imaginary ðr 2 Þ parts ðr ¼ r 1 þ ir 2 Þ (this provides the simplest representation of the pure state signal), we multiply vector v with a phase factor
It follows from (4)
If the phase shift, /, is taken as the solution of expði4/Þ ¼ expði4cÞ ;
then vectors r 1 and r 2 become orthogonal, and the pure-state process given by (4) can be written equivalently as xðtÞ ¼ q 0 ðtÞr; where q 0 ðtÞ ¼ qðtÞ expði/Þ. Note that equation (6) has four solutions
with one corresponding to vector r ¼ r 1 þ ir 2 where r T 1 r 1 ! r T 2 r 2 and others ir; Àr; and Àir. The sign of vector r is not uniquely defined, since both r and Àr correspond to solutions of (6). With this in mind, vector r represents the direction of polarization of the process and hereinafter is referred to as the polarization-state vector.
By multiplying the polarization-state vector (r) with a unitary rotation matrix (Q) (e.g., GOLDSTEIN, 1980) , we obtain
where r 0 ¼ Qr, a ¼ ðr
, and a ! b. Here r 1 and r 2 are parallel to the major and minor axes of the polarization ellipse and the ratio of the corresponding component amplitudes
is the ellipticity, as for the spectral representation developed by SAMSON and OLSON (1980) . We define a third polarization-state vector orthogonal to the polarization plane as r 3 given by the cross product of r 1 and r 2 ðr 3 ¼ r 1 Â r 2 ¼ n Â gÞ. We can use (5)-(9) to determine the orientation and geometry of the polarization ellipse of the time domain pure state signal, analogous to the spectral application of SAMSON and OLSON (1980) , but now explicitly formulated for easy application to time domain signals.
For simplicity, we remove the sign ambiguity of the polarization-state vector (r) with the following procedure, in which we define the orientation of the polarizationstate vector and eliminate abrupt variations of calculated polarization parameters due to the ambiguity in specifying the polarization direction by r 1 þ ir 2 or Àr 1 À ir 2 . For an assumed r ¼ r 1 þ ir 2 , we write the largest, median, and smallest components of r 1 as A, B, and C (i.e., A ! B ! C), respectively. Then, we chose an integer, n, with n ¼ 1 if A ¼ max½jr 11 j; jr 12 j; jr 13 j, À1 if A 6 ¼ max½jr 11 j; jr 12 j; jr 13 j , & ð10aÞ
when jA þ Cj lðjAj þ jCjÞ. Here l is a given, small positive number, and r 0 1 in (10b) denotes the r 1 vector obtained for the previous time step. Our final choice for the polarization-state vector isr r ¼ nr with n being either 1 or À1. This eliminates the ambiguity in distinguishing prograde motion from retrograde motion.
We use the polarization vectors to calculate various polarization parameters. Given two coordinate system, the Euler angles (h; /; w) define the orientation of the new system (x 3 are parallel to r 1 ; r 2 ; and r 3 , respectively, and r ij ði ¼ 1; 2; 3; j ¼ 1; 2; 3Þ denote the j-th component of r i in the original system, then the Euler angles are given by 
We utilize these equations in our time-domain analysis to determine the instantaneous ellipticity and polarization orientation of seismic ground motions. The results obtained from this method are consistent with those for the time domain method of VIDALE (1986) , in which the eigenvalue problem of a covariance matrix is explicitly solved and a numerical method is employed for searching for the direction of polarization. Prescribing the orientation of r 1 using (10) removes the ambiguity in specifying the azimuth and dip of the polarization direction and the need for computation with various phase factors, as in the method of VIDALE (1986), simplifying the analysis for a time series. It is straightforward to show that for the correlation matrix R, given by
where a set of M observation with x ik ¼ x i ðt k Þ; ðk ¼ 1; 2; . . . ; MÞ ðM ¼ 3 for threecomponent data) and the asterisk indicates complex conjugation, the eigenvectors of R for a pure-state process are given by
and the direction of polarization is parallel to r (the polarization-state vector) and perpendicular to p and q. Equation (15) indicates that the eigenvectors of the correlation matrix of a three-component signal are linear combinations of the polarization vectors of the signal. For a general process polarization characteristics are specified by the eigenvalues k i and eigenvectors u i ði ¼ 1; 2; 3Þ of the correlation matrix and expressions in SAMSON and OLSON (1980), JEPSEN and KENNETT (1990) and MONTALBETTI and KANASEWICH (1970) define the degree of rectilinearity and planarity. Estimation of uncertainties in frequency dependent polarization estimates based on singular value decomposition of the correlation matrix is discussed by PARK and CHAVE (1984) and PARK et al. (1987) . While the time domain formulation is not amenable to comparable error analysis, characterization of complex waveform behavior is often facilitated by treatment of the time series, which provided the motivation for our adaptation of the pure-state formulation to the time domain.
Analysis of Surface Wave Data
Our polarization analysis involves determination of the polarization vectors of the three-component time domain signals assuming pure state, and evaluating the orientation of the resultant vectors. In order to gain insight into the behavior of the polarization vectors, we show the time dependence of their three components, along with the measured orientation parameters. We demonstrate the polarization analysis procedure using synthetic and actual time series, and then define some procedures for measuring azimuths and instantaneous periods that are used in the subsequent data application.
Application to Synthetic Time Series
We consider transverse, radial, and vertical component time series consisting of two synthetic signals separated in time by 20 s (Figs. 1(a-c) ). The first signal has a period of 10 s and is linearly polarized with the direction of polarization r 1 ¼ ðÀ3; 3:1; 4:0Þ (where the components are given in the transverse, radial and vertical coordinates, respectively; the second signal has a period of 50 s and is elliptically polarized with the major and minor axes of the polarization ellipse r 1 ¼ ð3:8; 4; 0Þ and r 2 ¼ ð0; 0; À3Þ. The amplitudes at the beginning and termination of each signal are reduced by multiplying by half-sine functions.
To limit the analysis to signals with sufficiently large amplitudes for reliable determination of polarization parameters, we define a threshold, e, for normalized instantaneous amplitudes of the analytic signal. The normalized instantaneous amplitudes are given by
the maximum of the instantaneous amplitudes for the signal observed at N time steps. For time steps with normalized instantaneous amplitudes smaller than the threshold, the polarization parameters are reduced by multiplying them with a small factor. For example, the ellipticity is calculated by Vol. 160, 2003 Time-domain Pure-state Polarization Analysis Method
Other polarization parameters are calculated similarly. e is set to 0.01. in strike relative to the radial axis and À43 in dip; the second starts at about 20 s after termination of the first and is elliptically polarized with ellipticity E ¼ 0:54, and its major polarization vector r 1 has a strike of 44 and a dip of 0
The components of the polarization vectors for the signals (solid lines, transverse components; dashed, radial components; dotted, vertical components). For (a-e) the units are the same, but for (f) they are in squares of those for (a-e). (g-j) Various parameters calculated using the polarization vectors: (g) dip and (h) strike or r 1 ; (i) ellipticity; (j)
Euler angles h; /, and w. For dip, strike, and Euler angles, the units are in degrees. Figures 1(g-j) show the dip, strike, and ellipticity of the polarization vectors, along with the redundant Euler angles, which are calculated using the purestate analysis method. The corresponding parameters for each synthetic signal are well predicted. There are small erratic variations of the calculated polarization parameters near the beginning and termination of the signals (Figs. 1(g-j) ), as typically found by most methods. Using a threshold for normalized instantaneous amplitudes in the parameter determination, these variations are kept small. This test demonstrates that polarization vectors reliably extract key polarization information in the absence of noise. The performance degrades in the presence of noise and with overlapping signals, as the following data applications illustrate. Rather than conduct detailed error analysis on each spectral sample (a massive undertaking), we evaluate stability of results for multiple observations to assess the robustness of polarization estimates.
Station and Event Distribution
The data used are from earthquakes recorded by four broadband stations of the TERRASCOPE and BDSN (Berkeley Digital Seismic Network) networks: southern California stations PAS (Pasadena) and GSC (Goldstone) and central California stations MHC (Mt. Hamilton) and CMB (Columbia College). These stations span the active San Andreas Fault System (SAFS), and all events are near two great circle paths traversing California along the plate boundary. The MHC-PAS path is in the vicinity of the San Andreas Fault System (SAFS), with a length of 473 km. The CMB-GSC path traverses of Sierra Nevada Batholith parallel to and east of SAFS, with a length of 441 km. Table 1 lists the epicentral parameters of the twenty-six earthquakes used in this study, which occurred between February, 1988 and January, 1997 with M s ! 6:1. The events were located toward the northwest or southeast from California within an arc distance of 90 from the stations. Figure 2 shows the distribution of the stations and events along with great-circle paths that connect station PAS with the epicenters of three of the earthquakes. For every event the differences between back-azimuths for the four stations are smaller than 6 . The earthquakes are thrust or strike-slip events. Figure 3 shows the corresponding radiation patterns of Rayleigh and Love waves at a period of 100 s. For events 910405 (Peru), 930910 (Chiapas), 940704 (Oaxaca), 951009 (Jalisco), and 951101 (Chile), the stations are close to nodal azimuths of Rayleigh-wave radiation; for events 880814 (Chile) and 890904 (Alaska), which are shallow, low-angle thrust events, the stations are in the azimuths of strong Rayleigh but weak Love wave radiation; for events 880209 and 901106 (Komandorsky Islands), which are strike-slip events, the stations are in the azimuths of nodal Love wave radiation. This allows us to seek the arrival of anomalous wave packets such as quasi-Love (QL) or quasiRayleigh (QR) waves, which are generated by Love-to-Rayleigh or Rayleigh-to-Love conversion due to azimuthal anisotropy in the earth's upper mantle .
Polarization Vectors of Seismograms
Polarization vectors and parameters were calculated for all seismograms, including various filtered traces, but we provide detailed results only for the broadband seismograms recorded at PAS from the 1989 Alaska earthquake (event 890904). Figure 4a shows the unfiltered seismograms. The P, S, Love (marked as LQ), and Rayleigh (marked as LR) waves are prominant, and relatively well separated. Figure 4b shows the three components of each polarization vector, again relative to the transverse, radial and vertical coordinate system. Figure 4b demonstrates that (1) P waves are linearly polarized on the vertical and radial components with impulsive r 13 , emergent r 12 , and very weak other r ij components; (2) S wave polarization is not purely linear and there is a small component on the minor vector ðr 2 Þ probably as a result of SPL energy; (3) Love waves are primarily Table 1 .
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Time-domain Pure-state Polarization Analysis Methodlinearly polarized on the transverse direction (r 11 ), but there is some relatively shortperiod elliptical motion with nonzero r 22 ; (4) Rayleigh-wave arrivals are large and have substantial transverse r 11 and r 21 components. The small r 33 and large r 31 and r 32 indicate elliptical polarization on a vertical plane with significant off-great circle propagation.
In Figure 4b symbols R 1 , R 2 , and R 3 in the Rayleigh wave window identify three somewhat discrete swings for r 3 components, indicating time-varying polarization of Rayleigh wave arrivals with changing orientation of the vertical polarization plane. The R 1 signal early in the Rayleigh wave window has a moderate r 32 component, and may correspond to refracted Rayleigh waves or interference of refracted Rayleigh waves, scattered Love waves or QR waves. QR waves would appear on transverse components, after the Love wave but prior to the Rayleigh wave, and are best observed at long periods (T 70 s) for shallow events near the Love source-radiation minima YU, 1992, 1993; PARK, 1993, 1994) . However, when our transverse seismogram is low-pass filtered with a cut-off period of 70 s there is little Figures 5(a-c) show the envelope functions for the seismograms in Figure 4 . For Love waves the instantaneous envelopes for radial and vertical components are 
Incident Azimuths
We now examine the incident azimuths, which are the azimuths of arrival at a given station (which may depart from the great-circle backazimuth). We use H a to denote the incident azimuth of Rayleigh waves (measured clockwise from the radial direction to the intersection of the polarization plane and horizontal plane), H b the incident azimuth of Love waves (measured clockwise from the transverse direction to the direction of the major polarization vector r 1 ), and H c the angle between the radial direction and the direction of vector-valued instantaneous envelopes for horizontal components. Figures 5(d-f) show variations of H a ; H b , and H c ; respectively, demonstrate the same characteristics of the Love and Rayleigh waves as discussed previously.
To determine the average incident azimuth for energy arriving over a given time window, we minimize the following function
where subscript k indicates the k-th time step ðt k ; k ¼ 1; . . . ; N Þ for the time window, f k incident azimuths, f f the average of f k , and W k the weights, which represent the signalto-noise ratio (SNR). For Rayleigh waves f k ¼ H a ðt k Þ and f f ¼ f f a ; for Love waves
Using the weighted average incident azimuth ( f f) allows us to reduce contributions from signals with small amplitudes. For Love waves we use
and for Rayleigh waves we use 
Instantaneous Periods
In this section we examine instantaneous phase and its variations. Using the notation of (2) and (4), the instantaneous amplitude and phase are given by
and
respectively. The time derivative of the instantaneous phase gives the instantaneous angular frequency
The instantaneous period is 2p=XðtÞ. For the pure-state process, UðtÞ and XðtÞ are given by
respectively, where prime indicates time derivative, and c; a, and b are defined by (7). Figure 5g shows the variations of instantaneous periods for S, Love, and Rayleigh waves for the unfiltered seismograms shown in Figure 4a . For time-steps with a 2 þ b 2 much smaller than its maximum for the entire time window, the instantaneous period is taken to be the period corresponding to the Nyquist rate.
Polarization Vector of Ground Displacements
We apply the polarization analysis to low-pass filtered ground displacement waveforms for various filter bands to estimate surface wave incident azimuths. We use low-pass filtered waveforms since analyses for bandpass filtered waveforms are subject to the bandwidth of the filter which must be adjusted according to the time and frequency resolution; in addition, bandpass filters usually generate stronger waveform distortions than low-pass filters for waveforms with significant amplitude variations, which make the onset of a signal difficult to observe (STEWART and DOUGLAS, 1983) . Figure 6a illustrates the polarization vectors for low-pass filtered ground displacements with a cut-off period of 20-s obtained from the seismograms shown in Figure 4a . The Rayleigh wave arrival corresponds to the abruptly increasing amplitudes of the vertical component of major vector r 1 ðr 13 Þ, and of all components of minor vector r 2 . The sharp amplification of r 2 is characteristic of transition from linear polarization to elliptical or planar polarization. Figure 6b shows the components of r 1 along with measured incident azimuths (H b ) for Love waves. For time-steps that have small r 12 and r 13 , the incident azimuths show large variations. The weighted mean for the incident azimuths, which is obtained using weight function (18b), shows smaller variations than the mean without weighting. For the Love wave time window shown in Figure 6b , the weighted mean is about À3 AE 5 , while the mean without weighting is about À2 , differing slighty from the weighted mean. Figure 6c shows the components of r 3 along with measured incident azimuths ðH a Þ for Rayleigh waves. The rapid variations of H a correspond to small r 31 and r 32 . For various time windows beginning from the Rayleigh wave arrival, the mean incident azimuths that are obtained using variable weight coefficients (18c) show smaller variations than those obtained without weighting. With one-standard errors of about 6
, the weighted mean is about À34 , while the mean obtained without weighting is about À40 . Figure 7a shows that for the same low-pass filtered seismograms, the instantaneous envelopes correlate well with a and b, and that the minima of ab 0 À a 0 b and a 2 þ 4b 2 correspond to small a and b, small instantaneous envelopes, and large variation of the instantaneous period. Therefore, to estimate the average instantaneous period, we use a weighted arithmetic mean with the following weights
for the instantaneous period for the k-th time step, where A is the maximum of ðab 0 À a 0 bÞ 2 þ ða 2 þ 4b 2 Þ 2 over the given time window. Using weight function (22), for displacement data filtered with a cut-off period of 20 s we obtained a mean instantaneous period of 30 AE 2 s for Rayleigh waves and 55 AE 5 s for Love waves. For the unfiltered seismograms shown in Figure 4a the average instantaneous period is about 23 s for Rayleigh waves and 39 s for Love waves. For a signal within a given time window we consider the average instantaneous period to be the dominant period of the signal. The above procedure is applied to displacement data filtered with various cut-off periods. Figure 7b shows polarization vectors for the same data filtered with a cut-off period of 100 s. The weighted arithmetic mean for the instantaneous periods is 116 AE 9 s for Rayleigh waves and 109 AE 1 s for Love waves. The variations of the polarization vectors indicate that these long-period Rayleigh waves arrive approximately along the great-circle direction. The weighted average of incident azimuths relative to the greatcircle direction is 7 AE 2 for Rayleigh waves and 10 AE 4 for Love waves. Vol. 160, 2003 Time-domain Pure-state Polarization Analysis Methodazimuths are smaller than 5 , although the errors become much larger due to small SNR. Finally, for periods shorter than 30 s the incident azimuths of Love waves can not be determined well from the data used in this study. The strong azimuthal deflections for Rayleigh waves resolved in Figure 8 are robust, and consistent with results obtained by other polarization analysis procedures.
Correction for Mode Contamination
In the procedure described above for calculation of the incident azimuths we assume that mode contamination or interference between waves with different polarization characteristics is small and can be ignored. To better take into account mode contamination, we applied the above procedure to synthetic seismograms computed for anisotropic Earth model PREM for all modes with periods longer than 32 s using the method of GILBERT and DZIEWONSKI (1975) . Figure 7c shows the Guided by the synthetic results the measured incident azimuths are corrected for mode contamination using relative amplitudes of various components of polarization vectors for synthetic seismograms. The corrections are made using vector r 3 for Rayleigh waves and r 1 and r 2 for Love waves. Figure 8a shows the incident azimuths corrected for mode contamination along with the azimuths obtained without the correction, indicating that the corrections for periods longer than 80 s are much smaller than for periods between 30 and 60 s.
Path Dependent Incident Azimuths of Surface Waves
For the data set used in this study, we observed strong incident-azimuth anomalies for Rayleigh waves with periods between 20 and 150 s, with the anomalies for many paths being larger than 35 for a period of 30 s and 20 for a period of 150 s. For Love waves the anomalies are usually smaller than for Rayleigh waves. Figure 8b shows the measured incident-azimuth anomalies of surface waves as a function of period for the 1989 South of Alaska earthquake. The earthquake has good SNR for Rayleigh and Love waves and a large Rayleigh-Love amplitude ratio in comparison with other events used in this study (Fig. 3) . For Love waves the anomalies are in general less than 5 and do not show significant variations among stations; however, for Rayleigh waves with periods less than 100 s the anomalies at PAS are greater than 10 , differing significantly from those for MHC and CMB. Figures 9(a-c) show seismograms bandpass filtered between 30 and 200 s for six earthquakes, for which large Love or Rayleigh wave anomalies are found. For the waveforms recorded at PAS for the 1989 Alaska earthquake (Fig. 9a, top right  panel) , within the Rayleigh wave time window there is an anomalous arrival on the transverse component, which is in phase with the R 1 radial component. This anomalous arrival results in the large incident-azimuth anomalies of Rayleigh waves shown in Figure 8b .
Significant polarization anomalies of Rayleigh waves are also found for several other events. Figure 9b shows examples for two of the earthquakes. For the waveforms with large polarization anomalies of Rayleigh waves, the transverse component of the anomalous arrival for the Rayleigh wave time window is usually in phase with the radial component of the Rayleigh wave packet. This arrival has about the same group velocity as R 1 and becomes stronger as waves propagate towards the southeast for events in the northwest (e.g., Figs. 9a and 9b, top panels) and toward the northwest for events in the southeast (e.g., Fig. 9b, bottom panels) . We attribute the anomalous arrival to the refraction of Rayleigh waves rather than Rayleigh-toLove conversion or QR waves. In addition to the refraction, energy of scattered Love Vol. 160, 2003 Time-domain Pure-state Polarization Analysis Method 1467 waves may also contribute to the transverse component within the Rayleigh wave window. Some waveforms exhibit large Love wave polarization anomalies. In comparison with the incident-azimuth anomalies for the 1989 South of Alaska event (Fig. 8b) , the anomalies for the 1995 near coast of Northern Chile earthquake show significantly different variations as a function of period (Fig. 8c) . The waveforms for the earthquake are shown in the bottom panels of Fig. 9a . For station CMB there is an anomalous arrival on the radial component for the Love wave time window, which corresponds to the large incident-azimuth anomalies of Love waves shown in Figure  8c . The arrival has about the same group velocity as G 1 waves and a relatively small vertical component, and its radial component is in phase with Love waves on the transverse component.
For other events that show significant polarization anomalies of Love waves, the anomaly also corresponds to an anomalous arrival on the radial component for the Love wave time window. Figure 9c shows the seismic data for two such events. In the waveforms from these events, there are usually large S phases along with noticeable SS; and the Love waves usually overlap or follow the SSS phase. The S phase usually has large radial or transverse and small vertical components, and is linearly or elliptically polarized; and the SS usually shows polarization with larger ellipticity than S. For the data recorded at CMB from the 1992 Kamchatka earthquake (Fig. 9c , top left panel), both the radial and vertical components of the anomalous arrival are in phase with the transverse component of G 1 wave packet. For the data recorded at CMB from the 1996 Peru earthquake (Fig. 9c , bottom middle panel), the radial component of the anomalous arrival is in phase with the transverse component but out of phase with the vertical component. For both events, the vertical component of the arrival is smaller than the radial component, and the amplitude ratio of the radial and vertical components remains about the same for data low-pass filtered at 50 s. Therefore, we attribute the anomalous arrival on the radial component for the Love wave time window to the combined effects of the refracted Love waves and multiple or scattered S waves. While for many events the Love wave anomalies recorded at CMB are larger than those for other stations, for several events in the northwest the anomalies for CMB are smaller than for PAS and GSC. Figures 10 and 11 show the measured incident-azimuth anomalies for all the events used in this study. For several events listed in Table 1 , records for some stations have small signal-to-noise ratio or glitches or are not available due to station operations. The data set has more records for station CMB than for other stations, while it includes only a few records for station MHC.
For the earthquakes located to the northwest from the stations, the variations of the anomalies as a function of period show similarities between various events (Figs. 10 and 11). However for the earthquakes in the southeast, the anomalies show somewhat stronger path dependency and variations as a function of period, indicating stronger laterally heterogeneities below paths from the southeast than for northwest. As refractions may occur anywhere along the paths, some variability between events at the same azimuths is to be expected. Therefore, a large number of records must be collected to obtain a reliable average of the surface wave propagation anomalies. This is true for all polarization methods. Figures 12(a-c) show the directions of arrivals of surface waves with period of 30 s along with several source-station paths. For each station the azimuth of an arrow indicates the observed incident-azimuth anomaly. Figures 12a and 12b show the average directions of arrivals for all the events. For the earthquakes to the northwest (Fig. 12a) , Rayleigh waves arrive at the stations with ray paths bending eastward about 10 at CMB and MHC and about 25 at PAS and GSC, indicating that the incident-azimuth anomalies become larger as waves travel to the south from MHC to PAS and from CMB to GSC. Figure 12c shows the arrival directions of Rayleigh waves from two earthquakes that have the best signal-to-noise ratio for the events in the northwest. The arrival directions are consistent between these events for PAS and MHC. For Love waves, Figure 12a shows that the ray paths bend eastward about 10 at all the stations, and there is no significant change of the direction as waves travel to the south. The difference between the results for Rayleigh and Love waves may reflect the differences between the effects of lateral heterogeneities on Rayleigh and Love waves and the intrinsic depth dependence of the various wavetypes. Vol. 160, 2003 Time-domain Pure-state Polarization Analysis Method
The data from earthquakes to the southeast show a more complex pattern (Fig.  12b) . Some of the complexity may be due to low signal amplitudes in the data or due to strong effects of lateral heterogeneities near the sources. Figure 12d shows the arrival directions of Love waves from two earthquakes, which have the best signalto-noise ratio for the events in the southeast. The Love waves arrive at GSC with ray paths bending eastward about 5
and at CMB about 10 .
Discussion
Previous work has found strong path deflections for short to intermediate period surface waves. The magnitudes of the surface wave polarization anomalies found in this study are comparable to those found, for example, on Central Eurasia paths analyzed by LEVSHIN et al. (1992) , but substantially larger than for fundamental mode surface waves (below 40 mHz) across the northwest Pacific (LERNER-LAM and PARK, 1989) . There can be large differences between surface wave anomalies for paths along oceanic, continental, and tectonic plate boundary structures. The large anomalies found in California preclude application of two-station methods for measuring dispersion or attenuation, and motivate the use of array data to track wavefront deflections.
The observed incident-azimuth anomalies may be attributed to the large-scale lateral heterogeneities of structures below the wave paths. For the events in the northwest the differences between the anomalies for various stations suggest that wave velocities to the southwest of the paths are faster than those to the northeast. For some events, such as event 890904, the anomalies are observed for periods as long as 100 s, suggesting that the lateral velocity gradient to the southwest of the paths may extend to deep depths, rather than being localized in the shallow crust.
In order to constrain the structure, we need to combine analyses of polarization and travel-time tomography. A successful example in this area is given by LASKE and MASTERS (1996) , in which an aspherical earth model is developed using surface-wave phase, amplitude, and polarization data. ZHANG (1998) shows that the model obtained by LASKE and MASTERS (1996) provides improved global resolution in determination of earthquake source parameters. Recent work has begun to map out the strong lateral gradient in lithospheric thickness beneath California, with a westward increase in thickness by 50 km (MELBOURNE and HELMBERGER, 2001) . This is likely to cause some of the strong azimuthal deflections that we observe. Three-dimensional modeling procedures and extensive polarization analysis of the California broadband network data should contribute to resolving this structure in future efforts. Network measurements will be needed to resolve the extent to which lateral gradients in structure beneath California is responsible for the polarization anomalies versus gradients elsewhere along the great-circle paths. YU and PARK (1994) observed strong QL waves on many propagation paths in the Pacific Ocean region and attributed the observations to the existence of strong lateral gradients in azimuthal anisotropy in the region. The QL waves are elliptically polarized on the vertical and radial components and arrive slightly behind the Love wave but prior to the Rayleigh wave (YU and PARK, 1994) . For out data set, QL waves are not clearly observed, suggesting the absence of strong effects of anisotropy for the paths used in this study. This may result from differences between directions of the paths and the anisotropy axes or from the absence of strong lateral gradients in azimuthal anisotropy in the circum-Pacific region.
Conclusion
This study presents a time-domain procedure for analysis of polarization characteristics of three-component seismic waves building on the pure-state approach of SAMSON and OLSON (1980) . Three orthogonal polarization vectors are calculated analytically from the three-component signal, and associated polarization measures for the time series are extracted from the vectors. Calculation of the vectors involves a total of nine components, but the procedure is straightforward and provides an intuitive basis for evaluating varying polarization in the time series. The method is applied to data recorded at several broadband stations in California from twenty-six large, shallow earthquakes that occurred between 1988 and 1997. We investigate the polarization characteristics of surface waves propagating along the northern and eastern circum-Pacific. The earthquakes are located toward the northwest and southeast along the Pacific coast on the great circle paths connecting either stations MHC and PAS or stations CMB and GSC. The first path (MHC-PAS) is in the vicinity of the San Andreas Fault System (SAFS), and the second (CMB-GSC) traverses the Sierra Nevada Batholith, parallel and to the east of the SAFS. Our analyses indicate that Rayleigh waves are strongly refracted, with ray paths bending eastward as waves travel toward the south, while Love waves are less affected. Strong lateral gradients in lithospheric structure are probably responsible, and future inversion for structure can utilize polarization measurements like those made in this study. Our data set shows little evidence of quasi-Rayleigh and quasiLove waves, indicating the absence of strong effects of azimuthal anisotropy for the paths considered.
