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a b s t r a c t 
Modern optimization algorithms typically require the setting of a large number of parameters to optimize 
their performance. The immediate goal of automatic algorithm conﬁguration is to ﬁnd, automatically, the 
best parameter settings of an optimizer. Ultimately, automatic algorithm conﬁguration has the potential 
to lead to new design paradigms for optimization software. The irace package is a software package 
that implements a number of automatic conﬁguration procedures. In particular, it offers iterated racing 
procedures, which have been used successfully to automatically conﬁgure various state-of-the-art algo- 
rithms. The iterated racing procedures implemented in irace include the iterated F-race algorithm and 
several extensions and improvements over it. In this paper, we describe the rationale underlying the it- 
erated racing procedures and introduce a number of recent extensions. Among these, we introduce a 
restart mechanism to avoid premature convergence, the use of truncated sampling distributions to han- 
dle correctly parameter bounds, and an elitist racing procedure for ensuring that the best conﬁgurations 
returned are also those evaluated in the highest number of training instances. We experimentally eval- 
uate the most recent version of irace and demonstrate with a number of example applications the use 
and potential of irace , in particular, and automatic algorithm conﬁguration, in general. 
© 2016 The Authors. Published by Elsevier Ltd. 
This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ). 
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2. Introduction 
Many algorithms for solving optimization problems involve a
arge number of design choices and algorithm-speciﬁc parameters
hat need to be carefully set to reach their best performance. This
s the case for many types of algorithms ranging from exact meth-
ds, such as branch-and-bound and the techniques implemented in
odern integer programming solvers, to heuristic methods, such
s local search or metaheuristics. Maximizing the performance of
hese algorithms may involve the proper setting of tens to hun-
reds of parameters [42,44,59,89] . Even if default parameter set-
ings for the algorithms are available, these have often been deter-
ined with other problems or application contexts in mind. Hence,
hen facing a particular problem, for example, the daily routing
f delivery trucks, a non-default, problem-speciﬁc setting of al-∗ Corresponding author. 
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214-7160/© 2016 The Authors. Published by Elsevier Ltd. This is an open access article uorithm parameters can result in a much higher-performing opti-
ization algorithm. 
For many years, the design and parameter tuning of optimiza-
ion algorithms has been done in an ad-hoc fashion. Typically, the
lgorithm developer ﬁrst chooses a few parameter conﬁgurations,
hat is, complete assignments of values to parameters, and exe-
utes experiments for testing them; next, she examines the re-
ults and decides whether to test different conﬁgurations, to mod-
fy the algorithm or to stop the process. Although this manual tun-
ng approach is better than no tuning at all, and it has led to high-
erforming algorithms, it also has a number of disadvantages: (i)
t is time-intensive in terms of human effort; (ii) it is often guided
y personal experience and intuition and, therefore, biased and not
eproducible; (iii) algorithms are typically tested only on a rather
imited set of instances; (iv) few design alternatives and parame-
er settings are explored; and (v) often the same instances that are
sed during the design and parameter tuning phase are also used
or evaluating the ﬁnal algorithm, leading to a biased assessment
f performance. 
Because of these disadvantages, this ad-hoc, manual process has
een sidelined by increasingly automatized and principled meth-nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ). 
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i  ods for algorithm development. The methods used in this context
include experimental design techniques [2,29] , racing approaches
[20] , and algorithmic methods for parameter conﬁguration, such
as heuristic search techniques [3,10,41,73,81] , and statistical mod-
eling approaches [11,43] . These methods have led to an increasing
automatization of the algorithm design and parameter setting pro-
cess. 
Automatic algorithm conﬁguration can be described, from a ma-
chine learning perspective, as the problem of ﬁnding good param-
eter settings for solving unseen problem instances by learning on
a set of training problem instances [19] . Thus, there are two clearly
delimited phases. In a primary tuning phase, an algorithm con-
ﬁguration is chosen, given a set of training instances representa-
tive of a particular problem. In a secondary production (or test-
ing) phase, the chosen algorithm conﬁguration is used to solve un-
seen instances of the same problem. The goal in automatic algo-
rithm conﬁguration is to ﬁnd, during the tuning phase, an algo-
rithm conﬁguration that minimizes some cost measure over the
set of instances that will be seen during the production phase.
In other words, the ﬁnal goal is that the conﬁguration of the al-
gorithm found during the tuning phase generalizes to similar but
unseen instances. The tuning phase may also use automatic conﬁg-
uration methods repeatedly while engineering an algorithm [71] .
Due to the separation between a tuning and a production phase,
automatic algorithm conﬁguration is also known as oﬄine param-
eter tuning to differentiate it from online approaches that adapt or
control parameter settings while solving an instance [13,50] . Nev-
ertheless, online approaches also contain parameters that need to
be deﬁned oﬄine, for example, which and how parameters are
adapted at run-time; such parameters and design choices can be
conﬁgured by an oﬄine tuning method [59] . 
In our research on making the algorithm conﬁguration process
more automatic , we have focused on racing approaches. Birattari
et al. [19,20] proposed an automatic conﬁguration approach, F-
Race, based on racing [64] and Friedman’s non-parametric two-way
analysis of variance by ranks. This proposal was later improved
by sampling conﬁgurations from the parameter space, and reﬁn-
ing the sampling distribution by means of repeated applications of
F-Race. The resulting automatic conﬁguration approach was called
Iterated F-race (I/F-Race) [10,21] . Although a formal description of
the I/F-Race procedure is given in those publications, an imple-
mentation was not made publicly available. The irace package im-
plements a general iterated racing procedure, which includes I/F-
Race as a special case. It also implements several extensions al-
ready described by Birattari [19] , such as the use of the paired
t -test instead of Friedman’s test. Finally, irace incorporates sev-
eral improvements not published before, such as sampling from a
truncated normal distribution, a parallel implementation, a restart
strategy that avoids premature convergence, and an elitist racing
procedure to ensure that the best parameter conﬁgurations found
are also evaluated on the highest number of training instances. 
The paper is structured as follows. Section 2 introduces the
algorithm conﬁguration problem and gives an overview of ap-
proaches to automatic algorithm conﬁguration. Section 3 describes
the iterated racing procedure as implemented in the irace pack-
age as well as several further extensions including the elitist irace .
Section 4 illustrates the steps followed to apply irace to two con-
ﬁguration scenarios and compares experimentally the elitist and
non-elitist variants. In Section 5 , we give an overview of articles
that have used irace for conﬁguration tasks and we conclude in
Section 6 . For completeness, we include in Appendix A a brief de-
scription of the irace package itself, its components and its main
options. I  
p  
p  . Automatic conﬁguration 
.1. Conﬁgurable algorithms 
Many algorithms for computationally hard optimization prob-
ems are conﬁgurable, that is, they have a number of parameters
hat may be set by the user and affect their results. As an exam-
le, evolutionary algorithms (EAs) [36] often require the user to
pecify settings such as the mutation rate, the recombination op-
rator and the population size. Another example is CPLEX [45] , a
ixed-integer programming solver, that has dozens of conﬁgurable
arameters that affect the optimization process, for instance, dif-
erent branching strategies. The reason these parameters are con-
gurable is that there is no single optimal setting for every possi-
le application of the algorithm and, in fact, the optimal setting of
hese parameters depends on the problem being tackled [2,19,42] . 
There are three main classes of algorithm parameters: categor-
cal , numerical and ordinal parameters. Categorical parameters rep-
esent discrete values without any implicit order or sensible dis-
ance measure. An example is the different recombination opera-
ors in EAs. Ordinal parameters are seemingly categorical param-
ters but with an implicit order of their values, e.g., a parameter
ith three values { low , medium , high }. Numerical parameters,
uch as the population size and the mutation rate in EAs, have an
xplicit order of their values. In addition, parameters may be sub-
rdinate or conditional to other parameters, that is, they are only
elevant for particular values of other parameters. For example,
n evolutionary algorithm may have a parameter that deﬁnes the
election operator as either roulette_wheel or tournament .
he value roulette_wheel does not have any speciﬁc additional
arameters, whereas the value tournament requires to specify
he value of parameter tournament_size . In this case, the pa-
ameter tournament_size is conditional to the fact that the se-
ection operator takes the value tournament . Conditional param-
ters are not the same as constraints on the values of parameters.
or example, given parameters a and b , a constraint may be that
 < b . Such constraints limit the range of values that a certain pa-
ameter can take in dependence of other parameters, whereas con-
itional parameters either are disabled or they have a value from
 predeﬁned range. 
.2. The algorithm conﬁguration problem 
We brieﬂy introduce the algorithm conﬁguration problem here.
 more formal deﬁnition is given by Birattari [19] . Let us assume
hat we have a parameterized algorithm with N param parameters,
 d , d = 1 , . . . , N param , and each of them may take different values
settings). A conﬁguration of the algorithm θ = { x 1 , . . . , x N param } is
 unique assignment of values to parameters, and  denotes the
ossibly inﬁnite set of all conﬁgurations of the algorithm. 
When considering a problem to be solved by this parameter-
zed algorithm, the set of possible instances of the problem may
e seen as a random variable I, i.e., a set with an associated prob-
bility distribution, from which instances to be solved are sampled.
 concrete example of a problem would be the Euclidean symmet-
ic traveling salesman problem (TSP), where each problem instance
s a complete graph, each node in the graph corresponds to a point
ithin a square of some dimensions and the distance between the
odes corresponds to the Euclidean distance between their asso-
iated points. If the points are randomly and uniformly generated,
his class of instances, called RUE, is frequently used in the evalu-
tion of algorithms for the TSP [4 8,4 9] . In principle, the set of RUE
nstances is inﬁnite and all instances are equally interesting, thus
would be an inﬁnite set of equally probable RUE instances. In
ractice, however, each instance may be generated by a concrete
seudorandom instance generator and we are only interested in a
M. López-Ibáñez et al. / Operations Research Perspectives 3 (2016) 43–58 45 
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t  articular range of dimensions and number of points, which can
e seen as the random variable I having a particular non-uniform
robability distribution, where some elements, i.e., RUE instances
utside the range of interest, have a zero probability associated to
hem. 
We are also given a cost measure C(θ, i ) that assigns a value
o each conﬁguration θ when applied to a single problem instance
 . Since the algorithm may be stochastic, this cost measure is of-
en a random variable and we can only observe the cost value
 ( θ , i ), that is, a realization of the random variable C(θ, i ) . The
ost value may be, for example, the best objective function value
ound within a given computation time. In decision problems, the
ost measure may correspond to the computation time required
o reach a decision, possibly bounded by a maximum cut-off time.
n any case, the cost measure assigns a cost value to one run of a
articular conﬁguration on a particular instance. Finally, when con-
guring an algorithm for a problem, the criterion that we want to
ptimize is a function F (θ ) :  → R of the cost of a conﬁguration
with respect to the distribution of the random variable I . The
oal of automatic conﬁguration is ﬁnding the best conﬁguration θ ∗
hat minimizes F ( θ ). 
A usual deﬁnition of F ( θ ) is E[ C(θ, i )] , the expected cost of θ .
he deﬁnition of F ( θ ) determines how to rank the conﬁgurations
ver a set of instances. If the cost values over different instances
re incommensurable, the median or the sum of ranks may be
ore meaningful. The precise value of F ( θ ) is generally unknown,
nd it can only be estimated by sampling. This sampling is per-
ormed in practice by obtaining realizations c ( θ , i ) of the random
ariable C(θ, i ) , that is, by evaluating the algorithm conﬁguration
on instances sampled from I . In other words, as most algorithms
f practical interest are suﬃciently complex to preclude an analyt-
cal computation, the conﬁguration of such algorithms follows an
xperimental approach, where each experiment is a run of an im-
lementation of the algorithm under speciﬁc experimental condi-
ions [11] . 
.3. Methods for automated algorithm conﬁguration 
The importance of the algorithm conﬁguration problem has
een noted by many researchers and, despite its importance, the
anual approach has prevailed for a long time. In several papers,
roposals were made to exploit more systematically techniques
rom the ﬁeld of design of experiments (DOE) to set a, usually small,
umber of parameters. These methods include CALIBRA [2] , which
unes up to ﬁve parameters using Taguchi partial designs com-
ined with local search methods, methods based on response sur-
ace methodology [29] and more systematic applications of ANOVA
echniques [80,83] . 
In conﬁguration scenarios where all parameters are numerical,
onﬁguration approaches may rely on the application of classi-
al black-box numerical optimizers, such as CMA-ES [38] , BOBYQA
79] , or MADS [5] . Although these methods are designed for con-
inuous optimization, they can often optimize integer parameters
y simply rounding the decision variables. MADS was used for tun-
ng the parameters of various other direct search methods for con-
inuous optimization. Later, it was extended to more general tun-
ng tasks within the OPAL framework [6] . Yuan et al. [93] com-
ared the three optimizers CMA-ES, BOBYQA and MADS with irace
or tuning numerical parameters using various techniques for han-
ling the stochasticity in the tuning problem. They concluded that
OBYQA works best for very few parameters (less than four or
ve), whereas CMA-ES is the best for a larger number of pa-
ameters. In a follow-up study, they introduced the post-selection
ethod, where the numerical optimizers use few evaluations per
onﬁguration in a ﬁrst phase, and the most promising conﬁgu-
ations are evaluated by racing more carefully in a second post-election phase, which deals better with the stochasticity of the
onﬁguration problem [94] . 
If we consider the full automatic conﬁguration problem includ-
ng conditional and categorical parameters, this problem can es-
entially be characterized as a stochastic black-box mixed-variables
ptimization problem. Therefore, apart from the above mentioned
ontinuous direct search methods, many other heuristic optimiza-
ion algorithms are natural candidates for tackling the algorithm
onﬁguration problem. Among the ﬁrst proposals is the meta-GA
lgorithm proposed by Grefenstette [37] , who used a genetic al-
orithm (GA) to tune the parameter settings of another GA. A
ore recent method is REVAC [74] , an evolutionary algorithm that
ses multi-parent cross-over and entropy measures to estimate
he relevance of parameters. The gender-based GA [3] uses vari-
us sub-populations and a specialized cross-over operator to gen-
rate new candidate conﬁgurations. Hutter et al. [41] proposed
aramILS, an iterated local search method for automatic conﬁgura-
ion that works only on categorical parameters and, hence, requires
iscretizing numerical ones. The evolutionary algorithm EVOCA
81] generates at each iteration two new candidates using a ﬁtness
roportionate crossover and a local search procedure; the candi-
ates are evaluated a user-deﬁned number of times on each in-
tance to account for the stochastic behavior of the target algo-
ithm. 
The evaluation of conﬁgurations is typically the most compu-
ationally demanding part of an automatic conﬁguration method,
ince it requires actually executing the target algorithm being
uned. Several methods aim to reduce this computational effort
y using surrogate models to predict the cost value of applying
 speciﬁc conﬁguration to one or several instances. Based on the
redictions, one or a subset of the most promising conﬁgurations
re then actually executed and the prediction model is updated
ccording to these evaluations. Among the ﬁrst surrogate-based
onﬁguration methods is sequential parameter optimization (SPOT)
12] . A more general method also using surrogate models is the
equential model-based algorithm conﬁguration (SMAC) [43] . A re-
ent variant of the gender-based GA also makes use of surrogate
odels with promising results [4] . 
Finally, some methods apply racing [64] for selecting one con-
guration among a number of candidates using sequential statisti-
al testing [20] . The initial candidate conﬁgurations for a race may
e selected by DOE techniques, randomly or based on problem-
peciﬁc knowledge. In the case of iterated racing, a sampling model
s iteratively reﬁned according to the result of previous races. The
ext section explains iterated racing, as implemented in the irace
ackage. 
. Iterated racing 
.1. An overview of iterated racing 
The irace package that we describe in this paper is an imple-
entation of iterated racing, of which I/F-Race [10,21] is a special
ase that uses Friedman’s non-parametric two-way analysis of vari-
nce by ranks [28] . 
Iterated racing is a method for automatic conﬁguration that
onsists of three steps: (1) sampling new conﬁgurations accord-
ng to a particular distribution, (2) selecting the best conﬁgurations
rom the newly sampled ones by means of racing, and (3) updat-
ng the sampling distribution in order to bias the sampling towards
he best conﬁgurations. These three steps are repeated until a ter-
ination criterion is met. 
In iterated racing as implemented in the irace package, each
onﬁgurable parameter has associated a sampling distribution that
s independent of the sampling distributions of the other parame-
ers, apart from constraints and conditions among parameters. The
46 M. López-Ibáñez et al. / Operations Research Perspectives 3 (2016) 43–58 
Fig. 1. Racing for automatic algorithm conﬁguration. Each node is the evaluation of 
one conﬁguration on one instance. ‘ × ’ means that no statistical test is performed, 
‘ − ’ means that the test discarded at least one conﬁguration, ‘ = ’ means that the 
test did not discard any conﬁguration. In this example, T ﬁrst = 5 and T each = 1 . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Scheme of the iterated racing algorithm. 
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o  sampling distribution is either a truncated normal distribution for
numerical parameters, or a discrete distribution for categorical pa-
rameters. Ordinal parameters are handled as numerical (integers).
The update of the distributions consists in modifying the mean
and the standard deviation in the case of the normal distribution,
or the discrete probability values of the discrete distributions. The
update biases the distributions to increase the probability of sam-
pling, in future iterations, the parameter values in the best conﬁg-
urations found so far. 
After new conﬁgurations are sampled, the best conﬁgurations
are selected by means of racing. Racing was ﬁrst proposed in ma-
chine learning to deal with the problem of model selection [64] .
Birattari et al. [20] adapted the procedure for the conﬁguration of
optimization algorithms. A race starts with a ﬁnite set of candidate
conﬁgurations. In the example of Fig. 1 , there are ten conﬁgura-
tions θ i . At each step of the race, the candidate conﬁgurations are
evaluated on a single instance ( I j ). After a number of steps, those
candidate conﬁgurations that perform statistically worse than at
least another one are discarded, and the race continues with the
remaining surviving conﬁgurations. Since the ﬁrst elimination test
is crucial, typically a higher number of instances ( T ﬁrst ) are seen
before performing the ﬁrst statistical test. Subsequent statistical
tests are carried out more frequently, every T each instances (by de-
fault for every instance). This procedure continues until reaching a
minimum number of surviving conﬁgurations, a maximum number
of instances that have been used or a pre-deﬁned computational
budget. This computational budget may be an overall computation
time or a number of experiments, where an experiment is the ap-
plication of a conﬁguration to an instance. 
An overview of the main steps of the iterated racing approach
is given in Fig. 2 . While the actual algorithm implemented in irace
is a search process based on updating sampling distributions [96] ,
the key ideas of iterated racing are more general. An iterated racing
approach would be, from a more general perspective, any process
that iterates the generation of candidate conﬁgurations with some
form of racing algorithm to select the best conﬁgurations. Hence,
the search process of an iterated racing approach could be, in prin-
ciple, very different from the current irace algorithm, and make
use, for example, of local searches, population-based algorithms or
surrogate-models. The important element here is the appropriate
combination of a search process with an evaluation process that
takes the underlying stochasticity of the evaluation into account. 
The next subsection ( Section 3.2 ) gives a complete descrip-
tion of the iterated racing algorithm as implemented in the iraceackage. We mostly follow the description of the original papers
10,21] , adding some details that were not explicitly given there.
ater, in Section 3.3 , we introduce a new “soft-restart” mechanism
o avoid premature convergence and, in Section 3.4 , we describe a
ew elitist variant of iterated racing aimed at preserving the best
onﬁgurations found so far. In Section 3.5 , we mention other fea-
ures of irace that were not proposed in previous publications. 
.2. The iterated racing algorithm in the irace package 
In this section, we describe the implementation of iterated rac-
ng as proposed in the irace package. The setup and options of the
race package itself are given in Appendix A . More details about
he use of irace can be found in the user guide of the package
62] . 
An outline of the iterated racing algorithm is given in
lgorithm 1 . Iterated racing requires as input a set of instances
 sampled from I, a parameter space X , a cost function C, and a
uning budget B . 
lgorithm 1 Algorithm outline of iterated racing. 
equire: I = { I 1 , I 2 , . . . } ∼ I , 
parameter space: X , 
cost measure: C(θ, i ) ∈ R , 
tuning budget: B 
1: 1 = SampleUniform (X ) 
2: elite = Race ( 1 , B 1 ) 
3: j = 1 
4: while B used ≤ B do 
5: j = j + 1 
6: new = Sample (X, elite ) 
7:  j = new ∪ elite 
8: elite = Race (  j , B j ) 
9: end while 
10: Output: elite 
Iterated racing starts by estimating the number of iterations
 
iter (races) that it will execute. The default setting of N iter de-
ends on the number of parameters with N iter =  2 + log 2 N param 	 .
he motivation for this setting is that we should dedicate more
terations for larger parameter spaces, with a minimum of two it-
rations per run to allow for some intensiﬁcation of the search.
ach iteration performs one race with a limited computation
udget B j = (B − B used ) / (N iter − j + 1) , where j = 1 , . . . , N iter . Each
ace starts from a set of candidate conﬁgurations j . The number
f candidate conﬁgurations is calculated as |  j | = N j =  B j / (μ +
M. López-Ibáñez et al. / Operations Research Perspectives 3 (2016) 43–58 47 
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1 Sampling from a truncated normal distribution was never mentioned by previ- 
ous description of I/F-Race [10,21] . However, naive methods of handling the ranges 
of numerical parameters, such as “rejection and resampling” or “saturation”, may 
lead to under-sampling or over-sampling of the extreme values better methods ex- 
ist [82] . For sampling from a truncated normal distribution, we use code from the  
each · min { 5 , j} ) 	 , that is, the number of candidate conﬁgurations
ecreases with the number of iterations, which means that more
valuations per conﬁguration are possible in later iterations. The
bove setting also means that we do not keep decreasing N j be-
ond the ﬁfth iteration, to avoid having too few conﬁgurations in
 single race. The parameter μ is by default equal to the number
f instances needed to do a ﬁrst test ( μ = T ﬁrst ), and allows the
ser to inﬂuence the ratio between budget and number of conﬁg-
rations, which also depends on the iteration number j . The rea-
on behind the formula above is the intuition that conﬁgurations
enerated in later iterations will be more similar and, hence, more
valuations will be necessary to identify the best ones. 
In the ﬁrst iteration, the initial set of candidate conﬁgurations
s generated by uniformly sampling the parameter space X (line 1
n Algorithm 1 ) and the best conﬁgurations are determined by a
ace (line 2). When sampling the parameter space, parameters are
onsidered in the order determined by the dependency graph of
onditions, that is, non-conditional parameters are sampled ﬁrst,
hose parameters that are conditional to them are sampled next if
he condition is satisﬁed, and so on. When a race starts, each con-
guration is evaluated on the ﬁrst instance by means of the cost
easure C. Conﬁgurations are iteratively evaluated on subsequent
nstances until a number of instances have been seen ( T ﬁrst ). Then,
 statistical test is performed on the results. If there is enough sta-
istical evidence to identify some candidate conﬁgurations as per-
orming worse than at least another conﬁguration, the worst con-
gurations are removed from the race, while the others, the sur-
iving conﬁgurations, are run on the next instance. 
There are several alternatives for selecting which conﬁgura-
ions should be discarded during the race. The F-Race algorithm
19,20] relies on the non-parametric Friedman’s two-way analysis
f variance by ranks (the Friedman test) and its associated post-
oc test described by Conover [28] . Nonetheless, the irace pack-
ge, following the race package [18] , also implements the paired
 -test as an alternative option. Both statistical tests use a default
igniﬁcance level of 0.05 (the value can be customized by the user
62] ). The statistical tests in irace are used as a selection heuris-
ic and irace does not attempt to preserve the statistical signif-
cance level by sacriﬁcing search performance. For example, the
 -test is applied without p -value correction for multiple compar-
sons, since poor behavior of racing was previously reported if cor-
ections are applied [19] , due to the test becoming more conser-
ative and not discarding conﬁgurations. Similarly, from a sequen-
ial statistical testing perspective, preserving the actual signiﬁcance
evel would require additional adjustments that may hinder heuris-
ic performance. 
The most appropriate test for a given conﬁguration scenario de-
ends mostly on the tuning objective F ( θ ) and the characteristics
f the cost function C(θ, i ) . Roughly speaking, the Friedman test is
ore appropriate when the ranges of the cost function for differ-
nt instances are not commensurable and/or when the tuning ob-
ective is an order statistic, such as the median, or a rank statistic.
n the other hand, the t -test is more appropriate when the tuning
bjective is the mean of the cost function. 
After the ﬁrst statistical test, a new test is performed every
 
each instances. By default T each = 1 , yet in some situations it may
e helpful to perform each test only after the conﬁgurations have
een evaluated on a number of instances. For example, given a
onﬁguration scenario with clearly deﬁned instance classes, one
ay wish to ﬁnd a single conﬁguration that performs well, in gen-
ral, for all classes. In that case, the sequence of instances pre-
ented to irace should be structured in blocks that contain at least
ne instance from each class, and T ﬁrst and T each should be set as
ultiples of the size of each block. This ensures that conﬁgurations
re only eliminated after evaluating them on every class, which re-muces bias towards speciﬁc classes. We recommend this approach
hen conﬁguring algorithms for continuous optimization bench-
arks [39] , where very different functions exist within the bench-
ark set and the goal is to ﬁnd a conﬁguration that performs well
n all functions [57] . In this case, each block will contain one in-
tance of every function, and different blocks will vary the number
f decision variables and other parameters of the functions to cre-
te different instances of the same function. 
Each race continues until the budget of the current iteration is
ot enough to evaluate all remaining candidate conﬁgurations on
 new instance ( B j < N 
surv 
j 
), or when at most N min conﬁgurations
emain ( N surv 
j 
≤ N min ). At the end of a race, the surviving conﬁgu-
ations are assigned a rank r z according to the sum of ranks or the
ean cost, depending on which statistical test is used during the
ace. The N elite 
j 
= min { N surv 
j 
, N min } conﬁgurations with the lowest
ank are selected as the set of elite conﬁgurations elite . 
In the next iteration, before a race, a number of N new 
j 
=
 j − N elite j−1 new candidate conﬁgurations are generated (line 6 in
lgorithm 1 ) in addition to the N elite 
j−1 elite conﬁgurations that con-
inue for the new iteration. For generating a new conﬁguration,
rst one parent conﬁguration θ z is sampled from the set of elite
onﬁgurations elite with a probability: 
p z = 
N elite 
j−1 − r z + 1 
N elite 
j−1 · (N elite j−1 + 1) / 2 
, (1) 
hich is proportional to its rank r z . Hence, higher ranked conﬁgu-
ations have a higher probability of being selected as parents. 
Next, a new value is sampled for each parameter X d , d =
 , . . . , N param , according to a distribution that its associated to each
arameter of θ z . As explained before, parameters are considered
n the order determined by the dependency graph of conditions,
on-conditional parameters are sampled ﬁrst followed by the con-
itional ones. If a conditional parameter that was disabled in the
arent conﬁguration becomes enabled in the new conﬁguration,
hen the parameter is sampled uniformly, as in the initialization
hase. 
If X d is a numerical parameter deﬁned within the range [ x d , x d ] ,
hen a new value is sampled from the truncated normal distri-
ution N 
(
x z 
d 
, (σ j 
d 
) 2 
)
, such that the new value is within the given
ange. 1 The mean of the distribution x z 
d 
is the value of parameter d
n elite conﬁguration θ z . The standard deviation σ
j 
d 
is initially set
o ( x d − x d ) / 2 , and it is decreased at each iteration before sam-
ling: 
j 
d 
= σ j−1 
d 
·
(
1 
N new 
j 
)1 / N param 
. (2) 
y reducing σ j 
d 
in this manner at each iteration, the sampled val-
es are increasingly closer to the value of the parent conﬁgura-
ion, focusing the search around the best parameter settings found
s the iteration counter increases. Roughly speaking, the multi-
imensional volume of the sampling region is reduced by a con-
tant factor at each iteration, and the reduction factor is higher
hen sampling a larger number of new candidate conﬁgurations
 N new 
j 
). 
If the numerical parameter is of integer type, we round the
ampled value to the nearest integer. The sampling is adjusted tosm package [46] . 
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 avoid the bias against the extremes introduced by rounding after
sampling from a truncated distribution. 2 
If X d is a categorical parameter with levels X d ∈ { x 1 , x 2 , . . . , x n d } ,
then a new value is sampled from a discrete probability distribu-
tion P j,z (X d ) . In the ﬁrst iteration ( j = 1 ), P 1 ,z (X d ) is uniformly
distributed over the domain of X d . In subsequent iterations, it is
updated before sampling as follows: 
P j,z (X d = x j ) = P j−1 ,z (X d = x j ) ·
(
1 − j − 1 
N iter 
)
+ P (3)
where 
P = 
{ 
j − 1 
N iter 
if x j = x z , 
0 otherwise. 
(4)
Finally, the new conﬁgurations generated after sampling in-
herit the probability distributions from their parents. A set with
the union of the new conﬁgurations and the elite conﬁgurations
is generated (line 7 in Algorithm 1 ) and a new race is launched
(line 8). 
The algorithm stops if the budget is exhausted ( B used > B ) or if
the number of candidate conﬁgurations to be evaluated at the start
of an iteration is not greater than the number of elites ( N j ≤ N elite j−1 ),
since in that case no new conﬁgurations would be generated. If the
iteration counter j reaches the estimated number of iterations N iter 
but there is still enough remaining budget to perform a new race,
N iter is increased and the execution continues. 
Although the purpose of most parameters in irace is to make
irace more ﬂexible when tackling diverse conﬁguration scenarios,
the iterated F-race procedure implemented in irace has several pa-
rameters that directly affect its search behavior. The default set-
tings described here were deﬁned at design time following com-
mon sense and experience. A careful ﬁne-tuning of irace would
require an analysis over a large number of relevant conﬁguration
scenarios. In a preliminary study, we analyzed the effects of the
most critical parameters of irace [78] on a few classical scenarios.
We could not ﬁnd settings that are better for all scenarios than the
default ones, and settings need to be adapted to scenario charac-
teristics. The user guide of irace [62] provides advice, based on our
own experience, for using different settings in particular situations.
3.3. Soft-restart 
The iterated racing algorithm implemented in irace incorpo-
rates a “soft-restart” mechanism to avoid premature convergence.
In the original I/F-Race proposal [10] , the standard deviation, in
the case of numerical parameters, or the discrete probability of
unselected parameter settings, in the case of categorical ones, de-
creases at every iteration. Diversity is introduced by the variabil-
ity of the sampled conﬁgurations. However, if the sampling dis-
tributions converge to a few, very similar conﬁgurations, diver-2 Let us assume we wish to sample an integer with range 1, 2, 3. The naive way 
would be to sample from a truncated distribution N (μ = 2 , x = 1 , x = 3) , and then 
round such that 
round (x ) = 
{ 
1 if 1 < x < 1 . 5 
2 if 1 . 5 ≤ x < 2 . 5 
3 if 2 . 5 ≤ x < 3 
however, given these ranges, the interval of values that are rounded to 2 is twice 
the length of the interval that are rounded to either 1 or 3 and, thus, the sampling 
would be biased against the extreme values. We remove the bias if we instead sam- 
ple from N (μ = 2 . 5 , x = 1 , x = 4) , and round such that 
round (x − 0 . 5) = 
{ 
1 if 1 < x < 2 
2 if 2 ≤ x < 3 
3 if 3 ≤ x < 4 . 
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c  ity is lost and newly generated candidate conﬁgurations will be
ery similar to the ones already tested. Such a premature conver-
ence wastes the remaining budget on repeatedly evaluating mi-
or variations of the same conﬁgurations, without exploring new
lternatives. 
The “soft-restart” mechanism in irace checks for premature
onvergence after generating each new set of candidate con-
gurations. We consider that there is premature convergence
hen the “distance” between two candidate conﬁgurations is
ero. The distance between two conﬁgurations is the maximum
istance between their parameter settings, which is deﬁned as
ollows: 
• If the parameter is conditional and disabled in both conﬁgura-
tions, the distance is zero; 
• if it is disabled in one conﬁguration but enabled in the other,
the distance is one; 
• if the parameter is enabled in both conﬁgurations (or it is not
conditional), then: 
– in the case of numerical parameters (integer or real), the
distance is the absolute normalized difference between their
values if this difference is larger than a threshold value
10 −digits , where digits is a parameter of irace ; if the dif-
ference is smaller, it is taken as zero; 
– in the case of ordinal and categorical parameters, the
distance is one if the values are different and zero
otherwise. 
When premature convergence is detected, a “soft-restart” is
pplied by partially reinitializing the sampling distribution. This
einitialization is applied only to the elite conﬁgurations that were
sed to generate the candidate conﬁgurations with zero distance.
he other elite conﬁgurations do not suffer from premature con-
ergence, thus they may still lead to new conﬁgurations. 
In the case of categorical parameters, the discrete sampling dis-
ribution of elite conﬁguration z , P j,z (X d ) , is adjusted by modifying
ach individual probability value p ∈ P j,z (X d ) as follows: 
p ′ = 0 . 9 · p + 0 . 1 · max {P j,z (X d ) } , 
nd the resulting probabilities are normalized to [0, 1]. 
For numerical and ordinal parameters, the standard deviation of
lite conﬁguration z , σ j,z 
d 
, is “brought back” two iterations, with a
aximum limit of its value in the second iteration. For numerical
arameters this is done using 
j,z 
d 
= min 
{ 
σ j,z 
d 
·
(
N new j 
)2 / N param 
, 
x d − x d 
2 
·
(
1 
N new 
j 
)1 / N param } 
nd for ordinal parameters, x d − x d is replaced by | X d | − 1 , as these
re the corresponding upper and lower bounds for an ordinal pa-
ameter. 
After adjusting the sampling distribution of all affected elite
onﬁgurations, the set of candidate conﬁgurations that triggered
he soft-restart is discarded and a new set of N new conﬁgurations
s sampled from the elite conﬁgurations. This procedure is applied
t most once per iteration. 
.4. Elitist iterated racing 
The iterated racing procedure described above does not take
nto account the information from previous races when starting a
ew race. This may lead irace to erroneously discard a conﬁgura-
ion based on the information from the current race, even though
his conﬁguration is the best found so far based on the informa-
ion from all previous races. For example, if the ﬁrst race identiﬁed
 conﬁguration as the best after evaluating it on ten instances, this
onﬁguration may get discarded in the next race after seeing only
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n  ve instances (the default value for T ﬁrst ), without taking into ac-
ount the data provided by the ten previous evaluations. This may
appen simply because of unlucky runs or because the best con-
guration overall may not be the best for a particular (small) sub-
et of training instances. An empirical example of this situation is
iven in Section 4.3 . 
Ideally, the best conﬁguration found should be the one evalu-
ted in the largest number of instances, in order to have a pre-
ise estimation of its cost statistic F ( θ ) [41] . Therefore, we present
ere an elitist variant of iterated racing. 3 This elitist iterated rac-
ng aims at preserving the best conﬁgurations found so far, called
lite conﬁgurations, unless they become worse than a new con-
guration that is evaluated in as many instances as the elite
nes. 
The main changes are in the racing procedure of irace . After
he ﬁrst race (iteration), the elite conﬁgurations have been eval-
ated on a number e of instances, for example, I 1 , . . . , I e . In the
ext race, we ﬁrst randomize the order of the instances in this set
nd prepend to it a number of T new newly sampled instances (by
efault one). Randomizing the order of the instances should help
o avoid biases in the elimination test induced by a particularly
ucky or unlucky order of instances. The rationale for prepend-
ng new instances is to give new conﬁgurations the opportunity
o survive based on results on new instances, thus reducing the
nﬂuence of already seen instances. This new set of T new + e in-
tances is used for the new race. In a race, a new conﬁguration is
liminated as usual, that is, if it is found to be statistically worse
han the best one after performing a statistical test. However, elite
onﬁgurations are not eliminated from the race unless the new
onﬁgurations have been evaluated on at least T new + e instances,
hat is, as many instances as the elite conﬁgurations were eval-
ated in the previous race plus T new new ones. If the race con-
inues beyond T new + e instances, then new instances are sam-
led as usual, and any conﬁguration may be eliminated from the
ace. 
If a race stops before reaching T new + e, which may happen
hen the number of remaining conﬁgurations is no more than
 
min , conﬁgurations that were not elite are evaluated on fewer in-
tances than the ones that were elite at the start of the race, thus
here would be no unique value of e for the next iteration. We
void this problem by keeping track of the instances on which each
onﬁguration has been evaluated so that we can calculate a value
f e for each elite conﬁguration. 
With the elitist irace procedure described above, the number
f conﬁgurations sampled at each race is limited by the number of
nstances seen in previous iterations. In particular, 
  j | = N j = 
⌊
B j + (N elite j · e ) 
max { μ + T each · min { 5 , j} , nm (T new + e, T each ) } 
⌋
(5) 
here B j is the computational budget assigned to the current iter-
tion j , N elite 
j 
is the number of elite conﬁgurations, e is the maxi-
um number of instances seen by the elite conﬁgurations, T new is
he minimum number of new instances to be evaluated in this it-
ration, and μ (by default T ﬁrst ) and T each control the frequency of
tatistical tests performed, as explained in Section 3.2 . The func-
ion nm( x , d ) gives the smallest multiple of d that is not less
han x . 
In elitist irace , as shown by the equation above, the number
f new conﬁgurations that we can sample at each iteration is lim-
ted by the number of instances seen so far. Thus, if a particular3 This is the default racing procedure in irace starting from version 2.0, which is 
he latest version at the time of writing. 
o  
I  
s  
s  teration evaluates a large number of instances, then, subsequent
terations will be strongly limited by this number. This situation
ay arise, for example, in the ﬁrst iteration, if most conﬁgurations
re discarded after the ﬁrst test and the remaining budget for this
teration will be spent on evaluating a few surviving conﬁgurations
n new instances, but not being able to discard enough conﬁgura-
ions to reach N min and stop the race. This will result in a large
alue of e for the subsequent iterations, thus reducing the number
f new conﬁgurations that can be sampled. In order to prevent this
ituation, we added a new stopping criterion that stops the race if
here are T max (by default 2) consecutive statistical tests without
iscarding any candidate. This stopping criterion is only applied af-
er seeing T new + e instances, that is, when the statistical test may
iscard any elite conﬁguration. 
The described elitist strategy often results in a faster conver-
ence to good parameter values, which has the disadvantage of
educing the exploration of new alternative conﬁgurations. Unfor-
unately, the soft-restart mechanism explained above is not suﬃ-
ient to increase exploration in elitist irace , since it applies only
hen the sampling model of all parameters has converged, that
s, when sampling a conﬁguration almost identical to its parent.
owever, we observed in elitist irace that categorical parameters,
n particular, tend to converge quite rapidly to consistently good
alues. Probably this happens because good overall values are eas-
er to ﬁnd at ﬁrst and, in the elitist variant, it is harder to dis-
ard the elite conﬁgurations that contain them. Hence, they get
ontinuously reinforced when updating their associated probabil-
ties, but differences in numerical values prevent a soft-restart. In
rder to increase exploration, we limit the maximum probability
ssociated to a categorical parameter value after updating it as
ollows: 
p i = min { p i , 0 . 2 1 / N param } . (6)
nd re-normalizing the probabilities to [0, 1]. 
.5. Other features of irace 
We have implemented in irace several extensions that were
ever mentioned in the original I/F-Race. 
nitial conﬁgurations 
We can seed the iterated race procedure with a set of initial
onﬁgurations, for example, one or more default conﬁgurations of
he algorithm. In that case, only enough conﬁgurations are sam-
led to reach N 1 in total. 
arallel evaluation of conﬁgurations 
The training phase carried out by irace is computationally ex-
ensive, since it requires many runs of the algorithm being tuned.
he total time required by a single execution of irace is mostly de-
ermined by the number of runs of the algorithm being tuned (the
uning budget, B ) and the time required by those runs. In irace ,
hese runs can be executed in parallel, either across multiple cores
r across multiple computers using MPI. It is also possible to sub-
it each run as a job in a cluster environment such as SGE or PBS.
he user guide of irace [62] describes all the technical details. 
orbidden conﬁgurations 
A user may specify that some parameter conﬁgurations should
ot be evaluated by deﬁning such forbidden conﬁgurations in terms
f logical expressions that valid conﬁgurations should not satisfy.
n other words, no conﬁguration that satisﬁes any of these expres-
ions will be evaluated by irace . For example, given a parameter
pace with two parameters, a numerical one param1 and a cat-
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Fig. 3. Parameter ﬁle ( parameters.txt ) for tuning ACOTSP . The ﬁrst column is the name of the parameter; the second column is a label, typically the command-line 
switch that controls this parameter, which irace will concatenate to the parameter value when invoking the target algorithm; the third column gives the parameter type 
(either i nteger , r eal , o rdinal or c ategorical ); the fourth column gives the range (in case of numerical parameters) or domain (in case of categorical and ordinal ones); and 
the (optional) ﬁfth column gives the condition that enables this parameter. 
Fig. 4. Minimal scenario ﬁle ( scenario.txt ) for tuning ACOTSP . We use the 
default values for other options (e.g., parameterFile = ‘‘parameters.txt’’ , 
targetRunner = ‘‘./target-runner’’ and trainInstancesDir = ‘‘./ 
Instances’’ ), thus we do not need to specify them. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Comparison of conﬁgurations obtained by (elitist) irace and the default con- 
ﬁguration of ACOTSP . 
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t  egorical one param2 , and the following logical expression (in R
syntax): 
then a conﬁguration such as {7, ‘‘x1’’ } will not be evaluated,
whereas {7, ‘‘x2’’ } would be. This is useful, for example, if we
know that certain combinations of parameter values lead to high
memory requirements and, thus, they are infeasible in practice. 
4. Applications of irace 
In this section, we present two detailed examples of conﬁg-
uration scenarios and how to tackle them using irace . The ﬁrst
scenario illustrates the tuning of a single-objective metaheuristic
(ant colony optimization) on a well-known problem (the traveling
salesman problem). The second scenario concerns the tuning of a
framework of multi-objective ant colony optimization algorithms.
We have chosen these scenarios for illustrative purposes and be-
cause their setup is available in AClib [44] . 
4.1. Example of tuning scenario: tuning ACOTSP 
ACOTSP [87] is a software package that implements various
ant colony optimization algorithms to tackle the symmetric travel-
ing salesman problem (TSP). The conﬁguration scenario illustrated
here concerns the automatic conﬁguration of all its 11 parameters.
The goal is to ﬁnd a conﬁguration of ACOTSP that obtains the
lowest solution cost in TSP instances within a given computation
time limit. We explain here the setup of this conﬁguration sce-
nario. For a more detailed overview of the possible options in the
irace package, we refer to Appendix A . 
First, we deﬁne a parameter ﬁle ( parameters.txt , Fig. 3 )
that describes the parameter space, as explained in Section A.2 .
We also create a scenario ﬁle ( scenario.txt , Fig. 4 ) to
set the tuning budget ( maxExperiments ) to 5 0 0 0 runs of
ACOTSP . Next, we place the training instances in the subdirectory
‘‘./Instances/’’ , which is the default value of the option
trainInstancesDir . We create a basic target-runner-run
script that runs the ACOTSP software for 20 CPU-seconds and
prints the objective value of the best solution found. 
At the end of a run, irace prints the best conﬁgurations found
as a table and as command-line parameters: here the ﬁrst number of each row is a unique number that iden-
iﬁes a particular conﬁguration within a single run of irace , and NA
enotes that a parameter did not have a value within a particular
onﬁguration (because it was not enabled). 
Fig. 5 compares the conﬁgurations obtained by 30 independent
uns of elitist irace and the default conﬁguration of ACOTSP . Each
un of irace uses the settings described above and a training set of
00 Euclidean TSP instances of size 2 0 0 0 nodes. The best conﬁg-
rations found by each run of irace are run once on a (different)
est set of 200 instances of size 2 0 0 0, while the default conﬁgu-
ation of ACOTSP is run 30 times on the same set using differ-
nt random seeds. We then report the percentage deviation from
he optimal objective value. Each data point shown in Fig. 5 corre-
ponds to an instance, values are the mean of the results obtained
ither by the 30 runs of the default conﬁguration of ACOTSP or by
he 30 conﬁgurations produced by irace . In order to reduce vari-
bility, we associate a random seed to each instance and use this
eed for all runs performed on that instance. 
As we can observe, the improvement of the tuned conﬁguration
ver the default one is signiﬁcant. In practice, we often observe
hat the largest improvements are obtained when conﬁguring an
ptimization algorithm for scenarios that differ substantially from
hose for which it was designed, either in terms of problem in-
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Fig. 6. Example of the computation of the hypervolume quality measure. Each 
white diamond represents a solution in the objective space of a bi-objective mini- 
mization problem. The black point is a reference point that is worse in all objectives 
than any Pareto-optimal solution. The area of the objective space dominated by all 
solutions in the set and bounded by the reference point is called its hypervolume. 
The larger the hypervolume of a set, the higher the quality of the set. 
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Fig. 7. Comparison of a conﬁguration obtained by (elitist) irace and the default 
conﬁguration of MOACO. Hypervolume values should be maximized (since irace 
minimizes by default, targetRunner multiplies the values by −1 before return- 
ing them to irace ). 
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4 All ﬁles needed to replicate these scenarios are provided as supplementary ma- 
terial [61] . tances or in terms of other characteristics of the scenario, such as
ermination criteria or computation environment. Nonetheless, it
s not rare that an automatic conﬁguration method ﬁnds a better
onﬁguration than the default even for those scenarios considered
hen designing an algorithm and even when not providing the de-
ault conﬁguration as an initial conﬁguration as in our examples
ere. 
.2. A more complex example: tuning multi-objective optimization 
lgorithms 
In this section, we explain how to apply irace to automatically
onﬁgure algorithms that tackle multi-objective optimization prob-
ems in terms of Pareto optimality. This example illustrates the use
f an additional script (or R function) called targetEvaluator . 
In multi-objective optimization in terms of Pareto optimality,
he goal is to ﬁnd the Pareto front, that is, the image in the ob-
ective space of those solutions for which there is no other fea-
ible solution that is better in all objectives. For many interest-
ng problems, ﬁnding the whole Pareto front is often computation-
lly intractable, thus the goal becomes to approximate the Pareto
ront as well as possible. Algorithms that approximate the Pareto
ront, such as multi-objective metaheuristics, typically return a set
f nondominated solutions, that is, solutions for which no other
olution in the same set is better in all objectives. 
Automatic conﬁguration methods, such as irace , have been pri-
arily designed for single-objective optimization, where the qual-
ty of the output of an algorithm can be evaluated as a single nu-
erical value. In the case of multi-objective optimization, unary
uality measures, such as the hypervolume (see Fig. 6 ) and the -
easure [95] , assign a numerical value to a set of nondominated
olutions, thus allowing the application of standard automatic con-
guration methods [58,91] . However, computing these unary qual-
ty measures often requires a reference point (or set), which de-
ends on the sets being evaluated. One may deﬁne the reference
oint a priori based on some knowledge about the instances being
ackled, such as lower/upper bounds. On the other hand, it would
e desirable if the reference point could be computed from the re-
ults obtained while carrying out the automatic conﬁguration pro-
ess. In irace , the latter can be achieved by ﬁrst running all can-
idate conﬁgurations on a single instance and, once all these runs
ave ﬁnished, computing the cost/quality value of each conﬁgura-
ion in a separate step. 
In practical terms, this means that the targetRunner pro-
ram is still responsible for running the conﬁguration θ on
nstance i , but it does not compute the value c ( θ , i ). This
alue is computed by a different targetEvaluator program
hat runs after all targetRunner calls for a given instance iave ﬁnished. The communication between targetRunner and
argetEvaluator is scenario-speciﬁc and, hence, deﬁned by
he user. 
In the case of elitist irace , targetEvaluator might be called
ncluding conﬁgurations that were evaluated in a previous race,
ince they were elite. Therefore, one way to dynamically com-
ute the reference point for the hypervolume computation may be
y targetRunner saving the nondominated sets corresponding
o each pair ( θ , i ) and targetEvaluator using them (and not
eleting them since they might be needed again later) to update
he reference point or the normalization bounds. 
We have applied the above method to automatically conﬁgure
arious multi-objective optimization algorithms by means of irace .
n particular, we ﬁrst applied irace to instantiate new algorith-
ic designs from a framework of multi-objective ant colony op-
imization algorithms (MOACO) [58] . In that work, we tested the
ombination of irace with the hypervolume measure and the -
easure, but we did not ﬁnd signiﬁcant differences between the
esults obtained with each of them. The MOACO algorithms au-
omatically instantiated by irace were able to signiﬁcantly out-
erform previous MOACO algorithms proposed in the literature.
ig. 7 compares the results of a conﬁguration obtained by (elitist)
race and the best manually-designed conﬁguration from the lit-
rature [58] on 60 bi-objective Euclidean TSP instances of sizes
50 0,60 0,70 0,80 0,90 0,10 0 0}. The complete MOACO scenario is too
omplex to describe here, but it is provided as an example together
ith irace and it is also included in AClib [44] . 
.3. Comparison of irace and elitist irace 
In this section, we compare irace with and without elitism in
hree conﬁguration scenarios. 4 
ACOTSP is similar to the scenario described in Section 4.1 . We
consider a budget of 5 0 0 0 runs of ACOTSP and 20 s of
CPU-time per run. As benchmark set, we consider Euclidean
TSP instances of size 20 0 0, in particular, 200 training in-
stances and 200 test instances. 
MOACO is similar to the scenario described in Section 4.2 .
The benchmark instances are bi-objective Euclidean TSP in-
stances of sizes {50 0, 60 0, 70 0, 80 0, 90 0, 10 0 0}, 10 training
instances and 60 test instances of each size. We use a budget
of 5 0 0 0 runs of the MOACO framework, and each run of a
MOACO algorithm is stopped after 4 · ( n /100) 2 CPU-seconds,
where n is the instance size. 
SPEAR where the goal is to minimize the mean runtime of
Spear, an exact tree search solver for SAT problems [9] with
52 M. López-Ibáñez et al. / Operations Research Perspectives 3 (2016) 43–58 
Fig. 8. Example of a good elite conﬁguration ( θ0 ) lost when conﬁguring SPEAR 
with the non-elitist irace using t -test as statistical test. The plots give the 95% con- 
ﬁdence intervals of the mean differences between the results obtained by θ 0 and 
the new elite conﬁgurations ( θ1 , . . . , θ6 ) on different subsets of the training set. The 
top plot considers only the 9 instances seen by irace at the iteration in which θ 0 
was discarded, the middle plot considers the 37 instances on which θ 0 was evalu- 
ated since the start of this run, and the bottom plot considers the full training set. 
Negative values indicate that θ0 has a better performance than the conﬁguration to 
which it is compared. If the interval contains zero, there is no statistical difference. 
The p -values of the t -test performed between θ 0 and ( θ1 , . . . θ6 ) are reported below 
each interval. 
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o  26 categorical parameters. We consider a budget of 10 0 0 0
runs, a maximum runtime of 300 CPU-seconds per run, and
a training and a test set of 302 different SAT instances [8] . 
Instance homogeneity is an important factor when tuning an
algorithm. We measure instance homogeneity by means of the
Kendall concordance coeﬃcient ( W ) [78] computed from the re-
sults of 100 uniformly random generated algorithm conﬁgurations
executed on the training set. Values of W close to 1 indicate high
homogeneity while values close to 0 indicate high heterogeneity.
The W values for the ACOTSP , MOACO and SPEAR scenarios are
0.98, 0.99 and 0.16 respectively, showing that SPEAR is a highly
heterogeneous scenario. 
Given the characteristics of each scenario [78] , we use as
the statistical elimination test in irace the default F -test in the
ACOTSP and MOACO scenarios, and the t -test in the SPEAR sce-
nario. For each scenario, we run irace 30 times on the training set,
obtaining 30 different algorithm conﬁgurations. Then, we run each
of these conﬁgurations on the test set, which is always different
from the training set. 
As explained in Section 3.4 , the non-elitist irace may discard
high-quality conﬁgurations due to the use of partial information,
ignoring the results obtained in past iterations. A concrete exam-
ple is shown in Fig. 8 for an actual run of irace on the SPEAR sce-
nario. The plots give the 95% conﬁdence intervals of the mean dif-
ferences between the results obtained by conﬁguration θ0 , which
is an elite conﬁguration indentiﬁed in iteration 5, and the elite
candidates ( θ1 , . . . , θ6 ) obtained in iteration 6. Conﬁguration θ0 is
discarded by irace in iteration 6 due to statistically signiﬁcantly
worse performance than conﬁguration θ after 9 instances were6 xecuted (top plot); θ0 is also statistically signiﬁcantly worse than
1, 3, 4 and it has a worse mean than θ2, 5 . However, θ0 has a sta-
istically better performance on the full training set when com-
ared to all elite candidates of iteration 6 (bottom plot). Even if we
onsider only the 37 training instances on which θ0 was evaluated
rom the start of this run of irace up to the moment it was dis-
arded, θ0 is signiﬁcantly better than all conﬁgurations that irace
elects as ﬁnal elites (see middle plot of Fig. 8 ). Hence, using all
vailable information, irace would have detected that θ0 is the
est conﬁguration of the group. The loss of such potentially win-
ing conﬁgurations happened in eight of the 30 executions of the
on-elitist irace on SPEAR . 
Next, we perform experiments comparing both variants of irace
n the three conﬁguration scenarios mentioned above across 30
epetitions. Fig. 9 shows the results for each scenario as the mean
erformance reached by each of the 30 conﬁgurations generated
or each scenario on the test set. On the left, it shows box-plots of
he results and, on the right, scatter plots where each point pairs
he executions of elitist and non-elitist irace using the same set
f initial conﬁgurations. In none of the three scenarios, we observe
tatistically signiﬁcant differences. 
.4. Heterogeneous scenario setting 
Examining closer the results in the previous section (middle
lots of Fig. 9 ), one may notice that the non-elitist irace pro-
uces the two worst conﬁgurations found for SPEAR . These two
articularly bad runs of irace discard elite conﬁgurations as ex-
lained above. We conjecture that for heterogeneous training sets
uch as in the SPEAR scenario, the elitist version may avoid the
oss of high-quality conﬁgurations, thus producing more consistent
esults. In fact, facing scenarios with an heterogeneous set of train-
ng instances is a diﬃcult task for automatic conﬁguration meth-
ds, which normally work better in homogeneous scenarios [85] .
n an heterogeneous scenario, measuring the quality of a conﬁgu-
ation typically requires evaluating on a large number of instances
n order to ﬁnd conﬁgurations that optimize the algorithm perfor-
ance across the training set and to capture also the possible ex-
stence of few rare but hard instances. Unfortunately, evaluating on
ore instances with the same tuning budget strongly reduces the
bility of the tuner to explore new conﬁgurations and, hence, there
s a trade-off between increasing the conﬁdence on the quality of
onﬁgurations and sampling effectively the conﬁguration space. 
When using irace to tackle very heterogeneous scenarios, it
ay be useful to adjust the default settings to increase the num-
er of instances evaluated by each conﬁguration. For elitist irace
his can be achieved by increasing the number of new instances
dded initially to a race ( T new ); in non-elitist irace this can be
chieved by increasing the number of instances needed to per-
orm the ﬁrst statistical test ( T ﬁrst ). Fig. 10 gives the mean runtime
er candidate on the test set of the algorithm conﬁgurations ob-
ained by 10 runs of the elitist irace (top) using various values of
 
new and of the non-elitist irace using various values of T ﬁrst (bot-
om) on the SPEAR scenario. We can observe that using a larger
alue than the default for T new and T ﬁrst strongly improves the cost
mean runtime) of the ﬁnal conﬁgurations, because conﬁgurations
re evaluated on more instances before selecting which one should
e discarded. Further increasing the values of T new and T ﬁrst does
ot lead to further improvements because enough instances are al-
eady seen to account for their heterogeneity. It does lead, how-
ver, to fewer conﬁgurations being explored, thus, at some point,
arger values will actually generate worse conﬁgurations. This ef-
ect is stronger for T ﬁrst because all conﬁgurations at each iteration
ave to be evaluated on that many instances, which consumes a
ubstantial amount of budget and results in a much lower number
f conﬁgurations being generated. This is shown by the number
M. López-Ibáñez et al. / Operations Research Perspectives 3 (2016) 43–58 53 
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Fig. 9. Comparison between elitist and non-elitist irace . Plots give the mean candidate performance on the test instance set as % deviation from optima, runtime and 
hypervolume for the ACOTSP (top), SPEAR (middle), and MOACO (bottom) scenarios respectively. Hypervolume values are multiplied by −1 so that all scenarios must be 
minimized. The p -values of the statistical test are reported on the left plots. 
Fig. 10. Comparison between 10 conﬁgurations obtained by the elitist irace (top plot) on SPEAR adding T new = { 1 , 5 , 10 , 15 , 20 , 30 , 40 , 50 , 60 } new instances at the begin- 
ning of the race (default value is 1) and 10 candidates obtained by the non-elitist irace (bottom plot) using T ﬁrst = { 5 , 10 , 15 , 20 , 25 , 30 , 40 , 50 , 60 } as the required number 
of instances to perform the ﬁrst statistical test of the race (default value is 5). Values in parenthesis are the mean number of candidates sampled by the 10 irace executions. 
w  
ﬁ  
e  
t  
w  
A  
n  
o
5
 
a  
i  
i  
o  ithin parentheses in Fig. 10 . In the case of T new , non-elite con-
gurations may be discarded before seeing T new instances and the
ffect on the budget consumed is lower. The same experiment for
he ACOTSP scenario showed that the best conﬁgurations become
orse when T new or T ﬁrst are increased. This is due to the fact that
COTSP has a homogeneous training set and, therefore, sampling
ew candidates is more important than executing a large numberf instances. a. Other applications of irace 
Since the ﬁrst version of the irace package became publicly
vailable in 2012, there have been many other applications of
race . In this section, we provide a list of the applications of the
race package of which we are aware at the time of writing. Some
f these applications go beyond what is traditionally understood as
lgorithm conﬁguration, demonstrating the ﬂexibility of irace . 
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e  5.1. Algorithm conﬁguration 
The traditional application of irace is the automatic conﬁgura-
tion of algorithms. Several publications have used irace when eval-
uating or designing algorithms for problems such as the traveling
salesman with time windows [60] , slot allocation [77] , generalized
hub location [68] , ﬂow shop [14] , virtual machine placement [86] ,
online bin packing [92] , graph coloring [23] , image binarization
[69] , network pricing [90] , combined routing and packing prob-
lems [25] , real-time routing selection [84] , capacitated arc routing
[26] , bike sharing rebalancing [30] , energy planning [47] , university
course timetabling [72] , time series discretization [1] , ﬁnite state
machine construction [27] , minimum common string partition and
minimum covering arborescence [24] , and continuous (real-valued)
optimization [7,52,53,55,56,75] . 
Automatic conﬁguration is also useful when the goal is to ana-
lyze the effect of particular parameters or design choices. Instead
of a (factorial) experimental design, which often is intractable
because of the large number of parameters and/or the limited
computation time available, the analysis starts from very high-
performing conﬁgurations found by an automatic conﬁguration
method, and proceeds by changing one parameter at a time. An
example is the analysis of a hybrid algorithm that combines ant
colony optimization and a MIP solver to tackle vehicle routing
problems (VRP) with black-box feasibility constraints [67] . Pelle-
grini et al. [76] applied this principle to the analysis of param-
eter adaptation approaches in ant colony optimization. More re-
cently, Bezerra et al. [15] have applied the same idea to analyze the
contribution of various algorithmic components found in multi-
objective evolutionary algorithms. 
The idea behind the above analysis is that, in terms of perfor-
mance, there are many more “uninteresting” conﬁgurations than
“interesting” ones, and statements about the parameters of unin-
teresting conﬁgurations are rarely useful, thus it makes more sense
to start the analysis with high-performing conﬁgurations. In its
general form, such procedure may be used to analyze differences
between conﬁgurations, which has been described as ablation [32] .
5.2. Multi-objective optimization metaheuristics 
Besides the application to the MOACO framework described
above [58] , irace has been applied to aid in the design of other
multi-objective optimization algorithms. Dubois-Lacoste et al.
[31] used irace to tune a hybrid of two-phase local search and
Pareto local search (TP + PLS) to produce new state-of-the-art al-
gorithms for various bi-objective permutation ﬂowshop problems.
Fisset et al. [33] used irace to tune a framework of multi-objective
optimization algorithms for clustering. When applied to a suﬃ-
ciently ﬂexible algorithmic framework, irace has been used to de-
sign new state-of-the-art multi-objective evolutionary algorithms
[16,17] . 
5.3. Anytime algorithms (improve time-quality trade-offs) 
There is often a trade-off between solution quality and com-
putation time: Algorithms that converge quickly tend to produce
better solutions for shorter runtimes, whereas more exploratory al-
gorithms tend to produce better solutions for longer runtimes. Im-
proving the anytime behavior of an algorithm amounts to improv-
ing the trade-off curve between solution quality and computation
time such that an algorithm is able to produce as high quality so-
lutions as possible at any moment during their execution. López-
Ibáñez and Stützle [59] modeled this trade-off curve as a multi-
objective optimization problem, and measured the quality of the
trade-off curve using the hypervolume quality measure. This ap-
proach allows the application of irace to tune the parameters ofn algorithm for improving its anytime behavior. They applied this
echnique to tune parameter variation strategies for ant colony op-
imization algorithms, and to tune the parameters of SCIP, a MIP
olver, in order to improve its anytime behavior. The results show
hat the tuned algorithms converge much faster to good solutions
ithout sacriﬁcing the quality of the solutions found after rela-
ively longer computation time. 
.4. Automatic algorithm design from a grammar description 
Algorithm conﬁguration methods have been used in the litera-
ure to instantiate algorithms from ﬂexible algorithmic frameworks
n a top-down manner, that is, the framework is a complex al-
orithm build from components of several related algorithms and
peciﬁc components can be selected through parameters. One ex-
mple using ParamILS is SATenstein [51] . Examples using irace
nclude the MOACO framework described above [58] and multi-
bjective evolutionary algorithms [17] . A different approach de-
cribes the potential algorithm designs as a grammar. This provides
uch more ﬂexibility when composing complex algorithms. Mas-
ia et al. [66] proposed a method for describing a grammar as a
arametric space that can be tuned by means of irace in order
o generate algorithms. They applied this technique to instantiate
terated greedy algorithms for the bin packing problem and the
ermutation ﬂowshop problem with weighted tardiness. Marmion
t al. [63] applied this idea to automatically design more complex
ybrid local search metaheuristics. 
.5. Applications in machine learning 
In machine learning, the problem of selecting the best model
nd tuning its (hyper-)parameters is very similar to automatic al-
orithm conﬁguration. Thus, it is not surprising that irace has been
sed for this purpose, for example, for tuning the parameters of
upport vector machines [70] . Lang et al. [54] used irace for au-
omatically selecting models (and tuning their hyperparameters)
or analyzing survival data. The automatically tuned models sig-
iﬁcantly outperform reference (default) models. The mlr software
ackage [22] uses irace , among other tuning methods, for tuning
he hyperparameters of machine learning models as a better per-
orming alternative to random search and grid search. 
.6. Automatic design of control software for robots 
A very original application of irace is the automatic design of
ontrol software for swarms of robots. Francesca et al. [35] pro-
ose a system to automatically design the software that controls a
warm of robots in order to achieve a speciﬁc task. The problem is
peciﬁed as a series of software modules that provide many differ-
nt robot behaviors and the criteria to transition between behav-
ors. Each module can be further customized by means of several
arameters. A particular combination of behaviors and transitions
epresents one controller, that is, an instance of the software that
ontrols the robots in the swarm. The performance of a particu-
ar controller is evaluated by means of multiple simulations. The
earch for the best controller over multiple training simulations is
arried out by means of irace . The authors report that this system
s not only able to outperform a previous system that used F-race
34] , but also a human designer, under the scenarios studied by
hem. 
. Conclusion 
This paper presented the irace package, which implements the
terated racing procedure for automatic algorithm conﬁguration. It-
rated racing is a generalization of the iterated F-race procedure.
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Fig. A.11. Scheme of the user-provided components required by irace . 
Table A1 
Parameters of irace corresponding to the description 
of iterated racing given in Section 3.2 . The full list of 
irace parameters is available in the user guide. 
Iterated racing parameter irace parameter 
B maxExperiments 
C (cost measure) targetRunner 
μ mu 
N min minNbSurvival 
T ﬁrst firstTest 
T each eachTest 
Statistical test testType 
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T  he primary purpose of irace is to automatize the arduous task of
onﬁguring the parameters of an optimization algorithm. However,
t may also be used for determining good settings in other compu-
ational systems such as robotics, traﬃc light controllers, compil-
rs, etc. The irace package has been designed with simplicity and
ase of use in mind. Despite being implemented in R , no previ-
us knowledge of R is required. We included two examples for the
urposes of illustrating the main elements of an automatic conﬁg-
ration scenario and the use of irace to tackle it. In addition, we
rovided a comprehensive survey of the wide range of applications
f irace . 
There are a number of directions in which we are trying to ex-
end the current version of irace . One is the improvement of the
ampling model to take into account interactions among parame-
ers. In some cases, irace converges too quickly and generates very
imilar conﬁgurations; thus, additional techniques to achieve a bet-
er balance between diversiﬁcation and intensiﬁcation seem worth
ursuing. In the same direction, techniques for automatically ad-
usting some settings of irace (such as T new and T ﬁrst ) in depen-
ence of the heterogeneity of a scenario would be useful. Finally,
e are currently adding tools to provide a default analysis of the
arge amount of data gathered during the run of irace to give the
ser information about the importance of speciﬁc parameters and
he most relevant interactions among the parameters. 
The iterated racing algorithms currently implemented in irace
ave, however, a few well-known limitations. The most notable is
hat they were primarily designed for scenarios where reducing
omputation time is not the primary objective. Methods designed
or such type of scenarios, such as ParamILS [41] and SMAC [43] ,
ynamically control the maximum time assigned to each run of
he target algorithm and use an early pruning of candidate conﬁg-
rations in order to not waste time on time-consuming and, there-
ore, poor conﬁgurations. Moreover, the default parameters of irace
ssume that a minimum number of iterations can be performed
nd a minimum number of candidate conﬁgurations can be sam-
led. If the tuning budget is too small, the resulting conﬁguration
ight not be better than random ones. 
Finally, automatic conﬁguration methods in general may be dif-
cult to apply when problem instances are computationally expen-
ive, for example, when the computational resources available are
imited (lack of multiple CPUs, cluster of computers) or when a
ingle run of the algorithm requires many hours or days. In such
ituations, two main alternatives have been proposed in the lit-
rature. Styles et al. [88] proposed to use easier instances (less
omputationally expensive) during tuning to obtain several good
onﬁgurations, and then apply a racing algorithm to these conﬁg-
rations using increasingly diﬃcult instances to discard those con-
gurations that do not scale. Mascia et al. [65] proposed to tune
n easy instances, and then identify which parameters need to be
odiﬁed and how in order for the algorithm to scale to more dif-
cult instances. 
The main purpose of automatic algorithm conﬁguration meth-
ds is to conﬁgure parameters of optimization and other algo-
ithms. Nonetheless, the use of these methods has a crucial role
n new ways of designing software, as advocated in the program-
ing by optimization paradigm [40] . Moreover, the importance of
roperly tuning the parameters of algorithms before analyzing and
omparing them is becoming widely recognized. We hope that the
evelopment of the irace package will help practitioners and re-
earchers to put these ideas into practice. 
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ppendix A. The irace package 
We provide here a brief summary of the irace package. The full
ocumentation is available together with the package and in the
race user guide [62] . 
The scheme in Fig. A.11 shows the components that the user
ust provide to irace before executing it. First, irace requires
hree main inputs: 
1. A description of the parameter space X , that is, the pa-
rameters to conﬁgure, their types, domains and constraints.
Section A.2 summarizes how to deﬁne a parameter space in
irace . 
2. The set of training instances { I 1 , I 2 , . . . } , which in practice is
a ﬁnite, representative sample of I . The particular options for
specifying the set of training instances are given in Section A.1 .
3. The conﬁguration scenario, which is deﬁned in terms of options
provided to irace . Table A.1 maps the description of iterated
racing in Section 3.2 to the options of irace . The complete list
of options is available in the software documentation. 
In addition, irace requires a program (or R function) called
argetRunner that is responsible for evaluating a particular con-
guration of the target algorithm on a given instance and returning
he corresponding cost value. 
1. Training instances 
The set of training instances { I 1 , I 2 , . . . } may be given explic-
tly as an option to irace . Alternatively, the instances may be
ead, one per line, from an instance ﬁle ( trainInstancesFile ).
ypically, an instance is a path to a ﬁlename and the string
56 M. López-Ibáñez et al. / Operations Research Perspectives 3 (2016) 43–58 
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 given by option trainInstancesDir will be preﬁxed to them.
Nonetheless, an instance may also be the parameter settings for
selecting a benchmark function implemented in the target algo-
rithm or for invoking an instance generator (in that case, op-
tion trainInstancesDir should be set to the empty string).
If the option trainInstancesFile is not set, then irace con-
siders all ﬁles found in trainInstancesDir , and recursively
in its subdirectories, as training instances. The order in which
instances are considered by irace is randomized if the option
sampleInstances is enabled. Otherwise, the order is the same
as given in trainInstancesFile if this option is set or in al-
phabetical order, otherwise. 
In order to reduce variance, irace uses the same random seed
to evaluate different conﬁgurations on the same instance. If an in-
stance is seen more than once, a different random seed is assigned
to it. Thus, in practice, the sequence of instances seen within a race
( Fig. 1 ) is actually a sequence of instance and seed pairs. 
A2. Parameter space 
For simplicity, the description of the parameter space is given
as a table. Each line of the table deﬁnes a conﬁgurable parameter: 
where each ﬁeld is deﬁned as follows: 
< name > The name of the parameter as an unquoted alphanumeric 
string, for instance: ‘ ants ’. 
< label > A label for this parameter. This is a string that will be 
passed together with the parameter to targetRunner . In 
the default targetRunner provided with the package, 
this is the command-line switch used to pass the value of 
this parameter, for instance ‘ ’’--ants ’’ ’. 
< type > The type of the parameter, either integer , real , ordinal or 
categorical , given as a single letter: ‘ i ’, ‘ r ’, ‘ o ’ or ‘ c ’. 
< domain > The range (for integers and real parameters) or the set of 
values (for categorical and ordinal) of the parameter. 
< condition > An optional condition that determines whether the 
parameter is enabled or disabled, thus making the 
parameter conditional. If the condition evaluates to false, 
then no value is assigned to this parameter, and neither 
the parameter value nor the corresponding label are 
passed to targetRunner . The condition must be a valid 
R logical expression. The condition may contain the name 
of other parameters as long as the dependency graph does 
not have any cycles. Otherwise, irace will detect the cycle 
and stop with an error. 
Parameter types and domains 
Parameters can be of four types: 
• Real parameters are numerical parameters that can take any
ﬂoating-point values within a given range. The range is speci-
ﬁed as an interval ‘ ( < lower bound > , < upper bound > ) ’.
This interval is closed, that is, the parameter value may even-
tually be one of the bounds. The possible values are rounded
to a number of decimal places speciﬁed by the option digits .
For example, given the default number of digits of 4, the values
0.12345 and 0.12341 are both rounded to 0.1234. 
• Integer parameters are numerical parameters that can take only
integer values within the given range. The range is speciﬁed as
for real parameters. 
• Categorical parameters are deﬁned by a set of possible
values speciﬁed as ‘ ( < value 1 > , ... , < value n > ) ’.
The values are quoted or unquoted character strings. Empty
strings and strings containing commas or spaces must be
quoted. 
• Ordinal parameters are deﬁned by an ordered set of possible
values in the same format as for categorical parameters. They
are handled internally as integer parameters, where the inte-gers correspond to the indices of the values. 3. Output of irace 
During its execution, irace prints a detailed report of its
rogress. In particular, after each race ﬁnishes, the elite conﬁgu-
ations are printed; and at the end, the best conﬁgurations found
re printed as a table and as command-line parameters (see the
xample output shown in Section 4.1 ) 
In addition, irace saves an R dataset ﬁle, by default as
race.Rdata , which may be read from R by means of the func-
ion load() . This dataset contains a list iraceResults , whose
ost important elements are: 
scenario : the conﬁguration scenario given to irace (any op-
tion not explicitly set has its default value). 
parameters : the parameter space. 
seeds : a matrix with two columns, instance and seed .
Rows give the sequence of pairs instance–seed seen by
irace . 
allConfigurations : a data frame with all conﬁgurations
generated during the execution of irace . 
experiments : a matrix storing the result of all experiments
performed across all iterations. Each entry is the result of
evaluating one conﬁguration on one instance at a particular
iteration. Columns correspond to conﬁgurations and match
the row indexes in allConfigurations . Rows match the
row indexes in the matrix seeds , giving the instance–seed
pair on which conﬁgurations were evaluated. A value of ‘ NA ’
means that this conﬁguration was not evaluated on this par-
ticular instance, either because it did not exist yet or it was
discarded. 
The irace.Rdata ﬁle can also be used to resume a run of
race that was interrupted before completion. 
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