We prove that quantum Gibbs states of spin systems above a certain threshold temperature are approximate quantum Markov networks, meaning that the conditional mutual information decays rapidly with distance. We prove exponential decay (power-law decay) for short-ranged (long-ranged) interacting systems. As consequences, we establish the efficiency of quantum Gibbs sampling algorithms, a strong version of the area law, the quasi-locality of effective Hamiltonians on subsystems, a clustering theorem for mutual information, and a polynomial-time algorithm for classical Gibbs state simulation.
Introduction.-Quantum Gibbs states describes the thermal equilibrium properties of quantum systems. The advent of quantum information science opened up new investigation avenues in the study of Gibbs states, such as the stability of topological quantum memory [1] [2] [3] [4] , thermalization in isolated quantum systems [5] [6] [7] [8] [9] [10] , and Hamiltonian complexity [11] [12] [13] [14] . Efficient methods to prepare quantum Gibbs states in quantum computers have also found useful in giving quantum speed-ups for problems such as semidefinite programming [15] [16] [17] and quantum machine learning [18] [19] [20] [21] [22] .
Quantum Gibbs state also inherit the locality property of their parent Hamiltonian, which allows for an efficient classical description in many cases. One of the simple characterizations is the exponential decay of bipartite correlation functions which is shown to be true in general one-dimension quantum spin lattices [23] and in higher dimensions above a threshold temperature [24] [25] [26] [27] [28] . Another characterization is that at arbitrary finite temperatures, the mutual information between a region and its complement obeys the area law [29] . Quantum Gibbs states also have efficient representations in terms of tensor networks [30, 31] .
In classical systems, there are even stronger structural results for Gibbs states. For instance, the Hammersley-Clifford theorem [32] states that classical Gibbs states are equivalent to a class of probability distributions called Markov networks. They satisfy the Markov property, that is, a site is independent from all others conditioned on its neighbors. Therefore, for classical Gibbs states all the correlations between two separated vertices are induced by intermediate vertices connecting them.
Although the notion of conditional probability distiburion is missing in quantum systems, we can still generalize Markov networks to quantum systems by us-
FIG. 1. (color online) Decomposition of the total system into A, B, C, and D. It is possible that a quantum state has no correlation between A and C when looking at only the subsystems A and C but has a strong correlation when looking at them via the subsystem B. This kind of correlation between A and B related to C is measured by conditional mutual information (1) . Physically, conditional mutual information characterizes tripartite correlations between A, B and C. A representative example is the topological entanglement entropy [36, 37] , which is a special form of the conditional mutual information.
ing the (quantum) conditional mutual information.
I ρ (A : C|B)
where ρ AB is the reduced density matrix in the subsystem (AB = A ∪ B) and S(ρ AB ) is the von Neumann entropy, namely, S(ρ AB ) := tr(ρ AB log ρ AB ) with the natural base. In classical systems, the conditional mutual information become zero if and only if the state is conditionally independent, and therefore it provides a natural measure of conditional independence. The quantum version of the Hammersley-Clifford theorem has been established for the case where the Hamiltonian is short-range and commuting [33, 34] : any quantum Gibbs state of such Hamiltonian on a trianglefree graph is a Markov network and vise versa. More recently, it has been shown that the Hammersley-Clifford theorem approximately holds in one-dimensional lattice [35] , in the sense that the conditional mutual information of any Gibbs state decays subexponentially with respect to distance.
In the present work, we establish the approximate Markov property for quantum Gibbs states in spin systems interacting on generic graphs at high temperatures; in other words, we prove the decay of conditional mutual information between two separated subsystems with respect to the size of the conditioning region (using the Manhattan distance on the graph). Herein, we consider not only short-range interactions but also longrange (i.e., power-law decaying) interactions on graphs. We show that above a certain threshold temperature, the conditional mutual information decays exponentially (pollynomialy) for short ranged (long ranged) models. Above the temperature threshold, our result strengthens the 1D result from Ref. [35] , the area law for mutual information [29] and the standard clustering theorem [27, 28] . Moreover, we rigorously establish a quasipolynomial-time quantum Gibbs sampling algorithm for high temperatures by following the discussion in Ref. [38] . In the computation of thermodynamic quantities (e.g., the partition function), we can give a polynomial-time classical algorithm. Finally, our bound prohibits topological order above a threshold temperature in short-range and long-range interacting systems, as we find a quasi-local constant depth circuit to prepare such states.
Setup.-We consider a quantum system with n spins, where each spin has a d-dimensional Hilbert space. We assume that the spins sit on the vertices of a graph G = (V, E) where V is the total spin set (|V | = n). For arbitrary subsystems A, B ⊂ V , we define d A,B as the shortest path length on the graph that connects A and
We define the system Hamiltonian H as
where · is the operator norm and each of the interaction terms {h X } acts on the spins in X ⊂ V . The Hamiltonian [Eq.
(2)] describes generic k-body interacting systems. We characterize the locality of the interactions as follows: 
Our purpose is to discuss the Markov property of Gibbs states. Let V 0 ⊆ V be an arbitrary subsystem. Consider a tripartite partitioning of V 0 as V 0 = ABC, where we denote A ∪ B by AB for simplicity. We notice that the subsystems {A, B, C} are not necessarily concatenated on the graph (see Fig. 1 ). If any two nonadjacent subsystems A and C are conditionally independent of the other subsystem B (= V 0 \AC), we say that ρ V0 is the quantum Markov network on V 0 . Mathematically, this implies I ρ (A : C|B) = 0 for d A,C > 0 [33, 39] , where I ρ (A : C|B) is defined in Eq. (1) . It is noteworthy that the Markov property of ρ V0 strongly depends on the selection of the subsystem V 0 ⊆ V . To see this point, let us consider a one-dimensional graph. Then, the GHZ state is a Markov network for ∀V 0 ⊂ V , but not globally, namely, I ρ (A : C|B) = 1 for ABC = V . In contrast, the cluster state [40] is globally a Markov network, but not for particular selections of V 0 (e.g., V 0 = {2, 4, 6, 8, . . . , 2 n/2 }) [41, 42] (see also [43] ). Based on the example of the cluster state, which has a finite correlation length and is described by the matrix product state with bond dimension 2 [44] , we cannot ensure the Markov property only by the clustering theorem and the matrix product (or tensor network) representation of the quantum Gibbs state.
The Markov property has a clear operational meaning in terms of a recovery map as follows: If ρ V0 is a Markov network, we can always find a quantum channel τ B→BC referred to as the Petz recovery map [39, 45] , which recovers ρ ABC from ρ AB (V 0 = ABC):
The above local reconstruction is not possible for generic quantum states. Note that any quantum Markov network on a tree graph can be constructed from a sequence of n local quantum channels.
In realistic situations, we frequently encounter cases where the density matrix is not given by the exact Markov network but by an approximate Markov network, that is, the conditional mutual information I ρ (A : C|B) approaches zero as the distance d A,C increases. In the case where I ρ (A : C|B) = , the celebrated Fawzi-Renner theorem [46] (see also [47] ) ensures the existence of the recovery map such that
where · 1 is the trace norm and the form of τ B→BC is given by the rotated Petz map (see Ref. [48] for the explicit definition). Based on this theorem, we can still relate the approximate Markov property to the local reconstruction of the state.
The main purpose of this study is to characterize the decay rate of the conditional mutual information I ρ (A : C|B) with respect to the distance d A,C on the graph. To concentrate on the physics given by the theorems, we have provided the proofs of our main theorems in the supplementary material [49] .
Main result.-We prove the exponential decay of the conditional mutual information above a temperature threshold (1/β c ), where β c does not depend on the system size n but only on k in Eq. (2). 
implies that the Gibbs state ρ is an approximate Markov network on an arbitrary subset V 0 ⊆ V in the sense that where V 0 = ABC. We define the surface region of an arbitrary subsystem L ⊆ V as ∂L l ⊆ V (l ∈ N):
where L c is the complementary set of L (i.e., L ∪ L c = V ).
We notice that if we select B as an empty set (i.e., B = ∅), the conditional mutual information reduces to bipartite mutual information:
. Therefore, inequality (8) also implies the exponential decay of the mutual information between two separated subsystems. It is an improved version of the standard clustering theorem for the bipartite operator correla- [29] , the clustering theorem can be derived from the exponential decay of the mutual information. Moreover, it is well known [50, 51] in the context of data hiding that even if the operator correlation is arbitrarily small in a quantum state, the state may still be highly correlated in the mutual information [29] .
An important implication of this theorem is related to the quantum sampling of Gibbs states. Based on the Fawzi-Renner theorem (6) , an approximate Markov network can be efficiently reconstructed from its reduced density matrix using a quantum computer. According to Ref. [38] , the clustering and Markov properties ensure an efficient preparation of quantum Gibbs states on finite-dimensional lattices. By combining our theorem 1 with Theorem 5 in Ref. [38] , we obtain the following corollary: Corollary 2. Let the graph G be a D-dimensional lattice. Then, under the assumption of Theorem 1, there exists a (D + 1)-depth circuit of quantum channels F = F D+1 · · · F 2 F 1 such that
where ψ is an arbitrary quantum state and each quan-
The number of the elementary gates for the each [52, 53] . This also provides the computational time of Gibbs sampling by the quantum computer. This algorithm requires only quasipolynomial computational time, and it is considerably better than a few existing algorithms [54, 55] . The algorithm is worse than the algorithms proposed in Refs. [56] and [57] , which require polynomial computational time. However, our method has advantages in the following senses: the method in [56] is applicable only to commuting Hamiltonians and the method in [57] requires twice the number of qubits (i.e., 2n qubits) for implementation.
The second implication of the theorem is the strengthening of the area law. The area law for mutual
(color online). Strengthening of the area law resulting from the Markov property. In the figure, we consider a 2D system and decompose it into A and B = B1B2 . . . B l 0 with dA,B l = l (1 ≤ l ≤ l0). The total mutual information between A and B obeys the area law. The Markov property (8) ensures that the mutual information Iρ(A : B1 · · · B l ) exponentially converges to Iρ(A : B) as l increases. In other words, the information between A ad B is exponentially localized around the boundary.
information has been derived at arbitrary temperatures in Ref. [29] in the form of
where AB = V and c is an O(1) constant. The area law implies that I ρ (A : B ) saturates as B ⊂ B grows to B, however Eq. (11) does not provide the saturation rate. Our result implies it saturate exponentially fast, and the mutual information between two subsystems is exponentially localized around the boundary between A and B. To see more details, let us decompose B into l 0 slices,
. . , l 0 (see Fig. 2 ). Then, the question is how rapidly the mutual information I ρ (A : 
which shows exponential decay with respect to l. Effective Hamiltonian on subsystem and classical simulation of Gibbs state.-Theorem 1 is related to the locality of the effective Hamiltonian. We define the effective Hamiltonian of the local reduced density matrix asH
We formally describeH L as
where H L id composed of the original interacting terms in H on subsystem L, namely, H L = X⊂L h X , and Φ L is the effective interaction term. We are interested in the locality of Φ L . Typically, it is computationally difficult to determine the effective term, even in classical Gibbs states [58] . Our present question is whether the (quasi-)locality of Φ L can be ensured or not (Fig. 3 ). In classical Gibbs states or systems with commuting Hamiltonians, Φ L is exactly localized around the surface region of L (not necessarily localized along the boundary). This point is crucial for the Gibbs states to be the exact Markov network [33, 38] . Additionally, for systems with non-commuting Hamiltonians, the quasilocality of Φ L is numerically verified in Ref. [59] . By following the same analysis as the proof of Theorem 1, we can rigorously prove the quasi-locality of Φ L not only the direction orthogonal to the boundary, but also along the boundary.
Theorem 3.
Under the setup and assumption of Theorem 1, Φ L is approximated by a localized operator Φ ∂L l as follows:
where Φ ∂L l is supported on the region ∂L l that is separated from the boundary ∂L by a distance of at most l (see Eq. (9) for the definition). In addition, Φ ∂L l is composed of local operators that act on at most (k l/r ) spins (see the supplementary materials [49] for an explicit form of Φ ∂L l ). Moreover, computation of Φ L up to an norm error of n is performed with the runtime bounded from above by
where d G is the degree of the graph G.
This theorem immediately implies that the classical simulation of the Gibbs states is possible in polynomial time within an error of 1/poly(n). We note that the definition (13) 
i.e. we can calculate the partition function by the same algorithm. We can also calculate the expectation values of local observables or the local entropy by explicitly obtaining expression of ρ L = e −βH L . This is summarized as the following corollary. Long-range interacting systems.-Finally, we extend Theorem 1 from short-range interacting systems to long-range interacting systems. We define the Hamiltonian with the power-law decay interaction by assuming that f (R) in (3) is given by
where α > 0. To consider a more general form as f (R) = gR −α , we must only scale the inverse temperature from β to β/g. For example, we can consider the following Hamiltonian on a graph with a D-dimensional structure:
where R i,j is the distance between spins i and j defined by the graph structure (V, E) and J is determined so that inequality (3) is satisfied. This kind of Hamiltonian is now controllable in realistic experiments and attracts much attention both in experimental [60] [61] [62] [63] [64] and theoretical aspects [65] [66] [67] [68] [69] .
Similar to the case of short-range interacting systems, we prove the decay of the conditional mutual information for long-range interacting systems for α > 0.
Then, under the assumptions of β < β c /11 and d A,C ≥ 2α, the Gibbs state ρ satisfies the approximate Markov property as follows:
where C β := 11e 1/k /βc 1−11β/βc and β c was defined in (7) . By selecting B = ∅, we can also derive the power-law decay of the mutual information between two separated subsystems. To the best of our knowledge, the clustering theorem for the Gibbs state with long-range interaction is limited for classical cases [70] [71] [72] [73] [74] [75] and special quantum cases [76, 77] . Our result provides the first general proof of the clustering theorem at finite temperatures in long-range interacting quantum systems. Moreover, we can discuss the saturation rate of the area law, similar to the case of short-range interacting systems. In the setup of Eq. (12), the mutual information
The vanishing of the conditional mutual information implies the absence of the topological order above a temperature threshold. The stability of the topological order at finite temperatures has been extensively investigated in short-range interacting systems [1] [2] [3] [4] [78] [79] [80] [81] [82] [83] . Even though it is natural to expect that the topological order vanishes at sufficiently high temperatures, there is no general proof that topological entanglement entropy vanishes above a threshold temperature. In long-range interacting systems, the problem is even more nontrivial, and there are few reports on the stability of the topological order [84] . To discuss the condition of α for the vanishing of I ρ (A : C|B) in the thermodynamic limit, let us consider the case with min(|A|, |C|) = l D s and d A,C = l s , where l s is the length of the total system. Then, inequality (19) implies
, and hence, α > D is the sufficient condition for I ρ (A : C|B) → 0 in the thermodynamic limit (i.e., l s → ∞).
Future perspective. - We mention several open problems. The most important problem is the Markov property in low-temperature regimes, where our present analytical technique (i.e., the generalized cluster expansion [49]) breaks down. It is no longer desirable that the Markov property holds for the arbitrary selections of the subregions A, B, and C because the topological order can exist at finite temperatures in four-dimensional systems [1] . Even if we restrict ourselves to the case of ABC = V , the problem is still challenging because only few mathematical techniques can access the conditional mutual information at arbitrary temperatures, except for one-dimensional systems [35] . Also, throughout the work, we consider the von Neumann entropy to characterize conditional mutual information. It is interesting to generalize the present results to the Rényi-type conditional mutual information [85] . In this case, we must consider the Rényi entropy, S ν , for reduced density ma-
We expect that there exists a critical ν c ≈ β c /β, below which the exponential decay of the Rényi mutual information can be proved [86] Note added.-On the classical simulations of quantum Gibbs states, we are aware of a related result obtained from a similar approach [87] .
We here recall the setup. We consider a quantum spin system with n spins, where each of the spin sits on a vertex of the graph G = (V, E) with V the total spin set (|V | = n). For a partial set L of spins, we denote the cardinality, that is, the number of vertices contained in L, by |L| (e.g. L = {i 1 , i 2 , . . . , i |L| }). We also denote the complementary subset of L by L c := V \ L. We denote the local Hilbert space by H v (v ∈ V ) with dim(H v ) = d and the entire Hilbert space is given by H := v∈V H v with dim(H) = d n . We also define the local Hilbert space of the subset L ⊂ V as H L and denote the dimension by d L , namely d L := d |L| . We define B(H) as the space of bounded linear operators on H.
When we consider a reduced operator on a subsystem L, we denote it as
by using the superscript index, where1 is the identity operator and tr L c is the partial trace operation with respect 
to the Hilbert space H L c .
We also define the following set:
where we defined d A,B as the shortest path length via E which connects A and B (A ⊂ V , B ⊂ V ).
In the setup of Theorem 1, we consider the Hamiltonian as
Here, the Hamiltonian (A4) describes an arbitrary k-body interacting systems with finite interaction length r. Throughout the manuscript, we denote the natural logarithm by log(·) for the simplicity, namely log(·) = log e (·).
a. Cluster notation
We then define several basic terminologies. On the graph (V, E), we call a multiset of subsystems w = {X 1 , X 2 , . . . , X |w| } (X j ∈ E r for j = 1, 2, . . . , |w|) as "cluster", where |w| is the cardinality of w. Note that each of the elements {X j } |w| j=1 satisfies diam(X j ) ≤ r from the definition (A5). We denote C r,m by the set of w with |w| = m and let V w ⊆ V and E w ⊆ E r be the set of different vertices (or spins) and subsystems which are contained in w, respectively. Also, we define connected clusters as follows:
Definition 1. (Connected cluster)
For a cluster w ∈ C r,|w| , we say that w is a connected cluster if there are no decompositions of w = w 1 w 2 such that V w1 ∩ V w2 = ∅. We denote by G r,m the set of the connected clusters with |w| = m. Connected cluster to a region, FIG. 4) Similarly, we say that w ∈ C r,|w| is a connected cluster to a subsystem L if there are no decompositions of w = w 1 w 2 such that (L ∪ V w1 ) ∩ V w2 = ∅. We denote by G L r,m the set of the connected clusters to L with |w| = m. . 5) Finally, for a connected cluster w ∈ G r,|w| , we say that w has links between A and B if there exist a path from A to B in E w . We denote by G A,B r,m the set of the connected clusters with |w| = m which have a link A and B.
Definition 2. (

Definition 3. (Connected cluster with a link between two regions, FIG
b. Basic lemmas for logarithmic operators
Before going to the proof, we prove the following basic lemmas: and w / ∈ G A,B r, 4 . In (a), subsystems A and B are connected with each other by the cluster w. On the other hand, in (b), the cluster w does not have a link between A and B, and in (c), the cluster has the link but is not connected.
Lemma 6. Let O ∈ B(H) be an arbitrary non-negative operator written as
where {Γ Lj } L j=1 ∈ B(H) are supported on the subsystems {L j } m j=1 , respectively and we assume L 1 L 2 · · · L m = V . Then, for arbitrary subsystems A, B, C ⊂ V , we have
Proof of Lemma 6. We define A j := A ∩ L j , B j := B ∩ L j , and C j := C ∩ L j for j = 1, 2, . . . m. We notice that 
where Γ Bj := tr Lj \Bj Γ Lj ⊗1 B c j for j = 1, 2, . . . , m. We define Γ BC j , Γ ABC j and Γ B j in the same way. We thus obtain
On the other hand, we have from the definition (A1)
which reduces Eq. (A9) to
We obtain the similar form to Eq. (A11) for O AB , O BC and O ABC . After a straightforward calculation, we prove the equation (A7). Second, we prove the following lemma:
Lemma 7. For an arbitrary non-negative operator O ∈ B(H) which is given by the form of
Proof of Lemma 7. From the definition, we obtain
Thus, we obtain log O BC = log(O B ⊗1 C ) and log O ABC = log O AB , and hence we immediately obtain Eq. (A13). This completes the proof.
Generalized cluster Expansion
We first parametrize H by using a parameter set a := {a X } X∈Er as
where H = H 1 with 1 = {1, 1, . . . , 1}. Note that there are |E r | parameters in total. By using Eq. (A15), we define a parametrized Gibbs state ρ a as
where Z a := tr(e −βH a ).
In the standard cluster expansion, we consider the Taylor expansion of e −βH a with respect to the parameters a. It works well in analyzing a correlation function or tensor network representation, while it is not appropriate to analyze the entropy or effective Hamiltonian of a reduced density matrix. To overcome it, we generalize the standard cluster expansion. We parametrize a target function of interest by f a and directly expand it with respect to a, where f a can be chosen not only as a scholar function but also as a operator function. Here, we choose the conditional mutual information as the function f a . By using ρ a , we parameterize the conditional mutual information by I a (A : C|B) in the following form:
where ρ = ρ 1 and we defineρ a asρ
Note that we use the definition (A1) forρ L a (L ⊂ V ) In the following, we defineH 
Then, the Taylor expansion with respect to a to the operatorH a (A : C|B) reads
where 0 = {0, 0, . . . , 0}. By using the cluster notation, we obtain
which yields 
where w = {X 1 , X 2 . . . , X m } and n w is the multiplicity that w appears in the summation, and we defined
We notice that the partial derivatives ∂ ∂a X and ∂ ∂a X commute with each other because log(ρ L a ) is a C ∞ -smooth function with respect to a as long as the system size n is finite. The C ∞ -smoothness of log(ρ L a ) is proved as follows: For a finite system size n, the C ∞ -smoothness of e −βH a is ensured, and henceρ L a is also C ∞ -smooth from the definition (A19). Also, we can set
by choosing a finite energy τ < ∞ appropriately. Notice that e −τ1ρL a is Hermitian and e −τ1ρL a 0. This implies the absolute convergence of the following expansion:
Thus, the C ∞ -smoothness ofρ L a implies of C ∞ -smoothness of log(ρ L a ). Note that the case of m = 0 (i.e., |w| = 0) does not contribute to the expansion because ofH 0 (A : C|B) = 0. In order to calculate the summation of w∈Cr,m , we utilize the following proposition:
Proposition 8. The cluster expansion (A24) reduces to the summation of connected clusters which have links between A and C:H
where the definition of G A,C r,m has been given in Def. 3.
From this proposition, we only need to estimate the contribution of clusters in G A,C r,m to upper-bound the conditional mutual information I 1 (A : C|B) = tr[ρH 1 (A : C|B) ].
a. Proof of Proposition 8
We first introduce the notation a w as a parameter vector such that the elements {a X } X / ∈w are vanishing, that is,
where we denote an element of a X in a by ( a) X . We then obtain In the following, we aim to prove
We notice that if w / ∈ G A,C r,|w| the cluster w satisfies either one of the following two properties (see Figs. 5 (b) and (c)):
In the first case (A32), we can immediately obtainH aw (A : C|B) = 0 by choosing O = e −βH aw in the lemma 7. In the second case (A33), there exists a decomposition of w = w 1 w 2 (|w 1 |, |w 2 | > 0) such that V w1 ∩ V w2 = ∅. Hence, we have e −βH aw = e −βH aw 1 ⊗ e −βH aw 2 , and from Lemma 6 we obtaiñ H aw (A : C|B) =H aw 1 (A : C|B) +H aw 2 (A : C|B).
(A34)
Because of D w2H aw 1 (A : C|B) = D w1H aw 2 (A : C|B) = 0, we have D wH aw (A : C|B) = 0. This completes the proof of Proposition 8.
[ End of Proof of Proposition 8 ]
Estimation of the expanded terms
In order to estimate the summation (A28) with respect to w∈G A,C r,m , we consider a derivative of
for an arbitrary subsystem L ⊂ V . We choose the subsets AB, BC, ABC and B as L afterward. We here give an explicit form of the derivative D w logρ L a in the following proposition 9. 
where tr L c 1:m denotes the partial trace with respect to the Hilbert space H L c 1:m and we definẽ
for s = 1, 2, . . . , m. Note that P m is the symmetrization operator as
where σ denotes the summation of m! terms which come from all the permutations.
a. Proof of Proposition 9
For the proof, we consider the Taylor expansion with respect to β:
we have
for m ≥ 1. We aim to prove the following lemma which gives the explicit form of the derivatives with respect to β: Lemma 10. The derivatives of logρ L a with respect to β can be written as
where the definitions ofH (s) a (s = 0, 1, 2, . . . , m − 1) and H L c 1:m have been given in Eqs. (A38) and Eq. (A36), respectively. We give the proof of the lemma afterward.
By assuming the above lemma, we can prove Eq. (A37) as follows. In considering D w logρ L a a= 0 with |w| = m, only the mth order terms of β in the expansion (A40) contribute to the derivative. Hence, we have
We therefore obtain Eq. (A37) in Proposition 9. This completes the proof.
[Proof of Lemma 10] In order to prove Eq. (A43), we first expand log tr L c (e −βH a /d L c ) as follows:
where in the first equation we use the fact that 0th term of the expansion gives tr L c (1/d L c ) =1. We then pick up the terms of β m . Because of
the mth-order term in Eq. (A46) is given by
(A48)
We thus obtain
where P q is the symmetrization operator with respect to {m 1 , m 2 , . . . , m q }. In the same manner, we can formally expand
For the proof of Lemma 10, we need to check whether each of the coefficients of m1,m2,...,mq , we will take the following step. First, we prove
in the case of L c = V . The proof of Eq. (A51) implies that the coefficients of P q tr L c (H m1 a )tr L c (H m2 a ) · · · tr L c (H mq a ) are equal between Eqs. (A49) and (A50) for L c = V . Then, because the coefficients C (q) m1,m2,...,mq do not depend on the form of L c , the proof in the case of L c = V also results in the proof in the other cases (i.e., L c = V ). Therefore, in the following, we aim to give the proof of Eq. (A51) for L c = V .
For L c = V , we have 6 . N Xs|w is defined by a number of subsystems in w that have overlap with Xs. When w = {X1, X2, X3, X4, X5} is given as above, we have N X 1 |w = 2, N X 2 |w = 1, N X 3 |w = 2, N X 4 |w = 2 and N X 5 |w = 4.
and hence our task is to calculate
By using Lemma 2 in Ref. [10] , we have
where in the inequality (B.3) in [10] , we choose as m 1 = 0, m 2 = m − 1 and ω X = H a . We thus obtain the equation (A51). This completes the proof of Lemma 10.
[ End of Proof of Proposition 9 ]
We then aim to obtain an upper bound of tr L c 1:m
For the purpose, we utilize the following proposition. 
where we defineÕ (s) s as in Eq. (A38). N Xs|w is a number of subsets in w that have overlap with X s (Fig. 6) :
The proof is the same as that of Proposition 3 in Ref. [10] , which proves Ineq. (A55) for L c = V .
In order to apply Proposition (11) to tr L c 1:m
, the condition tr L c (h X ) = 0 is necessary, whereas it is not generally satisfied. Thus, instead of considering h X , we consider h X which is defined as follows:
where
from the definition (A1). By using the notation of h X , we obtain
where we useh (2)
(A60)
By using Proposition 11, we obtain an upper bound of tr L c 1:m
X2 · · ·h (m−1) Xm as follows:
where we use h X ≤ 2 h X which comes from the definition (A57). By combining the inequality (A62) with Eq. (A37), we obtain an upper bound of
By applying the inequality (A63) to the cases L = AB, L = BC, L = ABC and L = B, we obtain the following inequality:
whereH a (A : C|B) has been defined in Eq. (A20). Then, the final task is to upper-bound the summation with respect to w∈G A,C r,m in Eq. (A28):
where we use the proposition 8 in the first inequality. For the estimation of the summation, we first focus on the fact that any cluster in w ∈ G A,C r,m must have overlaps with the surface regions of A and C, say ∂A r and ∂C r (r ∈ N):
Second, because d A,C is the minimum path length on the graph (V, E) to connect the subsystems A and C, the condition w ∈ G A,C r,m implies |w| ≥ d A,C /r as the necessary condition. From these two fact, we will replace the summation w∈G A,C r,m with v∈∂Ar m≥d A,C /r w∈G v r,m by taking all the clusters with the sizes |w| ≥ d A,C /r which have overlap with A into account:
where the same inequality holds for the replacement of v∈∂Ar by v∈∂Cr . In order to estimate the summation of w∈G v r,m , we utilize the following proposition which has been given in Ref. [10] :
Proposition 12 (Proposition 4 in Ref. [10] ). Let {o X } X∈E∞ be arbitrary operators such that
where E ∞ is defined by Eq. (A5) and it gives the set of all the subsystems X ⊂ V with |X| ≤ k. Then, for an arbitrary subset L, we obtain
where w L is defined as w L := {L, X 1 , X 2 , . . . , X |w| } for w = {X 1 , X 2 , . . . , X |w| }.
By applying Proposition 12 to the inequality (A67), we have
where we use N Xs|w L ≤ N Xs|w in (A69) and the condition (A4) gives g = 1. Therefore, the inequality (A67) reduces to
where we use k ≥ 1. We notice that the same inequality holds for the replacement of |∂A r | by |∂C r |. By combining the inequalities (A21), (A65) and (A71), we prove Theorem 1.
Appendix B: Quasi-Locality of effective Hamiltonian on a subsystem: Proof of Theorem 3
We here consider the effective Hamiltonian on a subsystem L, which we define as
whereρ L is defined in Eq. (A19). We prove the following theorem which refines the Theorem 3:
Theorem 13. The effective HamiltonianH L is given by a quasi-local operator 
for an arbitrary m 0 .
From Eq. (B2), the effective interaction term Φ L is given by
is separated from the boundary ∂L at most by a distance mr, namely L ∩ V w ⊆ ∂L mr , where ∂L l has been defined in Eq. (9) as follows:
Hence, by defining Φ ∂L l as
This gives the proof of Theorem 3.
Proof of Theorem 13
In order to apply the generalized cluster expansion, we first parametrizeH L as
As in Eq. (A24), the generalized cluster expansion forH L, a reads
We can now prove the following proposition:
The summation with respect to the clusters w∈Cr,m reduces to the following form:
where H L := X⊂L h X and Z Lc := d −1 L tr(e −βH L c ).
a. Proof of Proposition 14
For the proof, we first prove
The proof is given as follows. Due to the existence of decomposition w = w 1 w 2 such that V w1 ∩ V w2 = ∅, we have e −βH aw = e −βH aw 1 ⊗ e −βH aw 2 and hence,
Because D w2 log(ρ L aw 1 ) = D w1 log(ρ L aw 2 ) = 0, we obtain Eq. (B12). We then consider the cases of V w ⊆ L and V w ⊆ L c in Eq. (B10). In the case of V w ⊆ L, the definition (A19) gives log(ρ L, aw ) = −βH aw + log d L c .
(B14) Therefore, we have D w log(ρ L aw ) vanishes for m ≥ 2, and
On the other hand, in the case of V w ⊆ L c , log(ρ L aw ) becomes a constant operator (i.e., log(ρ L aw ) ∝1). Hence, we obtain We then consider the following decomposition of w ∈ G v r,m (see Fig. 7) :
where w j ⊂ w L satisfy d(w j , v) = j for j = 0, 1, 2, . . . , l. Here, we define d(w j , w 0 ) as the shortest path length in the cluster w 0 w 1 · · · w j−1 which connects from w j to v. We also define q j := |w j | with q j ≥ 1. We notice that all the clusters w ∈ G v r,m can be decomposed into the from of (B36). For fixed {q 0 , q 1 , . . . , q l }, the number of clusters {w 1 , w 2 , . . . , w l } defined as in Eq. (B36) is bounded by
where we denote w j = {X sj } qj sj =1 ; note that l j=0 q j = m. Then, by taking the summation with respect to {q 0 , q 1 , . . . , q l } and l, we finally obtain the upper bound of #{w|w ∈ G v r,m } as follows:
#{w|w ∈ G v r,m } ≤ m−1 l=0 q0+q1+···+q l =m q0≥1,q1≥1,...,q l ≥1
where the summation with respect to {q 0 , q 1 , . . . , q l } (q 0 ≥ 1, q 1 ≥ 1, . . . , q l ≥ 1) is equal to the (m − l − 1)multicombination from a set of l + 1 elements:
By applying the above upper bound to the inequality (B31), we obtain the main inequality (B26). This completes the proof.
[ End of Proof of Proposition 15 ]
Appendix C: Proof of Theorem 5
We here show the proof of Theorem 5 which upper bounds the conditional mutual information in long-range interacting systems. We rewrite the Hamiltonian with the power-law decay interaction by using the notations (A2) and (A5):
We here defineg l asg
Then, the assumption (17) implies
We again show the statement that we would like to prove:
Theorem 16. Let A, B and C be arbitrary subsystems in V (A, B, C ⊂ V ). Then, under the assumption that the inverse temperature satisfies
the Gibbs state ρ satisfies the approximate Markov property as follows:
where we assume that d A,C ≥ 2α.
Details of the proof
We start from Eq. (A24). By parametrizing the Hamiltonian as 
where we define C m (l 0 ) ⊂ C ∞,m as 
