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Introduction Générale
1 Contexte Général de l’étude
1.1 Les membranes biologiques
Les membranes biologiques sont essentiellement composées de lipides, de protéines et de
sucres, et jouent différents rôles au niveau cellulaire : elles permettent, à partir de gradients
de charges ou de gradients chimiques, de fournir les cellules en énergie, elles régulent les
activités enzymatiques, facilitent la transduction de l’information et peuvent même servir à
stocker des substrats pouvant être utilisés pour la biosynthèse. Mais leur rôle principal est
de compartimenter les cellules, comme par exemple dans le cas de la membrane plasmique
qui sépare les milieux intra et extracellulaire. Outre leur rôle de barrière, les membranes
sont également responsables de la perméabilité des enveloppes cellulaires qui permet aux
cellules de rapatrier des nutriments et d’exclure des substances toxiques. Ces propriétés de
perméabilité sont liées à la nature des lipides et des protéines composants les membranes.
En général, ces barrières sont facilement pénétrées par les substances non-polaires. Pour les
substances polaires, ce sont les protéines qui jouent le rôle de canaux et de transporteurs
d’ions et de substances hydrophiles. Ceci permet à la membrane de réguler et de contrôler les
gradients de charges et de concentrations nécessaires à la survie cellulaire. Une membrane
possède donc sa propre collection de récepteurs, transporteurs et canaux, lui conférant ainsi
une spécificité dans les domaines de la transformation d’énergie (c’est notamment le cas des
membranes internes des mitochondries), du transport et du transfert d’information.
La membrane est constituée de trois des principaux éléments de base du vivant : des
lipides, des protéines et des glucides. L’unité de base est une bicouche lipidique consti-
tuée de lipides (molécules amphipathiques composées de têtes hydrophiles polaires et de
chaînes acyles hydrophobes). En milieu aqueux ceux-ci se réarrangent généralement en deux
couches ; c’est l’organisation la plus stable qui permet de minimiser les interactions entre
les parties hydrophiles et hydrophobes. Les têtes polaires des lipides se rassemblent alors
au niveau des surfaces et les chaînes acyles forment la partie hydrophobe, au centre de
la bicouche. Les membranes cellulaires contiennent une large variété de lipides, ayant des
propriétés et des concentrations différentes. On retrouve en majorité des phospholipides,
qui peuvent être des glycérophospholipides (possédant un groupement glycérol phospho-
rylé) ou des sphingolipides (contenant une sphingosine phosphorylée). Il existe plusieurs
types de glycérophospholipides, différenciés par le type de groupement lié au phosphate :
la phosphatidylcholine (PC) présente un groupement choline (C5H14NO) lié au phosphate,
la phosphatidyléthanolamine (PE) un groupement éthanolamine (C2H7NO) et l’acide phos-
phatidique (PA) qui possède un groupement acide phosphorique au lieu du phosphate, mais
également la phosphatidylglycérol (PG), phosphatidylinositol (PI). Les sphingolipides quant
à eux sont presque entièrement représentés par la sphingomyéline qui possède un groupe-
ment phosphorylcholine. On peut également trouver des stérols (cholestérol, ergostérol...)
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dans les membranes de certaines cellules eucaryotes (Fig. 1). Enfin, d’autres lipides sont
présents au sein des bicouches, comme les céramides (dérivés de la sphingosine) ainsi que
de nombreux glycolipides (résultant essentiellement de l’estérification ou de l’amidification
d’acide gras par des oses ou des sucres aminés). Enfin, il existe différent types de glucides,
toujours situés sur la face extracellulaire de la membrane. Ceux-ci peuvent être des polysac-
charides ou des oligosaccharides qui se lient à des protéines, formant alors des glycoprotéines
ou à des lipides, formant des glycolipides.
Fig. 1: Exemple de lipides présents dans les membranes cellulaires
La survie et le fonctionnement des cellules dépendent des échanges de matière et d’in-
formation de part et d’autre de la membrane qui les délimitent. Ces échanges sont possibles
grâce à la présence des protéines, second constituant majeur des membranes. Il est possible
de les classer en deux grandes catégories : les protéines extrinsèques (ou périphériques) que
l’on retrouve à la surface de la bicouche et les protéines intrinsèques (ou intégrales), dont
une partie est ancrée à l’intérieur de la membrane (Fig. 2).
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Les chaînes polypeptidiques des protéines périphériques sont liées à la membrane via
des interactions électrostatiques avec les acides gras, les lipides, ou des parties polaires des
protéines intrinsèques qui émergent.
Les protéines intégrales peuvent présenter un ou plusieurs segments transmembranaires
(TM) et sont étroitement associées à la membrane par des interactions hydrophobes avec
les parties apolaires des lipides. Il est impossible de les extraire sans affecter fortement la
structure de la membrane. Ce sont des protéines dites transmembranaires dont la chaîne
peptidique est accessible des deux côtés de la membrane. Elles peuvent être entièrement
localisées dans la bicouche ou présenter des segments d’un seul côté ou des deux côté de la
membrane. Leur conformation leur permet de participer aux réactions qui s’effectuent de
part et d’autre de la membrane. Elles sont donc impliquées dans les transports de matière
et d’information en dedans et en dehors de la cellule.
Fig. 2: Composition schématique faisant apparaître la diversité des composants de la mem-
brane plasmique. (Tiré du livre de Mary Luckey, « Membrane Structural Biology with Bioche-
mical and Biophysical Foundations, Ed. Cambridge, 2008, p. 141)
Les interactions entre lipides et protéines étant de nature hydrophobe au centre de la
membrane et polaire aux interfaces, elles se font et se défont continuellement. La membrane
est donc un ensemble fluide et dynamique, permettant à ses divers composants de créer
des interactions au cours du temps, interactions importantes pour remplir les fonctions
membranaires. Elle a d’ailleurs été décrite, dans le modèle de la mosaïque fluide, par Singer et
Nicolson [2] comme un liquide 2D cristallin dans lequel tous les lipides ainsi que les protéines
membranaires intégrales diffusent plus ou moins librement le long du plan de la membrane.
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Une autre théorie (Simons et Vaz, 2004) [3] décrit, à l’intérieur de la membrane, des zones de
« raft » : microdomaines saturés de lipides et maintenus par des chaînes lipidiques longues,
correspondant à des changements de phases dans la bicouches lipidique. Ces rafts sont
dynamiques, ce qui implique qu’à l’intérieur, les protéines et les lipides peuvent bouger
librement, et montrent des cinétiques différentes à l’intérieur et à l’extérieur de ces domaines.
La nature, la structure, des protéines, ainsi que les interactions protéines/lipides sont
déterminantes dans l’organisation des membranes, et donc dans la vie cellulaire. Nous allons
donc revenir sur ces propriétés dans les paragraphes suivants.
1.2 Structure et interaction protéines - membrane
1.2.1 Structure des protéines
La structure tridimensionnelle d’une protéine est stabilisée par un ensemble d’interac-
tions non covalentes : interactions électrostatiques, liaisons hydrogène, interactions hydro-
phobes. La structure fine qui est adoptée résulte d’un compromis entre ces interactions et
de leur optimisation.
La chaîne polypeptidique des protéines intégrales traverse la membrane de part en part.
Certains domaines sont en contact avec le milieu aqueux alors que d’autres sont enfouis dans
le membrane, dans un milieu hydrophobe constitué des chaînes hydrocarbonées des lipides.
La structure est stable à partir du moment où les interactions entre les parties polaires de la
chaîne polypeptidique et la partie hydrophobe des lipides sont minimisées. C’est pourquoi
on retrouve, dans les lipides, des acides aminés à caractère plutôt hydrophobe. De même,
les contacts entre groupements C=O ou N-H (polaires) et les chaînes hydrophobes doivent
être évités. De plus, des liaisons hydrogène se forment entre les groupements C=O et N-H.
Ces liaisons conduisent à la formation de structures secondaires ordonnées, principalement
des hélices α et des feuillets β (Fig. 3).
Les protéines membranaires résultent alors d’une assemblage de ce type de sous-unités
pour former une unité fonctionnelle.
1.2.2 Une famille particulière de protéines : Les Récepteurs couplés aux pro-
téines G
Les protéines jouent différentes fonctions au sein de la membrane. Elles permettent de
remplir des fonctions clés pour la survie cellulaire telles que, le transport du signal la re-
connaissance cellulaire, l’adhésion des cellules, les activités enzymatiques, la transduction
d’énergie et le transport de nutriments à travers la membrane. Il existe donc différentes fa-
milles de protéines membranaires : les enzymes membranaires, les protéines de transport, et
les récepteurs membranaires et de nombreuses maladies peuvent être reliées à un dysfonc-
tionnement de protéines membranaires. Afin de comprendre comment ces protéines fonc-
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(a) (b)
Fig. 3: Structure et caractéristiques d’une hélice α (a) et d’un feuillet β (b)
tionnent et comment peuvent survenir les dysfonctionnements, il est nécessaire de connaître
leur structure et leur intégration dans la membrane.
Nous nous intéressons plus particulièrement à un type de protéines transmembranaires :
les récepteurs couplés aux protéines G (RCPGs), qui font partie du plus diversifié et plus
grand groupe de récepteurs impliqués dans la transduction des signaux. La majorité de ces
récepteurs répondent à la liaison avec leur ligand par l’activation de protéines G hétérotrimé-
riques à la surface cytoplasmique de la membrane, alors qu’une minorité permet directement
l’ouverture de canaux ioniques. Les protéines G transmettent et amplifient ensuite le signal
en déclenchant des changements de concentration de seconds messagers tel que l’AMPc (Fig.
4). Les RCPGs sont la cible de signaux très variés : photons, neurotransmetteurs peptidiques
ou non, nucléotides, agents olfactifs, gustatifs, lipides, protéines...
Tous les RCPGs présentent une seule chaîne polypeptidique constituée de 7 hélices α
transmembranaires. Le premier récepteur de cette famille dont la structure a été déterminé
à haute résolution est la rhodopsine, qui joue un rôle essentiel dans la transduction du signal
visuel [4]. Les autres récepteurs couplés aux protéines G ont été moins caractérisés d’un point
de vue structural, bien que des études récentes de diffraction des rayons X ou de RMN ont
permis de déterminer leurs structures [5–8]. Ils semblent présenter de nombreuses homologies
de séquence entre eux et avec la rhodopsine [9]. L’extrémité N-terminale, qui contient des sites
de glycosylation sur des résidus asparagines, est localisé dans le compartiment extra cyto-
plasmique ; l’extrémité C-terminale, qui contient les sites de phosphorylation, est localisé du
côté cytoplasmique. Les 7 segments transmembranaires définissent 3 boucles extracellulaires
et 3 boucles intracellulaires. Dans certains cas la protéine est acylée par un acide gras dans
sa partie C-terminale qui est alors associée à la membrane, ce qui crée une quatrième boucle
9
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Fig. 4: Exemple de mécanisme d’action des RCPGs. Une hormone vient se lier au récepteur (a)
, le complexe formé activé vient agir sur la protéine G (b) qui remplace son GDP par un GTP.
Le GDP est libéré. Le complexe GTP/protéine G vient ensuite se lier à une adénylate cyclase
(c), activant ainsi la production d’AMPc. L’hormone est ensuite libérée, laissant en place le
complexe adénylate cyclase/protéineG/GDP (d). (Tiré du livre de Mary Luckey, « Membrane
Structural Biology with Biochemical and Biophysical Foundations, Ed. Cambridge, 2008, p. 3)
cytoplasmique.
De nombreuses pathologies sont liées à des défauts dans la transmission des signaux
pouvant être reliés à des mutations au niveau des récepteurs. Certaines mutations peuvent
intervenir, en absence de ligand, en conférant à la protéine un état structural « activé »
alors qu’elle ne devrait pas l’être. Dans cette classe de pathologie entrent des mutations de la
boucle cytoplasmique du récepteur TSH (thyrotropine) conduisant à certains adénomes thy-
roïdiens, des mutations du segment transmembranaire du récepteur LH (lutropine) condui-
sant à une puberté précoce, une mutation de la lysine de la rhodopsine conduisant à une
rétinite pigmentaire.
D’autres mutations des récepteurs peuvent provoquer, à l’inverse, une absence d’acti-
vation du récepteur en présence du ligand. Parmi celles-ci on retrouve le diabète insipide
(mutation du récepteur de la vasopressine), la déficience en glucocorticoïde (mutation du
récepteur ACTH (Adrénocorticotropine)), le nanisme (mutation du récepteur GRH (Gona-
dotrophine)) et l’hypercalcémie (mutation du récepteur senseur du Ca2+).
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1.2.3 Interaction protéines - membrane
Les propriétés des protéines transmembranaires peuvent être mieux appréciées dans le
contexte naturel où ces protéines se trouvent, entourées de lipides. Les contacts entre pro-
téines et lipides doivent être étroits afin de maintenir la perméabilité de la membrane. La
présence d’une protéine a peu d’effet sur les lipides qui en sont éloignées mais a un effet
important sur les lipides qui l’entourent formant ainsi l’interface entre la protéine et le reste
de la membrane.
Il a été montré de nombreuses fois que pour se lier à la membrane, pour s’y insérer ou
encore pour initier leur activité enzymatique, une grande partie des protéines membranaires
ont besoin de lipides ou de classes de lipides spécifiques [10–13].
L’influence des lipides sur les protéines a également été démontré récemment sur l’analyse
de protéines membranaires bitopiques, constituées d’une seule hélice α transmembranaire
connectée aux deux domaines extra-membranaires. Cette étude a montré que le domaine
transmembranaire de telles protéines étaient hautement conservé en comparaison avec les
autres parties de la molécule [14]. Plus particulièrement, une partie du segment transmem-
branaire était mieux conservé que le reste, indiquant ainsi des interactions plus spécifiques
sur cette partie. De telles interactions peuvent donc être dues à l’environnement lipidique de
la protéine proche des segments transmembranaires et peuvent être, par exemple, la cause
de la stabilité, ou non, de certains fragments. On pourra citer comme exemple la stabilisa-
tion du canal potassique KcsA en présence de lipides anioniques [15]. Enfin, l’influence de la
fluidité de la membrane a également été étudiée sur la protéine DesK [16,17], qui participe à
l’insaturation des acides gras et participe à la production de lipides insaturés qui aident la
membrane à maintenir sa fluidité.
Il a également été montré que la pression membranaire, due au couplage hydrophobe
entre les lipides et les segments hydrophobes des protéines membranaires, avait une influence
sur la régulation de certaines protéines ; c’est la cas de la régulation de la protéine MscL [18,19]
pour laquelle le changement de pression dans la membrane est lié aux changements de
conformation nécessaire à l’ouverture du canal protéique. La diminution de la pression a
pour effet de réduire l’épaisseur de la membrane, ce qui implique une possible réorientation
des segments transmembranaires qui peut induire une modification de l’angle d’inclinaison
de ces segments dans la bicouche.
Enfin, l’épaisseur de la membrane a également une influence importante sur les fonctions
et l’activité des protéines membranaires. Une relation entre augmentation de l’activité et
l’adaptation de l’épaisseur de la partie hydrophobe a été observée dans le cas de certaines
protéines telles que des ATPases, la cytochrome C oxydase, la mélibiose perméase [20–23].
L’activité de ces protéines étant modifiée par de faibles changements de leur structure, ceci
implique également les changements d’inclinaison des segments transmembranaires au sein
de la bicouche.
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1.3 Mésappariement hydrophobe
Un cas particulier d’arrangement des protéines dans les membranes est le mésapparie-
ment hydrophobe. En fonction de l’épaisseur de la membrane et de la longueur des parties
hydrophobes des protéines, on parlera de mésappariement hydrophobe [24–26] lorsque les par-
ties hydrophobes des protéines intégrales sont plus longues (mésappariement positif) ou plus
courtes (mésappariement négatif) que la partie hydrophobe de la membrane.
Dans le cas d’un mésappariement hydrophobe, il existe différentes possibilités d’adapta-
tion du système permettant d’éviter les interactions entre les parties hydrophiles et hydro-
phobes. Elles sont toutes résumées sur la figure 5 : les chaînes alkyles peuvent s’étirer ou
se compacter, le peptide ou la protéine peut s’oligomériser (ceci a été observé dans le cas
du peptide WALP inséré dans des membranes trop épaisses ou trop fines [27]) , le squelette
peptidique peut être modifié, on peut voir apparaître une phase non-lamellaire (mésappa-
riement négatif) ou voir l’hélice s’incliner (mésappariement positif) et enfin, l’hélice peut
être exclue de la membrane.
(a)
(b)
Fig. 5: Réponses possibles du système dans le cas d’un mésappariement hydrophobe négatif
(a) et positif (b)
Dans le cadre de cette thèse, nous avons étudié le cas précis d’un mésappariement hy-
drophobe positif. Une interaction hydrophile/hydrophobe défavorable déstabilise alors le
système qui peut se réarranger principalement de deux façons :
1. la membrane adapte l’épaisseur de sa partie hydrophobe à celle de la protéine, c’est
le cas par exemple de la gramicidine, qui lorsqu’elle s’insère en membrane de DMPC,
implique une réduction de l’épaisseur de la membrane de 2,6Å
2. la protéine peut se réorienter au sein de la bicouche en s’inclinant ou par rotation de
ses chaînes latérales afin d’éviter cette interaction défavorable. On retrouve cet effet
pour les hélices transmembranaires simples ou pour les peptides synthétiques créés
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pour simuler les effets de telles hélices. On observe alors aucun effet sur l’épaisseur de
la membrane, mais les peptides hélicoïdaux s’inclinent par rapport à la normale à la
bicouche lipidique afin que les longueurs des segments hydrophobes de la membrane
et du peptide considéré coïncident. Ces peptides ont une flexibilité suffisante pour
s’accommoder à la bicouche et ne pas la déformer. Des expériences de RMN du deuté-
rium ont notamment montré que cet angle d’inclinaison par rapport à la normale à la
bicouche augmente, pour un même peptide, lorsque l’épaisseur de la membrane dimi-
nue. Jusqu’à présent, les expériences ont montré que l’angle d’inclinaison du peptide
WALP 23 augmenterait de 5,2° à 8,1° lorsque l’on passe d’une bicouche de DMPC (di-
C14 :0PC) à du DLPC (di-C12 :0PC), de même, pour KALP 23, les mesures ont donné
des angles de 7,6° à 11,2° [28,29]. Des expériences de fluorescence ont permis d’observer
un comportement similaire sur la protéine M13 qui passerait d’une inclinaison de 18°
dans du di-C20 :0PC (DEPC) à 33° dans du di-C14 :0PC (DMPC). Une diminution
de l’inclinaison de l’alaméthicine (peptide antibiotique) passant de 23° en di-C10 :0PC
(DDPC) à 13° en di-C18 :0PC (DOPC) a également été montré par des expériences
de RPE [30].
Ceci suggère que les protéines possédant un nombre réduit d’hélices α s’accommodent proba-
blement à l’épaisseur de la membrane en s’inclinant, alors que des protéines plus imposantes
(plusieurs hélices α, tonneaux β), moins flexibles, induisent des modifications de l’épais-
seur de la bicouche. Cependant on ne connaît pas précisément, à l’heure actuelle, tous les
éléments qui déterminent la réponse du système à ce phénomène.
1.4 Influence de la composition de l’hélice
Les fonctions des protéines membranaires sont donc régulées par leur environnement et
leurs changements de conformations au sein de la membrane. Ces derniers peuvent corres-
pondre à des mouvements internes tels que des inclinaisons, des déplacements, des rotations
d’une ou plusieurs hélices α ou d’autres domaines, mais également, des dépliements ou replie-
ments ou tout autre modification de la structure secondaire ou simplement des réorientations
d’un ou plusieurs acides aminés. Pour certaines protéines, des changements importants sont
nécessaires pour activer ou désactiver les fonctions, on peut par exemple assister à des ré-
orientations de la protéine entière au sein de la membrane [31]. Pour d’autres, de plus petits
changements suffisent. On observe par exemple, dans le cas de la rhodopsin et de l’opsin,
une petite inclinaison de l’hélice transmembranaire F (TM6) [32,33] qui induit une rotation
de 20 à 30° de TM2 du complexe transducteur voisin [34].
Dans tous les cas, la composition de la protéine, sa séquence peptidique, va être déter-
minante sur sa structure et donc sur son comportement et ses changements de conformation
au sein de la membrane. Il a été montré que cette séquence, au niveau des segments trans-
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membranaires, n’était pas aléatoire [35,36]. Nous avons vu dans le paragraphe précédent que
la longueur de la partie hydrophobe était d’une importance cruciale pour l’organisation de
la protéine ou du peptide au sein de la membrane. Cette partie hydrophobe est constituée
d’une forte proportion d’acides aminés hydrophobes tels que des alanines, des leucines (les
plus abondantes), des isoleucines et des valines. Les prolines, asparagines et sérines se re-
trouvent souvent dans la partie N-terminale des segments transmembranaires. Enfin, les
résidus aromatiques tels que les tryptophanes et les tyrosines ainsi que les lysines et les ar-
ginines (acides aminés chargés) sont généralement situés aux régions interfaciales et jouent
donc un rôle important dans l’orientation des segments transmembranaires. Comme il a
été proposé précédemment pour quelques peptides [37], les tryptophanes pourraient servir à
ancrer les segments transmembranaires dans la membrane, ce qui permettrait aux protéines
de prendre une bonne orientation dans la bicouche. Ceci pourrait s’expliquer par le fait que
les hydrogènes de l’amine du cycle indole des tryptophanes forment des liaisons hydrogènes
stables avec l’oxygène du phosphate des phospholipides [38].
1.5 Peptides modèles
1.5.1 WALP
Afin de comprendre les fonctions des protéines en général, et plus particulièrement des
RCPGs, il est important de pouvoir déterminer leur orientation et leur dynamique au sein
des membranes. Cependant, ces systèmes sont complexes et nécessitent donc une étude
préliminaire sur des systèmes modèles possédant les même caractéristiques structurales.
Ceci permettra dans un premier temps d’établir une méthodologie qui pourra ensuite être
appliquée aux protéines membranaires. L’avantage est que ces peptides modèles peuvent
être synthétisé et marqués assez facilement. De tels peptides ont déjà été utilisés afin de
développer et d’améliorer les techniques biophysiques de caractérisation de protéines et de
peptides membranaires [39,40] et ont également permis de découvrir les principes de bases de
l’organisation des peptides ou protéines au sein des membranes [41–45].
Partant de la structure des RCPG, constitués de 7 hélices α transmembranaires, nous
avons utilisé, pour cette étude, un peptide modèle largement étudié : WALP (fig. 6). Ce
peptide est constitué d’une alternance de leucines et d’alanines dans sa partie hydrophobe
(Acétyl-GWW(LA)nLWWA-amide) et de tryptophanes à ses extrémités qui permettent de
l’ancrer dans la membrane. De plus, il est structuré en hélice α, ce qui en fait un peptide
modèle, capable de mimer des parties de protéines. Enfin, son processus de synthèse est
connu, il est donc possible d’avoir accès à ce peptide pur et marqué spécifiquement, ce qui
permet de réaliser des échantillons spécifiques.
Un peptide similaire : KALP est lui aussi couramment utilisé. Ce peptide possède les
mêmes propriétés que WALP, mais présente des lysines à ses extrémités en lieu et place des
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Fig. 6: Structure 3D du peptide WALP 23 en membrane. Les tryptophanes se situent au
niveau des régions interfaciales et la partie hydrophobe (alternance de leucines et d’alanines)
du peptide au centre de la membrane
tryptophanes à l’extrémité C-terminale (Acétyl-GKK(LA)nLKKA-amide).
A partir de WALP et KALP, de nombreux peptides ont vu le jour et sont utilisés
comme peptides modèles. Parmi eux, on retrouve les peptides WALP et KALP de diffé-
rentes longueurs, dont : WALP13, 17, 19, 21, 23, 27, 31 [28,29,37,46–60] avec respectivement
n=3, 5, 6, 7, 8, 10, 12 et KALP 19, 23, 27, 31 [50,52,54,61–63] avec n=6, 8, 10, 12, ainsi
que GWALP 23 [64] (Acétyl-GGALW(LA)6LWLAGA-éthanolamide), KWALP 23 [65] (Acétyl-
GKALW(LA)6LWLAKA-amide)ou encore WLP 23 [61,66] (Acétyl-GWWL17WWA-amide) et
KLP 23 [61,66] (Acétyl-GKKL17KKA-amide).
Nous avons vu que la détermination de l’orientation d’une hélice α dans la membrane
pouvait passer par la détermination de l’angle d’inclinaison entre l’axe de l’hélice et la
normale à la bicouche. Les peptides modèles ont donc été utilisés pour déterminer ces angles
au sein de membranes. Pour cela, des expériences de RMN du deutérium combinées à une
analyse de type GALA (Geometric Analysis of Labeled Alanines) ont abouti à une première
détermination de ces angles d’inclinaison pour les peptides WALP, KALP et WLP, KLP
donnant des angles de 5 à 11° [61,67]. Le même genre d’analyse faite sur GWALP23 en bicouche
de di-C12 :0PC (DLPC) a permis d’obtenir un angle de 13° en comparaison avec l’angle de
11° déterminé par analyse PISEMA (Polarization Inversion of Spin Exchange at Magic
Angle) [64].
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1.5.2 Méthodes de détermination de l’orientation des peptides
Il existe à l’heure actuelle un certain nombre de techniques expérimentales permettant de
déterminer l’orientation des peptides en membrane. Parmi elles, on retrouve des techniques
optiques telles que le dichroïsme circulaire [68–71] [47,72] et la spectroscopie FT-IR de réflexion
interne totale atténuée polarisée [73–76] [48]. La spectroscopie de fluorescence est également
employée pour caractériser les peptides en membrane [77–79].
D’un point de vue théorique, ces dernières années ont vu se développer la dynamique
moléculaire. Celle-ci est, à l’heure actuelle un outil très utilisé pour caractériser les systèmes
biologiques et notamment les orientation et la dynamique des peptide en membrane ainsi
que les interaction peptides(protéines)/lipides [80–84] [59].
Mais une méthode de choix reste encore à l’heure actuelle la spectroscopie de Résonance
Magnétique Nucléaire (RMN). La RMN du liquide est couramment utilisée pour caractériser
des protéines solubles, dont un nombre important de structures ont été résolues. En com-
paraison, la caractérisation de protéines membranaires est moins répandue, par exemple,
le nombre de structures résolues pour ce genre de composé reste encore faible du fait de
leur forte hydrophobicité. La RMN liquide ne permettant pas d’étudier ces systèmes, les
expérimentateurs ont dû se tourner vers la RMN du solide, permettant ainsi d’étudier les
protéines en membrane. La RMN du solide est adaptée à ce genre d’étude étant donné que
la membrane peut être assimilée à un matériau 2D quasi-solide. De plus, cette technique
permet d’analyser des échantillons anisotropes, contrairement à la RMN liquide, ce qui im-
plique qu’elle est également sensible à l’orientation et aux mouvements des molécules. La
RMN du solide est donc parfaitement adaptée à la détermination de l’orientation et de la
dynamique de peptides en membrane.
Expérimentalement, il est possible d’avoir accès à un certain nombre d’interactions. Dans ce
travail, nous avons utilisé les éclatements quadripolaires et les anisotropies de déplacement
chimique (CSA). Les tenseurs CSA 3x3 statiques peuvent généralement être obtenus, au
moins en partie par des expériences de RMN solide. Les valeurs propres sont accessibles sur
des échantillons de type poudre, parfois difficiles à réaliser. La difficulté peut intervenir dès
la synthèse du peptide ou de la protéine, ou lors de la réalisation de l’échantillon en poudre
du fait de la nature du système étudié (hydrophile/phobe, soluble/pas...). La mesure RMN
peut également poser problème si l’on se trouve dans des cas de faible sensibilité (peu de
noyaux donnant un signal) ou lorsque le signal recherché se trouve superposé à d’autres
signaux. De plus, les vecteurs propres de ces tenseurs CSA ne peuvent être obtenus que sur
un type d’échantillon particulier (monocristaux), difficile à réaliser. La RMN expérimentale
ne permet donc pas d’avoir accès facilement à toutes les données requises.
C’est pourquoi, une autre approche peut être envisagée. Actuellement, la chimie théo-
rique permet de calculer les tenseurs CSA de différents types de noyaux, notamment 13C et
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15N. Ce type de calcul donne accès aux valeurs propres et aux vecteurs propres, difficilement
accessibles par l’expérience. De plus, les calculs peuvent être réalisés sur des structures ex-
traites de la PDB (Protein Data Bank) facilement accessibles et contenant de nombreuses
structures. Nous allons donc revenir sur ces calculs de tenseurs de déplacements chimiques.
2 Calculs des tenseurs de déplacement chimique
La détermination précise des valeurs propres et des orientations des tenseurs CSA est
un challenge important depuis quelques années. Les premières études montrant un bon
accord expériences/théorie et utilisant différentes méthodes de calculs, ont été réalisées par
Schindler et Kutzelnig [85], Hansen et Bouman [86], Chesnut et Foley [87] ainsi que Höller et
Lischka [88]. Par la suite, les tenseurs 13C et 15N de molécules plus importantes ont été
étudiées : le rétinal [89], important dans le processus de vision, et les saccharides tels que le
méthyl-α-D-glucopyranoside et le sucrose [90].
Les tenseurs CSA ont également été utilisés pour sonder la structure moléculaire de
systèmes biologiques, notamment pour déterminer des structure à haute résolution [91–94],
ainsi que leur orientation et leur dynamique [95–97] [98,99] . La détermination des tenseurs de
déplacements chimique et de gradient de champ électrique de noyaux tels que 17O, 13C ou
encore 57Fe ont par exemple montré que les liaisons C=O qui se lient aux protéines contenant
un groupe hème étaient quasi-linéaires [100].
Par la suite, ils ont permis de déterminer la structure de peptides. On pourra citer
l’exemple de la mélanostatine (Pro-Leu-Gly-amide) [101] pour laquelle ces tenseurs, calculés,
ont été comparés aux tenseurs expérimentaux. Les angles dièdres correspondant ont ensuite
été calculés et comparés aux valeurs obtenues par diffraction des rayons X. Dans ce cas,
l’utilisation de tenseurs de déplacements chimiques (et pas seulement des valeurs propres)
a permis de restreindre le nombre de solutions et de déterminer plus rapidement les angles
dièdres de la molécule. D’autre part, les relations entre déplacements chimiques obtenus
à partir de calcul ab-initio sur des fragments de protéines [96,102–106], et conformation du
squelette peptidique ont été démontrés. La chimie quantique permet donc, à l’heure actuelle,
de prédire les déplacements chimiques de molécules simulant des parties de peptides ou de
protéines.
2.1 Paramètres influençant les tenseurs
Il a été montré qu’un certain nombre de paramètres avaient une importance sur les
tenseurs de déplacements chimiques. Les effets de paramètres géométriques tels que les lon-
gueurs de liaisons, les angles plans et les angles dièdres sur l’écrantage nucléaire on été étudié
sur de petites molécules [107], les plus simples étant des diatomiques dans lesquelles seuls pa-
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ramètres pouvant influencer les tenseurs sont les distances internucléaire. Des études portant
sur LiH [108], HF [109], CO [110] et N2 [111] ont montré que l’écrantage diminuait avec l’augmen-
tation de la distance interatomique. Ceci fut ensuite vérifié par Ditchfield qui redémontra
ce résultat [112].
Dans les systèmes de plus de deux atomes, le nombre de facteurs géométriques pouvant
influencer l’écrantage augmentent. Il est alors possible de tracer des surfaces d’écrantage
reliant les paramètres géométriques aux déplacements chimiques [113,114]. Dans les systèmes
plus complexes, l’angle de torsion vient s’ajouter aux autres facteurs géométriques : pour
l’éthane, il a été montré que 90% des changements observés pour le 13C est directement due
à la torsion [115], plutôt qu’aux variations de longueurs de liaisons ou d’angles.
En ce qui concerne les systèmes tels que les peptides ou les protéines, il a été remarqué
depuis longtemps que les effets conformationnels, comme les torsions d’angles du squelette
peptidique (φ, ψ), les orientations et angle de torsion (χ) des chaînes latérales, les liaisons
hydrogène et le type et la conformation des résidus voisins, avaient un effet sur les com-
portements des déplacements chimiques dans les protéines, et plus particulièrement sur les
déplacements 15N. Par exemple, les déplacements des carbones Cα et Cβ des alanines sont
étroitement liés aux angles de torsion φ et ψ du squelette peptidique et les déplacements
des carbones Cα et Cβ des valines dépendent de φ et ψ et de χ [116–118]. Halvin et al. [119] et
Sun et al. [120] ont étudié les effets des variations des angles dièdres φ et ψ sur les tenseurs
CSA 13C (Cα , Cβ, Cγ et Cδ) des 20 acides aminés existants en fonction de la conformation
du peptide en hélice α ou en feuillet β. Walling et al. [121] ont fait le même type d’étude
et ont montré que les valeurs calculées coïncident avec les valeurs expérimentales obtenues
pour les protéines calmoduline et ubiquitine. Pour tous les acides aminés, sauf la valine,
l’isoleucine et la thréonine, l’amplitude du CSA (σ33 − σ11) ne dépend pas des variations
d’angles dièdres. Des résultats similaires ont été observés par RMN su solide sur des pep-
tides cristallins et des protéines [122]. Enfin, les tenseurs des Cβ sont de même amplitude et
de même orientation dans le cas d’hélices α ou de feuillets β.
Les effets de la conformation sur les déplacements chimiques 15N et 13C’ (carbonyle)
sont moins bien connus. La difficulté peut provenir du type d’acide aminé considéré, de
la variété chimique des chaînes latérales ou encore des interactions complexes dues à leurs
orientations. A ce niveau, les calculs quantiques jouent un rôle important dans l’attribu-
tion des déplacements chimiques de systèmes macromoléculaires [104,123]. L’avantage de tels
calculs est qu’ils permettent d’explorer l’effet des variations des différentes paramètres géo-
métriques. Xu et Case [124] ont étudié le comportement du déplacement chimique (15N, 13C’,
13Cα,13Cβ) de 2300 peptides modèles en utilisant la DFT, montrant ainsi l’influence des
liaisons hydrogène, de la conformation du squelette peptidique, de l’orientation des chaînes
latérales et des résidus voisins sur les déplacements chimiques 15N. Pour les carbones α et
β, l’influence des chaînes latérales se limitent au résidu concerné alors que l’angle χ1 semble
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influencer le déplacement chimique du 13C’ du résidu précédent et du 15N du résidu suivant.
Ils ont également montré que l’effet de la liaison hydrogène du groupement carbonyle avait
également une forte influence sur le 15N, et que les orientation des chaînes latérales pouvant
se rapprocher de ce noyau pouvaient être à l’origine d’un déblindage chimique.
Les tenseurs CSA 15N et 13C des noyaux du squelette peptidique peuvent donc révéler la
nature même des liaisons hydrogène. Plus particulièrement, le vecteur propre −→e22 du tenseur
CSA 13C (carbonyle) est presque colinéaire à la liaison C=O [125–128] et dépend de la longueur
de la liaison hydrogène (selon la relation : σ22(ppm) = a − bRN ···O(Å), où a et b ont été
déterminés à partir de valeurs expérimentales), permettant ainsi de donner des informations
structurales sur cette liaison [129] (σ11 et σ33 étant insensibles aux modifications de cette
liaison). De plus, il a été montré que le tenseur CSA 15N était sensible aux variations locales
de la géométrie [130–133] ; des calculs FPT-INDO (semi-empiriques) ont montré l’influence de
l’angle θ de la liaison hydrogène sur les valeurs propres σ11 et σ33 (et pas sur σ22) de ce
tenseur.
Afin d’améliorer le calcul des tenseurs CSA en reproduisant au mieux les valeurs propres
et les vecteurs propres expérimentaux, il est donc important de prendre en compte les
effets d’environnement (locaux et non-locaux) des noyaux [134]. Plus particulièrement, il a
été montré que les interactions électrostatiques à longue distance (>10Å) pouvaient avoir
une influence sur les calculs des tenseurs 15N [135].
Cependant, il faudra noter que les calculs des tenseurs CSA 15N et 13C’ sont plus éloignés
des valeurs expérimentales que les tenseurs des carbones aliphatiques (13Cα).
2.2 Orientation des tenseurs
Il existe peu d’études s’intéressant à l’analyse des valeurs propres des tenseurs CSA
pour le 15N [121,135–138] et le 13C [121,139,140], et seulement quelques équipes se sont intéressées
à étudier l’orientation de ces tenseurs.
D’un point de vue expérimental, une étude RMN sur des monocristaux de tripeptides
(GGV, AGG et APG) [130] a permis de montrer, pour les tenseurs 15N , que la vecteur −→e11,
dans chaque peptide formait un angle de 20 à 23° par rapport à la liaison N-H (ou par rapport
à la liaison N-Cδ pour la proline). L’orientation de −→e22, attendue le long de la normale au
plan peptidique, ne se voit que dans le cas du tripeptide APG.
Une étude réalisée sur les tenseurs 13C’ (carbonyle) de neuf acides aminés (alanine,
asparagine, acide aspartique, cystéine, glutamine, glycine, histidine, sérine et tyrosine) [140]
a montré que les composantes −→e11 et −→e22 de ces tenseurs dépendaient fortement des effets des
liaisons hydrogène.
D’un point de vue théorique, Penner et al. [141] ont montré l’importance de l’effet des
substituants sur les composantes du tenseur 15N dans le cas du para-nitrobenzène. Il est
19
Introduction Générale
ressorti de cette étude que les normes des vecteurs −→e11 et −→e33 augmentent, et que celle de
−→e22 diminue, lorsque le pouvoir électroattracteur des substituants augmentent. La somme
des composantes tend alors à s’annuler ce qui indique que le déplacement chimique isotrope
n’est pas affecté par les substituants. Dans le cas de molécules biologiques, les orientations
des vecteurs sont déterminées par rapport au plan peptidique. Des études ont montré que
le vecteur propre −→e11 forme généralement un angle de 18 à 22° avec la liaison N-H [121,131],
ce qui confirme les résultats expérimentaux [131], et que le vecteur −→e22 du tenseur 13C’ est
colinéaire à la liaison C=O.
De plus, il a été montré que l’orientation théorique des vecteurs propres 15N et 13C’
montrait des variations importantes d’une molécule à l’autre [121,135,137,142].
Enfin, des études sur l’influence de la structure secondaire sur les tenseurs CSA de 13Cβ
de la L-alanine [143,144] ont abouti à des résultats comparables aux résultats expérimentaux
en utilisant une méthode GIAO-HF, notamment en montrant que les vecteurs propres −→e11
et −→e22 étaient respectivement perpendiculaire et parallèle au plan défini pas les atomes Cα,
Cβ et N des alanines.
3 Objectifs et déroulement de cette thèse
La détermination de l’orientation et de la dynamique de protéines ou de peptides aux
seins des membranes est un élément crucial pour la connaissance de leurs fonctions. Nous
nous intéressons plus particulièrement aux récepteurs couplés aux protéines G présentés ci-
dessus. L’étude du peptide modèle WALP 23, structuré en hélice α et mimant la structure
secondaire de telles protéines, va être présentée dans ce manuscrit. Pour cela, nous utilise-
rons la Résonance Magnétique Nucléaire en couplant calculs quantiques de tenseurs CSA
statiques des noyaux 13C (carbonyle) et 15N du squelette peptidique et expériences de RMN
du solide.
Afin de déterminer l’orientation et la dynamique de WALP 23 en membrane, nous avons
établi une méthodologie combinant expériences de RMN du solide et calculs de chimie quan-
tique. Le but était de définir 2 paramètres d’orientation statiques : τ (angle d’inclinaison du
peptide par rapport à la normale à la bicouche), ρ (rotation du peptide dans la membrane)
ainsi que 2 paramètres dynamiques : ∆τ (variations de l’inclinaison) et ∆ρ (oscillations de
l’hélice). Pour cela, expérimentalement, il a été nécessaire de déterminer 2 types d’interac-
tions différentes, ayant des orientations de tenseurs différentes dans le repère moléculaire.
Nous avons choisi d’utiliser les éclatements quadripolaires des deutériums des méthyles mar-
qués de certaines alanines et les anisotropies de déplacement chimique (CSA) 13C carbonyle
et 15N de l’amide de deux résidus (respectivement alanine et leucine) situés au centre de la
partie hydrophobe du peptide. Nous disposons donc de 3 contraintes anisotropes différentes.
Cette thèse a pour premier objectif de développer une méthodologie de calculs permet-
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tant de déterminer précisément les tenseurs CSA statiques de ces deux noyaux. Pour cela,
nous chercherons à comprendre les éléments indispensables à la bonne description de ces
tenseurs.
Le deuxième objectif sera de déterminer l’orientation et la dynamique du peptide en
membrane. Ceci se fera grâce à la mise en place d’une stratégie utilisant différentes contraintes
et tenant compte de la dynamique du peptide. Pour cela, il sera nécessaire de combiner les
données issues des calculs quantiques et les résultats expérimentaux.
Ce travail sera articulé en trois parties. Dans un premier temps, je présenterai la métho-
dologie nécessaire à la réalisation de cette thèse. Pour cela, je commencerai en présentant la
théorie de la RMN, appliquée dans le cas des systèmes membranaires, puis je détaillerai les
outils de chimie quantique utilisés pour cette étude. Dans une deuxième partie, je traiterai
du calcul des tenseurs CSA statiques à l’aide des outils de chimie quantique, ainsi que de la
détermination de la dynamique et de l’orientation de WALP 23 en membrane. Je terminerai
cette partie par l’étude d’un peptide similaire, GALP 23, présentant une diffusion axiale sur
lui-même. Enfin, dans une troisième partie, je présenterai une étude couplant dynamique
moléculaire et calculs quantiques sur le peptide WALP 23. Je finirai enfin par une conclusion
générale, ouvrant sur de nouvelles pistes d’études.
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La plus grande partie de ce travail a consisté à déterminer les paramètres de Résonance
Magnétique Nucléaire (RMN) de systèmes complexes (peptides, protéines) afin d’en déter-
miner l’orientation et la dynamique au sein de membranes . Nous allons donc, dans un
premier temps, présenter la RMN. Premièrement à travers ses concepts puis nous rentre-
rons dans les détails des opérateurs hamiltoniens décrivant chaque interaction mise en jeu
dans le cadre de cette spectroscopie et nous évoquerons la nature et l’allure des spectres
correspondant. Nous nous sommes intéressés à des systèmes présents dans des membranes
biologiques, ainsi, une partie de ce chapitre sera consacrée à l’étude des interactions dans les
membranes. Nous présenterons enfin, dans une deuxième partie, une discussion sur les dif-
férentes méthodes de la chimie quantique utilisées pour déterminer les tenseurs d’écrantage
chimique tout au long de ce travail.
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La RMN - Concepts, Théorie et
Méthodologie
En 1922, Otto Stern et Walter Gerlach ont prouvé expérimentalement l’existence des
moments magnétiques. L’expérience consistait à faire passer un faisceau d’atomes d’argent
dans un champ magnétique non uniforme vertical. Les atomes d’argent ayant un moment
cinétique orbital nul le faisceau ne devait pas subir l’influence du champ magnétique. Cepen-
dant, le résultat fût différent de celui attendu puisque le faisceau a été dévié et s’est séparé
en deux (Fig.1.1). Le phénomène ne pouvait donc pas être attribué au moment cinétique
orbital, et la notion de moment cinétique de spin (ou spin) est alors apparue.
Fig. 1.1: Expérience de Stern et Gerlach
Par la suite, en 1924, Pauli suggère l’existence d’un spin nucléaire pour expliquer les dé-
doublements de certaines raies dans les spectres atomiques soumis à un champ magnétique.
Le noyau d’un atome est donc caractérisé par un nombre quantique de spin ou spin nucléaire
noté I. Comme pour l’électron, ce nombre permet de quantifier le moment cinétique *I du
noyau grâce à la relation : ∥∥∥*I∥∥∥ = !√I(I + 1) (1.1)
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où ! est la constante de Planck divisée par 2pi.
C’est en 1938, avec les études d’Isidore Isaac Rabi, qu’apparaissent les premières mesures
des propriétés magnétiques des noyaux. A cette époque, Rabi cherche à enregistrer le spin
nucléaire du sodium et développe pour cela une technique à partir de l’expérience de Stern
dans laquelle il n’utilise plus un seul mais trois champs magnétiques dont deux sont des
champs faibles. Les noyaux de sodium subissent alors trois déviations dûes à ces champs.
De 1940 à 1970... Il faudra encore attendre quelques années, en 1946, pour que Bloch
à Stanford et Purcell à Harvard, simultanément, mettent en évidence le phénomène de
Résonance Magnétique Nucléaire (RMN) dans la matière condensée lorsque, d’une part
Purcell montra la présence d’une absorption résonante dans les solides et d’autre part Bloch
montra l’existence d’une induction nucléaire.
Dès lors, rapidement, les études de RMN se développent. Pake met en évidence les dou-
blets de résonance pour les paires de noyaux identiques qui a permis de vérifier le caractère
quantique des moments nucléaires (1948), Hahn observe et développe une théorie sur les
échos de spins qui ont permis d’étudier la diffusion de translation brownienne de molécules
identiques dans les liquides, tâche considérée jusque là comme impossible (1949). Proctor
et Yu, et Dickinson découvrent fortuitement le déplacement chimique en 1950. Toujours de
façon fortuite, Gutowsky et McCall dévouvrent les intéractions indirectes (1951). La même
année, Hahn et Maxwell révèlent la sensibilité de la fréquence de résonance à l’environne-
ment électronique des noyaux, c’est-à-dire aux liaisons chimiques, et ont ainsi fait de la RMN
un instrument révolutionnaire pour la chimie structurale. Ces mêmes équipes découvrent
en 1953 l’effet de l’échange chimique sur les spectres de RMN, également d’une importance
fondamentale. La même année, l’effet Overhauser est mis en évidence dans les métaux et
on voit apparaître les premiers spectromètres commerciaux à électroaimants, avec détection
à « haute résolution » (30 et 40 MHz proton). C’est enfin en 1966 que l’on assitera à la
naissance de la spectrométrie RMN à impulsion et à transformée de Fourier grâce à Ernst.
À la même époque arrive sur le marché des aimants supraconducteurs fiables.
Du point de vue de la chimie quantique, c’est entre 1950 et 1970 que l’on voit se dé-
velopper les calculs de déplacements chimiques par des méthodes semi-empirique par J. A.
Pople, M. Karplus, W. N. Lipscomb, R. M. Pitzer. . . et beaucoup d’autres. La validation
des méthodes passe par l’accord avec l’expérience.
De 1970 à nos jours En 1971, Jeener et Ernst développent la RMN 2D puis 3D. Entre
1973-1975 la RMN est étendue au domaine médicale avec l’IRM (Imagerie par Résonance
Magnétique) grâce à Paul Lauterbur et Ernst. La première structure d’une protéine est
résolue par RMN en 1985 par Wüthrich.
Du point de vue de la théorie, l’année 1974 voit l’avènement de l’approche par invariance
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de jauge, et plus particulière la méthode GIAO ( Gauge Including Atomic Orbitals) basée
sur la méthode Hartree-Fock par R. Ditchfield. Enfin, depuis les années 80 le calcul des
paramètres RMN est devenu accessible grâce aux méthodes de calculs ab-initio. Ceci a permis
dans un premier temps de calculer les spectres RMN de petites molécules, pour des noyaux
comme le 1H, le 13C, le 15N ou encore le 19F. Puis des études ont été menées sur des noyaux
moins communs tels que le 99Ru, 51V... Enfin, depuis quelques années, la chimie quantique se
tourne vers des systèmes complexes tels des molécules biologiques. Ces macromolécules sont
à l’heure actuelle, et au vue des ressources informatiques, trop complexes pour être traitées
entièrement par chimie quantique. C’est pourquoi de nombreuses études ont été réalisées sur
des peptides de petite taille (< 10 acides aminés) et pas encore des protéines entières. Les
premières études ont été consacrées aux calculs de déplacements chimiques. Actuellement, un
intérêt majeur réside dans la détermination des tenseurs complets de déplacement chimique.
1 Concepts
La Résonance Magnétique Nucléaire est un phénomène physique observable pour des
noyaux soumis à un champ magnétique extérieur possédant un moment cinétique nucléaire
*I non nul (noyaux dont le nombre de protons ou de neutrons est impair) et un moment
magnétique *µ, colinéaire à *I défini par :
*µ = γ!*I (1.2)
où γ est le rapport gyromagnétique, caractéristique de chaque isotope. Les nombres
quantiques de spin, les rapports gyromagnétiques ainsi que les fréquences de résonance de
quelques noyaux sont donnés dans le tableau 1.1.
Plus particulièrement pour un noyau k, l’équation1.2 devient :
−→µk = γk!−→Ik (1.3)
et le rapport gyromagnétique associé est défini par comme le produit des quantités gk
(facteur de Landé) et βk (magnéton de Bohr) :
γk =
gkβk
! (1.4)
Le spin nucléaire étant quantifié, sa projection sur un axe z prend les valeurs !mI avec
mI allant de −I à +I par pas entier de 1. Ceci implique que la projection sur le même axe
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Noyau I
γ
( 108 rad T-1
s-1 )
ν (MHz) Abondancenaturelle (%)
1H 1/2 2,675 100,00 99,98
2H 1 0,411 15,351 1,5.10-2
13C 1/2 0,673 25,144 1,11
17O 5/2 -0,363 13,557 3,7.10-2
14N 1 0,193 7,224 99,63
15N 1/2 -0,271 10,133 0,37
31P 1/2 1,083 40,481 100,00
19F 1/2 2,517 94,077 100,00
29Si 1/2 -0,531 19,865 4,7
Tab. 1.1: Nombre de spin, fréquence de résonance et abondance naturelle des isotopes les
plus courants
z du moment magnétique sera définie en fonction des valeurs propres mI de *I par :
µkz = γk!mI (1.5)
La relation entre *µ et *I implique qu’en l’absence de champ magnétique le moment de spin
peut être considéré comme une aiguille aimantée microscopique qui peut prendre n’importe
quelle orientation. Si on place un noyau de spin *I dans un champ magnétique uniforme
et statique *B0, celui-ci peut prendre (2I+1) orientations qui seront caractérisées par des
énergies elles aussi quantifiées, dépendantes de *µ et de *B0 : E = −*µ · *B0. Par exemple,
pour un noyau de spin I = 12 dans un champ magnétique *B0, l’aimantation pourra se faire
soit parallèlement (mI = +12 , position de plus basse énergie), soit anti-parallèlement au
champ (mI = −12 , position de plus haute énergie) (Figure1.2). On voit alors apparaître
deux niveaux d’énergie distincts dont l’écart ∆E, dépend du champ magnétique *B0 et est
défini par :
#E = E2 − E1 = γ!
∥∥∥ *B0∥∥∥ (1.6)
Il sera donc possible d’effectuer une transition entre les deux niveaux d’énergie en four-
nissant au noyau une énergie électromagnétique hν, telle que :
hν = γ!
∥∥∥ *B0∥∥∥ (1.7)
soit :
ν =
γ
∥∥∥ *B0∥∥∥
2pi
(1.8)
dont la fréquence ν est appelée fréquence de Larmor. L’absorption de ce quantum d’éner-
gie permet au moment magnétique du noyau de changer d’orientation par rapport au champ
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Fig. 1.2: Effet du champ magnétique sur le spin nucléaire. Exemple d’un noyau de spin 1/2
magnétique. Dans un spectromètre à RMN cette énergie est fournie par une radiation élec-
tromagnétique du domaine des radiofréquences (« champ rf »).
Les deux niveaux d’énergie sont peuplés en accord avec la statistique de Boltzmann et
le rapport entre le nombre de noyaux (N2) d’énergie la plus élevée et le nombre de noyaux
(N1) d’énergie la plus faible est :
N2
N1
= e−
∆E
kT (1.9)
La faiblesse de l’écart entre ces deux niveaux (∆E = 7.10−6kT pour B = 1 Tesla)
implique que leurs populations sont très voisines
(
N2
N1
= 1− 7.10−6
)
et qu’en conséquence,
le faible nombre de noyaux pouvant subir la transition nécessite une méthode de détection de
l’énergie absorbée très sensible. Deux méthodes sont envisageables, faire varier la fréquence
pour une valeur du champ *B fixée ou faire varier la valeur du champ *B à une fréquence
fixe. C’est le plus souvent la première méthode qui est utilisée.
Le champ imposé *B0 est modulé localement par l’environnement électronique du noyau
ce qui fait que les noyaux résonnent à des fréquences différentes, dépendant de leur environ-
nement électronique. Par ailleurs l’intensité du signal mesuré est liée au nombre de noyaux
subissant la transition, ce qui permet d’évaluer les populations relatives des différents types
de noyaux. Le champ vu par le noyau est également influencé par les spins quantifiés des
noyaux voisins ce qui subdivise les niveaux d’énergie et donc les transitions possibles. La
forme du signal (nombre de pics) donne donc également de précieux renseignements sur
l’environnement.
2 Hamiltonien de spin
2.1 Hamiltonien effectif de spin total
Lors d’une étude par Résonance Magnétique Nucléaire les molécules sont soumises à un
champ magnétique *B0. Une molécule possédant N noyaux peut être décrite par une fonction
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d’onde électronique spatiale , un état de spin électronique défini par le nombre quantique
ms, et un état de spin nucléaire défini par les nombres quantiques m1. . .mN.
L’energie de l’état de spin a est alors donnée par :〈
Φa
∣∣∣Hˆeff ∣∣∣Φa〉 = E(maS,ma1, . . . ,maN) (1.10)
avec
Φ = |Ψ,mS,m1 . . . mN〉 (1.11)
où Hˆeff , l’hamiltonien effectif de spin représente l’interaction entre les spins électro-
niques *S et le spin nucléaire *I soumis au champ magnétique externe *B0.
Dans ce cas *I résulte de la somme des spins des N noyaux de la molécule, soit :
*I =
N∑
n=1
*In (1.12)
et il apparaît alors dans l’hamiltonien effectif de spin les interactions de paires entre
chaque dipole magnétique (ceux associés aux spins électroniques et ceux associés aux spins
nucléaires) et le moment angulaire orbital *L, interagissant les uns avec les autres et avec le
champ magnétique *B0 . L’hamiltonien de spin général peut alors s’écrire :
Hˆeff = Hˆ(S, S)+Hˆ(S, I)+Hˆ(S, L)+Hˆ(S,B0)+Hˆ(I, I)+Hˆ(I, L)+Hˆ(I, B0)+Hˆ(L,L)+Hˆ(L,B0)
(1.13)
en considérant que l’effet de *L est faible par rapport à l’effet du champ magnétique *B
sur les transitions de spin l’équation 1.13 se simplifie :
Hˆeff = Hˆ(S, S) + Hˆ(S, I) + Hˆ(S,B0) + Hˆ(I, I) + Hˆ(I, B0) (1.14)
Cet hamiltonien peut se décomposer en partie nucléaire et en partie électronique :
Hˆeff = HˆS + HˆI (1.15)
où la partie (HˆI), qui nous intéresse en résonance magnétique nucléaire, ne concerne que
les noyaux et est définie par :
HˆI = Hˆ(I, I) + Hˆ(I, B0) (1.16)
L’hamiltonien de l’équation 1.16 regroupe donc des termes d’interactions, directes ou
indirectes, de type spin-spin (Hˆ(I, I)) et spin-champ magnétique (Hˆ(I, B0)).
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On peut alors expliciter les différents termes de l’expression 1.16 et décomposer HˆI en
fonction des différentes interactions internes mises en jeu (Fig.1.3) :
HˆI = HˆD + HˆJ + HˆQ + HˆCS + HˆZ (1.17)
avec :
Hˆ(I, I) = HˆD + HˆJ + HˆQ et Hˆ(I, B0) = HˆCS + HˆZ (1.18)
où HˆD est l’hamiltonien correspondant à l’interaction de couplage dipolaire (interac-
tion magnétique directe entre spins nucléaires), HˆJ à l’interaction de couplage scalaire J
(interaction indirecte spin-spin via le nuage électronique), HˆQ à l’interaction quadripolaire
(interaction électrique d’un noyau de spin > 12 avec le champ électrique environnant), HˆCS
à l’interaction de déplacement chimique (interaction magnétique indirecte entre le champ
magnétique externe et le spin nucléaire via la participation des électrons), et HˆZ à l’effet
Zeeman (interaction du spin nucléaire avec le champ magnétique externe *B0). L’ensemble
de ces interactions est résumé dans la figure 1.3 et le tableau 1.2 qui donne une idée des
gammes de fréquences en RMN de l’état solide pour chacune de ces interactions.
Fig. 1.3: Représentation des différentes interactions magnétiques internes subies par les
noyaux
On peut alors classer ses différentes interactions par ordre de fréquence décroissante (en
RMN de l’état solide) :
– La plus importante est l’effet Zeeman, dû au champ magnétique *B0 , dont la fréquence
se situe dans le domaine des ondes radio (autour de 100 MHz)
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Domaine de fréquence
Type d’interaction couvert en
RMN solide (Hz)
Zeeman (Z) 106 - 109
Quadripolaire (Q) 0 - 109
Déplacement chimique (CS) 0 - 105
Dipolaire (D) 0 - 105
Scalaire (J) 0 - 103
Tab. 1.2: Gamme de fréquences de résonance des différentes interactions internes en RMN
de l’état solide.
– Le couplage quadripolaire, qui se situe dans le domaine des ondes acoustiques (autour
du MHz)
– Le déplacement chimique, également dans le domaine des ondes acoustiques, mais plus
faible que l’interaction quadripolaire (de l’ordre de 10 KHz)
– Le couplage dipolaire dont la fréquence se situe autour du KHz (domaine des ondes
acoustiques perceptibles par l’homme)
– et enfin, le couplage scalaire J, beaucoup plus faible que les interactions précédentes,
qui est difficilement observable en RMN solide.
En RMN, on n’observe pas directement l’effet Zeeman dû au champ magnétique externe
( *B0), mais les effets de l’application d’un second champ magnétique (champ radiofréquence)
sur une molécule soumise à *B0.
En RMN solide, le couplage quadripolaire sera dominant sur les spectres dans le cas de
noyaux possédant un moment quadripolaire important (spin≥ 1). Il en sera de même dans le
cas du couplage dipolaire dans le cas de noyaux présentant un fort rapport gyromagnétique
γ (comme le proton).
Le couplage quadripolaire, le déplacement chimique et le couplage dipolaire sont des in-
teractions anisotropes dont une partie (c’est la cas du déplacement chimique) ou l’intégralité
(cas des couplages dipolaires et quadripolaires) du signal s’annule en RMN liquide du fait
des mouvements browniens moléculaires. Ce phénomène est illustré sur la figure (1.4) où
l’on observe un élargissement du spectre de déplacement chimique dans le cas d’une mesure
à l’état solide. Ceci illustre parfaitement, dans le cas d’une mesure en RMN solide, le carac-
tère anisotrope du déplacement chimique ou Anisotropie de Déplacement Chimique (CSA) :
dans le cas d’une mesure à l’état solide, le noyau ne résonne plus à une fréquence unique
mais sur une gamme de fréquences dépendant de l’orientation de la molécule par rapport
au champ magnétique *B0.
Nous allons maintenant expliciter les interactions visibles en RMN solide citées ci-dessus,
en décrivant l’hamiltonien correspondant ainsi que les phénomènes physiques associés et les
types de spectre obtenus. Nous parlerons dans un premier temps des interactions propres
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Fig. 1.4: Spectres de déplacement chimique du carbone (13C) : (a) état liquide, (b) état
solide
à un spin nucléaire (Zeeman, déplacement chimique, quadripolaire) puis de l’interaction
faisant intervenir plusieurs spins (dipolaire).
2.2 L’interaction Zeeman
Comme nous l’avons vu dans la partie1, le moment magnétique d’un noyau est relié à
son moment de spin I par la relation 1.3. On peut associer à I un nombre quantique de spin
mI qui peut prendre 2I + 1 valeurs. En l’absence de champ magnétique externe, les 2I + 1
états stationnaires sont dégénérés alors qu’en présence d’un champ magnétique statique et
uniforme *B0, on observe une levée de cette dégénérescence dûe à l’interaction entre *µ et
*B0. En considérant l’orientation de *B0 suivant l’axe z du laboratoire et Iˆz la composante
suivant z de l’opérateur de spin (défini par Iˆ2 = Iˆ2x + Iˆ2y + Iˆ2z ), on peut écrire l’hamiltonien
d’interaction Zeeman :
HˆZ = −γ!Iˆz
∥∥∥ *B0∥∥∥ = −hν0Iˆz (1.19)
et l’énergie associée à cet opérateur est alors :
EZ = −!γ
∥∥∥ *B0∥∥∥mI (1.20)
2.3 L’interaction de déplacement chimique
Le champ magnétique extérieur *B0 n’est pas subi de la même façon par tous les noyaux.
En effet, *B0 induit sur le nuage électronique un moment magnétique *µind, de direction
opposée à celle du champ excitateur (conformément à la loi de Lenz). Les noyaux ne subissent
donc pas directement l’effet de *B0 mais subissent l’effet d’un champ secondaire local *Bloc,
inférieur à *B0 :
*Bloc = *B0 − *Bind = *B0(1− σ) (1.21)
σ étant la constante d’écran du noyau considéré, *Bind est le champ magnétique induit par
les mouvements électroniques autour du noyau. Ceci implique donc que pour remplir la
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condition de résonance, le champ extérieur doit être plus élevé et la fréquence de résonance
plus basse. La formule 1.7 devient alors :
hν = γ!(1− σ) *B0 (1.22)
Ainsi on comprendra que les fréquences de résonance sont différentes en fonction de l’en-
vironnement électronique du noyau considéré, et donc de la nature du groupement chimique
auquel il appartient. C’est cet effet qui est connu sous le nom de déplacement chimique.
La mesure de la constante d’écran σ pourrait donc se faire à partir de la détermination
très précise de ν et de *B0 . Si cela est réalisable pour ν, il est impossible de déterminer∥∥∥ *B0∥∥∥ avec une précision meilleure que 10-6 Tesla. On est donc contraint de passer par une
mesure relative dans laquelle le pic de résonance d’une molécule standard sert de référence. A
titre d’exemple, le TMS (tétraméthylsilane, de formule Si(CH3)4) ou le DSS (4,4-dimethyl-
4-silapentane-1-sulfonic acid, plus souvent utilisé pour les études sur des protéines) sont
généralement les substances de référence pour le proton (1H) et le carbone 13 (13C). On
détermine ensuite les différences de constantes d’écran entre les noyaux de cette substance
de référence et les noyaux de l’échantillon considéré :
δ = σref − σe´ch (1.23)
δ est le déplacement chimique, exprimé en ppm (parties par million). Il caractérise une
propriété intrinsèque de la molécule, indépendamment de *B0 et ν. Expérimentalement, on
ne mesure pas des constantes d’écran mais des fréquences de résonance. Le déplacement
chimique est en fait exprimé en fonction de ces fréquences de résonance et de la fréquence
de travail ν et l’équation 1.23 devient :
δ =
νe´ch − νref
ν
(1.24)
L’hamiltonien permettant de décrire ce déplacement chimique est :
HˆCS = −*µ.*Bloc (1.25)
soit en reprenant la définition de *µ (éq. 1.2) :
HˆCS = −γ!Iˆ . *Bloc = −γ!Iˆ .−→B0(1−←→σ ) (1.26)
= −γ!Iˆ . *B0 + γ!Iˆ←→σ −→B0 (1.27)
où ←→σ est le tenseur d’écrantage chimique de second ordre, asymétrique, défini dans le
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repère du laboratoire (PL, défini par rapport à l’orientation du champ magnétique *B0) par :
←→σ =
 σxx σxy σxzσyx σyy σyz
σzx σzy σzz
 (1.28)
Ce tenseur peut ensuite être décomposé en deux parties : une partie symétrique (σs) et
une partie antisymétrique (σas) : σ = σs + σas
σs =
 σxx
1
2 (σxy + σyx)
1
2 (σxz + σzx)
1
2 (σyx + σxy) σyy
1
2 (σyz + σzy)
1
2 (σzx + σxz)
1
2 (σzy + σyz) σzz
 (1.29)
σas =
 0
1
2 (σxy − σyx) 12 (σxz − σzx)
1
2 (σyx − σxy) 0 12 (σyz − σzy)
1
2 (σzx − σxz) 12 (σzy − σyz) 0
 (1.30)
La partie symétrique inervient alors dans le phénomène de déplacement chimique alors
que la partie asymétrie se retrouve uniquement dans le phénomène de relaxation.
Après diagonalisation de la partie symétrique du tenseur, on arrive au tenseur d’aniso-
tropie d’écrantage chimique (CSA), défini dans le système d’axes principaux (PAS) associé
à cette interaction par :
←→σ =
 σ11 0 00 σ22 0
0 0 σ33
 (1.31)
dans laquelle les éléments diagonaux σ11 , σ22 , σ33 représentent les valeurs propres du
tenseur associées aux vecteurs propres *e11 , *e22 , *e33 qui définissent le PAS. Par convention
(Haeberlen, Mehring et Spiess) [145–147] , on classe ces paramètres selon l’ordre suivant :
|σ33 − σiso| ≥| σ11 − σiso| ≥| σ22 − σiso| (1.32)
en notant que σiso représente l’écrantage chimique isotrope qui est défini comme la
moyenne des valeurs propres du tenseur :
σiso =
1
3
(σ11 + σ22 + σ33) (1.33)
On définit le paramètre d’assymétrie η du tenseur tel que :
η =
σ22 − σ11
σ33 − σiso (1.34)
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et l’anisotropie de déplacement chimique ∆σ (ou CSA) :
∆σ = σiso − σ33 (1.35)
La figure 1.5 fait apparaître les valeurs propres du tenseurs CSA obtenues sur un spectre
d’échantillon polycristallin.
Fig. 1.5: Spectre de déplacement chimique d’un échantillon polycristallin (statique).
Le passage du repère propre (PAS) au repère du laboratoire (PL) se fait à l’aide des angles
polaires αPL et βPL qui définissent l’orientation de *B0 dans le repère propre (Fig.1.6).
Fig. 1.6: Orientation du champ magnétique *B0 dans le repère propre défini par rapport à *e11,
*e22 et *e33, vecteurs propres du tenseur de déplacement chimique
En se plaçant dans l’approximation des champs forts (
∥∥∥HˆZ∥∥∥' ∥∥∥HˆCS∥∥∥, où l’on prendra
donc les fonctions propres de HˆZ , c’est-à-dire Iˆz) , on peut réécrire l’équation 1.27, pour un
champ dirigé suivant l’axe z du laboratoire :
HˆCS = −γ!Iˆz. *B0 − γ!Iˆz←→σ zz *B0 (1.36)
où σzz est la composante suivant z du tenseur de déplacement chimique dans le repère
du laboratoire. Celle-ci peut être décomposée en fonction de valeurs propres du tenseur et
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des angles définissant l’orientation de *B0 dans le repère propre (PAS) :
σzz = σ11cos
2 (αPL) sin
2 (βPL) + σ22sin
2 (αPL) sin
2 (βPL) + σ33cos
2 (βPL) (1.37)
=
1
2
∆σ
{(
3cos2 (βPL)− 1
)− ηsin2 (βPL) cos (2αPL)} (1.38)
et l’ écrantage chimique d’un spin I, relié au déplacement chimique (eq.1.23) observé sur
les spectres est donné, dans le repère du laboratoire, par :
σ = σiso +
1
2
∆σ
{(
3cos2 (βPL)− 1
)− ηsin2 (βPL) cos (2αPL)} (1.39)
et sa fréquence de résonance est alors :
ν = ν0
[
1−
(
σiso +
∆σ
2
{
3cos2 (βPL)− ηsin2 (βPL) cos (2αPL)
})]
(1.40)
Cette fréquence comprend donc d’une part, la fréquence de Larmor ν0 et d’autre part la
fréquence correspondant à la contribution du déplacement chimique νCS. A titre d’exemple le
tableau 1.3 montre les différences de gamme de déplacements chimique de quelques noyaux.
Gamme (en ppm) en RMN
Noyau des solides des liquides
1H 0 - 100 0 - 20
13C 0 - 450 0 - 250
15N 0 - 250 0 - 250
19F 0 - 1150 0 - 350
31P 0 - 500 0 - 200
Tab. 1.3: Gamme de déplacements chimiques en RMN des solides et des liquides pour
quelques noyaux fréquemment utilisés
2.4 L’interaction quadripolaire
Ce type d’interaction concerne uniquement les noyaux dont le spin est supérieur à 1/2 car
ceux-ci possèdent, en plus de leur moment magnétique, un moment quadripolaire électrique
non-nul. Les quadripoles magnétiques vont interagir avec les champs magnétiques, mais
également avec le gradient de champ électrique local présent autour du noyau, ce qui aura
pour effet, comme pour les interactions précédentes, d’affecter les niveaux d’énergie des
spins nucléaires. Le moment quadripolaire dépend donc directement de la nature du noyau
et du gradient de champ électrique crée par la molécule autour de ce noyau. Ce moment
quadripolaire est proportionnel à la charge électronique e : MQ = e ·Q.
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Fig. 1.7: Représentation du gradient de champ électrique autour d’un noyau quadripolaire
Pour un spin I, l’hamiltonien quadripolaire s’écrit :
HˆQ = !Iˆ
←→
Q Iˆ (1.41)
Qˆ représente le tenseur quadripolaire, proportionnel au moment électrique quadripolaire
du noyau eQ et au tenseur de gradient de champ électrique
←→
V :
←→
Q =
eQ
6I(2I − 1)!
←→
V (1.42)
L’hamiltonien est donc nul lorsque le noyau ne possède pas de moment intrinsèque qua-
dripolaire, i.e. Q = 0 (condition vérifiée par les noyaux de spin nucléaire I = 1/2), mais
aussi lorsque le gradient du champ électrique est nul (la symétrie locale du champ électrique
autour du noyau est sphérique,
←→
V =
←→
0 ). Ce tenseur est diagonal et de trace nulle et peut
s’écrire, dans le repère propre :
←→
V =
 V11 0 00 V22 0
0 0 V33
 (1.43)
où V11, V22 et V33 sont les valeurs propres du système telles que :
V11 + V22 + V33 = 0 (1.44)
et
|V33| ≥| V11| ≥| V22| (1.45)
A partir de la connaissance de
←→
V il est possible de déterminer deux paramètres impor-
tants :
La constante de couplage quadripolaire χQ reliée à l’intensité de l’interaction (unités
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SI) :
χQ =
eQV33
h
et V33 = eq (1.46)
et le paramètre d’asymétrie ηQ qui représente la déviation par rapport à la symétrie
axiale du tenseur :
ηQ =
V22 − V11
V33
(1.47)
On peut alors réécrire HˆQ dans le référentiel du laboratoire, en prenant en compte deux
cas :
1/
←→
V n’est pas à symétrie axiale, soit ηQ (= 0 : (dans le PAS)
HˆQ =
χQ
8I(2I − 1)
(
3cos2 (βPL)− 1− ηQsin2 (βPL) cos (2αPL)
) (
3Iˆ2z − Iˆ2
)
(1.48)
En considérant uniquement l’interaction quadripolaire, les autres interactions internes
pouvant être négligées (en se référant à l’ordre de grandeur de chacune, cf Fig 1.3), on
peut écrire l’hamiltonien nucléaire comme la somme de l’hamiltonien quadripolaire et de
l’hamiltonien Zeeman :
Hˆnuc = −hν0Iˆz+ χQ
8I(2I − 1)
(
3cos2 (βPL)− 1− ηQsin2 (βPL) cos2 (αPL)
) (
3Iˆ2z − Iˆ2
)
(1.49)
L’énergie associée est alors, dans l’approximation des champs forts :
E = −hν0mI + χQ
8I(2I − 1)
(
3cos2 (βPL)− 1− ηQsin2 (βPL) cos2 (αPL)
) (
3m2I − (I(I + 1))
)
(1.50)
2/ le tenseur de gradient de champ électrique est à symétrie axiale (ηQ ) 0). C’est le cas,
par exemple, d’un atome de deuterium (spin = 1) engagé dans une liaison C-D (ηQ ) 0, 05)
où l’axe de symétrie du tenseur est confondu avec l’axe de la liaison C-D. Dans ce cas,
l’hamiltonien de l’équation 1.48 se réduit à :
HˆQ =
χQ
8I(2I − 1)
(
3cos2 (βPL)− 1
) (
3Iˆ2z − Iˆ2
)
(1.51)
Dans ce cas, l’hamiltonien nucléaire (éq.1.49) se simplifie :
Hˆnuc = −hν0Iˆz + χQ
8I(2I − 1)
(
3cos2 (βPL)− 1
) (
3Iˆ2z − Iˆ2
)
(1.52)
et l’énergie associée devient :
E = −hν0mI + χQ
8
(
3cos2 (βPL)− 1
) (
3m2I − 2
)
(1.53)
Les spectres de couplage quadripolaire présentent une forme spécifique (Fig. 1.9) dûe à la
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définition des fréquences spectrales :
νQ = ν0 ± 3
8
χQ
(
3cos2 (βPL)− 1
)
(1.54)
L’écart entre les deux pics étant égal à (pour un spin I=1) :
∆νQ =
3
4
χQ
(
3cos2 (βPL)− 1
)
(1.55)
Fig. 1.8: Diagramme d’énergie pour un noyau quadripolaire de spin = 1. L’interaction qua-
dripolaire (partie de droite) a pour effet de modifier l’écart entre les niveaux Zeeman.
On pourra noter que l’allure des spectres et notamment la taille de l’éclatement quadri-
polaire ∆νQ est directement dépendant de l’angle βPL. Dans le cas particulier de la liaison
C-D, cet éclatement dépend de l’orientation de la liaison par rapport au champ *B0.
Fig. 1.9: Spectre de couplage quadripolaire pour un échantillon statique polycristallin. Trois
valeurs particulières de l’angle βPL sont représentées sur le spectre
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2.5 L’interaction dipolaire
Le couplage dipolaire, ou couplage dipôle-dipôle, résulte de l’interaction des moments
magnétiques des spins nucléaires. Il s’agit donc cette fois d’une interaction faisant intervenir
plusieurs spins.
L’énergie d’interaction entre deux dipôles magnétiques *µ1 et *µ2 est décrite classiquement
par :
ED =
{
*µ1 · *µ2
‖*r‖3 − 3
(*µ1 · *r) (*µ2 · *r)
‖*r‖5
}
µ0
4pi
(1.56)
où *r est le vecteur reliant les deux dipôles magnétiques et µ0 la perméabilité du vide.
En substituant l’opérateur quantique du moment magnétique aux moments magnétiques
classiques de l’équation 1.56, on obtient l’hamiltonien de couplage dipolaire entre deux spins
I et S :
HˆD = − !
2pi
(µ0
4pi
) γIγS!
‖*rIS‖3
Iˆ · Sˆ − 3
(
Iˆ · *rIS
)(
Sˆ.*rIS
)
‖*rIS‖5
 (1.57)
qui peut être simplifié en :
HˆD = −2 Iˆ ·←→D · Sˆ (1.58)
où le spin S est une source locale de magnétisation pour I, *rIS , le vecteur reliant les deux
spins I et S (Figure 1.10). Le tenseur de couplage dipolaire,
←→
D , représente les variations
du champ subit par I, venant de S, par rapport à l’orientation du vecteur internucléaire *rIS
soumis au champ magnétique *B (Fig. 1.13 ). Ce tenseur est défini, dans le repère propre de
l’interaction, par :
←→
D =
 −
d
2 0 0
0 −d2 0
0 0 d
 (1.59)
Les valeurs propres de
←→
D sont proportionnelles à la constante dipolaire d suivante (en
rad.s−1) :
d =
!
2pi
(µ0
4pi
) γIγS
‖*rIS‖3
(1.60)
Il faut noter que le tenseur de couplage dipolaire
←→
D est à symétrie axiale dans le repère
propre moléculaire (PAS) et de trace nulle. L’axe de symétrie correspond à la liaison entre
les deux spins. Ainsi, pour un échantillon liquide,
←→
D sera moyenné à zéro sur l’ensemble
des mouvements moléculaires.
A partir de là, deux cas sont possibles :
– Les spins I et S sont identiques, on parle de couplage dipolaire homonucléaire
– Les spins I et S sont différents (leurs fréquences de résonance sont éloignées), on est
alors en présence d’un couplage dipolaire hétéronucléaire
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Fig. 1.10: schématisation de l’interaction de couplage dipolaire entre deux spins I et S
2.5.1 Couplage hétéronucléaire
L’hamiltonien de spin devient pour un couplage hétéronucléaire :
HˆhetD = −d!
(
3 cos2 (βPL)− 1
) [
IˆzSˆz − 1
2
(
IˆxSˆx + IˆySˆy
)]
(1.61)
Le terme de droite
(
IˆxSˆx + IˆySˆy
)
est non-négligeable lorsque le champ magnétique as-
socié au spin S précesse autour de la fréquence de résonance du spin I. Dans le cas présent,
où I et S sont des spins nucléaires différents, on néglige ce terme et l’équation 1.61 se réduit
à :
HˆhetD = −d!
(
3 cos2 (βPL)− 1
)
IˆzSˆz (1.62)
L’énergie associée à cet hamiltonien nucléaire est :
EhetD =
〈
ImI ;Sms
∣∣∣HˆhetD ∣∣∣ ImI ;Sms〉 = −d! (3 cos2 (βPL)− 1)mImS (1.63)
où mI et mS sont les nombres quantiques associés respectivement aux spins I et S.
Les fréquences de transitions (du spin I par exemple) sont alors définies telles que :
νID = ν
I
0 ±∆νID (1.64)
soit :
νID = ν
I
0 ±
1
2
d
(
3 cos2 (βPL)− 1
)
(1.65)
νI0 représente la fréquence de transition en absence de couplage dipolaire. En présence de
couplage dipolaire on voit apparaître deux transitions :+12 d (3 cos
2 (βPL)− 1) et−12 d (3 cos2 (βPL)− 1)
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(Fig. 1.11) qui expliquent l’allure des spectres (Fig.1.12). On observe un doublet, aussi ap-
pelé doublet de Pake (Pake, 1948), dont les pics sont séparés d’une distance ∆νID (Figure
1.12). Cette fréquence dépendant de βPL, l’écart entre les pics sera donc complètement
déterminé par l’orientation du vecteur
−→
IS.
2.5.2 Couplage homonucléaire
Nous avons vu que l’équation 1.61 se simplifiait lorsque les spins nucléaires étaient dif-
férents. Dans le cas d’un couplage homonucléaire les deux spins considérés sont identiques
(nous les noterons I1 et I2), cette simplification n’est plus possible. L’équation 1.61 peut
donc s’écrire :
HˆhomD = −d
(
3 cos2 (βPL)− 1
) [
Iˆ1z Iˆ2z − 1
2
(
Iˆ1xIˆ2x + Iˆ1y Iˆ2y
)]
(1.66)
On peut noter que le terme de droite
(
Iˆ1xIˆ2x + Iˆ1y Iˆ2y
)
n’est plus négligé, comme dans le
cas hétéronucléaire (éq. 1.62). Ceci est dû au fait que, dans le cas de noyaux identiques, la
différence entre les déplacements chimiques de ces deux spins est inférieure à la constante de
couplage dipolaire, ce qui signifie que les spins vont subir des transitions d’énergie conservée
non négligeables dites « flip-flop » pendant lesquelles les deux spins changent d’orientation
simultanément et échangent leur aimantation. Ce terme apparaît donc dans le membre de
droite de la définition de l’hamiltonien homonucléaire (éq.1.66).
3 Interactions externes
3.1 Champ radiofréquence
Lors d’une mesure de RMN, en plus du champ magnétique *B0, on applique une série
d’impulsions radio-fréquence, ou champ magnétique oscillant *B1(t), perpendiculaire à *B0,
qui a pour effet d’induire une précession de l’aimantation autour de *B0. Les spins subissent
donc les effets simultanés de *B0 et de *B1. Le champ total ressenti par les noyaux est donc :
*Btotal(t) =
∥∥∥ *B1∥∥∥(*icos(ωrf t) +*jsin(ωrf t))+ *k ∥∥∥ *B0∥∥∥ (1.67)
où *i, *j et *k sont les vecteurs unités le long de x, y et z respectivement. A partir de la
définition de l’hamiltonien décrivant l’interaction d’un spin I avec un champ magnétique
*B (Hˆ = −γ!*I
∥∥∥ *B∥∥∥), et en considérant que *B1 oscille avec une fréquence ωrf , l’hamiltonien
nucléaire décrivant les interactions externes s’appliquant au spin I s’écrit :
Hˆext = −γ!Iˆz
∥∥∥ *B0∥∥∥+ γ! ∥∥∥ *B1∥∥∥(Iˆxcos(ωrft) + Iˆysin(ωrft)) (1.68)
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Fig. 1.11: Transitions permises sous l’effet du couplage dipolaire. La transition αα −→ βα
correspondant à la fréquence νI0+
1
2 d (3 cos
2βPL − 1) et la transition αβ −→ ββ à la fréquence
νI0 − 12 d (3 cos2βPL − 1)
Fig. 1.12: Spectre d’un échantillon polycristallin statique faisant apparaître un doublet de
Pake correspondant à un couplage dipolaire
Fig. 1.13: Représentation du vecteur
−→
IS dans le repère du laboratoire (PL)
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En fonction de ce que l’on cherche à mesurer, il existe un certain nombre d’expériences
nécessitant l’application de tels champs. Nous présenterons ici deux techniques essentielles
en RMN du solide, utilisées durant ce travail de thèse.
3.2 Techniques essentielles en RMN du solide
3.2.1 La polarisation croisée [1]
Cette technique permet de transférer l’aimantation créée sur un type de spin vers un autre
type en utilisant sa tendance à passer des noyaux hautement polarisés vers les noyaux moins
polarisés. Nous avons vu dans la partie concernant l’interaction dipolaire homonucléaire que
ceci était possible entre deux spins identiques à travers les termes de « flip-flop ». Dans
le cas de spins différents, c’est l’irradiation simultanée de la paire de spins, dans certaines
conditions, qui va permettre de compenser cette différence d’énergie et de créer un terme de
contact dipolaire. Dans le cas de deux spins I et S, de rapport gyromagnétiques respectifs
γI et γS, ceux-ci doivent satisfaire à la condition de Hartmann-Hahn [148,149] donnée par :
γIBI = γSBS ± nωR (1.69)
où BI et BS sont les valeurs des champs rf appliqués aux fréquences respectives de I
et S , n un entier et ωR la fréquence de rotation de l’échantillon à l’angle magique (MAS,
technique sur laquelle nous reviendrons plus en détails par la suite). Les spins sont alors
Fig. 1.14: Condition de Hartmann-Hahn pour la polarisation croisée
soumis, dans leurs référentiels respectifs, au même champ effectif ωRF .
Dans ce travail, nous avons utilisé le transfert de polarisation du proton 1H vers les
noyaux de carbone (13C) et d’azote (15N), en effectuant respectivement des mesures en
rotation à l’angle magique (MAS) et statiques. Ce type de polarisation croisée présente
un certain nombre d’avantages, notamment dûs au fait que le rapport gyromagnétique du
proton est très élevé par rapport à celui du carbone : γ1Hγ13C ) 4, ce qui implique que le
rapport signal sur bruit est multiplié par 4. De plus, la vitesse de relaxation longitudinale
(T1) du 1H étant très inférieure à celle du 13C, ceci implique que la mesure peut se faire
assez rapidement.
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3.2.2 Le découplage hétéronucléaire
Le couplage dipolaire hétéronucléaire avec les protons voisins est généralement l’interac-
tion qui contribue majoritairement à la largeur de raie observée pour un spin dilué comme le
13C. Une irradiation continue [150,151] à la fréquence du proton se traduit par l’oscillation des
spins entre leur état parallèle et antiparallèle, l’orientation moyenne des moments magné-
tiques nucléaires tend alors vers zéro et le couplage dipolaire est éliminé (le signe de l’éner-
gie déterminé par IzSz oscille entre une valeur positive et négative, finalement moyennée a
zéro). Pour les expériences en rotation à l’angle magique, des séquences multi-impulsionelles
peuvent être utilisées pour le découplage. La séquence TPPM [152], par exemple, consiste à
scinder l’irradiation continue en périodes plus courtes (correspondant à des impulsions de
150° à 180°) en changeant à chaque période la phase de l’irradiation (typiquement ± 25°).
Une difficulté permanente dans les expériences de découplage tient au fait que les champs de
découplage réalisables ne sont pas infinis (typiquement maximal autour de 100 kHz) et sont
parfois de même ordre de grandeur que les interactions magnétiques (couplages dipolaires
1H-1H ou 1H-X) et/ou la fréquence de rotation MAS. Le découplage est alors imparfait. Une
excellente revue de M. Ernst a fait récemment le point sur le découplage hétéronucléaire en
condition MAS [153].
4 Interactions des systèmes dans les membranes
En solution, les interactions anisotropes sont généralement moyennées à zéro du fait des
mouvements rapides et isotropes des molécules. Cependant, dans les solides, les orientations
sont seulement partiellement moyennées. C’est notamment le cas dans les membranes qui
sont apparentées à des cristaux liquides dans lesquels les molécules subissent des mouvements
de rotation ainsi que des mouvements angulaires rapides autour de la normale à la bicouche
lipidique (on parle de mouvements rapides dès lors que ces mouvements se font sur une
échelle de temps supérieure à celle de l’interaction considérée (exprimée en Hz)). Il est alors
possible de déterminer la moyenne de ces orientations ainsi que des paramètres d’ordre
représentant l’amplitude des mouvements moléculaires locaux. Ainsi, la RMN est un outil
de choix qui permet d’obtenir une image dynamique de ces molécules [154].
Il faut noter que pour chaque interaction, la moyenne est représenté par 〈3cos2(x)− 1〉
où x est l’angle spécifique à l’interaction. Cette moyenne doit être faite suivant un modèle
décrivant le mouvement de la molécule/macromolécule dans la membrane. Le problème
réside dans la définition de ce modèle qui doit être réaliste et le plus simple possible (du
point de vue du nombre de contraintes ou de paramètres à déterminer).
Nous nous sommes intéressés dans ce travail à des molécules présentant un mouvement
de diffusion axiale autour de la normale à la bicouche lipidique.
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Fig. 1.15: Représentation schématique d’une molécule à diffusion axiale autour de la normale
à la membrane
Nous allons maintenant voir l’effet de ces mouvements au sein des membranes pour
chaque type d’interactions décrites pour des systèmes statiques dans la partie 2.
4.1 L’anisotropie de déplacement chimique (CSA)
L’allure du spectre de déplacement chimique d’une poudre polycristalline et celle d’un
échantillon en membrane sont différentes (Fig. 1.16), du fait des effets dynamiques et des
différentes orientations des molécules au sein de la membrane. On ne mesure donc plus un
CSA statique (∆σ) mais moyenné sur les mouvements (∆σmoy) donné par :
∆σmoy = σ// − σ⊥ (1.70)
où σ// est le déplacement chimique associé aux bicouches dont la normale est orientée
parallèlement au champ magnétique *B0 et σ⊥ le déplacement chimique associé aux bicouches
dont la normale est orientée perpendiculairement à *B0.
En reprenant l’expression 1.39, on peut écrire le déplacement chimique d’une molécule
à diffusion axiale, dans le repère du laboratoire :
σzz = σiso +
1
2
∆σ
{(
3cos2 (βPN)− 1
)− ηsin2 (βPN) cos2 (αPN)}(3cos2 (βNL)− 1
2
)
(1.71)
qui devient, en considérant les mouvements rapides de la molécule :
σdynzz =
1
2
∆σ
〈(
3cos2 (βPN)− 1
)− η sin2 (βPN) cos2 (αPN)〉(3cos2 (βNL)− 1
2
)
(1.72)
où les indices PN et NL indiquent respectivement le passage du repère propre au repère
49
La RMN - Concepts, Théorie et Méthodologie
Fig. 1.16: Comparaison des spectres de déplacement chimique dans le cas a) d’un échantillon
dynamique en membrane et b) d’une poudre polycristalline statique
défini par l’axe de diffusion de la molécule et le passage du repère moléculaire au repère du
laboratoire, comme l’indique la figure 1.17.
La détermination du paramètres dynamique σdynzz de l’équation 1.72, dépend donc d’un
grand nombre d’autres paramètres (∆σ, η, βPN , βNL, αPN ). La problématique réside dans la
détermination de tous ces paramètres et notamment des paramètres d’orientation associés à
la description des mouvements. La détermination de ces paramètres a fait, en partie, l’objet
de cette thèse. D’un point de vue expérimental, il est possible de déterminer les anisotropies
de déplacement chimique (CSA) dynamiques (σdyn) ainsi que les CSA statiques (#σ) et
le paramètre d’asymétrie η. Cependant, il est très difficile, voire impossible, de déterminer
les orientations des tenseurs dans le repère moléculaire. Une autre approche s’est avérée
nécessaire afin d’obtenir ces tenseurs : la chimie quantique. Le développement d’un modèle
de mouvement décrivant correctement le comportement dynamique du système étudié dans
la membrane servira à déterminer l’orientation moyenne du repère moléculaire par rapport
à l’axe de diffusion (normale à la bicouche lipidique).
4.2 L’interaction quadripolaire
Durant ce travail, nous nous avons mesuré les éclatements quadripolaires des deutérium
des méthyles (C-D3). Dans la suite de ce paragraphe, nous évoquerons donc uniquement le
cas particulier de la liaison C-D.
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Fig. 1.17: Définition des angles permettant le passage entre les différents repères : PAS,
moléculaire et repère du laboratoire
L’interaction quadripolaire dépend de l’angle βPL entre la liaison C-D et le champ ma-
gnétique *B0. Dans le cas d’une mesure statique, la constante de couplage quadripolaire est
définie par l’équation 1.55. En membrane, les mouvements de rotation autour de la normale
à la bicouche sont rapides, l’axe de symétrie moyen est alors parallèle à cette normale et
l’éclatement ∆νQ dépend alors de deux angles : βNL entre la normale à la bicouche et la
direction de *B0, et θ l’angle d’inclinaison « instantané » entre la liaison I-S et la normale à
la bicouche (Fig.1.18).
Fig. 1.18: Définition des angles βNL et θ décrivant les mouvements locaux d’une liaison C-D
autour de la normale à la bicouche dans le cas d’une mesure de l’interaction quadripolaire
∆νQ est alors décrit par :
∆νQ(γ) = χQ
〈
3 cos2 (θ)− 1
2
〉(
3 cos2 (βNL)− 1
2
)
(1.73)
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Le terme
〈
3 cos2(θ)−1
2
〉
représente les fluctuations rapides de θ et est appelé paramètre
d’ordre segmental SIS. Cette moyenne devra être obtenue à partir du même modèle que celui
utilisé pour décrire le mouvement de la molécule/macromolécule dans le cas des anisotropies
de déplacements chimiques (CSA). On notera que les mouvements de la liaison entre les deux
noyaux entraînent en général une diminution de l’éclatement quadripolaire (en comparaison
avec le cas statique). A titre d’exemple, on pourra s’intéresser aux éclatements quadripolaires
des deutériums d’une chaîne lipidique (Fig.1.19). La position des noyaux étant différentes
le long de la chaîne peptidique, l’orientation de chacun est donc elle aussi différente et on
peut observer, sur le spectre, un plateau correspondant à des éclatements quadripolaires
différents. Les éclatements les plus petits sont obtenus pour les noyaux des méthyles situés
en bout de chaînes, présentant une forte dynamique. Les noyaux situés vers le centre de la
chaîne, moins dynamiques, présentent des éclatements plus grands.
Fig. 1.19: Mesure des éclatements quadripolaires du DMPC (DiMyristoyl PhosphatidylCho-
line) en bicouches orientées. Les différentes positions des 2H tout au long de la chaîne lipidique
induisent des éclatements différents sur le spectre. Les noyaux en bout de chaîne présentent
les éclatements les plus petits, en remontant de noyaux en noyaux le long de la chaîne, les
éclatements correspondant augmentent au fur et à mesure. Le « plateau » correspond aux
méthylènes les plus proches du carbonyle (encadrés)
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4.3 L’interaction dipolaire
Nous avons montré (eq. 1.64 et 1.65) que l’écart entre les pics du doublet de Pake
resultant d’un couplage dipolaire était donné par :
∆νD(βPL) = !
(µ0
4pi
) γIγS
r3
(
3 cos2 (βPL)− 1
2
)
(1.74)
En considérant le cas où la distance r entre les deux spins I et S reste fixe, mais où le
vecteur internucléaire
−→
IS fluctue rapidement autour d’une position moyenne correspondant
à une valeur moyenne de l’angle βPL notée β0, ∆νD prend en compte ces fluctuations et
l’équation 1.74 devient :
∆νD(β0) = !
(µ0
4pi
) γIγS
r3
〈
3 cos2 (βPN)− 1
2
〉(
3cos2 (βNL)− 1
2
)
(1.75)
où
〈
3 cos2(βPN )−1
2
〉
est le paramètre d’ordre de la liaison entre les deux spins considérés,
définie par rapport à l’axe de diffusion. Le paramètre d’ordre a été introduit par V. Zwetkoff
(1939) afin de décrire l’amplitude de ces mouvements et appliqué au cas des membranes par
Seelig (1977).
5 La rotation à l’angle magique (MAS)
Nous avons vu que la présence d’un axe de rotation introduisait un terme multiplicatif en
(3 cos2 (θ)−1) (où θ est l’angle entre l’axe de diffusion et B0), dépendant de l’orientation de
la molécule (Eq.1.39). Ce terme apparaît également dans la définition du couplage dipolaire
(Eq. 1.62 et 1.66) et de l’interaction quadripolaire (Eq. 1.48 et 1.51). Afin de réduire les
effets des interactions anisotropes et d’augmenter le rapport signal sur bruit, une méthode,
dite de rotation à l’angle magique ou MAS a été développée par Andrew en 1981 [155]. Cette
méthode permet d’introduire une nouvelle symétrie dans la molécule en orientant et en
faisant tourner (à une fréquence donnée) l’échantillon à 54,74° (angle magique) par rapport
au champ magnétique (Fig. 1.20).
Lorsque χ = 54, 74°, le terme en 〈3 cos2 (θ)− 1〉 est moyenné à zéro et les interactions
considérées comme « non-homogènes » sont partiellement ou totalement supprimées et on
peut alors s’affranchir de ces interactions. La figure 1.21 illustre l’effet de la rotation à
l’angle magique sur un spectre de déplacement chimique. Lorsque la vitesse de rotation
est supérieure à la fréquence de l’interaction mesurée (ici, le déplacement chimique), un
seul pic apparaît sur le spectre, correspondant à la valeur isotrope (Fig. 1.21 (d)). Si la
vitesse de rotation est plus faible , on observe seulement un moyennage partiel du signal
et plusieurs bandes apparaissent (séparées de la fréquence de rotation), correspondant à la
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Fig. 1.20: Représentation schématique de l’orientation de l’échantillon dans une mesure en
rotation à l’angle magique.
valeur isotrope et aux bandes de rotation (Fig. 1.21 (b) et (c)).(Fig. 1.21). L’anisotropie
Fig. 1.21: Effet de la rotation à l’angle magique sur un spectre statique de déplacement
chimique. Les bandes de rotation apparaissent en MAS à basse vitesse. Lors de la modification
de la vitesse de rotation, le pic qui reste inchangé correspond au pic isotrope. Lorsque la vitesse
de rotation est supérieure au domaine de fréquence de l’anisotropie de déplacement chimique
(d), seul le pic isotrope apparaît sur le spectre. On notera que l’écartement entre les bandes
de rotation est proportionel à la vitesse de rotation.
des interactions ne sont en fait pas éliminées mais moyennées à zéro. Il est donc possible de
réintroduire cette anisotropie par des méthodes de recouplage. Dans ce cas on peut soit ap-
pliquer des impulsions rf afin de compenser l’effet de la rotation de l’échantillon [156] (c’est
le cas par exemple des expériences REDOR [157] (Rotational-Echo Double-Resonance) qui
induit la réintroduction du couplage dipolaire entre hétéroatomes et permet la mesure de
distance entre deux noyaux), soit choisir une fréquence de rotation spécifique [158].
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Nous venons de présenter succintement les outils nécessaires à la compréhension du
phénomène de Résonance Magnétique Nucléaire ainsi que les outils utilisés durant ce travail
de thèse pour effectuer les expériences de RMN du solide.
Nous avons vu qu’un certain nombre de paramètres nécessitait l’utilisation de modèles
théoriques et de calculs de mécanique quantique. Nous allons donc présenter dans la suite
de ce chapitre les outils de mécanique quantique utilisés à cette fin.
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Chapitre 2
Outils de mécanique quantique
Les outils de chimie quantique permettent, depuis quelques années, de calculer précisé-
ment les propriétés de RMN de systèmes simples. Durant ce travail nous avons calculé ces
propriétés, sur des systèmes dont la géométrie avait préalablement été optimisée. Dans ce
chapitre, nous allons donc présenter les outils utilisés et expliquer nos choix pour les calculs
de RMN et d’optimisation de géométries, ainsi que le détail du calcul d’écrantage chimique.
1 Méthodes de calcul utilisées
La description quantique de l’état d’un système passe par la résolution de l’équation de
Schrödinger dépendante du temps : HˆΨ(t) = EΨ(t) [159]. En se plaçant dans l’approxima-
tion de Born-Oppenheimer, on peut décorréler les mouvements des électrons et des noyaux
en considérant que ces derniers sont beaucoup plus lents que les électrons. On peut alors
réécrire l’équation de Schrödinger pour chacune de ces entités : une équation décrivant le
comportement des noyaux et une autre décrivant celui des électrons. On arrive donc à décrire
le comportement des électrons à l’aide d’une fonction, la fonction d’onde polyélectronique
du système Ψ. En principe, celle-ci peut être obtenue à partir de la résolution de l’équa-
tion de Schrödinger indépendante du temps, mais en pratique, le potentiel subi par chaque
électron dépend du comportement de tous les autres électrons. Il est évident que l’influence
des électrons les plus proches est la plus importante mais le fait est que le mouvement des
électrons considérés est fortement couplé aux mouvements des autres électrons.
Un des premiers à avoir tenté de résoudre ce problème fut Hartree [160]. Il simplifia le
problème en supposant que la fonction d’onde polyélectronique était le produit d’un jeu de
fonctions d’onde monoélectroniques. Il est alors possible, dans cette approximation, d’utiliser
le principe variationnel : pour un système décrit par un jeu de paramètres inconnus, l’état
fondamental de ce système peut être déterminé en trouvant la valeur des paramètres qui
minimisent l’énergie du système. En utilisant le principe variationnel, Hartree réussit donc
à déterminer, pour un système à N électrons, N équations qui le décrivent. Ces équations
57
Outils de mécanique quantique
peuvent être apparentées à l’équation de Schrödinger indépendante du temps avec la diffé-
rence que le potentiel électronique (potentiel de Hartree) n’est plus couplé aux mouvements
individuels de tous les autres électrons mais dépend de la distribution électronique moyennée
dans le temps. Chaque électron subit donc un champ moyen crée par les autres électrons.
Ainsi, il est possible de traiter les électrons séparemment comme de simples particules.
Cette méthode fût améliorée grâce à l’approche Hartree-Fock (HF) [161] dans laquelle la
fonction d’onde polyélectronique est formée à partir de fonctions d’onde monoélectroniques
antisymétriques (principe d’exclusion de Pauli). La fonction d’onde est alors plus complexe
et peut être écrite sous la forme d’un déterminant de Slater. A partir de là, il est possible
d’utiliser le principe variationnel, à travers un processus itératif, pour déterminer l’énergie
minimale du système. On voit alors apparaître, en plus du potentiel de Hartree, un terme
supplémentaire : le potentiel d’échange qui est une conséquence directe du principe d’exclu-
sion de Pauli à travers l’utilisation d’une fonction d’onde antisymétrique. Ceci permet donc
de corriger en partie la théorie de Hartree puisque le terme d’échange contribue à l’énergie
d’interaction électronique. Cependant, cette méthode néglige encore d’autres interactions
essentielles, notamment l’énergie de corrélation électrostatique entre les électrons. Ainsi,
chaque électron du système est entourée par une région dépeuplée en électrons appelée trou
de Coulomb ou trou de corrélation ce qui implique que les effets des autres interactions,
comme l’échange, tendent à être diminués.
De nombreuses méthodes semi-empiriques (AM1 [162],MNDO [163], ...) ont alors vu le jour
dans l’espoir qu’une paramétrisation judicieuse pourrait compenser le problème de la théorie
HF. La méthode HF reste donc la pierre fondamentale de nombreuses théories. D’autres
méthodes ab-initio, post-HF, tentant d’améliorer la méthode HF ont également vu le jour.
On citera notamment les méthodes de types Moller-Plesset [164] dans lesquelles les effets de
la corrélation électronique ont été introduits via la théorie des perturbations de Rayleigh-
Schrödinger (deuxième ordre : MP2 [165–167], troisième ordre MP3 [168,169]...). Ces méthodes
sont performantes mais couteuses en temps de calcul et restent adaptées pour des petits
systèmes mais deviennent inutilisables dans le cas des systèmes qui nous intéressent.
Ces dernières années, des méthodes alternatives, basées sur la Théorie de la Fonction-
nelle de la Densité (DFT) [170–173], ont fait leurs preuves. Contrairement aux autres théories
dans lesquelles la fonction d’onde est la quantité principale permettant de décrire le sys-
tème, la DFT utilise une autre quantité : la densité électronique ρ(*r) de l’état fondamental.
L’avantage est qu’il n’est plus nécessaire de trouver la fonction d’onde polyélectronique,
dépendant de 3N variables, ou N est le nombre de particules du système. La densité électro-
nique quant à elle ne dépend que de 3 variables et est donc plus simple à calculer.Tout comme
de nombreuses méthodes de chimie quantique, cette théorie est basée sur la résolution de
l’équation de Schrödinger indépendante du temps, en se plaçant dans l’approximation de
Born-Oppenheimer (découplage des mouvements électronique et nucléaire).
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La DFT repose sur la théorie de Thomas, Fermi et Dirac dans laquelle les électrons sont
distribués uniformément dans l’espace des phases, et où l’on peut trouver 2 électrons dans
chaque élément de volume. Le problème de cette théorie est qu’elle ne tient pas compte de
l’énergie de corrélation et reste imprécise, notamment sur l’écriture de l’énergie cinétique.
Elle fut donc corrigée par Weizsäcker en 1935 mais Teller a montré en 1962 qu’elle était
incapable de décrire correctement les liaisons moléculaires.
Hohenberg et Kohn ont ensuite proposé une théorie exacte, alternative à la théorie de
Thomas-Fermi-Dirac. Il en est ressorti 2 grands théorèmes, applicables à tout système à N
particules en interaction, dans un potentiel externe (Vext(r)) :
Théorème 1 : « Pour tout système de particules en interaction dans un potentiel externe
Vext(r), le potentiel Vext(r) est uniquement déterminé, à une constante près, par la densité
ρ0(r) de la particule dans son état fondamental »
Ce qui implique que toutes les propriétés du système peuvent être complètement déter-
minées si on connait la densité électronique de l’état fondamental.
Théorème 2 : « Il existe une fonctionnelle universelle E [ρ] exprimant l’énergie en fonc-
tion de la densité électronique ρ(r), valide pour tout potentiel externe Vext(r). Pour chaque
Vext(r) particulier, l’énergie de l’état fondamental du système est la valeur qui minimise
cette fonctionnelle, la densité ρ(r) qui lui est associée correspond à la densité exacte ρ0(r)
de l’état fondamental »
L’énergie est donc décrite comme une fonctionnelle de la densité électronique. La densité
qui minimise cette énergie correspond à la densité exacte de l’état fondamental. Ainsi, si la
forme de la densité est connue, il est possible de déterminer l’énergie de l’état fondamental
E [ρ0]. Le problème est alors de pouvoir décrire correctement l’énergie cinétique T [ρ], décrite
elle aussi comme une fonctionnelle de la densité et entrant dans la définition de E [ρ],
puisqu’il n’existe pas de solution analytique permettant de trouver T [ρ].
Pour remédier à ce problème, Kohn et Sham ont proposé de traiter les électrons indé-
pendamment et non plus de les considérer en interaction. L’énergie totale s’écrit alors :
EKS [ρ] = TKS [ρ] + VKS (2.1)
où TKS [ρ] représente l’énergie cinétique des électrons sans intéraction et VKS le potentiel
dans lequel les électrons évoluent, défini par :
VKS [ρ] = V + U [ρ] + (T [ρ]− TKS [ρ]) (2.2)
⇐⇒ VKS [ρ] = V + U [ρ] + VXC [ρ] (2.3)
où V représente le potentiel externe crée par les noyaux, U [ρ] l’interaction coulombienne
entre paire d’électrons et VXC [ρ] le potentiel d’échange-corrélation contenant l’échange et
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la corrélation électronique et les corrections de l’énergie cinétique.
Il est alors possible, connaissant ce potentiel, d’établir une équation (équation de Kohn-
Sham), comparable à l’équation de Schrödinger, en définissant l’hamiltonien monoélectro-
nique du système : [
− !
2
2m
∇2 + VKS(*r)
]
φi(*r) = εiφi(*r) (2.4)
Comme dans la méthode Hartree-Fock, les orbitales φi(*r) sont ensuite déterminées à
partir de la résolution de cette équation qui s’effectue via un processus itératif de type
« self-consistent field », SCF, ou champ auto-cohérent, dans lequel on part d’une valeur
arbitraire et on calcule, en boucle, les valeurs de la densité, du potentiel... jusqu’à ce que
celles-ci n’évoluent plus.
A ce niveau, le potentiel d’échange-corrélation est toujours inconnu. Il existe donc des
approximations, permettant de décrire ce potentiel :
– les approximations de type LDA (Local Density Approximation), les plus simples,
fondées sur le modèle du gaz d’électrons uniforme. Dans ce cas, on émet l’hypothèse que
la fonctionnelle dépend uniquement de la densité électronique et l’énergie d’échange-
corrélation est donnée par :
ELDAXC [ρ] =
∫
ρ(*r)εxc [ρ] dr (2.5)
où εxc [ρ] représente l’énergie d’échange-corrélation d’une particule dans un gaz homo-
gène d’électron. Ce type d’approximation présente cependant quelques défauts, notam-
ment une sous-estimation de l’énergie d’échange et une surestimation de l’énergie de
corrélation ce qui lui permet, par compensation, de donner des résultats convenables.
– les approximations de type GGA (Generalized Gradient Approximation) [174,175], ou
méthodes non-locales, dans lesquelles la fonctionnelle dépend à la fois de la densité
électronique et des variations spatiales de cette densité. Les énergies d’échange et cor-
rélation sont donc exprimées en fonction de la densité électronique et de son gradient :
EGGAXC [ρ] =
∫
ρ(*r)εxc [ρα, ρβ,∇ρα,∇ρβ] dr (2.6)
Dans ce travail de thèse, nous avons choisi d’utiliser la fonctionnelle hybride B3LYP [176]
(LYP correspondant à fonctionnelle de corrélation de Lee, Yang et Par [177]), couramment
utilisée pour les calculs de RMN . Cette fonctionnelle est appelée « fonctionnelle hybride »
car elle se compose d’un mélange d’échange exact Hartree-Fock et d’échange-corrélation issue
de la DFT, basé sur l’approximation GGA. La fonctionnelle est décrite par 3 paramètres,
déterminés par Becke en 1993 [178] et utilise à la fois une corrélation non-locale (LYP) et une
correlation locale (Fontionnelle III de VWN).
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Optimisation de la géométrie des molécules
Les systèmes étudiés dans ce travail étant de taille trop importante pour des calculs d’op-
timisation de géométrie basés sur la méthode DFT, nous avons choisi d’utiliser, pour ce
type de calcul, la méthode ONIOM (Our own N-layered Integrated molecular Orbital and
molecular Mechanics) [179–182]. Elle permet de modéliser de grosses molécules en définissant
plusieurs couches (2 ou 3) au sein de la structure qui pourront être traitées avec des ni-
veaux de calculs différents. La couche « haute » ou système modèle, la plus petite partie du
système, sera traitée avec le niveau de calcul le plus élevé et le plus précis, c’est-à-dire de
type quantique avec un niveau de calcul élevé de type Hartree-Fock, DFT, MP... La couche
basse, constitue le reste de la molécule, dans un modèle à deux couches. Elle permet de
représenter les effets environnementaux pouvant interagir avec le système modèle (couche
haute) et sera donc traitée à l’aide de méthodes plus simples telle que des méthodes quan-
tiques semi-empiriques ou non quantiques de type mécanique moléculaire (MM). Dans le
cas ou la molécule est modélisée à l’aide de trois couches, il existe une couche intermédiaire,
représentant les effets électroniques de l’environnement moléculaire du système modèle. Elle
sera traitée avec une méthode intermédiaire entre celle de la couche haute et de la couche
basse. La figure 2.1 illustre le découpage, lors d’un calcul d’optimisation de la géométrie à
l’aide de la méthode ONIOM à deux couches, du peptide WALP 23 étudié tout au long de
ce travail de thèse. .
Pour un système à 2 couches, l’énergie est calculée à partir de l’énergie de la couche
haute (système modèle) et de l’énergie globale du système entier (réel) traité avec le niveau
de calcul le plus bas :
EONIOM = Elow (re´el) + Ehigh (syste`memode`le)− Elow (syste`memode`le) (2.7)
où Elow (re´el) est l’énergie du système entier calculé avec un faible niveau de calcul,
Ehigh (syste`memode`le) l’énergie de la couche haute, calculé en QM etElow (syste`memode`le)
l’énergie de la couche haute calculé avec le même niveau de calcul que celui utilisé pour le
système entier.
La méthode ONIOM permet donc d’optimiser la géométrie de système possédant un
grand nombre d’atomes, ce qui serait impossible avec d’autres méthodes ; mais le fait de
découper le système en plusieurs couches implique un effort de représentation de l’interface
entre chaque couche. Cette méthode est cependant particulièrement intéressante pour le
traitement de gros systèmes (plusieurs centaines d’atomes), dans de nombreux domaines
(réactions enzymatiques,mécanismes réactionnels de systèmes organiques, réactions sur des
surfaces, clusters...) [183–186].
Outre la méthode ONIOM, nous avons également procédé à des optimisations de géomé-
tries en utilisant des bases d’orbitales atomiques hétérogènes. Pour cela, nous nous sommes
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Fig. 2.1: Découpage de WALP 23 dans le cadre d’un calcul utilisant la méthode ONIOM à 2
couches. La couche haute est représentée en sphères et batônnets, la couche basse en traits
fins.
inspirés de la méhode ONIOM, en procédant à un « découpage » de la molécule en deux
parties : une partie (la plus importante) traitée avec une base d’orbitales plus étendue et
une partie traitée avec une base d’orbitales plus simple. Cette méthode s’est révélée correcte
mais plus coûteuse en temps de calcul que la méthode ONIOM, pour des résultats simi-
laires. Nous avons donc choisi préférentiellement la méthode ONIOM pour les optimisations
de géométrie de notre peptide.
2 Calcul du tenseur d’écrantage chimique
L’énergie électronique d’un système est déterminée à partir de l’hamiltonien monoélec-
tronique défini par :
hˆ(0) =
*p 2
2m
+ V (r) (2.8)
où le terme &p
2
2m représente l’énergie cinétique de l’électron et V (r) le potentiel électronique
dépendant de sa position (r). Lorsque le système est soumis à un champ magnétique externe
*B0, la quantité de mouvement *p devient alors *p + ec *A(r) où *A(r) est le potentiel vecteur
défini par rapport à *B0 comme :
*B0 = *∇× *A (2.9)
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Le potentiel vecteur *A définit bien le champ magnétique *B0, cependant, il n’existe pas un
choix unique de potentiel vecteur pour un champ magnétique donné. Si le champ magnétique
extérieur est constant, ce potentiel vecteur peut être défini par rapport à la position *r
du noyau considéré et par rapport à l’origine de jauge *R0 (celle-ci pouvant être choisie
arbitrairement) par :
*A =
1
2
*B0 ×
(
*r − *R0
)
(2.10)
On voit donc ici apparaître un problème dans la représentation physique du champ
magnétique, c’est le problème de l’invariance de jauge. En effet, une grandeur physique
(i.e observable) ne devrait pas dépendre, pour sa représentation, de la jauge utilisée. La
résolution de ce problème entraîne que la relation 2.9 doit rester inchangée quelle que soit
la jauge. Ceci est vérifié lorsqu’on ajoute à *A le gradient d’une fonction scalaire quelconque
*∇f :
*A→ *A′ = *A+ *∇f (2.11)
puisque l’opérateur ∇ permet d’ajouter le gradient de n’importe quelle fonction scalaire :
si *A = 12 *B0 ×
(
*r − *R0
)
alors :
−→
A =
1
2
*B0 × *r − 1
2
*B0 × *R0 = 1
2
*B0 × *r + *∇λ (2.12)
avec :
−→
λ = −12
(
*B0 × *R0
)
.*r
on a alors :
*∇× *A = *∇×
(
1
2
*B0 × *r
)
+ *∇× *∇λ = *∇×
(
1
2
*B0 × *r
)
= *B0
Lorsque le système est soumis à l’effet d’un champ magnétique extérieur, l’hamiltonien
monoélectronique2.8 devient donc :
hˆ =
(
*p+ ec
*A(r)
)2
2m
+ V (r) (2.13)
Les règles de quantification nous permettent ensuite de poser *p = −i!*∇, ainsi, l’hamil-
tonien se réécrit :
hˆ = − !
2
2m
*∇2 − ie!
mc
*∇. *A+ e
2
2mc2
(
*A
)2
+ V (r) (2.14)
soit :
hˆ = hˆ(0)− ie!
mc
*∇. *A+ e
2
2mc2
(
*A
)2
(2.15)
où hˆ(0) est l’hamiltonien monoélectronique non perturbé défini par :
hˆ(0) = − !
2
2m
*∇2 + V (r) (2.16)
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En remplaçant *A par sa définition 2.10 (en prenant *R0 = *0) et en le substituant dans
1.14, on obtient :
hˆ = hˆ(0)− ie!
2mc
*∇.
(
*B0 × *r
)
+
e2
8mc2
(
*B0 × *r
)2
(2.17)
= hˆ(0)− ie!
2mc
*B0.
(
*r × *∇
)
+
e2
8mc2
[(
*B0. *B0
)
(*r.*r)−
(
*B0.*r
)(
*B0.*r
)]
(2.18)
puisque l’identité de Lagrange amène :
(
*B0 × *r
)2
=
(
*B0. *B0
)
(*r.*r) −
(
*B0.*r
)(
*B0.*r
)
et
que : *∇ ·
(
*B0 × *r
)
= *B0 ·
(
*r × *∇
)
.
De la même façon, on pourra écrire le potentiel vecteur associé au moment magnétique
*µk à la position *Rk :
*A′′ =
*µk ×
(
*r − *Rk
)
∣∣∣*r − *Rk∣∣∣3 (2.19)
et l’hamiltonien correspondant sera :
hˆ = hˆ(0)− ie!
mc
*µk.
((
*r − *Rk
)
× *∇
)
+
e2
2mc2
[
(*µk.*µk)
((
*r − *Rk
)
.
(
*r − *Rk
))
−
(
*µk.
(
*r − *Rk
))(
*µk.
(
*r − *Rk
))]
(2.20)
L’énergie ε(B, µ) associée à l’hamiltonien électronique peut être déterminée en résolvant
l’équation de Schrödinger :
hˆ(B0, µk)| ψ(B0, µk)〉 = ε(B0, µk)| ψ(B0, µk)〉 (2.21)
Pour des faibles valeurs de *B0 et de *µk, ε(B0, µk) peut être développée en série de Taylor
au voisinage de *B0 = *0 et *µk = *0 :
ε(B0, µk) = ε
0 +
∂ε
∂B0
|0 B0 +
∑
k
∂ε
∂µk
|0 µk +B†0
∂2ε
∂B20
B0 |0
+
∑
k
B†0
∂2ε
∂B0∂µk
µk |0 +1
2
∑
k $=l
µ†k
∂2ε
∂µk∂µl
µl |0 (2.22)
En comparant l’équation 2.22 à l’hamiltonien d’interaction
(
HˆCS = −*µ.*Bloc
)
décrivant
le déplacement chimique, il est possible de démontrer que le tenseur d’écran électronique
est égal à la dérivée seconde de l’énergie par rapport au champ magnétique externe et au
moment magnétique de spin :
←→σK = ∂
2ε
∂B0∂µk
(2.23)
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3 Resolution du problème d’invariance de Jauge
Nous avons vu que la description d’une observable physique devait être indépendante de
la jauge utilisée, ce qui est possible lorsque l’on introduit dans cette jauge le gradient d’une
fonction scalaire (eq. 2.11). Ainsi, cette invariance est assurée pour des quantités observables
mais ne l’est plus pour des quantités non observables, telles que les fonctions d’onde. De
même, elle est assurée pour la solution exacte de l’équation de Schrödinger mais ne l’est
plus pour des solutions approchées. Dans ce dernier cas, on peut observer un problème dans
le calcul de convergence de la base d’orbitales atomiques, comme montré sur la figure 2.2.
Il apparaît alors clairement qu’il est nécessaire de se situer à un niveau de calcul élevé pour
obtenir une convergence de la base et donc des résultats corrects. Il en découle qu’aucune
méthode de chimie quantique ne donne des résultats «invariant de jauge» à cause de l’emploi
d’un jeu fini de fonctions de base.
Fig. 2.2: Ecrantage chimique (en ppm) de l’hydrogène de la molécule HF calculé au niveau
Hartree-Fock à l’aide de différentes bases d’orbitales atomiques. Les bases sont de plus en plus
étendues de la gauche vers la droite
Il est donc indispensable de choisir judicieusement la jauge. Pour les atomes, la position
nucléaire sera l’origine de jauge naturelle ; pour les molécules il sera nécessaire d’utiliser
plusieurs jauges, centrées sur des fragments moléculaires bien définis. La fonction d’onde
électronique doit alors rester invariante quelle que soit l’origine de la jauge, soit :
ψ → ψ′ = exp (−Λ(r)) .ψ (2.24)
et l’hamiltonien monoélectronique devient :
hˆ→ hˆ′ = exp (−Λ(r)) .hˆ. exp (Λ(r)) (2.25)
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où Λ(r) = ie2!c
[(
*R
′
0 − *R0
)
× *B0
]
.*rest le facteur de jauge déplaçant l’origine de R0 vers
R
′
0.
Plusieurs méthodes ont donc été développées sur ce principe, permettant de calculer les
tenseurs CSA :
– La méthode GIAO (Gauge Including Atomic Orbitals) [187–190] dans laquelle l’origine
des jauges est centrée sur les orbitales atomiques
– La méthode IGLO (Individual Gauge for Localized Orbitals) [191,192], dans laquelle
différentes origines de jauge sont utilisées pour chaque orbitale moléculaire (OM) lo-
calisée afin de minimiser l’erreur introduite lorsque l’origine de jauge est loin de l’OM
considérée.
– La méthode LORG (Localized orbitals/ Localized origin) [86] qui utilise l’approche RPA
(Random Phase Approximation) et des orbitales moléculaires localisées
– Les méthodes CSGT (Continuous Set of Gauge Transformation) et IGAIM [193–195],
équivalentes,dans lesquelles le calcul de la densité de courant induite a été recalculée
et les fonctions de base ne sont plus indépendantes du champ magnétique externe,
puisque une transformation de jauge est effectuée en chaque point de l’espace r, là où
est évaluée la densité de courant induite au premier-ordre.
Il existe donc, différentes méthodes permettant de calculer les paramètres RMN. Dans ce
travail, nous avons choisi d’utiliser uniquement la méthode GIAO, qui a déjà fait ses preuves.
Nous allons donc expliciter cette méthode de façon plus détaillée.
La méthode GIAO (Gauge Including Atomic Orbitals)
Comme son nom l’indique, dans cette méthode, les origines de jauges sont localisées sur
les orbitales atomiques |χµ〉 des noyaux. Le facteur de jauge devient alors :
Λµ(r) =
ie
2!c
[(
*Rµ − *R0
)
× *B0
]
.*r (2.26)
la transformation de jauge implique donc que la fonction d’onde électronique ou l’hamil-
tonien monoélectronique sont modifiés :
ψ → ψ′ = exp (−Λµ(r)) .ψ (2.27)
hˆ→ hˆ′ = exp (−Λµ(r)) .hˆ. exp (Λµ(r)) (2.28)
Deux démarches sont alors possibles : l’hamiltonien peut être modifier (on utilise alors
hˆ′), dans ce cas, on laisse la fonction d’onde inchangée (ψ), ou l’hamiltonien est inchangé
(hˆ) et ce sont les fonctions d’onde qui subissent la transformation de jauge. On préfèrera
ce deuxième cas, plus pratique, dans lequel il suffit d’introduire le facteur de jauge dans la
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description des fonctions de bases (|χµ〉 ) :∣∣∣χµ ( *B0)〉 = exp(− ie
2!c
[
*B0 ×
(
*Rµ − *R0
)]
.*r
)
|χµ(0)〉 (2.29)
où les |χµ(0)〉 sont les orbitales atomiques indépendantes du champ et Rµ leur centre.
Les orbitales perturbées sont appelées orbitales de London [187].
Dans le cas de l’utilisation de méthode mono-déterminentale comme celles que nous
avons utilisées, le déplacement chimique de l’équation 2.23 peut être exprimé en fonction
des dérivées de la matrice densité (D) et de l’hamiltonien monoélectronique (hˆ) :
σkij =
[
∂2ε
∂B0i∂µkj
]
=
∑
µν
Dµν
∂2hˆµν
∂B0i∂µkj
+
∑
µν
∂Dµν
∂B0i
∂hˆµν
∂µkj
(2.30)
où la matrice densité est définie différemment en fonction de la méthode de calcul utilisée
(par exemple, dans le cas d’un calcul Hartree-Fock, elle sera calculée à partir des coefficients
des orbitales moléculaires :Dµν =
∑
i
c∗µicνi). On notera que les dérivées des intégrales mettant
en jeu l’hamiltonien monoélectronique (éq. 2.30) incluent les dérivées de hˆ mais également
les dérivées des fonctions de bases par rapport au champ magnétique externe :
∂ 〈µ |h| ν〉
∂B0i
=
〈
∂χµ
∂B0i
|h| ν
〉
+
〈
µ
∣∣∣∣ ∂h∂B0i
∣∣∣∣ ν〉+〈ν |h| ∂χν∂B0i
〉
(2.31)
Il apparaît clairement ici qu’un des désavantages majeur de la méthode GIAO est la
nécessité de calculer un grand nombre de dérivées. L’utilisation de méthodes « couplées-
perturbées » (CPHF, Coupled-Perturbed Hartree-Fock ou CPKS, Coupled-Perturbed Kohn-
Sham) permettra de palier ce problème. Un des avantages de cette méthode est qu’elle
permet une convergence rapide, quelle que soit la base d’orbitales utilisée , comme le montre
la figure 2.3. En effet, on voit clairement sur cette figure que la méthode GIAO est peu
sensible au type de base utilisée, ce qui permet d’obtenir des résultats corrects en utilisant
des bases simples et suffit à reproduire correctement les déplacements chimiques, alors que
ce n’est plus le cas avec une méthode où l’origine de jauge est commune, puisqu’il faut
alors atteindre des bases étendues pour obtenir le même type de résultat. C’est pour cette
raison que nous avons choisi la méthode GIAO pour calculer les propriétés de RMN de nos
systèmes, puisqu’elle nous a permis d’obtenir des résultats satisfaisants en utilisant une base
d’orbitale atomiques assez simple (6-31G(d,p)), adpatée à notre système.
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Fig. 2.3: Ecrantage chimique (en ppm) de l’hydrogène de la molécule HF calculé au niveau
Hartree-Fock à l’aide de différentes bases d’orbitales atomiques. Comparaison de deux types
de jauges : origine commune (cercles vides) vs GIAO (origine de jauge centrée sur les orbitales
atomiques) (cercles pleins)
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De nombreuses molécules jouent un rôle important dans la vie cellulaire. Parmi elles,
on pourra citer les récepteurs membranaires, protéines dont l’activation par un stimulus
extérieur a un impact sur de nombreuses activités intracellulaires. Nous nous intéressons
plus particulièrement à un type particulier de ces récepteurs : les récepteurs couplés aux
protéines G (RCPG).
Il existe un grand nombre de RCPGs, présentant une structure commune de 7 hélices
α transmembranaires, 3 boucles extracellulaires, 3 boucles intracellulaires, une extrémité
N-terminal extracellulaire et une extrémité C-terminal intracellulaire (Fig. 4). La fonction
Fig. 4: Représentation schématique d’un récepteur couplé aux protéines G (RCPG) dans une
membrane
principale de ces récepteurs est de transmettre un signal vers l’intérieur de la cellule. Ceci
s’effectue via l’activation des protéines G intracellulaires qui intervient après activation du
récepteur par un ligand. L’activation des protéines G entraîne ensuite l’activation d’autres
processus intracellulaires, membranaires ou cytosoliques.
L’activité et la fonction des protéines sont directement liées à leurs changements de
conformation, qui peuvent être des rotations, des inclinaisons , des déplacements d’une ou
plusieurs structures secondaires (ici, les hélices α), ou encore des dépliements ou repliements
des éléments de ces structures. De plus, ces changements de conformations internes peuvent
s’accompagner d’une réorientation de la protéine au sein de la membrane. Nous citerons ici
deux exemples : la rhodopsine sensorielle II pour laquelle il a été observé une rotation de
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l’hélice TM6 (hélice F) [196] s’accompagnant d’une rotation de l’hélice TM2 de 20 à 30° du
complexe transducteur voisin [197], et la bactériorhodopsine, qui est assimilée à un RCPG
au vu de sa structure secondaire, dont les hélices TM6 et TM7 subissent des réorientations
durant le photocycle [198].
Une étude récente sur 46 structures d’hélices α transmembranaires de différentes pro-
téines membranaires, déterminées à haute résolution, donne des angles d’inclinaison moyens
de 24±14° [199]. Cette étude confirme les résultats obtenus précédemment dans des travaux
donnant des angles de 22±12° sur 15 structures [200] et 21±10° sur les structures de la bac-
tériorhodopsine et de la cytochrome C oxydase [201].
Il est donc intéressant de comprendre l’organisation de ces complexes protéines (pep-
tides) / lipides à l’intérieur des membranes, et plus particulièrement leur orientation et
leur dynamique au sein des membranes. Cependant, la caractérisation de tels composés
peut s’avérer complexe. C’est pourquoi il est généralement nécessaire d’utiliser des systèmes
modèles plus simples afin de reproduire les effets de ces systèmes complexes. Les RCPGs
étant composés de 7 hélices α transmembranaires, nous avons donc porté notre choix sur
l’étude d’un peptide modèle transmembranaire, structuré en hélice α, appelé WALP 23.
Ce peptide a été le premier peptide en hélice α, dont l’influence sur le comportement de
la phase phospholipidique a été montrée comme étant relative à la longueur de sa partie
hydrophobe. Il a donc déjà fait l’objet de nombreuses études, notamment dans le but de
développer et d’améliorer les techniques biophysiques de caractérisation des protéines et des
peptides en membrane. Il s’agit d’un peptide composé de 23 acides aminés, comportant des
tryptophanes aux extrémités et présentant une alternance de leucines et d’alanines tout au
long de sa chaîne (Fig. 5).
Fig. 5: Représentation schématique du peptide WALP 23
Sa séquence peptidique est la suivante : Acétyl-GW2(LA)8LW2A–NH2. Les tryptophanes
des extrémités présentant une affinité pour l’interface eau/lipides, ils permettent un bon
ancrage du peptide dans la membrane.
La longueur du peptide ainsi que l’épaisseur de la bicouche lipidique de DMPC ont été
choisis de manière à se trouver dans le cas d’un mésappariement hydrophobe [24,25,48,63,202].
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Ce type de mésappariement apparaît lorsque le segment hydrophobe du peptide ne cor-
respond pas à l’épaisseur hydrophobe de la membrane. Plus précisément, on parlera de
mésappariement hydrophobe positif lorsque la taille de la partie hydrophobe de la mem-
brane est inférieure à celle du peptide, et de mésappariement hydrophobe négatif dans le
cas contraire. Dans le cas de WALP 23, le peptide étant plus long que la bicouche lipidique,
le mésappariement hydrophobe positif va entraîner une réorganisation intra-membranaire
de façon à éviter l’interaction entre la partie hydrophobe du peptide et les têtes polaires
des lipides. Cette réorganisation peut se présenter sous différentes formes [24] : agrégation de
peptides dans la bicouche lipidique, dépliement des chaînes acyles des lipides qui entraîne
une augmentation de l’épaisseur de la membrane, changement de conformation du sque-
lette peptidique, inclinaison du peptide dans la membrane. La question de la réorganisation
due à un mésappariement hydrophobe de peptides transmembranaires a déjà fait l’objet de
nombreuses études. Différentes expériences de RMN du deutérium ont été réalisées sur des
peptides (modèles et naturels), notamment sur WALP 23 et KALP 23 [28,29], pour lesquels la
réponse au mésappariement est une inclinaison dans la membrane. Ces études ont montré
que l’angle d’inclinaison augmentait lorsque l’épaisseur de la bicouche lipidique diminuait.
La question de la détermination de l’orientation de WALP au sein d’une membrane a
déjà fait l’objet de nombreuses études expérimentales. Parmi elles, on retrouve des études
basées sur des techniques standard de détermination de l’orientation [203] telles que le le
dichroïsme circulaire (CD) [47], les spectroscopies infra-rouge à transformée de Fourier et à
réflexion totale atténuée (ATR-FTIR) [48],la spectroscopie de résonance paramagnétique élec-
tronique (RPE), la fluorescence. Parmi les différentes méthodes d’analyse par RMN du solide
on pourra noter la méthode GALA (Geometric Analysis of Labeled Alanines) [28,29,53,64,204]
qui consiste à analyser les éclatements quadripolaires des méthyles des alanines marqués
au deutérium, la méthode PISEMA (Polarization Inversion with Spin Exchange at Magic
Angle) [64,205] qui permet également de déterminer ces angles d’orientations grâce à la mesure
de déplacements chimiques 15N et de couplages dipolaires 15N - 1H. L’avantage de toutes ces
méthodes est qu’elles ne nécessitent pas de créer des cristaux qui permettent d’avoir accès à
des structures à haute résolution déterminées par cristallographie par rayons-X, technique
standard de détermination de structures de protéines et peptides solubles.
Dans ce travail, nous nous sommes plus particulièrement intéressés à l’analyse par RMN
de l’état solide qui est une méthode précise et bien adaptée à l’analyse de ce système [91,206–211]
(et des protéines transmembranaires en générale). En effet, il s’agit d’une méthode qui per-
met d’étudier les protéines, peptides, et les lipides sous des conditions proches de leur envi-
ronnement membranaire naturel. En effet, la RMN du solide est adaptée à l’étude d’échan-
tillons de type amorphes ou faiblement cristallins. Ainsi, cette méthode permet d’analyser un
certain type d’échantillon (qui ne peut pas l’être par diffraction des rayons X, par exemple)
et de prendre en compte des effets dynamiques qui n’apparaissent pas lors de mesures faites
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par RMN du liquide. Un modèle quasi-statique, basé sur la méthode GALA, a été mis en
place par le groupe de Killian en 2002 [53]. Ce modèle vise à décrire l’orientation du peptide
dans la membrane en déterminant l’angle d’inclinaison (τ) de l’axe du peptide par rapport à
la normale à la bicouche lipidique et l’angle de rotation (ρ) de la rotation du peptide autour
de son axe (Fig 6, A et D).
Fig. 6: Définition des angles utilisés dans la méthode GALA. (A) l’angle d’inclinaison (tilt) τ
entre l’axe du peptide et la normale à la bicouche, (B) l’angle ε|| entre la liaison C-CD3 et l’axe
du peptide, (C) l’angle de rotation δ donnant l’orientation de la liaison C-CD3, (D) l’angle δ
est défini par 3 autres angles : ρ qui représente la rotation du peptide dans la membrane, défini
comme l’angle de rotation dans le sens inverse des aiguilles d’une montre du carbone α de la
glycine 1, ϕ l’angle de rotation de chaque résidus autour du peptide, par rapport à la glycine
1 et ε⊥ l’angle de la liaison C-CD3 projetée sur un plan perpendiculaire à l’axe de l’hélice par
rapport à la direction entre l’axe du peptide et le carbone α de l’alanine.
C’est à partir de la mesure des éclatements quadripolaires des méthyles des alanines
marqués au deutérium (Cβ-D3)que ceci est possible. L’éclatement quadripolaire est donné,
dans un cas statique, par :
∆νQ =
3
2
e2qQ
h
(
1
2
[
3cos2 (θ)− 1]) (32)
où e
2qQ
h est la constante de couplage quadripolaire et θ l’angle entre la liaison Cβ-D3 et
la direction du champ magnétique *B0. En prenant en compte les mouvements de rotation
rapides des méthyles des alanines, on observe un moyennage de ces éclatements quadripo-
laires. L’angle θ correspondant, dans le cas de WALP, à l’angle entre la liaison reliant le
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carbone α et le carbone β d’une alanine (Cα-Cβ) et le champ magnétique, il dépend de la
direction précise de la liaison Cα-Cβ ainsi que de l’orientation globale de l’hélice. Comme
indiqué sur la figure 6, θ dépend donc des angles ε||, ε⊥, τ et ρ et par voie de conséquence,
∆νQ dépend des mêmes angles. La constante quadripolaire étant fixée, la connaissance de
plusieurs éclatements quadripolaires (plusieurs alanines ayant été marquées) conduit à la
détermination de l’orientation du peptide dans la membrane (détermination de τ et ρ).
Des études de dynamique moléculaire [51,63,212–214]ont mené à une controverse sur la va-
leur des angles τ et ρ. Ces angles semblent être sous-estimés dans le cas de l’analyse des
éclatements quadripolaires (∼ 5°) et sur-estimés dans le cas de la dynamique moléculaire
(∼ 30°).
Afin de lever cette ambiguïté, partant du modèle statique, nous avons développé un
modèle, baptisé MACADAM (Multiple Anisotropic Constraints And Dynamical Analysis
of Membrane peptides), plus approprié à la description d’un peptide dans une membrane
biologique en prenant en compte les effets de la dynamique de ce peptide ; il est en effet
évident que la représentation d’un peptide figé dans une membrane ne peut pas correctement
le décrire. Dans ce but, nous avons introduit deux paramètres, dynamiques, ∆τ et ∆ρ
correspondant respectivement aux fluctuations de l’inclinaison (τ) et de la rotation (ρ)
(Fig. 7). Le modèle statique est basé sur le principe qu’il existe un couple unique des deux
paramètres τ et ρ correspondant à un éclatement quadripolaire unique. Dans le cas de notre
modèle dynamique, ceci n’est plus possible puisqu’il peut exister une infinité de jeux de
paramètres (τ , ρ, ∆τ , ∆ρ) correspondant à un même ∆νQ.
Fig. 7: Représentation schématique des 4 paramètres définissant le modèle dynamique
Il a donc été nécessaire d’introduire d’autres contraintes anisotropes moyennées par la
dynamique, telles que les couplages dipolaires 13C-15N et les anisotropies de déplacements
chimiques (CSA) dynamiques 13C et 15N.
Nous avons vu dans le chapitre précédent que les CSA sont des tenseurs. L’orientation
du tenseur statique peut être décrite par rapport au champ magnétique externe lorsque l’on
connaît l’orientation de chacun des vecteurs propres qui lui sont associés. Cette orientation
dépend donc de l’orientation du peptide dans la membrane ainsi que de sa dynamique. Ainsi,
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on peut établir une relation entre tenseurs CSA dynamiques, tenseurs CSA statiques et les
4 paramètres τ , ρ, ∆τ et ∆ρ.
Pour cela, notre travail s’est inspiré d’une étude préalablement effectuée sur la déter-
mination de l’orientation et de la dynamique moyennes de l’ergostérol inséré dans des li-
pides [97]. Cette étude est basée sur l’analyse des anisotropies de déplacements chimiques
(CSA) moyennés sur les mouvements moléculaires.
D’un point de vue expérimental, les éléments des tenseurs CSA peuvent être déterminés
par RMN : le déplacement chimique isotrope peut être déterminé simplement par RMN
liquide ou par RMN du solide en rotation à l’angle magique (MAS) à haute vitesse. Les
valeurs propres des tenseurs, quant à elles, peuvent être obtenues « facilement » et avec une
bonne précision, par RMN du solide, à partir du spectre de poudre d’échantillons polycris-
tallins [215,216] ou par analyse des bandes de rotation en MAS à basse vitesse. Cependant,
la détermination du tenseur CSA complet est difficile à obtenir. Plus spécifiquement, il est
difficile d’obtenir les vecteurs propres de ce tenseur. Ceux-ci peuvent être obtenus par des
expériences 1D ou 2D statiques ou en rotation à l’angle magique (MAS) sur des spectres
d’échantillons en bicouches orientées [217], ou en poudre, en corrélant les CSA et les in-
teractions dipolaires [133,218–228]. Dans ces cas-là, il est nécessaire de réunir des conditions
expérimentales et des échantillons bien particuliers ce qui implique qu’il est généralement
difficile d’avoir accès à ces vecteurs propres.
Les valeurs propres et orientations des tenseurs CSA des 13C des groupements car-
bonyles de différentes glycines ont par exemple été déterminés sur des peptides en cris-
taux [127,133,225,229–231]. Ces études ont montré que le vecteur propre −→e22 est souvent colinéaire
à la liaison C=O et que le vecteur propre −→e33 est perpendiculaire au plan peptidique.
Les tenseurs CSA 15N entiers ont été déterminés sur de nombreux échantillons cristal-
lins [130,131,226] et polycristallins [232] [227,233–235] [133,225,236,237] [142,217,238–249]et sont reportés dans
la littérature. Une étude a montré que l’orientation [131] des vecteurs propres (−→e11,−→e22,−→e33)
des tenseurs CSA du 15N peut être définie par rapport au squelette peptique :
– le vecteur propre −→e11 est quasiment parallèle à la liaison N-C(=O)
– le vecteur propre −→e22 est orienté suivant la direction perpendiculaire au plan peptidique
– le vecteur propre −→e33est proche de la liaison N-H (avec laquelle elle peut former un
angle allant jusqu’à 25°)
La seule méthode expérimentale qui permet d’obtenir le tenseur complet est donc basée
sur l’analyse RMN de monocristaux [215,216,250,251] [230,231,252–256]. Dans ce cas, l’orientation du
tenseur est parfaitement déterminée dans le repère du cristal et, à l’aide de la structure
obtenue par diffraction des rayons-X, l’orientation dans le repère moléculaire peut, elle
aussi, être déterminée. A contrario, les valeurs propres du tenseur peuvent être déterminées
plus facilement, par différentes méthodes. La plus simple étant de les extraire directement
à partir d’un spectre de poudre par analyse des bandes de rotation sur un spectre obtenu
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en MAS à faible vitesse [257].
Des études ont été menées sur la dépendance des tenseurs, et plus précisément des va-
leurs propres, aux structures secondaires, et plus particulièrement à la géométrie des liaisons
Hydrogène (liaisons H), jouant le rôle de « ciment » pour ces structures secondaires. Il a
été montré [125,127,128] que la valeur propre δ22 du tenseur CSA du groupement carbonyle de
différentes résidus (alanine, glycine, leucine, asparagine) varient en fonction de la longueur
de la liaison H. Une étude similaire a été menée sur un peptide (glycylglycine) à l’état cris-
tallin [258] et a montré que, pour le tenseur CSA du noyau 15N, les valeurs expérimentales de
δ33 se déplacent linéairement vers les champs bas lorsque la distance N· · ·O diminue tan-
dis que δ11 et δ22 sont approximativement indépendantes de la variation de cette distance.
Cependant, ces études ont été menées sur des peptides de taille réduire en comparaison
avec notre peptide composé de 23 acides aminés. Ceci implique que le réseau de liaisons
hydrogène pris en compte dans ces expériences était réduit. Ainsi, ces études ne permettent
pas de juger des effets, à longue distance, d’un réseau de liaisons hydrogène étendu.
L’étude statique de WALP 23, par RMN de l’état solide, a été menée sur différents
types d’échantillons : peptide en poudre et en liposomes. A partir de l’analyse des bandes
de rotation des spectres acquis en rotation à l’angle magique (MAS) à basse vitesse, nous
avons pu extraire les valeurs propres des tenseurs CSA (13C et 15N).
L’obtention des tenseurs complets à partir des expériences n’étant pas possible, il a
été nécessaire d’utiliser les méthodes de chimie quantique pour déterminer l’orientation de
ces tenseurs. Ces méthodes sont capables de prédire, dans un cas statique, l’intégralité du
tenseur CSA [259,260]. Il a été montré [261] que, lorsque l’on considère l’intégralité du tenseur
CSA, les méthodes basées sur la DFT donnent des résultats similaires, voire meilleurs (plus
proches des résultats expérimentaux) que celles basées sur la théorie HF. Notamment, la
méthode HF reste appropriée dans le cas où l’on ne considère que les déplacements chimiques
isotropes puisque, dans ce cas, les erreurs sur les composantes du tenseur se compensent.
C’est pourquoi nous avons choisi d’utiliser la méthode DFT-GIAO. L’avantage de la
DFT est qu’elle permet d’introduire des effets de corrélation sur de grands systèmes (i.e.
composés de plusieurs centaines d’atomes ; quant à la méthode GIAO, elle permet d’obtenir
des résultats tout à fait satisfaisants en utilisant des bases peu étendues (comme expliqué
dans la partie B de ce manuscrit).
Dans un premier chapitre, nous nous sommes focalisés sur l’étude des tenseurs CSA sta-
tiques calculés à l’aide des outils de chimie quantique et à la mise en place d’une stratégie
de calcul permettant d’obtenir ces tenseurs complets. Ce travail a été mené en comparant et
en basant nos résultats théoriques sur les résultats expérimentaux de RMN du solide. Dans
un deuxième temps, nous avons développé notre modèle dynamique permettant de carac-
tériser la dynamique et l’orientation de WALP en membrane, à l’aide des calculs obtenus
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préalablement par chimie quantique et des résultats expérimentaux de RMN de l’état solide
sur des échantillons de WALP en poudre et en membrane. Enfin, nous terminerons cette
partie par l’étude d’un peptide similaire (en séquence) à WALP 23, GALP 23, qui pourrait
présenter une diffusion axiale rapide autour de l’axe de son hélice. Ainsi, nous cherchons à
valider les méthodes utilisées pour déterminer l’orientation et la dynamique de WALP 23.
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Chapitre 1
Etude statique
Introduction
Nous avons cherché à établir et à optimiser une méthode fiable permettant de calculer les
tenseurs de déplacements chimiques13C et 15N , et donc, les valeurs propres et les vecteurs
propres associés à ces tenseurs. Pour cela, nous avons développé une stratégie capable de
reproduire les valeurs propres expérimentales des CSA statiques obtenues, par RMN du
solide, sur un échantillon en poudre de WALP 23 marqué au 13C sur le groupement carbonyle
de l’alanine 13 et au 15N sur l’amide de la leucine 14.
1 Stratégie de calcul
Nous avons travaillé sur deux systèmes différents : le peptide entier (WALP 23), et un
peptide coupé (WALP 7). Ce dernier est composé des 7 acides aminés centrés autour des
acides aminés marqués (alanine 13 et leucine 14), conservant ainsi un pas d’hélice en-dessus
et un pas d’hélice en-dessous des noyaux d’intérêt (dont les CSA statiques ont été mesurés
expérimentalement). L’intérêt de travailler sur un peptide plus petit est de réduire la taille
du système étudié afin d’alléger les calculs tout en essayant de conserver les informations
nécessaires à la bonne description des paramètres qui nous intéressent, ici les paramètres de
RMN.
1.1 Optimisation de la géométrie
La première étape de cette étude théorique à consister à déterminer la stratégie la mieux
adaptée pour effectuer le calcul d’optimisation de la géométrie.
Ne disposant pas de structures issues de la cristallographie ou d’autres techniques de
caractérisation structurale, nous avons travaillé à partir de la structure canonique de WALP
23, construite sur la base de valeurs standards, pour une hélice α, de longueurs et d’angles. Ce
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système étant composé d’un grand nombre d’atomes (367), une optimisation de la géométrie
en utilisant la méthode DFT avec une base d’orbitale 6-31G(d,p) n’était pas possible, en
gardant des temps de calcul corrects, avec les ressources dont nous disposions. Nous nous
sommes donc tournés vers une méthode récente (1999) : la méthode ONIOM. Comme nous
l’avons expliqué dans le chapitre précédent, cette méthode permet de « découper » le système
en couches de complexité différente. Tout le problème réside dans la manière de découper
le système et donc, de sélectionner les atomes contenus dans la couche haute (les plus
importants, représentatifs du système) et ceux contenus dans la couche basse (servant plutôt
à décrire des effets environnementaux). Dans le cas de WALP où les atomes d’intérêt se
situent sur le squelette peptidique, au centre du peptide, le découpage s’est naturellement
fait entre la partie centrale correspondant à la couche haute et les extrémités correspondant
à la couche basse. Plus précisément, nous avons choisi de garder, dans la couche haute, les
7 acides aminés centraux (Fig. 1.1). Nous avons alors optimisé la géométrie de ces 7 acides
aminés à l’aide de la théorie de la fonctionnelle de la densité, en utilisant la fonctionnelle
hybride B3LYP et la base d’orbitales de Pople double-zêta étendue par des fonctions de
polarisation sur tous les atomes : 6-31G(d,p). Pour la partie « couche basse », située à
plus d’un pas d’hélice des acides aminés marqués, et représentant uniquement des effets
environnementaux à longue distance, une méthode plus simple de type semi-empirique étant,
à priori, suffisante, nous avons utilisé la méthode AM1.
D’un autre côté, la conformation spécifique du peptide (en hélice α) devait être conservée
étant donné qu’il a été montré que WALP est structuré en hélice α à l’intérieur de la
membrane [62,262,263]. Pour cela, nous avons décidé de « figer » les extrémités du peptide,
c’est-à-dire que les coordonnées cartésiennes des atomes étaient fixées ; la position de ces
atomes n’étant donc pas optimisée lors du calcul d’optimisation de la géométrie.
Ainsi, en figeant les extrémités de WALP lors de notre calcul d’optimisation de la géomé-
trie, nous avons implicitement négligé l’influence de la longueur du peptide sur les paramètres
RMN. Nous avons donc consacré une partie de ce travail à analyser l’influence de la longueur
du peptide sur ces paramètres pour les deux noyaux d’intérêt (13C de l’alanine 13 et 15N de
la leucine 14).
1.2 Considérations géométriques - Effet de la longueur du peptide
Afin d’étudier les effets de la longueur de l’hélice, ne disposant pas directement d’in-
formations sur les variations de longueur de WALP en membrane, nous avons établi une
liste de longueurs, pour différentes hélices α, de séquence peptidique plus ou moins longue,
extraites à partir de structures de protéines connues et facilement accessibles (via la Protein
Data Bank). Nous avons donc mesuré la longueur de chacun de ces peptides, puis, après
avoir normalisé ces longueurs par acide aminé, nous avons ainsi pu obtenir une longueur
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Fig. 1.1: Représentation schématique du découpage de WALP 23 dans le cas d’un calcul
d’optimisation de géométrie utilisant la méthode ONIOM. Les atomes représentés en boules
et bâtonnets correspondent aux 7 acides aminés centrés autour des noyaux d’intérêt ( 13C de
l’alanine 13 et 15N de la leucine 14), les lignes représentent les atomes de la couche basse
estimée pour chaque peptide comme s’il était composé de 23 acides aminés (Tableau 1.1).
Nous avons obtenu une gamme de longueurs possibles que nous pouvions appliquer à WALP.
Numéro Longueur normalisée par Longueur calculée pour
de l'hélice acide aminé (Å) 23 acides aminés (Å)
1 1,49 34,27
2 1,37 31,51
4 1,43 32,89
5 1,46 33,58
8 1,50 34,50
10 1,44 33,12
11 1,55 35,65
Influenza M2 1 1,49 34,27
2 1,45 33,35
4 1,50 34,50
1 1,49 34,27
8 1,55 35,65
10 1,55 35,65
Rhodopsine bovine
Canal NaK
Protéine
GlpG Rhomboid peptidase
Tab. 1.1: Longueurs normalisées par acide aminé d’hélices extraites de différentes protéines.
La géométrie du peptide entier a ensuite été optimisée comme décrit dans le paragraphe
précédent, les extrémités étant maintenues figées afin de conserver la longueur du peptide à
la valeur désirée.
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Fig. 1.2: Variation d’énergie électronique de WALP 23 en fonction des variations de sa
longueur. La position 0 correspond à la géométrie du peptide standard.
A partir du peptide standard de 37,6 Å de longueur, et en modifiant les coordonnées de
ses atomes de quelques dixièmes d’Angströms suivant l’axe z (axe longitudinal de l’hélice),
nous avons créé des peptides de longueurs différentes, en allongeant ou raccourcissant le
peptide standard par pas de 0,2 Å.
La figure 1.2 montre les énergies relatives deWALP en fonction de sa longueur. Il apparaît
que le peptide standard utilisé pour les calculs d’optimisation de géométrie n’est pas le plus
stable en énergie. La meilleure géométrie (la plus stable en énergie) serait celle du peptide
allongé de 0,6 à 0,8 Angströms. Cependant, on note que le gain d’énergie correspondant ne
se situe qu’autour de 5 kcal/mol, ce qui rentre dans la gamme d’erreur de la méthode de
calcul.
Du point de vue des calculs RMN, nous avons choisi de nous intéresser aux différences
entre les valeurs propres des tenseurs CSA (σii, i = 1, 2, 3) et la valeur isotrope (σiso). Ceci
nous permet de nous affranchir des problèmes de référence externe lorsque l’on veut comparer
nos résultats aux résultats expérimentaux. Dans un premier temps, nous avons calculé les
différences (σii − σiso)the´o à partir des résultats obtenus par chimie quantique en faisant
varier la longueur du peptide. Puis nous avons comparé ces valeurs, à celles obtenues par
RMN sur un échantillon de WALP 23 en poudre (σii − σiso)exp (Fig. 1.3).
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(a) (b)
Fig. 1.3: Variation des différences entre valeurs propres (σii, i = 1, 2, 3) des tenseurs CSA et
valeurs isotropes (σiso) du 13C (a) et du 15N (b) pour différentes longueurs du peptide. Les
valeurs présentées ci-dessus correspondent au pourcentage d’écart entre les σii− σiso calculés
à partir des résultats de chimie quantique et ceux calculés à partir des résultats expérimentaux.
La position 0 correspond au peptide de géométrie standard. Le trait en pointillés représente le
meilleur accord expérience/théorie.
La longueur du peptide a une influence complexe sur les valeurs propres des tenseurs
CSA du carbone et de l’azote. Si on s’intéresse d’abord à son effet sur le tenseur du 13C, à
partir de la géométrie standard (notée 0), on observe que :
– (σ11 − σiso)the´o se rapproche des valeurs expérimentales lorsque le peptide est allongé,
le meilleur résultat étant obtenu lorsque le peptide est allongé de 0,4Å
– (σ22 − σiso)the´o est largement amélioré (plus proche de l’expérience) lorsque l’on rac-
courci le peptide et plus particulièrement pour une longueur réduite de 0,8Å
– (σ33 − σiso)the´o est plus proche de l’expérience pour des longueurs réduites de 0,8 à 1Å
Pour le 15N on observe des comportements assez similaires :
– (σ11 − σiso)the´o est plus proche des valeurs expérimentales lorsque le peptide est étiré.
Le meilleur résultat est obtenu pour une longueur allongée de 0,4Å ; mais les résultats
autour de cette valeur (0,4 ± 0,6)Å sont également convenables.
– (σ22 − σiso)the´o se rapproche de (σ22 − σiso)exp pour un peptide réduit de 0,4 à 1 Å
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– (σ33 − σiso)the´o reste quasi-constant
Globalement, on note que pour le 13C le tenseur CSA est mieux représenté lorsque le peptide
est plus court alors que pour le 15N, le tenseur est plus proche des valeurs expérimentales
lorsque l’on utilise des peptides légèrement plus longs. En moyenne la géométrie standard
semble être un modèle correct pour décrire les propriétés de WALP 23 en poudre (si on se
réfère aux valeurs expérimentales).
2 Article
L’objectif de ce travail théorique était de fournir des éléments indispensables au déve-
loppement d’un modèle dynamique décrivant l’orientation et la dynamique de WALP 23
en membrane de DMPC. Pour cela, une partie importante consistait à obtenir, de façon
précise, les vecteurs propres des tenseurs CSA du 13C et l’alanine 13 et du 15N de la leucine
14. A partir de la structure canonique de WALP 23, nous avons développé une stratégie de
calcul permettant de représenter correctement les paramètres RMN de ces noyaux, et donc,
l’orientation des tenseurs. Notre but était également de pouvoir appliquer cette stratégie à
des systèmes similaires, c’est-à-dire, des peptides structurés en hélice α, de longueur (sé-
quence peptidique) variable, naturels ou non. A plus long terme nous souhaitons l’appliquer
à des systèmes plus complexes tels que des parties de protéines.
La mise en place de cette stratégie est présentée dans l’article suivant :
L. Rougier, A. Milon, V. Réat, F. Jolibois, "Modelling the influence of hydrogen bonds
network on chemical shielding tensors description. GIAO - DFT study of WALP23 trans-
membrane alpha-helix as a test case. ", Phys. Chem. Chem. Phys., 2010, 12, 6999 - 7008
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Density Functional Theory (B3LYP/6-31G(d,p)) calculations of 15N amide and 13C carbonyl
NMR chemical shielding tensors have been performed on WALP23 trans-membrane a-helix
peptide and compared to solid state NMR experiment performed on [13C1–Ala13,
15N–Leu14]
specifically labelled peptide powder sample. Using either theoretical results obtained on the whole
peptide or experimental data as reference, several simplest chemical models have been explored in
order to reduce the computational cost while maintaining good theoretical accuracy. From this
study, it appears that the hydrogen bond (N–H. . .OQC) network that exists in the a-helix has a
major influence on the chemical shielding tensor and more specifically on the carbonyl 13C s22
eigenvalue. We show that a small truncated WALP_7 model is not adequate for 13C1 NMR
description. The application of an external electric field in order to model the hydrogen bond
network allows calculating chemical shielding tensors with accurate eigenvalues while the
associated eigenvectors are largely modified. Finally, a 23 residues polyglycine peptide that
includes the Alanine and Leucine residues for which NMR parameters must be calculated is
proposed as the chemical model. This model is sufficient to mostly reproduce the calculation
performed on WALP23 with major gain in computational time. Moreover, the application of a
low intensity external electric field allows reaching the experimental accuracy for the
determination of the eigenvalues.
Introduction
Accurate determination of ‘‘static’’ chemical shielding
anisotropic (CSA) tensor components remains a challenge in
the field of solid state NMR (ssNMR) applied to biological
systems, whereas these quantities can be directly related to
structure, dynamic and/or orientation.1–3 Not only isotropic
chemical shifts4,5 but also chemical shielding anisotropies6,7
are useful experimental data to probe secondary structure
and short or long range electrostatic interactions. In recent
years 13C and 15N chemical shielding tensors of labelled bio-
molecules have received increasing interest for structure and
dynamic analysis purpose using ssNMR.
If the backbone is considered, carbonyl 13C1 and amide
15N
CSA tensors are not only sensitive to secondary structure but
can reveal insight into the nature of the hydrogen bond pattern
that can exist locally. More particularly, the 13C1 s22 tensor
eigenvalue that is almost collinear to the CQO bond vector
strongly depends on the distance of the hydrogen bond
partners,8,9 thus giving valuable information concerning the
backbone geometry.10 The same trend is also observed for
15N CSA tensor that are sensitive to local geometry but also to
the distance to the CQO hydrogen bond partner.11–14 13C and
15N CSA tensors are not only helpful for structure analysis,
but can also be employed for the study of the dynamic and/or
the orientation of peptides and proteins. Concerning 15N CSA
tensor, the main ssNMR experiment used for this purpose is
the PISEMA technique which uses 15N chemical shift and
1H–15N dipolar coupling to define the orientation of a peptide
structure relative to an oriented lipid bilayer.15 We have
recently demonstrated that 13C CSA tensors can also be used
to determine orientation angle and order parameter of a
biomolecule immerged in a lipid bilayer.3 In this study,
dynamically averaged 13C CSA tensors were measured and
combined to static 13C CSA tensors obtained from quantum
chemistry calculations in order to define the orientation and
dynamical parameters of ergosterol relative to a 1,2-dimyristoyl-
sn-glycero-3-phosphocholine bilayer. A similar approach has
also been proposed combining 13C1,
15N chemical shielding
anisotropies and 2H quadrupolar couplings dynamically averaged
by large amplitude movements for the study of the dynamic
and orientation of a transmembrane peptide.16,17 These studies
have highlighted the need of accurate static CSA tensors in
order to understand the dynamic of a membrane compound.
Furthermore, determination of the high resolution structure of
transmembrane peptides or proteins is also constrained by the
knowledge of such static CSA tensors.15,18 While static CSA
a Laboratoire de Physique et Chimie des Nano-Objets, Universite´ de
Toulouse, INSA-UPS, 135 av. de Rangueil, 31077 Toulouse, France.
E-mail: franck.jolibois@univ-tlse3.fr; Fax: (+33) 561559697
b Institut de Pharmacologie et Biologie Structurale, Universite´ de
Toulouse, UPS, 205 rte de Narbonne, 31077 Toulouse, France
c CNRS, UMR 5089 and UMR 5215, Toulouse, France
w Electronic supplementary information (ESI) available: variation of
eigenvector orientation relative to molecular frame and sii–siso
difference between theory and experiment for WALP23 as a function
of the applied electric field. See DOI: 10.1039/b923883b
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tensor eigenvalues can be determined experimentally on 13C
and/or 15N specifically labelled small dry peptides, the
associated eigenvectors i.e. the tensor orientation relative
to the molecular frame may be difficult to obtain using
experimental approaches.11 However, such quantities can be
‘‘easily’’ accessible through the use of theoretical approaches
such as quantum chemical methods.
For several decades, quantum chemical approaches have
been employed for the calculation of NMR parameters with
real success in the field of chemistry, physical chemistry and
biochemistry. While the whole chemical shielding tensor is
generally computed, the large majority of NMR theoretical
studies concerned isotropic chemical shift values. The chemical
shielding tensor eigenvalues are less analyzed and this
tendency is even more pronounced for 15N 19–25 and for 13C1
carbonyl 23,26,27 CSA tensors compared to aliphatic 13C
ones.28–36 Moreover, the overall agreement for the 15N and
13C1 CSA tensor calculations with experiment is not as great
as for aliphatic Ca tensors. If the targeted information is
the chemical shielding tensor eigenvectors, the theoretical
orientation of CSA tensors show large variations from molecule
to molecule.21–24
Consequently, one of the remaining issues in chemical
shielding tensor calculation is not the development of new
ab initio or DFT methods but mainly the correct modelling of
molecular systems that are used in theoretical calculation
compared to experimental real molecule under investigation.
More precisely, the local and non-local environmental effects
must be correctly modelled in order to obtain accurate
magnitudes as well as orientation of CSA tensors.37 For
instance, it is known that 15N CSA tensors are not only
sensible on primary and secondary structures but also on long
range electrostatic interactions up to 10 A˚.24
In this paper, we present a theoretical DFT investigation of
the amide 15N and carbonyl 13C1 CSA tensors of a synthetic
a-helical transmembrane peptide, namelyWALP23 (see Fig. 1
for schematic representation), which has been introduced and
extensively studied in the group of A. Killian (see review38). In
a recent work, we have employed this peptide in order to
develop a new strategy for the analysis of the orientation and
dynamic of transmembrane peptide.17 This study was based on
the analysis of the 13C and 15N dynamically averaged CSA
tensors measured by solid state NMR experiments. It required
static 13C1 and
15N CSA tensors obtained by a quantum
chemical approach. In the present work, from an experimental
point of view, tensor amplitudes (or eigenvalues) have been
measured on two different samples based on a 13C1,
15N
specifically labelled peptide: dry WALP peptide and lyophilised
WALP peptide inserted in detergent micelles. Using various
chemical models, we have built an inexpensive and accurate
strategy for the calculation of such NMR parameters. One of
the most important results is that, on one hand, local hydrogen
bond is necessary and sufficient for the accurate 15N chemical
shielding tensor calculation.39 On the other hand, the whole
hydrogen bond network has an important influence on the
magnitude of the s22 component of the
13C1 tensor and must
be explicitly taken into account during the calculation. The use
of an external electric field is discussed and shown to improve
the prediction of experimental data.
Experimental section
Experimental procedures
13C1,
15N isotopically labelled WALP23 [13C1–Ala13,
15N–Leu14] peptide (acetyl-GW2(LA)8LW2A–NH2) was
synthesized using Fmoc/tBu solid-phase synthesis.17 The purity
of the peptide was better than 95%. Two powder samples have
been prepared for 13C1 and
15N static CSA eigenvalue evaluation.
6.5 mmoles ofWALP23 peptide were dissolved in a mixture of
tert-butanol/water (1 : 1) and lyophilized. The resulting
powder was then packed in 3.2 mm MAS rotor. For the
second dry sample, 0.8 mmoles of WALP23 and 54.9 mmoles
of dodecylphosphocholine (DPC) were mixed in 400 mL
of 2,2,2-trifluoroethanol (TFE). The organic solvent was
evaporated under a nitrogen flow and further removed under
vacuum overnight (ca. 1 " 10#2 mbar). The sample was
hydrated with milli-Q water and lyophilized to yield a fluffy
powder. The powder was packed in 3.2 mm MAS rotor.
Solid-state magic angle spinning (MAS) experiments were
carried out on a Bruker Avance narrow bore spectrometer
operating at 700.13 MHz for 1H. A Bruker 3.2 mm
MAS triple-tuned solenoid coil was used for 13C1 and
15N
experiments. CP-MAS spectra were acquired using a 1H
excitation pulse length of 2 ms and a CP spin-lock field-strength
of 50 kHz. The CP contact time was 2 ms and 1.25 ms for 13C
and 15N spectra, respectively. The 1H radio-frequency
field-strength for heteronuclear two-pulse phase-modulation
(TPPM) decoupling was 125 kHz during acquisition. The
repetition delay was 2s. Spinning sideband 15N and 13C
MAS spectra were recorded at 3 and 4 kHz, respectively.
13C spectra were referenced to DSS and 15N spectra to liquid
ammonia, using the 1H chemical shift of DSS in water as an
external reference. The static CSA eigenvalues d11, d22 and d33
(with |d33–diso| Z |d11–diso| Z |d22–diso| where diso, the isotropic
chemical shift)40–42 were obtained by the analysis of spinning
sidebands intensity. This analysis was performed using dmfit
freeware (http://crmht-europe.cnrs-orleans.fr/dmfit/).
Eigenvalues determined for both samples are given in
Table 1. In order to evaluate the influence of the chemical
environment on both CSA values, dry powder of ‘‘pure’’
peptide and dodecylphosphoglycol (DPC) lyophilized micelles
that contains WALP peptides have been employed (see
previous paragraphs). The second sample allowed us to
remove possible peptide–peptide interactions. DPC has been
employed instead of standard DMPC phospholipids in order
to avoid difficulties arising from the lipids carbonyl 13C
resonances.
Fig. 1 Schematic representation of WALP23 transmembrane
peptide.
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Quantum calculation
All calculations (geometry optimization and NMR properties
determination) have been performed using the Gaussian03
suite of programs.43 Because WALP23 experimental structure
has not been determined by standard methods, perfect
canonical a-helix (j = #581 and c = #471) has been used
as starting geometry for the optimization procedure. The
molecular system being large (367 atoms), the nature of the
stationary point found by geometry optimization procedure
has not been verified by Hessien matrix calculation as usually.
Three type of molecular systems have been investigated, the
entire WALP peptide (noted WALP23), a model peptide
reduced to 7 amino acids (noted WALP_7) and a model
peptide of 23 residues where all amino acids were replace by
Glycine except the specifically labelled ones (noted polyGLY-AL).
For the entire peptide (23 amino acids), geometry optimization
have been performed using a 2 layers ONIOM approach.44,45
The high and low layers were defined according to experi-
mental 13C and 15N labelling of WALP23. Because we are
interested in calculating the NMR parameters of Alanine 13
carbonyl atom (noted Ala13
13C1) and of the Leucine 14 amide
nitrogen atom (noted Leu14
15N), the principal structural
feature that must be conserved is the intramolecular hydrogen
bond between one residue i and the residues i+3 and i#3
along the alpha helix. Consequently, the high layer of the
ONIOM procedure was composed of residues 10 to 17, the cut
being performed at the alpha carbon level. The low layer was
constituted by the rest of the peptide. From a computational
point of view, the high layer part was computed using the
hybrid Density Functional Theory B3LYPmethod46,47 associated
with a Pople type double x basis set augmented by polarization
functions on all atoms (namely 6-31G(d,p)),48 while the lower
part was treated at the semi empirical AM1 level.49–51 During
the optimization process, Cartesian coordinates associated to
the nuclei of the lower part were frozen in order to prevent
suspicious geometrical deformation. Therefore, only the
geometry associated to the high layer part (residues 10 to 17)
was optimized. If the model peptide with 7 amino acids
(namely WALP_7) is considered, geometry optimization
(when performed) has been carried out at the B3LYP/
6-31G(d,p) theoretical level, the Cartesian coordinates of the
extremity residues being frozen for the same reason that
previously exposed. For polyGLY-AL system, WALP23
optimized structure has been used in order to build this new
molecular system. All removed residue side chains have been
replaced by hydrogen atoms. The additional hydrogen atoms
have been placed on the Cb positions and the Cb–H distances
have been adjusted to 1.07 A˚. No further geometry optimization
has been performed for this peptide.
NMR shielding tensors have been computed using the
hybrid Density Functional Theory B3LYP method associated
with a Pople type double x basis set augmented by polarization
functions on all atoms (namely 6-31G(d,p)) and using
the Gauge Including Atomic Orbital method (GIAO) for
the numerous advantages it offers.52–57 According to the
Haeberlen, Mehring and Spiess40–42convention, eigenvalues
have been classified according to the following inequalities:
|siso–s33| Z |siso–s11| Z |siso–s22| where siso is the isotropic
chemical shielding.
Table 1 Experimental ssNMR and theoretical (see text for details) 13C1 and
15N chemical shielding tensor characteristics (in ppm) forWALP23
specifically labelled at position Ala 13 (13C1) and Leu 14 (
15N). siso is the isotropic chemical shielding. sii–siso (i = 1–3) have been calculated in
order to avoid isotropic reference problem for theoretical and experimental values. |Max Error| (in ppm) is the maximum absolute value of error
found for the eigenvalue indicated in the round brackets. RMSD (in ppm) is the root mean square difference calculated for each atom using the
three sii–siso values
13C s11–siso s22–siso s33–siso |Max. Error| RMSD
Experimental (dry peptide) #67.7 $ 0.3 #16.9 $ 0.3 84.6 $ 0.3
Experimental (peptide/DPC) #67.3 $ 0.4 #16.8 $ 0.4 84.1 $ 0.4
WALP23
In vacuo #66.4 #11.4 77.8 6.8 (s33) 5.0
With field (20 10#4 a.u.) #63.1 #16.3 79.4 5.2 (s11) 3.8
WALP_7
In vacuo #72.8 #1.1 73.9 15.8 (s22) 11.4
With field (140 10#4 a.u.) #63.4 #14.9 78.3 6.2 (s33) 4.3
polyGLY
In vacuo #71.8 #2.8 74.6 14.1 (s22) 10.2
polyGLY-AL #68.0 #9.4 77.4 7.5 (s33) 5.9
polyGLY-AL +field (20 10#4 a.u.) #65.2 #13.5 78.7 5.9 (s33) 4.0
15N s11–siso s22–siso s33–siso |Max. Error| RMSD
Experimental (dry peptide) 62.8 $ 0.6 41.9 $ 0.6 #104.7 $ 0.6
Experimental (peptide/DPC) 63.4 $ 0.9 42.3 $ 0.9 #105.7 $ 0.9
WALP23
In vacuo 60.4 38.4 #98.8 6.9 (s33) 4.5
With field (20 10#4 a.u.) 60.6 42.1 #102.7 3.0 (s33) 2.0
WALP_7
In vacuo 61.3 37.2 #98.5 7.2 (s33) 4.9
With field (140 10#4 a.u.) 62.9 46.1 #108.9 4.3 (s33) 3.2
polyGLY
In vacuo 58.6 42.9 #101.5 4.8 (s11) 3.4
polyGLY-AL 61.1 37.7 #98.8 6.9 (s33) 4.6
polyGLY-AL +field (20 10#4 a.u.) 60.4 41.5 #101.8 3.9 (s33) 2.6
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Results and discussion
The 15N and 13C CSA tensors have been determined experi-
mentally, by standard spinning side band analysis method.
Two sample have been compared, pure peptide and peptide
‘‘diluted’’ in a DPC environment to assess possible inter-
molecular interaction effects. It appears that both samples
give similar eigenvalues with a maximum difference of 1 and
0.5 ppm for 15N and 13C eigenvalues, respectively (Table 1).
Consequently, it can be argued that no specific external
interaction significantly influences CSA tensor eigenvalues of
15N amide and 13C carbonyl atoms located on the peptide
backbone and that comparison with theoretical values based
on an isolated peptide is relevant.
The first part of this work was devoted to the determination
of the Ala13
13C1 and Leu14
15N NMR parameters of
WALP23. First calculations have been performed on the entire
peptide after geometry optimization (see materials and methods
for details). Results are presented in Table 1 and exhibit a
relatively good agreement when compared to experimental
values. Comparison between experimental and theoretical
isotropic chemical shift is dependent of the choice and the
accuracy of the chemical shift reference and do not necessarily
reflect the quality of tensor calculations. In order to avoid this
problem, differences between chemical shielding eigenvalues
and their associate isotropic chemical shielding have been
calculated and will be the only data discussed thereafter. In
the case of 13C carbonyl CSA tensor, if absolute differences
between theory and experiment are considered, the errors for
sii–siso are relatively small (between 1 and 7 ppm). Moreover if
the RMSD is considered, the overall agreement is rather good
with a RMSD of 5.0 ppm for Ala13
13C1. From an experi-
mental point of view, a-helix and b-sheet secondary structures
exhibit significant differences if one consider 13C carbonyl
CSA tensors. In the case of poly-L-alanine peptide, a difference
of 13 ppm has been experimentally determined for s22–siso
depending on the secondary structure (14.7 and 1.9 ppm for
a-helix and b-sheet respectively).58,59 This difference is less
pronounced for the two other tensor components (5 and
8 ppm for s11–siso and s33–siso, respectively). Compare to
these experiments, our calculations reproduce correctly the
general trend of 13C carbonyl CSA tensor of a-helix secondary
structure. In the case of 15N amide CSA tensor, the difference
between secondary structures is less pronounced and no
tendency can be clearly extracted from experimental 15N
amide CSA tensor components,60 while a 10 ppm difference
between b-sheet and a-helix secondary structure has recently
been reported for s33–siso, in microcrystalline GB1 protein.10
In our case, the errors for sii–siso are the same than for 13C
atom (between 2 and 6 ppm) but with a smaller RMSD (4.5 ppm
for Leu14
15N). It should be stated that our calculations were
performed in vacuum and did not include any environment
contribution such as others peptides or DPC molecules that
may influence the peptide structure and thus, the spectroscopic
data. One way to include these contributions would have been
to use a QM/MM approach with an extended MM part
including the surrounding molecules. This kind of approach,
commonly employed in the field of biology to calculate
properties of one fragment of a protein or to analyse the
reactivity at a catalytic site, needs the knowledge of a three
dimensional structure extracted from crystallographic data or
classical molecular dynamics simulations. However, because
no structure already exists concerning our specific samples, the
calculation starting from scratch would have been too expensive
for the present work. In conclusion, on can consider that
theoretical eigenvalues are calculated with enough accuracy
(4% and 3.5% errors relative to the 13C and 15N tensor
experimental spans (tensor span = s33–s11)) and can then
safely be used for the study of the dynamic and orientation of
a transmembrane peptides.16,17
In an effort to reduce computational time and to find a
simpler molecular model allowing the reproduction of all
experimental NMR parameters of WALP23, we tried using
a smaller peptide consisting of 7 amino acids (WALP_7,
see materials and methods for details). NMR parameters
calculations reveal a poorer agreement between theoretical
and experimental values if 13C1 is considered (See Table 1).
More particularly, Ala13
13C1 s22–siso and s33–siso values
exhibit an error almost twice larger than the maximum error
found for WALP23. The same tendency is also observed for
the RMSD value (11.4 ppm) compared to the one calculated
for WALP23 (5.0 ppm). On the other hand, the discrepancy
betweenWALP_7 andWALP23molecular model is considerably
smaller in the case of 15N atom with a RMSD value compared
to experiment equal to 4.9 and 4.5 forWALP_7 andWALP23
respectively. It can be concluded that this simpler molecular
model and more specifically the inclusion of the local hydrogen
bond pattern alone is not sufficient to reproduce the entire
peptide and that some information has been lost by removing
the 16 remaining amino acids.
In order to recover part or totality of this information, two
theoretical physico-chemical perturbations have been applied
onWALP_7. The first one has consisted in simulating the rest
of the peptide (16 amino acids) using a background charge
distribution. For the second perturbation, a homogenous
electric field has been applied along the helix axis.
Background charge perturbation
One way to correct the WALP_7 molecular model was to
simulate the part of the molecule that has been removed from
the entire peptide by using a background charge distribution.
In this context, atoms of this part of the peptide have been
replaced by partial atomic charges located at the nuclei
Cartesian coordinates. Three type of atomic charge models
have been employed: Mulliken type atomic charges, natural
atomic charges extracted from Natural Population Analysis
(noted NBO61) and MK atomic charges which are charges
fitted to reproduce the molecular electrostatic potential at a
number of points selected around the molecule according to
the Merz-Singh-Kollman scheme.62 These three type of
charges were extracted from a DFT B3LYP/6-31G(d,p)
calculation performed on WALP23. It is well known that
Mulliken type atomic charges are strongly dependent on the
basis set and these values must be treated with care. However,
the two other types of atomic charge are less sensitive to the
choice of the basis set and thus the associated results can
be considered more reliable. 13C and 15N chemical shielding
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tensor parameters evolution compared to experiment calcu-
lated for WALP_7, WALP23 and WALP_7 surrounded by
charge distribution are presented in Fig. 2. Concerning 15N
nucleus, charge distribution has little effect on discussed NMR
parameters, leaving these values closed toWALP23 as already
obtained for WALP_7 alone. When Ala13
13C1 is considered,
charge distribution displays a more significant influence
on NMR parameters. While s11–siso and s33–siso are less
perturbed by the presence of charge distribution, s22–siso is
clearly but not sufficiently improved, the difference between
theory and experiment ranging from 15.8 ppm (WALP_7
alone) to 10.4 ppm (WALP_7 with Mulliken charges) compare
to 5.5 ppm for WALP23. If partial charges are calculated for
Ala13
13C1 and Leu14
15N atoms using Mulliken approximation
(Table 2), sum of atomic partial charges in N–H bond (that
reflects the charge repartition inside the covalent bond) does
not vary when applying charge distribution (difference
compared to WALP23 remains equal to 10%). On the other
hand, while for WALP_7 this sum is 50% larger than for
WALP23 in the case of CQO bond, the application of a
charge distribution reduces this discrepancy to about 25%.
Thus, it appears that the background charge distribution has a
real influence on the polarization of the hydrogen bond and
more specifically on its carbonyl part but is not sufficiently
accurate to represent the extremities of the peptide in order to
reproduce NMR parameters of the entire peptide.
These observations concerning H-bond polarization
associated to the analysis of the behaviour of chemical shielding
tensor discussed above highlight the fact that good modelling
of hydrogen bond interactions, and more specifically the
consideration of the whole alpha helix hydrogen bond network,
has to be taken into account in order to determine accurate
NMR chemical shielding tensors. For this purpose, we propose
to apply a uniform electric field in order to reproduce the
influence of the hydrogen bond network. From a physical
point of view, this idea is similar to the one proposed by Torii’s
theoretical work on retinal molecule.63 In this study, an
electric field is applied along the principal axis of the molecule
in order to reproduce the effects on its electronic absorption
maximum of the dipolar residues that surround the retinal
inside the opsin protein. It should be stressed that in our
approach the role of the external electric field is not to
reproduce the external environment but rather to model the
effect on bond polarization of the whole hydrogen bond
network that has been lost when shortening WALP23 into
WALP_7. This approach is different from others studies that
employ atomic charges or charge dipoles in order to reproduce
specific effect arising from charges or polar groups in proteins
or to generate dipolar perturbations.64–70
Uniform electric field perturbation
In order to essentially try to reproduce the influence of the
alpha helix hydrogen bond network, the electric field has been
applied toWALP_7 along the inertia axis of the helix fragment,
from N terminal to C terminal atoms. Electric field intensities
have been set from 0 to 300 " 10#4 atomic unit (noted a.u.
with 1 a.u. = 514 " 109 V m#1). To estimate the influence of
the electric field on the polarisation of the reduced hydrogen
bond network ofWALP_7, the average value per amino acids
of the dipole moment has been calculated and is given as a
function of the electric field intensity in Fig. 3. While the
dipole moment value is definitively too low when WALP_7
is considered (3.7 Debye/amino acids), the electric field
significantly induces a regular increase of this value that can
reach and goes beyond the one obtained for WALP23
(5.2 Debye/amino acids) for electric field intensities larger than
100 " 10#4 a.u. This first observation clearly demonstrates the
effect of the electric field on the polarisation of the functional
groups involved in the hydrogen bonds and, thus, as a possible
way to model the hydrogen bond network existing in the entire
peptide. However, if the electric field intensity become too
large (superior to 200 " 10#4 for WALP_7), the dipole
moment evolution as a function of electric field intensity
presents a discontinuity. Before this electric field value, the
dipole moment evolves linearly with a slope equals to 155.8
Debye/(electric field a.u.) forWALP_7. After this electric field
intensity value, the slope becomes larger (282.1 Debye/(electric
field a.u.)). This reflects the fact that with such intensity,
charge separations become too large reflecting the unphysical
nature of this calculation for such ‘‘high’’ intensity electric
field.
The evolutions of 15N and 13C1 chemical shielding tensor
parameters (sii–siso) compared to experiment are given in
Fig. 4 as a function of electric field intensity. If 13C1 nucleus
is considered, while, as previously stated, the main problem
arises from s22–siso and s33–siso values for WALP_7, the
application of the electric field clearly improves these values
compared to experiment when electric field intensity is set
between 120 " 10#4 and 180 " 10#4 a.u. It must be noted that
Fig. 2 Ala13
13C1 (left) and Leu14
15N (right) sii–siso (i = 1–3)
difference between theory and experiment as a function of punctual
charge model used for charge distribution perturbation of WALP_7
(D[sii–siso] = (sii–siso)theo–(sii–siso)exp). In white i = 1, grey, i = 2,
black i = 3. WALP23 values are shown for comparison purpose.
Table 2 Mulliken partial charges of the atoms of Ala13
13C1 and
Leu14
15N as a function of chemical models.WALP_7 means in vacuo
WALP_7. NBO, MK, Mulliken mean WALP_7 with background
charge distribution. WALP23 means in vacuo whole peptide
Alanine 13 WALP_7 NBO MK Mulliken WALP23
C1 0.617 0.617 0.621 0.617 0.61
O #0.532 #0.536 #0.545 #0.547 #0.55
C1QO 0.085 0.081 0.076 0.070 0.057
Leucine 14 WALP_7 NBO MK Mulliken WALP23
N #0.556 #0.556 #0.554 #0.556 #0.55
H 0.307 0.308 0.305 0.312 0.33
N–H #0.249 #0.248 #0.249 #0.244 #0.225
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calculation using an electric field intensity set to 100" 10#4 a.u.
gives three eigenvalues almost identical to the ones obtained
for WALP23. In the case of 15N nucleus, the effect of the
electric field on chemical shielding tensor parameters seems
less sensitive, NMR calculations on WALP_7 being already
in relatively good agreement with experiment. While the
absolute values of sii–siso are modified, their differences with
experiment remain in an acceptable range of $6 ppm. The
best agreement over the 6 sii–siso values compared to
experiment data has been found for an electric field of
140 " 10#4 a.u. (see values in Table 1) and is associated
to the smallest total RMSD calculated using both atoms
(3.8 ppm). However, when compared to WALP23, a large
deviation of all the 15N sii–siso is observed when an electric
field is applied. Consequently, while it is possible to reproduce
WALP23 13C CSA tensor with an appropriate electric field
applied on WALP_7, such perturbation has an inverse results
on 15N CSA tensor.
In order to highlight the effect of the electric field on the
13C1 and
15N chemical shielding tensor eigenvalues, we have
analyzed the eigenvalue variations as a function of electric field
intensity, takingWALP_7 eigenvalues without electric field as
references (data not shown). It can be stressed that the
most influenced values are s22 and s33 for 13C1 and 15N,
respectively. This can be explained by the fact that the tensor
eigenvectors associated to these eigenvalues are more or less
collinear to the direction of the applied electric field. In the
case of 15N, this eigenvector is about 201 deviated from the
N–H bond direction while for 13C1, the eigenvector direction is
almost collinear to CQO bond (Fig. 5). As a consequence, the
applied electric field directly polarizes the electronic density
along CQO and N–H bonds, the effect of the entire H-bond
network being partly recreated. Thus, the electric field effect
on 13C1 s22 eigenvalue is more important than on 15N s33.
Considering that DFT methods and/or the atomic orbital
basis set employed may have difficulties in correctly representing
weak electrostatic interactions such as hydrogen bond and/or
that geometry optimization has not been performed on the
whole peptide, it can be argued that the application of an
electric field onWALP_7 has two consequences: modelling the
hydrogen bond network of the entire peptide and correcting
the theoretical method (method, basis set, optimization) for
weak interactions. Furthermore, if the type of sample used for
NMR experimental measurement is considered (powder
sample or lyophilized DPC micelles), dipole–dipole inter-
molecular interactions have a small influence on the peptide
structure and consequently, on the polarization of the hydrogen
bond network. This slightly modify NMR parameters
compared to an isolated peptide in gas phase which is the
computational condition (see experimental section). In order
to verify these assumptions, NMR calculations have been
performed on WALP23 in the presence of an applied
electric field.
Fig. 3 Dipolar moment (Debye) of WALP_7 (circles) and WALP23
(squares) calculated per amino acid as a function of the applied electric
field intensity. The dashed line represents the usual theoretical dipole
moment associated to the peptide group (3.45 D).71
Fig. 4 Ala13
13C1 (a) and Leu14
15N (b) sii–siso (i = 1–3) difference between theory and experiment as a function of electric field applied to
WALP_7 (D[sii–siso] = (sii–siso)theo–(sii–siso)exp). Circle i= 1, square i= 2, star i= 3. In solid line is represented the total RMSD between theory
and experience calculated using the 6 sii–siso values as a function of electric field.
Fig. 5 Orientation of eigenvectors of the 2 CSA tensors (Ala13
13C1
and Leu14
15N) and direction of the applied electric field.
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The same tendency, improvement of NMR parameters with
the application of electric field, is observed for WALP23, thus
confirming the correction of our theoretical model by the use
of an electric field (see ESI).w In this case, because the
hydrogen bond network is explicitly present in the molecular
structure, the intensity necessary for a good description of
chemical shielding eigenvalues compared to experiment is less
important, the best value being 20 " 10#4 a.u. compared to
140 " 10#4 a.u. for WALP_7. With these electric field
intensities, differences of sii–siso compared to experiment are
less than 6 ppm, the RMSD for the 6 eigenvalues being
equal to 3.1 ppm and 3.8 ppm for WALP23 and WALP_7,
respectively. Dipolar moment evolution as a function of
electric field has also been analysed in the case of WALP23
(see Fig. 3). As previously observed withWALP_7, an increase
of the dipolar moment per amino acid is observed with a slope
higher than for WALP_7 (222.7 Debye/(electric.field a.u.)).
Similarly, for a high intensity electric field (superior to
60 " 10#4 a.u.), one observes a discontinuity that indicates
an unrealistic polarisation of all the bonds. With intensity set
to 20 " 10#4 a.u. (the one for which best NMR values are
obtained compared to experiment), the dipole moment per
amino acid is close to the one determined with an intensity set
to 140 " 10#4 a.u. for WALP_7 that gives the best NMR
values compared to experiment.
Influence of peptide planes number
In order to obtain further insight on the influence of the
hydrogen bond network extent, we have performed NMR
calculations on WALP peptides of increasing size. Our
chemical models were based on the Ala13-Leu14 fragment
(Me–CO–Ala13–Leu14–NH–Me). One peptide plane has been
added at each side of this initial peptide, increasing its size by 2
peptide planes each time until we reach the whole WALP23.
The WALP23 structure has been used and no geometry
optimization has been performed in order to evaluate only
the hydrogen bond network effects on NMR parameters. If
15N sii–siso NMR parameters are considered (Fig. 6a), it
appears that a minimum of 7 peptide planes is necessary for
accurate results compared toWALP23 data. This is consistent
with the results obtained for WALP_7. Thus, in the case of
15N nucleus, the local hydrogen bond is necessary and sufficient
to reproduce the spectroscopic observables and no long range
interaction affects the calculation of these parameters.39 In the
case of 13C1 sii–siso NMR parameters, the situation is more
complicated (Fig. 6b). According to our ordering of chemical
shielding eigenvalues relative to the isotropic value, one can
see that the first hydrogen bond involving directly the carbonyl
group is absolutely necessary for a correct description of the
tensor. From one to five peptide planes, s11 and s33 are
inverted thus leading to a chemical shielding anisotropy
(s33–siso) with an inverse sign (positive instead of negative).
Moreover, while a number of peptide planes higher than seven
does not significantly improve s11 and s33 eigenvalues, s22
eigenvalue needs a more extended hydrogen bond network
(at least two helical turns) in order to achieve a good compu-
tational accuracy. Thus, the cooperativity, that proceeds from
interactions among residues and that has been highlighted
previously,72 has its most important effect on 13C1 s22
eigenvalue that is associated to e22 eigenvectors collinear to
the hydrogen bond network.
Simplified WALP model: Polyglycine
Previous calculations have demonstrated that one of the most
important structural feature that must be conserved in the
chemical model is the hydrogen bond network. Indeed, while
the alpha helix structure is conserved in the WALP_7 model,
chemical shielding tensors are not well reproduced. The
hydrogen bond network not only influences the entire structure
in a specific secondary structure but also provides bonds
polarisation that affects chemical shielding tensor principal
components. Consequently, a simpler model of WALP23 has
been proposed by removing all the amino acids side chains in a
first approximation. As expected, chemical shielding eigenvalues
are correctly calculated for 15N compared to experiment (see
Table 1), while a poorer agreement is obtained for 13C1
eigenvalues and more specifically for the s22–siso value. In
this case, an error of 14.1 ppm relative to experiment is
obtained, compared to 15.8 ppm for WALP_7.
In order to correct this chemical model, Alanine 13 and
Leucine 14 side chains were kept, the rest of the polypeptide
amino acids being replaced by glycine residues (noted
polyGLY-AL). In this case, chemical shielding eigenvalues
are very close to the one obtained for in vacuo WALP23 (max
error equal to 7.5 ppm compared to 6.8 ppm, respectively).
The Ala13
13C1 s22–siso value has been considerably improved
compared to calculation on polyglycine (difference compared
to experiment of 7.5 ppm instead of 13.4 ppm). Finally, on this
last chemical model (polyglycine with Ala13 and Leu14), an
external electric field has been applied using an intensity of
20 " 10#4 a.u., this intensity being the best one obtained
for WALP23 (see previous paragraph). With this external
perturbation, theoretical calculations are also improved
compared to in vacuo calculations. 15N sii–siso NMR
parameters are in excellent agreement with experiments
(RMSD (15N) = 2.6 ppm).
Paradoxically, it appears that compared to experiments, the
simple polyglycine model gives better results for 15N nuclei
than WALP23. This highlights the fact that side chains may
play an significant role for chemical shielding tensor properties
and that the theoretical WALP23 model may not correctly
reproduces these side chains contributions. It is suspected that
side chain dynamics, i.e. rotation about C–C bonds, may play
a role and influence the 15N chemical shielding tensor. This
dynamic aspect is under investigation.
Tensor orientation analysis
As stated in the introduction, quantum chemical calculations
are essential for the determination of the chemical shielding
orientation with respect to molecular frame. Thus, in order to
check our methodological approach, the description of chemical
shielding tensor eigenvectors in the molecular frame was
determined. For practical reasons, the molecular frame has
been chosen relative to the Ala13–Leu14 peptide plane for all
chemical models in use: x-axis is collinear with N–H, z-axis is
normal to the peptide plane and y-axis is almost collinear to
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the N–Ca(i-1) vector. For
15N, aN is the angle between e11 and
the N–C1 peptide bond, bN the angle between e22 and the
z-axis and gN, the angle between e33 and the N–H bond, where
eii is the eigenvectors associated to the sii eigenvalue (see Fig. 5
for eii representation). For
13C1, aC is the angle between e11
and the N–C1 peptide bond, bC the angle between e22 and the
C1–O bond and gC, the angle between e33 and the z-axis.
Because no experimental values for eigenvectors orientation
exist for WALP23 polypeptide, the in vacuo calculations has
been taken as references for each molecular system. The angles
obtained for in vacuo are in agreement with the standard
values used to describe 15N and 13C1 chemical shielding
tensors eigenvectors.13,73,74 Particularly, for 15N, the angle
between e33 and the N–H bond is equal to 191 and the e11 is
tilted by about 19–201 from the peptide plane. For 13C1, aC
angle ranges between 321 and 361, e22 is almost collinear to the
carbonyl C1–O bond and e33 is perpendicular to the peptide
plane. If in vacuo non perturbed chemical models are
considered, chemical shielding tensors orientations in the
molecular frame are almost identical for WALP23, WALP_7
and polyGLY-AL the maximum difference being equal to 51
for aC compared to WALP23 value (see Table 3).
However, when an external electric field is applied, several
angle values are significantly modified as a function of the
field intensity. For clarity reasons, only in vacuo results of
calculations performed using the optimal electric field intensity
(140 " 10#4 for WALP_7 and 20 " 10#4 for WALP23 and
polyGLY-AL) are presented in Table 3. Others results with
several electric field intensities are given in the ESI.w It should
be stressed that for the three molecular models, the 15N e33
eigenvector orientation is almost not modified by the application
of the electric field. As stated in previous paragraphs, an
electric field with an intensity of 140 " 10#4 a.u. is necessary
to obtain good eigenvalues for WALP_7. Nevertheless, using
such intensity for the applied electric field modifies the
eigenvectors orientation by up to 161 for 13C1 and 351 for
15N. Thus, while this electric field is adequate for correcting
chemical shielding eigenvalues, it is not suitable for correcting
chemical shielding eigenvectors. In WALP23 or polyGLY-AL
model, the intensity of the electric field (20" 10#4 a.u.) applied
for chemical shielding tensor correction is less important.
Consequently, the deviation of the eigenvector orientation
from unperturbed chemical shielding tensors is rather small
(max difference = 41) and one can safely use such computa-
tional strategy in order to obtain accurate chemical shielding
eigenvalues and eigenvectors with minimal computational
effort.
Conclusions
In this paper, an extensive computational study of the NMR
properties at the GIAO–DFT level has been proposed on
WALP23 a-helix transmembrane peptide. For this purpose,
solid state NMR experimental data of a dry specifically
labelled peptide (13C1 Alanine 13 and
15N Leucine 14) have
served as references in order to calibrate an accurate
and ‘‘inexpensive’’ computational strategy. While calculation
on the whole peptide reveals good agreement compared to
experiment, this molecular model is too large to envisage
performing calculations on this system routinely.
In order to reduce computational time, a smaller peptide
WALP_7 has been proposed that includes residues for which
NMR parameters must be calculated and one helical step in
order to include local hydrogen bond associated to the peptide
bond chemical groups (amide and carbonyl groups). Our
calculations clearly show that this molecular model is sufficient
Fig. 6 Leu14
15N (a) and Ala13
13C1 (b) evolution of sii–siso (i = 1–3) as a function of number of peptide planes (helix size). Circle i= 1, square
i = 2, star i = 3. Horizontal lines are theoretical WALP23 references.
Table 3 Ala13
13C1 and Leu14
15N eigenvector orientation relative to the molecular frame determined without and with the optimal applied
electric field (see text for details) for WALP_7, WALP23 and polyGLY-AL
a(13C1) b(13C1) g(113C1) a(15N) b(15N) g(15N)
WALP_7
In vacuo 36.4 4.2 2.8 20.3 16.6 18.7
With field (140 10#4 a.u.) 47.7 18.3 11.9 53.0 52.5 18.1
WALP23
In vacuo 31.8 2.4 2.0 20.7 17.7 19.5
With field (20 10#4 a.u.) 36.2 5.3 4.5 21.9 19.0 19.6
polyGLY-AL
In vacuo 32.5 2.4 2.4 19.2 15.7 19.3
With field (20 10#4 a.u.) 35.3 4.5 4.1 17.5 13.3 19.2
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to reproduce 15N amide chemical shielding tensor while the
13C1 carbonyl chemical shielding tensor is calculated with less
accuracy. It is shown that this discrepancy is due to the bad
reproduction of the hydrogen bond network created by the
whole peptide backbone that adopts an a-helix type secondary
structure. Application of an external electric field is proposed
in order to model the hydrogen bond network effects on local
hydrogen bond. While this approach allows calculating
chemical shielding tensors with accurate eigenvalues, the
associated eigenvectors are largely modified. Moreover, at this
stage of the study, no control on the choice of the electric field
intensity is possible. It should be necessary to perform similar
studies on peptides of various size in order to highlight
possible correlation between the applied electric field intensity
and the peptide size. Consequently, WALP_7 peptide is not a
good alternative for reproducing NMR characteristics of
WALP23. In order to explicitly include the hydrogen bond
network, a 23 residues polyglycine that includes the Alanine
and Leucine residues for which NMR parameters must be
calculated is proposed as the chemical model. It is shown that
this molecular model associated (or not) to a low intensity
external electric field allows calculating 15N and 13C1 CSA
tensors (eigenvalues and eigenvectors) with a quantitative
accuracy compared to experiment. These calculations are
carried out with a computational cost divided by almost one
order of magnitude compared to the calculations on the real
peptide.
In the future, the computational strategy presented in this
paper will allow performing NMR calculations on larger and
more complicated peptide in terms of sequence. However,
further studies concerning the influence of amino acid side
chains (more particularly, polar and charged residues) remain
necessary in order to estimate to what extent these residues
perturb chemical shielding tensors of 15N amide and 13C
carbonyl atoms that are located on the peptide backbone.
This strategy will also permit to carry out, within a reasonable
time, calculations on a large number of molecular structures
that can be extracted from molecular dynamic simulations, for
example, in order to introduce fast nuclear motions in the
theoretical description of chemical shielding tensors.
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Fig.S2 Variation of eigenvector orientation relative to molecular frame as a function of applied electric field. Reference as 
been set to calculation performed without electric field. a) Ala13 
13C1 alpha (square) and beta (circle) variations. b) Leu14 
15N 
alpha (square) and beta (circle) variations. c) Leu14 
15N (square) and Ala13 
13C1 (circle) gamma variation. Plain line = 
WALP_7, Dashed line = WALP23 and Dashed – Point line = polyGLY-AL. 
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Conclusion
La mise en place d’une stratégie de calcul des propriétés RMN de deux noyaux (13C et
15N) du squelette peptidique de WALP 23 (peptide de 23 acides aminés) a été dévelopée
dans ce chapitre.
La prise en compte de différents paramètres géométriques nous a conduit à considérer
la structure standard (angles et longueurs de liaisons standard d’une hélice α) comme étant
une représentation correcte de la géométrie de WALP en membrane. Les calculs sur cette
structure ont donné des résultats satisfaisants (environ 10% d’erreur en comparaison avec
les résultats expérimentaux) mais trop coûteux en temps de calcul. Il était alors impossible
d’imaginer appliquer la même stratégie sur des peptides similaires (structurés en hélice α)
ou plus complexes (séquences peptidique plus longue). Nous avons donc dû réduire la taille
de notre système, soit en ne conservant que 7 acides aminés sur 23, soit en conservant les
23 acides aminés mais en supprimant les chaînes latérales.
Nous avons montré qu’un certain nombre d’effets environnementaux étaient importants.
Plus particulièrement, la reproduction du réseau étendu de liaisons hydrogène, qui constitue
le « ciment » de la structure secondaire de WALP, et qui implique les noyaux pour lesquels
nous avons calculé les propriétés de RMN, est un élément primordial dont nous avons tenu
compte dans notre modèle en conservant ce réseau en entier (23 acides aminés). Le coeur
du peptide étant constitué d’une alternance de leucines et d’alanines, nous avons étudié
l’importance des effets des chaînes latérales de ces acides aminés. Nous avons montré que
seules les chaînes des acides aminés contenant les noyaux d’intérêt (ceux dont on veut
déterminer les paramètres de RMN) sont importantes. C’est pourquoi, le modèle que nous
avons présenté dans ce chapitre est une polyglycine, construite à partir de WALP 23 dont
les acides aminés ont été remplacés par des glycines exceptés les acides aminés d’intérêt
(marqués pour les expériences de RMN solide au 13C et au 15N) qui ont été conservés
(alanine 13 et leucine14). Nous avons également montré, qu’il était possible d’affiner les
résultats (de se rapprocher au plus près des valeurs propres déterminées expérimentalement)
en ajoutant une perturbation lors du calcul de la RMN : un champ électrique. Celui-ci permet
de mieux reproduire les effets du réseau de liaisons hydrogène par un effet de repolarisation
des densités électroniques au niveau de ces liaisons. Ceci pourrait être traduit comme une
correction aux calculs utilisant la DFT qui posent des problèmes dans la représentation des
liaisons faibles. Néanmoins, l’utilisation d’une telle perturbation reste limitée puisque nous
ne pouvons proposer une règle générale permettant d’appliquer le même type de corrections
à des systèmes autres que WALP 23.
Nous avons montré que notre modèle était capable de reproduire correctement les valeurs
propres expérimentales ; nous avons donc avancé l’hypothèse que, les valeurs propres étant
correctement reproduites, les vecteurs propres associés aux tenseurs CSA l’étaient aussi.
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A partir de là, notre stratégie pourra être appliquée à des systèmes similaires (peptides
structurés en hélices α), afin de compléter, voire de remplacer les expériences de RMN so-
lide (dans le cas d’une mesure statique). En effet, dans certains cas il est difficile d’obtenir
des résultats expérimentaux satisfaisants par manque de sensibilité (mauvais rapport si-
gnal/bruit), mais aussi à cause de la difficulté à préparer les échantillons, de la stabilité des
échantillons dans le temps... On notera toutefois que nous avons uniquement montré que
l’utilisation d’un tel modèle est possible pour un peptide ne possédant pas d’acide aminé
chargé et pour décrire les propriétés de noyaux se situant sur le squelette peptidique (13C
du groupement carbonyle et 15N de l’amide). Notre stratégie doit donc être utilisée avec
précaution dans le cas de peptides contenant des acides aminés tels que l’acide glutamique,
l’acide aspartique, la lysine, l’arginine et l’histidine, ou pour caractériser des noyaux autres
que ceux que nous avons étudiés. Notre stratégie reste est donc applicable à un bon nombre
de peptides naturels ou parties de protéines, sous certaines conditions.
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Introduction
Nous avons pour objectif de mettre en place un modèle dynamique décrivant l’orientation
et la dynamique de WALP en membrane. Pour cela, nous avons développé une méthode,
MACADAM (Multiple Anisotropic Constraints And Dynamical Analysis of Membrane pep-
tides), basée sur un modèle quasi-statique présenté précédemment par Killian [53], qui est
décrit par deux paramètres statiques : τ et ρ, et deux paramètres dynamiques : ∆τ et ∆ρ
(Fig. 2.1).
Fig. 2.1: Définitions des 4 paramètres à déterminer dans le modèle MACADAM
Afin d’obtenir ces quatre paramètres, il est indispensable de calculer un certain nombre
de contraintes anisotropes, décrites par des tenseurs d’orientations différentes dans le re-
père moléculaire, tels que les CSA dynamiques 13C et 15N, les couplages dipolaires 13C-15N
ou encore des éclatements quadripolaires 2H3-C. Chaque interaction dépend également de
l’orientation et de la dynamique de la molécule.
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Toutes ces interactions peuvent être entièrement déterminées par RMN de l’état solide,
exceptée les CSA moyennées qui nécessitent la connaissance de l’orientation du tenseur
(CSA) statique. La mesure de ces orientations nécessite l’analyse d’échantillons cristallins,
indisponibles pour ce peptide. A ce niveau, les outils de chimie quantique se sont avérés
indispensables et très efficaces. Le modèle théorique utilisé a été présenté dans le chapitre
précédent et a permis d’obtenir les orientations des vecteurs propres associés aux tenseurs
CSA statiques avec une bonne précision. La mise en place de notre modèle MACADAM
ainsi que la détermination de tous les paramètres est explicitée dans l’article suivant :
A. Holt, L. Rougier, V. Réat, F. Jolibois, O. Saurel, J. Czaplicki, J. A. Killian, and A.
Milon, « Order Parameters of a Transmembrane Helix in a Fluid Bilayer : Case Study of a
WALP Peptide », Biophys. J. , 98, 2010, 1864–1872
Article
100
Order Parameters of a Transmembrane Helix in a Fluid Bilayer: Case Study
of a WALP Peptide
Andrea Holt,{6 Le´a Rougier,†‡§6 Vale´rie Re´at,†§ Franck Jolibois,‡§ Olivier Saurel,†§ Jerzy Czaplicki,†§
J. Antoinette Killian,{ and Alain Milon†§*
†Universite´ de Toulouse-Universite´ Paul Sabatier, IPBS, Toulouse, France; ‡Universite´ de Toulouse-Institut National des Sciences
Applique´es-Universite´ Paul Sabatier, LPCNO, Toulouse France; §Centre National de la Recherche Scientifique, Toulouse, France;
and {Utrecht University, Biochemistry of Membranes, Bijvoet Center for Biomolecular Research, Utrecht, The Netherlands
ABSTRACT A new solid-state NMR-based strategy is established for the precise and efficient analysis of orientation and
dynamics of transmembrane peptides in fluid bilayers. For this purpose, several dynamically averaged anisotropic constraints,
including 13C and 15N chemical shift anisotropies and 13C-15N dipolar couplings, were determined from two different triple-
isotope-labeled WALP23 peptides (2H, 13C, and 15N) and combined with previously published quadrupolar splittings of the
same peptide. Chemical shift anisotropy tensor orientations were determined with quantum chemistry. The complete set of
experimental constraints was analyzed using a generalized, four-parameter dynamic model of the peptide motion, including
tilt and rotation angle and two associated order parameters. A tilt angle of 21! was determined for WALP23 in dimyristoylphos-
phatidylcholine, which is much larger than the tilt angle of 5.5! previously determined from 2H NMR experiments. This approach
provided a realistic value for the tilt angle ofWALP23 peptide in the presence of hydrophobic mismatch, and can be applied to any
transmembrane helical peptide. The influence of the experimental data set on the solution space is discussed, as are potential
sources of error.
INTRODUCTION
In a number of recent publications, the orientation of trans-
membrane peptides has been discussed, particularly in the
context of hydrophobic mismatch (1,2). The standard NMR
method of probing the tilt and rotation angle of a peptide in
a bilayer is based on the polarization inversion with spin
exchange at magic angle (PISEMA (3)) experiment, which
measures the 15N chemical shift and 15N-H dipolar coupling
on each amide bond. More recently, as an alternative
approach, the geometric analysis of labeled alanines
(GALA) was developed based on 2H NMR quadrupolar
splitting (4–6). With this method, relatively small tilt angles
(typically 5–10!, 5.5! for WALP23 in 1,2-dimyristoyl-sn-
glycero-3-phosphocholine (DMPC)), were determined for
WALP peptides, which are model peptides designed as
mimics of a-helical transmembrane segments of membrane
proteins. In a recent study, 15N PISEMA and 2H GALA
NMR approaches were compared on a similar peptide
(GWALP23 in 1,2-dilauroylphosphatidylcholine), yielding
in both cases a fairly small tilt angle of ~13–10! (7). Similar
angle values were obtained by oriented circular dichroism
(CD) (8) and attenuated total reflection (ATR) Fourier
transform infrared (9) spectroscopies. These results are in
apparent contradiction with recent molecular dynamics
(MD) simulations, which show that these transmembrane
peptides are subject to large-amplitude whole-body motions
and that they adopt large tilt angles of, e.g., 31! 5 12! for
WLP23 (10) or 33.5! 5 9! (11) for WALP23 in DMPC.
Although the authors of these MD simulations themselves
point out some limitations, such as the length required to
properly sample the peptide’s behavior, the simulations
clearly reveal that neglecting dynamical averaging in 2H
quadrupolar splitting interpretation leads to erroneous tilt
angles. Therefore, an accurate analysis of the NMR data
requires models that include dedicated peptide motions. It
has been discussed already that dynamical averaging may
be an important factor in the interpretation of PISEMA
experiments (12,13). Simulations of quadrupolar splitting
of deuterated alanines in a peptide helix reveal that dynam-
ical averaging has an even more pronounced effect on the
quadrupolar splittings. This is illustrated in Fig. 1.
Fig. 1 b shows that using the GALA approach (no
wobbling, no oscillation), a larger tilt angle leads to a stronger
variation of the quadrupolar splitting for various label posi-
tions. If oscillations about the long axis of the peptide are
included in the simulations, these variations of the quadrupo-
lar splitting are dampened. This behavior is illustrated in
Fig. 1 c for a peptide with a tilt angle of 12! with Dr varying
from 1! to 150!. In such a way, averaging via oscillations
gives rise to an apparent tilt angle smaller than its actual
value. Finally, in Fig. 1 d, wobbling-in-a-cone motions
around the helix axis are also included in the simulations,
and it is shown that similar curves can be achieved for
different sets of parameters.
From these simulations, it is obvious that quadrupolar
splittings alone are not sufficient to distinguish various
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dynamical models as soon as wobbling and oscillations are
taken into account, and that neglecting such peptide motions
can lead to an underestimation of the tilt angle (such as 12!
instead of 18!). Similar behavior was described recently in
a study by Strandberg et al. (13). It is therefore essential to
add different experimental anisotropic interactions (such as
chemical shift anisotropy and dipolar coupling) when per-
forming a dynamical analysis. The recent work of Vostrikov
et al. (7) is along this line, combining 2H NMR and PISEMA
experiments. However, the data were analyzed with a semi-
static, two-parameter model, with the associated artifacts
illustrated above (the term semistatic is employed since
a global, isotropic order parameter, scaling down the NMR
interaction, is often included).
In this study, we establish an approach based on comple-
mentary anisotropic constraints to analyze the dynamics
of membrane peptides, which to our knowledge is a new
approach. For this purpose, two triple-isotope-labeled
WALP peptides have been synthesized. Additional aniso-
tropic NMR parameters, including two 15N amide chemical
shift anisotropies (CSAs), two 13C carbonyl CSAs, and
two 15N-13C dipolar couplings (DCs) between spins con-
nected via the peptide bond were determined and combined
with the six previously determined alanine methyl 2H quad-
rupolar splittings (6). The previous deuterium NMR data
already showed that the peptide is tilted (i.e., that its most
probable orientation is not the bilayer normal) and that fast
axial diffusion is active along the bilayer normal but not
along the a-helix axis (the bilayer normal is an axis of
symmetry for the movement, the a-helix axis is not). There-
fore, a simple Maier-Saupe orienting potential (14) cannot be
used to describe the peptide motion. The data analysis is thus
based on a helix rigid-body motion characterized by (see
Fig. 1 a): 1), a fast axial diffusion of the peptide around
the bilayer normal; 2), an averaged position of the peptide
in the bilayer defined by a tilt angle, t0 (between the diffu-
sion axis and the a-helix axis), and a rotation angle, r0
(around the a-helix axis); 3), a wobbling amplitude, Dt,
around the averaged tilt angle, t0; and 4), an oscillation
amplitude, Dr, around the averaged rotation angle, r0.
The anisotropic NMR interactions each explore a large
range of orientations of the principal axis system (PAS)
with respect to the helix axis, with the 15N CSA being mostly
sensitive to tilt and wobbling (as in the PISEMA approach),
whereas the other anisotropic constraints are sensitive to a
combination of the four parameters, each in a specific way.
FIGURE 1 Influence of dynamical averaging on quadru-
polar splitting. (a) Dynamic model describing the orienta-
tion and the dynamics of the peptide by a wobbling (Dt)
in a cone around the averaged value of the helix tilt angle
(t0) and an oscillations (Dr) around the averaged value
of helix rotation angle (r0). The fast axial diffusion takes
place around the bilayer normal. (b–d) The three graphs
represent the dependence of the quadrupolar splitting as
a function of the label position around the helix (character-
ized by the j angle). (b) Variation for four tilt angles, t0
(1!, 10!, 20!, and 30!), with no wobbling and no oscilla-
tion. (c) Variation for a tilt angle of t0 ¼ 12!, with oscilla-
tions of Dr ¼ 1!, 50!, 100!, and 150!. (d) Comparison
of three dynamical models, (t0 ¼ 12!, Dt ¼ 0!, Dr ¼ 0!),
(t0 ¼ 6!, Dt ¼ 10!, Dr ¼ 0!), and (t0 ¼ 18!, Dt ¼ 0!,
Dr ¼ 80!). All plots were obtained for the same value of
helix rotation angle (r0).
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This appears to be essential for the identification of a
unique motional model capable of fitting all the experimental
data.
MATERIALS AND METHODS
Materials
DMPC was obtained from Avanti Polar Lipids (Alabaster, AL) and used
without further purification. Two different 2H, 13C, and 15N isotopically
labeled WALP23 peptides (acetyl-GW2(LA)8LW2A-NH2) were synthe-
sized using Fmoc/tBu solid-phase synthesis, WALP23(2H3-Ala
13,
13C1-Ala
11,15N-Leu12), referred to as WALP23#1, and WALP23(2H3-Ala
7,
13C1-Ala
13,15N-Leu14), referred to as WALP23#2. Deuterium-labeled
L-alanine (3,3,3-d3, 99%),
13C1-labeled L-alanine (1-
13C, 99%), and
15N-labeled L-leucine (15N, 98%) were purchased from Cambridge Isotope
Laboratories (Andover, MA). Fmoc (9-fluorenylmethyloxycarbonyl) was
used to protect its amino functionality, as described by ten Kortenaar et al.
(15), before being used in the peptide synthesis. The molecular mass of the
synthesized peptides was verified by mass spectrometry and the purity was
analyzed by high-performance liquid chromatography (HPLC) using a C4
reverse-phase HPLC column. For analytical and, if necessary, preparative
HPLC, a solvent system with solvent A, composed of 95% water, 5% aceto-
nitrile, and 0.1% TFA (trifluoroacetic acid), and solvent B, composed of 80%
acetonitrile, 20% isopropanol, and 0.1% TFA, was used. The purity of the
peptides used in this study was >95%.
NMR sample preparation
Static parameters of 15N and 13C anisotropic interactions were determined
from lyophilyzedWALP23 peptide, and 6.5 mmol of powder of each peptide
were packed into a 3.2-mm rotor. The 2H static quadrupolar coupling
constant of Ala methyl was measured on 60 mg of dry WALP23#2 peptide.
For WALP23 inserted into large unilamellar vesicles of DMPC, solutions of
20 mMDMPC in chloroform were prepared, and the lipid concentration was
determined by the Rouser phosphorus assay. Solutions of WALP23 were
prepared with a concentration of 500 mM in trifluoroethanol and the concen-
tration of WALP23 was determined by absorption spectroscopy using an
extinction coefficient of 22,400 M#1 cm#1 at 280 nm. Unoriented samples,
i.e., liposomes, were used instead of oriented bilayers to allow complete
control of the hydration level. Typically, 0.7 mmol of WALP23 peptides
and 70 mmol DMPC were mixed in solution (1:100 peptide/lipid molar
ratio). The organic solvents were evaporated under a nitrogen flow and
further removed under vacuum overnight (ca. 10#2 mbar). Subsequently,
the samples were hydrated with Milli-Q water and lyophilized to yield a
fluffy powder, facilitating a thorough hydration at the low hydration levels
needed. The unoriented samples were hydrated with deuterium-depleted
water to 33% (water/(water þ lipid þ peptide), w/w) and incubated over-
night at 37!C to equilibrate the hydration throughout the sample.
NMR experiments
Solid-state magic angle spinning (MAS) experiments were carried out on a
Bruker (Billerica, MA) Avance narrow-bore spectrometer operating at
700.13 MHz for 1H. A Bruker 3.2-mm MAS triple-tuned solenoid coil
was used for 13C and 15N experiments. Nonspinning 2H and 15N spectra
were recorded on a Bruker Avance narrow-bore spectrometer operating at
500.13 MHz for 1H with a 5-mm simple-resonance and a 7-mm double-reso-
nance probe, respectively, both equipped with a solenoid coil oriented at 90!
with respect to the magnetic field. The sample temperature was 313 K in
every case. 13C spectra were referenced to 2,2-dimethyl-2-silapentane-5-
sulphonate and 15N spectra to liquid ammonia, using the 1H chemical shift
of lipid’s methyl resonances (0.85 ppm) as an internal reference for each
nucleus.
13C and 15N static and averaged CSA parameters were determined from
standard cross-polarization (CP) MAS spectra. Isotropic chemical shifts
were determined at a spinning frequency of 10 kHz. CSAs were recorded
by spinning side-band analyses. Typically, 4 kHz and 3 KHz, respectively,
were used for the 13C and 15N static CSA determinations, whereas 0.75 kHz
and 1kHz were used for the averaged CSA of WALP23 peptides into DMPC
liposomes. 15N CSA of WALP in lipid bilayers was also determined from
the static NMR powder spectrum. 13C-15N dipolar couplings were deter-
mined using a standard REDOR (16) experiment at a spinning frequency
of 10 kHz, the DS/S0 REDOR curves were fitted in a standard manner
(17) using Mathcad software (17–19). Deuterium NMR spectra were
acquired using a standard quadrupolar echo pulse sequence (see Supporting
Material for details on NMR experiments).
Determination of experimental static
and dynamically averaged CSA
13C CSA parameters were obtained by the analysis of spinning side-band
intensity using Dmfit freeware (http://crmht-europe.cnrs-orleans.fr/
dmfit/).The static CSA and the asymmetry parameter were defined as
daniso ¼ d33 # diso and h ¼ (d22 # d11)/(d33 # diso), respectively, with
jd33 # disoj R jd11 # disoj R jd22 # disoj. The 13C averaged CSA values
were determined by using a Hertzfeld-Berger analysis to extract the compo-
nents of the 13C dynamically averaged axially symmetric CSA, defined as
CSAexp ¼ 3/2 (d90! # diso), where d90! is the chemical shift of peptide in
membrane oriented at 90! with respect to the magnetic field and diso is the
isotropic chemical shift. 15N averaged axially symmetric CSAexp values
were determined from d90! and diso, respectively, measured on a powder
static 15N spectrum and on a CP-MAS spectrum at 10 kHz of spinning
frequency (6).
Quantum chemistry calculation
The peptide’s geometry and the 15N and 13C CSA static tensor components
(more specifically, principal axis orientation with respect to the helix geom-
etry) are required for the calculation of dynamically averaged anisotropic
interactions. Both the structure and the static theoretical NMR spectroscopic
data were determined using a quantum chemical approach.
All quantum chemical calculations were performed using the Gaussian
03 suite of programs (20). Molecular geometries ofWALP23were optimized
starting from a perfect canonicala-helix structure (F¼#58! andJ¼#47!)
using the ONIOM hybrid approach (21,22) that divides the system into an
active and an inactive part. The active part (seven residues centered on the
Ala11-Leu12 or the Ala13-Leu14 peptide bond)was calculated using the hybrid
density functional theory B3LYP method (23,24) associated with a Pople-
type double x basis set augmented by polarization functions on all atoms
(namely, 6-31G(d,p)) (25). The inactive part of the system (the rest of the
peptide) was calculated using a semiempirical (AM1) approach (26–28).
NMR chemical shielding tensors were computed at the B3LYP/6-31G(d,p)
level of theory on the whole peptide using the gauge including atomic orbital
method for the numerous advantages it offers (29–33).
To allow the calculation of motionally averaged CSA parameters, the
molecular frame (M) was chosen as follows: the z axis is the main inertia
axis of the a-helix; the x axis is perpendicular to the z axis and contains
the Leu12 a-carbon; the y axis completes the direct orthonormal frame.
Thus, aCSAPM , b
CSA
PM , and g
CSA
PM (see Table 2 and Results and Discussion) are
the Euler angles associated with the rotation matrix between the CSA tensor
principal axis system PAS and the molecular frame M using the zyz conven-
tion. 15N-13C1 dipolar-coupling and methyl Ala
2H quadrupolar-coupling
tensor orientations are defined by the spherical coordinates (Q and F) of
the 13C-15N and Ca-Cb bond in the molecular frame. The associated numer-
ical values were extracted from the quantum chemical optimized geometries.
Computation of the dynamically averaged
anisotropic interactions and experimental fittings
Using the static anisotropic tensor information obtained as described above,
dynamically averaged interactions were computed using a four-parameter
Biophysical Journal 98(9) 1864–1872
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model of motion involving tilt (t0), wobbling in a cone of angle (Dt), rota-
tion (r0), and oscillation of amplitude (Dr) (see Fig. 1 a). Internal dynamics
of the peptide’s helical structure, although certainly present, were assumed
to be negligible based on the observation by molecular dynamics that the
helical structure is well preserved during the simulations (11).
Both quadrupolar and dipolar splittings were computed from the
expression
g
!
b
QC=DC
PN
"
¼ KQC=DC % 3cos
2b
QC=DC
PN # 1
2
;
where the constant KQC/DC depends on the type of interaction, quadrupolar
(QC) or dipolar coupling (DC), respectively; b
QC=DC
PN defines the orientation
of the bilayer normal, N, relative to the principal axis frame of dipolar or
quadrupolar interaction tensor (where the C-D quadrupolar tensor is qua-
siaxially symmetric). This equation is given for bilayers oriented with the
bilayer normal parallel to the magnetic field.
The CSA effects depend on the spherical coordinates bCSAPN and a
CSA
PN of
the bilayer normal ~N in the principal axis frame (PAF) of the CSA tensor
(where h is the asymmetry parameter):
h
#
bCSAPN ;a
CSA
PN
$ ¼ #K 0CSA % %&3cos2bCSAPN # 12
'
# 1
2
h
#
sin2bCSAPN cos2a
CSA
PN
$(
:
Following the Wigner rotation matrix formalism (34), equations gðbQC=DCPN Þ
and hðbCSAPN ;aCSAPN Þ were expressed as functions of the PAS orientation rela-
tive to the molecular frame (denoted M) and M orientation relative to the
diffusion frame (denoted N).
Peptide motion in the submicrosecond timescale leads to time-modulated
biPN and a
i
PN angles, and was included by integrating gðbQC=DCPN Þ and
hðbCSAPN ;aCSAPN Þ over the angles describing the movements, i.e., a variation
of t between t0 # Dt and t0 þ Dt and of r between r0 # Dr and
r0 þ Dr, as described in the Supporting Material.
The dynamically averaged theoretical anisotropic interactions (QCs, DCs,
and CSAs) were then calculated and compared to the experimental data. The
sum of their squared differences was minimized to obtain the best fit. To
avoid the traps of local minima typical for gradient-based approaches, we
have used GOSA (35), a multivariate global optimization program based
on simulated annealing (http://www.bio-log.biz). To estimate errors of the
best-fit parameters, a Monte Carlo approach was employed (36). A set of
100 combinations of experimental values was randomly generated within
the limits of experimental error, and the fit was performed for each of
them. This gave a representation of multiple minima in the four-parameter
space (see, e.g., rows F1 and F2 in Table 3), and the range of possible values
for each fitted parameter. Multidimensional integration was performed with
the CUBA library (37).
RESULTS AND DISCUSSION
Secondary structure and aggregation state
of WALP23
For interpretation of the solid-state NMR data in terms of
a structural and dynamic model of WALP23, it first is impor-
tant to know whether under the experimental conditions
used, the peptide can be considered as a monomeric and
stable helix, diffusing freely in the fluid bilayer.
Different studies have shown the backbone structure of the
WALP peptides to be remarkably robust, even withstanding
considerable mismatch. This is most clear from FTIR
measurements, which showed, at the amide I position of a
range of different-length WALP peptides, an intense narrow
band that did not shift or broaden upon either increasing or
decreasing bilayer thickness (9). Also, CD measurements
(9,38) showed an a-helical structure under a range of condi-
tions, and fits of 2H NMR data on Ala-d4-labeled peptides
suggested significant distortion only at conditions of extreme
positive mismatch (39). In addition, a variety of MD simula-
tions suggested a rather perfect and robust a-helix (11,40).
With respect to the aggregational behavior, it should be
mentioned that different lines of experimental evidence sug-
gest that WALP23 by itself has no tendency to self-associate
in a lipid bilayer. For example, the lipid flip-flop-promoting
effect of the peptides was found to be perfectly linear over
a wide range of peptide concentrations (41). Also, self-
quenching of pyrene-labeled peptides was found to occur
only at peptide concentrations significantly higher than those
in this study (42), and the same holds for sucrose density
gradient centrifugation experiments, which showed homoge-
neous peptide/lipid mixtures up to very high peptide/lipid
ratios (38). So far, only in the gel phase of DPPC and other
saturated lipids aggregates have been observed by AFM.
However, these were linear aggregates, supporting in fact
the notion that the peptides have a strong preference for
interaction with lipids (43). Nevertheless, to avoid any risk
of peptide aggregation, we performed our analysis on
samples with a relatively low peptide/lipid ratio of 1:100.
Static 13C and 15N CSA tensor parameters
computed by quantum chemistry
Static 13C and 15N CSAs and asymmetry parameters were
found to be close to the experimental values obtained on
dry peptide. Consequently, we can be confident of their
correctness and, in particular, of the quality of the eigenvec-
tors (tensor orientation relative to the molecular frame (see
Table 1)). To check the accuracy of our theoretical chemi-
cal-shielding eigenvectors, we can define the tensor orienta-
tion relative to the peptide plane (Fig. 2 and Table 1).
For the 15N tensor, aN is the angle between e11 and the
Ni-Ci#1 peptide bond, bN the angle between e22 and the
normal to the peptide plane, and gN the angle between e33
and the N-H bond, where eii is the eigenvector associated
with the sii eigenvalue (see Fig. 3 for eii representation).
For the 13C1 tensor, aC is the angle between e11 and the
Ni-Ci#1 peptide bond, bC the angle between e22 and the
TABLE 1 Chemical shift tensor orientation relative to the
peptide plane computed for WALP23 peptide
13C aC bC gC
Ala11 32.2 2.1 2.1
Ala13 31.8 2.4 2.0
15N aN bN gN
Leu12 20.9 17.9 19.2
Leu14 20.7 17.7 19.5
See text for details regarding definition of angles.
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C-O bond, and gC the angle between e33 and the normal to
the peptide plane. The angles obtained on both peptides
(see Table 1) are in agreement with the standard values
used to describe 15N and 13C chemical-shift tensor eigenvec-
tors (44–46). In particular, 15N the angle between e33 and the
N-H bond is equal to 19! and the e11 is tilted by ~21! from
the peptide plane. For 13C1, the aC angle is close to 32
!, e22 is
almost colinear to the carbonyl C-O bond, and e33 is perpen-
dicular to the peptide plane.
MAS NMR experiments on peptides inserted
into membranes
To ensure compatibility of the existing 2HNMR data with the
new NMR data, a deuterium-labeled alanine was included
in each peptide, which made it possible to check the sam-
ple conditions by deuterium NMR. For both triple-labeled
peptides, the quadrupolar splittings found were identical to
previously published values (6) (data not shown). In addition,
each sample permitted the determination of the 15N amide
chemical shift and averaged CSA for one leucine, 13C
carbonyl chemical shift and averaged CSA for one alanine
(Fig. 3), and one 15N-13C dipolar coupling linked to the
dynamics and orientation of the N-C1 peptide bond (data
not shown).
Isotropic chemical shifts were determined at a spinning
frequency of 10 kHz on both peptides inserted into bilayers.
The carbonyl 13C line widths were equal to 0.3 ppm, which
is a good indication of structural homogeneity. The isotropic
13C chemical shift, 178.9 ppm in both cases, was typical
for a peptide in a helical conformation, confirming that the
peptide’s dynamics preserves a helical conformation at posi-
tions 11 and 13.
To determine dynamically averaged CSAs, two strategies
were applied, depending on spectral overlap and sensitivity
of each nucleus. For 13C, dynamically averaged CSAs
were obtained from slow-spinning side-band MAS spectral
analysis, which makes it possible to resolve resonances
arising from the peptides and those arising from natural-
abundance lipid carbonyls (see Fig. 3 a). For 15N dynami-
cally averaged CSAs, the most efficient method, due to the
low signal intensity, appeared to be a comparison between
the isotropic chemical shift measured under MAS conditions
and the powder spectrum measured under static conditions.
The most intense shoulder of the powder spectrum provides
a value of d90! (Fig. 3 b), as was already proposed by Cady
et al. (47) for axially diffusing peptides. The magic-angle
hole can be seen in 15N static spectra and results from the
colinearity of the chemical-shift tensor and the dipolar-
coupling tensor in uniaxially mobile molecules (48).
The CSA values for both 15N and 13C confirm the dynam-
ical behavior of the peptide, since they are significantly
lower in liposomes than in peptide powder (compare, for
FIGURE 2 Schematic representation of eigenvector orientation with
respect to the peptide plane for 13C1 and
15N CSA tensors.
FIGURE 3 13C and 15N MAS NMR spectra for
CSA determination for WALP23(2H3-Ala
13,13C1-Ala
11,
15N-Leu12) peptide in DMPC liposomes (molar ratio
1:100, wt % water of 33%) and and as a dry peptide. (a)
13C1-Ala
11 spinning side-band spectrummeasured at 1 kHz
spinning frequency. The peaks labeled with stars corre-
spond to signals from lipid carbonyls. (b) Overlay of
15N-Leu12 10 kHz spinning MAS NMR spectrum (black)
and 15N-Leu12 NMR powder spectrum (gray) of lipo-
somes, displaying the highest intensity for bilayers
oriented at 90!. Similar data were obtained for WALP23
(2H3-Ala
7,13C1-Ala
13,15N-Leu14) peptide in DMPC lipo-
somes (data not shown). (c) 13C1-Ala
11 spinning side-
band spectrum at 4 kHz spinning frequency, on dry
peptide. (d) 15N-Leu12 spinning side-band spectrum
measured at 3 kHz spinning frequency on dry peptide.
Similar data were obtained for WALP23(2H3-Ala
7,
13C1-Ala
13,15N-Leu14) peptide (data not shown).
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example, Fig. 3, a and c, and Fig. 3, b and d, and values in
Table 2). Moreover, the asymmetry parameters extracted
from spinning side-band analysis of the 13C spectra were
found to be null for both peptides in liposomes, in agreement
with dynamics involving fast axial diffusion along the
bilayer normal, as was already demonstrated in previous
2H NMR experiments (5,6). The resulting part of the aniso-
tropic interaction is directly related to the peptide’s motion in
terms of tilt (t0), rotation (r0), wobbling (Dt), and oscilla-
tion (Dr).
All the computed static and experimentally determined
static and dynamically averaged CSAs are summarized in
Table 2, together with quadrupolar and dipolar splittings.
Data analysis and extraction of dynamical
parameters
Six new anisotropic constraints have been determined, and
these were combined with the previously published six quad-
rupolar splittings determined on peptides including deuter-
ated alanines. As described in Materials and Methods, we
then explored the entire space of possible solutions in terms
of a four-parameter dynamical model involving tilt, t0, rota-
tion, r0, wobbling, Dt, and oscillations, Dr. In the fitting
procedure, the principal axis orientations were taken from
computed values, whereas the principal values were the
experimental ones, measured on the dry peptide powder
by standard spinning side-band analysis (see Table 2).
The complementary orientations of the anisotropic tensors
allowed for identification of a well-defined region of agree-
ment between simulations and experiment, as illustrated in
Fig. 4 and Table 3 (line A).
Several important conclusions can be drawn from this
analysis:
1. The complete set of anisotropic constraints is sufficient
to extract the complete orientation and dynamics of the
WALP peptide in DMPC (Table 3, line A). The tilt
and rotation angles are determined with good accuracy
(20.85 1.4! and 1465 7!, respectively), which agrees
well with the tilt angle of 23! obtained recently using
a fluorescence approach (49) and confirms the trends indi-
cated in molecular dynamics simulations (11). Although
the qualitative agreement with fluorescence and MD
simulation is interesting, it should be realized that these
two approaches each have their own limitations, and we
believe that the NMR approach presented here is more
accurate. In particular, the MD work is on a completely
different timescale, and the motions seen by MD may or
may not accurately reflect the population examined on
the timescale of the NMR experiment. Our NMR analysis
furthermore shows that both the tilt and rotation angles are
very stable among the various subsets of constraints
(Table 3, lines A–E). The wobbling and oscillation ampli-
tudes are also determined with reasonable accuracy,
although slightly less precisely than tilt and rotation.
The oscillation amplitude, Dr, is very large (584!), con-
firming that data analysis based on a semistatic, two-
parameter model is inappropriate. The order of magnitude
of Dr is in complete agreement with the molecular
dynamics simulation (11,50). It should be stressed that,
compared with the GALA analysis, the rotation angle,
r0, initially determined is not modified. The angle of
155!, as determined in Ozdirekcan et al. (11,50) corre-
sponds to 145! in the molecular frame used in this article,
and hence corresponds well with the value of 146! ob-
tained here. These results show that dynamical averaging
mostly affects the tilt angle determination.
2. 15N-13C dipolar couplings obtained for this highly
dynamic peptide are weak (~300 Hz). The accuracy is
relatively low due to the low signal/noise ratio. Removal
of these constraints does not significantly change the
outcome of the fit (Table 3, line B), suggesting that one
should proceed with the analysis without parameters
from the fairly time-consuming REDOR experiments.
3. Adding 15N-H dipolar couplings such as those that can
be measured from the (also time-consuming) PISEMA
TABLE 2 Tensor components of the interactions used in the
fitting procedure and experimental NMR parameters reflecting
the peptide’s dynamical behavior
Chemical shift tensors
daniso*
(ppm) h* aCSAPM
y (!) bCSAPM
y (!) gCSAPM
y (!) CSAexpz (ppm)
[13C]Ala11 #84.2 0.59 #82.0 97.7 323.3 #16.45 1.6
[13C]Ala13 #85.1 0.62 #77.9 102.7 135.8 #20.15 2.0
[15N]Leu12 104.6 0.20 #163.3 15.1 20.5 #105.65 5.0
[15N]Leu14 104.5 0.19 #138.0 15.6 168.0 #114.65 5.0
Dipolar interactions
K* (Hz) Qy (!) Fy (!) DCexpz (Hz)
[13C]Ala11-[15N]Leu12 1010 68.9 312.4 3135 100
[13C]Ala13-[15N]Leu14 1010 69.3 114.6 2865 100
Quadrupolar interactions
K* (Hz) Qy (!) Fy (!) DnQz (Hz)
CD3-Ala
7 37,700 58.7 85.5 5005 500
CD3-Ala
9 37,700 58.1 247.8 57255 500
CD3-Ala
11 37,700 58.7 50.3 10005 500
CD3-Ala
13 37,700 58.2 212.3 60255 500
CD3-Ala
15 37,700 58.6 15.0 5005 500
CD3-Ala
17 37,700 58.3 176.9 60755 500
*Experimental static values measured on dry peptides.
yComputed values.
zDynamically averaged values (measured onmembrane-inserted peptide, at a
wt%water of 33%).CSAexp¼ d90! # d0! ¼3/2(d90! # diso) for peptide in axial
diffusion around the lipid bilayer normal. daniso¼ d33# diso, h¼ (d22# d11)/
(d33 # diso), with jd33 # disojR jd11 # disojR jd22 # disoj, ðaiPM;biPM;giPMÞ
and (Q,F) are the angles defining the CSA and dipolar or quadrupolar tensor
orientations in the molecular frame (see Materials and Methods). Experi-
mental uncertainties were estimated from two independent experiments and
several sets of fitting parameters. They were not sensitive to line width, and
the values finally retained and given in this table are very conservative
(10% relative error in most cases, 5% for 15N CSAs).
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experiment does not add much to the data analysis (Table
3, line C). This can be understood from the fact that the
main tensor orientations of 15N-H dipolar coupling and
15N CSA interactions are similar, i.e., almost parallel to
the helix axis. Both are very sensitive to the helix tilt
(t0 and Dt) and less sensitive to helix rotation (r and
Dr). Therefore, using only these two interactions is not
sufficient for accurate data analysis (see Table 3, line H,
where t0, Dt, and r0 are different, and where Dr is not
determined), but using one of them is necessary (and
sufficient) to separate the two pairs of variables. Accord-
ingly, using only the six CD3 quadrupolar splittings and
two 15N CSA values gives a good solution to the problem
(Table 3, line E), whereas six quadrupolar splittings alone
are not sufficient (Table 3, lines F1 and F2; note that the
best fitting in this case is obtained for F1, i.e., for a very
small tilt angle). It should be stressed that the PISEMA
experiment offers the advantage of a 2D experiment
in terms of increased resolution, and thus makes it
possible to obtain exploitable anisotropic interactions on
uniformly 15N-labeled peptides.
4. About exploring various motional models: largely similar
conclusions were derived when a Gaussian distribution
was used instead of a uniform distribution. In the case
of the Gaussian distributions, a global minimum was
found for t0 ¼ 16.2! 5 1.6!, Dt ¼ 12.0! 5 1.6!, r0 ¼
146.6! 5 15.4!, Dr ¼ 98.2! 5 5.5!. Hence, a slightly
smaller tilt angle was found, and the other parameters
were well within the experimental error. Although MD
simulations show that the helical structure is very
stable (11,40,51), internal dynamics of the peptide is
also expected to influence the data analysis to some
extent. This point is currently under examination by as-
sessing such ‘‘internal order parameters’’ from MD simu-
lations and by incorporating them into the data fitting
process.
5. In the search for an optimal strategy to do a dynamical
analysis of a transmembrane peptide (with fast axial diffu-
sion around the bilayer normal), we propose to use six
anisotropic interactions that allow optimal sampling of
different tensor orientations by selecting specific labeling
positions along the peptide helix (Table 3, line D). Thus,
accurate dynamical analysis is already possible by synthe-
sizing only two different triply labeled peptides, each of
which includes a 2H (CD3 on Ala11 or Ala13), a
13C1
(Ala11 or Ala13) and a
15N (Leu12 or Leu14) label, which
would require ~3–4 days of measurement time on a
500- to 700-MHz solid-state NMR spectrometer.
6. Regarding description of the motion in terms of order
parameters: using the notation of Goormaghtigh et al.
(52), one can convert the values of t0 and Dt into values
of order parameters. The distribution of helix axis can
be described by the product of two order parameters:
Shelix ¼ Shelix angle % Shelix order
FIGURE 4 Best fit (dark gray bars) to the 12 experi-
mental anisotropic constraints obtained from NMR (light
gray bars) corresponding to results on line A of Table 1.
(a) CD3 quadrupolar couplings (Hz) of Ala
7,9,11,13,15,17
(1–6, respectively). (b) 15N-13C1 dipolar couplings (Hz)
of Ala11-Leu12 (1) and Ala13-Leu14 (2). (c) CSAs of
13C1-Ala
11 (1) and Ala13 (2) (Hz) and 15N-Leu12 (3) and
Leu14 (4) (Hz). The experimental values are summarized
in Table 2.
TABLE 3 Best-fit parameters using various subsets of anisotropic NMR constraints and uniform distributions
Number: nature of constraints t0 (
!) tilt Dt (!) wobbling r0 (!) rotation Dr (!) oscillation
A 12: complete ensemble (SSD ¼ 0.36) 20.85 1.4 12.25 4.5 1465 7 84 5 21
B 10: remove 15N-13C DC (SSD ¼ 0.33) 21.05 1.5 10.85 6.3 1465 7 86 5 19
C 14: adding two simulated 15N-H DCs* 20.45 1.8 11.35 7.3 1465 6 82 5 23
D 6: 2 15N CSA, 2 13C CSA, 2 CD3 DnQ 21.95 1.3 8.05 6.5 1495 8 90 5 20
E 8: 6 CD3 þ 2 15N CSA 21.25 1.8 11.55 5.5 1475 7 83 5 28
F1 6: CD3 DnQ alone (sol a: SSD ¼ 0.3) 2.85 0.9 31.95 1.7 1475 8 80 5 21
F2 6: CD3 DnQ alone (sol b: SSD ¼ 0.6) 21.25 1.0 1.3 5 1.3 1465 8 75 5 36
H 4: 2 15N CSA þ 2 15N-H DC 15.85 1.6 23.95 2.0 1275 109 30 5 81
Every fit was performed using the data obtained at 33% hydration (water/(water þ lipid þ peptide), w/w). The fits result from uniform distributions (see
comment 4 in numbered list in text for Gaussian distributions). The uncertainty of each parameter (3s value) was computed by the Monte Carlo approach
(36) as described in Materials and Methods.
*The simulated 15N-H DCs were computed using the dynamical parameters obtained from solution A. SSD is the standard deviation.
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Shelix angle¼< 3cos2(t0)# 1> /2 is related to the average tilt
angle, t0
Shelix order ¼ < 3cos2(t1) # 1 >/2 is related to the
wobbling ( brackets indicate the average over t1 ˛ [0,Dt])
(see Supporting Material for angle definitions).
For the uniform distribution, the values t0 ¼ 20.8! and
Dt ¼ 12.2! translate into Shelix angle ¼ 0.81, Shelix order ¼
0.97, and Shelix ¼ 0.78. This value of Shelix order is signifi-
cantly higher than the molecular order parameter Szz of a
DPPC (53) or DMPC (54) lipid in the fluid phase, which is
around 0.6. This is not surprising considering that the peptide
is anchored on both sides of the bilayer, whereas the lipid
molecules extend over only half of the bilayer.
Several methods have been used to study structural proper-
ties of membrane proteins and to determine tilt angle of trans-
membrane peptides, including solid-state NMR, EPR, CD,
ATR-FTIR, and fluorescence spectroscopy (for a recent
review, see Holt and Killian (55). All these techniques, like
2HGALANMR, are powerful and simple to interpret in terms
of an averaged orientation of the helices (t0 and r0). However,
the existence of distributions of orientation (characterized by
a wobbling, Dt, and oscillation, Dr, parameters) and aver-
aging effects make things more difficult. For instance, it is
clearly stated in the very comprehensive review of Goor-
maghtigh et al. (52) that in the usual data treatment of ATR
infrared spectroscopy, ‘‘Shelix order cannot be evaluated inde-
pendently from Shelix angle’’, so that usually Shelix order is set
to 1 (i.e., Dt ¼ 0). Moreover, in the case of WALP23, one
has to deal with the existence of a nonaxially symmetric distri-
bution of the rotation angle, r, and the associated amplitude of
oscillations (Dr), and this had never been included in the data
analysis for a tilted peptide, to the best of our knowledge.
CONCLUSIONS
In this work, we analyzed a data set of different NMR
anisotropic interactions (quadrupolar couplings, dipolar
couplings, and CSAs) with an extended, dynamical four-
parameter (t0, Dt, r0, Dr) peptide model. An averaged tilt
angle of 21! for WALP23 peptides inserted into DMPC
has been determined. This is much larger than the tilt angle
of 5.2! obtained by 2H GALA NMR analysis based on a qua-
sistatic model and follows the trends toward larger tilt angles
indicated from MD simulations. It also provides an accurate
determination of rotation angle, wobbling, and oscillation
amplitudes. It does not, however, give any indication of
the various timescales of these motions. These could be ob-
tained in principle by analyzing solid-state deuterium NMR
inversion-recovery and Jeener-Broekaert relaxation data in
a similar way to the one proposed by Prosser et al. for lipids
(53) or for the peptide gramicidin (14). 1H, 13C, and 15N
relaxation studies in the rotation frame under magic-angle
spinning and with static-oriented samples could also be
used to characterize the motional model (56). It should be
stressed, however, that for this particular case, the motional
model should include at least three timescales, characterizing
diffusion along the bilayer normal, wobbling, and oscilla-
tions (not counting slow ensemble motions of the bilayer).
In the strategy, the combination of at least three different
anisotropic tensors possessing complementary orientations
proved to be essential to solve the inherent under determina-
tion brought by the explicit introduction of dynamical aver-
aging and to analyze the orientation and dynamics of trans-
membrane peptides in a precise and efficient way. This
approach should be very generally applicable to any trans-
membrane peptide and will allow for assessment of the influ-
ence of hydrophobic mismatch not only on tilt angles but
also on the amplitudes of wobbling and oscillations.
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NMR data acquisition 
 
Dry WALP23 powder: Cross-polarization magic-angle spinning (CP-MAS) spectra were acquired using 
a 
1
H excitation pulse length of 2 µs and a CP spin-lock field-strength of 50 kHz. The CP contact time 
was 2 ms and 1.25 ms for 
13
C and 
15
N spectra, respectively. The 
1
H radio-frequency field-strength for 
heteronuclear two-pulse phase-modulation (TPPM) decoupling was 125 kHz during acquisition. The 
repetition delay was 2 s. Static
 13
C-
15
N dipolar couplings were determined using a standard REDOR
 
(1)
 
experiment at a spinning frequency of 10 kHz. The 
15
N ! pulse length was 9.9 µs and the pulses were 
phased according to the xy-4 scheme
 
(2). The 
13
C ! pulse length was 8µs. CW and TPPM 1H decoupling 
at 125 kHz were applied during the evolution time and acquisition, respectively. The "S/S0 REDOR 
curves were fitted in a standard manner
 
(3)
 
using Mathcad software (4), with 13 mixing times ranging 
from 0 to 5 ms by 400 #s increments. Deuterium !/2 pulses were equal to 3 µs and the refocusing delay 
and the repetition time were set to 10 s.  
 
WALP23 in membrane: Each peptide was reconstituted into bilayers of DMPC lipids at a 1:100 molar 
ratio and subjected to a series of NMR measurements at 313 K. Liposomes were used instead of 
oriented bilayers to allow complete control of the hydration level. The amount of proteoliposomes used 
in MAS NMR experiments was about 35 mg. Isotropic chemical shifts were determined under CP-MAS 
conditions at a spinning frequency of 10 kHz. CP-MAS spectra were acquired using a 
1
H excitation 
pulse length of 2.9 µs and a CP spin-lock field-strength of 50 kHz. The CP contact time was 4.5 ms for 
13
C and 1.5 ms for 
15
N spectra. The 
1
H radio-frequency field-strength for heteronuclear TPPM 
decoupling was 86 kHz during acquisition. The repetition delay was 3 s to avoid sample heating. 
13
C-
15
N dipolar coupling was determined using a standard REDOR experiment at a spinning frequency of 10 
kHz. The 
15
N ! pulse length was 10 µs and the pulses were phased according to the xy-4 scheme. The 
13
C ! pulse length was 10 µs. CW and TPPM 1H decoupling at 86 kHz were applied during the 
evolution time and acquisition, respectively. Deuterium NMR spectra, i.e. quadrupolar interactions, of 
CD3 Ala7 and Ala13 were acquired using the same procedure as for static measurements on dry peptide 
but with repetition time sets to 0.3 s. The four remaining quadrupolar interactions were extracted from 
the literature 
(5)
. 
 
 
Angle definitions for computing anisotropic interactions: 
 
Both quadrupolar and dipolar splittings were computed from the expression: 
 
  
2
1cos3
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/2
/
/ $%&
DCQC
PN
DCQC
DCQC
PN Kg
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'  
where the constant KQC/DC
 
depends on the type of interaction, quadrupolar (QC) or dipolar coupling 
(DC), respectively. 
DCQC
PN
/' defines the orientation of the bilayer normal N
!
 relative to the principal axis 
frame of dipolar or quadrupolar interaction tensor (C-D quadrupolar tensor being quasi axially 
symmetric). This equation is given for bilayers oriented with their normal parallel to the magnetic field. 
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The Chemical Shift Anisotropy (CSA) effects depend on the spherical coordinates 
CSA
PN'  and 
CSA
PN(  of 
the bilayer normal N
!
 in the principal axis frame (PAF) of the CSA tensor (where ) is the asymmetry 
parameter): 
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Following the Wigner rotation matrix formalism (6),
 
equations )(
/ DCQC
PNg ' and ),(
CSA
PN
CSA
PNh (' were 
expressed as function of the PAS orientation relative to the molecular frame (noted M) and M frame 
orientation relative to the diffusion frame (noted N), as describe in figure 1s. 
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Figure 1s: Schematic representation of frame transformations and Euler angles definition. 
( iPM
i
PM
i
PM 8'( ,, ) are the Euler angles associated to the rotation matrix between the tensor principal axis 
system PAS
i
 and the molecular frame M. For quadrupolar and dipolar interactions DCQCPM
/'  and (180-
DCQC
PM
/8 ) represent the spherical coordinates of the axially symmetric tensor in frame M and DCQCPM
/( is set 
to zero. )180,,180( 9:$  are the Euler angles associated to the rotation matrix between the molecular 
frame M and the diffusion frame N. ( i
PN
i
PN
i
PN 8'( ,, ) are the Euler angles corresponding to the rotation 
from PAS
i
 to N. For the quadrupolar and dipolar interaction DCQCPN
,( and DCQCPN
/8  are equal to zero due to 
the axial symmetry of both the PAS and the N frames. For the chemical shift anisotropy interaction, 
only CSAPN8 is set to zero. With GALA (7, 8) the angle definitions are //;' &
QC
PM , :<=8 >&&
QC
PM , where 
<  is geometry-dependent, :  is the helix rotation angle and ( 9: $$ , ) are the polar coordinates of 
diffusion axis N
!
(bilayer normal) in the molecular frame M. 
 
Dynamical averaging of the anisotropic interactions: 
 
Peptide motion in the sub-microsecond time scale leads to time-modulated 
i
PN'  and 
i
PN(  angles, and 
was included by integrating )( / DCQCPNg '  and ),(
CSA
PN
CSA
PNh ('  over the angles describing the movements i.e. 
variation of 9 between 90 - "9 and 90 + "9 and of : between :0 - ": and :0 + ":, according to the 
following equations. 
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for a uniform distribution, and: 
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for a Gaussian distribution. 
 
With &),( iPN
i
PNf ('   )(
/ DCQC
PNg ' , 0
, &DCiQCPN(  for quadrupolar and dipolar interactions, and 
   ),( CSAPN
CSA
PNh ('  for chemical shift anisotropic interaction 
 
Figure 2s describes the various motion considered and defines the integration variables.  
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Figure 2s: schematic representation of integrating variables: a) 3D representation of the various frames 
and vectors involved  b) 2D projection in the (x,y) plane of the molecular frame. 
is the bilayer normal and main diffusion axis. (x0,y0,z0) represents the molecular frame at its average 
position (for which 90 and :0 defines the position of Ñ). (z) represents the molecular frame z axis (i.e. 
the main helix inertia axis) at a certain time. z is wobbling around its average position z0 in a cone of 
angle "9 (integration over 91 varying between 0 and "9, and over @ varying between 0 and 2!).  The 2D 
projection in the (x0,y0) plane defines the helix oscillation: the rotation angle : fluctuates around its 
average value :0, with an amplitude ": (integration over :1 varying between -": and +":).  In the case 
of Gaussian distributions the integration was performed over 3"9 and 3": i.e. over 3 times the 
distribution’s standard deviations.  The instantaneous tilt angle 9 and rotation angle : are linked to the 
other variables by the equations : = :0 + :1 and @99999 cossinsincoscoscos 1010 %%$%&  
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Conclusion
La mise en oeuvre du modèle dynamique à 4 paramètres couplé à l’approche MACA-
DAM nous a permis de déterminer l’orientation et la dynamique du peptide WALP 23 en
membrane. La controverse a été levée sur la valeur de l’angle d’inclinaison (τ) ce qui confirme
les résultats obtenus à partir de l’analyse des éclatements quadripolaires des méthyles des
alanines marquées au deutérium tout au long de l’hélice. En effet, nous avons démontré que
la prise en compte de la dynamique, notamment avec le paramètre d’oscillation ∆ρ, avait
une influence sur la distribution des éclatements quadripolaires, tout comme l’angle d’incli-
naison τ . Ainsi, nous avons vu qu’il existait une relation entre ∆ρ et τ qui impliquait que la
valeur de l’angle d’inclinaison était sous-estimée (∼ 5°), dans le modèle « quasi-statique »,
lorsque l’on ne prenait pas en compte les oscillations. Enfin l’augmentation de la valeur de τ
(en comparaison avec le modèle de Killian) tend à confirmer la tendance pressentie par les
études de dynamique moléculaire (∼ 30°). Notre modèle met donc en évidence l’importance
de la prise en compte de la dynamique et l’influence des paramètres ∆τ et ∆ρ, de part leur
forte amplitude, sur la détermination de l’inclinaison du peptide.
De plus, nous avons montré que seulement 6 contraintes anisotropes étaient nécessaires,
et plus spécifiquement, 2 éclatements quadripolaires, 2 CSA 15N et 2 CSA 13C. La mesure
de couplages dipolaires n’est donc pas utile dans ce cas, ce qui permet de réduire le nombre
de mesures. Ainsi, les autres mesures peuvent être effectuées en utilisant seulement deux
peptides marqués, ces peptides ne contenant pas nécessairement un grand nombre de résidus
alanine (qui étaient nécessaires pour l’utilisation de la méthode GALA). Ceci implique qu’il
est possible d’appliquer notre méthodologie à un grand nombre de peptides, qui peuvent
être naturels et/ou faire partie de systèmes complexes telles que des protéines.
A plus long terme, il serait intéressant d’améliorer ce modèle en incluant les effets de
dynamique interne des peptides, tels que des effets de pliage ou de « cassures » ou de tor-
sion d’hélices par exemple [264]. La séquence peptidique peut être la cause de tels effets. Des
pliages, ou cassures, de l’hélice peuvent notamment se retrouver au niveau des prolines qui,
de par leur structure et la présence d’un cycle qui contient le groupement amide, ne par-
ticipent pas au réseau de liaisons hydrogène et interfèrent stériquement avec le squelette
peptidique. Des torsions d’hélices α ont, par exemple, été observées dans le cas de protéines
globulaires où il existe une interaction entre chaînes latérales chargées [265].
Afin de déterminer l’orientation et la dynamique d’un autre peptide, nous avons appliqué
l’analyse MACADAM sur un peptide similaire : GALP 23, de même séquence peptide que
WALP 23, à l’exception des tryptophanes qui ont été substitués par des glycines.
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Chapitre 3
Orientation et dynamique d’un peptide
à diffusion axiale : GALP 23
Afin de valider la fiabilité de la méthodologie mise en place pour déterminer l’orientation
et la dynamique de WALP 23, nous nous sommes intéressés à un autre peptide, GALP 23, de
séquence peptidique : Acétyl-GG2(LA)8LG2A–NH2. L’hypothèse, dans le cas de ce peptide,
est que les glycines aux extrémités empêchent l’ancrage du peptide dans la membrane. Ce
dernier est donc libre de tout mouvement et plus particulièrement, il pourrait présenter une
diffusion axiale autour de la membrane à la bicouche (comme WALP 23), mais également,
une diffusion axiale autour de l’axe de son hélice (Fig. 3.1).
Ainsi, partant de notre modèle dynamique à 4 paramètres développé pour WALP 23,
dans le cas précis d’une diffusion axiale rapide autour de l’axe de l’hélice, la rotation de
l’hélice dans la membrane (ρ) et ses oscillations (∆ρ) seraient respectivement moyennées à
zéro et n’apparaîtraient plus dans le modèle dynamique qui se réduirait alors à seulement
2 paramètres : l’inclinaison de l’axe du peptide par rapport à la normale à la bicouche
lipidique (τ) et le paramètre d’ordre moléculaire (Smol) prenant en compte les mouvements
de réorientation de l’axe de l’hélice par rapport à la normale à la bicouche lipidique (Fig.
3.1).
Dans ce modèle à 2 paramètres, comme dans le modèle à 4 paramètres de WALP 23,
l’hélice, et plus particulièrement la partie hydrophobe du peptide, au centre de la membrane,
est assimilée à un cylindre rigide.
Ce type d’analyse avait été présenté dans le cas de l’ergostérol [97] pour lequel seules des
mesures de CSA 13C de tous les carbones de la molécule avait été effectuées, correspondant
à 18 contraintes. Celles-ci avaient alors été utilisées sur un modèle similaire à celui de GALP
et avaient permis de déterminer les deux paramètres : τ (14°) et Smol (0,89 à 0,76 en fonction
de la concentration d’ergostérol).
Dans le cas de GALP 23, comme pour WALP 23, nous utiliserons l’analyse MACADAM
(Multiple Anisotropic Constraint And Dynamical Analysis of Membrane peptides). Celle-ci
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Fig. 3.1: Représentation schématique de GALP 23 en diffusion axiale autour de l’axe de son
hélice (
−→
M) et autour de la normale à la bicouche (
−→
N ) . τ est l’angle d’inclinaison entre la
normale à la bicouche lipidique et l’axe de l’hélice, Smol est le paramètre d’ordre moléculaire
traduisant la dynamique du peptide au sein de la membrane
nécessite de prendre en compte différentes interactions, ayant des orientations de tenseurs
différentes dans le repère moléculaire. Nous avons décidé de mesurer 3 types d’interactions :
2 éclatements quadripolaires, 2 CSA 13C et 2 CSA 15N, sur deux peptide marqués 13C et 15N
sur les mêmes acides aminés que WALP 23, afin de pouvoir comparer les résultats des deux
peptides. Ce même marquage nous permettra d’utiliser les résultats théoriques (orientations
des tenseurs CSA) de WALP 23 pour le calcul des paramètres dynamique et d’orientation
de GALP 23. En effet, nous avons vu que les éléments importants du calcul des tenseurs
CSA de noyaux situés au centre du peptide étaient :
1/ conserver les acides aminés contenant les noyaux d’intérêt
2/ la bonne reproduction du réseau entier de liaisons hydrogène
La prise en compte des orientations des vecteurs propres des tenseurs CSA de WALP 23
déterminées à partir des calculs quantiques de ces tenseurs est donc une bonne approxima-
tion.
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1 Vérification de l’hypothèse de diffusion axiale
1 Vérification de l’hypothèse de diffusion axiale
Dans un premier temps, nous avons voulu valider l’hypothèse de départ d’une diffusion
axiale du peptide sur lui-même puisque cette hypothèse nous permet d’utiliser un modèle
dynamique à seulement deux paramètres pour décrire l’orientation et la dynamique de GALP
23 en membrane. Pour cela, nous avons décidé de caractériser l’échantillon à l’aide de la
RMN de l’état solide.
1.1 Préparation des échantillons
A partir de protocoles utilisés pour préparer des échantillons hydratés de WALP 23 en
liposomes [50,61,67], nous avons établi une méthode de préparation de ce même type d’échan-
tillon, pour GALP 23, pour des études de RMN solide. Nous disposions pour cela de peptides
marqués spécifiquement : GALP#1 (2H alanine 13 et 15, 13C alanine 11, 15N alanine 12) et
GALP #2 (2H alanine 7, 13C alanine 13, 15N leucine 14).
Un stock de DMPC (Dimyristoylphosphatidylcholine) dissout dans du chloroforme (CHCl3)
a été préalablement préparé. Le peptide purifié en poudre, de masse molaire mGALP =
1947 g/mol, est dissous dans 0,5 mL de TFE (2,2,2-TriFluoroEthanol). Nous cherchons à
obtenir un ratio molaire peptide/lipides (P/L) de 1 :100 puisqu’il a été montré qu’un tel ra-
tio, ou des ratios inférieurs, permettent d’obtenir des spectres d’éclatements quadripolaires
de peptide monomérique. Pour cela, nous mélangeons la solution de TFE/peptide avec la
quantité correcte de solution DMPC/CHCl3 , c’est-à-dire la quantité qui permet d’avoir un
ratio P/L de 1 :100 mais également un ratio TFE/CHCl3 de 1 :3 (en se référant au protocole
établi pour WALP 23). Ce mélange est ensuite homogénéisé à l’aide d’un vortex puis mis
dans un bain à sonication pendant quelques minutes, afin d’éliminer les possibles précipités.
Une fois la solution bien homogène, celle-ci est passée au rotavapor afin d’obtenir un film
sec. Afin d’éliminer complètement les solvants, le film est ensuite laissé sous vide pendant
une nuit. Le lendemain, dans le but de former des liposomes, le film est resuspendu avec
1mL d’eau déplétée en deutérium, dans un bain d’eau chaude, afin de se trouver au-dessus
de la température (23°C dans l’eau) de transition phase gel-liquide du DMPC. L’échantillon
est ensuite mis à hydrater une journée à 37°C. Le mélange obtenu est ensuite centrifugé 2
fois à 26000g pendant 30 minutes, à 25°C. Le surnageant est alors retiré, et le culot séché
sous flux d’azote jusqu’à obtenir une hydratation totale de l’échantillon de 33% w/w (en
poids). L’échantillon est ensuite inséré dans une tube de RMN solide de 7mm. On notera
que le même type d’échantillon a été réalisé pour les deux peptides GALP#1 et GALP#2.
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1.2 Caractérisation de l’échantillon par RMN du solide
La caractérisation des échantillons s’est faite au travers de différentes mesures statiques :
spectres 31P pour vérifier la formation des liposomes et l’absence de lysoPC (PC ne possédant
plus qu’une seule chaîne acyle), mesures des éclatements quadripolaires 2H pour vérifier qu’il
n’existe pas une rotation (ρ) privilégiée du peptide dans la membrane. Dans tous les cas,
les expériences ont été effectuées à 313K, afin de se trouver au dessus de la température de
transition de phase du DMPC, sur un spectromètre à 500 MHz.
Mesures statiques 31P
La mesure du déplacement chimique des phosphores a été réalisée, sur les échantillons
décrits ci-dessus, en début et fin d’expériences afin de vérifier la stabilité de l’échantillon
dans le temps. Nous obtenons un spectre de poudre (Fig. 3.2) caractéristique de lipides
organisés en phase lamellaire avec un CSA moyenné ∆δ = 37 ppm. Nous supposons donc
que les peptides sont insérés correctement dans les liposomes.
Fig. 3.2: Spectre phosphore 31P de GALP
Mesures des éclatements quadripolaires 2H
Dans un deuxième temps, nous avons cherché à valider l’hypothèse de la diffusion axiale
rapide de GALP 23 sur lui-même. Pour cela, nous avons procédé en deux étapes :
1/ GALP#2 ne possédant qu’un seul marquage au deutérium sur le méthyl de l’alanine 7,
nous avons, dans un premier temps, vérifié qu’il présentait bien un éclatement quadripolaire
unique (Fig. 3.3a). Celui-ci est observé a une valeur de 5400 ± 500 Hz. Le pic central peut
être attribué à la présence de deutérium dans l’eau d’hydratation.
120
2 Orientation et dynamique de GALP 23
2/ Dans un deuxième temps, nous avons comparé les spectres obtenus pour GALP #2
(1 seul acide aminé marqué au 2H) et GALP #1 (alanines 13 et 15 marquées au deutérium).
Nous observons alors (Fig. 3.3b) qu’il y a un recouvrement quasi-parfait des trois éclatements
quadripolaires (mesurés à 5200 ± 500 Hz pour GALP #1). L’égalité (dans la limite des
erreurs expérimentales), des 3 éclatements quadripolaires des acides aminés marqués signifie
qu’il n’existe pas de valeur de ρ (rotation du peptide au sein de la membrane) privilégiée et
que l’axe de l’hélice est bien un axe de symétrie.
(a) (b)
Fig. 3.3: Spectres 2H (a) de GALP #2 seul et (b) de GALP #1 (bleu) et #2 (rouge)
Après la caractérisation de l’échantillon, nous avons chercher à déterminer les deux
paramètres d’orientation (τ) et de dynamique (Smol) de ce peptide à l’aide de notre analyse
MACADAM simplifiée (réduite à 2 paramètres).
2 Orientation et dynamique de GALP 23
Afin de déterminer l’orientation et la dynamique de GALP 23 en membrane, dans le
cadre de l’analyse MACADAM, 2 éclatements quadripolaires C-D3 des alanines deutérées, 2
tenseurs CSA 13 C et 2 tenseurs CSA 15 N ont été mesurés. Ces mesures nous ont permis de
calculer, via un modèle dynamique les deux paramètres τ (orientation) et Smol (dynamique).
2.1 Détermination des paramètres RMN
Dans un premier temps, les éclatements quadripolaires ont été mesurés sur les deux
peptides GALP#1 et GALP#2 comme indiqué dans les paragraphes précédents.
Nous avons ensuite déterminé les CSA dynamiques moyennés sur les mouvements du 13C
de l’alanine 11 de GALP#1, du 13C de l’alanine 13 de GALP#2, du 15 N de leucine 12 de
GALP#1, et du 15 N de leucine 14 de GALP#2. Pour cela, nous avons effectué les mêmes
expériences que pour le peptide WALP 23 :
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– pour le 13C : les CSA moyennés ont été déterminés à partir de l’analyse de Hertzfeld-
Berger des bandes de rotation obtenues par des expériences de polarisation croisée
en rotation à l’angle magique (CP-MAS) à basse vitesse (1 kHz) sur un spectromètre
dont la fréquence de résonance du 1H est à 700,13 MHz. L’échantillon a été placé dans
un rotor de 3,2 mm de diamètre. A partir des bandes de rotation, il a été possible
d’extraire le CSA moyenné (∆δ = δ90° − δ0°) et le paramètre d’asymétrie (η). Ce
dernier a été trouvé nul, ce qui est caractéristique d’une diffusion axiale du peptide.
– pour le 15 N : des expériences statiques, sur un spectromètre dont la fréquence de
résonance du 1H est à 500,13 MHz, faites sur les échantillons en protéoliposomes ont
permis d’obtenir δ90°. La valeur du déplacement chimique isotrope δiso a été extraite
du spectre de l’échantillon en liposomes obtenu par CP-MAS à 10 KHz. A partir de
ces deux paramètres, il a ensuite été possible de déterminer les CSA moyennés sur les
mouvements (∆δ), à partir de l’équation :
∆δ = δ90° − δ0° = 3
2
(δ90° − δiso) (3.1)
Toutes les valeurs mesurées sont regroupées dans le tableau ci-dessous :
Alanine 7 5400 ± 500
Alanine 13 5200 ± 500
Alanine 15 5200 ± 500
Alanine 11 -21,6 ± 2,2
Alanine 13 -17,9 ± 1,8
Leucine 12 -118,5 ± 5,9
Leucine 14 -114,3 ± 5,7
CSA 13C (ppm)
CSA 15N (ppm)
Eclatements Quadripolaires (Hz)
Tab. 3.1:
On remarque que, dans la limite des erreurs expérimentales, les CSA 13C et 15N ne
dépendent pas de la position des noyaux le long de l’hélice, confirmant ainsi la diffusion
axiale du peptide le long de l’axe de son hélice.
2.2 Traitement des données
Dans l’hypothèse d’une diffusion axiale du peptide autour de la normale à la bicouche
et d’une diffusion axiale sur lui-même, nous avons utilisé un modèle à 2 paramètres (τ et
Smol). L’application de la méthode MACADAM, qui consiste à utiliser plusieurs contraintes
anisotropes ayant des orientations de tenseurs différentes, à ce modèle permet alors de
déterminer τ et Smol.
Pour cela, les interactions dynamiques moyennées sont calculées à partir des CSA sta-
tiques (δaniso), des paramètres d’asymétrie (η) et des angles d’Euler permettant le passage
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du repère propre au repère du laboratoire (Fig. 3.4). Ces interactions calculées, sont en-
suite comparées aux valeurs expérimentales. Les valeurs qui s’ajuste le mieux aux valeurs
expérimentales permettent d’obtenir τ et Smol.
Fig. 3.4: Définition des transformations permettant le passage du repère propre de l’inter-
action (P) au repère moléculaire (M) puis au repère de la normale à la membrane (N) et
enfin au repère du laboratoire (L) dans le cas de l’interaction quadripolaire (αPM = 0) et de
l’anisotropie de déplacement chimique (CSA)
Les interactions quadripolaires (∆ν90°Q ) et les CSA moyennés sur les mouvements (∆δ)
ont pour expression :
∆ν90°Q =
3
8
χQ
{
3sin2(βPM)sin
2(τ) +
(
3cos2(βPM)− 1
) (
3cos2(τ)− 1)
−3sin(2βPM)sin(2τ)}× Smol (3.2)
où la contribution de βNL n’apparaît plus puisqu’il est égal à 90° et la constante quadri-
polaire est la même que celle utilisée pour WALP 23.
∆δ = δ90° − δ0°
= −3
8
δaniso
{
3sin2(βPM)sin
2(τ)− 3sin(2βPM)sin(2τ)
+
(
3cos2(βPM)− 1
) (
3cos2(τ)− 1)− ηcos (2αPM) [1
2
(
1− cos4(τ))
+ 2sin2(τ)sin(βPM)cos(τ) + sin
2(τ)
(
3cos2(τ)− 1)]× Smol (3.3)
où δ90° est calculé pour βNL = 90° et δ0° est calculé pour βNL = 0°.
Il faut noter que l’angle d’Euler γ n’entre pas en jeu dans les équations ci-dessus étant
donné qu’il se trouve moyenné dans le cas d’une diffusion axiale.
2.3 Résultats - Discussion
Orientation et dynamique de GALP 23
A l’aide du logiciel GOSA [266], programme d’optimisation globale basé sur une technique
de recuit simulé, utilisé pour déterminer les paramètres d’orientation et de dynamique de
WALP 23 en membrane, nous avons déterminé l’angle d’inclinaison τ ainsi le paramètre
d’ordre Smol pour le peptide GALP en membrane de DMPC. Pour cela, nous avons utilisé
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les valeurs propres et les orientations des vecteurs propres des tenseurs CSA statiques 13C et
15N obtenus pour WALP 23. En effet, nous avons montré précédemment qu’il était possible
de reproduire correctement les paramètres RMN de WALP en utilisant une simple polyGLY-
AL. Le fait d’utiliser les valeurs de WALP 23 pour GALP 23 est donc une approximation
correcte.
En entrant ces données statiques dans le logiciel GOSA (Table 2 de l’article [267] pré-
senté dans le deuxième chapitre), celui-ci calcule les paramètres τ , Smol correspondant aux
éclatements quadripolaires et aux CSA moyennés qui s’ajustent le mieux aux valeurs ex-
périmentales obtenus pour GALP 23. Au final, on obtient l’angle d’inclinaison ainsi que
le paramètre d’ordre Smol et l’angle θ qui lui est associé (éq. 3.4), correspondant à l’angle
d’ouverture du cône de fluctuation.
Smol =
〈
3cos2(θ)− 1
2
〉
(3.4)
Par la suite, nous présentons les résultats en comparant 2 cas :
(1) : les orientations des vecteurs propres ont été extraites du calcul RMN sur le peptide
WALP 23 dont la géométrie de la partie centrale a été optimisée en utilisant la DFT (présenté
dans les chapitres précédents)
(2) : les orientations ont été extraites du calcul RMN sur le peptide WALP23 dont la
géométrie entière a été optimisée en utilisant la DFT. En effet, disposant depuis peu de
nouvelles ressources informatiques, plus puissantes, nous avons été capables de réaliser ce
calcul. Nous avons donc pu traiter entièrement le peptide en utilisant la DFT alors que pour
les calculs précédents, nous utilisions la méthode ONIOM combinant alors la DFT pour le
calcul de la géométrie de la partie centrale à une méthode semi-empirique (AM1) pour le
reste du peptide. Ce calcul « entièrement DFT » nous a donc permis d’accéder à un niveau
de calcul plus élevé. Nous avons donc pu comparer ce calcul au précédent, qui nous avait
permis de déterminer l’orientation et la dynamique de WALP 23 en membrane, notamment,
nous avons pu comparer l’impact de la méthode et du niveau de calcul sur l’orientation des
tenseurs CSA. Le tableau 3.2 présente les différences entre les angles d’Euler calculés dans
le cas (1) et dans le cas (2).
Ces angles sont différents entre les cas (1) et (2). Plus particulièrement les angles γ des
deux noyaux sont fortement modifiés. Cependant, nous avons vu dans les équations 3.2 et
3.3 que cet angle n’entrait pas en compte dans le calcul des interactions moyennées puisqu’il
est lui-même moyenné par la diffusion axiale du peptide. Il n’est donc pas à l’origine des
modifications observées entre les cas (1) et (2).
L’angle α est lui aussi affecté, dans une moindre mesure. On observe une variation impor-
tante de cet angle pour la leucine 12 et l’alanine 11. Toutefois, ses variations pour l’alanine
13 et la leucine 14 sont faibles (< 3°). Nous verrons par la suite (Fig. 3.5) que les valeurs
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! " # ! " #
Ala 11 -82,0 97,7 323,3 -74,6 97,1 316,9
Ala 13 -77,9 102,7 135,8 -75,2 100,7 155,1
(1) (2)
13
C
(a)
! " # ! " #
Leu 12 -163,3 15,1 20,5 -145,6 9,3 -3,0
Leu 14 -138,0 15,6 168,0 -135,7 12,6 186,2
(1) (2)
15
N
(b)
Tab. 3.2: Angles d’orientation (en degrés) des tenseurs CSA 13C de l’alanine 11 et de l’alanine
13 (a) et 15 N de la leucine 12 et de la leucine 14 (b) dans le cas où seule la géométrie de la
partie centrale du peptide a été optimisée (1) et dans le cas où la géométrie de tout le peptide
a été optimisée (2)
des CSA moyennés pour ces deux acides aminés sont éloignées des valeurs expérimentales
mesurées pour GALP 23. Ceci montre que les variations de α, seules, ne semblent pas à
l’origine des modifications des résultats entre les cas (1) et (2).
En introduisant ces angles ainsi que les paramètres statiques obtenues pour WALP 23
dans le logiciel GOSA, nous obtenons donc, pour les deux cas, les paramètres τ et Smol
suivants :
(1) (2)
!  (°) 2,1±0,6 2,8±0,6
Smol 0,92±0,05 0,85±0,05
"! (°) 13,3±9,0 18,4±6,4
SSD 3,1 1,6
Tab. 3.3: Paramètres d’orientation (τ) et de dynamique (Smol) de GALP 23 et leurs incerti-
tudes en fonction des angles d’orientation des vecteurs propres utilisés. SSD correspond à la
déviation standard
On remarque que, dans les deux cas, l’angle d’inclinaison se situe entre 2 et 3°, ce qui
montre une inclinaison très faible du peptide dans la membrane. Le paramètre d’ordre Smol
indique que le peptide est peu dynamique au sein de la membrane puisque qu’il se situe
entre 0,85 et 0,92 (Smol = 1 correspondant à un cône de rotation d’angle nul autour de la
normale à la bicouche, c’est-à-dire que le peptide ne diffuse plus autour de cette normale
mais présente toujours une diffusion axiale autour de l’axe de son hélice). Etant donné
que les différences entre (1) et (2) se situent uniquement au niveau de la valeur des angles
125
CHAPITRE 3. Orientation et dynamique d’un peptide à diffusion
axiale : GALP 23
d’orientation des tenseurs CSA (Tab. 3.2), on peut également noter que ces orientations ont
une influence sur le calcul de la dynamique du peptide dans la membrane (Smol).
A partir du meilleur jeu de paramètres (τ , Smol) calculés, nous avons redéterminé les
valeurs des éclatements quadripolaires et des CSA moyennés pour les cas (1) et (2). Ces
données recalculées ont ensuite été comparées aux valeurs expérimentales obtenues pour
GALP 23 (Fig. 3.5). Il apparaît que, pour le cas (1), les valeurs de l’éclatement quadripolaire
de l’alanine 13, du CSA moyenné des alanines 11 et 13 et de la leucine 14 ne rentrent pas
dans la gamme d’erreur des valeurs expérimentales. Dans le cas (2), seule la valeur du CSA
moyenné de l’alanine 13 ne rentre pas dans cette gamme d’erreur. La prise en compte des
valeurs obtenues par les calculs quantiques du cas (2) améliore donc les résultats. Cette
amélioration se retrouve aussi dans les valeurs du SSD.
(a) (b)
Fig. 3.5: Comparaison des valeurs expérimentales (histogrammes blancs) obtenues pour GALP
23 et des valeurs calculées à l’aide du logiciel GOSA à partir des données extraites des calculs
quantiques sur le peptide entier, pour les éclatements quadripolaires (a) de l’alanine 7 (Q1),
de l’alanine 13 (Q2) et de l’alanine 15 (Q3) ainsi que pour les CSA moyennées (b) du 13C
de l’alanine 11 (C1) et de l’alanine 13 (C2) et du 15N de la leucine 12 (C3) et de la leucine
14 (C4). Les histogrammes gris correspondent aux valeurs extraites du peptide dont seule la
géométrie de la partie centrale a été optimisée, les histogrammes noirs, aux valeurs extraites
du peptide dont toute la géométrie a été optimisée
En sachant que, plus la déviation standard (SSD) est faible, plus les résultats sont bons,
on remarque que le cas (2) donne de meilleurs résultats. La modification des orientations des
tenseurs permet donc d’améliorer les résultats. Cependant, cette amélioration reste faible
puisque les différences observées entre le cas (1) et le cas (2) rentrent dans les limites des
barres d’erreur. La tendance donnée dans le cas (1) (peptide peu dynamique et peu incliné)
est donc correcte.
Les modifications des angles d’Euler traduisent de modifications de l’orientation des
tenseurs CSA. Celles-ci peuvent être liées à des modifications de la densité électronique
autour des noyaux, qui peuvent être dues, par exemple, à des modifications locales de la
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structure autour des noyaux. Ces changements locaux de géométrie pourraient donc être
une explication de l’amélioration des résultats présentés dans les paragraphes précédents.
Nous supposons donc que la prise en compte des changements locaux de la géométrie du
peptide pourrait permettre d’affiner le calcul de τ et Smol.
Comparaison à WALP 23
Afin de comparer les résultats de GALP 23 à WALP 23, nous avons choisi de présenter
les résultats en terme de paramètre d’ordre de l’hélice (Shelix). Celui-ci étant défini comme
le produit du paramètre d’ordre de l’angle d’inclinaison (Shelix angle) et du paramètre d’ordre
moléculaire (Smol) :
Shelix = Shelix angle × Smol (3.5)
où Smol est le paramètre d’ordre traduisant de la dynamique du peptide au sein de la
membrane et Shelix angle =
〈
3cos2(τ)−1
2
〉
est directement lié à l’angle d’inclinaison τ du peptide
dans la bicouche.
Dans le cas de WALP 23, ces paramètres étaient de : Shelix angle = 0, 81, Smol = 0, 97,
traduisant une inclinaison importante (20,8°) et un peptide quasi-statique dans la mem-
brane. Le paramètre d’ordre global de l’hélice (Shelix = 0, 78) est donc dû essentiellement à
l’inclinaison du peptide plus qu’à sa dynamique.
Si nous comparons ces résultats à ceux obtenus pour GALP 23 : Shelix angle = 0, 99, Smol =
0, 85, le paramètre d’ordre de l’hélice est Shelix = 0, 85. Le paramètre d’ordre moléculaire de
GALP23 est plus faible que celui de WALP 23, indiquant que GALP est plus dynamique
que WALP. De plus, il faut noter que, dans le cas de GALP, le paramètre d’ordre de l’hélice
est plus élevé du fait de la faible inclinaison du peptide dans la membrane : τ = 2, 8° soit
un paramètre d’ordre Shelix angle = 0, 99. Il est également possible de comparer les valeurs
des paramètres d’ordre moléculaire des deux peptides à ceux des lipides (Slipidesmol ). Sachant
que SDMPCmol = 0, 6, ceci montre que les lipides présentent des mouvements de plus forte
amplitude (correspondant à un angle ∆τ plus grand). Ceci pourrait s’expliquer par le fait
que les deux peptides sont ancrés de part et d’autre de la membrane alors que les lipides
n’y sont ancrés que par un côté (tête polaire), laissant ainsi une possibilité de mouvement
plus important au niveau des chaînes acyles.
De plus, pour une même longueur de peptide (même nombre d’acides aminés), avec pour
seule différence les glycines aux extrémités pour GALP et les tryptophanes pour WALP, on
observe une adaptation différente à l’épaisseur de la membrane. Ceci suggère qu’il pour-
rait y avoir un réarrangement de GALP 23 au niveau des têtes polaires des lipides. On
pourrait par exemple penser à une perte de l’organisation de l’hélice (perte de la structure
secondaires) aux extrémités. Des études de dynamiques moléculaires effectuées récemment
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semblent confirmer cette hypothèse (discussion avec l’équipe de C. Etchebest et P. Fuchs).
Conclusion
En conclusion de ce chapitre, nous avons démontré, dans un premier temps que, grâce
aux expériences de RMN solide sur le 2H, notre hypothèse de départ d’une diffusion axiale
du peptide GALP 23 sur lui-même était vérifiée. En utilisant un modèle dynamique à 2
paramètres et grâce à notre analyse MACADAM, nous avons déterminé l’angle d’inclinaison
τ ainsi que le paramètre d’ordre Smol. Ceci nous a permis d’observer que le peptide s’incline
peu (2,8°) et qu’il est plutôt statique (Smol = 0, 85) au sein de la membrane.
D’autre part, nous avons vu que de petits changements dans l’orientation des vecteurs
propres des tenseurs CSA avaient un effet sur le paramètre d’ordre moléculaire. Ceci pourrait
être expliqué par le fait que de faibles changements de l’orientation des tenseurs pourraient
être dus à des modifications locales de la géométrie autour des noyaux ou de la géométrie
des liaisons hydrogènes. Or nous avons vu que la bonne description du réseau de liaisons
hydrogène était indispensable à une bonne description des paramètres RMN, ce qui implique
qu’il faudrait pouvoir tenir compte des modifications fines de la structure pour décrire au
plus juste la dynamique et l’orientation de notre système. Néanmoins, ces modifications
resteraient locales étant donné que nous avons vu que notre hypothèse de départ d’un
cylindre rigide permettant de décrire la partie hydrophobe du peptide dans la membrane
était vérifiée.
En comparant ces résultats à ceux obtenus pour WALP 23, nous avons montré que GALP
23 était un peptide plus dynamique que WALP 23 dans la membrane (avec un paramètre
d’ordre moléculaire SGALP23mol < SWALP23mol ). Ceci nous a conduit à émettre l’hypothèse que
GALP 23 pourrait se réarranger différemment dans la membrane, plus particulièrement dans
la région interfaciale et aux extrémités. Une des hypothèses que nous avançons est que la
structure secondaire pourrait être modifiée aux extrémités. De expériences complémentaires
de RMN sur un peptide marqué aux extrémités pourraient fournir ce genre d’information.
Finalement, nous avons montré que le modèle dynamique à 2 paramètres associé à l’ana-
lyse MACADAM permettait de décrire correctement l’orientation et la dynamique de GALP
23, peptide à diffusion axiale, en membrane de DMPC. Ceci est sûrement dû au fait que
cette analyse met en jeu des interactions différentes telles que des éclatements quadripolaires
ou des CSA qui ont des tenseurs d’orientations différentes dans le repère moléculaire.
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Conclusion
Dans cette partie sur les systèmes modèles, nous avons présenté une méthodologie per-
mettant d’obtenir l’orientation et la dynamique d’un peptide modèle structuré en hélice
α. Pour cela, nous avons couplé deux approches : des calculs de chimie quantique et des
expériences de RMN solide.
Tout d’abord, nous avons mis en place une stratégie de calcul des propriétés RMN du
peptide. En utilisant la DFT, nous avons calculé ces propriétés, sur le peptide entier, pour
deux noyaux (13C du carbonyle de l’alanine 13 et 15 N de l’amide de la leucine 14) situés
au centre du squelette peptidique. Ce calcul a donné des résultats proches de ceux obtenus
par RMN solide, sauf pour la valeur propre σ22 du carbone. Nous avons montré que ce
problème était lié à une mauvaise représentation du réseau de liaisons hydrogène que nous
avons améliorée en appliquant, lors du calcul RMN, un champ électrique, celui-ci ayant pour
effet de repolariser les liaisons hydrogène.
De plus, afin de réduire le temps de calcul, nous avons proposé un modèle simplifié formé
à partir de WALP23 dans lequel nous avons substitué tous les acides aminés par des glycines
exceptés l’alanine 13 et la leucine 14 contenant les noyaux d’intérêt. Nous avons montré que
ce modèle, plus simple, permettait tout de même de reproduire correctement les données
expérimentales de RMN solide. Grâce à cela, nous avons montré que, pour reproduire cor-
rectement les tenseurs CSA de noyaux 13C et 15N situés au centre du squelette peptidique, il
était nécessaire de garder la géométrie locale en conservant les acides aminés contenant les
noyaux d’intérêts. De plus, nous avons montré qu’il était nécessaire de conserver le réseau
entier de liaisons hydrogène (23 acides aminés dans le cas de WALP 23) afin de reproduire
au mieux les valeurs propres et l’orientation des vecteurs propres des tenseurs CSA.
Cette stratégie théorique pourrait permettre de déterminer les tenseurs CSA de systèmes
plus complexes, qui sont pour l’instant difficilement accessible par RMN solide, du fait d’un
manque de sensibilité ou de la difficulté de marquer spécifiquement des acides aminés.
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Dans un deuxième chapitre, afin de déterminer les paramètres d’orientation (τ ,∆τ) et de
dynamique (ρ,∆ρ) de WALP 23, nous nous sommes servis de l’analyse MACADAM (Mul-
tiple Anisotropic Constraints and Dynamical Analysis of Membrane protein), appliquée à
un modèle dynamique à 4 paramètres. Pour cela, nous avions besoin de connaître seulement
6 contraintes anisotropes : 2 CSA 15 N, 2 CSA 13C et 2 éclatements quadripolaires. En
utilisant les valeurs des orientations des tenseurs CSA obtenus grâce aux calculs de chimie
quantique ainsi que les données issues d’expériences de RMN solide, nous avons déterminé
les 4 paramètres suivants : τ = 22°, ρ = 149°, ∆τ = 8°, ∆ρ = 90°. Nous avons également
montré que les paramètres dynamiques ∆τ et ∆ρ avait une influence importante sur la va-
leur de l’angle d’inclinaison τ . Ceci nous a permis de lever la controverse sur les valeurs de
τ issues de la dynamique moléculaire (∼ 30°) et celles calculées à l’aide d’un modèle quasi-
statique et de la méthode GALA (∼ 5°), basée sur l’analyse des éclatements quadripolaires
des méthyles des alanines. Pour ce dernier cas, nous avons montré que la sous-estimation
de l’angle d’inclinaison était directement lié au fait de ne pas prendre en compte la dyna-
mique. Récemment, des expériences de fluorescence [268] sont venues corroborer nos résultats
en montrant un angle d’inclinaison du peptide de 24°.
Enfin, nous avons voulu vérifier que notre méthodologie était applicable à la détermina-
tion de l’orientation et de la dynamique d’autres peptides. Pour cela, nous l’avons appliquée
à un peptide similaire, pouvant présenter une diffusion axiale : GALP 23 (de même séquence
peptidique que WALP 23 mis à part les tryptophanes des extrémités qui ont été remplacés
par des glycines). Notre hypothèse de départ, vérifiée grâce à des expériences de RMN solide,
était que GALP 23 était un peptide présentant une diffusion axiale autour de la normale à
la bicouche et sur lui-même. Cette hypothèse nous a permis d’utiliser un modèle dynamique
à 2 paramètres τ (l’angle d’inclinaison entre l’axe de l’hélice et la normale à la bicouche) et
Smol (le paramètre d’ordre moléculaire). Nous avons calculé ces paramètres et déterminé que
GALP 23 était peu incliné en membrane (2-3°) contrairement à WALP 23 (22°) et présentait
un paramètre d’ordre Smol inférieur à celui de WALP 23 (0,97). Finalement, nous avons été
capable de déterminé l’orientation de ces 2 peptides, démontrant ainsi que l’hypothèse de
départ dans laquelle la partie hydrophobe du peptide est assimilée à un cylindre rigide était
correcte. Nous en avons alors déduit que GALP 23 pouvait se réarranger différemment au
niveau des régions interfaciales et des extrémités.
Nous avons également montré la fiabilité de notre méthodologie : l’analyse MACADAM
combinée à un modèle dynamique à 4 paramètres, dans le cas d’un peptide présentant une
diffusion axiale autour de la normale à la bicouche (WALP 23), et combinée à un modèle
dynamique à 2 paramètres dans le cas d’un peptide présentant une diffusion axiale autour
de la normale à la bicouche ET autour de l’axe de son hélice, a montré son efficacité. La
prise en compte de plusieurs interactions, ayant des orientations de tenseurs différentes dans
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le repère moléculaire est donc une technique fiable et robuste pour décrire la dynamique et
l’orientation de peptides à diffusion axiale.
Enfin, nous avons émis l’hypothèse que les changements d’orientation des tenseurs CSA,
ayant une influence sur la dynamique, pouvaient être dus à des modifications de la géométrie
locale autour des noyaux marqués. Afin de disposer de données plus précises, il serait inté-
ressant de développer un modèle reproduisant ces effets de changements fins de structure.
C’est pourquoi, dans la partie suivante, nous avons mené une étude des propriétés RMN
de multiples structures extraites de simulations de dynamique moléculaire, afin de mieux
comprendre quels aspects structuraux sont importants. Globalement, cette étude nous per-
mettra d’introduire la notion de dynamique du peptide dans le calcul statique des tenseurs
CSA et donc, de comprendre l’influence de certains paramètres dynamiques sur les tenseurs
CSA.
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Introduction
Depuis les années 70, les simulations de dynamique moléculaire sont un outil de choix
pour mener des études sur les systèmes biologiques. De nombreux mécanismes ont été étu-
diés, notamment ceux ciblés autour des membranes et de leurs constituants. On pourra citer
le processus de la vision [269], la diffusion à travers les pores membranaires [270], le transport
d’ions à travers les protéines transmembranaires tenant le rôle de canaux ioniques [271,272],
mais aussi les effets de dynamique interne de ces protéines [273,274] (tels que la dynamique
des chaînes latérales de certains résidus), et les effets environnementaux [275] (protéines in-
sérées dans des lipides en phase liquide ou cristalline). Un certain nombre de travaux ont
porté sur les peptides/protéines transmembranaires et plus particulièrement sur les pep-
tides modèles KALP (GK2(LA)nLK2A) et WALP (GW2(LA)nLW2A) [55,59,72,214,276–279]. Des
simulations ont notamment été effectuées dans le cas d’un mésappariement hydrophobe de
WALP en membrane. Le but de ces simulations était alors de comprendre les mécanismes
d’insertion et de repliement du peptide dans la bicouche lipidique, et elles ont montré que
le peptide s’inclinait au sein de la bicouche. Les différents travaux effectués sur le sujet ont
montré des angles d’inclinaison allant de 10° à 30° en fonction de la longueur de la partie
hydrophobe (de 16 à 23 acides aminés), le peptide étant placé dans une membrane modèle
de DMPC (Dimyristoylphosphatidylcholine).
Ce travail de thèse a porté sur le peptide WALP 23 en membrane de DMPC, composé
de 23 acides aminés, pour lequel les simulations de dynamique moléculaire donnent un angle
d’inclinaison d’environ 30° [59]. Or, comme nous l’avons montré dans la partie précédente à
l’aide de notre modèle MACADAM, le peptide présenterait en fait un angle d’inclinaison de
22° et des fluctuations d’inclinaison de 8°.
Dans cette perspective, nous avons cherché à affiner les résultats précédents et plus par-
ticulièrement, nous avons cherché à comprendre quels sont les « ingrédients » importants sur
lesquels il est possible de jouer pour améliorer les calculs des tenseurs CSA. Pour cela, nous
avons voulu prendre en compte des effets dynamiques de WALP 23 en membrane dont nous
n’avions pas tenu compte jusque là. Nous avons cherché à introduire les effets des vibrations
internes du peptide. C’est pourquoi, nous avons appliqué la stratégie théorique, dévelop-
pée sur la base des calculs de chimie quantique, à des structures extraites de différentes
trajectoires de dynamiques moléculaires. A partir de là, nous avons essayé de mettre en évi-
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dence des corrélations simples entre les tenseurs CSA et un certain nombre de paramètres,
structuraux, électromagnétiques et/ou temporel.
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Différentes simulations de WALP 23 en membrane de DMPC ont été réalisées par P.
Fuchs. Les simulations du système peptide/lipides/eau ont été faites à l’aide du logiciel
GROMOS87 [280–283], en utilisant le champ de force nommé «ff gmx », généralement utilisé
pour modéliser les peptides dans des lipides tels que décrits par Berger [284].
Le peptide a été construit sur la base d’une hélice α idéale dont l’énergie a été minimisée
sur quelques pas. D’un autre côté, une bicouche lipidique de DMPC a été modélisée et son
énergie a été minimisée sur plusieurs nanosecondes (10 à 50 ns). Après avoir retiré 18 lipides
au centre de la bicouche, le peptide y a été inséré verticalement en ajustant les deux centres
de masse. Le système final contient un peptide WALP23, 100 lipides et 3274 molécules d’eau.
Le système s’équilibre ensuite sur 10 ns, certaines contraintes de position sont imposées
aux atomes lourds du peptide, alors que les lipides et les molécules d’eau sont laissés libres.
Ensuite, des simulations de 70 à 500 ns sont effectuées en laissant le peptide libre de tout
mouvement. Dans chaque simulation, des conditions périodiques sont appliquées ainsi que
des contraintes sur les liaisons et sur les molécules d’eau (qui restent rigides). Les vitesses
initiales sont imposées en suivant les conditions de Maxwell. Les simulations sont faites en
utilisant l’ensemble NPT, ensemble thermodynamique dans lequel le nombre de molécules
(N), la pression (P) et la température (T) sont constants.
Au total, nous disposions de 6 trajectoires, différentes par le traitement des interactions
électrostatiques, par les conditions permettant de définir la pression, et par le temps global
de la simulation (de 70 à 500ns). Un jeu de 100 structures a été extrait aléatoirement à
partir de ces 6 trajectoires.
La stratégie établie sur WALP 23 décrite dans la partie précédente a ensuite été appliquée
sur ces 100 structures afin d’extraire, pour chacune, les paramètres de RMN des atomes 13C
de l’alanine 13 et 15N de la leucine 14. Pour cela, les acides aminés de chaque peptide WALP
ont été substitués par des glycines, exceptées l’alanine 13 et la leucine 14 pour lesquelles nous
avons montré l’importance de conserver les chaînes latérales afin de décrire correctement les
propriétés RMN des noyaux d’intérêt. Ces nouveaux peptides sont nommés « polyGLY-
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AL ». Nous avions également montré que l’application d’un champ électrique permettait
de corriger des effets fins liés à une mauvaise représentation des liaisons hydrogène par la
DFT. Cependant l’application d’une telle perturbation doit être effectuée avec précaution
et n’est pas forcément reproductible à tout système. C’est pourquoi nous avons commencé
par effectuer les calculs quantiques sur les structures issues de la dynamique moléculaire
sans appliquer cette perturbation. Nous avons ensuite analysé les paramètres structuraux
et électromagnétiques des 100 peptides polyGLY-AL.
1 Calculs des tenseurs CSA 13C et 15N
1.1 Evolution des valeurs propres
Nous disposons des structures de WALP 23 extraites aléatoirement des simulations de
dynamique moléculaire. Ces structures ont été préalablement enregistrées sous un format
« .pdb ». Nous avons donc dû effectuer un traitement afin de transformer chaque peptide
WALP en polyGLY-AL. Pour cela, nous avons extrait les coordonnées de tous les atomes de
WALP, ajouté les hydrogènes des chaînes latérales (non contenu dans les fichiers « .pdb »),
les hydrogènes du squelette peptidique étant présents, et remplacé tous les résidus par des
glycines, exceptés l’alanine 13 et la leucine 14. Pour 14 des 100 structures, l’ajout des
hydrogènes a posé quelques problèmes ; en effet dans certains cas, nous avons obtenu des
molécules ayant un trop grand nombre d’hydrogènes alors que dans d’autres cas nous avions
des molécules ayant un nombre insuffisant d’hydrogènes. Ce problème venant du programme
« Babel » utilisé pour ajouter les hydrogènes sur les structures de toutes les simulations, nous
avons préféré éliminer les structures présentant des défauts dans un souci de gain de temps.
Nous avons donc pris en compte seulement les structures ne présentant pas ces défauts pour
les analyses statistiques. Au final, nous disposons de 86 peptides polyGLY-AL à analyser.
Pour chacun de ces peptides, nous avons calculé, en utilisant la DFT, les tenseurs CSA
des noyaux 13C et 15N de l’alanine 13 et de la leucine 14, respectivement. Nous avons analysé
les variations des différences σii − σiso, avec i = 1, 2, 3 afin de nous affranchir des possibles
problèmes de référence. Nous avons ensuite comparé ces valeurs aux valeurs préalablement
obtenues pour la structure canonique (SC) présentée dans la partie précédente, dont la
géométrie de la partie centrale avait été optimisée en DFT. Nous aurions pu utiliser les
valeurs obtenues sur la structure canonique transformée en poly-GLY-AL, mais nous avons
préféré utiliser celles obtenues sur le peptide entier, qui étaient les plus proches des valeurs
expérimentales, et donc les meilleures obtenues par le calcul. Les résultats sont présentés
sur les figures 1.1 et 1.2 suivantes. L’analyse des variations de valeurs propres du tenseur
CSA du 13C (Fig. 1.1 (a), (c), (e)) montre que les paramètres σ11 et σ33, calculés sur les
structures extraites de la dynamique moléculaire, sont proches des valeurs calculées sur la
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1 Calculs des tenseurs CSA 13C et 15N
moyenne structures structure
dynamique moléculaire canonique
!11-!iso -70,13 -66,40 -67,70
!22-!iso -6,32 -11,40 -16,90
!33-!iso 76,45 77,80 84,60
13C expérience
Tab. 1.1: Comparaison des différences σii − σiso (i=1,2,3) (en ppm) dans le cas du calcul
sur les 86 structures issues de la dynamique moléculaire (moyenne), du calcul sur le peptide
canonique et des expériences de RMN solide sur le peptide en poudre, pour le 13C
moyenne structures structure
dynamique moléculaire canonique
!11-!iso 55,47 60,40 62,80
!22-!iso 37,19 38,40 41,90
!33-!iso -92,65 -98,80 -104,70
15N expérience
Tab. 1.2: Comparaison des différences σii − σiso (i=1,2,3) (en ppm) dans le cas du calcul
sur les 86 structures issues de la dynamique moléculaire (moyenne), du calcul sur le peptide
canonique et des expériences de RMN solide sur le peptide en poudre, pour le 15N
structure canonique. En moyenne ces deux paramètres présentent des écarts respectifs de
11% et 4 % par rapport à la valeur calculée sur le peptide canonique. Par contre, la moyenne
de la valeur propre σ22, calculée sur les 86 polyGLY-AL, est la plus éloignée de la valeur
obtenue avec la structure canonique avec un écart de 5ppm.
Dans le cas du noyau 15N (Fig. 1.1, (b), (d), (f)), les écarts des moyennes aux valeurs
calculées sur la structure canonique se situent autour de 10% pour les trois valeurs propres,
à savoir, 9% pour σ11 − σiso, 12% pour σ22 − σiso et 10% pour σ33 − σiso.
Dans tous les cas, ce sont les valeurs obtenues à partir des simulations de dynamique
moléculaire qui sont les plus éloignées des résultats expérimentaux (cf tableau 1.1 et 1.2).
En moyenne, les trois valeurs propres de l’azote, calculées sur les structures issues de la
dynamique moléculaire, donnent des valeurs en accord avec celles obtenues sur le peptide
canonique. On observe un comportement similaire pour σ11 et σ33 du 13C. A contrario,
le calcul de σ22 montre une forte différence entre les deux méthodes. On peut supposer
que ces différences proviennent d’effets structuraux tels que des déformations du squelette
peptidique ou encore d’une mauvaise représentation, du réseau de liaisons hydrogène. En
effet, nous avons montré dans la partie précédente, qu’il était important de bien décrire ce
type de liaison dans le cas de la valeur propre σ22 du carbone.
En prenant en compte un écart de 5% entre valeurs calculées sur les structures issues
de la dynamique moléculaire et celles calculées sur le peptide canonique (histogrammes gris
foncés sur la figure 1.1), nous avons voulu mettre en évidence les valeurs susceptibles d’être,
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ou non, influencées par les effets structuraux, environnementaux, et/ou de méthode de calcul
de la structure.
Dans le cas du 13C, 60% des valeurs σ33−σiso calculées sur la dynamique sont à moins de
5% d’écart du calcul sur le peptide canonique. La valeur propre σ33 est donc la moins sensible
aux changements de structures. Par contre, σ22−σiso ne présente que 1% de valeurs proches
du calcul sur la structure canonique, ce qui confirme le résultat précédent. La dernière valeur
propre (σ11) ainsi que les valeurs propres du noyau 15N sont elles aussi dépendantes de la
structure étant donné que seulement 15 à 34% des valeurs sont très proches des résultats
du peptide canonique.
La figure 1.2 fait apparaître la dispersion (variation totale entre la valeur minimale et
la valeur maximale) de toutes les valeurs propres 13C et 15N. On observe que la valeur
propre σ22 du 13C présente la plus forte dispersion, ce qui implique, comme précédemment,
qu’elle est dépendante de la structure de la molécule. σ33 présente, quant à elle, la plus faible
dispersion, ce qui confirme les conclusions précédentes d’un effet négligeable des variations de
structures et/ou de méthode. Enfin, les valeurs propres restantes sont elles aussi, comme σ22
du 13C, dépendantes de ces paramètres, à moindre échelle, étant donné que leurs dispersions
sont plus faibles, mais non-négligeables.
Dans la partie précédente, nous avions vu que l’application d’un champ électrique de
20.10−4 au sur la polyGLY-AL avait pour effet d’améliorer les résultats par rapport aux
valeurs expérimentales. Nous avons donc, dans un deuxième temps, appliqué le même type
de champ sur les 86 polyGLY-AL extraites de la dynamique moléculaire, suivant l’axe de
l’hélice, dans le sens N terminal vers C terminal. La figure 1.3 montre l’influence de l’ap-
plication de deux champs électriques (de 10.10−4 au et 20.10−4 au) sur les valeurs propres
13C et 15N. En effet, nous avons commencé par appliquer le même champ que celui utilisé
sur le peptide canonique (20.10−4 au), mais dans de nombreux cas (51 structures sur 86), et
contrairement à ce que nous avions obtenu sur le peptide canonique, le calcul des propriétés
RMN n’a pas abouti : les critères de convergence pour le calcul de l’énergie qui précède
les calculs des propriétés RMN n’ayant pas été atteints. Ceci pourrait être dû au fait que
les structures issues de la dynamique moléculaire présentent des modifications dans leur
conformation telles que des courbures ou des cassures, ce qui implique qu’elles ne sont plus
parfaitement alignées dans l’axe de l’hélice (suivant l’axe z). Ainsi, l’application du champ
électrique qui se fait suivant l’axe z n’a pas exactement le même effet que celui observé sur
le peptide canonique, pour lequel l’axe de l’hélice suit parfaitement l’axe z. Nous avons donc
étudié l’influence d’un champ électrique plus faible (10.10−4 au), pour lequel, seulement 3
calculs sur 86 n’ont pas donné de résultats.
L’application d’un champ électrique n’améliore que très légèrement (< 2 ppm) les valeurs
propres des deux noyaux, toutes les autres valeurs propres s’éloignent des valeurs du peptide
canonique lorsque l’on applique ces champs électriques. Le champ électrique appliqué sur les
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1 Calculs des tenseurs CSA 13C et 15N
(a) (σ11 − σiso) 13C (b) (σ11 − σiso) 15N
(c) (σ22 − σiso) 13C (d) (σ22 − σiso) 15N
(e) (σ33 − σiso) 13C (f) (σ33 − σiso) 15N
Fig. 1.1: Variations des σii − σiso (en ppm) où les σii (i=1,2,3) correspondent aux valeurs
propres du tenseur CSA 13C du carbonyle de l’alanine 13 (a, c, e) et à celles du tenseur CSA
15N de la leucine 14 (b, d, f) . Le calcul a été effectué sur 86 structures prises aléatoirement
parmi différentes trajectoires issues de différentes simulations. Le trait plein représente la valeur
moyenne de σii − σiso, le trait en pointillé correspond à la valeur calculée précédemment sur
la structure canonique. Les histogrammes colorés en gris foncé correspondent aux valeurs les
plus proches (écart ≤ 5 %) des valeurs de la structure canonique.
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(a) (b)
Fig. 1.2: Valeurs minimale (pointillés), maximale (tirets) et moyenne (trait plein) de σ11−σiso
(1), σ22 − σiso (2), σ33 − σiso (3) du 13C de l’alanine 13 (a) et 15N de la leucine 14 (b). Les
histogrammes représentent la variation totale, en pourcentage, de ces valeurs calculées sur les
86 structures extraites de la dynamique moléculaire.
structures extraites de la dynamique moléculaire produit donc un effet inverse à celui observé
sur le peptide canonique. Ceci peut être dû aux conformations des différentes polyGLY-AL
sur lesquelles on peut observer des repliements ou des cassures d’hélices, contraire à l’hélice
canonique qui est quasi-rectiligne. Il se peut également que ceci soit dû à une mauvaise
représentation du réseau de liaisons hydrogène, mal décrites par le champ de force, sur
lesquelles l’effet du champ électrique serait différent de celui observé précédemment sur le
peptide canonique. Dans la suite de cette partie, nous travaillerons donc uniquement sur les
calculs de tenseurs CSA sans application de champ électrique.
Le but de cette étude est de fournir des tenseurs CSA plus précis que ceux obtenus
précédemment sur le peptide canonique. C’est pourquoi, après avoir étudié l’influence de la
dynamique sur les valeurs propres, nous avons analysé son influence sur l’orientation des
vecteurs propres.
1.2 Orientation des vecteurs propres
Nous avons suivi les variations d’orientation des tenseurs par rapport aux modifications
structurales du squelette peptidique. Pour le carbone, nous avons donc déterminé les angles
α1, β1, γ1, définis respectivement par : l’angle entre −→e11 et N-C (où N est l’azote de la leucine
14 et C le carbone du carbonyle de l’alanine 13), l’angle entre −→e22 et C=O (de l’alanine 13),
et l’angle entre −→e33 et la normale au plan peptidique. Pour l’azote, nous avons déterminé ces
mêmes angles α2, β2, γ2, ceux-ci étant respectivement : l’angle entre −→e11 et N-C (où N est
l’azote de la leucine 14 et C le carbone du carbonyle de l’alanine 13), l’angle entre −→e22 et la
normale au plan peptidique, et l’angle entre −→e33 et N-H (de la leucine 14) (Fig. 1.4).
La figure 1.5 montre les variations des six angles pour les 86 structures. Pour le carbone
(Fig. 1.5a), les angles varient aléatoirement sur les différentes structures. Les variations
142
1 Calculs des tenseurs CSA 13C et 15N
(a) (b)
(c) (d)
(e) (f)
Fig. 1.3: Evolution des valeurs propres σ11 (a), σ22 (c) et σ33 (e) du 13C et σ11 (b), σ22 (d)
et σ33 (f) du 15N sans et avec application d’un champ électrique. Le trait pointillé représente
les valeurs obtenues sur le peptide canonique (optimisation de la géométrie en utilisant la
DFT), le trait plein représente les valeurs calculées sur les structures issues de la dynamique
moléculaire sans champ électrique, les ronds représentent les valeurs calculées avec un champ
électrique de 10.10−4 au et les triangles correspondent aux valeurs calculées avec un champ
électrique de 20.10−4 au.
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Fig. 1.4: Orientation des vecteurs propres des tenseurs CSA13C de l’alanine 13 et 15N de la
leucine 14
restent faibles pour α1 et β1 (respectivement ±8° et ±7° par rapport à la moyenne) et
plus importantes pour γ1 (±19°). Par contre, dans le cas de l’azote les variations sont
beaucoup plus importantes. On observe de fortes variations pour α2 et surtout pour β2
allant jusqu’à ±80° par rapport à la moyenne sur les 86 structures. Ces résultats sont
indépendants des résultats obtenus sur les valeurs propres pour lesquelles nous avions vu
que la valeur qui variait le plus était σ22 du carbone. Les variations très importantes de
l’orientation des vecteurs propres du tenseur 15N de la leucine 14 pourraient être liées à
un changement de représentation de la densité électronique autour de l’azote dans le calcul
RMN quantique. En effet, du fait de sa configuration électronique, il pourrait être plus affecté
par des modifications de densité électronique que le carbone du carbonyle de l’alanine 13.
Ces modifications pourraient être reliées à des effets structuraux ou directement au calcul
de dynamique effectué à l’aide d’un champ de force qui ne serait pas adapté.
En comparant avec les valeurs obtenues sur le peptide canonique (Fig. 1.6), on observe
que les orientations moyennes (calculées sur les 86 structures) sont plus faibles de quelques
degrés dans le cas du carbone. Pour l’azote, on remarque que les valeurs moyennes de α2 et
β2 sont éloignées des valeurs canoniques de 10 et 8 degrés respectivement. Ceci contribue à
confirmer le résultat précédent sur une mauvaise représentation de la densité électronique
autour de l’azote.
Il ressort des analyses sur les valeurs propres, qu’un certain nombre de paramètres
peuvent influencer, parfois de manière importante, le calcul des différentes valeurs propres
des tenseurs CSA 13C et 15N. Nous avons donc déterminé certains de ces paramètres, afin
de comprendre leur influence sur les valeurs propres et les vecteurs propres et d’essayer de
trouver des corrélations simples entre ces paramètres et les tenseurs CSA.
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(a) (b)
Fig. 1.5: Evolution de l’orientation des tenseurs CSA 13C et 15N au cours de la dynamique,
les ronds correspondent aux angles α (relatifs au vecteur −→e11), les triangles à β (relatifs à −→e22)
et les croix γ (relatifs à −→e33)
Fig. 1.6: Comparaison des angles d’orientation des tenseurs CSA 13C (α1, β1, γ1 ) et 15N
(α2, β2, γ2 ) obtenus sur les 86 structures extraites de la dynamique moléculaire (gris), la
valeur présentée étant la moyenne des angles calculés pour les 86 structures), avec les angles
obtenus sur le peptide canonique (noir)
2 Paramètres structuraux
Les premiers paramètres que nous avons calculés sont les couples d’angles dièdres (φ2,ψ2)
et (φ,ψ) pour l’alanine 13 et la leucine 14, respectivement, comme représenté sur la figure
1.7. Nous avons ensuite tracé les diagrammes de Ramachandran correspondants à ces angles
(Fig. 1.8) qui indiquent que les géométries des 86 peptides extraites des simulations de
dynamique moléculaire se situent dans la zone des hélices α. Afin de confirmer et d’affiner
ces résultats, nous avons cherché à caractériser plus précisément le type d’hélice (Tab. 1.3).
Pour cela, nous avons émis l’hypothèse que :
– sachant que pour une hélice α la somme des angles φ et ψ est généralement de -105°,
nous avons supposé que tous les couples (φ,ψ) dont la somme était comprise entre
-115° et -95° correspondaient à une conformation en hélice α « parfaite »
– dans tous les autres cas, nous parlerons d’hélice « imparfaite »
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Fig. 1.7: Définition des différents angles calculés autour des noyaux 13C (atome 68) du
carbonyle de l’alanine 13 et du 15N (atome 70) de la leucine 14 .
Fig. 1.8: Diagramme de Ramachandran obtenu à partir des angles φ et ψ calculés pour
l’alanine 13 (croix grises) et φ2 et ψ2 calculés pour la leucine 14 (croix noires) sur les 86
polyGLY-AL.
hélices ! "parfaites" hélices  "imparfaites"
13C 62% 38%
15N 63% 37%
Tab. 1.3: Conformations des 86 structures extraites de la dynamique moléculaire calculées à
partir des angles dièdres φ et ψ autour du 13C de l’alanine 13 et du 15N de la leucine 14
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46 1,8 ! "parfaite"
75 6,4 "imparfaite"
51,42,59 101,0 ! "parfaite"
18 103,9 ! "parfaite"
50 111,0 ! "parfaite"
40 125,5 ! "parfaite"
74 138,2 ! "parfaite"
N° de la structure Ecarts MD/MQ (%) Type d'hélice
(a)
33,68 -4,4 "imparfaite"
63 -3,9 ! "parfaite"
58 -1,0 ! "parfaite"
2 -1,0 "imparfaite"
56 -0,9 ! "parfaite"
43 -0,8 "imparfaite"
41 1,6 ! "parfaite"
34 1,7 "imparfaite"
83 3,0 ! "parfaite"
61 3,2 "imparfaite"
79 3,2 ! "parfaite"
17 4,5 ! "parfaite"
47 4,6 "imparfaite"
24 4,7 ! "parfaite"
4 52,5 ! "parfaite"
11 72,4 "imparfaite"
N° de la structure Ecarts MD/MQ (%) Type d'hélice
(b)
Tab. 1.4: Exemples d’écarts les plus faibles (< 10 %) et les plus importants (> 100%) entre
les valeurs de σ22 − σiso calculées la dynamique moléculaire (MD) et celles calculées sur le
peptide canonique (MQ) en fonction de la conformation du peptide du 13C de l’alanine 13 (a)
et du 15N de la leucine 14 (b)
Ceci confirme que les polyGLY-AL sont majoritairement structurées en hélice α, tout
en montrant la présence d’autres types de structures secondaires. Ceci pourrait être une des
origines des variations des paramètres RMN des deux noyaux d’intérêts. En effet, nous avons
vu que la variation la plus importante se remarque au niveau de la valeur propre σ22 du 13C
de l’alanine 13. Nous avons vu également que cette valeur propre était très dépendante du
réseau de liaison hydrogène du peptide. Hors, un changement de conformation de l’hélice
implique également des modifications importantes du réseau de liaisons hydrogène, ce qui
pourrait expliquer l’effet important subit par σ22.
Les tableaux 1.4 font apparaître les relations entre variations de σ22 − σiso (du 13C de
l’alanine 13 et du 15N de la leucine 14) et type de structure secondaire des polyGLY-AL.
Quelques variations parmi les plus faibles et les plus importantes par rapport aux valeurs
calculées sur le peptide canonique, sont reportées dans ces tableaux. Il en ressort que le
changement de structure secondaire, seul, ne peut expliquer les variations très importantes
de ces valeurs propres.De même, si on s’intéresse aux variations de σ22 − σiso du 13C et du
15N en fonction des couples (φ,ψ) et (φ2,ψ2) on n’observe aucune corrélation (cf figures 1.9
et 1.10). Ceci confirme que l’on ne peut pas trouver un lien direct entre les changements de
structure secondaire et les variations importantes des valeurs propres.
Après l’analyse des angles dièdres autour des deux noyaux, nous avons étudié l’influence,
sur les valeurs propres, des angles plans α, β, ε, autour du 15N de la leucine 14 et des angles
γ, δ, ξ autour du 13C de l’alanine 13 (cf figure 1.7). La variation des trois angles, autour de
chacun des noyaux, traduit une modification de la géométrie du squelette peptidique, mais
aussi de l’orientation des liaisons C=O et N–H et par conséquence, permet de prendre en
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Fig. 1.9: σ22 − σiso du 15N en fonction de φ et ψ
Fig. 1.10: σ22 − σiso du 13C en fonction de φ2 et ψ2
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compte des modifications locales du réseau de liaisons hydrogène dues à des changements
dans la géométrie interne du peptide. Nous avons commencé l’étude par les deux valeurs
propres les plus influencées tout au long de la dynamique, à savoir les σ22 du 13C et du
15N (Fig. 1.11).Il ressort de cette analyse que les valeurs propres σ22 des deux noyaux sont
sensibles aux variations des angles ε, et ξ qui sont en vis-à-vis des liaisons N–H et C=O
respectivement. On observe également que σ22 du 13C fluctue avec γ et que σ22 du 15N est
influencé par β. Les angles β et γ représentant les angles entre les liaisons N–H et C=O
respectivement, ceci montre bien que les valeurs propres sont dépendantes de la géométrie
des liaisons hydrogène. On ne peut toutefois pas faire ressortir de ces données des règles
simples entre variations des σ22 des deux noyaux et variations d’angles.
La figure 1.12 présente les variations de σ33 − σiso du 15N en fonction des trois angles
plans centrés sur celui-ci. Comme nous l’avons montré précédemment (partie 2), cette valeur
dépend, comme σ22 du 13C, du réseau de liaisons hydrogène. C’est pourquoi, nous nous
sommes spécifiquement intéressés, à une échelle plus locale, à l’effet des variations d’angles
plans sur celle-ci. La variation la plus importante est observée lorsque l’on suit l’évolution
de σ33 en fonction de l’angle α. On notera également la forte influence de l’angle ε sur
cette même valeur propre. Ces résultats indiquent que la valeur propre σ33 de l’azote est
dépendante de la conformation de la liaison hydrogène, comme nous pouvions l’attendre.
La figure 1.13 montre les variations de σ22 − σiso du 13C en fonction des angles associés au
15N et les variations de σ33 − σiso du 15N en fonction des angles associés au 13C.
On observe des comportements similaires à ceux présentés ci-dessus. σ33 est fortement
modifié lorsque γ et ξ varient. De même, σ22 est très influencé par ε et β. Les valeurs
propres dépendent donc de la conformation de la liaison hydrogène attenante au noyau sur
lequel elles sont calculées mais aussi également des liaisons hydrogène mettant en jeu les
noyaux voisins. Ceci montre encore la dépendance des valeurs propres au réseau de liaisons
hydrogène. De plus, ceci corrobore les résultats observés dans la littérature pour des calculs
FPT-INDO qui ont montré une influence importante des variations locales de la géométrie
de la liaison hydrogène sur la valeur propre σ33 du tenseur 15N.
Ces résultats ne permettent toujours pas d’expliquer les fortes variations des valeurs
propres au cours des différentes dynamiques, ni de donner une corrélation claire entre pa-
ramètres structuraux et tenseurs CSA. C’est pourquoi, nous nous sommes tournés vers un
autre type de paramètres pouvant avoir un effet sur ces valeurs propres : les paramètres
électromagnétiques.
3 Paramètres électromagnétiques
Nous avons vu dans le chapitre précédent que le changement de polarisation (ou de
moment dipolaire) du réseau de liaisons hydrogène, sous application d’un champ électrique
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(a) (b)
(c) (d)
(e) (f)
Fig. 1.11: Variations de σ22 − σiso du 13C en fonction de γ (a), δ (c), ξ (e) et variations de
σ22 − σiso du 15N en fonction de α (b), β (d), ε (f). Les droites représentent les régressions
linéaires calculées sur les 86 structures.
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(a)
(b)
(c)
Fig. 1.12: Variations de σ33 − σiso du 15N en fonction de α (b), β (d), ε (f). Les droites
correspondent aux régressions linéaires
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(a) (b)
(c) (d)
(e) (f)
Fig. 1.13: Variations de σ22 − σiso du 13C en fonction de α (a), β (c), ε (e) et variations de
σ33− σiso du 15N en fonction de γ (b), δ (d), ξ (f). Les droites correspondent aux régressions
linéaires
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orienté suivant l’axe de l’hélice, avait une influence sur les tenseurs de déplacement chimique.
Nous avons donc étudié l’effet des changements de moment dipolaire du peptide, tout au
long de la dynamique, sur les valeurs propres σ22 13C et 15N qui sont les valeurs propres
qui montrent le plus de variations tout au long de la dynamique ainsi que sur σ33 15N
qui, comme nous l’avons vu, est une valeur propre très influencée par les modifications que
peut subir le réseau de liaisons hydrogène. Comme le montre la figure 1.14 les trois valeurs
propres dépendent du moment dipolaire du peptide. Les deux σ22 (13C et 15N) diminuent
globalement lorsque le moment dipolaire augmente, alors que σ33 du 15N augmente avec
le moment dipolaire. Les influences des variations de longueur (distance entre le carbone
terminal et l’azote terminal) et de différence de charge du peptide entier (#q, calculée à
partir du moment dipolaire du peptide entier et de sa longueur) sur les valeurs propres sont
présentées sur la fig. 1.15. Il en ressort que les variations de longueur du peptide influent peu
sur les valeurs propres alors que les variations de la différence de charges sont importantes.
Ces variations de différence de charges impliquent des variations de polarisation au niveau
des liaisons du peptide et plus spécifiquement, on s’attend à des changements de polarisation
au niveau des liaisons hydrogène. Nous avons vu que la polarisation des liaisons hydrogène
étaient importante pour la description des tenseurs CSA et plus particulièrement de la valeur
propre σ33 du 15N et la valeur propre σ22 du 13C. Ces résultats sont redémontrés ici où l’on
observe notamment un effet de la variation de la différence de charges sur la valeur propre
σ22 du 13C (Fig. 1.15b) et sur σ33 de l’azote (Fig. 1.15f).
Dans ce chapitre, nous avons réalisé une statistique sur les valeurs propres des tenseurs
CSA pour 86 structures extraites de simulation de dynamique moléculaire. Ceci nous a
permis d’observer des différences entre les paramètres RMN calculés pour ces structures et
ceux obtenus sur le peptide canonique (traité entièrement à l’aide d’outils quantiques). Les
différences les plus importantes ont été observées sur les valeurs propres σ22 du 13C et, à
moindre échelle, σ22 et σ33 du 15N.
Nous n’avons cependant pas pu mettre en évidence des relations simples entre para-
mètres structuraux ou électromagnétiques et tenseurs CSA, c’est pourquoi, afin d’apporter
de nouvelles informations, nous avons voulu prendre en compte les effets des changements
de structures au cours du temps.
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(a)
(b)
(c)
Fig. 1.14: Influence du moment dipolaire sur σ22 − σiso 13C (a), σ22 − σiso (b) et σ33 − σiso
(c) 15N sur les 86 structures issues des dynamiques moléculaires. Les droites correspondent
aux régressions linéaires calculées sur les 86 points
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(a) (b)
(c) (d)
(e) (f)
Fig. 1.15: Influence de la longueur et de la différence de charge du peptide entier sur σ22−σiso
13C (a et b) et σ22 − σiso (c et d) et σ33 − σiso (e et f) 15N. Les droites correspondent aux
régressions linéaires calculées sur les 86 points
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Chapitre 2
Analyse temporelle
Dans ce chapitre, nous avons voulu mettre en évidence des corrélations possibles entre
temps, paramètres structuraux et tenseurs CSA. En effet, à différentes échelles de temps, il
est possible de suivre des mouvements moléculaires différents. En premier lieu, nous avons
travaillé sur des échelles de temps de l’ordre de la picoseconde, correspondant à des mouve-
ments tels que les isomérisations, les rotations, soit des changements de conformation de la
molécule correspondant à des mouvements lents. Grâce à la prise en compte du temps, nous
espérons voir apparaître des corrélations entre des changements de conformation, tels que
des déformations angulaires du squelette peptide ou des liaisons mise en jeu dans le réseau
de liaisons hydrogène, et temps. Ainsi, si nous sommes capables de définir une relation entre
le temps et les tenseurs RMN, nous pourrons en dégager des règles reliant changements de
conformation et tenseurs RMN.
Pour cela, nous avons travaillé sur une simulation choisie parmi toutes celles dont nous
avions extraites les 86 structures de la section précédente. Le temps global de cette simulation
est de 70 ns. Nous en avons extrait 500 structures, une toutes les 140 ps, ce qui nous permet,
cette fois, de prendre en compte la dimension temps. Comme précédemment, nous avons
extrait des peptides WALP 23 que nous avons transformés en polyGLY-AL. Nous avons
ensuite calculé les tenseurs CSA 13C (du carbonyle de l’alanine 13) et 15N (de l’azote de la
leucine 14) en utilisant la DFT, sans application de champ électrique.
1 Calculs des tenseurs CSA
Nous avons commencé par étudier l’influence des changements de paramètres, au cours
du temps, sur chacune des valeurs propres 13C et 15N. (Fig. 2.1)
Il n’apparaît sur la figure 2.1 aucune tendance reliant temps et valeurs propres. On peut
voir sur cette figure la dispersion plus importante de certaines valeurs, notamment σ22 du
carbone et de l’azote.
Nous avons alors comparé les moyennes obtenues pour les 484 structures extraites de
157
Analyse temporelle
(a) (b)
Fig. 2.1: Evolution, en fonction du temps, de σ11 − σiso (croix), σ22 − σiso (triangles) et
σ33 − σiso (ronds) pour le 13C (a) le 15N (b) au cours de la simulation de 70 ns.
la simulation de dynamique moléculaire, à celles obtenues sur les 86 structures extraites
de plusieurs dynamiques, ainsi qu’aux résultats obtenus pour le peptide canonique (dont la
géométrie avait été optimisée en utilisant la DFT) et à ceux obtenus expérimentalement.
Les tableaux 2.1a et 2.1b montrent les écarts entre ces valeurs, pour les deux noyaux (13C du
carbonyle de l’alanine 13 et 15N de l’azote de la leucine 14). On observe, dans le cas des 484
structures extraites d’une seule simulation, quasiment les mêmes valeurs que celles observées
dans le cas des 86 structures extraites de différentes dynamiques. La valeur la plus éloignée
de celle du peptide canonique, et de la valeur expérimentale, est la valeur σ22− σiso du 13C,
avec une différence de 5 ppm par rapport à la valeur canonique. Les deux autres valeurs
propres du carbone, σ11 et σ33, se situent respectivement à 4 ppm et 1 ppm. Pour le 15N, on
retrouve également, les mêmes comportements que pour les 86 structures, à savoir, la valeur
la plus éloignée est σ22 − σiso, avec 6 ppm, puis σ33 − σiso et σ11 − σiso avec respectivement,
5 ppm et 1 ppm d’écart par rapport à la valeur canonique.
Les valeurs issues de cette simulation sont toujours plus éloignées des résultats expéri-
mentaux que les valeurs obtenues pour la structure canonique. On retrouve ici exactement
le même comportement que celui décrit précédemment sur les 86 structures, avec une valeur
moyenne de σ22 du 13C toujours très éloignée de la valeur obtenue pour le peptide canonique.
Si l’on s’intéresse maintenant à la dispersion des valeurs propres tout au long de la
dynamique, on observe (Fig. 2.2), comme nous l’avons vu sur les 86 structures extraites
de dynamiques différentes, une dispersion très importante pour la deuxième valeur propre,
σ22, du carbone ainsi que pour celle de l’azote. Dans une moindre mesure, on notera les
dispersions non-négligeable des deux autres valeurs propres σ11 et σ33 de l’azote.
Au final, les tendances observées pour les valeurs calculées sur les structures issues d’une
seule simulation, sont les mêmes que celles observées pour les valeurs calculées sur les struc-
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moyennes 86 structures moyennes 484 structures structure
(plusieurs simulations) (1 simulation) canonique
!11-!iso -70,13 -70,48 -66,40 -67,70
!22-!iso -6,32 -5,80 -11,40 -16,90
!33-!iso 76,45 76,28 77,80 84,60
13C expérience
(a)
moyennes 86 structures moyennes 484 structures structure
(plusieurs simulations) (1 simulation) canonique
!11-!iso 55,47 56,16 60,40 62,80
!22-!iso 37,19 35,73 38,40 41,90
!33-!iso -92,65 -91,89 -98,80 -104,70
15N expérience
(b)
Tab. 2.1: Comparaison des différences σii − σiso (i=1,2,3) (en ppm) dans le cas du calcul
sur les 484 structures de la simulation (moyenne), du calcul sur le peptide canonique et des
expériences de RMN solide sur le peptide en poudre, pour le 13C (a) et le 15N (b)
(a) (b)
Fig. 2.2: Valeurs minimale (pointillés), maximale (tirets) et moyenne (trait plein) de σ11−σiso
(1), σ22 − σiso (2), σ33 − σiso (3) du 13C de l’alanine 13 (a) et 15N de la leucine 14 (b). Les
histogrammes représentent la variation totale, en pourcentage, de ces valeurs calculées sur les
484 structures extraites de la simulation.
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tures extraites de plusieurs dynamiques.
2 Paramètres structuraux
En considérant les mêmes critères que dans la section précédente pour déterminer le
type d’hélice, nous avons pu calculer les proportions des différentes structures secondaires
des 484 peptides en considérant les angles autour du carbonyle de l’alanine 13 et de l’azote
de la leucine 14. Nous avons remarqué une présence importance d’hélice α. Nous avons alors
affiné le résultat précédent en déterminant que 67% des peptides sont structurés en d’hélices
α. Ensuite, nous avons regardé l’évolution des angles plans α, β, ε autour de l’azote de la
leucine 14 et γ, δ, ξ autour du carbone de l’alanine 13 tout au long de la dynamique (Fig.
1 en annexe).
Tout comme les valeurs propres 13C et 15N, les angles évoluent aléatoirement tout au
long de la dynamique, il ne ressort donc aucune tendance et il est donc difficile de trouver
un lien entre valeurs propres et temps, entre angles plans et temps, et donc, entre valeurs
propres et modifications angulaires.
Nous avons ensuite cherché l’influence des angles plans sur leurs valeurs propres, et plus
particulièrement sur les valeurs propres σ22 des deux noyaux (Fig. 2 en annexe). Comme
précédemment, dans le cas de l’analyse sur les 86 structures, nous observons une dépendance
importante des valeurs propres pour les angles ξ et ε ( angles en vis-à-vis de la liaison C=O
participant à la liaison hydrogène). La valeur propre σ22 du 13C diminue toujours lorsque γ
augmente et reste quasi-constante lorsque δ augmente. Par contre, on note des différences au
niveau de σ22 du 15N en fonction de α et β ; en effet, en prenant en compte les 484 structures,
la valeur propre augmente avec α (contrairement à ce que nous avions observé sur les 86
structures) et reste constante lorsque β augmente. Globalement, la prise en compte d’un
nombre plus important de structures permet d’affiner légèrement les résultats et donner des
tendances plus précises, mais nous observons les mêmes valeurs propres que dans le cas de
l’analyse sur les 86 structures. La prise en compte de la dimension temps n’a donc pas permis
de faire ressortir une corrélation simple entre valeurs propres et paramètres structuraux. De
plus, les résultats ne sont sensiblement pas améliorés, en comparaison de ceux obtenus sur
les 86 structures, ce qui ne justifie donc pas le coût de calcul supplémentaire nécessaire pour
traiter 500 structures au lieu de 86.
3 Paramètres électromagnétiques
En regardant l’évolution de la différence de charge du peptide entier tout au long de
la dynamique (fig. 2.3), on n’observe pas de tendance particulière. Les premières valeurs,
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Fig. 2.3: Evolution de la charge totale (10−19 C) du peptide au cours de la simulation de
70ns
plus faibles, correspondent au temps laissé au système peptide/lipides pour s’équilibrer. La
charge totale du peptide évolue ensuite de façon aléatoire jusqu’à la fin de la simulation.
Nous avons ensuite suivi l’évolution de chaque valeur propre des tenseurs CSA 13C et
15N en fonction de la différence de charge totale du peptide tout au long de la simulation
(Fig. 3, en annexe). Tout comme dans le cas de l’analyse sur les 86 structures, nous avons
noté l’influence de la différence de charge sur la valeur propre σ22 du carbone. De même nous
avons observé une variation de la valeur propre σ22 de l’azote. Nous avons également noté
l’influence, moindre, de ces différences de charges sur les σ11 des deux noyaux. Cependant,
dans tous les cas, il est difficile, encore une fois, d’établir une relation simple entre les
paramètres RMN et ce paramètres électromagnétique.
Nous avons vu dans ce chapitre que la prise en compte du temps à l’échelle de la centaine
de picosecondes n’apportait pas d’information supplémentaire dans le cas d’une analyse
statistique sur 500 structures extraites d’un même simulation. De plus, nous avons observé
les mêmes tendances et les mêmes résultats (moyennes des valeurs propres des tenseurs CSA
13C et 15N) avec ces 500 structures que ceux que nous avions obtenus avec les 86 structures
extraites de différentes dynamiques. Ceci signifie qu’il est possible de réduire ce type l’analyse
à moins de 100 structures ce qui permet d’alléger considérablement le temps de calcul.
Après la prise en compte du temps à l’échelle de la centaine de picosecondes, nous avons
étudié l’influence du temps à des échelles plus petites, de l’ordre de la picoseconde et de la
femtoseconde qui correspondent à un autre type de mouvement interne de la molécule.
4 Importance de l’échelle de temps
En étudiant les tenseurs CSA calculés à l’aide de la DFT sur des structures extraites de
la dynamique moléculaire, nous avons voulu prendre en compte les mouvement moléculaires
dont nous n’avions pas pu tenir compte dans le calcul sur la structure canonique (optimi-
sation de la géométrie et calculs des tenseurs CSA en utilisant la DFT). Nous avons donc
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procédé à une étude à différentes échelles de temps, allant de la centaine de picosecondes à
la dizaine de femtosecondes, afin de suivre les effets de différents mouvements (Fig. 2.4), et
en allant vers des mouvements de plus en plus rapides. Le but ici était de pouvoir étudier
des mouvements allant jusqu’aux vibrations, qui correspondent à des changements fins de
la structure.
Fig. 2.4: Echelle de temps des mouvements moléculaires
Nous avons travaillé sur un grand nombre de structures ayant été extraites d’une simu-
lation toutes les 20 fs, 20 ps et 100 ps. Pour chacune de ces structures, contrairement à ce
que nous avons pu voir précédemment, les distances inter-atomiques n’étaient pas figées.
Dans le cas des deux premiers jeux de données, 20fs et 20ps, nous avons extrait 500 et 536
structures respectivement, dans le cas du dernier, 100ps, nous disposions de 151 structures.
Comme nous l’avons montré dans le chapitre précédent, les résultats sont tout à fait com-
parables dans le cas des 500 ou de 151 structures et légèrement différentes dans le cas des
536 structures. Nous avons donc comparé les résultats obtenus pour les trois temps, pour
chacune des valeurs propres des deux noyaux (13C et 15N) puis, nous les avons confrontés
aux résultats obtenus sur le peptide canonique et à ceux obtenus expérimentalement par
RMN solide.
4.1 Influence sur les valeurs propres
Le tableau 2.2 montre les moyennes des valeurs propres des tenseurs CSA des deux
noyaux, en comparaison avec les valeurs calculées pour le peptide canonique et avec les
valeurs expérimentales de RMN solide.
On note que les valeurs obtenues sur les structures extraites de la dynamique moléculaire,
quelle que soit l’échelle de temps, sont très proches les unes des autres. On notera toutefois
que les valeurs à 100 ps et 20 ps sont quasi-identiques alors que les valeurs à 20fs sont
légèrement différentes. Ceci pourrait être un effet de la prise en compte des vibrations,
observées autour de la femtoseconde, que l’on voit apparaître sur les figures 2.5 et 2.6 sur
lesquelles on peut observer (à 20 fs ) un signal se rapprochant d’une sinusoïde. La prise en
compte de temps plus courts ne permet donc pas d’améliorer les valeurs propres des tenseurs
par rapport aux valeurs du peptide canonique, et donc aux valeurs expérimentales.
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peptide expériences
20 fs 20 ps 100 ps canonique RMN solide
!11-!iso (ppm) -74,53 -76,40 -76,70 -66,40 -67,70
!22-!iso (ppm) 1,14 3,26 3,33 -11,40 -16,90
!33-!iso (ppm) 73,39 73,14 73,37 77,80 84,60
moyennes dynamiques13C
(a)
peptide expériences
20 fs 20 ps 100 ps canonique RMN solide
!11-!iso (ppm) 55,59 54,28 54,54 60,40 62,80
!22-!iso (ppm) 37,94 39,39 38,79 38,40 41,90
!33-!iso (ppm) -93,53 -93,67 -93,33 -98,80 -104,70
15N
moyennes dynamiques
(b)
Tab. 2.2: Moyennes des valeurs propres (σii−σiso avec i=1,2,3) des tenseurs CSA 13C (a) et
15N (b) obtenues sur les structures extraites de la dynamique moléculaire à différentes échelle
de temps. Ces valeurs sont comparées à celles calculées sur le peptide canonique et à celles
obtenues expérimentalement par RMN du solide.
La figure 2.5 montre l’évolution des trois valeurs propres du tenseurs CSA 13C en fonction
de l’échelle de temps. Il en ressort que les valeurs sont peu affectées par la prise en compte de
temps plus courts, dans le sens où on observe des valeurs moyennes quasi-identiques quelle
que soit l’échelle de temps. La dispersion des valeurs est globalement la même. Dans tous
les cas, la valeur propre σ22 est toujours celle qui présente la plus forte dispersion.
Les variations des valeurs propres du tenseur CSA 15N en fonction de l’échelle de temps
sont présentées sur la figure 2.6. Tout comme pour le carbone, on observe des comportements
similaires quelle que soit l’échelle de temps. On retrouve les même dispersions que celles
observées dans les sections précédentes : σ22 présente la plus forte dispersion (environ ±
50% par rapport à la moyenne) et σ33 présentant également une dispersion importante, plus
faible que σ22 (environ± 30% par rapport à la moyenne).
Au final, la prise en compte de mouvements plus ou moins rapides ne semble pas jouer
sur la valeur moyenne de chaque valeur propre du tenseur. Ceci pourrait s’expliquer par
le fait que les champs de force de mécanique moléculaire se placent dans l’approximation
harmonique ; ainsi, à l’équilibre (qui correspond aux valeurs moyennes que nous calculons),
les valeurs sont quasi-identiques pour les trois temps. Ainsi, l’analyse faite sur les structures
extraites toutes les 20 fs, sur une dynamique dont le temps total est de seulement 10 ps,
suffit pour déterminer les valeurs propres des tenseurs CSA.
Cette dynamique ayant été faite sur 500 structures, nous nous sommes posé la question
de savoir s’il était possible de réduire le calcul à une centaine de structures seulement, étant
donné les résultats précédents sur les 86 structures (Tab. 2.3). On observe des résultats
quasi-identiques, ce qui implique qu’il n’est pas nécessaire de prendre en compte un grand
nombre de structures et réduit donc considérablement les temps de calcul.
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peptide expériences
20 fs (100 structures) 20 fs (500 structures) canonique RMN solide
!11-!iso (ppm) -74,83 -74,53 -66,40 -67,70
!22-!iso (ppm) 1,46 1,14 -11,40 -16,90
!33-!iso (ppm) 73,37 73,39 77,80 84,60
13C
moyennes dynamiques
(a)
peptide expériences
20 fs (100 structures) 20 fs (500 structures) canonique RMN solide
!11-!iso (ppm) 55,94 55,59 60,40 62,80
!22-!iso (ppm) 37,75 37,94 38,40 41,90
!33-!iso (ppm) -93,68 -93,53 -98,80 -104,70
15N
moyennes dynamiques
(b)
Tab. 2.3: Valeurs moyennes calculées pour chaque valeur propre des tenseurs CSA 13C (a)
et 15N (b) sur les structures extraites toutes les 20fs. Ces valeurs sont comparées à celles
obtenues sur le peptide canonique et expérimentalement par RMN du solide
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Fig. 2.5: Evolution des σii − σiso avec i=1,2,3 du tenseurs CSA 13C en fonction du temps :
20 fs (a, d, g), 20 ps (b, e, h) et 200 ps (c, f, i). Le trait plein correspond à la valeur moyenne
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Fig. 2.6: Evolution des σii − σiso avec i=1,2,3 du tenseurs CSA 15N en fonction du pas de
temps de la simulation : 20 fs (a, d, g), 20 ps (b, e, h) et 200 ps (c, f, i). Le trait plein
correspond à la valeur moyenne
4.2 Influence sur les vecteurs propres des tenseurs CSA
En reprenant la définition précédente de l’orientation des vecteurs propres des tenseurs
CSA (Fig. 1.4) , nous avons calculé les angles α, β, et γ pour les deux noyaux (pour le
carbone, α1 : l’angle entre −→e11 et N-C, β1 : l’angle entre −→e22 et C=O, γ1 : l’angle entre −→e33
et la normale au plan peptidique. Pour l’azote, α2 : l’angle entre −→e11 et N-C, β2 : l’angle
entre −→e22 et la normale au plan peptidique, γ2 : l’angle entre −→e33 et N-H) dans le cas des trois
temps 20fs, 20ps et 100ps.
On remarque sur les figures 2.7 et 2.8 que l’orientation moyenne des vecteurs propres est
la même quelle que soit l’échelle de temps considérée. Pour l’azote 15, on note une faible
dispersion des valeurs de γ2 (au maximum, 9° d’écart par rapport à la moyenne), l’angle
entre −→e33 et N-H est donc très peu affecté alors que α2 et β2 présentent des dispersions très
importantes (50° au maximum d’écart par rapport à la moyenne) et semblent donc très
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(a) (b) (c)
Fig. 2.7: Orientation des tenseurs CSA 13C pour les trois temps : 20fs (a), 20ps (b), 100ps
(c). Les ronds correspondent à l’angle α1 (relatif au vecteur −→e11), les triangles à β1 (relatif à−→e22) et les croix γ1 (relatif à −→e33)
(a) (b) (c)
Fig. 2.8: Orientation des tenseurs CSA 15N pour les trois temps : 20fs (a), 20ps (b), 100ps
(c). Les ronds correspondent à l’angle α2 (relatif au vecteur −→e11), les triangles à β2 (relatif à−→e22) et les croix γ2 (relatif à −→e33)
affectés par les changements de conformations au cours de la dynamique. Pour le carbone
13, on observe des dispersions du même ordre de grandeur pour les trois angles α1, β1, γ1,
autour de 10° maximum d’écart par rapport à la moyenne. Les vecteurs propres 13C sont
donc, comme γ2 , peu affectés par les changements intervenant au cours de la dynamique.
Les moyennes calculées pour les 6 angles en fonction des trois temps, sont comparées
dans les tableaux 2.4a et 2.4b aux valeurs calculées sur le peptide canonique. Globalement,
les valeurs moyennes calculées sur les structures extraites de la dynamique sont proches des
valeurs obtenues sur le peptide canonique, pour α1, β1, γ1 et γ2, allant de 1° d’écart au
minimum pour γ2 à 5,3° au maximum pour α1 . En revanche, on observe des différences
très importantes pour α2 et β2 , allant de 29,3° d’écart pour α2 à 40,6° pour β2 par rapport
à la valeur canonique. Ceci vient corroborer les conclusions obtenues dans le paragraphe
précédent, en montrant l’influence très importante des changements de structures au cours
de la dynamique sur α2 et β2.
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13C 20fs 20ps 100ps peptide canonique
!1 (degrés) 37,1 36,7 36,9 31,8
"1 (degrés) 7,4 6,9 7,0 2,4
#1 (degrés) 7,7 7,2 6,8 2,0
(a)
15N 20fs 20ps 100ps peptide canonique
!2 (degrés) 57,8 50,8 50,0 20,7
"2 (degrés) 58,3 50,7 50,5 17,7
#2 (degrés) 19,7 19,7 19,5 20,5
(b)
Tab. 2.4: Moyennes des orientations des tenseurs CSA 13C (a) et 15N (b) comparées aux
valeurs obtenues sur le peptide canonique
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Chapitre 3
Conclusion
Nous avons mené une étude sur plusieurs trajectoires de dynamique moléculaire dont
nous avons extrait un grand nombre de structures de WALP 23. Le but était d’améliorer le
calcul des paramètres RMN en introduisant de nouveaux paramètres, notamment les effets
dynamiques de la molécule. Pour cela, nous avons appliqué la stratégie théorique présentée
dans la partie précédente en remplaçant chaque WALP 23 par une polyGLY-AL et en
calculant les propriétés de RMN de toutes les polyGLY-AL. Nous avons ensuite effectué une
analyse statistique de toutes ces données afin de trouver, si possible, des corrélations simples
entre paramètres de RMN, paramètres structuraux et temps.
Nous avons commencé par l’analyse de 86 structures extraites au hasard de plusieurs
trajectoires. Grâce à cette analyse nous avons montré une différence importante entre va-
leurs moyennes calculées sur les structures de dynamique et celles obtenues sur le peptide
canonique (optimisation de la géométrie et calculs de RMN utilisant la DFT), les valeurs
issues de la dynamique étant très éloignées des valeurs expérimentales de RMN du solide.
Nous avons également vu que les angles α2 et β2 d’orientation du tenseur CSA 15N étaient
fortement affectées par la prise en compte de la dynamique, impliquant des changements
structuraux de la molécule. Enfin, nous avons noté des corrélations entre valeurs propres
et paramètres structuraux et électromagnétiques, redémontrant l’importance de la prise en
compte réseau local de liaisons hydrogène, sans toutefois avoir pu mettre en évidence des
corrélations simples entre ces données.
Dans un deuxième temps, nous voulions prendre en compte les effets des modifications de
structure au cours du temps, traduisant notamment des mouvements moléculaires internes.
Nous avons commencé par travailler sur 500 structures extraites toutes les 140ps. Nous avons
obtenu les mêmes conclusions que précédemment avec les 86 structures. Ceci implique qu’il
n’est pas nécessaire, pour décrire correctement les tenseurs CSA, de prendre en compte des
mouvements moléculaires lents. De plus, ceci nous indique qu’un travail sur une centaine de
structures est suffisant, et surtout moins coûteux en temps de calcul.
Enfin, nous nous sommes intéressés à des temps plus courts, afin de prendre en compte
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des mouvements internes beaucoup plus rapides, tels que les vibrations. Pour cela, nous
avons étudiés les paramètres de RMN de structures extraites toutes les 20fs, 20ps, et 100ps.
Les valeurs propres moyennes et les orientations des vecteurs propres présentaient les mêmes
caractéristiques que précédemment.
Nous avons montré qu’il existait une forte corrélation entre paramètres structuraux et
RMN mais nous n’avons pas réussi à faire ressortir des règles simples de cette étude. Nous
supposons qu’il existe en fait des relations complexes entre tous ces paramètres. Au final,
nous avons déduit de cette dernière partie, qu’un tel travail pouvait être mené sur une
simulation courte (10ps), pour un nombre restreint de structures (une centaine).
Ce travail a mis en évidence, dans le cas où l’on souhaite déterminer précisément des
paramètres RMN, certains problèmes liés à l’utilisation de la dynamique moléculaire et des
champs de force actuels. En effet, nous avons obtenue des valeurs très éloignées des valeurs
expérimentales, notamment pour la valeur propre σ22 du 13C.
Cette valeur étant intimement liée à la description du réseau de liaisons hydrogène, nous
en avons conclu que celui-ci était mal représenté dans le calcul RMN. Nous pensons que ceci
pourrait être dû à une mauvaise description du réseau de liaison hydrogène lors du calcul
utilisant le champ de force ou encore d’un problème d’ « optimisation » des liaisons lors de
la phase d’équilibre en début de simulation.
Cette dernière hypothèse a pu être éliminée lors de l’étude sur les dynamiques à temps
courts pendant lesquelles les liaisons avaient été « optimisées » durant cette première phase
d’équilibre. En effet, nous avons pu mesurer des longueurs de liaisons, sur les structures
extraites de ces dynamiques, identiques à celles obtenues sur le peptide canonique. Les
distances des liaisons C=O et N-H impliquées dans les liaisons hydrogène ne semblent donc
pas avoir d’influence importante sur les tenseurs CSA.
Ceci nous a conduit à privilégier la deuxième hypothèse, d’autant plus que l’on sait que
les champs de force ne prennent pas en compte les effets d’anharmonicité, ce qui pourrait
expliquer le problème de description des liaisons. La prise en compte de l’anharmonicité
dans le champ de force pourrait donc palier ce problème.
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Ce travail de thèse avait pour objectif de répondre à deux grandes questions :
1. Est-on capable de développer une méthodologie afin de définir l’orientation et la dy-
namique de peptides transmembranaires ?
2. Est-il possible, à l’aide des outils de chimie quantique actuels, de décrire correctement
les tenseurs CSA de noyaux 15N et 13C (carbonyle) situés sur le squelette peptidique de
tels systèmes ? Si oui, quels sont les éléments indispensables à une description précise ?
Durant ces 3 années, nous nous sommes efforcés de répondre à ces problématiques. A cette
fin, nous avons utilisé la RMN en combinant calculs quantiques de tenseurs CSA statiques
et expériences de RMN du solide . Nous avons choisi de travailler sur le peptide WALP
23. Ce peptide, structuré en hélice α, avait déjà fait l’objet d’études visant à définir son
orientation au sein de membranes.
Nous avons voulu compléter ces études préalables en prenant en compte la dynamique de
ce système au sein de la bicouche lipidique. C’est pourquoi nous avons développé un modèle
dynamique à 4 paramètres, définissant ainsi l’orientation du peptide à l’aide des paramètres
τ (inclinaison du peptide par rapport à la normale à la bicouche) et ρ (rotation de l’hélice au
sein de la membrane) et sa dynamique à l’aide des paramètres∆τ (variations d’inclinaison de
l’hélice) et ∆ρ (oscillation du peptide). Afin de déterminer ces quatre inconnues, un certain
nombre de contraintes RMN étaient nécessaires. Nous avons montré qu’il était suffisant
de ne prendre en compte que 2 types d’interaction : les éclatements quadripolaires 2H des
méthyles des alanines et les anisotropies de déplacement chimique (CSA) 15N (amide) et
13C (carbonyle).
Expérimentalement, il était possible d’avoir accès aux éclatements quadripolaires, aux
CSA dynamiques (du peptide en membrane) et aux tenseurs CSA statiques (sur des échan-
tillons en poudre). Cependant, avec le type d’échantillon dont nous disposions, il était impos-
sible expérimentalement d’obtenir les orientations des vecteurs propres des tenseurs CSA.
La chimie quantique a donc joué un rôle crucial dans ce travail en apportant la réponse à
ce problème.
La première étape de ce travail a donc consisté à calculer précisément les tenseurs CSA
statiques en utilisant la DFT, ceci afin de nous permettre d’obtenir les composantes de
ces tenseurs i.e. les valeurs propres et surtout les orientations des vecteurs propres. Pour
ce faire, nous avons travaillé sur la structure canonique du peptide hélicoïdal WALP 23
(Acétyl-GW2(LA)8LW2A–NH2). Expérimentalement, nous disposions d’un peptide marqué
13C sur l’alanine 13 et 15N sur la leucine 14. Nous avons donc calculé les tenseurs CSA de
ces deux acides aminés à partir de la structure canonique. Ainsi, nous avons pu comparer
les valeurs propres théoriques aux valeurs expérimentales. Ceci nous a permis de mettre en
évidence que la bonne reproduction du réseau de liaisons hydrogène d’une hélice α était
nécessaire à la bonne description des tenseurs de noyaux situés sur le squelette peptidique.
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Notamment, nous avons remarqué que la valeur propre σ22 était très affectée par la prise en
compte, ou non, de l’intégralité de ce réseau. Nous avons ensuite remplacé le peptide WALP
23 par une polyGLY-AL dans laquelle tous les acides aminés de WALP ont été remplacés
par des glycines exceptés les acides aminés contenant les noyaux d’intérêt (alanine 13 et
leucine 14). Ceci nous a permis d’observer qu’il était nécessaire et suffisant, pour la bonne
description des tenseurs de ces noyaux, de ne conserver que les acides aminés concernés,
étant donné que les résultats obtenus pour la polyGLY-AL étaient sensiblement les mêmes
que ceux obtenus sur WALP 23. A ce niveau, la chimie théorique est capable d’apporter des
informations parfois difficile voire impossible d’accès pour les expérimentateurs.
Grâce à une analyse de type MACADAM (Multiple Anisotropic Constraints and Dy-
namical Analysis of Membrane protein), combinant valeurs des orientations des vecteurs
propres des tenseurs CSA obtenus par chimie quantique et données expérimentales de RMN
solide (éclatements quadripolaires 2H des méthyles des alanines, CSA 15N et 13C’), appli-
qué au modèle dynamique à 4 paramètres, nous avons obtenu l’orientation et la dynamique
de WALP 23 en membrane de DMPC. Ces résultats ont montré que le peptide s’incline
de τ = 22° et effectue une rotation de ρ = 150° au sein de la membrane. Ses oscillations
(∆ρ = 90°) témoignent du caractère dynamique du peptide dans la bicouche lipidique. Nous
avons également montré que ces oscillations avaient un effet non-négligeable sur l’angle
d’inclinaison. Il est donc nécessaire de prendre en compte cette dynamique pour décrire cor-
rectement l’orientation du peptide dans la membrane. Ceci vient donc lever la controverse
sur la valeur de l’angle τ donné par la dynamique moléculaire (∼ 30°) et celui obtenu à
l’aide de la méthode GALA (∼ 5°) avec un modèle semi-statique. Ce dernier ne prenant pas
en compte les effets de dynamique, la valeur de l’angle τ était donc minimisée.
Nous avons ensuite voulu vérifier la validité de notre méthodologie sur un peptide si-
milaire à WALP 23 : GALP 23, présentant une diffusion axiale sur lui-même. Nous avons
appliqué l’analyse MACADAM sur un modèle dynamique à seulement 2 paramètres cette
fois : l’angle d’inclinaison τ du peptide par rapport à la normale à la bicouche et son pa-
ramètre d’ordre moléculaire Smol. Nous avons montré que le peptide GALP 23 s’inclinait
moins (3°) et était donc moins dynamique que le peptide WALP. Cette étude a également
démontré que la méthodologie mise en place pour déterminer l’orientation et la dynamique
de WALP en membrane pouvait être appliquée à d’autres peptides. Ceci venant du fait que
l’analyse MACADAM permet de prendre en compte plusieurs interactions, dont les tenseurs
sont orientés différemment.
L’étude sur GALP a également permis de mettre en évidence les effets des variations
d’orientations des vecteurs propres sur le calcul de τ et Smol. Nous avons émis l’hypothèse
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que ces variations pourraient être dues à des modifications locales de la structure du peptide.
C’est pourquoi nous nous sommes intéressés, dans une dernière partie, à l’influence de ces
facteurs structuraux sur les tenseurs CSA. Pour cela, nous avons combiné calculs quantiques
et dynamique moléculaire.
Nous avons extrait des structures de WALP 23 en membrane de DMPC à partir de
trajectoires calculées par P. Fuchs. Nous avons ensuite effectué le même type de calcul que
celui réalisé dans la première partie sur la structure canonique de WALP afin d’extraire les
tenseurs CSA 13C de l’alanine 13 et 15N de la leucine 14.
Nous avons montré que les orientations des tenseurs CSA 15N étaient affectés par la prise
en compte de la dynamique, impliquant des changements structuraux locaux. De plus, nous
avons pu noter qu’il existait des corrélations complexes entre valeurs propres et paramètres
structuraux et électromagnétiques étant donné que nous avons pu observer des corrélations
entre tous ces paramètres, sans avoir pu mettre en évidence des règles simples.
Dans la continuité de ce travail, on pourrait envisager d’appliquer cette méthodologie à
d’autres types de peptides (ayant des séquences d’acides aminés différents). Par exemple,
il serait intéressant de regarder les effets d’acides aminés chargés (tels que les lysines ou
les asparagines) sur le calculs des tenseurs CSA. Il serait également intéressant de regarder
les effets de déformation des hélices α, notamment, il est connu que ces hélices peuvent se
plier ou se casser au niveau de certains acides aminés tels que les prolines. Les effets de la
structure secondaire sur les valeurs propres et les vecteurs propres seraient également inté-
ressants à analyser. Nous avons vu que le réseau de liaisons hydrogène des hélices α était
essentiel à la bonne description des tenseurs RMN. On pourrait donc analyser l’influence de
tels réseaux dans les hélices pi, 310 ou même les feuillets β.
Avec des moyens informatiques plus performants, il serait aussi envisageable d’étudier
les effets intramoléculaires. Cependant, les ressources informatiques dont nous disposons ne
permettraient pas, à l’heure actuelle, de calculer, en utilisant la DFT, les tenseurs CSA de si
grands systèmes systèmes. Les protéines membranaires sont consitutées de plusieurs types
de structures secondaires en interactions les unes avec les autres. Il serait donc intéressant
de prendre en compte les effets de chacun de ces éléments sur les autres. Dans un premier
temps, il serait judicieux de commencer par étudier seulement un nombre restreint d’hélices
d’une même protéine.
Avec les moyens adaptés et pour prendre en compte les effets structuraux et dynamiques,
il serait intéressant d’utiliser la combinaison calculs quantiques/dynamique moléculaire. Les
structures pourraient être obtenues par dynamique moléculaire, permettant ainsi de prendre
en compte l’intégralité du systèmes (protéine + lipides) et de simuler ainsi la dynamique
du peptide/de la protéine dans son environnement « naturel ». Pour cela, le système, ou la
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partie d’intérêt, devrait être traité avec un niveau de calcul élevé (HF ou DFT par exemple)
à la place du champ de force. On pourrait alors utiliser une méthode hybride (de type
ONIOM) pour traiter l’intégralité du système. La partie d’intérêt serait traitée avec un
niveau de calcul élevé et le reste du peptide/de la protéine, simulant l’environnement, avec
un niveau de calcul moindre. Le calcul des paramètres RMN se ferait ensuite à l’aide de
calculs quantiques, comme nous l’avons fait dans ce travail.
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Dans cette partie, nous présentons les figures relatives à la partie « Calculs de tenseurs
CSA : apport de la dynamique moléculaire », et au chapitre 2 « Analyse temporelle ».
(a) (b)
(c) (d)
(e) (f)
Fig. 1: Evolution des angles plans autour du carbonyle (alanine 13) (a, c, e) et de l’azote
(leucine 14) (b, d, f) au cours de la simulations de 70ns (échelle de temps en ps)
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(a) (b)
(c) (d)
(e) (f)
Fig. 2: Influence des angles plans autour du carbonyle sur la valeur propre σ22 du 13C et des
angles plans autour de l’azote sur σ22 du 15N pour les 484 polyGLY-AL.
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(a) (b)
(c) (d)
(e) (f)
Fig. 3: Influence de la charge totale du peptide sur les valeurs σ11−σiso, σ22−σiso, σ33−σiso
13C (a, c, e) et 15N (b, d, f)
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Résumé
Ce mémoire montre une approche nouvelle, couplant calculs quantiques de propriétés
RMN et expériences de RMN du solide. Le but est de mettre en place une méthodologie
permettant de déterminer l’orientation et la dynamique de peptides modèles en membrane
modèle, plus particulièrement pour le peptide WALP 23 en membrane de DMPC. Dans
un premier temps, une étude complète a été menée sur les calculs quantiques de tenseurs
d’anisotropies de déplacement chimique (CSA), afin de déterminer les éléments importants
à prendre en compte dans ce type de calcul. Ces calculs ont ensuite été couplés à des mesures
de RMN du solide, permettant de déterminer les paramètres d’orientation et de dynamique
du peptide, en utilisant une approche qui consiste à prendre en compte différentes contraintes
RMN. Dans un deuxième temps, une étude couplant calculs quantiques de tenseurs CSA
et structures issues de dynamique moléculaire a été menée afin de prendre en compte des
effets de dynamique interne du peptide.
Mots-clefs
Tenseurs CSA - Peptide - Calculs quantiques - DFT - RMN du solide - Dynamique
Moléculaire - MACADAM
Abstract
This thesis shows a brand new approach, coupling quantum calculations of NMR pro-
perties and solid-state NMR experiments. The aim is to establish a methodology that can
determine the orientation and dynamics of model peptides in model membrane, more par-
ticularly the WALP 23 peptide in DMPC membrane. First, a complete study was carried
out on the quantum calculations of chemical shift anisotropies (CSA) tensors, in order to
determine the important elements that have to be taken into account in this kind of calcu-
lation. Then, these calculations were coupled to solid-state NMR measurements, allowing to
determine the orientation and dynamics parameters of the peptide, using an approach, that
consists in considering several NMR constraints. Subsequently, a study coupling quantum
calculation of CSA tensors and structures extracted from molecular dynamics, was carried
to take into account of the internal dynamic effects of the peptide.
Keywords
CSA Tensors - Peptide - Quantum calculations - DFT - Solid-state NMR - Molecular
dynamics - MACADAM
