ensuring user comforts, such as active power balance, frequency regulation, and peak shaving.
23
To fully explore the flexibility of TCLs, it is of great significance to accurately model their thermal 24 dynamics. At present, a large proportion of TCLs are under ON/OFF control that their instantaneous 25 power cannot be adjusted continuously, with the commonly adopted control strategies being switching 26 control, temperature control, and probability control. Switching control refers to the strategy that set point. In [3, 4] , the temperature control method is combined with the state sequence model of the 33 cluster to achieve accurate tracking of the control signal. However, since both switching control and 34 temperature control are direct control strategies, the control privileges of TCLs should be acquired by 35 controllers, which may cause problems concerning information security and potential load oscillation. To address these problems, a probability control that strategically controls the duty cycle of TCL 37 to track the average power of a cluster of TCLs are proposed in many studies with the adoption of 38 the Markov model. In [5] , the relationship between the probability distribution of cluster state and 39 transition probability is established by the Fokker-Planck equation to realize the control of a TCL 
46
As a kind of indirect load control method, the probability control method realized by the local controller uses the transition probability as a control signal and increases the clusters ' This paper proposes a probability controlled model based on the semi-Markov process that can 58 systematically address the aforementioned problems. Besides, the cyber-physical system is adopted to 59 realize the autonomous control of TCL by establishing the coupling relationship between the physical 60 process and the control process.
61
The rest of this paper is organized as follows. Section 2 introduces the probability control model and ONLOCK are the Power-on state of TCL, and the difference is that the former satisfies the lock 71 time and can be OFF at any time; both OFF and OFFLOCK are the Power-off state of TCL, and the 72 difference is that the former satisfies the lock time and can be ON at any time.
73
The Markov process requires that the time distribution of the state transition of the system 74 be memoryless. However, in Figure 1 , the transition duration of the lock state does not obey the The SMM is defined as follows [12] :
In the state space ℵ= {1, 2, 3, 4}, the probability that the system leave state m to state n is p mn , thus
(2) Given that the next state is n, the transition time from m to n satisfies the distribution F mn (t), which can be any distribution. So the distribution F m (t) in state m is
The average stay time of state m is
Let m = 1, 2, 3, 4 represent ON, OFF, ONLOCK and OFFLOCK, respectively. Figure 1 shows that the transfer of state is unidirectional, so according to Equation (1),
F 14 (t) and F 23 (t) are exponential distributions with parameters u 0 ∆t and
∆t ,respectively. Thus
where ∆t is the interval of semi-Markov process.
80
According to Equation (3), the average stay of state 1, 2 and its standard deviation are
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Obviously, the average stay of state3, 4 are
If the semi-Markov chain is irreducible, after a finite time, the probability of being in a certain state can converge to a constant independent of the initial state , denoted as steady-state probability [12] , while the probability before convergence is called transient probability. According to the characteristic of the semi-Markov chain, the steady-state probability p m is
where π m represents the distribution of state m that satisfies the equation
Substitute Equation (4) into Equation (10), it can be obtained that
Combine Equation (9) with Equation (11), the steady-state probability is
It can be inferred that the steady-state probability is determined by the transition probabilities u 0 81 and u 1 . 
Determination of Transition Probabilities

83
For TCL i, its instantaneous powerP k i is a discrete random variable, i.e., either P rate i which represents the rated power or 0, and its expected power during a control period k denoted as P k exp.i , is calculated as P k
Therefore, the expected power P k exp.i is also determined by the transition probabilities.
84
Assuming that the target power received at control period k is P k i , let
According to Equation (13)(14), the solution of u 0 and u 1 is not unique. Considering the convergence 85 performance during transient phase, their value should be determined carefully.
86
On one hand, since the actual durations of state 1 − ON, 2 − OFF would fluctuate seriously around the expected value within one cycle, TCLs with the indoor temperature near the boundary are prone to exceed the comfort limit. Therefore, according to Equation (7), u 0 and u 1 should be as large as possible to decrease the standard deviation of duration time. Considering that given a constant p m , u 0 and u 1 would increase or decrease simultaneously according to Equation (12), the following constraint are added:
On the other hand, according to the convergence of the semi-Markov process, the state space cannot be a simple loop indicating that the transition loop cannot be A to B and then B to A. When
in Equation (15) gradually reduces to 0.5, the expected duration time T 2 = ∆t and T 1 decreases until it is finally negligible compared to t lock . On such condition, each TCL switches between 3 − ONLOCK and 4 − OFFLOCK every t lock and the semi-Markov process is a simple loop. So in order to prevent this phenomenon, the constraint in Equation (15) is replaced with a lower limit for T 1
where t is set to 1min in this paper, given that the lock time is typically 3 − 5min [13] .
87
It can proved that Equation(16) holds when the following condition satisfies
Similarly, when P k i P rate i in Equation (15) gradually increases to 0.5, T 2 > t would hold as long as the following condition is satisfied
On the contrary, when neither (18) nor (17) is satisfied, another constraint is added to (15) as follows to guarantee the lower limit for duration time
By far, the transition probabilities u 0 and u 1 can be determined by Equation (19), with smooth 88 transient performance guaranteed. 
Autonomous Control of Air-conditioners
90
This section further applies the proposed SMM to the control of air-conditioners (ACs).. 
Physical Model
92
The thermodynamic model of an AC system is used to describe the thermal dynamic transition process in a room. The simplified equivalent thermal parameters (ETP) model [14,15] of a cooling AC system describes the dynamic behaviors of indoor temperature T a with cooling capacity Q k AC as follows:
where T k o represents the outdoor temperature at period k; C a and R a denote the equivalent capacitance 93 and resistance, respectively; t is the interval time of period.
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The exponential solution of Equation (20) is
Denote COP as the energy efficiency ratio of the ON/OFF controlled AC, then the relation of the dynamic power P k AC with Q k AC is described as
Combine (21) and (22), the physical model of ON/OFF controlled AC is
RaCa .
According to the SMM, Equation (14) and Equation (23), the target power P k AC.i can be used as a 95 command to control the AC. Combine (20) with (21), the dynamic cooling capacity Q k AC that changes the indoor temperature from T k a to T k+1 a within control period k is obtained as
Therefore, according to (22)and (24), the dynamic power equation of AC can be calculated as
7 of 10 According to (25), the minimum power P k min .i and the maximum power P k max .i of AC i during period k can be obtained as
At the end of every control period, the actual adjustment range [P k min .i , P k max .i ]of each AC should 107 be uploaded accordingly before the control proceeds. 
Response Performance
126
To measure the response performance of the semi-Markov model, this case simulates the 127 coordination of 1000 ACs where the control signals are generated randomly within the limit of 128 operation and user comfort. The simulation lasts for 24h.
129
Therefore the random response power P k rand.i is
A. User comfort
130
To reflect each user's comfort, the state of AC (SOA) is defined as
where T min a.i , T max a.i is a user specified range of indoor temperature and SOA k i ∈ [0, 1].
131
Figure 4 plots the probability density of the SOA within the cluster. As shown, the SOA stays 132 within [0, 1] for most of the time while it exceeds the comfort limit slightly due to the inherent 133 uncertainty of the probability control. Probability Density Figure 4 . The probability density of SOA.
B. Tracking Performance
135
To analyze the performance of the cluster as a whole in tracking the target power, the error of power response is defiend as
where N is the number of AC in the cluster and P k AC.i is the target power of AC i during k period. 
149
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