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 Nonlinear Control of High Performance Aircraft 
Chapter 1 
Introduction 
The subject of this thesis is the control of a modified F-18/HARV (High 
Angle of Attack Research Vehicle) during high angle of attack maneuvers. 
Such maneuvers are beneficial for combat situations, or for landing on short 
runways and quite possibly for high wind shear landing situations, but they 
create control problems due to nonlinearities in the aircraft at high angles of 
attack. The goal of this thesis was to design a control system for the HARV 
which would produce adequate response, yet still be simple enough for easy 
implementation. In this report two such controllers are designed. The first 
controller is based on model reference adaptive control. In order to keep the 
controller implementable, a simple constant coefficient reference model was 
used. The controller designed was a discrete adaptive PID control using a 
recursive least squares algorithm for the adaptation. 
The second controller is a nonlinear controller based on the adaptive PID 
controller.  It is possible to replace the adaptive control with a nonlinear 
function which, if chosen correctly, will speed up the control calculation, and 
give equivalent closed-loop response. Several nonlinear controllers were de­
signed using system identification techniques and were tested for robustness. 
Identification of the nonlinear equivalent to the adaptive control requires 2 
proper choice of the model. A program was written to aid in the search for 
a good nonlinear model which would be equivalent to the adaptive PID con­
trol.  Also, a nonlinear controller was derived using the algebraic recursive 
least squares and PID control equations. 
Chapter two goes into more detail about the physidal model of the aircraft. 
Chapter three presents the model reference adaptive control in addition to 
the least squares, and recursive least squares algorithms used in this report. 
Chapter four discusses the recent work on this problem and points out the 
similarities and differences between the control designs of the recent work 
and the controller of this project. Chapter five briefly discusses adaptive 
PID control. Chapter six discusses the results of adaptive PID control when 
applied to the HARV. Chapter seven discusses the choice of the nonlinear 
feedback control, and describes the results. Chapter eight is  a summary of 
robustness tests for the nonlinear controllers. Chapter nine explores a change 
in the aircraft itself which produce better performance when adaptive PID 
control is used, and chapter ten concludes the thesis and presents ideas for 
further study. 3 
Chapter 2 
The Aircraft Model 
In this report only the longitudinal portion of the modified F18 /HARV 
is considered. The model used here is derived from the standard rigid-body 
dynamic equations which can be found in, for example, [1]. The longitudinal 
model of the airplane consists of four nonlinear differential equations which 
describe the dynamics of the airframe, and three differential equations which 
describe the dynamics of the three inputs. The inputs are thrust magnitude 
(T), horizontal stabilator or elevator angle (Sh ), and thrust vectoring angle 
(8). The outputs of the model are the angle of attack (a), the pitch rate (q), 
the pitch angle (0), and the horizontal velocity (V). The thrust vectoring 
allows the HARV to achieve high angle of attack maneuvers in less time and 
with greater stability than the conventional F18. 
At the beginning of all high angle of attack maneuvers the command 
for thrust magnitude was changed from a trim value of 3000 lbs of force to 
its maximum value of 18000 lbs in order to give the thrust needed for the 
maneuver. Therefore, the thrust magnitude was controlled open loop, and 
was hence not considered as a controlled input in this report. 
The equations used in this report for the simulation of the longitudinal 
aircraft dynamics were derived in [1], and were adapted for the HARV in 
[11]. The nonlinear equations of motion contain coefficients called stability 4 
Figure 1. Modified F-18. 
derivatives which provide a fairly accurate description of the true airplane dy­
namics. The nonlinear equations of motion themselves are standard for most 
aircraft, but the stability derivatives are different for each type of airplane. 
The stability derivatives used for the simulation are nonlinear functions of 
alpha, mach number, control surface deflection, etc. In this thesis an ap­
proximation to the stability derivatives was used which was developed by 
Cao et al. in [13]. The data for these coefficients was obtained through wind 
tunnel tests on the HARV. The approximations developed by [13] consist of 
piecewise constant arctan functions of a, mach number, and 8h. The sta­
bility derivatives can often be off by at least ±10%. This implies that any 
controller designed for this system must be robust. 5 
2.1  The Equations of Motion 
The angle of attack is defined as the angle between body axis of the 
airplane, and the velocity vector. The pitch angle is the angle between body 
axis and the horizontal earth. The pitch rate is the rate of change of the 
pitch angle. A rough diagram of the HARV is shown in Figure 1, where y, 
t lic Hight path angle, is defined as -y = 0  a. The differential equations for 
the four outputs of the HARV are given by 
pqScCL,,  pSCLoV  T sin(8  a) + mg cos(0 a  = all [q	  a  (2.1)
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where 
4n1
all  4m + pScCL0 
= Pxe sin(a)  Pze cos(a) 
q12  = Pz, sin(a)  Pxe cos(a) 
(P, P) is the position vector from the engine thrust to the center of mass 
of the airplane. Ivy is the moment of inertia about the center of mass. p is 6 
the density of air. g is the acceleration due to gravity. rn is the  mass of the 
airplane. S is the effective area of the wings, and c is the mean aerodynamic 
cord (MAC). 
The Cxx terms are appropriate stability derivatives discussed earlier. 
They are approximated by piecewise constant arctan functions which de­
pend on cf, V, and bh. The stability derivatives are one of the sources of 
nonlinearities in the aircraft. 
2.2  Input Dynamics 
Another source of nonlinearities in the aircraft is the input dynamics. 
The inputs to the system are limited in speed and magnitude. The input 
dynamics greatly limit the performance of the aircraft. The thrust (T) has 
a magnitude limit of 18,000 lbs. of force, and dynamics approximated by 
T= (Tcmd T) 
The elevator angle (bh) can change at a rate not exceeding 400/s.  Its dy­
namics are described by the following equations. 
sh = 30(8 hcmd  (5h) 
< 40 
24° < 5h < 10° 7 
The thrust vectoring angle (6,) can change at a rate not exceeding 80°/s. 
Its dynamics are described by the following equations. 
by = 30(6,nd  8v) 
k5' I < SO 
20° < 6 < 20° 
2.3  Simulation 
The equations of motion for the longitudinal mode were simulated using 
Matlab's 0DE45 solver. An initial trim state of 5° angle of attack, 15,000 ft. 
altitude, and 0.3 Mach was used for both of the maneuvers attempted. The 
controller was generated in discrete time. The nonlinear aircraft model is 
sampled at a rate of 10Hz. Sampling rates of 20Hz and 3Hz have been used 
by other engineers, so 10Hz was chosen as a good compromise between the 
two. The maximum time step used by the 0DE45 solver is one microsecond, 
so no numerical problems resulted from the choice of a 10Hz sampling rate. 
However, the controller was considered to be updated in zero time, which 
could create difficulty. This problem is addressed in chapters 7 and 8. S 
Chapter 3 
Model Reference Adaptive Control 
3.1  Modeling Through System Identification 
In order to predict, or control a system it is important that a good model 
of the system behavior is obtained. Most of the time a system is modeled 
with mathematical equations which describe, to the best of human under­
standing, the underlying processes which cause the system to behave in a 
certain manner. Often these models, as with high performance aircraft, tend 
to be highly nonlinear and quite complex. However, no matter how complex 
the model, perfect prediction is never possible for the simple reason that real 
systems are not mathematical formulas, only the models are. 
There is a wealth of control theory that deals with the control of systems 
that can be accurately modeled by linear equations. This theory is well un­
derstood and has proved itself when put into practice for a great many years. 
However, often the system to be controlled cannot be described accurately 
by linear time invariant (LTI) equations. In this case often a PID controller 
is used and is simply tuned to give good performance. Another approach is 
to approximate the system with a LTI system of equations using a Taylor 
expansion, or some other approach, and then design a controller based on 
this approximation. Either of these methods work well when the system is 9 
not highly nonlinear, or when it will be controlled in a small enough region 
surrounding some equilibrium point. A large amount of work has been clone, 
by Mohler [3] and others, in an effort to develop stability theory and  con­
trol design methods for bilinear and some nonlinear systems. This work has 
substantially increased the number of systems that can be controlled with 
sound theory. However, the world is still filled with systems that need con­
trolling, but either have inaccurate models, or have accurate models which 
are too complex to be easily managed from a control's point of view. High 
performance aircraft is a good example of the latter. 
System identification is a good way of dealing with such systems. The 
general idea is that we can fairly accurately represent a system by a set of 
equations which may have little or nothing to do with the underlying physical 
process we are modeling. If our only goal in modeling is to accurately predict 
the behavior of the system, then our model may not have to be a description 
of the physical process, or it may reflect only slightly the physical  process. 
The goal in system identification mainly is to arrive at  a set of equations 
which will behave, given the same input, in a nearly identical  manner as 
the real physical system.  It can be shown, as in [12], that if the system 
which produces the data used for identification is an LTI system, and the 
model is chosen correctly, it is possible to find the true parameters of the 
system. Of course, in the real world this is never possible, but perhaps system 
identification techniques will lead to some knowledge about the true system. 
In the case of a complex, but well understood system, system identification 
can lead to a model that is much simpler than the actual physical model, 
and therefore lends itself better to calculation of control law. 10 
For high performance aircraft, such as the HARV, often the airplane has 
an accurate model that is highly nonlinear and also changing with respect to 
flight conditions. However, high performance aircraft do behave in  a nearly 
linear manner if they are operating with small deviations around  a set of 
flight conditions. This implies two general methods of obtaining  a working 
model of the aircraft through system identification. The first is to model 
the aircraft with a set of equations which may be simpler than the accurate 
model, but are still complex enough to approximate the nonlinearities of the 
aircraft. The second approach is to continuously model the aircraft with 
a simple set of equations, but update the model in order to keep it valid 
through any set of flight conditions. The latter is used for one method of 
adaptive control. 
3.2  Least Squares Method 
The actual identification of a model for a system  can be accomplished 
in many different ways.  In [3] the use of Volterra series and Walsh func­
tions are described for nonlinear systems. Maximum likelihood and least 
squares methods are particularly attractive for linear estimation in identifica­
tion schemes, [12]. The latter is used throughout this report. The derivation 
that follows is covered in [12]. 
Here, linear regression models are those of the form 
(t) = (DT(t)o(t)+ii(t) 11 
where 
(DT(t) = [y(t  1)...  y(t  na),u1(t  nb), u2(t  1)...u2(t  nb2)] 
and 
OT(t) = [ai...ana, b1,1...b1,nb, 
for the multi input, single output case.  This can be expanded easily to 
include many outputs. This type of model is only required to be linear in 
parameters, or with respect to 0. This implies that many nonlinear systems 
can be identified with the least squares approach. p(t) is a stationary random 
sequence of zero mean whose main purpose is simply to explain random errors 
in the prediction of the output of the real system. 
If we define 
f(t  , 0) = y(t)  (DT (t)0 
which is the prediction error of our model. Then we can attempt to minimize 
the quadratic norm 
N V (0, Z) = E (y(t)  1.2 (t)692 
N t=1  2 
4vit.11 respect. to 0. Z is the data. available, and N is the number of total data 
points. The sum approaches a type of mean as N goes to  oo, if we assume 
ergodicity of the data. If we perform the minimization, and solve for 0. We 
obtain 
=  (N) f (N)  (3.5) 
where 
N f(N) =  (t)y (t)  (3.6)
N t=1 19 
and 
N 
R(N) = E 4)(04)T (t).  (3.7) 
The existence of the inverse of R(N) is dependent mainly on the spectrum 
of the data.  The data used for identification should cover a wide range 
of frequencies in order to produce good results.  If the inverse exists, it 
approaches the covariance of input and output as N  pc. 
In this way we can use input and output data to obtain a model, based 
on (I), that best predicts the real physical system. 
3.3  Recursive Least Squares 
If we were to weight the quadratic norm and then follow the derivations 
above such that 
V (0, Z) E i3(t, k)(y(k)  cloT (k)9)2 
k=1 
we would arrive at 
0(t) = R -1(t) f (t) 
where 
R(t) = E 3(t, k)(1)(k)(1)T (k) 
k=1 
and 
f (t) = E (t , k)(1)(k)y(k) 
k=1 
Here, t has taken the place of N, and k has taken the place of t in the 
expressions from the last chapter. Now suppose the weighting sequence, 13 
(t  , k), has the following property: 
0(t, k) = A(t)0(t  1, k), 1 < k < t  1 
/3(t, t)  = 
This implies that 
0(t, k) = H A(j) 
k+1 
Which implies 
R(t) = a(t)R(t  1) +  (t) IT (t)  (3.8) 
f(t) = A(t)f(t  1) + 4)(t)y(t)  (:3.9) 
This gives the result 
0(t) = 0(t  1) + R-1 (t)(1)(t)[y (t)  (DT (t)0(t  1)]  (3.10) 
which is a Recursive Least Squares algorithm. A(j) is the forgetting factor. 
Its purpose is to weight some data more than others.  If A is a constant, 
and less than one, then the old data is forgotten exponentially, with a time 
constant of  as the model is recursively built. 
To avoid inverting R(t) at each step in the adaptation, the matrix inver­
sion lemma can be applied. This gives the result 
R-1 (t--00(00T (t)R-1(t-i) R-1 (t  1) R -1(t)  A+0T (t)R-1 (t-oot) 
A 
R-1(t) is then referred to as the covariance matrix.  It is common to give 
R-1(t) an initial value K I ,  where K is some large constant and I is the 
identity matrix. This, along with some initial values of 0, and (I), allows the 
adaptation routine to startup and run on-line. 14 
A problem results from the constant forgetting factor RLS algorithm. If 
the adaptive model is not excited sufficiently, the norm of covariance matrix 
can grow exceedingly large. To correct this the covariance matrix can be 
periodically reset to its startup value, or simply reset when the model begins 
to stray from a realistic value. 
An adaptive model, such as the one developed from the RLS algorithm, 
can usually be much simpler, often linear, and still accurately predict the 
behavior of the physical system. We can then use this simple, but recursive, 
model to develop a control law for the physical system. If the control law is 
based on the time varying 0, or coefficients of the model, then the control 
should adapt along with the model.  As long as the model does a good 
job of approximating the physical system, and the controller is designed 
properly, control of a nonlinear, or time varying physical system should be 
easily obtained. This same idea applies to the control of physical systems 
for which we have an accurate, but complicated model. Adaptive control 
based on the simplified, RLS estimation may greatly simplify the design of 
a good controller, without sacrificing performance as with, for example, a 
simple tuning of a PID controller. 
It is possible with the identification of complex nonlinear systems to arrive 
at a model through recursive least squares which has absolutely nothing to 
do with the physical system, but gives small prediction  error.  This can 
occur when the model, (1)TO, is chosen poorly, or is too simple for the system 
being identified. This can cause problems when the controller attempts to 
place poles, or control damping. The solution to this is to put limits on the 
values of the parameters, so as to prevent unrealistic results from the RLS 15 
algorithm. This will, however, increase prediction errors. On the other hand, 
accurate self-tuning control may result even in the absence of an accurate 
identification. 16 
Chapter 4 
Previous Work 
There has been much work recently on the problem of high angle of attack 
flight, especially with regards to the HARV, a modified F-18. This chapter 
attempts to point out a few of the results of past research and hopefully 
give justification for why this project is a good addition to the list.  This 
project is an attempt to combine some of the best parts of the previous 
work, eliminating some of the problems perceived, to achieve what may be 
an implementable control structure. 
4.1  PIF Control 
In Ostroff's paper [9] a multi-mode, gain-scheduled control is used to 
control the HARV during several high angle of attack maneuvers. One of 
them, referred to as maneuver one, takes the angle of attack from five degrees 
to sixty degrees, to thirty-five degrees, and back to five degrees in an eight 
second interval. Another, referred to as maneuver two, takes the HARV from 
an angle of attack of five degrees, to an angle of attack of sixty degrees and 
holds for an extended period of time. These two maneuvers are a good test 
of the controller's performance at a. variety of flight conditions, and  so were 
used in this report and others. 17 
50,15o, r, o Ostroff used four flight conditions (a  o  and 60°) to design a 
variable gain, multi mode, feedback controller. The feedback was a Propor­
tional  Integral  Filter (PIF) controller with command generator tracking, 
and used a pitch rate command at low angles of attack which phased into 
an a command tracking at high angles of attack. The closed-loop controller 
structure is shown in Figure 2. 
Four linear models, one at each flight condition, were used for the design 
of the scheduled PIF controller. The controller placed the closed-loop poles 
such that a damping ratio of 0.86 was maintained on all four linear models. 
In [9] a rise time, when defined as time from 5° to 55°, of about 3.5 seconds 
was achieved, with smooth responses for all maneuvers. 
As mentioned before, Ostroff's maneuver one and two did a good job of 
testing the controller. Maneuver one requires both high angle of attack and 
low angle of attack performance and tests the controllers ability to maintain 
stability for both increases and decreases of a. Maneuver two maintains angle 
of attack during a change from positive to negative flight path angle, where -y 
is the flight path angle defined as -y = 0  a. This implies that the controller 
is valid through stall and post stall flight conditions. The idea of command 
generator tracking is also good, it allows for the smoothing of a step input 
for better control response. Another positive part of the controller designed 
by Ostroff is that it uses classical control concepts such as the maintenance 
of damping ratios, hence the performance of the closed-loop system can be 
easily altered. 
Ostroff's results were not as good as those obtained later, but many of the 
recent researchers borrowed one or more of the ideas presented in his paper 18 
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Figure 2. Gain scheduled PIF controller by Ostroff. 
for their controllers. One difficulty in Ostroff's work is that his controller was 
based on only the physical model of the HARV, and could not necessarily be 
easily extended to other aircraft. The idea of linearizing about several flight 
conditions, as opposed to an adaptive type linearization, lends itself to less 
than optimal performance. This was corrected in controllers designed more 
recently. 
4.2  Optimal Model Reference Adaptive Control 
In [10], [11], and [7] quadratic optimal model reference adaptive control 
(MRAC) was used to control the HARV through high angle of attack  ma­
neuvers. In [10], [11], and [7] the reference model was chosen to be linear in 
parameters. The model was of the form 
«(t + 1) = boSh(t)  b18 (t)  (1)T(t)0(t) 
where itoT(t)0(t) was linear for [10], and bilinear or nonlinear for [11]. 19 
They defined a cost function 
1 1 J = 7)-i[aref(t + 1)  ef(t +1)12 + ,3A2[6hcmd(t)  (5hcmd(t  1)]2 + 
A31.6vcinti(t)  v veznrikt  1)]2 
9 A,11.10 ucmdk1112  (4.11) 
The cost function is then minimized with 
aJ 
=0. 
abhcmd  aovcmd 
Then, solving for the control yields 
bhcmd(t)  Alb,? + A2  Ai VI 
1 
boil + A26hcmd(t  1) 
6cmd(t)  Albobi  + A3 + A4  Albo + A3bucrn,d(t  1) 
where 
7/ = aref(t + 1)  e(t)0(t). 
So, the control could be easily extended to incorporate  more complicated 
reference models. The problem with this control scheme is that it produced 
instability in the aircraft due to velocity and magnitude limits on the inputs, 
Si" and 8i).  To correct this, a feedback loop was added to the input filter 
which generates the reference command,  a f.  Also, there was a need to 
gain schedule the input filter.  This results in a control scheme that can 
be represented by the block diagram in figure 3. By making the command 
generator a function of the present and past values of angle of attack, the 
change in the reference signal, af, was kept very smooth and quite small. 
When the gain scheduling of the input filter was chosen correctly the system 
demonstrated very fast response time, 2.0 seconds, and almost no overshoot. 20 
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Figure 3. MRAC with feedback in the command generator. 
However, maneuver one did have quite a bit of oscillation at thirty-five, and 
five degrees. 
Unfortunately, this type of controller may not be very practical for im­
plementation. The gain scheduled input filter produced twenty constants to 
be adjusted, which, when added to the three constants used in the quadratic 
cost function, make the controller applicable only to computer simulation of 
this particular model. Also, feedback in the command generator may not be 
desirable in that it does not easily allow for altering of the desired response, 
aref 
As a solution to the problem of feedback and gain scheduling in the in­
put filter, one can abandon the quadratic optimal control for a conventional 
type, as is done in this report. The optimization algorithm used in [10], [11], 
and [7], in conjunction with model errors, created multiple switchings, which, 
when combined with the finite response time of the actuators, created insta­
bility. Perhaps, if the aircraft had faster response from its actuators, more 21 
control power, and less model error the optimal control of this type would be 
effective. However, the general idea of an adaptive reference model is a good 
one provided the control can be calculated fast enough to make it worth­
while, which may not always be the case. However, it may be possible to 
find a static mapping which would approximate the model reference adaptive 
controller. This mapping would have to be sufficiently complex in order to 
somehow capture the adaptive qualities of the RLS model reference adaptive 
controller. 
4.3  Artificial Neural Nets and Time Optimal Control 
In [7], and [14] the time optimal control for high angle of attack ma­
neuvers were calculated for the HARV longitudinal equations. This optimal 
control trajectory was then used to train an ANN. This ANN then becomes 
a nonlinear feedback control for the aircraft. The long training time required 
for the ANN mandates that the control must be trained off-line with data 
collected from simulation, or possibly from wind-tunnel tests. There is also 
no guarantee that the resulting closed-loop system will always be stable. 
However, one could argue that if the training data is complete enough, the 
controller should be robust. In [7] a rise time of 1.8 seconds was achieved 
for maneuvers from 5° to 55°, which is a very good response, and definitely 
should be a yard stick for any controllers designed in the future. 
A nonlinear feedback control, such as the artificial neural net, was able 
to produce better closed-loop performance than was obtained with linear 
control, which is often the case with both linear and nonlinear systems [3]. 22 
This same concept was used in this report with a complex nonlinear feedback 
which was derived from data collected from a linear adaptive control. In this 
way computation time can be reduced without sacrificing performance. 23 
Chapter 5 
Adaptive PID Control 
In chapter four the work of other engineers attempting to solve the prob­
lem of high angle of attack flight was discussed. The first controller discussed 
was an adaptive controller designed by Ostroff, [9]. This controller produced 
a closed loop response that was less than optimal. However, the controller 
was implementable, and also took advantage of classical control techniques. 
Both of theses qualities were deemed desirable. The next controller, designed 
by Cho and Collins, [10, 11], achieved better performance with the addition 
of all adaptive modeling scheme, but may have sacrificed implementability 
with the addition of a gain scheduled reference generating filter with a feed­
back. This thesis seeks to combine the best parts of both of these approaches 
to achieve the design of a controller which produces a better closed loop re­
sponse than obtained by Ostroff, but still maintains implementability. In 
order to do this, the gain scheduled input filter of [10, 11] must be replaced 
by a simple, low order, constant coefficient input filter like the one used by 
Ostroff, [9]. Cho and Collins, [10, 11], demonstrated that the quadratic op­
timal control structure produces instability when such a filter is used, but 
Ostroff had no problems with stability when a classical type controller, sim­
ilar to PID control, was designed, [9].  For this reason this project focuses 24 
on the design of a classical, or PID based, controller which would adapt to a 
time varying model of the HARV. 
The wide spread, successful, use of PID controllers is great evidence of 
their usefulness for the control of all types of systems. However, in situations 
where the dynamics of the system are changing, static PID controllers may 
not be sufficient for good performance, or even stability, but if the PID 
controller could tune itself, or adapt to the changing system, perhaps a good 
response could be obtained. The following can be found in [2], and [8]. 
The standard discrete-time PID controller can be represented by the fol­
lowing equation. 
u(z) = [Kp + Ki/(1  z-1)  Kd(1  z-1)]e(z) 
where e(z) = V(z)  X(z), the error in the response of the system. u(z) can 
also be represented in transfer function form as 
(z) u(z) =  e(z)  (5.12)
R(  ) 
where 
S(z) =  s1z-1  s2z-2  (5.13) , 
1 R(z) =  z-1 
SO  Kp  Ki + Kd 
= Kp 2Kd 
S2 = Kd 
S1 
Now suppose the system we wish to control has a transfer function 
H(z) = B(z)/A(z)  (5.14) 25 
where 
A(z) =  1 + aiz-1  a2z-2  anaz-na 
B(z) = biz-1 +  + bnbznb 
Then, using the PID control, the closed-loop system has a transfer function 
of the form 
B(z)S(z)
X (z) 
A(z)R(z) + B(z)S(z)V(z) 
If we wish to place the poles of the closed loop system in order to achieve a 
desired response, we need only to equate the denominator of the closed loop 
system to some desired polynominal, T(z). Because S(z) is defined to be of 
order two, the following relationship must hold [2] 
772aS[Tla + 1,74 + ris] < 3  (5.15) 
ns is already two, this implies that rib < 1, and na < 2. Also, T(z) must be 
of the form: 
T(z) = 1 + tlz-1  t2z-2  t3z-3 
If this type of control is used in a system, these restrictions greatly limit 
the complexity of the system which can be considered, unless some type of 
simplification can be done, as in this report. However, an adaptive model 
for a system need not be too complex, because it is able to change to better 
match the physical system. If we use an adaptive model of the form of 5.13, 
and if na = 2, and rib = 1 from equation 5.14, then the polynomial T(z) can 
be equated to the denominator of the closed loop transfer function to give 26 
the result 
ti  al + 1 
so 
bl 
t2  a2 + 
Si  = 
b1 
(5.16) 
t3  a2 
s2 
b1 
The coefficients, al, a2, and b1, will change with time. The coefficients of the 
8(z) polynomial can then be easily computed for each update of the adaptive 
reference model. In this way, if the system can be modeled well enough with 
a transfer function of the form of (5.14), the controller can adapt to provide 
good response. However, no guarantee of stability exists except in a very 
local sense. It is possible for such a simple reference model to diverge from 
the best model of the system when a RLS algorithm is used for recursive 
identification. This will lead to instability in the closed loop system when a 
pole placement scheme like this is used. To correct this, limits must be placed 
on the magnitude of the open loop poles and zero of the adaptive model. To 
do this requires some general knowledge of the system to be controlled and 
some idea of what a reasonable model would look like. This also can increase 
computation time, and thus intensifies the need for a static solution which 
can approximate the adaptive version. 27 
Chapter 6 
Application to the Airplane Problem 
The first step in applying model reference adaptive control to the HARV 
is to choose an appropriate reference model. To apply the simple PID control 
of the last chapter requires that the model be single input, single output, and 
of second order with only one zero. This type of model is insufficient for the 
HARV, but a similar model can be used and the adaptive PID can still be 
applied. The reference model chosen has the form 
a(t) = aia(t  1)  a2a(t  2) + biSh(t  1) + ci6,(t  1) + ((t) 
where c(t) is a zero mean random sequence. In order to reduce pressure on 
the thrust output nozzle, the thrust vectoring control should be designed to 
return the thrust angle to zero when the desired steady state value of angle of 
attack is obtained. This can be accomplished by removing the memory term 
in the PID controller used for Su(t). In other words R(z) = 1. What remains 
of the adaptive PID control is similar to PD (proportional + derivative) 
control. This implies that 
( 5 (t) = S v(t)e(t), 
while 
h(t) = h(i  1)  S h(t)e(t). 28 
In this way the thrust vectoring will act to aid the elevator in achieving high 
angles of attack in a shorter amount of time, and in reducing overshoot of 
the desired trajectory. Using the relationship for S(t) from the last chapter 
for both Sy(t), and Sh(t) gives the following relation. 
+ 1 
S dh0 
bl 
t2  a2 + 
S dhl  (6.17) 
t3 + a2 
Sdh2 
and 
t1  +1 
S dv0 = 
Cl
 
t2  a2 + al 
S dvl  =  (6.18) 
t 3  a2 
S dv2 = 
Cl 
From this the justification for simply removing the memory term in the thrust 
vectoring control as opposed to the design of a PD controller can be seen. 
Now by has the relation 
6,(t) = Sy(t)e(t) =  Sh(t)e(t) 
or 
6v(t) = (6h(t) (5h(t  1)) 
cl
 
which reduces the system to a single input system of the form 
2b1z-1 
I. 
a(z) = 
1 + aiz-1 + a2z-2 sh(z) 29 
The effect of which is adding a zero at z = 1/2. 
When this control is used, the closed loop system has a transfer function 
ce(z)  biz-1(S(z)  S(z)R(z)) 
(6.19)
V(z)  A(z)R(z) + biz-l(S(z) + S(z)R(z)) 
It is clear that the closed loop system is not necessarily stable for all stable 
choices of desired polynomial, T(z). Monitoring of the closed-loop poles dur­
ing simulation demonstrates, as shown in Figure 4, that if the S(z) functions 
are chosen based on 
T(z) = 1  2.58z-1 + 2.2262z-2  0.6413z-3 
the closed loop poles will almost always be stable. The exception comes 
during stalled flight, when the simple coefficients of the reference model have 
a tendency to drift away from their logical limits. This drift is corrected by 
the controller by resetting the covariance matrix, R-1(t), and the coefficient 
vector, 9(t), to the startup values. This type of error was only encountered 
on maneuver two during stall, and can be explained as the combination of 
lack of pitch rate variable, which leaves the adaptive model with no other 
way to explain the changes in angle of attack after a trim state has been 
reached, and a large covariance matrix resulting from lack of excitation of 
the adaptive model during trimmed flight. 
Because this simple reference model is a poor approximation of the actual 
system, the idea of stable poles is not exactly valid. However, it does give 
some idea of the behavior of the system. The desired polynomial, T(z), was 
chosen to have poles corresponding to a damping ratio of about 0.6. It can be 
seen from Figure 4, that the closed loop poles are close to the desired setting, 30 
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Figure 5. Adaptive PID control block diagram. 
with the exception of the negative real axis pole which exists because of the 
PD control applied to the thrust vectoring angle. 
6.1  Results 
The closed-loop block diagram for the model reference adaptive PID con­
trol is shown in Figure 5. 
The reference model was set to an initial value of 
a(t) = ctia(t  1)  aza(t  2) -I- biSh(t  1) + c18,(t  1) 
Where on startup 
al  =  2.04 
a2  =  1.06 
bl  =  0.0002 
c1  =  0.0008 32 
b1(t) and ci(t) were limited by 
b1(t)  < 0.0002 
ci(t)  > 0.0002 
This kept unrealistic control values from the model. In addition, if the mag­
nitude of any of the open loop poles of the model drifted beyond z=2, the 
adaptive model was reset to startup values. 
The covariance matrix, R-1(t), was set to 1000*I on startup, and the 
forgetting factor, A, was set to a constant 0.98. This corresponds to a time 
constant of  or 50 data points. 
The simulations began with the HARV trimmed out at 5° angle of attack, 
6.3° pitch angle (a small ascent), and flying at Mach 0.3. 
The control inputs, 8h, and 5,, where limited to +10° to 24°, and ±20° 
respectively by the controller. The aircraft model also has these limits. 
The command generating filter was chosen to be 
aref(t) = 1.69aref(t  1)  0.72af(t  + 0.03r(t) 
where af(t) is the desired trajectory, and r(t) is the input command to 
the command generating filter. The filter was chosen to correspond to a rise 
time, when defined as time from 5° to 55°, of approximately 1.8 seconds, or 
the maximum possible as defined by the time-optimal control [7]. 
Using this control structure produced a rise time of 2.75 seconds. This re­
sult is somewhat slower than both the time- optimal control and the quadratic-
optimal control, which had a rise time of 2.0 seconds. However, the resulting 33 
rise time is faster than the 3.5 seconds obtained in [9]. The results of the two 
maneuvers tested are shown in Figures 6, 7, 8, and 9. 
The controller produced little overshoot, about 0.5 degrees. The adaptive 
PID control also produced much less oscillation than the quadratic optimal 
MR AC' for maneuver one when the angle of attack was decreased from 60° 
to 35° and then to 5°. Also, during the stall of maneuver two, the angle of 
attack is disturbed from 60° by a little less than 1/2 of a degree. This should 
be acceptable. 
As mentioned in an earlier chapter, the controller was assumed to be up­
dated in zero time. Because the controller is so simple, and microprocessors 
so speedy, this may be an accurate approximation. The update of the ref­
erence model requires only 45 multiplications or divisions, and 42 additions. 
The calculation of the next control values requires only 5 scalar additions, 
and 6 scalar multiplications or divisions. So few calculations could be carried 
out in a small amount of time, and would perhaps not affect the performance 
of the control scheme. However, the number of calculations may be further 
reduced if adaptive PID control is replaced with an approximate nonlinear 
control. :34 
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Chapter 7 
Nonlinear Feedback Synthesis 
It should be noted that the adaptive PID control used in the previous 
chapter is a form of nonlinear control. This nonlinear control is linear for 
each value of 0, and, hence, it represents nonlinear feedback designed with 
linear control theory. This will be shown in a later section of this chapter. 
In order to increase the speed of the controller, the adaptive PID control 
can be replaced with a constant nonlinear control which possesses the adap­
tive qualities of the adaptive PID control used in the last chapter. The non­
linear control is determined using system identification techniques, namely 
least squares. The goal is to find a model for the adaptive PID control. This 
model will have as its inputs the error in the trajectory, and the angle of 
attack, as does the adaptive PID control.  Its outputs will be Si and 8,. 
Nothing is gained by the identification of a multi-input, multi-output sys­
tem which would produce both the elevator angle, and the thrust vectoring 
angle, so the nonlinear controller identified was separated into two nonlinear 
controllers, one for each control variable. The desire is to have a closed-loop 
system of the form of Figure 10. 
This is similar to what was done in [7], and [14], where the optimal 
control was generated by an artificial neural net (ANN), which is a nonlinear 
function. Thus, the optimal control was generated using nonlinear feedback. 39 
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Figure 10. Block diagram of nonlinear feedback control. 
In this thesis the ANN is replaced with a nonlinear function which is linear in 
parameters. It is important that the nonlinear controller be chosen complex 
enough to acquire the adaptive quality of the adaptive PID control, yet simple 
enough to make it worthwhile. 
The data for the identification of the controller was taken from the adap­
tive PID control simulations of maneuver one. This maneuver was chosen for 
identification because of the higher frequency content of the resulting data. 
Maneuver one requires trimming of the aircraft at more a values, which also 
makes it a more attractive set of data. It is also important that the controller 
be valid for other maneuvers, so the data from maneuver two was used as 
test data for the nonlinear controller. Because it is known that the controller 
for Sh(t) will always have a pole at z=1, the integral part, there is no need to 
try and identify it. For this reason only the change in elevator angle, or the 
proportional plus derivative part, was identified. There was no simplification 
of the data for identification of 8,(t). The nonlinear models of control all 
have the form 
u(t) = (DT(t)9(t) 
where (I)(t) is some nonlinear combinations of the error in the trajectory, the 40 
angle of attack, and past u(t). 1(t) may, for example, have the form 
(DT(t)  [ux(t), a(t)e(t),  a(t ni)e(t n1), a2(t)e(t),  a2(t n2)e(t n2), -.1 
Where ux represents the output of the controller. The n1, n2, ... values are 
the memory of the controller. In other words, they are the number of past 
values of error in trajectory, angle of attack, or various combinations thereof, 
that are used to generate the controller output.  In order to find the best 
combination of the ni, n2, ...  values a program was written that uses the 
identification data and the test data to find a good match between data and 
model. The model is judged best if its prediction produces the least  error 
using the following equation. 
VEltv=i(771(t)  u(t))2 
71  =  (7.20) N 
Here it(t) is the control predicted by the nonlinear model, u(t) is the  con­
trol produced by the adaptive PID control, and N is the number of data 
points. The program was written in Matlab and takes as inputs the data to 
be identified, the data to be used as test, and a vector which contains the 
minimum response time of the system to each input. The program is valid 
only for multi-input single-output models, but could be easily extended to 
multi-input, multi-output models as well. The program limits the size of the 
ni, n2, ... values to 7. 
After the n1, n2, ...  values for a particular model were found, the result­
ing nonlinear controllers were first tested as control for maneuvers one and 
two. Then the controllers were tested for robustness using variations in the 
nonlinear aircraft model. 41 
7.1  Model One 
The nonlinear processes to be identified here will always be zero when the 
error in the trajectory, e(t), has been zero for an extended period of time, ie. 
when the aircraft reaches a trim state. This holds for both the Sy, and the 
PD part of Sh. Therefore, each term in the regressor, 11(t), will have an c(t) 
term as a multiplier. 
The first regressor used was the most complex. For both the change in 
the elevator angle, and the thrust vectoring angle, (DM can be represented 
by the following equation. 
4V' (t)  = [ux(t), e(t),  e(t  n1), e2(t),  e2(t  n2), e3(i),  e3(t  n3), 
a(t)e(t),  a(t  n4)e(t  n4), a(t)e2 (t),  a(t  ns)e2(t  n5), 
a(t)e3(t),  a(t  n6)e3(t  n6), a2(t)e(t),, a2(t  n7)e(t  n7), 
a3(t)e(t),  a3(t  ns)e(t  n8), ur(t  1)e2(t  1),, 
ux(t  n9)e2(t  n9)] 
where ux(t) represents the change in the output 6h(t), or the output Sy(t). 
The program mentioned earlier was used to find the ni, n2, ...  values, 
which are presented in Table 2 of the appendix. 
With a norm measure described by equation 7.20, model one was found to 
have a fit to identification data of 0.045 for 8h, and a fit of 0.051 for Sv. Model 
one had a fit to test data of 0.049 for 81 and a fit of 0.048 for  Shown in 
Figure 11 and Figure 12 is the prediction error for the identification and test 
data for model one. 
Figure 13 shows the results of the implementation of model one for the 42 
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control of the HARV through maneuvers one and two. As with previous 
graphs, the dotted line is the desired trajectory produced by the input filter, 
and the solid line is the actual angle of attack. As can be seen from the figure, 
and from comparison to Figures 6 and 8, model one produces performance 
almost identical to the adaptive PID control. However, more oscillation was 
noticed when model one was used as the controller when compared to the 
adaptive PID control.  Also, there is more deviation from 60° during the 
stall of maneuver two. This variation reaches a maximum of just under one 
degree at 17.1 seconds. It can also be seen that model one fails to trim the 
aircraft at 5° angle of attack at the end of maneuver one. Time to 55° was 
2.7 seconds when model one was used as the controller. 44 
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7.2  Model Two 
Upon identification of model one, it can be seen that Sh of model one 
depends very little on the Sh * e2 term. Also, 8,, of model one depends very 
little on the 8,, * e2, and the a * e2 terms. Therefore these terms can be 
removed from the regressors. This leaves the following regressor forms for 
model two. 45 
(1)7h' (t)  = [6.8 h(t) , e(t),  e(t 
a(t)e(t),...,a(t  n4)6(t 
e2(t),...,e2(t  n2), e3(t), , e3(t 
n4), a(t)e2(t),  a(t  n5)e2(t 
n3), 
n5), 
a(t)e3 (t),  a(t  n6)e3(t  n6), a2 (t)e(t) , ..., a2 (t  n7)e(t  727), 
a3 (t)e(t),  ns)e(t  n8)] 
(1)T (t)  = [6,(t), e(t),  e(t 
a(t)e(t),  a(t 
ni), e2(t),..., e2(t  n2), e3(t), 
n4) e(t  n4), a(t)e3(t),..., a(t 
e3(t 
n5)e3(t 
113), 
n5), 
a2(t)e(t),  a2 (t  n6) e(t  n6), a3(t)e(t),  a3(t  n7)e(t  n7)] 
where A8h(t) is the change in 4(0. 
Again, the results of the program are recorded in Table 2. The fit of Sh of 
model two, using equation 7.20, to identification data is 0.050. The fit of (5h 
of model two to test data is 0.055. The fit of 8 of model two to identification 
data is 0.068, and the fit to test data is 0.052. The prediction errors of model 
two are shown in Figures 14 and 15. 
The results of the simulation of maneuvers one and two using model two 
as nonlinear feedback is shown in Figure 16. 
As with model one, the performance of model two is nearly identical to 
the adaptive PID control for maneuver one, but model two produced much 
more deviation from 60° during the stall of maneuver two. The deviation 
reaches a maximum of just over two degrees at 20.2 seconds. Model two also 
had a rise time of 2.7 seconds. 46 
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7.3  Model Three 
Model two seems to respond more slowly to outside disturbances. This 
results in decreased performance during stall. It was thought that perhaps 
the e2 terms of the model cause the reduction in performance due to the 
squaring, which destroys the sign of the error for those terms. Therefore, 
model three was chosen such that no e2 terms were in the regressors. The 
regressor for both 8h, and by for model three is represented by the following 
equation. 48 
IT(t)  = [u(t), e(t),  e(t  e3(t),  e3(t  n2), 
a(t)e(t),  a(t  n3)e(t  n3), a(t)e3(t),  a(t  n4)e3(t  n4), 
a2(t)e(t),  a2(t  n5)e(t  n5), a3 (t)e(t),  a3 (t  n6)e(t  n6)] 
where ux(t) is the change in the output Sh(t), or the output 8(t). 
Using equation 7.20, model three had a fit to identification data of 0.139 
for 5h, and 0.102 for 8,,. Model three had a fit to test data of 0.118 for 8h, and 
0.080 for 8. The prediction errors for model three are shown in Figures 17 
and 18. Model three has much higher prediction errors when compared to 
models one and two. 
As can be seen from Figure 19 the performance of model three differs 
from the adaptive PID control in that the rise time using model three is 2.8 
seconds, which is slower. However, during maneuver two, model three did 
a better job of maintaining 60° through stall, with a maximum deviation of 
less than 1/2 of a degree. The decreased rise time is directly related to the 
larger prediction error of model three. Apparently model three is too simple 
to be a good approximation to the adaptive PID control. 
7.4  Models Four and Five 
As an attempt to decrease the rise time achieved by model three, two 
other models were developed in which the regressors for the elevator angle 
were partially restored to the form of model two. For model four the term 
a(t)e2(t) was added, and for model five the term e2 (t)  was added.  The 49 
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Figure 17. Prediction error to identification data for model 3. 
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Figure 18. Prediction error to test data for model 3. 50 
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Figure 19. Performance of nonlinear control using model 3. The dotted line 
is the desired angle of attack trajectory and the solid line is the actual angle 
of attack. 
regressors for the thrust vectoring remained the same. 
Model four has regressors which are represented by the following formulae. 
(1.1' (t)  = [A(5 h(t), e(t), ..., e(t  ni), e3(t), ..., e3(t  n2), 
a(t)e(t), ..., a(t  n3)e(t  n3), a(t)e2 (t), ..., a(t  n4)e2(t  n4), 
a(t)e3(t), ..., a(t  n5)e3(t  n5), a2(t)e(t), ..., a2(t  n6)e(t  n6), 
a3(t)e(t), ..., a3(t  n7)e(t  n7)] 
(I)!' (t)  = [6(t), e(t), ..., e(t  n1), e3(t), ..., e3(t  n2), 
a(t)e(t),..., a(t  n3)e(t  n3), a(t)e3(t), ..., a(t  n5)e3(t  n5), 
a2(t)e(t),...,a2(t  n6)e(t  n6), a3(t)e(t), ..., a3(t  n7)e(t  n7)] 51 
Model four has a fit to identification data of 0.085 for 8h, and 0.102 for 8,,. 
Model four has a fit to test data of 0.072 for 8h, and 0.080 for 5,,. The predic­
tion errors for model four are shown in Figures 20 and 21. The performance 
of model four for maneuvers one and two are shown in Figure 22. 
When model four is used as feedback a rise time of between 2.6 and 
2.7 seconds was obtained.  This is better than what is obtained with the 
adaptive PID control. A maximum deviation from 60° of just over 1/2 of 
a degree was observed during the stall of maneuver two when model four 
was used as feedback. Model four seems to have better rise time than model 
three, and faster response to changes in angle of attack due to stall than 
is seen with model two. However the prediction errors are still quite large, 
and may represent a lack of good identification. This is not a concern if the 
controller is robust. 
Model five has regressors which are represented by the following formulae. 
<P' (t)  =	  [.6,4 5' h(t) , e(t), ..., e(t  ni), e2 (t), ... , e2 (t  n2), 
e3 (t)  ... , e3(t  n3), a(t)e(t), ..., a(t  n4)e(t  n4), 
a(t)e3(t), ..., a(t  n5)e3(t  n5), a2(t)e(t), ..., a2(t  n6)e(t  n6), 
a3 (t)e(t), ..., a3(t  n7)e(t  n7)] 
(1),7; (t) = [45,(t), e(t), ..., e(t  ni), e3(t), ..., e3(t  n2), 
a(t)e(t), ..., a(t  n3)e(t  n3), a(t)e3(t), ..., a(t  n5)e3(t  n5), 
a2(t)e(t), ..., a2(t  n6)e(t  n6), a3(t)e(t), ..., a3(t  n7)e(t  n7)] 
Model five has a fit to identification data of 0.096 for 8h, and 0.102 for 5,,. 
Model five has a fit to test data of 0.065 for 8h, and 0.080 for St,. The predic­52 
Prediction Error for Elevator Angle 
Prediction Error for Thrust Vectoring Angle 
Figure 20. Prediction error to identification data for model 4. 
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Figure 21. Prediction error to test data for model 4. 53 
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Figure 22. Performance of nonlinear control using model 4. The dotted line 
is the desired angle of attack trajectory and the solid line is the actual angle 
of attack. 
tion errors for model five are shown in Figures 23 and 24. The performance 
of model five for maneuvers one and two are shown in Figure 25. 
When model five is used as feedback a rise time of between 2.5 and 2.6 
seconds was obtained. This is better than what is obtained with either the 
adaptive PID control, or model four. A maximum deviation from 60° of just 
over 1/2 of a degree was observed during the stall of maneuver two when 
model five was used as feedback. Model five seems to have better rise time 
than model three or model four, and faster response to changes in angle of 
attack due to stall than is seen with model two. 54 
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Figure 23. Prediction error to identification data for model 5. 
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Figure 24. Prediction error to test data for model 5. 55 
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Figure 25. Performance of nonlinear control using model 5. The dotted line 
is the desired angle of attack trajectory and the solid line is the actual angle 
of attack. 
7.5  Simplified Adaptive PID Control 
System identification may not be the best way to find a nonlinear feedback 
approximation to the adaptive PID control. Since adaptive PID control is 
simply nonlinear control packaged in a way that allows for linear design of 
the controller, it is possible to obtain a nonlinear feedback controller directly 
from the algebraic equations of the adaptive PID controller. This is easily 
accomplished with a little simplification of the equations. 
The recursive least squares algorithm can be represented by equations 3.8, 
and 3.10. We can simplify the equations by assuming that R(t) will always 56 
remain a diagonal matrix. This is obviously not true, but this simplification 
can sometimes still lead to a functioning controller. With this simplification, 
R(t) can be represented by the following equation. 
a2(t 1) 0  0  0 
0  a2(t 2)  0  0
R(t)  =  R(t  1) + 
0  0  67,(t  1)  0 
0  0  0  bAt 1) 
If we further simplify by not allowing the controller to remember further back 
than eight samples, and define 8000 * R(t  8) = I, where I is an identity 
matrix, we can represent R(t) by the following equation. 
a2(t n) 0  0  0 
A8  0  a2(t n 1)  0  0
R(t) 
8000  0  0  61,(t  n)  0 
0  0  0  bAt n) 
Now inverting R(t) and plugging into equation 3.10 yields the following result 
for the coefficient, ai(t). 
1)(a(t)  1)0(t  1)) ai(t) = ai(t  1) 
A8/8000 + A7a2(t  8) +  a2(t  1) 
where 
OT(t-1)9(t-1) = ai(t-1)a(t-1) a2(t 1)a(t 2)+14.45 h(t 1)1- ciS,(t 1)) 
Similar results can be obtained for a2(t), bi(t), and ci(t). The control outputs 
are described by the following equations. 57 
t1  (4(0 + 1 8h(t) = 8h(t  1) +  e(t) + Mt) 
t2  a2(t) + ai(t)  t3 + a2(t) 
bi(t)  i  bi(t) 
ti  ai(t) -F 1  t2  a2(t) + ai(t) 8(t) =  e(t) +  e(t  1) +
el(t)
 
t3  a2(t)
 
e(t  2)
ci(t) 
The result is a system of six nonlinear difference equations that, given ini­
tial values for ai(t), a2(t), bi(t), and ci(t), form a nonlinear controller. This 
simplified version of the adaptive PID control can be calculated in less time, 
and yields closed-loop performance as shown in Figure 26. The rise time 
using the simplified adaptive PID control is 2.86 seconds, which is somewhat 
slower than the actual adaptive PID control. 
7.6  Discussion 
When comparing the performance of the nonlinear feedbacks derived 
through system identification, it seems that model five is the best choice, 
even though its prediction errors are quite large. The lack of good  predic­
tion implies that model five is not an accurate approximation of the adaptive 
PID control. This is not a concern as long as model five proves to be robust. 
It seems that, of the models presented, model one and model two had the 
lowest prediction errors, even though their performance was not identical 
to the adaptive PID control. The actual choice of the best nonlinear con­
trol depends heavily on robustness of the models. Robustness will be tested 58 
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Figure 26. Performance of simplified adaptive PID control. The dotted line 
is the desired angle of attack trajectory and the solid line is the actual angle 
of attack. 
in the next chapter. The list of models presented above do not cover all 
possible choices, so perhaps another choice of (I) would produce both good 
performance and accurate prediction. 
The second approach to the goal of reduction of computation time is 
shown in the section on simplification of the adaptive PID control. The 
simplification yielded good results and eliminated the matrix multiplication 
required for the adaptive PID control. 59 
Chapter 8 
Robustness Tests 
It was shown in the last section that a nonlinear controller can be found 
that produces almost identical response to the adaptive PID control. This 
nonlinear control cannot be considered adequate, however, unless it will also 
operate under less than ideal conditions. The nonlinear controller must be 
relatively robust to changes in the longitudinal model of the HARV. One of 
the major factors in the uncertainty of the longitudinal aircraft model is the 
stability derivatives. As stated earlier the value for these coefficients can be 
off by at least ±10%. For this reason the nonlinear controller must be able 
to control effectively the aircraft when variations of at least this magnitude 
are present on the stability derivative coefficients. 
In order to test the robustness of the controllers developed in the last 
section, two robustness tests were developed. The first test will place a zero 
mean disturbance on the CLo and Cm, coefficients of ±10%. The overall 
lift and pitch coefficients of the longitudinal equations for the HARV can be 
represented by the following equations. 
CL =  CLo + (CLa + CL&) 9v 
CM = C1 I0  Tv(CA4q  CM&) 60 
The coefficients CL0 and Cmo contribute the most to the equations above. 
The second test of robustness will place zero mean disturbances of +25% 
on the stability derivative coefficients CL0 and Cmo. This should accurately 
simulate the errors in modeling along with nonideal atmospheric conditions. 
The disturbances used for robustness tests were generated by taking the 
sign of a. normally distributed random variable and multiplying it by the 
appropriate percentage of CL, or Cm°, and adding the result to CL, or 
Cmo. 61 
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Figure 27. Robustness test results using model one as the controller. 
8.1  Robustness of Model One 
As can be seen from Figure 27, and comparison to Figure 13, model 
one is relatively robust to changes in the aircraft model. The reduction of 
performance is most noticeable at high angles of attack. 62 
Response of Model Two to 10% Noise on CLO and CMO
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Figure 28. Robustness test results using model two as the controller. 
8.2  Robustness of Model Two 
Model two shows substantially more robustness to changes in the aircraft 
model. As can be seen from Figure 28, and comparison to Figure 16, the 
performance of the system with model two in the feedback is only slightly 
reduced when noise is added to the coefficients. However, it was previously 
noted that model two does not respond quickly to changes in angle of at­
tack brought about by stall. The closed-loop system with model two in the 
feedback also takes longer to trim at high angles of attack. - - -
63 
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Figure 29. Robustness test results using model three as the controller. 
8.3  Robustness of Model Three 
Model three was also shown to be relatively robust, but less so than model 
two. Figure 29 shows that model three performs well when the noise on CLo 
and Cmo is less or equal to ±10%. The performance of model three is not 
as good, however, when ±25% noise is added. 
8.4  Robustness of Model Four 
The results of robustness tests on model four, as shown in Figure 30, 
are less than desirable. Even though model four performs well under ideal 
situations, it is not an acceptable control. The overall performance of model 64 
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Figure 30. Robustness test results using model four as the controller. 
four, under ideal conditions, was better than that of the adaptive PID control. 
This apparently showed a lack of good identification, and resulted in a less 
robust controller. 
8.5  Robustness of Model Five 
The performance of model five to robustness tests, as shown in Figure 31, 
is also unacceptable. Model five had the best ideal performance, but clearly 
fails both robustness tests. Again, lack of good identification is to blame, 
and points to a poor model choice. 65 
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Figure 31. Robustness test results using model five as the controller. 
8.6  Robustness of Simplified Adaptive PID Control 
As shown in Figure 32, the simplified PID control is quite robust. This 
should be expected because of the close relation of this nonlinear controller 
to the actual adaptive PID controller. As can be seen by the figure, there is 
no significant reduction in performance when the noise added to CL,0, and 
CMO is increased from 10% to 25%. 
8.7  Conclusions Drawn From Robustness Tests 
The robustness tests showed that of the nonlinear models derived using 
system identification one and two were the most robust. This is not sur­66 
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Figure 32. Robustness test results using the simplified Adaptive PID con­
troller. 67 
of a.II  t he system identification nonlinear models presented.  It is, however, 
unfortunate that the most robust controllers are also the most complicated. 
Model two, being the least complicated and the most robust, would be the 
best choice for implementation as a nonlinear controller. Model three showed 
good results when the added noise was +10%, and so may be an acceptable 
choice if the stability derivatives of the nonlinear aircraft model  are known 
to a greater precision. Model one showed poor performance when asked to 
trim the aircraft at 5° angle of attack from an angle of attack of 35°, and 
therefore would be a poor choice for implementation. It is interesting that 
the controllers for which the performance of the closed loop system was best, 
turned out to be the least robust. Perhaps this increased performance was 
simply the result of decreased accuracy in identification and hence resulted 
in less robustness. The list of models presented here is in no way a complete 
set of possible choices. Perhaps, with further study, a better choice may be 
discovered. 
The alternative of simplified adaptive PID control produced good results 
with great robustness. The simplified adaptive PID control is probably the 
best choice of all the nonlinear models presented for implementation. There 
is some sacrifice in performance when this nonlinear controller is used in the 
feedback, but the added robustness makes this tradeoff worthwhile. 68 
Chapter 9 
Sensitivity Analysis 
The performance of a controller is limited by the system to be controlled, 
as is the case with high a maneuvers for the HARV. This section of the 
report examines a potential change in the aircraft design which could improve 
performance. This type of information is often desired by aircraft designers 
who wish to create better performing airplanes. 
9.1  Rate of Change of Elevator Angle 
One of the major limiting factors on the performance of the aircraft is 
the rate of change of the elevator angle. For all preceding simulations the 
maximum rate constraint was 400/s. This section looks at the improvement 
of rise time that occurs with increased maximum rate of change of the elevator 
angle constraint. Of course any increase in the speed of the elevator angle 
will produce a faster rise time, but the goal of this section is  to determine 
how much can be gained by each increment of increase. As is shown,  the 
return in performance is not directly proportional to increased speed of the 
elevator. 
In order to test what improvements result from increases in elevator angle 
speed, the longitudinal model of the HARV was simulated with various limits 69 
Maximum Sh(°/s)  Maximum Rise Time (s) 
40  1.3677 
45  1.3472 
50  1.3309 
55  1.3176 
60  1.3066 
65  1.2973 
70  1.2894 
75  1.2825 
80  1.2765 
85  1.2712 
90  1.2665 
95  1.2624 
100  1.2586 
Table 1. Rise times for various maximum speeds of the elevator angle. 
on the elevator angle speed. The simulations began at a trim state of 5° angle 
of attack. The elevator angle and thrust vectoring angle command input were 
then set to full. The time at which the angle of attack reached 55° was then 
interpolated and recorded. This was done for maximum speeds ranging from 
40°/s to 100°/s, in five degree per second steps. The data points are shown 
in Table 1. Using interpolation, an approximate graph of maximum elevator 
angle speed, versus maximum rise time can be plotted, as in Figure 33. As 70 
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Figure 33. Interpolated graph of rise time versus maximum elevator angle 
speed. 
can be seen from the graph, the decrease in rise time with respect to change 
in maximum elevator angle speed is greater closer to 40°/s, and lessens as 
the maximum elevator angle approaches 1000/s. Therefore aircraft designers 
wishing to improve the performance of the HARV may seek to increase the 
maximum elevator angle speed to as much as 550/s, but perhaps any more 
would be considered diminishing returns. 
As a check, the rise times were measured with an adaptive PID controller 
in the feedback for the various maximum speeds of elevator angle listed above. 
It was found that, for the most part, an identical adaptive PID controller 71 
would produce much better response for each increase in the maximum el­
evator angle speed. However, for maximum elevator angle speeds greater 
than 500/s it becomes necessary to alter the input filter and the choice of 
closed-loop poles in order to achieve good response. 72 
Chapter 10 
Conclusions 
A solution to the problem of high angle of attack flight  was shown to 
be solved by an adaptive PID controller. From this adaptive PID controller 
several nonlinear controllers were designed which were then tested for robust­
ness using changes in the aircraft model. Of these nonlinear feedbacks, the 
one designed directly from the algebraic RLS equations was shown to be the 
most robust. The simplicity of the controllers presented makes them better 
suited for actual implementation for longitudinal mode controllers. Also, it 
was found that small increases in the maximum rate of change of the eleva­
tor angle could be used to produce faster response for high angle of attack 
maneuvers. 
Several topics remain open for further study.  It would be possible to 
develop an adaptive, fourth-order, state-space model for the HARV, which 
may more accurately model the dynamics of the aircraft. The increased ac­
curacy may allow for the use of quadratic optimal control with only a simple 
reference trajectory generating filter. In fact, the simple addition of a veloc­
ity term in the adaptive model would decrease modeling errors due to the 
heavy dependence of dynamic pressure and the stability derivatives on the 
speed of the aircraft. A nonlinear approximation to this quadratic optimal 73 
controller could improve the responses obtained in this report, while main­
taining implementability of the controller. The same procedure followed for 
the longitudinal dynamics of the aircraft in this report could be repeated to 
design controllers for the lateral mode. In this way more advanced maneu­
vers, such as the Herbst maneuver, could be automated. Also, the effect of 
increased size of horizontal stabilator, thrust angle, and maximum rate of 
change of thrust angle could be examined to give better controllability of the 
aircraft. 74 
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Appendix
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A.1  Tables 78 
NL Model  nr  for bh  for 8,  NL Model  nr  for Sh  for 6 
One  1 4  7 Four  1  7  7 
2 7 7  2 7 7 
3 7 6  3 7 7 
4 7 7  4 7 7 
5 7 1  5 7 7 
6 7 7  6 7 7 
7 7 7  7 7 
8 7  7 
9 4  7 
Two	  1 7  7 Five  1 7  7 
2 6 4  2 7 7 
3 6 7  3 7 7 
4 7 7  4 5 7 
5 6 7  5 7 7 
6 7 7  6 5 7 
7 7 7  7 5 
8 7 
Three	  1 7  7 
2 7  7 
3 7  7 
4 7  7 
5 7  7 
6 7  7 
Table 2. Results of program for all models. 79 
Acronym  Definition 
PID  Proportional + Integral + Derivative 
PD  Proportional + Derivative 
MRAC  Model Reference Adaptive Control 
ANN  Artificial Neural Net 
HARV  High Angle of Attack Research Vehicle 
LTI  Linear Time Invariant 
RLS  Recursive Least Squares 
Table 3. Acronym list. 