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SUMMARY 
Of the 150 US cities that have adopted 100% clean energy resolutions, most are 
considerably far from achieving this goal. Concurrently, the rise of advanced and 
affordable sensors offering continuous monitoring of city infrastructure has directed 
research attention towards how data-driven approaches can help cities become 'smart' and 
achieve sustainability goals. As buildings account for the majority of energy consumption 
in cities, they have become a key focus for smart city initiatives. The influx of 
measurements on building energy and infrastructure at urban-scales add substantial 
complexity in handling of this information; an important area for research is developing 
approaches to translate this data into metrics that can be helpful for energy management 
and decision making at the community and city scale. Across the three studies in this 
dissertation, I take a multidisciplinary approach and draw on areas across data analytics, 
human-computer interaction, and public policy analysis to transform building energy data 
for improving community energy decisions. In the first study, I present a new approach for 
building energy benchmarking using building electricity smart meter data across the 
Georgia Tech campus. The results aim to support building portfolio owners and 
municipalities in identifying and prioritizing specific energy efficiency opportunities 
across a group of buildings. In a second study, I enhance the visibility and awareness of 
the same data through the development of a community-scale energy feedback system, and 
evaluate Georgia Tech community member understanding and reactions to having access 
to campus energy information. In a final study, I explore the impact of built infrastructure 
on renewable energy deployments across urban areas to inform urban planning design and 
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policy. The results of this work seek to contribute to research efforts within building energy 
efficiency fields and enhance our understanding of how advances in data science and 
computing can be connected to energy management and decision making practices. As 
cities strive to make substantial changes in their energy systems, emerging data sources 
may provide immense opportunities to make more effective and informed decisions; 
however, enabling this will require integration of new data science techniques with existing 
decision making practices. Continued connections between these two areas are likely to 
foster unique insights and pave the way for cities to attain a low-carbon future.
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CHAPTER 1. INTRODUCTION 
1.1 Global challenges, local action 
 Human extraction and consumption of natural resources across the past two 
centuries has enabled vast societal developments while causing a range of severe 
environmental and societal consequences. Air pollution threatens public health; more than 
80% of people living in urban areas are exposed to poor air quality, which is linked to a 
multitude of respiratory diseases and health risks (World Health Organization 2016). Water 
contamination is degrading ecosystems; nearly 75% of the world’s coral reefs are 
vulnerable, which support a substantial portion of aquatic life (Burke et al. 2011). 
Greenhouse gas concentrations are at an all-time high (World Meteorological Organization 
2019), leading to warming that is associated with rising sea levels (Solomon et al. 2009), 
more extreme and frequent natural disasters (Mann and Emanuel 2006), and forced human 
migration (McAdam 2012), to name a few. In the midst of mounting evidence of the global 
impact of unrestrained human exploitation of resources, a large number of countries are 
recognizing that meeting the demands of future generations will require radical economic, 
societal, and technological transformations. For example, the majority of countries 
worldwide have made public commitments towards this shift—187  countries have ratified 
the Paris Agreement and 193 countries that have adopted the United Nation’s Sustainable 
Development Goals (SDGs) agenda (United Nations 2019). 
 While national backing of the visions set forth by the Paris Agreement and UN 
SDGs is paramount, critiques have pointed out that voluntary, national-level commitments 
can lack accountability for achieving real results. Carbon reduction policies that contain 
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mandates or enforcement mechanisms also often face political gridlock and can be difficult 
to implement. Tangible progress toward low-carbon societies will require efforts at more 
granular scales, such as the city or community-level (Van Der Schoor and Scholtens 2015). 
Cities and communities are uniquely positioned to facilitate sustainable transformations by 
enabling citizen participation and connecting global climate science issues closer to home. 
In effect, they are well positioned to implement context-specific initiatives that are more 
tailored and effective in reducing carbon emissions (Reckien et al. 2018).  
1.2 Community energy initiatives and infrastructure data 
One prominent area of focus for community sustainability initiatives is energy. 
Across the US, over 150 cities, ten counties, and seven states have adopted 100% clean 
energy goals, committing to powering their community entirely by clean energy by no later 
than 2050 (SierraClub 2019). Furthermore, a multitude of institutes and organizations are 
creating movements to congregate city leaders, share ideas, and encourage the creation of 
city-level climate action plans (C40 Cities 2020; We Are Still In 2020). The building sector 
is a priority within such movements. This is for good reason; buildings—including 
residences, offices, and restaurants, among others—are responsible for 40% of the energy 
use in the US, and make up 70% of electricity consumption (Energy Information 
Administration 2019). Approaches to reduce our reliance on carbon-intensive energy 
resources and achieve community energy commitments will require significant 
transformation in the building sector. New buildings will need to be built to high 
performance building standards, and existing buildings—with an average lifespan of 70 
years—will need be renovated to operate at higher efficiencies while still meet building 
codes and occupant comfort needs (CBECS 2015). Municipalities have limited budgets 
 3 
and resources to improve the existing building stock; targeting specific behavioral, retrofit, 
and renewable energy opportunities that will have a high impact towards clean energy goals 
is essential. Recently, there has been momentum towards exploring the use of ‘big data’ 
sources to drive decision making and help target where to effectively allocate funds for 
building improvements (Zhou et al. 2016).  
 Recent pushes to collect data across buildings and the energy sector has been led 
by both public and private entities. Local governments have supported the public release 
of commercial building energy use and production data, namely through building 
benchmarking ordinances. As of June 2019, 32 cities and three states in the US have 
adopted building energy benchmarking disclosure policies, which mandate the tracking 
and reporting of annual building energy consumption and production information (Institute 
for Market Transformation 2019). The vision for this type of policy is threefold: (1) 
individual buildings will improve their energy management through intentional tracking 
with data, (2) cities will be able to more effectively allocate resources for efficiency 
improvement with city-scale building data, and (3) well-performing buildings will be 
rewarded by the market in terms of their value (Institute for Market Transformation 2020). 
In addition to public data sources, private entities have pushed to increase 
monitoring capabilities in buildings. Advanced metering infrastructure (AMI) such as 
smart meters is proliferating in the building industry, being implemented by utilities, 
building managers, and consultants to monitor whole-building electricity use, as well as 
sub-metering of electricity loads, water flows, and other drivers of consumption. The big 
data analytics market within the energy sector is expected to have a compound annual 
growth rate of 10.22% between 2020 and 2025 (Mordor Intelligence 2019). Companies 
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such as IBM, Cisco, and Siemens are leading efforts to connect this data to ‘smart city’ 
business models, offering services to deploy and maintain sensors, implement analytics 
and digitization to improve service delivery, and provide greater connectivity between 
government and its citizens (Cisco 2020; IBM 2020; Siemens 2020). This influx of data 
and digital management of infrastructure across the built environment at city-scales is 
unprecedented. Optimistically, such data opens the opportunity to improve our 
understanding of buildings and their operations, specific to a community in which the data 
is collected and processed. However, a multitude of concerns exist regarding the 
assumption that new data will generate new and better insights (Sutherland and Cook 
2017). 
1.3 Smart cities and data-driven decision making 
Smart city initiatives often position data as a key resource, with the potential to 
enhance decision making. This emphasis on data-driven decision making is based on the 
premise that previously undiscoverable insights and new solutions can be garnered from 
sensor data that is becoming more affordable, granular, and ubiquitous across communities 
(Shelton et al. 2015). As our built infrastructure becomes increasingly complex, data is 
framed as a resource that can capture these complexities and enlighten objectively 
considered pathways to make better decisions (Hollands 2015; Zanella et al. 2014). A large 
body of research in computing and smart city domains has worked to establish theoretical 
frameworks for integrating disparate data sources, mining data for new insights, and 
creating analytical and predictive interfaces (e.g., Khan et al. 2015; Zhou et al. 2016). 
While more detailed information on our infrastructure has potential to inform decision 
making, visions presuming the inherent utility enabled by this data often lack purposeful 
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integration into existing decision making practices connected to various stakeholders. 
Connecting data to people is essential, and remains a key challenge in smart city work 
today (Zuiderwijk et al. 2015).  
There is a need in research to assess how emerging forms of building data are being 
used and identify potential ways to connect new forms of built infrastructure data to actual 
decision making processes for energy management and efficiency. From building 
managers to city planners to community residents, a wide array of actors have potential to 
better understand their community’s energy use and make more informed decisions 
through access to information gleaned from new community-scale energy data. To enable 
this, there is opportunities for research to examine and develop approaches that transform 
emerging forms of community energy data, particularly open data, in ways that make it 
more understandable, engaging, and actionable to specific stakeholders. 
1.4 Dissertation framing and structure 
 Community initiatives are an important part of global movements aimed at 
mitigating climate change. Energy efficiency and management efforts in the building sector 
have increasingly concentrated on the production and collection of data in order to inform 
decisions, however a disconnect exists between the multitude of data collected and how 
stakeholders currently navigate energy management decisions. New advanced metering 
infrastructure data has potential to be particularly useful as it can offer granular insights in 
a localized and community context; however effective utilization of this data is unlikely to 
be achieved without integration into existing decision making practices and engagement 
with specific stakeholders. This dissertation aims to contribute to the fields of building 
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energy analytics and visualization by increasing the usability of emerging forms of building 
energy data. It entails three studies where I harness emerging sources of building energy 
data and develop approaches to inform building energy decision making at community and 
city scales.  
In Chapter 2, I present a new approach for building energy benchmarking using 
smart meter data and Georgia Tech’s campus as a research testbed site. While traditional 
annual building energy benchmarks offer useful techniques for comparing energy 
performance across a group of buildings, they are limited in their ability to give insight 
about specific retrofit opportunities. To fill this gap, I developed an approach that leverages 
smart meter data, which is becoming increasingly available to cities and building portfolio 
owners. This benchmarking approach uses top-down statistical techniques and generates 
more specific insights facilitated through granular smart meter data. The results can support 
building portfolio owners and municipalities in identifying specific energy efficiency 
opportunities across a community-scale of buildings. The article in Chapter 2 is published 
in ASCE’s Journal of Management in Engineering (Francisco et al. 2020).  
In Chapter 3, I describe the development of a community-scale energy feedback 
system built for community members of the Georgia Tech campus. The notion that citizens 
should take on more active engagement in their day to day lives to reduce carbon emissions 
has long been regarded as essential. Smart city open data initiatives also claim that new, 
open sources of data bring new opportunities for citizen involvement and engagement with 
governments. However, there is a need to transform this data for the intended users. In this 
study, I leverage the same data collected in Chapter 2 and apply novel visualization 
techniques, such as augmented reality, to spatially connect users with building performance 
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and enhance community member engagement with campus energy systems. Real user 
understandings and perceptions of the campus-scale energy data are analyzed to examine 
the potential of community energy feedback in informing community member decision 
making and energy actions. The article presented in Chapter 3 is published as a journal 
article in the Journal of Applied Energy (Francisco and Taylor 2019a).  
In Chapter 4, I empirically assess the relationship between urban form and solar PV 
adoption decision making. Recognizing the long-lasting impact of infrastructure decisions 
and how cities are currently transforming and infilling their infrastructure substantially, I 
investigate how this change may impact the viability of clean energy technologies in cities.  
While in Chapter 2 I explore relationships between energy consumption activities across 
different building characteristics, this study examines relationships between energy 
production activities across different building characteristics. Specifically, this study 
focuses on rooftop solar suitability. The results can inform city planners and urban 
designers in how important rooftop solar suitability’s and, more broadly, urban form’s role 
is in solar PV adoption decisions. The article presented in Chapter 4 has been developed 
into a journal paper and will be submitted to a journal that publishes contributions at the 
intersection between energy systems and urban design.  
Finally, Chapter 5 includes a discussion of the overarching contributions of this 
work in the building energy efficiency, analytics, and visualization fields. This work has 
drawn from a multitude of areas including energy analytics, human-computer interaction, 
and public policy. This chapter draws connections between these areas and recommends 
areas for future work based on the findings of this dissertation.  
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CHAPTER 2. SMART CITY DIGITAL TWIN-ENABLED 
ENERGY MANAGEMENT: TOWARD REAL-TIME URBAN 
BUIDLING ENERGY BENCHMARKING1 
2.1 Introduction 
 In cities, prominent challenges such as urbanization and rising greenhouse gas 
emissions have sparked efforts to make cities ‘smarter’ (Pierce and Andersson 2017). As 
buildings account for the majority of energy consumption in cities, and because of their 
high potential for energy conservation through retrofits or operational improvements 
(IPCC 2007), they have become a key focus for smart city initiatives (Baxter et al. 2011).  
At the intersection of smart cities and building energy efficiency lies the opportunity for 
real-time intelligent planning and urban energy management (Hastak and Koo 2016). 
Smart city digital twins, a recent endeavor to create a digital replica of city infrastructure 
linked to real-time city data, is envisioned to improve city monitoring, control, and decision 
making through enhanced visualization and interaction with city data (Mohammadi and 
Taylor 2017). Smart city digital twins are intended to capture and incorporate urban 
complexities across time and space through streamed data; given the increasing availability 
of building performance data at urban scales (BuildSmart DC 2017), smart city digital 
 
1 This chapter was published as a journal article in the ASCE Journal of Management in Engineering with 
Neda Mohammadi and John E. Taylor as the co-authors. The citation for the journal article is as follows: 
Francisco, A., Mohammadi, N., and Taylor, J.E. (2020). “Smart City Digital Twin-Enabled Energy 
Management: Toward Real-Time Urban Building Energy Benchmarking.” Journal of Management in 
Engineering, 36(2). 
 9 
twins are a promising platform for building portfolio performance assessment and urban 
energy management (i.e., digital twin-enabled energy management).  
 Concurrently, policies aimed at transitioning cities to more sustainable, energy-
efficient urban areas are only growing. As of March 2019, over 90 cities, ten counties, and 
two states in the U.S. have committed to consuming energy entirely from renewable energy 
sources by no later than 2050 (SierraClub 2019). Other policies such as building 
benchmarking ordinance requirements are requiring public release of whole building 
energy consumption and production data for individual buildings at community and city 
scales (BuildingRating 2019; BuildSmart DC 2017). Harnessing the potential of such data, 
made available through large investments in smart infrastructure, is critical to fulfill 
greenhouse gas emission reduction commitments (Zuo et al. 2013) and to strive towards 
digital twin-enabled smart city energy management. 
 Traditional ways of accomplishing building portfolio assessments across large-
scales include building energy benchmarking, which is typically conducted on an annual 
basis (Borgstein et al. 2016). However, such metrics do little to inform specific efficiency 
opportunities to target or support real-time management of energy efficiency. The 
availability of smart meter data across a community of buildings can enable the 
construction of benchmarks developed at finer temporal scales and across specific time 
segments, or what we define as temporally segmented building energy benchmarks. As 
many buildings require different levels of energy consumption based on the time of day or 
week, temporally segmented building energy benchmarks have potential to provide a more 
accurate measure for building efficiency across a group of buildings (Francisco et al. 
2018a; Roth and Jain 2018). In this paper, we leverage smart meter data for a community 
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of buildings to benchmark energy consumption at different temporal periods and determine 
that temporally segmented building energy benchmarks integrated with digital twins can 
help detect previously undiscoverable insights and identify more specific time-driven 
strategies for near real-time urban energy management.   
2.2 Background 
2.2.1 Energy performance assessments in existing buildings 
 Energy performance assessments are commonly used to assess the energy 
performance of existing buildings, and can be divided into two categories: building energy 
classification and energy diagnosis (Wang et al. 2012). Building energy classification is 
applied across a group of buildings and adopts methodologies that standardize each 
building’s total energy consumption based on its characteristics, enabling comparison of 
building energy efficiency levels between buildings with different characteristics (e.g., 
floor area, space use) (Pérez-Lombard et al. 2009). One of the most commonly used 
standardization processes within energy classification is building energy benchmarking, 
and is a top-down approach applying statistics or machine learning algorithms (Buck and 
Young 2007; Kavousian and Rajagopal 2014; Zhang et al. 2015) that classify whole-
building energy efficiency levels on an annual basis (Borgstein et al. 2016; Kinney and 
Piette 2002). Such macro-level metrics are generally easily understood and aim to connect 
building owners, policymakers, and the public with the information necessary to identify 
poor performing buildings and motivate stakeholders to implement energy efficiency 
improvements (Wang et al. 2012). In general, these approaches require little data on 
building technology  (Zhao et al. 2017), or the physical characteristics of a building (Hong 
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et al. 2012; Li et al. 2014), which is advantageous in large scale studies across a community 
or city where the availability of such data in most existing buildings is limited. While 
benchmarking techniques help identify overall building performance, their findings are not 
specific enough to guide operational or physical improvement recommendations for a 
building (Borgstein et al. 2016). To identify the root-causes of building inefficiencies, 
energy diagnosis methodologies are often required (Borgstein et al. 2016).  
 In contrast to building energy benchmarking, energy diagnosis methodologies use 
bottom-up approaches to help identify where energy inefficiencies exist in a building. 
Common methodologies for diagnosis include energy simulations and engineering 
calculations (Borgstein et al. 2016; Burman et al. 2014). Most commercially available 
energy modeling software requires building geometries, physical properties, thermal zones, 
and operational inputs to simulate building energy consumption (Burman et al. 2014). 
Additionally, engineering calculations methodologies, often accomplished through energy 
audits, use building system specifications and operational schedules to predict energy 
consumption and efficiency levels of separate building systems (Burman et al. 2014). 
Diagnosis methodologies provide results that are easily translated into specific steps to 
improve building energy performance, and thus overcome shortcomings of the energy 
benchmarking methodologies mentioned above. However, they are limited for the 
following reasons. First, while research has made substantial progress in the reconciliation 
between estimated energy consumption from bottom-up methodologies with measured 
consumption, their accuracy are not yet consistently reliable, and the reconciliation process 
is time intensive, computationally expensive, and requires building science expertise 
(Wang et al. 2012). Second, bottom-up approaches rely on extensive and accurate data 
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collection of building systems on site or through detailed review of building plans 
(Borgstein et al. 2016). As municipalities are often constrained by budgets and manage 
diverse buildings, the extensive time and experience required to comprehensively assess 
city-wide building performance using bottom-up methodologies is not practical. 
Given the advantages and disadvantages of energy benchmarking and diagnosis 
approaches, community or city level building energy assessments could be improved by 
providing more actionable and system-specific efficiency indicators (i.e., the results of 
energy diagnosis) while still applying methodologies that do not require extensive data 
collection, time, or expertise (i.e., the methodologies of energy benchmarking). One 
promising research avenue aiming to develop more actionable results while leveraging the 
scalability of benchmarking methods is applying smart meter data to examine building 
energy benchmarks segmented by time. As real-time energy management tools become 
integral to energy efficiency decision making (Kitchin et al. 2015; Ramachandra et al. 
2018), energy benchmarks segmented by time have immense potential to further the 
efficacy of digital twin-enabled energy management platforms if they can provide more 
insights, value, and frequent feedback compared to their annual counterparts.  
2.2.2 The temporal dimension of building energy performance 
While building characteristic data (e.g., wall insulation levels, HVAC equipment 
types, number of appliances) is challenging to collect at scale, energy data recording 
electricity use at granular levels (meter readings less than once per hour) is becoming 
increasingly accessible through advanced smart metering infrastructure (EIA 2018). The 
availability of smart meter data has spurred a variety of research assessing how this data, 
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combined with statistical or machine learning algorithms, can support a wide range of 
applications including energy load analysis, forecasting, and management (Wang et al. 
2018). Broadly defined as smart meter data analytics, such research enables near real-time 
analyses of energy use (Wang et al. 2018), which was previously not feasible using 
traditional energy meters. Previous literature has used smart meter data extensively across 
various applications to further real-time analytics. For example, this data has been used to 
detect anomalous consumers in real-time using decision trees and support vector machine 
(SVM) classifiers (Jindal et al. 2016), understand energy behaviors of commercial building 
occupants using k-Nearest Neighbors classifier (Rafsanjani et al. 2017), and optimize real-
time energy pricing using innovative clustering techniques (Joseph and Erakkath Abdu 
2018). In general, smart meter data analytics applications have focused on consumer 
segmentation, prediction, and demand response applications. Few studies have examined 
the potential of smart meter data analytics applied to building benchmarking and 
performance applications, particularly for real-time use across larger scales of buildings.  
A few recent studies have integrated smart meter data into building benchmark 
analyses (ElYamany et al. 2017; Francisco et al. 2018a; Roth and Jain 2018). The general 
approach involves leveraging the granularity offered by smart meter data to segment 
building efficiency levels by different time periods and help enlighten more specific areas 
for efficiency improvement, which can be applied across a large scale of buildings. This 
approach stands in contrast to traditional building energy benchmarks, which are calculated 
on an annual basis and offer little insight into how to improve building performance. 
Grolinger et al. (2017) calculated building energy benchmarks during time periods when 
events occurred in two sports arenas to identify the most and least efficient events. The 
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purpose of these benchmarks was to help identify efficiency opportunities and where to 
prioritize efficiency efforts across the two sports arenas.  In a comparable analysis, Roth 
and Jain (2018) expanded the scope of buildings included to assess 500 K-12 school 
buildings. They benchmarked energy use segmented by operational and non-operational 
time periods and suggested potential targeted areas for efficiency opportunities based on 
visual analysis of these metrics. The results of both of these studies suggest differences 
exist between temporally segmented building energy benchmarks, and the likely potential 
for these to enlighten efficiency opportunities across a group of buildings. However, these 
analyses are based on the assumption that temporally segmented benchmarks differ 
systematically from their annual counterparts, while the magnitude, distribution, and 
statistical significance of the differences between temporally segmented and annual 
benchmarks has yet to be examined, which may compromise the validity of such an 
approach. 
With research only beginning to examine the development and utility of temporally 
segmented energy benchmarking, this paper seeks to contribute to this work by 
investigating the research question: do temporally segmented building energy benchmarks 
differ from their non-temporally segmented counterparts? If so, how can temporally 
segmented building energy benchmarks be used to improve energy management across a 
portfolio of buildings? To evaluate this, we use smart meter electricity data across a 
community of buildings to develop daily benchmarks that are segmented by strategic time 
periods and statistically evaluate their deviations from a control group, their non-
temporally segmented counterparts. Following this analysis, we discuss in detail the 
practical implications of these findings, particularly through a smart city digital twin lens. 
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We elaborate on how these results establish new capacities for digital twin-enabled energy 
management through several examples that show the potential of temporally segmented 
energy benchmarks to better inform energy efficiency decision making by enabling: (a) 
identification and prioritization of specific retrofit strategies, and (b) near real-time 
building energy management. Both of these implications propel the development of digital 
twin-enabled energy management systems, which require informative metrics to be 
successful in supporting building operators or portfolio owners with energy decisions. 
2.3 Methods 
The Georgia Institute of Technology (GT) university campus was selected as a testbed to 
quantify building energy efficiency scores’ temporal variation within a community. 
University campuses have diverse and dynamic operations, consisting of a combination of 
offices, laboratories, recreation, health, food, retail, and classroom facilities that are 
comparable to the operations of a small town or community (Klein-Banai and Theis 2011). 
The data scope of this analysis covers building-level electricity consumption for 38 
buildings on the GT campus. While the buildings in this sample have diverse functions, 
they all have heating and cooling provided by a district water loop. Buildings with 
individual electric cooling or heating systems were eliminated from the sample to avoid 
bias in efficiency scores due to unequal end uses. Average power is recorded in 15-minute 
increments and the experimental dataset ranges from September 26, 2015 to September 25, 
2016. In the following sub-sections, the methods used to segment building energy 
consumption by time period, compute daily energy benchmarks for each building, and 
conduct a series of hypotheses tests are described.  
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2.3.1 Data segmentation by temporal period 
To establish building energy benchmarks for each building across each temporal 
period, electricity use for each building was first segmented by the following time periods: 
occupied periods during the school year (A), unoccupied periods during the school year 
(B), occupied periods during the summer (C), unoccupied periods during the summer (D), 
peak summer periods (E), and the total period (Total). While additional temporal periods 
could be selected and assessed, the periods listed above were selected based on their 
alignment with operational shifts that buildings commonly undergo and are supported by 
the literature in having a high potential to enlighten efficiency opportunities. For example, 
studies have found that substantial energy waste occurs in buildings during unoccupied 
periods due to misaligned operational schedules (Gul and Patidar 2015; Masoso and 
Grobler 2010). Knowing this, it is likely helpful to differentiate between efficiency levels 
during occupied and unoccupied in targeting efficiency opportunities. Building operations 
also can shift seasonally. One study found that annual energy efficiency scores for 
university buildings were skewed due to significant operational shifts during the summer 
months, and recommended separating summer months from annual efficiency scores to 
uncover actual efficiency levels (Tu 2015). Last, energy consumption during summer peak 
demand periods is a pressing concern for facility managers due to utility peak demand 
charges (Neufeld 1987). Specific retrofit opportunities exist to reduce energy demand 
during summer peak periods, such as improving air conditioner efficiency (Yarbrough et 
al. 2015). 
Table 1 outlines the times and days included in each temporal period specified 
above, which encompass a one year period in total. The start of the one year period was 
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selected strategically to minimize the amount of data gaps in the dataset. In determining 
occupancy states, measured occupancy levels were not available for every building in the 
sample and building occupancy states were assumed to be occupied between 8AM and 
8PM each weekday. These hours reflect when building entrances on campus are typically 
open/unlocked (~8AM), versus when they start to require key access (~8PM). Hours after 
8PM and before 8AM were assumed to have low to no occupancy and will be referred to 
as the unoccupied state in this paper. Weekends were excluded from the analysis because 
occupancy states during weekends are less consistent, and therefore estimates would be 
less reliable. Additionally, the two week period encompassing the winter break (between 
December 19, 2015 and January 3, 2016) was removed from the analysis due to unknown 
occupancy states. The seasonal shifts were divided between the school year and summer, 
as defined by the Georgia Tech school calendar for the 2015 – 2016 school year. The 
summer peak demand time range was based on when Georgia Power, the power supplier 








Table 1 – Temporal Period Details 




Occupied during school 
year (A) 
Days: 9/26/15 – 5/7/16, 8/21/16 – 9/25/16 
Times: 8AM – 8PM (M-F) 
174 
Unoccupied during the 
school year (B) 
Days: 9/26/15 – 5/7/16, 8/21/16 – 9/25/16 
Times: 8PM – 8AM (M-F) 
174 
Occupied during the 
summer (C) 
Days: 5/8/16 – 8/20/16 
Times: 8AM – 8PM (M-F) 
75 
Unoccupied during the 
summer (D) 
Days: 5/8/16 – 8/20/16 
Times: 8PM – 8AM (M-F) 
75 
Peak summer (E) 
Days: 9/26/15 – 9/30/15, 6/01/16 – 9/25/16 
Times: 2PM – 7PM (M-F) 
86 
Total 
Days: 9/26/15 – 9/25/16 
Times: 12AM – 11:59PM 
365 
Next, the energy data for each time period were aggregated from 15-minute interval 
data to daily energy use values, referred to in this paper as the temporally segmented data, 
in order to perform energy benchmarking on a daily basis. To aggregate energy data to the 
daily level, for each day the average of the 15-minute interval energy data was calculated. 
This procedure was followed for temporal periods A, B, C, D, and Total. Because peak 
period charges are based on the maximum kW in a 30 minute period, the data during the 
peak summer period (E) was averaged using a 30-minute running average, and then the 
maximum value for the day was selected. The total period energy data represents the 
average electricity use across all 24 hours of each day and serves as the control. After 
following energy benchmarking procedures, detailed below, energy efficiency scores for 
each building across each time period were generated. Temporally segmented and total 
period building energy daily efficiency scores were compared for each building, meaning 
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38 comparisons are conducted for each temporal period. The hypotheses tested are as 
follows: 
• Hypothesis A (1-38): A building’s daily efficiency scores during the total period 
compared to its daily efficiency scores during occupied periods in the school year 
are not the same. 
• Hypothesis B (1-38): A building’s daily efficiency scores during the total period 
compared to its efficiency scores during unoccupied periods in the school year are 
not the same. 
• Hypothesis C (1-38): A building’s daily efficiency scores during the total period 
compared to its efficiency scores during occupied periods in the summer are not 
the same. 
• Hypothesis D (1-38): A building’s daily efficiency scores during the total period 
compared to its efficiency scores during unoccupied periods in the summer are not 
the same. 
• Hypothesis E (1-38): A building’s daily efficiency scores during the total period 
compared to its efficiency scores during summer peak demand periods are not the 
same. 
2.3.2 Efficiency score development 
The purpose of building benchmarking is to generate building efficiency scores that 
enable more accurate comparisons of energy efficiency between buildings. Early 
benchmarking methods created simple ratio metrics, such as energy use per area or energy 
use per occupant, which normalized energy use based on a single building characteristic 
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(Pérez-Lombard et al. 2009). Later, more complex approaches such as statistical or 
machine learning methods were introduced, which attempted to normalize energy use 
based on more than one building characteristic. Using such approaches, an efficiency score 
is generated by adjusting a building’s energy use to account for multiple building 
characteristics simultaneously. In this study, we adopted the regression-based methodology 
developed in Chung et al. (Chung et al. 2006). Such an approach is similar to 
methodologies commonly used by industry benchmarking applications such as the 
ENERGY STAR® score (Borgstein et al. 2016; Shrestha and Kulkarni 2013). The 
following paragraphs detail the steps taken to apply this methodology to generate building 
efficiency scores for each day within each temporal period.  
First, the dependent and independent variables for the benchmark model were 
defined. The independent variables represent explanatory variables of energy consumption, 
which were used to normalize energy use across different buildings (Chung et al. 2006). 
These variables encompass building characteristics that are outside the control of the 
building operators or occupants, to normalize building energy use based on the building 
features that are unlikely or infeasible to change. For example, different building space 
types (e.g., lab and office spaces) have different energy requirements for operation (Park 
et al. 2016). Normalizing building energy use by the area of different space types can 
enable more accurate comparison of the energy use of buildings with different functions. 
Other inflexible building characteristics (i.e., characteristics that cannot be easily changed 
by management or occupants), were collected from a publicly accessible database from the 
university’s Capital Planning and Space Management group. All explanatory variables and 
the dependent variable used in the model are outlined in Table 2. Space type areas were 
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converted to Building Use Ratios (BURs), ranging between 0 and 1, by dividing the area 
of the space type by the total building floor area (Park et al. 2016). In addition, the 
dependent variable for each temporal period was divided by building floor area to generate 
Energy Use Intensities (EUI), which is the primary unit for energy benchmarking analyses 
as building floor area is highly correlated with energy use (Sharp 1995). Similar to the 
approaches of previous benchmarking studies (Buck and Young 2007; Chung 2012; Park 
et al. 2016), floor area was selected to also be included as an independent variable. Figures 
with the distributions of the explanatory variables can be referred to in the Appendix 
(Figure 16). 
Table 2 – Explanatory and Dependent Variable Descriptions 
Variable Feature Unit 
Independent Variables Floor area ft2 
 Building age Years 
 Years since renovation Years 
 Number of floors Floors 
 Percent renovated % 
 BUR: Laboratory % 
 BUR: Office % 
 BUR: Mechanical % 
 BUR: General % 
 BUR: Circulation % 
 BUR: Service % 
 BUR: Supply % 
 BUR: Classroom % 
 BUR: Study % 
 BUR: Special % 
Dependent Variable Daily Average EUI (Total period, 
A-E temporal periods) 
kWh/ft2/day 
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Next, temporally segmented daily EUIs for each building were normalized by the 
identified explanatory factors using a multivariate linear-regression approach, similar to 
Chung et al. (Chung et al. 2006). The first step of the normalization process is to create a 
model to quantify the relationship between the building explanatory factors and the EUIs. 
A regression model was created for each day within each temporal period. For example, 
174 models were created for temporal period A (see Table 1). Several transformations were 
made to the independent and dependent factors. To account for skewed distribution 
characteristics, EUI and floor area model inputs were log-transformed. The explanatory 
variables in Table 2 were rescaled to have a mean of zero and standard deviation of one in 
order to aid the interpretation of the regression coefficient results. The rescaled explanatory 
variables served as regression model inputs (𝑥1, … , 𝑥𝑝). For each day within each temporal 
period, the regression model took the following form: 
 𝐸𝑈𝐼 = 𝑎 + 𝑏1𝑥1
∗ +  … + 𝑏𝑘𝑥𝑘
∗ + 𝜀 (1) 
where a is the intercept, ε is the error term, x1
∗ , … , xk
∗  are the significant explanatory 
variables (where k ≤ p), and 𝑏1, … , 𝑏𝑘 are the model coefficients. Forward selection was 
applied to identify the significant explanatory values included in the model, with the 
Akaike Information Criterion providing the basis for variable selection. Based on the 
regression model results for a particular day, the daily EUI for a building can be normalized 
by the following: 
 𝐸𝐸𝑈𝐼𝑛𝑜𝑟𝑚 = 𝐸𝑈𝐼𝑜 − 𝐸𝑈𝐼 + 𝑎 (2) 
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where EUIo is the measured EUI of the building for that day, EUI is the predicted EUI 
based on the model coefficients from Equation 1, a is the model intercept in Equation 1, 
and EUInorm is the building’s normalized EUI. Equation 2 is equivalent to calculating the 
residual for a building (EUIo − EUI) and adding this to the model intercept. The model 
intercept a represents the EUI for the average building in the dataset, given that the 
explanatory variables are rescaled with a mean of zero. To illustrate the normalized EUI 
calculation, if the expected EUI for a building (EUI) is less than the actual EUI (𝐸𝑈𝐼𝑜), 
this difference will be added to the average EUI across the buildings (a), leading to a higher 
normalized EUI (𝐸𝑈𝐼𝑛𝑜𝑟𝑚). A regression model was created for each day within each 
temporal period, thus the explanatory variables, coefficients, and intercept values in 
Equations 1 and 2 changed from day to day across temporal periods.  
After normalizing each building’s EUI, the EUInorm values were rescaled between 
0 and 1 for each day. These represented the efficiency scores, where 0 is the least efficient 
and 1 is the most efficient. The result was a distribution of daily efficiency scores for each 
building within each temporal period.  
To compare the efficiency score distributions and test the hypotheses, the Wilcoxon 
signed-rank test is used, which is a non-parametric test that accepts ordinal data, such as 
energy efficiency scores. The Wilcoxon signed-rank test is a paired test, thus, a building’s 
efficiency score during the total period was compared to the temporally segmented period 
for the same day. As the total period had more days compared to the temporally segmented 
periods, efficiency scores were only included in the statistical analysis if they were both 
computed on the same day. Each hypothesis was tested for each building, introducing the 
multiple comparison problem, which increases the probability of committing a Type I error 
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(Bretz et al. 2011). Therefore, adjusted p-values were computed to control for family-wise 
errors using the Holm procedure. The Holm procedure is a more powerful modification of 
the Bonferroni correction and was used due to the Bonferroni often being regarded as too 
conservative when a large number of tests are conducted (Holm 1979). Confidence 
intervals of 95% or greater indicated statistically distinct efficiency score medians. 
Efficiency score development and statistical analysis were calculated using R (R Core 
Team 2017). 
2.4 Results 
 The regression model coefficients for each day were used to normalize building 
daily EUI and generate energy efficiency scores. To test Hypothesis A1, the distribution of 
daily efficiency scores for Building 1 during occupied hours in the school year was 
compared to the distribution of daily efficiency scores for the same building during the 
total period using the Wilcoxon signed-rank test (i.e., a paired difference test). This is 
repeated for all 38 buildings in Hypothesis A. Next, this process is repeated for the 
remaining temporally segmented periods. Adjusted p-values, to account for the multiple 
comparison problem, are displayed in Table 3. At the 95% confidence interval, there was 
enough evidence to reject the null hypothesis for 34 buildings in Hypotheses A, 32 building 
in Hypotheses B, 31 buildings in Hypotheses C, 30 buildings in Hypotheses D, and 32 
buildings in Hypotheses E. The final column lists the total number of times the null 
hypotheses were rejected for each building. Almost 75% of the buildings (n = 28) had a 
statistically distinct distribution of efficiency scores in four or more of the examined 
temporal periods compared to the total period. All of the buildings had a statistically 
significant difference for at least one temporal period. The p-values equivalent to 1 is the 
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result of applying the Holm procedure, which adjusted the p-values to be more conservative 
(in terms of Type I errors) in order to account for the multiple hypothesis problem. 
Table 3 – Adjusted p-values for Hypotheses A, B, C, D, and E 




1 <0.001*** <0.001*** <0.001*** <0.001*** <0.001*** 5 
2 <0.001*** <0.001*** <0.001*** <0.001*** <0.001*** 5 
3 <0.001*** <0.001*** <0.001*** <0.001*** 0.002** 5 
4 <0.001*** <0.001*** <0.001*** <0.001*** <0.001*** 5 
5 <0.001*** <0.001*** <0.001*** <0.001*** <0.001*** 5 
6 <0.001*** 0.005** 0.048* <0.001*** <0.001*** 5 
7 <0.001*** <0.001*** <0.001*** <0.001*** <0.001*** 5 
8 <0.001*** <0.001*** <0.001*** <0.001*** <0.001*** 5 
9 0.021* <0.001*** <0.001*** <0.001*** 0.03* 5 
10 <0.001*** <0.001*** <0.001*** <0.001*** <0.001*** 5 
11 <0.001*** <0.001*** <0.001*** <0.001*** <0.001*** 5 
12 <0.001*** <0.001*** <0.001*** <0.001*** <0.001*** 5 
13 <0.001*** 0.034* <0.001*** <0.001*** <0.001*** 5 
14 <0.001*** <0.001*** <0.001*** <0.001*** <0.001*** 5 
15 <0.001*** <0.001*** <0.001*** 0.004** <0.001*** 5 
16 <0.001*** <0.001*** 0.006** <0.001*** 0.026* 5 
17 <0.001*** <0.001*** <0.001*** <0.001*** <0.001*** 5 
18 <0.001*** <0.001*** <0.001*** <0.001*** <0.001*** 5 
19 <0.001*** <0.001*** <0.001*** <0.001*** <0.001*** 5 
20 <0.001*** <0.001*** <0.001*** <0.001*** <0.001*** 5 
21 <0.001*** <0.001*** <0.001*** <0.001*** <0.001*** 5 
22 0.005** 0.005** <0.001*** <0.001*** 0.728 4 
23 1 <0.001*** <0.001*** 0.001** <0.001*** 4 
24 <0.001*** 0.005** <0.001*** 1 <0.001*** 4 
25 <0.001*** <0.001*** <0.001*** 0.085 <0.001*** 4 
26 <0.001*** 1 <0.001*** <0.001*** <0.001*** 4 
27 1 <0.001*** <0.001*** <0.001*** 0.002** 4 
28 <0.001*** <0.001*** 0.959 <0.001*** <0.001*** 4 
29 0.001** 0.309 0.959 0.001** <0.001*** 3 
30 <0.001*** 0.473 0.003** <0.001*** 0.728 3 
31 <0.001*** 0.003** 0.009** 1 0.728 3 
32 <0.001*** <0.001*** 0.312 1 0.011* 3 
33 0.006** <0.001*** 0.959 <0.001*** 1 3 
34 <0.001*** 0.004** 0.006** 1 0.292 3 
35 <0.001*** 0.075 <0.001*** 1 <0.001*** 3 
36 0.687 <0.001*** 0.445 <0.001*** 1 2 
37 <0.001*** 0.063 0.443 1 <0.001*** 2 
38 0.773 1 0.765 0.264 0.03* 1 
Total Sig. 
Cases  
34 32 31 30 32 
 
Statistical significance: ***(p < 0.001), **(p < 0.01), *(p < 0.05) 
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A summary of the magnitude of the differences between total and temporally 
segmented efficiency scores for all statistically significant buildings is shown in Figure 1. 
Among the significant buildings, the mean absolute difference between the total and 
temporally segmented efficiency scores during temporal period A was 0.079, while the 
maximum absolute difference was 0.483. This implies that across the buildings with 
statistically significant efficiency scores differences, daily efficiency scores during 
occupied periods in the school year differed by an average of 7.9% from the total efficiency 
score, and by as high as 48.3%. These magnitudes changed by temporal period, 
summarized in Figure 1. Notably, these differences are in comparison to the total period, 
which is representative of the average efficiency score between all temporal periods. Thus, 
computing the differences between efficiency scores of two temporally segmented periods 
would many times result in even larger differences. 
 
Figure 1 – Absolute difference between total period efficiency scores and temporal 




This study developed building energy benchmarking scores segmented by strategic 
time periods and statistically assessed how they vary from conventional, total 
benchmarking scores. Daily scores that vary systematically from total scores can enable 
more real time and more informative predictions to guide operational decision-making.  
Leveraging individual building smart meter data across a portfolio of buildings enabled the 
development of daily, temporally segmented benchmarking scores, and the results of the 
statistical analysis showed that temporally segmented building energy benchmarks were 
significantly distinct from their total counterparts for the vast majority of buildings in the 
sample (between 30 and 34 out of the 38 buildings in the portfolio). Previous studies have 
pointed out how conventional building energy benchmarks are limited in their ability to 
help target areas for efficiency improvement (Borgstein et al. 2016). While recent work 
has leveraged smart meter data to explore the potential of temporally segmented energy 
benchmarks in gaining more specific efficiency insights (ElYamany et al. 2017; Francisco 
et al. 2018a; Roth and Jain 2018), the deviations between this novel technique and their 
conventional counterparts had not previously been statistically assessed. This study 
contributes to emerging work examining the temporal dimensions of energy benchmarking 
(ElYamany et al. 2017; Francisco et al. 2018a; Roth and Jain 2018) by assessing the 
statistical significance and magnitude of differences between temporally segmented and 
conventional benchmarks for a community of buildings. In addition, this work furthers 
smart meters analytics research by documenting how this area can be integrated with and 
applied to building energy benchmarking methods. This is a critical step to understand 
deviations in building performance throughout the day and year relative to a community of 
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buildings, which importantly has several practical implications for urban energy 
management. 
The results of daily and temporally segmented benchmarks detect performance 
variations across time and have the potential to support with targeting, prioritizing, and 
managing individual building efficiency opportunities across a large geographic scale of 
buildings. While digital twin-enabled energy management platforms are envisioned to 
stream energy data sources (e.g., smart meter data) and are conceptually a promising 
platform to support cities with building portfolio performance assessments and urban 
energy management (Mohammadi and Taylor 2017), the construction of dynamic and real-
time metrics that transform smart meter data into useful information is integral element for 
digital twin-energy management to be successful. A smart city digital twin energy 
management platform built around temporally segmented building energy benchmarks 
(example in Figure 2) offers the potential for managers to identify and prioritize specific 
retrofit strategies and detect near-real time deviations in building efficiency in the context 
of the performance of the entire building portfolio. The following two sections provide 
specific examples of how temporally segmented building energy benchmarks facilitate 
both energy efficiency prioritization and near real-time decision making.  
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Figure 2 – Digital Twin-enabled Energy Management Platform 
2.5.1 Prioritization of specific retrofit strategies across buildings 
Temporal fluctuations in efficiency scores can enlighten how to prioritize building 
efficiency improvements. Figure 3 illustrates the difference between total and summer peak 
daily efficiency scores across the temporal state ‘summer peak demand’ for four buildings. 
Building 18 is consistently green across the summer, meaning the total daily efficiency 
scores were consistently higher (i.e., more efficient), than the peak summer efficiency 
scores. This distinction is necessary when prioritizing efficiency improvements, as specific 
measures are appropriate for reducing energy use during summer peak periods, such as 
increasing air conditioner efficiency or peak-load shifting (Koomey and Brown 2002). If a 
building manager were only considering the total efficiency score for Building 1, this 
building would appear to be more efficient than its actual performance during summer peak 
demand hours. More specifically, the total efficiency scores mask the peak efficiency score 
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with differences up to 34.1%. This building’s efficiency score rank during summer peak 
demand periods can help building managers decide whether to invest in peak demand 
reduction improvements with this building.  
On the other hand, different trends in summer peak demand efficiency scores were 
seen in Buildings 20, 6, and 8. Building 20 is predominantly purple, demonstrating that the 
summer peak demand efficiency scores were often more efficient than the total efficiency 
score. This indicates that this building is more efficient during summer peak demand 
periods, compared to the total period, and likely should have lower prioritization for 
resources allocated to reduce peak demand. Alternatively, Building 8 transitions from 
predominantly green days to predominantly purple days, while Building 6 has more mixed 
variations. These trends show that energy performance during peak periods relative to total 
periods is changing sharply from day to day or week to week. In buildings where these 
changes are more extreme (e.g., indicated by the darker shade of the color), operational 
measures such as reviewing the building management system or other automated controls 
should be investigated to determine if the programmed operations still reflect the actual 
building conditions.  
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Figure 3 – Difference in Daily Efficiency Scores for Summer Peak Periods 
2.5.2 Near real-time energy management across buildings 
The previous example considered deviations between the total and temporally 
segmented efficiency scores to compare efficiency opportunities between buildings. Figure 
4 presents the raw efficiency scores across temporal periods to show how building 
performance is changing over time within buildings. This can help generate insights with 
several uses, including identifying buildings with sudden changes in performance and 
buildings with consistently low levels of performance, and helps demonstrate how 
temporally segmented benchmarks can support more real-time energy management. 
Buildings with sudden changes in performance may simply require a review and update to 
operational controls, while buildings with continuously low performance may require 
investment in more capital-intensive upgrades. Of note, lines for only three segmented 
 32 
temporal periods are shown in Figure 4, because the occupied and unoccupied lines contain 
both the school year and summer periods.   
In Figure 4, the 30-day moving average of the raw efficiency scores for two 
buildings are shown across the year. For Building 14, the occupied and unoccupied 
efficiency scores were performing similar to the total score for the first 2 months. In late 
December, the building’s efficiency score during occupied periods improves, while the 
efficiency score during unoccupied periods decreases. This gap remains throughout the 
remainder of the year. This relatively quick change in efficiency scores can indicate that 
an operational shift has occurred in the building, causing it to perform worse during 
unoccupied hours. Previous studies have highlighted how misalignment of building 
automation systems (Gul and Patidar 2015), and poor occupant behaviors (Masoso and 
Grobler 2010), can reduce building efficiency during unoccupied hours. Efficiency scores 
during unoccupied periods can highlight which buildings to prioritize efforts to review 
automation schedules and implement behavior change campaigns. 
On the other hand, Building 4 performs consistently very well during unoccupied 
periods, with efficiency scores above 0.90. The building’s occupied efficiency scores are 
about 10% less than the unoccupied scores for the first half of the year, with this difference 
increasing for the last two months of the year. The summer peak demand scores follow the 
same trends as the occupied periods during the summer, which is expected because their 
specified times during the day are very similar. For this building, it could indicate that 
improvements aimed at decreasing energy use during occupied hours, particularly summer 
peaks, may be most appropriate. In contrast to unoccupied period efficiency measures, 
types of efficiency measures to address occupied consumption include more capital-
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intensive efforts, such as retrofitting light fixtures, air conditioners, and installing demand-
controlled ventilation (Koomey and Brown 2002).  
 
Figure 4 – 30-day Moving Average of Raw Efficiency Scores for Building 14 (a) and 
Building 4 (b) 
2.5.3 External validation 
The distribution of the regression models’ fit was computed by temporal period. 
The means of the adjusted R-squared values for each temporal period range between 0.72 
and 0.80. These values are consistent with the fit of regression models in other regression 
benchmarking studies (Buck and Young 2007; Chung et al. 2006; Xuchao et al. 2010). 
Density plots showing the distribution of the models’ fit for each temporal period can be 
found in the Appendix (Figure 17). 
The regression coefficients for each daily EUI model resulted in a distribution of 
coefficients for each explanatory variable. Statistically significant explanatory variables 
(p-values < 0.05) indicate key drivers of energy consumption across the group of buildings. 
Table 4 shows the frequency each explanatory variable was significant. Of the 15 
explanatory variables, 14 variables significantly impacted the daily EUI for at least one 
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day. Although all of the variables were included in energy benchmark calculations, the 
external validation discussion below will focus on the first seven variables in Table 4, 
which were frequently significant (significant for >75% of the models) for at least three of 
the temporal periods. The other variables were less frequently significant in the models; 
building age was significant for 22% to 57% of the models, depending on the temporal 
period, and the remaining seven variables were consistently insignificant (significant for 
<25% of the models), across all temporal periods.  
Table 4 – Frequency of Regression Coefficient Statistical Significance 
Variable 
Total  
(n = 365) 
A 
(n = 174) 
B 
(n = 174) 
C  
(n = 75) 
D  
(n = 75) 
E  
(n = 86) 
BUR: Service 100% 100% 100% 100% 100% 100% 
Floor area 99% 98% 99% 100% 100% 100% 
BUR: Laboratory 94% 98% 96% 93% 91% 95% 
BUR: Circulation 91% 67% 91% 72% 100% 24% 
BUR: Office 88% 93% 84% 95% 91% 90% 
BUR: Mechanical 85% 89% 84% 97% 88% 100% 
Years since renovation 83% 62% 83% 99% 87% 65% 
Building age 39% 22% 39% 57% 52% 33% 
BUR: Classroom 21% 9% 15% 23% 24% 8% 
BUR: Supply 18% 6% 16% 12% 32% 10% 
BUR: General 11% 3% 4% 12% 21% 9% 
BUR: Study 9% 2% 2% 13% 19% 5% 
BUR: Special 1% 10% 1% 0% 0% 14% 
Number of floors 1% 2% 1% 0% 0% 0% 
Percent renovated 0% 0% 0% 0% 0% 0% 
       (n = number of days in temporal period) 
The majority of the directions of the significant coefficients aligned with previous 
studies and expectations. Density plots visualizing the regression coefficient distributions 
for all explanatory variables can be referred to in the Appendix (Figure 18).  Buildings with 
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a higher percentage of area dedicated to laboratory or mechanical room space had higher 
EUIs. Such spaces have energy-intensive equipment, such as lab ventilation hoods in 
laboratories or IT equipment in mechanical rooms. Higher percentages of office space were 
also associated with higher EUIs, which aligns with findings from previous studies (Park 
et al. 2016). Circulation space (e.g., hallways and lobbies) was associated with lower EUIs, 
making sense as these spaces typically have less consistent occupancy loads and more open 
space without energy-intensive equipment. In addition, buildings that have not been 
renovated recently had higher EUIs, which can be attributed to having older, less efficient 
equipment such as lighting, plug loads, and mechanical systems.  
For some coefficients, the relationship with is not consistently supported by the 
literature. Floor area was positively associated with EUI, which aligns with some studies 
(Park et al. 2016) and contradicts others (Chung et al. 2006).  Other coefficients have yet 
to be examined in the context of energy benchmarking. Interestingly, service space (e.g., 
bathroom and janitorial areas) was positively associated with EUI. To our knowledge, 
previous energy benchmarking studies have not documented this variable’s association 
with energy use. Possible drivers of energy consumption in service spaces include hot 
water energy use, ventilation loads, and cleaning equipment. 
2.5.4 Limitations and future directions 
 Several limitations exist for this study, prompting avenues for future research. 
Common across building energy benchmarking studies, it is challenging to determine how 
well the benchmarking indicators agree with the actual efficiency levels of the buildings, 
particularly when such benchmarks are developed across large scales of buildings. In a 
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similar vein, it is difficult to determine if the efficiency recommendations informed by 
temporally segmented benchmarks are the optimal efficiency improvements for the 
building. Future research will dig deeper into this by investigating the effect real retrofits 
or operational changes had on daily benchmarking results. This analysis will compare the 
computed daily benchmark with an associated operational or capital change and examine 
if the daily benchmark trends follow the expected pattern based on the particular retrofit 
install or operational change made.  
In addition, regression-based benchmarking techniques, including the methodology 
developed in this study, assume the regression residuals reflect only building inefficiencies, 
while in reality they contain statistical noise, measurement error, and unexplained factors 
(Chung 2011). However, other benchmarking methodologies inherently have other 
limitations, such as large sensitivities to outliers and loss of physical meaning (Borgstein 
et al. 2016). The aim of this study was to apply existing benchmarking techniques to assess 
deviations between energy benchmarks during different time periods, and we opted to 
apply regression-based techniques due to their high interpretability (e.g., the results have 
physical meaning as it relates to the building) and common adoption in industry 
applications, such as the ENERGY STAR® score. Future studies could apply other 
benchmarking techniques to assess the consistency of the results across different 
methodologies. This is particularly relevant for benchmarking analyses performed at 
different scales, such as daily, weekly, or monthly, to assess the robustness and sensitivity 
of different techniques. Of note, building occupancy states were estimated, as measured 
data was not available for all buildings. Thus, estimated occupancy states may not reflect 
the actual occupancy levels in the buildings. Incorporating data that contains or represents 
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a proxy for actual occupancy within each building into the benchmarking models will 
enhance the accuracy of the models.  
In its current state, our digital twin-enabled energy management system (Figure 2) 
demonstrates a proof-of-concept for the platform. Future work will more deeply integrate 
smart meter data, temporally segmented energy benchmarks, and other resource data such 
as gas, heating, cooling, and water consumption. This effort will also involve user interface 
updates and testing with specific user groups (e.g., facility managers) to assess the utility 
and future direction of the platform.   
2.6 Conclusion 
Approaches for assessing building energy performance diverge in their ability to 
handle large scale analyses while still providing specific, actionable findings. Energy 
benchmarking methodologies can be applied across a large number of buildings, however 
they provide narrow insights and are limited in their ability to identify specific areas for 
efficiency improvement (Borgstein et al. 2016). Conversely, energy diagnosis 
methodologies provide more actionable energy conservation measures, however, they are 
most appropriate at a single-building level and require extensive and accurate data 
collection (Borgstein et al. 2016). This paper expands recent top-down, data-driven 
approaches to building performance assessments (ElYamany et al. 2017; Francisco et al. 
2018a; Roth and Jain 2018) by creating temporally segmented, daily building energy 
benchmarks and evaluating their statistical deviations between conventional energy 
benchmarks.  
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Our findings demonstrate that across all of the buildings in the sample, temporally 
segmented energy efficiency scores were statistically distinct from efficiency scores during 
the total period for at least one temporal period. For the vast majority of buildings, such 
scores were statistically distinct for at least four of the five temporal periods. This indicates 
that for most buildings, although they may rank as efficient overall, they are not necessarily 
efficient during certain time periods, and vice versa. Thus, total efficiency scores mask 
underlying periods of inefficiencies or efficient performance. In addition, we establish that 
efficiency scores not only fluctuate between time periods, but also within time periods. 
This understanding is crucial for near real-time operational decision-making and 
management. Fluctuations in energy efficiency throughout the year indicate whether a 
building is consistently performing well, under-performing, or if a sudden change in 
performance occurred. This is a crucial distinction that can support decision makers 
develop strategies whether to investigate operational procedure modifications or 
opportunities for more capital intensive investments. 
Overall, these results expand the usability and accuracy of traditional building 
energy benchmarking approaches. Temporally segmented daily efficiency metrics 
integrated into digital twin-enabled energy management platforms can transform 
approaches to energy management across a portfolio of buildings. This is of critical 
importance as cities are working under limited budgets to make substantial reductions in 
building energy consumption and strive towards ‘smarter’ operations. Temporally 
segmented building energy benchmarks show new insights using building benchmarking 
techniques to enable more systematic, real-time, and accurate management of city-scale 
building energy consumption and help urban areas reach low-carbon energy goals.  
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CHAPTER 3. UNDERSTANDING CITIZEN PERSPECTIVES ON 
OPEN URBAN ENERGY DATA THROUGH THE 
DEVELOPMENT AND TESTING OF A COMMUNITY ENERGY 
FEEDBACK SYSTEM2 
3.1 Introduction  
Cities around the globe are heavily investing in becoming ‘smart’. World-wide 
investments in technology for smart city initiatives are expected to grow from more than 
$81 billion in 2018 to $158 billion in 2022 (Shirer and Da Rold 2018). While smart city 
definitions encompass broad variations, common across all perspectives is the aim to 
address an urban issue—whether it be energy, safety, health, mobility, or financial in 
nature—with an approach that is mediated through technology (Chourabi et al. 2011). 
Fostering citizen learning, participation, and benefit is an important element of smart city 
frameworks, and critiques have pointed out that this is the element most often glazed over, 
with greater emphasis put on technological progress and development in digitizing our 
cities. One prominent smart city paradigm area with a high potential to involve citizens is 
open data initiatives. Providing open data to citizens is envisioned to enable transparency 
of government operations, provide social and commercial value, and increase participatory 
governance (Attard et al. 2015).  
 
2 This chapter was published as a journal article in the Journal of Applied Energy with John E. Taylor as the 
co-author. The citation for the journal article is as follows: Francisco, A., and Taylor, J. E. (2019). 
“Understanding citizen perspectives on open urban energy data through the development and testing of a 
community energy feedback system.” Applied Energy, 256. 
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Within the energy sector, open data is an emerging resource made possible through 
technological innovations, such smart metering infrastructure (EIA 2018), and new 
policies, such as building energy disclosure ordinances (Palmer and Walls 2015). While 
individual building owners have long leveraged their own building data to improve energy 
efficiency decisions across residential (Zhou and Yang 2016), commercial (Gulbinas et al. 
2015) , and industrial (D’Aniello et al. 2018) contexts, this new form of publicly available 
building data has potential to transform decision making in the context of building energy 
performance across entire cities. Although researchers have documented the potential value 
of this data to private stakeholders such as building owners, investors, and utilities, little 
research attention has been drawn to the use of this data to empower and promote 
engagement from citizens with our energy systems (Kontokosta 2013). Connecting this 
data with citizen interest and decision making will require transforming it in a way that 
improves its usability and accessibility. Energy-cyber-physical systems (e-CPSs), applied 
in a citizen-centric manner, present an excellent opportunity to help transform energy data 
to be more useful to citizens. Energy-cyber-physical systems aim to link the physical world 
(i.e., where citizens are most familiar) with the virtual world (i.e., where data is collected 
and analyzed), to enable more informed decision making (Gupta et al. 2011; Poovendran 
2010). In this paper, we build on the concept of e-CPSs with a focus on citizens as the end-
user in the context of what we define as open urban energy data. We transform this data 
into easily usable information through the creation of an open urban energy data feedback 
platform and assess citizen interactions with this system to evaluate its viability and value 




3.2.1 Open urban energy data and the role of citizens 
Public reporting of energy data through mandated building energy disclosure laws 
is driving a shift in the transparency of building energy production and consumption 
information across cities (Palmer and Walls 2016). For example, as of February 2019, 28 
cities and 3 states in the US have enacted building benchmarking or disclosure ordinances 
(Institute for Market Transformation 2019), enabling public access to what we define as 
open urban energy data. Outside of the US, open urban energy data initiatives such as the 
European Union’s Energy Performance of Buildings Directive have been enacted, 
requiring public buildings to present Display Energy Certificates (EuropeanCommission 
2019). Researchers from economics domains have focused on the potential of open urban 
energy data to transform energy efficiency markets by supporting building portfolio owners 
with performance management, guiding investors with energy financing decisions, and 
increasing the value and marketability of commercial buildings (Palmer and Walls 2016). 
Noticeably, use cases and potential benefits of this data has focused on stakeholders 
interacting close to the real estate industry (Kontokosta 2013; Zullo et al. 2016). While the 
general public has been briefly mentioned as a potential user (Kontokosta 2013; Zullo et 
al. 2016) little research has examined in detail the potential of citizens as data users in the 
context of open urban energy data. As one of the core tenets of open data is to provide use 
and benefit to the public (Attard et al. 2015), it is worthwhile to examine public 
understanding of open urban energy data and their interest in using this information to help 
decision making. 
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Importantly, the release of this data coincides with a growing interest from 
researchers and governments of the role of citizens with our future energy systems. A 
substantial body of research has called for a reconceptualization of ordinary citizens from 
passive energy consumers to active stakeholders and innovators in creating new and more 
sustainable future energy systems (Bomberg and McEwen 2012; Schot et al. 2016). Citizen 
participation during energy project assessments and development is integral to see a project 
successfully come into fruition and integrate into a community (O’Dwyer et al. 2019)—
citizens increase the dissemination and adoption of energy technologies (Ornetzeder and 
Rohracher 2006), improve the acceptance of projects or technologies (Schot et al. 2016), 
help designers incorporate social and environmental contexts into a project (Seyfang et al. 
2010), and enhance the design of the project or technology itself (Ornetzeder and 
Rohracher 2013). The many ways citizens can improve energy systems reflect the broad 
roles citizens could have in the future in relation to energy in their community.  
Expanded citizen roles with energy systems in the future will undoubtedly be 
mediated by technologies and data. E-CPSs integrating open urban energy data have 
immense potential to be a resource to citizens, and support education and decision making 
in their expanding roles. Integral to this effort is determining how to shape and present this 
data in a way that is meaningful, usable, and engaging to citizens.  
3.2.2 Providing open urban energy feedback to citizens 
Few researchers have focused on the best ways to shape and communicate open 
urban energy data to citizens. Kontokosta and Tull (Kontokosta and Tull 2015) commented 
on how the current format of such data is most often provided in tabular spreadsheet format, 
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making it cumbersome to analyze and relatively inaccessible to most potential users. To 
address this, they created an interactive web-based platform visualizing New York City’s 
building energy benchmarking data. While the tool was built for a variety of stakeholders, 
it was primarily geared towards building portfolio owners and managers. Since the 
development of this tool, other cities have released web-based visualizations of open urban 
energy data such as Chicago (“Chicago Energy Benchmarking” 2018), Los Angeles (“LA 
Energy Atlas” 2018), and Seattle (“Seattle Energy Benchmarking” 2018), and researchers 
have created platforms displaying detailed building sustainability metrics across groups of 
buildings (Koo et al. 2015). These tools apply a variety of techniques to communicate 
building energy information. While there has been a growing interest by governments and 
researchers in creating these platforms to improve accessibility and awareness of open 
urban energy data (Gulbinas and Jain 2016; IMT 2015), two critical elements have yet to 
be examined by researchers in the development of these platforms: (a) how to design these 
systems for citizen understanding and engagement, and (b) incorporation of user feedback 
during the platform design stage. 
Expanding on the first critical element, one well-developed area of research 
focusing on developing tools to assist in communicating of energy data to lay audiences is 
energy feedback system research. Energy feedback entails communicating building energy 
consumption information to occupants through typically computerized means in a way that 
aims to be appealing to building occupants, improve awareness, and motivate pro-
environmental behaviors (Fischer 2008; Sanguinetti et al. 2018). More recent literature on 
energy feedback has called for the expansion of energy feedback to the community-scale 
(Geelen et al. 2013; Pierce and Paulos 2012a). While the definition and scope of 
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community-scale energy feedback has not yet been formally characterized, several recent 
studies have explored the potential of community-scale aspects within energy feedback. 
Burchell et al. (Burchell et al. 2016) deployed an energy feedback system as part of a larger 
community-scale program, and focused on how community-specific communications 
affected engagement. Their findings highlighted how communication strategies that are 
specific to a community’s context, such as placing an individual’s performance in the 
context of the community’s energy events or goals, can improve the engagement with an 
energy feedback system. Another recent study took a different approach by creating a 
spatial map to communicate neighborhood-level energy consumption, and found it was 
useful for community groups engaging with energy issues in their community (Gupta et al. 
2017). While both of these studies represent novel approaches for expanding energy 
feedback to the community-scale, to our knowledge an approach for designing community-
scale energy feedback in the context of open urban energy data and citizen engagement has 
yet to be explored.  
In addition, gathering feedback from users beyond the system designers and during 
the design stage is integral to ensure the system is appropriate for citizens as end users. 
User feedback can also help gather information on ways people envision open urban energy 
data could be useful. Literature has long drawn attention to importance of end user 
engagement during the design of technologies that humans will interact with (Peacock et 
al. 2017; Skjølsvold et al. 2017). In the context of smart energy feedback technologies, 
such systems have been typically designed in a way that reflects the needs and desires of 
the designer(s) rather than the intended users of the system (Skjølsvold and Lindkvist 2015; 
Strengers 2014). Geelen et al. (Geelen et al. 2013) evaluated the extent that energy 
 46 
technologies for smart building systems empower and enable citizens to undertake more 
involved and educated roles. Their findings illuminate an often observed disconnect 
between smart energy technology design and the end-user; design decisions rarely involved 
the end-user, and instead focused on technical and financial incentives grounded on the 
assumption of a rational end-user. Neglecting user involvement during the design phase 
impacts technology acceptance, engagement, and effectiveness over the long term (Abras 
et al. 2004; Peacock et al. 2017).  
 Across cities, open urban energy data is becoming increasingly available online 
(Institute for Market Transformation 2019; Kontokosta 2013), however, public availability 
of this data does not imply usability, particularly for ordinary citizens. As there is 
considerable research attention stressing the need for increased citizen engagement and 
understanding of our future energy systems (Bomberg and McEwen 2012; Schot et al. 
2016), access to and interaction with open urban energy data may have a role in expanding 
citizen understanding and involvement. However, currently little research has focused on 
development of feedback tools for citizen engagement and their perspectives on open urban 
energy data. There are two primary objectives of this paper to help address this. The first 
objective is to develop a community-scale energy feedback system designed for citizens as 
data users and document the design and development framework for this system. In this 
process, we leverage open urban energy data and integrate elements from cyber-physical 
systems to connect virtually stored data with the built environment (Poovendran 2010). 
The second objective is to engage prospective users in the design of the developed system, 
gather feedback from expected future users about the system and assess more broadly the 
potential of these data for use by the general public to support decision making. It is 
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envisioned that the developed system has potential to connect citizens with open urban 
energy data in a way that was previously not possible without this approach (schematic in 
Figure 5). In the following section, the approaches applied in the development and user 
evaluation of this system are described.  
 
Figure 5 – High-level schematic depicting a community e-CPS as the mechanism 
linking citizens to open urban energy data 
3.3 Methods 
To carry out the first objective of the study, development and documentation of the 
design of a community-scale energy feedback system, we adopted a theory-driven 
approach (Petkov et al. 2011). This entails basing our design on findings previously 
established within the energy feedback literature, which is appropriate given the amount 
and depth of research already conducted on energy feedback system design and energy 
information communication. From these findings, which are summarized in the following 
sections, we identified three main functionalities to include in our community-scale energy 
feedback system: augmented reality feedback, energy supply feedback, and energy 
consumption feedback. Following the development of this system, we pursued the second 
objective of the study: to engage real, prospective users and gather their feedback regarding 
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the design and information included in the system. For this aim, we employed a user-
centered approach employed in the human-computer interaction field, which has been used 
for decades to evaluate user interfaces and gather feedback from prospective users (Abras 
et al. 2004). We sought to examine not only if users could accurately interpret the energy 
feedback system, but also how interested people are in having access to this information in 
the first place. Through this approach, we sought to answer the following research 
questions: 
1. Do users accurately understand and interpret open urban energy data portrayed 
through community-scale: (a) Augmented Reality feedback, (b) Energy Supply 
feedback, and (c) Energy Consumption feedback? 
2. Do people want to seek out open urban energy data provided by community-scale 
energy feedback interfaces? Why or why not? 
The following sections detail the technical architecture, design, and user testing approach; 
Section 3.1 pertains to the first objective of the study, while Section 3.2 details methods 
related to the second objective.  
3.3.1 System design and architecture 
Georgia Institute of Technology’s (GT’s) campus served as the testbed community 
to build our platform on. While city functions are generally more diverse and broad 
compared the functions across an academic university, university campuses have been 
regarded has embodying the heterogeneous facilities across a community or small town, as 
they are composed of a combination of offices, laboratories, recreation, health, food, retail, 
and classroom facilities (Klein-Banai and Theis 2011). In addition, similar to city 
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municipalities, universities manage large and diverse property portfolios, and largely 
benefit from energy efficiency investments over the long-term. On GT’s campus, each 
building is equipped with a smart meter, recording building electricity consumption and 
production data every 15-minutes. The system was designed to communicate both 
electricity consumption and production data. This data is comparable to open urban energy 
data, which is typically released at the building level and offers time granularity of varying 
degrees (from annually to every 15 minutes) (BuildSmart DC 2017). The intent of the 
application is to place individual building performance in the context of the entire 
community’s energy production and consumption goals as a whole. The application was 
built for mobile devices. The choice to create the platform for mobile device access was 
primarily to support one of the application functionalities (i.e., augmented reality). 
Additionally, mobile access to energy information also has potential to enable more timely 
feedback (Weiss et al. 2009) and encourage simultaneous learning with multiple users 
(Valkanova et al. 2013). As mentioned, a theory-based approach was adopted for the initial 
design of the system, as a substantial amount of empirically-tested design information 
exists within energy feedback. These findings are summarized in the following section, 
and are an expansion of the work conducted in (Francisco and Taylor 2019b). 
3.3.1.1 Augmented reality feedback 
Fundamentally, energy feedback systems aim to change people’s energy behaviors 
through increased visibility and access to building energy consumption information. The 
Spatial view was developed to promote the visibility of energy consumption using mobile 
Augmented Reality (mobile-AR) (Wu et al. 2013). While application of AR technologies 
is limited within energy feedback research, educational fields have shown AR can increase 
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learning by enabling users to explore technical information that is invisible in the real-
world and engage with the spatial relationships contained in this information. Combining 
AR with portable and location-aware devices, such as mobile phones and tablets, mobile-
AR affords greater context-aware and social learning through merging experiences in the 
real world with interactive virtual information (Squire and Klopfer 2007). Unlike 
conventional energy feedback displaying graphs, charts, or images on a screen, mobile-AR 
energy feedback combines the affordances of a real environment with the virtual world, 
adding more connections to a user’s sense of reality. Applying mobile-AR energy feedback 
across buildings within a community may encourage interest in energy data, social 
learning, and discovery of more context-aware insights. 
In the Spatial view, users look through a mobile device to visualize virtualized 
building energy efficiency information, demonstrated through color-coded icons, 
augmented on top of the physical buildings in the real world (Figure 6). As users stand or 
move around outside, icons appear based on their orientation and distance from a building. 
The color of the icon indicates the level of energy efficiency, based on a 5-color scale 
defined in the legend. Previous studies have encountered some user difficulty in 
interpreting color scales (Francisco et al. 2018b), thus the legend labels are added to 
explicitly indicate how a building should be performing (i.e., injunctive norm). Viewing 
energy use in this manner enables users to compare energy performance relative to other 
buildings in their community. Previous studies have shown normative feedback in energy 
feedback systems can evoke pro-environmental behaviors (Dixon et al. 2015; Nolan et al. 
2008). The color-coded icons also display energy efficiency levels in a numerical format, 
as combining color-coded aesthetics with numerical representation has been found to be 
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preferable to users (Bonino et al. 2012; Francisco et al. 2018b). To calculate a building’s 
energy efficiency level, its Energy Use Intensity (EUI) is compared to the rest of the 
buildings in the sample for each time range (i.e., now, month, year). Equation 3 expresses 








where 𝑖 is each building in the sample, 𝑒 is the electricity consumption (kWh), and 𝑗 is each 
15-minute increment, totaling 35,040 increments per year. Building EUI is calculated for 
each time range, where j is adjusted to be the number of 15-minute increments in each time 
interval. In addition to the augmented icons, user interactivity, which has been shown to 
improve engagement (Fischer 2008), is enabled through: (a) toggling efficiency values 
between different time ranges (buttons at top of screen), and (b) adjusting the distance from 
the user that the icons will appear (slider at left of screen). ‘Now’ indicates the building’s 
current EUI (i.e., EUI during the most recently reported 15-minute interval), while the 
‘month’ and ‘year’ are equivalent to the calculated EUI over the past 30 or 365 days, 
respectively. Visualization of efficiency icons have duel-coding in the map at the bottom 
of the screen, showing a bird’s eye view of the icon locations.  
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Figure 6 – Screenshot of Spatial View 
3.3.1.2 Energy consumption feedback 
Energy consumption is a fundamental metric represented in energy feedback 
systems. Energy consumption data is often transformed into a simplified metric or placed 
within the context of a benchmark or norm to improve the interpretability and 
understandability of this information (Sorrentino et al. 2019). The Energy Consumption 
view aims to communicate energy consumption relative to four different benchmarks: 
historic consumption, peer consumption, community consumption, and consumption goals. 
Previous studies have shown that contextualizing energy consumption can promote user 
understanding of performance and encourage behavior change (Jain et al. 2012). Other 
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studies have gathered through user interviews that users can mistrust some comparisons, 
particularly with their peers, due to inherent differences between building characteristics 
and operations (Petkov et al. 2011). Combining multiple points of comparison, such as peer 
and historic or peer and goals may help ensure metrics resonate with users.   
At the top of the Energy Consumption view (Figure 7), the campus’ energy 
reduction goal is stated. Below, an interactive graph is provided where the user can toggle 
between different buildings on campus. The bar graph demonstrates the four points of 
normative comparison. The x-axis shows historic energy consumption from previous years. 
The blue bars show campus energy consumption in relation to the selected building (red 
bars). The horizontal lines indicate the baseline threshold from 2013 and the energy goal 
reduction for 2020. An injunctive norm is constructed through the emoticon on the screen, 
which changes based on the individual building performance. If the building’s energy use 
increased over time, the emoticon changes to an unhappy expression. If the building 
reduced energy use, but at a slower rate than the rest of the campus, the emoticon 
expression is neutral. Injunctive norms have been found to be particularly effective at 
encouraging efficient performers at sustaining efficiency levels (Schultz et al. 2007). 
Finally, community-based language (e.g., “together we can…”, “spread the word…”) is 
included at several points in the interface to encourage a shared group identity (Burchell et 
al. 2016). 
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Figure 7 – Screenshot of Consumption View  
3.3.1.3 Energy supply feedback 
While traditional energy feedback platforms have focused on energy consumption, 
greenhouse gas emissions of energy sources delivered to a community varies drastically. 
In addition to improving energy efficiency, transitioning to low carbon energy sources is 
just as important a way to achieve clean energy goals. Studies have recognized that 
transitioning to low carbon sources will likely involve greater citizen engagement, such as 
coordinating with neighbors to help match supply and demand for individual or co-
generation (Geelen et al. 2013). The Energy Supply view aims to connect users not only 
with how energy is consumed in a community, but also how it is supplied. 
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The Energy Supply view displays a breakdown of electricity sources, from fossil 
fuels to renewables, in the context of the community’s renewable energy goals (Figure 8). 
The header of the screen contains the renewable energy target for a community. Goal 
setting has been implemented in many energy feedback applications (Gulbinas et al. 2014) 
and has been shown to motivate pro-environmental behaviors (Abrahamse et al. 2005; 
Wood and Newborough 2007). Below the goal, an interactive chart displays the 
community’s progress in reaching their goal. The types of energy sources provided include 
coal, nature gas, nuclear, and renewable energy sources. In this case, the percentage 
breakdown for each source came from Georgia Power, the sole electricity provider to the 
campus. Thus, building comparisons of electricity sources only change if a building 
produces its own electricity, such as through a solar installation or the use of geothermal. 
Users can interact with the graph to compare any building’s electricity source breakdown 
to that of the entire campus in the context of the campus’s renewable energy goals. 
Normative comparisons are complemented by injunctive norm, similar to the Energy 
Consumption view. Normative feedback literature has documented a boomerang effect, 
where users that are performing better than average sometimes reduce their performance. 
Injunctive norms have been found to help combat this behavior by indicating the approval 
of their actions (Schultz et al. 2007).  
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Figure 8 – Screenshot of Supply View 
3.3.2 Platform architecture 
The mobile-based application was created by the authors. We chose to develop the 
application using Swift 4 programming language and the Xcode Integrated Development 
Environment (IDE), thus the application is available on iOS mobile devices. Multiple 
packages were used to support the development. Within the Spatial view, ARKit, MapKit, 
CoreLocation and SpriteKit frameworks (“Apple Developer” 2018) were applied to 
implement augmented reality effects, render graphics, estimate geolocation and 
orientation, and generate maps. User location was updated every 0.5 seconds (extracted by 
the userLocation instance property in the class MKMapView), providing the user with their 
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exact location in the bottom-right map. Using the user’s current location, a function 
calculated all buildings within the user-specified radius (default being 300 feet), which 
dictated which building icons and information appeared to the user. Back-end 
implementation of the AR capabilities relied extensively on the open-source code provided 
by ProjectDent (AndrewProjDent 2018). Generation of graphs displayed in the Energy 
Supply and Consumption views was designed and implemented using the Charts 
framework (Gindi and Jahoda 2016). Within each view, multiple IBOutlets and IBActions 
facilitated user interaction (e.g., pressing the time range button, selecting a building from 
a dropdown). Electricity and building data were cleaned and summarized using the R 
programming language, then compiled into .json format, and stored directly within the 
application. In future iterations of the application, data will be retrieved by the application 
through an API to enable near real-time (15-minute interval) energy updates.  
3.3.3 Citizen-centered evaluation  
Drawing from user-centered design best practices within human-computer 
interaction fields (Abras et al. 2004), the second objective of the paper involved a pilot 
study to evaluate the community-scale energy feedback system developed above from the 
perspective of prospective citizen users. A wide range of quantitative and qualitative 
methods have been employed to gather data on user perceptions and understanding of 
technologies. Quantitative methods are generally used to test products where the user needs 
are already well-defined. As community-scale energy feedback is a relatively novel 
concept to most people, the aim of our user testing was exploratory and prioritized 
collection of qualitative data.  
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For the evaluation, 16 study participants were recruited to complete two activities: 
(1) a thinking aloud session, and (2) a survey questionnaire. Thinking aloud methods have 
been used for decades by researchers to diagnose usability issues and improve user 
interfaces (Nielsen 1994). The thinking aloud procedure involved a one-on-one session 
between a researcher and participant, where the participant was instructed to vocalize their 
thoughts out loud as they interacted with the interface. To prompt user interactions, they 
were provided with tasks to direct the user to test specific functionalities. Before beginning 
the thinking aloud session, the researcher provided participants with details on how to 
‘think out loud’, such as specifying what they believe is happening, why they are taking an 
action, and what they are trying to do. The same researcher tested each participant and read 
the same instructional script prior to the session. While the participant completed each task, 
the mobile device’s screen and microphone recording were turned on. This provided data 
on how the participant accomplished each task and what their quasi-raw thought stream 
was as they encountered different functionalities. 
Immediately following the thinking aloud session, the participants completed a 
web-based survey questionnaire. The survey was divided into three parts. First, participants 
were asked questions to assess how accurately they interpreted each functionality. We 
opted for open-ended responses to these questions, as multiple choice options could 
influence how a user reports their understanding of the interface. Because this is an 
exploratory pilot study without statistical interpretation, we argue it is best to capture raw 
user thoughts rather than pre-constructed, limited responses to assess user interpretation. 
A list of these questions can be referred to in Table 5. The second part inquired more 
broadly about users’ opinions on community-scale energy feedback. It captured users’ 
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desire to have access to this information, at what geographic scale, as well as motivations 
for wanting to seek out this information. A full list of questions and response types can be 
referred to in Table 6. The third part of the survey included demographic questions to learn 
more about respondents. Sixteen participants were recruited to take part in the user testing. 
While we expect that the primary users of this system would be people who are 
professionally or personally interested in local energy issues, we recruited people from a 
variety of backgrounds, from inexperienced to energy experts. This was done to gather a 
more holistic understanding of user interpretations. The user testing was approved through 











Table 5 – Participant Interpretation of Community-scale Energy Feedback Features 





AR1 If a building's icon is red, what do you think this indicates 
about the energy efficiency of the building? 
Open-
ended 
AR2 If the button "Month" is selected, why do you think the 
color of some icons change? 
Open-
ended 
S1 What do you think the happy face on the screen indicates? Open-
ended 
S2 Based on the screenshot above, how much of the Georgia 




S3 Based on the screenshot image above, has the Georgia Tech 
campus reached its renewable energy goals yet? 
Open-
ended 
S4 Based on the screenshot image above, most of Georgia 
Tech’s energy comes from what resource? 
Open-
ended 
C1 What do you think the 'Baseline' label refers to? Open-
ended 
C2 What building(s) do the red bars in the graph refer to? Open-
ended 
C3 Based on the screenshot image above, has the Boggs 
building reduced its energy use at a faster or slower pace 
compared to the rest of the campus? 
Open-
ended 
C4 Based on the screenshot image above has Georgia Tech 
reached its campus energy consumption goals yet? 
Open-
ended 
Overall As a whole, do you think this application offered: (A) Too 
much information, (B) Too little information, and (C) Just 
the right amount of information. 
• (conditional follow-up for responses A or B) Why? 






3 Each of these questions were followed with a 5-point Likert scale question asking users to report how 
confident they were in their answer, which are not listed in the table above for brevity. 
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Table 6 – Participant Desire and Motivations for Seeking out Community-scale 





B1 In general, how interested are you in having access to a 
Community Energy Feedback System in the following 
locations:  
- Georgia Tech Campus. 
- The neighborhood or community I live in. 




B2 Please specify how likely or unlikely you think a Community 
Energy Feedback System would motivate you to: see list of 




B3 How often do you think you would seek out the information 
provided by a Community Energy Feedback System? (A) 
Daily (B) Weekly (C) Monthly (D) A few times (E) Once (F) 
Never (G) Only for specific occasions 
Multiple 
Choice 
B4 We are interested in why people would want to seek out 
information included in a Community Energy Feedback 
System. Below, please describe why you would want to have 
access to such a system. If you do not want to have access, 




Sample screenshots from the resulting community-scale energy feedback system 
can be referred to in Figure 6, 7, and 8, and it source code with additional documentation 
of its capabilities is available for download within a Github repository. Thinking aloud and 
survey data was collected from December 2018 through January 2019. A total of 16 
participants completed the user testing activities. As an important aspect of the developed 
application is that users are familiar with the community it represents, participants were 
required to identify as a member of the GT community. Participants’ affiliation with the 
GT community consisted of being an undergraduate student (n=6), Master’s student (n=4), 
PhD student (n=4), or staff member (n=2). About half (n=9) of the participants identified 
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as female and the remaining participants identified as male. The survey also inquired about 
people’s previous familiarity with AR technology and their previous involvement and 
interest in energy issues. These results are presented in Figure 9 and 10. In the following 
sections, the results pertaining to each of the research questions will be discussed.  
 
Figure 9 – (A) Results from the survey question, “Consider the following and check 
all that apply. In the last three months have you:”; (B) Total number of activities each 
participant reported from chart (A) 
 
 
Figure 10 – Results from the survey question, “Prior to this study, how familiar were 
you with Augmented Reality technology?” 
 
0 10 20
Volunteered for a cause
related to energy
Attended a meeting hosted by
an energy-related club
Shared a post on social media
about an energy-related topic
Read an article about a topic
involving energy
Talked to a friend or family
member about an energy issue
Number of Participants
(A)














Not familiar at all
Number of Participants
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3.4.1 Do users accurately understand and interpret community-scale: (a) Augmented 
Reality, (b) Energy Supply, and (c) Energy Consumption feedback? 
Participants’ ability to accurately interpret the interface was assessed through the 
thinking aloud procedure and the survey questions listed in Table 5. A summary of the 
number of participants who answered each accuracy question correctly and their associated 
confidence in their response is provided in Table 7. Importantly, the thinking aloud 
procedure shed light on how a participant’s understanding of each feature evolved as they 
completed each task. Understanding tended to improve as their exposure to the interface 
increased. As a result, sometimes participants initially misinterpreted a particular feature 
in the thinking aloud portion, while at the same time they were able to accurately interpret 
the same feature in the follow-up survey. The combination of these methods enabled a 
more in depth understanding of the user learning process. Such events are explained in 










Table 7 – Count of participant confidence levels for each accuracy question assessing 












AR1 15 14 2 0 0 
AR2 15 5 8 2 1 
S1 13 9 7 0 0 
S2 16 13 2 1 0 
S3 15 15 1 0 0 
S4 15 14 2 0 0 
C1 11 7 6 2 1 
C2 16 15 1 0 0 
C3 16 13 0 3 0 
C4 15 15 0 1 0 
3.4.1.1 Augmented reality feedback 
In the Spatial view, participants were able to use the augmented reality feedback to 
identify a building’s energy efficiency level with relative ease and accuracy. When asked 
in the survey, “If a building's icon is red, what do you think this indicates about the energy 
efficiency of the building?” (AR1), the vast majority of participants accurately interpreted 
the meaning of the color scale with high levels of confidence (Table 7). This was also 
evident from the thinking aloud exercise, where participants were able to interpret the 
meaning behind the colors without difficulty or error. Furthermore, the double-coded 
numerical and color-coded efficiency representations also appeared effective; some 
participants focused initially on the colors to determine efficiency levels, while others were 
more inclined to focus on the numerical representations. By the end of the exercise, 
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participants tended to use both. Notably, the building characteristics integrated into the 
color-coded icon (e.g., year built, building type) stimulated comments from the participants 
as to why they thought a building had a certain efficiency level in relation to its listed 
characteristics, or how they were surprised by the results. For example, after visualizing a 
building with a green icon, one participant commented, “that’s interesting, oh and it was 
built in 1988 it appears, compared to this one that was built in 1967, so that’s surprising. 
I would think that it would be less energy efficient since it’s older, but it’s not”.  
One oversight by the participants in the Spatial view was highlighted by the survey 
question, “if the button "Month" is selected, why do you think the color of some icons 
change?” (AR2). While the vast majority (n=15) answered this question correctly, people 
were less confident in their response compared to the other survey accuracy questions.  
From the thinking aloud session, it was notable that most users failed to notice the time 
range buttons at the top of the screen. Thus, the lower confidence levels may be reflective 
of the minimal interaction participants had with these buttons during the tasks. In addition, 
participants commented in the survey that they would prefer to have more detailed 
information about the time ranges. Specifically, several commented they wanted to know 
if the time ranges reflected averages (i.e., the annual energy use divided into monthly or 
daily averages) or represented real-time changes in energy use. In a similar vein, 
participants also were looking for more detailed information about the energy efficiency 
color scale. More specifically, they wanted to know what ‘bad’ or ‘good’ was in reference 




3.4.1.2 Energy supply feedback 
In reference to the Energy Supply feature, participants were asked, “What do you 
think the happy face on the screen indicates?” (S1).  While 13 respondents answered this 
question correctly, they were relatively less confident in their responses. From the thinking 
aloud session, participants expressed confusion about what level of building performance 
‘deserved’ a smiling face. Moreover, it was not clear what emoticon options a building 
could potentially achieve. One participant summed up these concerns tellingly with, “what 
is the smiley face scale?”. Questions S2, S3, and S4 were all answered with high rates of 
accuracy and confidence, indicating that participants were accurately able to identify from 
the bar graph Georgia Tech campus’ current level of renewable energy production, 
renewable energy goal, and the energy resources the campus supply is composed of. An 
important main design issue in the Energy Supply page was determined through the 
thinking aloud activity, where most participants took a long time to notice the renewable 
energy goal listed at the top of the screen. Instead, their eyes and attention went 
immediately to reading and interpreting the graph on the center of the page.  
3.4.1.3 Energy consumption feedback 
In reference to the Energy Consumption feature, participants were asked, “What do 
you think the 'Baseline' label refers to?” (C1). Compared to the rest of the accuracy 
questions, this question had the lowest correct response rate, and one of the lowest 
confidence rates. While most of the participants (n=11) understood that the ‘baseline’ 
represents a reference point to compare a building’s current energy efficiency to, only 6 
participants reported that the baseline referred to a building’s performance in the year 2013. 
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From the thinking aloud session, most participants (n=9) had noticeable trouble 
interpreting the meaning of the ‘baseline’ and ‘2020 goal’ horizontal lines on the Energy 
Consumption page. While most participants were eventually able to correctly interpret the 
graph, they commented that they were initially confused because on the previous Energy 
Supply page, a building achieves the goal when its bar exceeds the ‘2040 goal’ line. 
Conversely, the way the Energy Consumption graph was designed, the farther the bars are 
below the goal line, the better a building is performing relative to the goal. This created 
confusion when the conceptual model for interpreting the graph was reversed between the 
Energy Supply and Consumption features (i.e., wanting to go below instead of above the 
goal line).  
Questions C2, C3, and C4 were answered with high rates of accuracy and 
confidence, showing that by the time of the survey users were able to accurately and 
confidently interpret from the bar graph what the red bars refer to, a building’s level of 
energy reduction compared to the campus, and the energy reduction goal. With regards to 
C4, which inquired, “Based on the screenshot image above has Georgia Tech reached its 
campus energy consumption goals yet?” it is important to note that while users answered 
this question correctly and confidently, many had trouble interpreting the graph when they 
were initially encountered it, as described in the previous paragraph. This demonstrates the 
effectiveness of the thinking aloud activity combined with the survey in helping understand 
the users learning process and difficulties. 
3.4.1.4 Overall application feedback 
Judging the application as a whole, 75% of survey respondents (n=12) reported the 
application provided ‘just the right amount of information’. The remaining participants 
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(n=4) indicated it provided ‘too little information’. No respondents felt the application 
provided ‘too much information’. A follow-up question was asked when respondents 
selected ‘too little’ or ‘too much’ information, inquiring about what they would like to add 
to or remove from the application (this was presented on the next page, after submitting 
the answer to the previous question). For the four respondents who were asked this follow-
up question, two themes emerged. First, two commented they would like to see the 
information in the Spatial feature better integrated with the information in the Energy 
Supply and Consumption feature. As one participant explained, “The Spatial Tab tracks 
energy efficiency, but that information is not available for easy searching. Conversely, the 
supply and consumption tabs do not offer an interesting spatial visual for their respective 
metrics”. This could potentially be accomplished by allowing the user to transition to the 
Energy Supply or Consumption graphs by clicking on a building icon in the Augmented 
Reality feature. Design improvements will be discussed in more detail in the Discussion 
section. In addition, the second theme focused on wanting more detailed information about 
retrofits implemented or sustainability features for each building. Participants reported they 
wanted this information to understand better why a building may be performing poorly or 
efficiently.  
3.4.2 Do people want to seek out the information provided in community-scale energy 
feedback interfaces? Why or why not? 
Participant openness and desire to seek out the information provided in a 
community-scale energy feedback interface was assessed by the questions listed in Table 
6. For the open-ended question, “We are interested in why people would want to seek out 
information included in a Community Energy Feedback System. Below, please describe 
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why you would want to have access to such a system. If you do not want to have access, 
please describe why” (B4), several trends emerged. These trends were aggregated and 
sorted into three categories: (a) individual motivations, (b) motivations in relation to their 
peers, or (c) motivations in relation to their institutions (Table 8).  In Table 8, specific 
motivations and the number of participants who mentioned each motivation is grouped by 
each category. As the question was an open-response, participants’ responses could include 
comments related to multiple categories or motivations. The total number of participants 
who had at least one comment in a category is specified in the first column. The most 
frequent motivations were related to the ‘individual’ category, and are comprised of 
motivations driven by personal interest, values, or financial reasons. Motivations belonging 
to the second group were less frequent and involved commentary in relation to their peers 
or community. Comments falling under the last category were least common, but covered 
a wide range of concepts related to government or institutional structures. For example, 
one participant commented that access to community-scale energy feedback, “would make 
me want to use the data to lobby for policy changes or programs that could help expand 
energy efficiency upgrades at a community level. I think the visualization is most helpful 






Table 8 – Summary of participant open-ended responses to why they would or would 
not want to have access to a community-scale energy feedback interface. 
Category Motivation Count 
Individual 
(n=12) 
Financial- to save money or inform purchasing/renting 
decisions 
8 
Curiosity - to stay informed or have fun 7 
Values- care for the environment or their community 3 
Peers  
(n=7) 
Learn about how their building is performing compared to 
others 
5 
Learn about community buy-in to energy goals 1 
Promote peer learning about energy use 1 
Institutional 
(n=4) 
Hold cities/institutions accountable to goals and lobby for 
better practices 
2 
Learn about energy related programs in their area 1 
Support neighborhood energy organizations with targeting 
efforts 
1 
Support energy efficient businesses 1 
A few participants commented on why they would not want access to or use a 
community-scale energy feedback system. One participant expressed they do not think they 
would check out this type of feedback system unless there was a stimulus that prompted 
them to be curious about building energy use (e.g., the building looked new and/or 
efficient, when buying a home). In addition, another respondent expressed that they felt 
that public reporting of residential data would be an invasion of privacy, and they would 
not be supportive of open access to this type of data. 
Participants were also asked about how likely or unlikely they were to change 
certain behaviors after having access to a community-scale energy feedback system (B2). 
A summary of these results is provided in Figure 11. Of all of the behaviors listed, 
participants were most likely to report that a community-scale energy feedback system 
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would motivate them to check a home’s energy efficiency before buying or renting 
decisions. Fewer participants selected that this type of feedback system would encourage 
them to attend local energy meetings or participate in an energy related club. It is important 
to note that differences in the responses between the behaviors is largely dependent on the 
types of behaviors participants are predisposed to (i.e., in general less people are likely 
volunteer for a club than use something for personal benefit). The effect of community-
scale energy feedback on behaviors should be compared to baseline levels of behaviors to 
gain an accurate understanding of its impact. However, these preliminary results speak to 
the wide variety of behaviors community-scale energy feedback systems could potentially 
impact.  Across all of the behaviors mentioned, at least 10 participants selected that a 
community-scale energy feedback system was ‘somewhat likely’ or ‘extremely likely’ to 
change that associated behavior.  
 
Figure 11 – Participant responses to how likely or unlikely they are to use a 
community-scale energy feedback system for each behavior (refer to Table 9 for the 





























Extremely likely Somewhat likely Neither likely nor unlikely Somewhat unlikely Extremely unlikely
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Table 9 – List of behaviors referenced in Figure 11 
ID  Behavior 
1  Check a home's energy efficiency before buying 
2  Check a home's energy efficiency before renting 
3  Buy smart technologies 
4  Talk to my neighbors or peers about energy use 
5 
 Help to try and meet energy consumption goals in my 
community 
6  Invest in renewable energy 
7  Purchase more energy efficient equipment or technologies 
8  Opt to go to a place because it is efficient 
9 
 Change energy behaviors (e.g., turn off lights or appliances 
more) 
10  Call my representatives about energy issues 
11  Become involved with an energy project in my community 
12  Choose to shop at a different store because it is inefficient 
13  Attend a local meeting about energy in my community 
14  Share information about energy use on social media 
15  Participate in a local energy club 
Participants were also asked to specify how interested they were is having access 
to community-scale energy feedback spanning different geographic regions (B1). All 
locations, including the Georgia Tech campus, neighborhood they live in, and city they 
lived, received overwhelmingly positive responses (Table 10). When asked how often they 
would use such a system (B3), 5 participants responded ‘weekly’, 7 responded ‘monthly’, 





Table 10 – Results from the survey question on what geographic scale the respondent 












7 9 0 0 0 
Neighborhood or 
community I live in 
10 4 1 1 0 
City I live in 8 7 1 0 0 
 
3.5 Discussion 
The first aim of this study was to develop and document the design framework for 
a community-scale energy feedback system, a novel approach for connecting community 
residents with open urban energy data. Building from previous work incorporating 
community-based communication and mapping elements into energy feedback (Burchell 
et al. 2016; Gupta et al. 2017), we developed a platform facilitating user connections 
between building energy data and their physical community through augmented-reality 
visualization strategies and graphical views of energy use and supply. While visualization 
platforms have been developed in response to the increasing release of open urban energy 
data, these platforms have been primarily intended for use by entities in the real-estate 
sector or those with the capital and resources to make sense of the data (Gulbinas and Jain 
2016; Kontokosta and Tull 2015). In response to calls for reconceptualizing citizens as 
active innovators and stakeholders in preparation for significant energy transitions 
(Bomberg and McEwen 2012; Schot et al. 2016), we document the design principles and 
develop a prototype community-scale energy feedback system designed for use by ordinary 
 74 
citizens or community members. In addition, our second aim was to evaluate the prototype 
by gathering feedback from prospective users. To engage prospective users, thinking aloud 
procedures were applied, which have been used effectively for prototype evaluation in the 
field of human-computer interaction for decades (Nielsen 1994). This evaluation approach 
was critical as engaging prospective users during the design stage is an often overlooked 
step in the development of energy technologies, which can substantially impact the success 
of these technologies during implementation (Geelen et al. 2013; Skjølsvold and Lindkvist 
2015).  
The thinking aloud and survey results indicated there was high interest among most 
participants in having access to open urban energy data across all three geographic 
community scales (i.e., the Georgia Tech campus, the neighborhood, and the city level). 
These results agree with previous community-scale energy feedback studies that 
established citizen interest in energy data at the neighborhood scale (Burchell et al. 2016; 
Gupta et al. 2017), and expand positive citizen interest to the campus (e.g., universities, 
workplace campuses) and city scale, which have yet to be empirically investigated by 
research. This provides support for the development of campus and city-scale energy 
feedback, which from a data availability and privacy perspective, whole building data at 
the campus and city-scale is more readily available due to emerging open data requirements 
(Zullo et al. 2016), and may be more feasible to implement compared to neighborhood-
level feedback. 
Regarding why participants wanted to have access to such a system, the open-ended 
responses had substantial variation. Aggregated responses showed participants wanted to 
seek out this information for individual, peer-related, or institutional-related reasons. 
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Individual motivations were most commonly listed (e.g., financial or ethical reasons). 
Nevertheless, the responses show a wide variety of ways people reflected that community-
scale energy feedback could affect them and the way they engage with their energy 
systems. The diversity of comments corroborated previous work examining the diverse 
roles citizens can have when engaging with emerging energy systems (Schot et al. 2016). 
This has implications for literature developing frameworks for energy consumption 
behaviors across a group or campus of buildings (Azar and Al Ansari 2017) by informing 
considered behaviors in future work. This also has implications for future experimental 
work on community-scale energy feedback; the diversity of citizen roles in energy systems 
and broad scale of community-scale energy feedback behaviors widens the range of 
variables researchers could potentially measure to assess behavior change. An important 
consideration for future research, however, is designing how to measure the potential 
effects of this type of feedback.  
In comparing the Augmented-Reality, Energy Supply, and Energy Consumption 
feedback, the AR view appeared to be the easiest for participants to understand. Users 
quickly and accurately understood the meaning behind the color-coded icons and additional 
building data within the icons, while they were slower to interpret the Energy Supply and 
Consumption views correctly. These findings agree with the results of other studies 
examining the impact of color-coded spatial views (Bonino et al. 2012; Francisco et al. 
2018b), where users reported color-coded information helped them understand energy use 
and found this information more intuitive compared to typical bar charts. In addition, one 
of the advantages of augmented reality is it can integrate greater amounts of information 
into the visualization (Wu et al. 2013). In the AR view, this feature was able to integrate 
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building characteristic data into the visualization, stimulating comments regarding 
efficiency levels in relation to these characteristics. Participants still found utility in the 
graph view information, but preferred this information to be better integrated with the AR 
view.  This supports a previous study where people preferred color-coded and numerical 
data to be integrated together (Bonino et al. 2012). We extend these findings by suggesting 
that integration of AR features with graphical views has the potential to improve 
engagement and understanding by representing the information in a multitude of ways.  
Another trend that emerged was participants wanting more information in general 
within the application. For example, participants desired more information about why a 
building was performing efficiently or inefficiently (e.g., sustainability features, recent 
renovations). Some participants even became skeptical of the data because there was not 
additional information to provide context for the reported efficiency levels. Providing 
detailed building retrofit or system information, particularly at larger scales, is a challenge 
as it is difficult to collect, standardize, and maintain the reporting of this information. The 
implication of this finding is that future design and deployments of community-scale 
energy feedback systems should strive to provide context to users to improve their trust in 
the information, while also limiting the information scope so that it is feasible to maintain 
and ensure the accuracy of the feedback. 
Several limitations exist in this study, prompting avenues for future research. 
Regarding the design and development of the application interface, while our current 
community-scale energy feedback system has the potential to increase user understanding 
of community energy systems, incorporation of action-oriented elements is currently 
limited, which are important for behavior change (Jensen 2010). This is part due to the low 
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granularity inherent in whole building data, which does not allow for disaggregation of 
energy use by behavior or appliance to give users feedback on the impact of their own 
behaviors. At the same time, installing more granular meters, such as plug-load monitoring, 
is not financially viable in a commercial context for many buildings (Wang et al. 2017). 
Given that open urban energy data (e.g., whole building data) is substantially more feasible 
to collect, maintain, and report at scale–and as such has become cities’ primary public 
output for building energy data–we argue that research examining potential citizen use of 
this data has critical and meaningful value. Furthermore, granular building data is not 
required to add action-oriented elements; incorporation of energy tips, which can be 
personalized to one’s own community, as well as adding interaction between users to 
support social engagement and connection should be considered by researchers looking to 
expand on community-scale energy feedback. 
Regarding the system evaluation, applicability of our findings to new contexts 
should be carefully considered. The platform was designed for the GT campus, a university 
located in an urban setting, and the study’s evaluation engaged people identifying as 
members of the GT community. As documented through the demographic data, most 
participants had previous involvement or interest in energy issues. Thus, our evaluation 
results capture responses to community-scale energy feedback from the perspective of 
relatively energy-cognizant populations in a university setting. Extending this system 
across an entire town or city will likely elicit different and more varied feedback based on 
the new context and less homogenous population. The results of this study provide a basis 
for such an extension; community-scale energy feedback is a relatively novel and 
promising concept, and the aim of this paper is to propose an initial proof-of-concept for 
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others to build from, critique, and apply to new contexts. Relatedly, inherent in the creation 
of energy feedback systems, which are designed to reach a broader population, is that there 
is no design that will engage everyone; differing values, routines, and interests will impact 
adoption and use across populations. We expect that the initial adopters of community-
energy feedback systems, for both university and city settings, will be those with existing 
interest or involvement with energy issues. Therefore, those who participated in this 
evaluation were likely representative of people most likely to adopt this system at GT.  
At the same time, the aim of this application is ultimately to engage and support 
citizens with decision-making and action regarding energy-related behaviors. We 
acknowledge that, particularly when expanding such systems to a larger urban context, 
citizen use of data is not solely dependent on individual interest and ease of access to data, 
and that many other factors–such as prior knowledge, resources, and constraints–will 
influence a person’s ability to make effective use of this data (Gurstein 2011). Striving 
towards open data’s promise for empowering citizens and promoting democratic action 
requires purposeful collaboration with existing programs, incentives, or workshops to 
promote broad use of data. Many community-based energy initiative researchers have 
demonstrated how tools and feedback technologies can be most effective when integrated 
with existing community programs to promote broad citizen use, engagement, and benefit 
(Burchell et al. 2016; Gupta et al. 2017). This is critical for researchers to consider in the 
testing of the impacts of community-scale energy feedback systems. 
Finally, while there were not enough participants to perform a statistical evaluation, 
limiting the number of respondents allowed the evaluation to include more extensive data 
from each participant that would not have been possible with a larger group. Capturing 
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qualitative and descriptive data was also important given the novelty of community-scale 
energy feedback systems to participants; this type of data facilitates a more nuanced 
understanding of participant perspectives on open urban energy data and avoids biased 
results from prescribing perspectives. The results of this broad examination establishes a 
foundation to improve quantitative and qualitative evaluations in future studies.  
3.6 Conclusion 
As cities invest in technologies to solve urban issues and become ‘smart’, vast 
quantities of open data will be produced and made available for public use. In this paper, 
we define this data as open urban energy data. For this data to be useful, particularly to 
citizens, it is important for it to be shaped in a way that is accessible, engaging, and 
actionable. In the area of energy and sustainability, this is of critical importance as our 
future energy systems will require a deeper level of understanding and engagement from 
citizens in order to reach our sustainability aims. Energy-cyber-physical systems have 
immense value in working to transform data in the virtual world and link findings to our 
physical reality in order to improve understanding and decision making.  Based in an 
energy-cyber-physical system perspective, our objectives for this study were to connect 
open urban energy data to citizens by: (a) developing a novel community-scale energy 
feedback system, and (b) evaluating this system using a user-centered approach. The 
developed system applies new visualization techniques in energy feedback (i.e., augmented 
reality) to enable links between physical infrastructure and smart meter data, and 
complements this feature with interactive, graphical displays of data. We involved 16 
prospective users in the evaluation process to assess how accurately they interpreted the 
feedback system and gauge how interested they are in having access to this type of 
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emerging data. The results can be used to identify specific strategies to improve the system 
design, indicated high interest among participants in having access to this system (≥ 85% 
were somewhat or extremely interested) across all geographic scales presented (campus, 
neighborhood, and city), and established a foundation for future work in the area of open 
urban energy data feedback to citizens. Overall, this study presents the development and 
evaluation of a novel citizen-centric community-scale energy feedback system integrating 
open urban energy data. As open data becomes a prevalent potential resource in the era of 
smart cities, energy-cyber-physical systems have the potential to improve the accessibility 
of this information for citizen benefit. This study presents a critical step examining 
technologies’ role in engaging the public to help achieve a sustainable, low-carbon, and 
people-oriented energy future. 
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CHAPTER 4. DOES URBAN FORM IMPACT SOLAR 
PHOTOVOLTAIC SYSTEM ADOPTION? EXAMINING 
RESIDENTIAL SOLAR IN THE SOUTHEASTERN U.S. 
4.1 Introduction 
Built infrastructure systems are interdependent and long lasting. From buildings to 
power generation to information and communication technologies, interactions between 
infrastructure systems are expanding as cities seek to meet the needs of increasing 
populations while being pressed to become more livable, sustainable, and resilient (Chester 
and Allenby 2019). An emerging body of work has emphasized the need to better 
understand relationships between infrastructure systems because infrastructure’s relative 
permanency affects available climate change solutions over the long term (Creutzig et al. 
2016).  
Within the context of urban planning, considerable literature has assessed 
interactions between the shape, size, and density of built infrastructure (i.e., urban form) 
and infrastructural or environmental outcomes. For example, studies have found urban 
form can impact land use arrangement outcomes (Ratti et al. 2003), energy consumption 
levels (Gupta 1997), and mobility patterns (Camagni et al. 2002). Less examined has been 
the interaction between urban form and emerging types of infrastructure systems in cities, 
such as solar photovoltaic (PV) systems. Building rooftops (and less frequently, facades) 
are critical infrastructure supporting an increasing number of solar photovoltaic (PV) 
systems in urban environments. The US EIA’s 2020 Energy Outlook expects the US to 
radically shift its electricity mix by 2050, predicting solar to increase from serving 15% of 
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the US renewable electricity generation to 46% (U.S. EIA 2020). At the same time, cities 
are densifying building infrastructure to accommodate more people, increase efficiency in 
services delivered, and reduce greenhouse gas emissions. To date however, evaluation of 
how varying urban forms may restrict or potentially encourage solar adoption remains 
largely unexamined in research. 
This paper examines if and how urban form relates to solar PV adoption across 
urban regions in the Southeastern US. City urbanization practices and efforts to become 
more resilient and sustainable will result in city infrastructure undergoing substantial 
changes in the coming years. As solar PV deployments are built upon part of this 
infrastructure (i.e., rooftops), it is important to examine and quantify the potential 
dependencies between these two systems. Developing cities in a way that is not cognizant 
of infrastructure dependencies between solar PV and the built environment runs the risk of 
investing in long-lasting infrastructure systems that limit the viability of solar PV or are 
economically cumbersome to modify in the future. Greater understanding of the 
relationship between these two systems can proactively inform urban planning decisions 
that have impacts over the long term to increase opportunities for climate solution 
pathways. 
4.2 Background 
Within solar PV adoption literature, determinants of residential rooftop solar PV 
adoption have been widely researched and can be broadly categorized into four main 
categories: adopter characteristics (Mildenberger et al. 2019; Sunter et al. 2019), available 
economic incentives (Li and Yi 2014; Matisoff and Johnson 2017), regional spillover 
effects (Graziano et al. 2019; Graziano and Gillingham 2015), and urban form constraints 
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(Dharshing 2017). While a large body of work has developed strong theoretical foundations 
for determinants within the first three categories, less work has dedicated itself to exploring 
how urban form is characterized and interpreted in detail in such studies. In the following 
paragraphs, we describe several limitations in the current characterization of urban form in 
solar PV adoption analyses, the implications of this on the current interpretation of results, 
and an alternative means of representing urban form in such analyses. 
4.2.1 Urban form characterizations in solar PV adoption analyses 
Scholars focusing on urban form and rooftop solar adoption currently characterize 
urban form through housing density data or other variables highly correlated with housing 
density. The theoretical basis for quantifying urban form in this manner typically stems 
from two distinct areas: solar rights and rooftop solar suitability. Solar rights refers to the 
legal ability of a resident to install rooftop solar (Kettles 2008). Private or public covenants, 
ordinances, or building codes applicable to a residence may restrict or protect a resident’s 
right to install solar PV, where restrictions tend to be placed on residence types that are 
either multifamily or not owned. Residents of multifamily housing types also incur barriers 
from misaligned benefits and costs between landlords and tenants, even when a resident 
can afford solar, commonly referred to as the split incentive problem (Gillingham et al. 
2012). Because rented, multifamily properties tend to be concentrated in more urban, high-
density areas, researchers have reason to expect higher density areas to have lower solar 
adoption rates, based on lower levels of solar rights. A number of studies have 
quantitatively found this to be the case in the contexts of Californian cities (Hsu 2018), 
Australian cities (Poruschi and Ambrey 2019), the United States (Kwan 2012), and 
Connecticut (Graziano and Gillingham 2015). 
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In contrast to solar rights, a few recent studies have reasoned that areas with lower 
housing density may also be more prone to solar adoption due to their increased rooftop 
solar suitability (Dharshing 2017; Hsu 2018; Poruschi and Ambrey 2019). Rooftop solar 
suitability refers to a building rooftop’s suitability for solar based on its rooftop size, 
orientation, and shadowing from neighboring buildings or obstructions. In contrast to solar 
rights, which entails legal barriers to solar adoption, rooftop solar suitability is more 
relevant to the actual structure of the built environment. High rooftop solar suitability is 
indicative of urban forms designed in a way (whether intentional or not) that make solar 
PV systems more financially viable. In the context of this study, rooftop solar suitability is 
distinct from solar radiation; a neighborhood in Philadelphia may have the same rooftop 
solar suitability as a neighborhood in Florida, given a similar urban form. The combination 
of rooftop solar suitability, solar radiation, economic incentives, electricity price, and solar 
system cost compose the financial payback of the system. Rooftop solar suitability 
information is becoming increasingly accessible online and integrated into tools for 
consumers to make more informed decisions, such as Google Project Sunroof (Google 
2020) and Sun Number (“Sun Number” 2020). 
Rooftop solar suitability is in large part dependent on the roof’s continued access 
to sunlight throughout the day. Conflicts and issues arising over solar access are not new, 
and policies for its protection existed long before concerns over solar panel return on 
investments. Originally sought for the purpose of protecting access to daylight, the right to 
sunlight was protected through the ‘ancient lights’ doctrine under English common law, 
which was generally adopted and practiced in the US until 1959 (Bronin 2009). In an effort 
to dissuade curbs in construction and development, a 1959 Florida court case rescinded the 
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applicability of the ‘ancient lights’ doctrine, specifying landowners do not have a legal 
right to the light traversing across the land of their neighbors onto their own property 
(Pfeiffer 1982). Today, except in cases where private easement agreements are made, 
developments are generally not required to consider neighboring rooftop solar suitability 
in their design in the US; residents considering solar may not have enough rooftop solar 
suitability to begin with for the system to be financially viable or may be uncertain about 
their solar exposure in the future, both of which hinder solar adoption. Working under the 
assumption that residences in higher density areas have a higher likelihood of incurring 
shading from neighboring buildings or other obstructions, researchers have again 
suggested and quantitatively supported that higher density areas will have less solar 
adoption due to lower rooftop solar suitability (Hsu 2018; Poruschi and Ambrey 2019).  
A summary of the aforementioned studies and their findings is provided in Table 
1. While the results of such studies have amounted to relatively consistent results—lower 
density areas associated with higher solar adoption—it is less clear why this phenomenon 
is occurring. Research in this area has yet to distinguish between two foundationally 
divergent modes of reasoning, solar rights and rooftop solar suitability, as they are 








Table 11 – Summary of solar adoption research with focus on ‘urban form’ 
Authors 
Scope 
(Granularity) Findings Reasoning 
Kwan, 2012 
(Kwan 2012) 
United States  
(Zip Codes) 
 
- Housing density had a negative 
relationship with PV adoption. 
- More housing units in higher 
density areas, creating less 











- Housing density had a negative 
relationship with  PV adoption. 
- Share of rented homes had a 
negative relationship with PV 
adoption. 
- More split-incentive issues 
for rented housing, which is 








- Housing density had a negative 
relationship with PV adoption. 
- More solar approval 
processes and single-family 
housing in low-density areas 










- Share of apartments had 
negative relationship with PV 
adoption. 
- More split-incentive issues 
for rented apartments 










- Single-family homes had no 
significant relationship with PV 
adoption. 
- Relationship between single-
family homes and solar 










- Housing density had no 
significant relationship with PV 
adoption. 
- Share of rented homes had no 
significant relationship with PV 
adoption. 
- Relationship between 
housing density and solar 
adoption and rented homes 
and solar adoption remains 
unclear 
 
Understanding whether high density areas tend to have limited solar adoption 
because of predominantly solar rights constraints or a combination of solar rights and 
rooftop solar suitability issues, the degree to which each of these factors influences 
adoption, and how these factors stand in contrast to other known determinants of residential 
solar adoption have important implications for solar energy policy and research. If lower 
solar adoption in high density (i.e., urban) areas is being primarily driven by legal 
restrictions in multifamily or rented units, the set of interventions necessary to address 
these barriers are unique and distinct from the interventions needed to address rooftop solar 
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suitability constraints. Previous research has investigated in detail solutions that promote 
solar rights and incentives that address barriers for solar adoption in multi-family contexts 
(Sustainable Energy Roadmap 2016). Meanwhile, the policies and solutions that facilitate 
rooftop solar suitability in high density areas are less clear, likely in part due to our lack of 
understanding regarding the degree to which rooftop solar suitability, or urban form, 
influences solar adoption. For example, it is currently unclear how influential neighboring 
shading is (Xu et al. 2014) and how it may affect solar decision making relative to other 
factors known to influence solar uptake. If a strong relationship exists between rooftop 
solar suitability and solar adoption, this would indicate that the physical structure of a city 
also influences solar decision making and uptake. Identifying this would broaden our 
understanding of solar adoption trends and add more nuance to the previously found 
housing density results by disentangling its confounding effects with solar rights. 
Moreover, knowledge regarding the importance of rooftop solar suitability across our built 
infrastructure can provide important insight for policy strategies and urban design 
guidelines that aim to support new populations and renewable energy integration across 
our cities. However, a major challenge in the literature in discerning the relationship 
between rooftop solar suitability and solar adoption is defining urban form in a way that is 
distinct from housing density.  
4.2.2 Defining urban form through rooftop solar suitability 
Rooftop solar suitability has been studied and defined using more nuanced 
constructs (i.e., beyond housing density) in architecture and engineering domains. Of note, 
these domains have used different terminology to describe similar concepts to rooftop solar 
suitability, using terms such as solar potential or solar access. For clarity and consistency, 
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this paper will continue to refer to these same concepts using the term rooftop solar 
suitability throughout. Scholars have examined how rooftop solar suitability across built 
infrastructure varies in relation to different urban forms, identifying influential factors 
including: building density, building height, building orientation, site coverage, street 
layout, and rooftop areas, as well as other planning conditions (Lobaccaro et al. 2017; 
Sanaieian et al. 2014; Sarralde et al. 2015). While these research efforts started out using 
theoretical urban simulations to optimize rooftop solar suitability (Cheng et al. 2006; 
Hachem et al. 2011), the increase in volume and accessibility of city data (i.e., 3D models, 
satellite imagery, LiDAR data) and computational power has led to emerging research 
efforts to accurately quantify existing and predict future rooftop solar suitability across 
cities around the world (Lobaccaro et al. 2019; Sigrin and Mooney 2018; Zhu et al. 2019). 
In one analysis, researchers quantified rooftop solar suitability across different urban block 
typologies; under the same planning conditions, an increase in 200% rooftop solar 
suitability could be achieved based on different urban block designs (Zhang et al. 2019). 
Likewise, another study found that rooftop solar suitability could increase by 25% for the 
case study of buildings examined (Lobaccaro et al. 2017). Such studies aim to inform 
architects and urban planners of best practices and driving factors for expanding rooftop 
solar suitability in the construction of new neighborhoods or development of existing 
neighborhoods. They also work under the assumption that greater rooftop solar suitability 
will lead to greater solar adoption, although this relationship has yet to be empirically 
investigated. 
The broader research question in this study asks: does urban form impact solar PV 
adoption? We explore this research question by assessing one metric representing urban 
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form, rooftop solar suitability, and examining the relationship between rooftop solar 
suitability and solar PV adoption levels. As areas with more rooftop solar suitability can 
produce more energy from solar PV, improving the financial payback of the system, we 
propose the following hypothesis for this study: 
- Hypothesis: Areas with more rooftop solar suitability will have higher solar PV 
system adoption rates. 
Our analysis seeks to build upon previously published literature in several ways. 
Previous work has relied on measurements of housing density to quantify urban form’s 
impact on solar adoption (Dharshing 2017; Hsu 2018; Poruschi and Ambrey 2019). We 
use measurements of rooftop solar suitability to more directly represent urban form and to 
disentangle the effects of rooftop solar suitability from solar rights. We also quantify the 
influence of rooftop solar suitability in relation to other known factors affecting solar 
adoption (e.g., political leanings, financial incentives, socio-demographics). This 
contextualization informs the importance of rooftop solar suitability relative to other 
factors already documented in the literature. Finally, we connect the conceptualization of 
rooftop solar suitability, as defined in architecture and engineering fields, to solar adoption 
analyses found in policy domains.  
4.3 Methods 
This study considers residential solar PV system counts in the analysis. The 
geographic scope for this analysis is a previously understudied area in terms of solar 
adoption analyses—Metropolitan areas across nine states comprising the Southeastern US: 
Alabama, Arkansas, Florida, Georgia, Louisiana, Mississippi, North Carolina, South 
Carolina, and Tennessee (Figure 1). The cutoff for areas defined as metropolitan follows 
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thresholds set by the US Census (US Census 2019). Regression analysis techniques are 
used to evaluate the hypothesis. In the sections below, the variable of interest, dependent 
variable, and control variables are described first. Following this, the regression modeling 
and validation approach are detailed.  
 
Figure 12 – Study geographic scope includes metropolitan areas in the Southeastern 
US (represented by the blue shaded regions) 
4.3.1 Data 
4.3.1.1 Rooftop solar suitability Data 
The primary variable of interest is the rooftop solar suitability of each census tract. 
Rooftop solar suitability represents the suitability of rooftops for solar energy generation 
(in this study considering only residential rooftops), accounting for infrastructure 
constraints such as rooftop area, tilt, or neighboring shading. In this study, the data for 
rooftop solar suitability was developed by Gagnon et al. and Sigrin and Mooney (Gagnon 
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et al. 2016; Sigrin and Mooney 2018), who computed rooftop solar suitability of each 
census tract, 𝑖, by the equation: 
 𝑅𝑜𝑜𝑓𝑡𝑜𝑝 𝑆𝑜𝑙𝑎𝑟 𝑆𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖
=  
𝐶𝑜𝑢𝑛𝑡 𝑜𝑓 𝑟𝑒𝑠𝑖𝑑𝑒𝑛𝑐𝑒𝑠 𝑠𝑢𝑖𝑡𝑎𝑏𝑙𝑒 𝑓𝑜𝑟 𝑠𝑜𝑙𝑎𝑟𝑖
𝐶𝑜𝑢𝑛𝑡 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑟𝑒𝑠𝑖𝑑𝑒𝑛𝑐𝑒𝑠𝑖
 
(4) 
The numerator, the count of residences suitable for solar, is a function of four 
requirements: roof plane shading, orientation, tilt, and area (Table 2). If any of the four 
requirements were not met, a building was classified as not suitable for solar. For example, 
a south-facing rooftop that was 20 m2 in area, had a 45 degree tilt, but was located in a city 
where it only had 40% illumination during December would be classified as ‘not suitable’. 
Sigrin and Mooney (Gagnon et al. 2016; Sigrin and Mooney 2018) used LIDAR data from 
128 US cities combined with PV-generation modeling to quantify each requirement from 
Table 2. Both single and multifamily buildings are included in the residence count in 
Equation 4. 
Table 12 – Mandatory requirements for rooftop to be considered ‘suitable’ for solar  
(Adapted from Sigrin and Mooney 2018) 
Category Requirement(s) 
Shading 
60% illumination (March, September) 
50% illumination (December) 
70% illumination (June) 
Orientation 
Rooftop surface faces either: E, SE, S, 
SW, or W 
Tilt 
Average surface tilt is less than 60 
degrees 
Minimum Area At least 10 square-meters 
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Importantly, rooftop solar suitability was normalized given a residence’s 
geographic location, and it is not dependent on the level of solar radiation it receives. In 
other words, rooftop solar suitability in this study only accounts for the physical 
infrastructure of the building itself and the effects of neighboring buildings; it does not 
vary based on a building being located in an area with more or less solar radiation (e.g., 
North Carolina vs Florida). This data provides a more nuanced characterization of rooftop 
solar suitability beyond housing density; namely, it contends with the morphology of a 
building’s surrounding environment and its individual roofing characteristics. A summary 
of the distribution of the rooftop solar suitability across residential rooftops is provided in 
Figure 2 (distributions by state can be referred to in the Supplementary Files S1). 
 
Figure 13 – Distribution of percent residences suitable for solar by census tract 
4.3.1.2 Solar PV system count data 
The dependent variable for the analysis is the count of residential solar PV systems 
per census tract. This data was obtained from the DeepSolar database, a recently released 
public database containing solar PV array locations throughout the US as of December 
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2017, aggregated by census tract (Yu et al. 2018). The solar PV system counts in DeepSolar 
were detected from satellite imagery using a convolutional neural network deep learning 
framework. This dataset stands in contrast to traditional means of obtaining solar PV data; 
most previous studies have depended on either the US-based Open PV Project or Tracking 
the Sun (Hsu 2018; Kwan 2012; Li and Yi 2014; Lukanov and Krieger 2019), or state or 
country-wide utility programs that collect data during the duration of a particular program 
(Dharshing 2017; Graziano et al. 2019; Poruschi and Ambrey 2019). The Open PV Project 
and Tracking the Sun have thorough documentation of solar systems installations on the 
West Coast and Northeastern US; however, they lack representation in the Southeastern 
US. Currently, such databases have no recorded solar installations in the Southeastern US 
with the exception of Florida. The DeepSolar database overcomes this geographical bias 
by not relying on reporting from state agencies, and while its accuracy may be inhibited by 
other means (e.g., misidentified or overlooked panels), solar system count representation 
is maintained in regions that have been largely overlooked by solar research thus far. A 
summary of the distribution of solar PV systems per census tract is provided in Figure 3 




Figure 14 – Distribution of solar PV systems per census tract 
4.3.1.3 Control variables 
Many demographic, environmental, and policy factors have been consistently 
identified to be associated with solar PV system adoption. Table 3 lists the factors used as 
controls in this analysis, which are in line with variables frequently applied in other 
analyses. The raw data downloaded from respective sources listed in the table was used in 
the analysis, with the exception of the Solar Policy variables. Similar to Crago and 
Chernyakhovskiy (Lasco Crago and Chernyakhovskiy 2017), we accounted for variations 
in solar policies by controlling for the binary presence of solar incentives offered in each 
state. State-level solar policies were recorded from the DSIRE database, and disaggregated 
into six types of policies: cash incentives, property tax incentives, sales tax incentives, tax 
credits, Renewable Portfolio Standards (RPS), and net-metering policies (Matisoff and 
Johnson 2017). If a policy had been enacted during 2017 or prior, the census tracts within 
that state received a one associated with the specific policy type. States that did not enact 
the type of policy as of 2017 received a zero. Policy types were included in the analysis if 
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they had been enacted in at least two states across the sample period to provide adequate 
variation in the policy predictors.   
Table 13 – Control variables used in analysis 
Variable Quantification Source 





Average number of housing units per 
square-meter of land area 
Income (log) Average household income 
Rented housing % housing units rented 
Education (sqrt) % population with a bachelor’s degree 
Political 
Affiliation 
% population Democrat 
Employment % population employed 
Race- White % population White 
Solar Radiation Daily average Watt-hours per m2 
NASA 
(NASA 2008) 




Property tax incentive (binary) 
DSIRE 
(DSIRE 2019) 
Tax credit (binary) 
Net-metering (binary) 
 
4.3.1.4 Data collection and transformation process 
The DeepSolar database contains the data from the ACS and NASA sources 
specified in Table 3. We merged the DeepSolar database with data from the NREL (NREL 
2017; Sigrin and Mooney 2018) and DSIRE (DSIRE 2019) databases based on the 11-digit 
FIPS code. Next, we filtered the data to include only census tracts located within 
Metropolitan Statistical Areas in the Southeastern US, as defined by US Census thresholds 
(US Census 2019). The remaining number of census tracts totaled 11,917. Observations 
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were dropped when null values were present in any of the variables. A total of 973 
observations were dropped, 826 of which were due to a null value for the solar radiation 
data. A total of 10,944 observations remained. All data cleaning and filtering was 
performed using Python 3.7.  
4.3.2 Statistical models 
4.3.2.1 Hypothesis testing 
To investigate the relationship between rooftop solar suitability and solar adoption, 
the following empirical model was designed: 
𝒍𝒐𝒈(𝑷𝑽𝒄𝒐𝒖𝒏𝒕𝒊) = 𝜷𝟎 + 𝜷𝟏𝑹𝒐𝒐𝒇𝒕𝒐𝒑𝑺𝒐𝒍𝒂𝒓𝑺𝒖𝒊𝒕𝒂𝒃𝒊𝒍𝒊𝒕𝒚𝒊 + 𝜷𝟐𝑿𝒊 + 𝜺𝒊 
where 𝑃𝑉𝑐𝑜𝑢𝑛𝑡𝑖 is the number of solar PV systems installed in census tract i; 
𝑅𝑜𝑜𝑓𝑡𝑜𝑝𝑆𝑜𝑙𝑎𝑟𝑆𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖 is the percent of residences suitable for solar in census tract i; 
𝑋𝑖 is a vector of control variables from Table 3 likely to be associated with solar adoption; 
and 𝜀𝑖 is the error term. 
 The response variable, solar PV system count, is a non-negative integer with a 
distribution that is clearly non-Gaussian (Figure 3). Applying OLS regression methods in 
this case is inappropriate as the high number of zeros prevent the transformation of the 
response variable to a more normal distribution, and any negative predictions using this 
approach would have no theoretical basis (i.e., there cannot be negative solar systems 
counts) (O’Hara and Kotze 2010). Count regression models, including Poisson and its 
variants, were considered next. Poisson assumes the variance of the response is 
approximately equal to its mean. In this case, the mean number of solar PV systems counted 
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across all census tracts was 15.6, with a variance of 1857. Thus, the assumptions for 
Poisson regression are not met, and furthermore, over-dispersion is highly evident (Hilbe 
2011). In contrast to Poisson regression, which uses a single term to represent the mean 
and variance, negative binomial regression incorporates a separate parameter for each 
allowing for more flexibility in modeling when the outcome variable is over-dispersed. For 
this reason, we used negative binomial regression to model solar system counts as a 
function of its predictors, which has been applied across several solar adoption analyses 
(Hsu 2018; Kwan 2012; Lasco Crago and Chernyakhovskiy 2017)4.  
 Multi-collinearity was examined between explanatory variables using correlation 
matrices and by computing the Variance Inflation Factor (VIF) for each variable within the 
model. Coefficient p-values below 0.05 were designated as indicating statistical 
significance. Models denoted as containing standardized covariates indicate that all 
continuous covariates were scaled to have a mean of zero and standard deviation of one. 
All statistical analyses were conducted using R Programming language version 3.5.1. 
4.3.2.2 Validation approach 
In the absence of panel data, we employed several tests to assess the robustness of the 
rooftop solar suitability coefficient. First, we observed the coefficient movements as we 
gradually added controls to the negative binomial model. The stability of the coefficient 
across models with varying controls can be an indicator of the coefficient’s sensitivity to 
omitted variable bias. In this assessment, we examined movements in the pseudo R-squared 
 
4 Zero-inflated negative binomial models were also considered; however, they were not used in the analysis 
because of the lack of a strong theoretical basis that two separate processes are generating zero counts.  
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values as we added controls to consider the importance of the controls relative to the 
coefficient stability (Oster 2019). Second, the policy variables were transformed to explore 
rooftop solar suitability sensitivity to alternative quantifications of policy variables. Instead 
of including a binary term for each policy, the policies were aggregated to one variable, 
indicating the total number of state-wide solar policies implemented in each state, similar 
to Kwan (Kwan 2012). Third, quantile regression was implemented to evaluate the rooftop 
solar suitability coefficient sensitivity to varying levels of the response variable. By 
quantifying covariate coefficients against different percentiles of the response variable, 
quantile regression enables a more complete understanding of the association of a covariate 
across the entire distribution of the response variable (Koenker and Hallock 2001). We 
used the quantreg package in R (Koenker 2019) and modeled covariate coefficients by 
setting tau (the sample quantile) in increments of 0.10. We specifically examined 
movements in the rooftop solar suitability coefficient across quantiles.  
4.4 Results 
4.4.1 Hypothesis test results: relationship between rooftop solar suitability and solar 
adoption 
Table 4 contains a list of covariate coefficients and their significance. Standardized 
covariates are provided in the second column to ease comparisons between coefficient 
magnitudes. Rooftop solar suitability was found to be positively and significantly (p-value 
<0.001) associated with solar adoption, enabling the rejection of the null hypothesis. The 
interpretation of negative binomial model results is as follows: the rooftop solar suitability 
coefficient implies that for a one-unit change in rooftop solar suitability, the difference in 
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the log of the expected count of solar PV systems is expected to increase by 4.627. 
Comparing the standardized coefficients, rooftop solar suitability’s association with solar 
adoption (0.666) is slightly lower than that of solar radiation (0.704), and higher than solar 
adoption’s association with the remaining variables, including: population (0.381), housing 
density (0.227), education (0.206), income (0.201), political affiliation (0.164), race (-
0.144), rented housing (0.114), employment (0.065), and electricity rates (0.055).  
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Statistical significance: ***(p < 0.001), **(p < 0.01), *(p < 0.05);  a Variable is binary 
To check for multicollinearity, the maximum variance inflation factor across all the 
variables in the model was 5.3. The average variance inflation factor for the model was 
2.67. In a post-hoc analysis, the regression coefficients were computed using the rate of 
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solar system adoption, as opposed to the solar system count, as the dependent variable. The 
rate of solar system adoption was defined as solar system count per residence count in each 
census tract. To model this with a negative binomial approach, a residence count offset 
term was added to the model and the population term was removed from the model. The 
results can be referred to in the Supplementary Files S3. The coefficient directions and 
significance remained consistent compared to the solar system count model in Table 4.   
4.4.2 Validation results 
The validation approach assessed the stability of the rooftop solar suitability 
coefficient across the choice of covariates, policy representation, and solar adoption 
quantiles. Table S4 in the Supplementary Files contains the rooftop solar suitability 
coefficient when adding groups of covariates. Across all models (columns 1-5), rooftop 
solar suitability remains positively and significantly (p-value <0.001) associated with solar 
adoption. Its coefficient magnitude is consistently equal to or greater than the majority of 
controls across the model. The model containing the alternative representation of policy 
variables (column 5) also gives consistent coefficient results regarding rooftop solar 
suitability.  
The results of the quantile regression are presented in Figure 4. Each point 
represents the value of the coefficient at a certain quantile, with the vertical bar representing 
the standard error for the coefficient. No coefficient exists for the 0.1 and 0.2 quantile as 
all dependent values are zero. Rooftop solar suitability remains statistically significant and 
positive for all remaining quantiles. The standard error tends to increase at higher quantiles, 
which is expected given the variance of the outcome variable increases at higher quantiles.  
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Figure 15 – Rooftop solar suitability coefficient values across varying quantiles of 
solar adoption 
4.5 Discussion 
The results of this study show a positive and significant association between rooftop 
solar suitability and solar adoption. This provides evidence to reject the null hypothesis, 
and indicates that census tracts with more residential rooftop solar suitability tend to have 
greater residential solar adoption in the Southeastern US. While these findings may be 
intuitive, solar adoption analyses have largely lacked incorporation of rooftop solar 
suitability metrics, or other direct measures of urban form. Instead, considerations of urban 
form have relied almost entirely on housing density metrics (Hsu 2018; Poruschi and 
Ambrey 2019). Solar adoption analyses have theorized urban form structure to be an 
important influencer of solar adoption (Dharshing 2017), yet discerning meaning from 
housing density metrics is convoluted; housing density contains clear confounding factors 
unrelated to urban form. The most prominent of these is the impact of solar rights (i.e., 
areas with less housing density have more single-family, owned homes). Thus far, research 
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has yet to examine how the built infrastructure of a city may be correlated with solar 
adoption decisions in a way that is disentangled from solar rights. The results of this study 
contribute to solar adoption literature by using a more direct measure for the shape of built 
infrastructure, rooftop solar suitability, and connecting this with solar adoption while 
controlling for other explanatory factors.  
 Part of the reason more direct metrics for urban form, such as rooftop solar 
suitability, have not been integrated into solar adoption analyses is the lack of 
comprehensive and consistently measured data on the built environment. Scholars in 
engineering and architecture domains have attempted to quantify rooftop solar suitability 
for decades (Cheng et al. 2006; Hachem et al. 2011) with data based on theoretical models, 
which lacked empirical metrics for real cities. In more recent years, this data has become 
more accessible across large geographic scales with high granularity in real environments 
(Lobaccaro et al. 2019; Sigrin and Mooney 2018; Zhu et al. 2019). Yet, incorporation of 
rooftop solar suitability data into solar adoption analyses is far from common practice. This 
is especially poignant as our findings show rooftop solar suitability has a similar magnitude 
of association with solar adoption (0.556) compared to other fundamental inputs into solar 
modeling, such as solar radiation (0.640). Furthermore, the application of these new data 
sources (Sigrin and Mooney 2018; Yu et al. 2018) enabled a more up-to-date analysis 
through 20175 in a context where empirical studies are nearly non-existent, the 
Southeastern US.  
 
5 Of the studies providing the basis of the literature review in this study, four studies had data through 2013 
(Dharshing 2017; Graziano et al. 2019; Graziano and Gillingham 2015; Hsu 2018), one had data through 
2010 (Kwan 2012), and one had data through 2016 (Poruschi and Ambrey 2019). 
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While these results cannot be interpreted as a causal link, it is encouraging that the 
covariate results were largely coherent with previous assessments. For example, increases 
in a census tract’s population (Hsu 2018), solar radiation (Dharshing 2017), income 
(Poruschi and Ambrey 2019), education (Hsu 2018; Kwan 2012), democratic political 
affiliation (Kwan 2012), and electricity price (Hsu 2018; Kwan 2012) have all been found 
to be significantly associated with an increase in solar adoption, which also aligns with 
intuitive expectations. Housing density was significantly and positively correlated with 
adoption, when controlling for rooftop solar suitability and rented housing. This stands in 
contrast to the many studies that find housing density, or its proxies, to be negatively 
correlated with adoption (Graziano and Gillingham 2015; Hsu 2018; Kwan 2012; Poruschi 
and Ambrey 2019) or have no significant correlation (Dharshing 2017; Graziano et al. 
2019). It has been theorized that housing density is correlated with multiple competing 
factors—namely rooftop suitability for solar, solar rights, and peer effects (Dharshing 
2017). With rooftop suitability and solar rights controlled for, we suggest that the positive 
coefficient is capturing mainly peer effects, where solar technologies are theorized to be 
more likely to be adopted by consumers with proximal neighbors who adopt solar 
(Dharshing 2017; Graziano and Gillingham 2015). In addition, local solar initiatives such 
as Solarize programs were not accounted for in this analysis, but tend to be located in 
cities—where housing densities are higher. The positive relationship between housing 
density and adoption may also be a reflection of local solar initiatives concentrated higher 
density areas.  
Some variables presented more nuanced findings. The percentage of people 
identifying as white in a census tract had a significant and negative relationship with solar 
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adoption. Of the few studies that have considered racial identities in analyzing solar 
adoption trends, most have found lower levels of solar adoption in areas with higher levels 
of people identifying as belonging to an ethnic or racial minority group (Bollinger and 
Gillingham 2012; Graziano et al. 2019; Sunter et al. 2019). These studies have been 
conducted in the context of Connecticut (Graziano et al. 2019), California (Bollinger and 
Gillingham 2012), and across the US (Sunter et al. 2019). The alternative trend found in 
this study may be a result of the new geographical context under consideration. To examine 
this phenomenon in greater detail, household-level data is necessary.  Additionally, rented 
housing was found to be positively and significantly associated with solar adoption. This 
stands in contrast to studies that have found a negative relationship between apartments or 
rented housing and solar adoption (Poruschi and Ambrey 2019). These findings have been 
based on the premise that installing solar is often more challenging for those living in a 
multifamily complex and makes less economic sense as a renter. The magnitude of the 
association found in this study is relatively low compared to other covariates. As with all 
analyses with aggregated data, there is potential for different trends to exist at the individual 
level compared to trends at the group level (i.e., the ecological fallacy). In this case, the 
census tracts with higher levels of adoption associated with higher levels of rented housing 
may in fact be due to single family homes within the census tract adopting solar. 
Nonetheless, it is an intriguing finding given that housing density and rooftop solar 
suitability are also controlled for in the model. 
The policy results show a positive and significant relationship between net metering 
and property tax policies and solar adoption, and a negative and non-significant 
relationship between tax credit policies and solar adoption. Our policy metric shortcomings 
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and potential implications are discussed in further detail in the limitations section. In short, 
the impact of policies is coarsely represented, and we express caution in the reliable 
interpretation of their coefficients in terms of shedding light on the actual policy 
effectiveness. The purpose of these metrics is to examine rooftop solar suitability’s 
sensitivity to representations of policy variables. Across models without policy variables, 
with individual policy variables, and with aggregated policy variables (Supplementary 
Files S4), the results for rooftop solar suitability remained positive and highly significant. 
This gives us confidence in the stability of the results and opens avenues to future research 
to move forward with studying this relationship in more detail. 
4.6 Implications 
4.6.1 Policy implications 
Our findings, and future efforts examining urban form and solar adoption, have 
important implications for cities promoting solar adoption and renewable energy uptake. 
The results suggest there is the potential to increase and promote solar adoption, or 
conversely the risk of retracting it, as our infrastructure is adapted, infilled, and evolved to 
meet future needs. Greater attention to the dependencies between infrastructure systems, 
for example how densification may compromise rooftop solar suitability, is needed by 
designers, planners, and engineers. Such disciplines should have the technical background 
to assess the rooftop solar suitability across a network of buildings, develop innovative 
design solutions for maintaining rooftop solar suitability, and critically examine trade-offs 
in achieving rooftop solar suitability versus other sustainability pursuits. Coordinated 
approaches to rooftop solar suitability will also require involvement and support from local 
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or state governments. Rooftop solar suitability is composed of multiple design factors (i.e., 
shading, tilt, orientation, and rooftop area), which policies could more directly address. 
There are a number of pathways that have been used for promoting rooftop solar suitability 
at the local level, primarily: zoning rules, access permits, and easements (SF Environment 
2012), with varying degrees of protections for solar adopters or property restrictions for 
solar neighbors. A natural avenue for future research is to identify the policies that are most 
effective at increasing rooftop solar suitability. In adopting rooftop solar suitability policies 
and integrating rooftop solar suitability into design guidelines, we are careful to not imply 
that a single urban form structure exists that will optimize rooftop solar suitability. 
Strategies will be highly dependent on the existing urban morphologies, as well as the 
norms and desires of a community.  
4.6.2 Broader research implications 
More broadly, this study aims to connect disciplines that have complementary 
pursuits but are traditionally siloed, which previous research has called for (Sovacool 
2014); in this case, we explicitly draw new links between computational analytics in 
engineering and architecture disciplines and solar adoption methodologies in public policy 
and social science domains. This process has expanded insights at the intersection of solar 
adoption analyses and built infrastructure systems. While solar adoption analyses tend to 
focus on adopter characteristics and available economic incentives (Schelly 2014), city 
infrastructural constraints—or opportunities—and their potential influence on solar 
decisions is less understood. Infrastructure, as determined by built environment policy, is 
long-lasting. Studying interactions and unforeseen outcomes between the shape of the built 
environment and available climate change solutions has been brought to attention by 
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scholars in recent years as a pressing research area that is under-addressed (Creutzig et al. 
2016). In the context of city infrastructure and solar PV, infrastructure densification has 
become a prominent strategy for cities as they evolve to accommodate new populations 
and foster sustainable urban planning (e.g., transit-oriented development). Densification 
resulting from urban growth in cities will likely increase shading from neighboring 
buildings, blocking the financial viability for many potential solar PV systems. 
Compounding this barrier to adoption is the risk consumers take on when installing a solar 
PV system that may be shaded by future developments, as the right to sunlight is not 
protected in most jurisdictions. Prior to this study, the importance of urban form on solar 
decision making lacked in-depth exploration. This study takes a step to build our 
understanding of the connection between urban form design and one major climate change 
solutions area—solar PV adoption. While we express caution in interpreting these results 
as definitive, the positive and significant correlation found between rooftop solar suitability 
and solar adoption is a new and notable relationship, and provides a foundation for future 
work to explore this phenomenon further. 
4.7 Limitations and future research 
The primary limitation of this study is that the solar panel adoption and rooftop 
solar suitability data do not contain information for each census tract across different time 
periods. Endogeneity bias from omitted explanatory variables that are correlated with the 
covariates is likely to be present due to the inability to explore intra-census tract variations. 
The study does evaluate the stability of the coefficient of interest by intentionally removing 
control variables and evaluating its value at varying quantiles of the response variable. In 
both scenarios, it is reassuring that the results for the rooftop solar suitability coefficient 
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remained consistent. We do not seek to claim that results demonstrate a causal relationship 
between rooftop solar suitability and solar adoption; rather, the study seeks to draw 
connections between two related fields and establish new evidence for future research to 
build upon with additional robustness checks. One area for future work is to collect time 
varying solar PV adoption data by implementing open source algorithms such as the 
DeepSolar deep learning algorithm (Yu et al. 2018) on historic and current satellite 
imagery. Google Project Sunroof’s (Google 2020) database may also be a fruitful data 
source for both solar PV adoption and rooftop solar suitability data, depending on if it is 
periodically updated with new data. As of the writing of this paper, Google Project Sunroof 
does not release this data at multiple time periods.  
The analysis could also benefit from incorporation of policy information that 
quantifies the magnitude of each policy, as well as local or sub-statewide policies. While 
inclusion of these more detailed metrics will likely change the value of rooftop solar 
suitability’s coefficient, we do not expect the sensitivity of the coefficient to be sufficiently 
extreme to change the significant findings of this coefficient. The addition of policy 
variables in the analysis did not substantially change the magnitude of the coefficient of 
interest, or its significance. Future studies may also consider conducting a similar analysis 
across a smaller geographic region to capture deviations in local level policy incentives 
across census tracts. The Southeastern US has a specific context for solar adoption; 
conducting this analysis in different geographic, infrastructural, and political contexts may 
yield interesting and alternative insights. There is also potential to add interactions terms 
representing interactions between different policy types to represent policy mechanisms 
with greater nuance. We tested models including interactions between policy variables, 
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however these interactions did not meaningfully change the results for the rooftop solar 
suitability coefficient. 
Finally, given urban form likely has an impact on solar adoption, a natural extension 
of this analysis is examining the policies that shape urban form to be more or less suitable 
for solar. A region’s rooftop solar suitability ultimately depends upon the policies, zoning, 
and building codes that dictate the design of its infrastructure and access to sunlight. It 
would be informative for future studies to examine drivers of rooftop solar suitability from 
a policy perspective. A potentially interesting consideration in this research direction 
would be consideration of soft costs, which are a known barrier to solar adoption (Hsu 
2018). Some rooftop solar suitability policies may be time-consuming, such as negotiating 
assurances to access sunlight through an easement, which in effect could limit the ability 
of residents to take advantage of a policy even if it is enacted.  
4.8 Conclusion 
Urban forms, as determined through built environment policy, are long-lasting. As 
cities adapt their infrastructure systems to become more livable, sustainable, and resilient, 
it will be important to understand the secondary impacts of such changes. This paper 
examines the relationship between different urban forms and solar PV adoption to identify 
if and how changing urban forms can encourage or detract from the viability of solar PV 
systems in the future for cities. Solar adoption analyses have predominantly concentrated 
on how adopter characteristics, available incentives, and regional spillover effects are 
associated with adoption. While such analyses have considered the impact of urban form, 
they have lacked a deeper reflection on how urban form was characterized, leading to 
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unclear implications of their findings. Inspired by recent progress in engineering and 
architectural disciplines to develop rooftop solar suitability information, we apply this new 
data to more directly assess the relationship between urban form and solar PV adoption in 
metropolitan areas in the Southeastern US. The results show a positive and significant 
relationship between rooftop solar suitability and solar PV adoption. This insight draws 
previously unexplored connections between solar adoption analyses and engineering 
computational work, and provides a basis upon which future studies can build at the 
intersection of these two areas. Improving our cities will require greater understanding of 
the dependencies between our infrastructure systems and trade-offs between best practices. 
The results of this study provide a crucial empirical foundation in furthering this 
understanding in the pursuit of sustainable and resilient cities.  
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CHAPTER 5. CONTRIBUTIONS 
Across my doctoral research, I led efforts at the intersection of energy data 
analytics, human-computer interaction, and public policy analysis to transform new forms 
of community energy data to be more understandable, engaging, and actionable to specific 
stakeholders. As data-driven, community-scale sustainability initiatives continue to attract 
attention, evaluating methods seeking to improve the usability of the myriad of data sources 
will become increasingly important (Zhou et al. 2016).  
To this end, I began my doctoral research with an examination of the use of 
electricity information extracted from advanced metering infrastructure (AMI) installed 
across the Georgia Tech campus’ buildings. Using building energy analytics methods, I 
developed new metrics geared towards informing retrofit decision making for building 
portfolio owners and municipalities. Expanding on the usability of this data analytics 
approach, my next study concentrated on the visualization of this same campus-scale 
energy data. I developed a mobile application that transformed building energy 
consumption and production data into a visual interface and studied its potential to engage 
Georgia Tech community members.  The final study took a broader approach and studied 
energy decision making at the urban-scale. The analysis drew from literature in both public 
policy and computational engineering/architecture domains to examine relationships 
between solar PV uptake and built infrastructure form. The results of this analysis are 
geared towards urban planners to better inform how the design of the built environment 
may impact the viability of clean energy resources. In the following sections, the 
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contributions of each study and opportunities for future research based on this study are 
discussed.  
5.1 Temporally segmented building energy benchmarks 
I began my research by reviewing current trends in building energy benchmarking 
and smart meter analytics. While building energy benchmarking studies in recent years 
have focused on applying new statistical and machine learning techniques to improve 
annual benchmark accuracies, little work in this area has focused on integrating more 
detailed energy data, such as smart meter information (Buck and Young 2007; Kavousian 
and Rajagopal 2014; Zhang et al. 2015). Smart meters are gaining prevalence across the 
commercial building sector (EIA 2018); entities from building portfolio owners to 
municipalities with access to this information have potential to make more responsive and 
contextual energy management decisions if this data can be transformed into actionable 
metrics. In this analysis I leveraged smart meter electricity data for buildings across 
Georgia Tech’s campus and applied regression-based benchmarking techniques to develop 
a metric I refer to as temporally segmented building energy benchmarks. These new 
metrics have several academic and practical contributions.  
While metrics comparable to temporally segmented building energy benchmarks 
have been calculated in previous works (ElYamany et al. 2017; Roth and Jain 2018), they 
were not the focus of these analyses, and had not been statistically compared to a control 
group. The hypotheses conducted in this analysis involved comparing distributions of 
temporally segmented and non-temporally segmented benchmarks (i.e., conventional 
energy benchmarks), and the results showed statistically significant differences between 
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the two for the majority of buildings and temporal periods studied. These results contribute 
to the building energy benchmarking literature by implementing a robust statistical 
evaluation that quantifies differences between temporally segmented benchmarks and a 
control group. These differences are indicative that temporally segmented building energy 
benchmarks can enlighten additional information about building operations that was 
previously unknown.   
This study also draws new connections between building energy benchmarking 
(ElYamany et al. 2017; Francisco et al. 2018a; Roth and Jain 2018) and smart meter 
analytics fields (Wang et al. 2018)—both domains of which are working towards 
improving building energy management decisions to increase the energy efficiency of the 
built environment. The results demonstrate that temporally segmented building energy 
benchmarks can show previously masked periods of inefficiencies. Practically, the results 
can be used for both: (1) identification and prioritization of specific retrofit strategies, and 
(2) near-time building energy management. For example, addressing building 
inefficiencies during time periods such as summer-peak periods and non-operating hours 
likely requires different retrofit approaches. Differentiating between building energy 
efficiencies during strategic time periods such as these can help building portfolio 
managers and municipalities prioritize which building(s) should receive an air-conditioner 
upgrade first, for example, to achieve the greatest energy savings. In addition, computing 
building energy benchmarks on a more granular basis can help enable quick identification 
of deviations in a building’s performance, in the context of how the rest of the buildings in 
a community are performing. Of interest to building owners and cities is reducing energy 
use, optimizing allocation of resources, and making responsive and contextual decisions. 
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Temporally segmented building energy benchmarks are one option to help strive towards 
achieving these goals.  
Looking ahead to future research in this area, a natural extension of this research 
effort is further validating temporally segmented building energy benchmarks by observing 
changes before and after a building retrofit. Ample research questions could be asked 
through these observations such as: Does building energy efficiency increase after an 
energy retrofit is implemented? Does improvement in energy efficiency occur during 
particular time periods? How does the type of retrofit affect these results? Are there 
implications for demand-side management based on the time periods when efficiencies are 
realized? This endeavor is being partly explored by another researcher in the lab; however, 
a major challenge in developing answers to these questions is collecting retrofit 
information consistently and having a large enough sample size of buildings with similar 
retrofits. In addition, the robustness of the developed benchmarks could be examined by 
applying different benchmarking methodologies, such as those with machine learning 
approaches. Similar strategies have been used to assess the validity of conventional 
building energy benchmarks (Li et al. 2014).   
5.2 Community-scale energy feedback systems 
Following the energy benchmarking approach to further the utility of campus 
energy information, the next step in my research involved assessing approaches for 
visualizing and engaging the public with the same energy data. City and community 
policies are increasingly requiring the public reporting of commercial building energy 
information (Institute for Market Transformation 2019). This data has potential to make 
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the energy performance of buildings across communities more transparent, when 
historically information on buildings’ energy impact—and embedded in this—peoples’   
energy impact on a community, has been notoriously invisible. Researchers have 
extensively pointed to the importance of mobilizing people to take action, in conjunction 
with institutional actions, in adopting less energy-intensive lifestyles (Bomberg and 
McEwen 2012; Schot et al. 2016). While various dashboards and web-based platforms 
have visualized incoming public community energy data, these platforms have been 
primarily developed for use by entities in the real-estate sector or those with the capital and 
resources to make sense of the data (Gulbinas and Jain 2016; Kontokosta and Tull 2015). 
It is important to understand how citizens respond to having access to this data and explore 
potential uses of this information. To contribute to this effort, this study investigates 
transforming community-scale energy data, which is becoming increasingly available 
across communities, into a form that is more usable, engaging, and actionable to 
community members.  
The developed application is a mobile application integrating Georgia Tech’s 
building energy consumption and production data, presented in the context of Georgia 
Tech’s community-wide current performance and future goals. The design and validation 
of the developed systems contributes to the literature in several ways. First, it builds on 
previous building energy feedback systems by expanding energy feedback to the 
community scale. Several prior energy feedback studies have suggested the potential of 
community-scale energy feedback to further engage users (Geelen et al. 2013; Pierce and 
Paulos 2012b), and several studies have integrated elements of community-based 
communication and neighborhood maps within energy feedback (Burchell et al. 2016; 
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Gupta et al. 2017). The documented framework and open-source code for this application 
builds on this work by drawing on successful features documented in the energy feedback 
literature, integrated these functionalities into the application, and broadening the data 
represented to the community scale. The new community-based features which add context 
to the energy information include integration of campus energy sources, inclusion of 
community goals, representation of community-wide performance, and connection of 
energy data to the physical infrastructure of a community. 
Secondly, thinking aloud procedures were applied in the evaluation of the 
application, which have been used effectively for prototype evaluation in the field of 
human-computer interaction for decades (Nielsen 1994). Engaging potential prospective 
users during the design stage of an interface is critical yet often overlooked step in the 
development of energy technologies. It has been well documented how interfaces designed 
for the designer, rather than the intended user, can substantially impact of effectiveness of 
the technology during implementation (Geelen et al. 2013; Skjølsvold and Lindkvist 2015). 
In response to this gap, the evaluation procedure conducted engaged users with a prototype 
of a relatively novel interface, community energy feedback, to gather perspectives of the 
interface and the community energy data in general.  
The thinking aloud evaluation procedure identified people’s initial reactions to 
having access to community energy data and prompted several areas for future research. 
As a whole, the observation and survey results indicated there was a high interest among 
most participants in having access to community energy data across different geographic 
scales (i.e., the Georgia Tech campus, the neighborhood, and the city level). Thus, it would 
be fruitful for future studies to implement and study community scale energy feedback 
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systems beyond the university campus scale. The results of this study provide an important 
basis for future research to extend this application to new scales and test user engagement 
in various environments. While the developed community-scale energy feedback system 
has the potential to improve community understanding of and engagement with energy 
issues, the application has yet to incorporate of action-oriented elements. Directly linking 
information to action is important for behavior change (Jensen 2010), and future areas of 
research expanding the development of these systems should work to include action 
elements. Elements could be personalized to one’s own community, such as with specific 
upcoming energy events, as well as support social engagement and connection.  
5.3 Dependencies between infrastructure and solar adoption 
In a final study, I took a broader approach in examining energy trends at the urban-
scale. Specifically, I investigated the relationship between renewable energy adoption in 
cities and the design of city infrastructure. Many urban environments have committed to 
clean energy goals, with solar PV often presented as a viable option in helping achieve a 
large part of this vision (SierraClub 2019). Rooftop solar PV is reliant on building 
infrastructure to be installed and perform efficiently; shading from densification, new 
developments, and evolving urban designs have potential to restrict solar PV adoption 
through limiting existing building rooftop access to solar and increasing the risk of a solar 
system being obstructed in the future. While solar PV adoption analyses in the public policy 
and social science domains have studied a myriad of factors that are theorized to affect 
solar adoption (e.g., financial incentives, adopter attitudes, peer effects), built infrastructure 
is often omitted in such analyses, or is characterized in such a way that is difficult to draw 
meaning from the results. This study extends solar adoption literature by expanding on the 
 119 
theoretical basis for including built infrastructure as a factor associated with solar adoption, 
characterizing the built environment with a more direct metric, and quantifying the 
relationship between this metric and solar adoption.   
The paper expands on the definition of the built environment in solar adoption 
analyses and theoretical foundations for including this metric. I discuss the limitations of 
using housing density to represent the built environment by differentiating between two 
foundationally divergent factors that are both embedded with housing density metrics: solar 
rights issues and rooftop solar suitability. Inspired by the extensive work conducted in 
computational engineering and architecture domains to quantify city rooftop solar 
suitability (Lobaccaro et al. 2019; Sigrin and Mooney 2018), I introduce rooftop solar 
suitability as a metric in solar PV adoption modeling. The results show that rooftop solar 
suitability is significantly associated with solar PV adoption across metropolitan regions in 
the Southeast US, while controlling for other variables commonly associated with solar 
adoption. Current solar adoption analyses tend to focus on the importance of social or 
financial factors in influencing solar PV adoption (Schelly 2014). This finding suggests 
that rooftop solar suitability, or more broadly, urban form, may also be an important factor 
to consider in solar PV modeling and is currently overlooked.  
Scholars have brought attention to in recent years the importance of studying 
interactions and unforeseen outcomes between the built infrastructure systems and 
available climate change solutions (Creutzig et al. 2016). This study seeks to contribute to 
this call by examining dependencies between renewable energy infrastructure (i.e., solar 
PV systems) and the urban forms they depend upon (i.e., rooftop solar suitability). This is 
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a first step in understanding the relationship between urban forms and one major solution 
cities are looking towards as they  
The results of this study provide a basis for a multitude of research opportunities. 
The findings establish an interesting link between rooftop solar suitability and solar 
adoption. As more data is released on rooftop solar suitability (Sigrin and Mooney 2018; 
Yu et al. 2018) or as existing algorithms are applied on high-resolution historic satellite 
imagery (Google 2020), additional analyses can be conducted that include intra-census 
tract temporal variation in solar adoption and rooftop solar suitability. Such an approach 
can enable causal links between urban form and solar adoption to be examined. 
Additionally, there are many alternative ways of representing urban form beyond rooftop 
solar suitability. Future analyses could define urban form using alternative metrics, which 
may provide additional insights regarding the relationship between urban form and 
renewable energy adoption. Finally, a natural avenue for future research from a policy 
standpoint is to examine the built environment policies that impact rooftop solar suitability. 
Ultimately, variations in rooftop solar suitability will depend upon built environment 
policy; the link between rooftop solar suitability and solar PV adoption provided in this 
study gives impetus for future research to study the policies that have the greatest impact 
on rooftop solar suitability.   
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CHAPTER 6. CONCLUSION 
City and community level initiatives offer promising contexts for sustainability 
agendas. As local initiatives aimed at reducing carbon emissions rise, and sensors become 
more affordable and ubiquitous across community infrastructure, the potential of data to 
aid decision making has become a prominent focus, particularly in the building sector. The 
fields of urban informatics, energy data analytics, and computational sciences are growing 
immensely with the influx of new ways to collect data on built infrastructure and people. 
Across my dissertation research, each study contains a new approach for transforming an 
emerging source of data into more understandable, engaging, and actionable information 
for specific stakeholders. These studies draw on principles from data science, user-centered 
design, and public policy to develop new directions for fields aiming to reduce buildings’ 
reliance on fossil-fuels and create sustainable built infrastructure. Continued connections 
drawn between these areas are likely to foster unique insights, encourage participation and 





APPENDIX A. ADDITIONAL FIGURES AND TABLES 
 
Figure 16 – Explanatory Variable Distributions.  
Each histogram displays the distribution of each explanatory variable input into the 





Figure 17 – Adjusted R-squared Values for Regression Models across all Temporal 
Periods.  
















Figure 18 – Significant Regression Coefficient Distributions for All Regression Model 
Independent Variables.  
For each density plot, a line represents the distribution of regression coefficients used to 
benchmark energy consumption for each day during a temporal period in a probability 
density function. Only significant regression coefficients are included in the density plots. 









Figure 19 – Distribution of rooftop solar suitability by state 
 
 
Figure 20 – Count of solar PV systems installed per census tract, by state 
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Statistical significance: ***(p < 0.001), **(p < 0.01), *(p < 0.05);  a Variable is binary 
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Table 16 – Standardized coefficient results for models without policy variables, with 











































































































































   
1.197*** 
(0.035)  
Tax credit policya 




    
0.249*** 
(0.015) 
Statistical significance: ***(p < 0.001), **(p < 0.01), *(p < 0.05);  a Variable is binary 
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