Abstract. In this article, we prove an extension of mean value theorem and a comparison theorem for subharmonic functions. These theorems are used to answer the question whether we can conclude u = v everywhere on a surface if u = v almost everywhere on that surface with respect to surface measure, where u and v are subharmonic functions. We prove that this question is true in the case of hypersurfaces, but false in the case of general surfaces by constructing a counterexample. We also apply these results to Ahlfors-David sets and Hausdorff measure to obtain some results. And by densities of a measure, we give other versions of main results.
Introduction
Thoughout this note, we always assume that Ω is a domain of R n (n ≥ 2) and denote by B(x, r) and B(x, r) respectively the open ball and closed ball of center x, radius r in R n , where x ∈ Ω, r > 0. The letter λ and σ will be used to denote respectively the Lebesgue measure and the surface measure in any dimension and on any surface; the context will always clarify their domains of definition. Following [4] , we introduce the subharmonic function on Ω. Let u : Ω −→ [−∞, +∞) be an upper semicontinuous function which is not identically −∞. Such a function u is said to be subharmonic if for every relatively compact open subset G of Ω and every function h ∈ H(G) ∩ C(Ḡ), the following implication is true:
where H(G) is set of all harmonic functions on G and C(Ḡ) is set of all continuous functions onḠ. In this case, we write u ∈ SH(Ω). Following [1] , [3] , [4] , it is wellknown that: Let Ω be a domain in R n (n ≥ 2) and u, v ∈ SH(Ω). Suppose that u = v almost everywhere on Ω with respect to the Lebesgue measure. Then u = v on Ω. Our work focuses on extending the above result by considering the comparision of two subharmonic functions on a Borel set, with respect to a Borel measure that satisfies some conditions. Firstly, we introduce our first result: Main Theorem 1. (Extension of mean value theorem) Let Ω be a domain in R n (n ≥ 2), u ∈ SH(Ω) 
for ǫ small enough. Suppose that there exist a positive Borel measure µ, real numbers k > n − 2, A, B > 0, ǫ 0 > 0 and N ⊂ K that satisfy these followings:
There are many functions h : [0, +∞) → [0, +∞) such that there are real numbers M > 0, p > 1 that satisfy
for ǫ small enough such as h(t) = t k or h(t) = t k | log t| where k > n − 2. Secondly, these results are used to answer the question whether we can conclude u = v everywhere on a surface if u = v almost everywhere on that surface with respect to surface measure, where u and v are subharmonic functions. We prove that this statement is true in the case of hypersurface, but not true in the case of general surface by constructing a counterexample. Next, we apply these main results to Ahlfors-David regular sets which have been investigated in different sitiuations such as in connection with some function spaces or in complex and harmonic analysis. Finally, we can reduce the assumption of main theorems and give other versions of them by using densities of a measure.
Preliminaries
Firstly, we recall the Riesz Decomposition Theorem (see also [4] , [7] ):
on U where ν = ∆u| U and h ∈ H(U ).
And if n > 3, we can decompose u as
Secondly, following [5] , we also recall a theorem which will be used in proving:
Theorem 2.2. Let µ be a Borel measure and f be a non-negative Borel function on a separable metric space X. Then
Next, we recall the notion of k-dimensional Hausdorff measure (see also [5] ). Let A ⊂ Ω, define:
where d(E) is the diameter of E:
The k-dimensional Hausdorff measure of A, denoted by H k (A):
Following [2] , [6] and [8] , a subset E of R n is said to be Ahlfors-David regular with dimension k if it is closed and if there is a constant C 0 > 0 such that
for all x ∈ E and R > 0.
Following [5] , we recall the notaion of the upper and lower densities of a Radon measure. Let 0 ≤ s < ∞ and let η be a measure on R n , the upper and lower s-densities of η at x ∈ R n are defined by
For a Borel measure η on R n and a Borel set K, we define:
then η K is also a Borel measure on R n .
proof of main results
Firstly, we prove the first main result. 
for ǫ small enough. Suppose that there exist a Borel measure µ, real numbers k > n − 2, A, B > 0 and ǫ 0 > 0 that satisfy these followings:
Without loss of generality, we can assume that 0 ∈ K and only need to prove the theorem in the case x 0 = 0 by considering the limit when ǫ < ǫ 0 4(p+1) . Moreover, we can assume that the inequality in the condition of h holds for ǫ ≤ ǫ 0 . To simplify the notation, we set:
Proof in the case n=2. We will show that:
Now we can suppose that u(0) > −∞. Since the problem is a local problem, so we can assume that B(0,
u(x) = 1 2π
on B(0, ) and h is harmonic on B(0, 1 2 ). We show that:
We set
Step 1: We show that
pointwise for all w = 0. Since u ∈ SH(Ω), ν is a positive measure on B(0,
Hence, 2 ) with respect to ν.
Step 2: We will show that f ǫ (w) is bounded by intergrable functions with respect to µ. Obviously, f ǫ (w) ≤ 0. About lower bound, we prove that there exist constants P, Q such that
2 ) {0} and ǫ > 0 small enough. We consider two cases: Case 1: |w| > pǫ, obviously:
Case 2: |w| ≤ pǫ. We have:
where α(ǫ) = − log(|w| + ǫ). For all 0 ≤ t ≤ α(ǫ), we have B(0, ǫ) ⊂ B(w, e −t ). Consequently,
where w 0 ∈ K ∩ B(w, 2e −t ). By the assumption of the theorem and 4e −t ≤ 4(|w| + ǫ) ≤ 4(p + 1)ǫ ≤ ǫ 0 , we have
the last inequality is deduced from the assumption of h. Conclusion: There exist constants P, Q such that
for all w ∈ B(0, 1 2 ) {0} and ǫ > 0 small enough. Now from Step 1, Step 2 and Lebesgue's Dominated Convergence Theorem, we have:
By the definition of f ǫ and Fubini's theorem:
log |x − w|dν(w)dµ(x).
This implies
Proof in the case n ≥ 3. We will show that:
Hence,
Now we can suppose that u(0) > −∞. Since this problem is a local problem, we can assume that the unit ball B(0, 1) ⋐ Ω,. By Riesz Decomposition Theorem, we can decompose u as
on B(0, 1) where ν = ∆u| B(0,1) and h ∈ H(B(0, 1)). Therefore, we only need to show that
almost everywhere on B(0, 1) with respect to ν. Indeed, we have
pointwise for all w = 0. Since u ∈ SH(Ω), ν is a positive measure on B(0, 1). For 0 < δ < 1:
|w| n−2 almost everywhere on B(0, 1) with respect to ν.
Step 2: We will show that g ǫ (w) is bounded by intergrable functions with respect to ν. Obviously, g ǫ (w) ≤ 0. About lower bound, we will prove that there exists a constant P such that
for all w ∈ B(0, 1) {0} and ǫ small enough. We consider two cases: Case 1: |w| > pǫ, it is easy to check that
Case 2: |w| ≤ pǫ, we have
). By the assumption of the theorem and
the fifth inequality follows from the assumption of h and the last one is deduced from |w| ≤ pǫ. Conclusion: There exists a constant P such that
for all w ∈ B(0, 1) {0} and ǫ small enough. From Step 1, Step 2 and Lebesgue's Dominated Convergence Theorem, we have:
Now by the definition of g ǫ and Fubini's theorem:
Using the extension of mean value theorem, we now can prove the second main result. 
for ǫ small enough. Suppose that there exist a Borel measure µ, real numbers k > n − 2, A, B > 0, ǫ 0 > 0 and N ⊂ K that satisfy these followings:
We can assume that 0 ∈ K and we only need to show that u(0) ≥ v(0).
Proof. Following Theorem 3.1, we have
Since u ≥ v almost everywhere on K ǫ with respect to µ, we have
for ǫ > 0 small enough. Letting ǫ → 0, we obtain u(0) ≥ v(0). Remark 3.3. The Theorem 3.2 remains true if we only assume that u is an upper semicontinuous function, instead of a subharmonic function on Ω. Indeed, by upper semicontinuity of u, we have:
Some Consequences and a counterexample
Now we apply the main results in the case that k = n − 1, K is a hypersurface, µ is the surface measure on K and h(t) = t n−1 , we obtain these corollaries as direct consequences:
Corollary 4.1. Let Ω be a domain in R n (n ≥ 2), u ∈ SH(Ω) and H be a hypersurface. Then
for all x 0 ∈ H ∩ Ω, where σ is surface measure on H.
Corollary 4.2.
Let Ω be a domain in R n (n ≥ 2), H be a hypersurface in R n , u be an upper semicontinuous function on Ω and v ∈ SH(Ω). Suppose that u ≥ v almost everywhere on H with respect to surface measure on H. Then u ≥ v on H.
Next, we construct a counterexample to show that this comparison theorem for subharmonic functions will be fail if we consider K as a surface of dimension k ≤ n − 2, µ as a surface measure and h(t) = t k . This means that the Corollary 4.2 is not true if we consider H as a surface of dimension k ≤ n − 2. Example 4.3 (Counterexample). In R n (n ≥ 3), we denote by B n−2 (0, r) the ball of center 0, radius r on R n−2 . Firstly, we construct u ∈ SH(R n ) such that u = −∞ on R n−2 {0} × {0} × {0} and u(0) = −1. Let µ k be Lebesgue measure on B n−2 (0, k) B n−2 (0,
Then the sequence {p µ k } k≥2 ⊂ SH(R n ) satisfying these properties:
we obtain the sequence {u k } k≥2 ⊂ SH(R n ) satisfies these properties:
then u ∈ SH(R n ), u = −∞ on R n−2 {0} × {0} × {0} and u(0) = −1. Next, by setting u = max(u, −2), we obtain u ∈ SH(R n ), u = −2 on R n−2 {0} × {0} × {0} and u(0) = −1. And we set v ≡ −2. We have v ≥ u almost everywhere on R n−2 × {0} × {0} with respect to Lebesgue measure on R n−2 × {0} × {0}, but not everywhere as v(0) < u(0).
Next, we apply these main theorems to Ahlfors-David regular sets. Considering k > n − 2 and h(t) = t k , these corollaries are direct consequences of main results.
Corollary 4.4.
Let Ω be a domain in R n (n ≥ 2), u ∈ SH(Ω) and E ⊂ Ω be a Ahlfors-David regular set with dimension k > n − 2. Then
for all x ∈ E.
Corollary 4.5. Let Ω be a domain in R n (n ≥ 2), E ⊂ Ω be a AhlforsDavid regular set with dimension k > n − 2, u be an upper semicontinuous function on Ω and v ∈ SH(Ω). Suppose that u ≥ v almost everywhere on E with respect to k-dimensional Hausdorff measure. Then u ≥ v on E.
Other versions of main results
The main idea of the proof of Theorem 3.1 is that the functions f ǫ and g ǫ are bounded by intergrable functions respect to ν. By upper and lower densities of a measure, we can reduce the assumption of µ(K ∩ B(x, ǫ)). This below theorem is another version of Theorem 3.1. 
Proof. We can assume that x 0 = 0, U = B(0, 1 2 ) in the case n = 2 and U = B(0, 1) in the case n > 2. To simplify the notation, we set: K ǫ := K ∩ B(0, ǫ). Adapting to the technique used in the proof of theorem 3.1, it is sufficient to prove that f ǫ and g ǫ are bounded from below by intergrable functions with respect to ν. For n=2: we prove that there exist constants P, Q such that
, for all w ∈ B(0, 1 2 ) {0} and ǫ > 0 small enough. The right-hand side of the above inequality is intergrable with respect to ν as the assumption. For p > 1, we consider two cases: Case 1: |w| > pǫ, it is easy to check that:
for t ≥ α(ǫ). Hence,
.
. Conclusion: there exist constants P, Q such that
, for all w ∈ B(0, 1 2 ) {0} and ǫ > 0 small enough. For n>2: we will prove that there exists a constant P, Q such that
for all w ∈ B(0, 1) {0} and ǫ small enough. The right-hand side of the above inequality is intergrable with respect to ν as the assumption. For p > 1, we consider two cases: Case 1: |w| > pǫ, it is easy to check that 
