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Abstract
An asymptotic test procedure, proposed by Bar-Hen (J. Multivariate Anal. 57 (1996) 266),
for deciding if a given set of data represents a new population or one of k a priori known
populations, is extended to the case when the new population is described by more than one
parameter.
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Consider k distinct populations p1; p2;y; pk and a new individual about which we
should decide if it belongs to any of these populations or if it represents a separate
population p0: A decision rule for such a problem was discussed by Bar-Hen [1]. It
uses a generalized concept of divergence between two populations, as proposed by
Kullback and Leibler [3], and is based on the asymptotic properties of the maximum
likelihood estimates. However, his result is not general, being applicable in a special
case only, while his solution to the simplest situation of normal homoscedastic
populations is incorrect. In this note we extend the result of Bar-Hen [1] concerning
the minimum of correlated normal random variables, which is necessary in deriving
the probability of a wrong decision, and also we give a corrected solution to the case
of normal homoscedastic populations.
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The extension of the result proposed by Bar-Hen [1] is contained in the following.
Proposition. Let Z ¼ ðZ1; Z2;y; ZkÞ0 be a vector normal random variable such that
ZBNkðm; BB0 þ DÞ; where B is a k  r matrix of full column rank and D is a diagonal
matrix, D ¼ diagðdiÞ; di40: Then
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where b0i is the ith row of B; while Fð	Þ and jð	Þ are the distribution and density
functions of the standard normal law, respectively.
Proof. First note that Z can be expressed as Z ¼ BY þ X ; where YBNrð0; IÞ and
XBNkðm;DÞ are independent random vectors. The rest of the proof follows by the
same arguments as used by Bar-Hen in the proof of his Proposition 4.1. &
Remark. The result stated in [1] follows by assuming that the matrix B is of order
k  1; i.e. it is a vector b ¼ ðb1; b2;y; bkÞ0; or that B is of rank one. In both cases the
covariance structure of the vector Z is such that CovðZi; ZjÞ ¼ bibj; iaj; where bi;
i ¼ 1; 2;y; k; are positive scalars.
The problem of allocating a new individual to one of k a priori known populations
can be formulated in terms of testing hypotheses of the form
H0 : (i dðp0; piÞod0 vs: H1 : 8i dðp0; piÞXd0;
where dðp0; piÞ is a distance between p0 and pi; while d0ðd040Þ is the minimal
distance needed to recognize that population p0 does not overlap with population pi:
The test procedure proposed in [1] uses the asymptotic distribution of the vector of
estimated distances dˆ ¼ ðdˆ1; dˆ2;y; dˆkÞ0; each dˆi ¼ dð#y0; #yiÞ based on the maximum
likelihood estimates of the parameter vectors y0 and yi characterizing p0 and pi;
respectively. As was shown by Bar-Hen, under standard regularity conditions [2,5],
the random vector dˆ follows asymptotically the multivariate normal law,
dˆBNkðd;SÞ; where S is the covariance matrix composed from the elements:
sij ¼ @di
@y0
 0
I1ðy0Þ @dj
@y0
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; iaj;
sii ¼ @di
@y0
 0
I1ðy0Þ @di
@y0
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þ @di
@yi
 0
I1ðyiÞ @di
@yi
 
; ð1Þ
in which IðyiÞ stands for the sample Fisher information matrix corresponding to the
parameter vector yi:
We decide in favor of H0 if mini dˆioa; where aða40Þ is a properly chosen
threshold. If for given bAð0; 1Þ; we choose the threshold a as a solution of the
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equation
P min
i
dˆioa
 
¼ b; ð2Þ
with di ¼ d0; for i ¼ 1; 2;y; k; then the test will control the error of type II, i.e. the
probability of the wrong acceptance of H0 when actually each population pi is
separated from p0 at least by the distance d0:
In the case of normal populations piBNðmi; s2Þ; i ¼ 0; 1; 2;y; k; the distance
between p0 and pi can be based on the well known [4] Mahalanobis distance. Using
di ¼ ðm0  miÞ2=s2; the derivatives needed in (1) take the form
@di
@m0
¼ 2m0  mi
s2
;
@di
@mi
¼ 2m0  mi
s2
;
@di
@s2
¼ ðm0  miÞ
2
s4
:
Since the populations are homoscedastic, all samples can be pooled when estimating
s2: In result, the sample Fisher information matrix corresponding to mi and s
2 is of
the form
Iðmi; s2Þ ¼
ni=s2 0
0 n=ð2s4Þ
 !
;
where ni is the size of the sample drawn from the population pi and n ¼
n0 þ n1 þ?þ nk: In consequence, the threshold a can be established by solving (2)
with the use of the proposition, in which mi is replaced by d0; for i ¼ 1; 2;y; k; while
the row vectors b0i and the diagonal elements di are as follow:
b0i ¼ ð2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
di=n0
p
;  di
ﬃﬃﬃﬃﬃﬃﬃ
2=n
p
Þ; di ¼ 4di=ni þ 2d2i =n; i ¼ 1; 2;y; k:
This leads to the conditionZ þN
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