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Περίληψη
Σκοπός της συγκεκριμένης διπλωμαηΙCΉς εργασίας είναι η εξαγωγή
χαρακτηριστικών προκλητών δυναμικών εγκεφάλου, η επιλογή των πλέον
κατάλληλων και η υλοποίηση αλγορίθμων για τ/ν αυτόματη κατηγοριοποίηση των
υποκειμένων σε ασθενείς και μη.
Για την ολοκλήρωση της παρούσας εργασίας χρησιμοποιήθηκαν πσλυκαναλικές
καταγραφές δυναμικών επιφανείας από ένα αριθμό υποκειμένων. Τα δεδομένα που
χρησιμοποιήθηκαν προέρχονται από το Αιγινήτειο Νοσοκομείο Αθηνών.
Αρχικά, παρουσιάζονται κάποια στοιχεία για τ/ν φυσιολογία και εγκεφάλου και
θεωρία για τα προκλητά δυναμικά. Επίσης, δίνεται ο σκοπός της εργασίας.
Ακολουθεί η περιγραφή για του συνόλου των χαρακτηριστικών από τα
προκλητά δυναμικά που μελετήθηκαν στην παρούσα εργασία. Στη συνέχεια
παρουσιάζονται σι αλγόριθμοι που χρησιμοποιήθηκαν για την επιλογή των πλέον
κατάλληλων χαρακτηριστικών. Τέλος περιγράφονται οι αλγόριθμοι αυτόματης
κατηγοριοποίησης που χρησιμοποιήθηκαν για την κατάταξη των υποκειμένων στις
δύο διαθέσιμες κλάσεις.
Τελικά, παρουσιάζονται τα αποτελέσματα από τ/ν χρήση του κάθε αλγόριθμου
και γίνονται οι απαραίτητοι σχολιασμοί για να οδηγηθούμε σε κάποια γενικά
συμπεράσματα.
Λέξεις Κλειδιά: Ηλεκτροεγκεφαλογράφημα, προκλητά
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Abstract
The aim of this projecl iS 10 implement classification algorithrns based οη
features extracted from multichannel evoked potential (ΕΡ) data ίη order 10
discriminate automaticaIIy pathologic and non-pathologic subjects..
Data from a sufficient number ο[ healthy subjects and subjects with known
pathology were used ίο this study. The data were originally acquired by the Aiginiteio
Hospital of Athens.
Firstly we present the definition of features that were used, as well as the
method [or feature extraction from aw data. Following that, we describe the
application of two well known feature selection tcchniques, ίη order 10 test their
usefulness ία specific application.
Finally, the ίυΗ set ο[ available features, as well as the optimaI subsets of
features selected above are tested with a number οί simpIe classification techniques
and the accuracy, sensitivity and specificity οί the subject classification is measured.
Comparative results are presented for all combinations οί feature selection and data
classification techniques.
Key Words: Electroencephaiogram, evoked potentiaIs, feature selection,
automatic classification
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το εγκεφαλογράφημα και το
καλείται να λύσει η συγκεκριμένη
1.1 Εισαγωγή
Στο κεφάλαιο αυτό γίνεται μια εισαγωγή στην φυσιολογία και την ανατομία του
ανθρώπινου εγκεφάλου στην λειτουργία του εγκεφαλογραφήματος. Στη συνέχεια
περιγράφεται το πρόβλημα, δηλαδή πότε κάποιος μπορεί να χαρακτηριστεί ψυχικά
ασθενείς και πότε όχι
1.2 Η φυσιολογία του ανθρώπινου εγκεφάλου
1.2.1 lατορικά ατοιχεία
ο ανθρώπινος εγκέφαλος αποτελεί χωρίς αμφιβολία το πλέον πολύπλοκο
δημιούργημα της φύσης. Προϊόν βιολογικής εξέλιξης εκατομμυρίων ετών, αυτή η
μικρή μάζα της τάξης του 1,5kg εμπεριέχει ένα εξαιρετικά πολυσύνθετο δίκτυο
κυττάρων, οι λειτουργίες του οποίου είναι υπεύθυνες για την δημιουργία Τα/ν
σκέψεων, της μνήμης, τον έλεγχο δραστηριοτήτων του σώματος και των
συναισθημάτων. Αυτό το έργο επιτελείται από τους περίπου 1010 νευρώνες του
εγκεφάλου, οι οποίοι συναντιούνται μεταξύ τους σε 1014 ως 1015 σημεία.
Στην περίπτωση του νευρικού συστήματος, στο οποίο ο εγκέφαλος ανήκει, η
ιατρική έρευνα από πολύ νωρίς συνδέθηκε με τη μελέτη των ηλεκτρικών φαινομένων
που εμφανίζονται κατά την λειτουργία των νευρικών κυττάρων. Το Ι79Ι ο Galvani
δημοσίευσε την ιδέα ότι τα "νεύρα" περιέχουν μια εγγενή μορφή ηλεκτρισμού. Το
1848 ο Du Bois - Reymond ανακάλυψε ότι η δραστηριότητα των περιφερειακών
νεύρων συνοδευόταν από αμέτρητες μεταβολές του ηλεκτρικού δυναμικού. Ήδη το
1877 ο R.Catton είχε δείξει ότι υπάρχει σχέση μεταξύ εξωτερικών ερεθισμάτων και
ηλεκτρικής δραστηριότητας στον εγκέφαλο κουνελιών και πιθήκων. Ανέφερε
μάλιστα ότι ήταν δυνατή η καταγραφή ασθενών ρευμάτων από ηλεκτρόδια στη
δερματική επιφάνεια του κεφαλιού τους. Η πρώτη εμπεριστατωμένη αναφορά για τη
μέτρηση διαφορών δυναμικού από την εξωτερική επιφάνεια του ανθρώmνου
εγκεφάλου προέρχεται από τον Hans Berger το Ι929, γεγονός που οριοθετεί την
έναρξη της μελέτης των λειτουργιών του εγκεφάλου μέσω του
Ηλεκτροεγκεφαλογραφήματος (ΗΕΓ).
1,2.2 Στοιχεία εγκεφαλικής νευρολογίας
Ένας νευρώνας (Εικόνα Ι.Ι) είναι αυτόνομος και αποτελείται από το κυρίως
νευρικό κύτταρο (σώμα) και από τις αποφυάδες του, που ονομάζονται νευρίτες και
χωρίζονται σε δυο κατηγορίες:
Α) Στην πρώτη κατηγορία έχουμε τον μοναδικό νευράξονα (ή άξονα) κάθε
νευρώνα. Αυτός είναι μια νηματοειδής προέκταση του κυρίως νευρικού κυττάρου. Οι
νευρικές ώσεις του κυτταρικού σώματος οδεύουν κατά μήκος του άξονα
κατευθυνόμενες προς την απόληξή του. Οι άξονες κατάληξης στην πρoσυναπτιιcή
μεμβράνη που συμμετέχει στο σχηματισμό της σύναψης, της περιοχής δηλαδή όπου
έρχεται ο νευρώνας σε ηλεκτροχημική επαφή με άλλους νευρώνες για να τους
μεταδώσει σήματα.
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Β) Στη δεύτερη κατηγορία έχουμε τους δενδρίτες που είναι διακλαδισμένες
αποφύσεις των νευρώνων. Αυτοί έρχονται σε επαφή μέσω συνάψεων με τις
απολήξεις διάφορων αξόνων, που προέρχονται από γειτονικούς ή απομακρυσμένους
νευρώνες. Οι δενδρίτες, μέσω των μετασυναπτικών μεμβρανών, συλλέγουν τα
σήματα που εκπέμπονται από τις αξονικές απολήξεις και τα μεταδίδουν στο
αντίστοιχο κυτταρικό σώμα του νευρώνα στον οποίο ανήκουν.
ο
Εικόνα 1.1 Σχηματική αναπαράσταση νευρώνων με τους δενδρίτες, τους άξονες και
τις συνάψεις ..(από το βιβλίο Εισαγωγή στη βιο'ίατρική τεχνολογίακαι ανάλυση
ιατρικώνσημάτωντου Δ. Κουτσούρη)
Ολόκληρος ο νευρώνας μαζί με τον άξονα και τους δενδρίτες καλύπτεται από
την κυτταρική μεμβράνη, ένα διπλό στρώμα από μόρια λιπιδίων μέσα στο οποίο
υπάρχουν τοποθετημέναεγκαρσίως πολλά διαφορετικά είδη πρωτεϊνικών μορίων. Η
μεμβράνη έχει πάχος περίπου 8-10 nm.
Κατά μήκος της μεμβράνης των κυττάρων διατηρείται, σε κατάσταση ηρεμίας,
μια διαφορά ηλεκτρικού δυναμικού, τέτοια ώστε το εσωτερικό του κυττάρου να
βρίσκεται σε αρνητικό δυναμικό ως προς τον εξωτερικό χώρο. Στην περίπτωση των
νευρικών και μυϊκών κυττάρων, αυτό το δυναμικό ηρεμίας είναι της τάξης των λίγων
]Ο
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δεκάδων mV (= -70 mV) και οφείλεται στην άνιση κατανομή ιόντων μεταξύ των δύο
πλευρών της μεμβράνης, η οποία κατανομή διατηρείται από την μεταβολική
δραστηριότητα του κυττάρου. Αυτό σημαίνει ότι σε κατάσταση ηρεμίας το εσωτερικό
του νευρώνα είναι αρνητικά φορτισμένο σε σχέση με το εξωτερικό. Τα δυναμικά τα
οποία μετρούμε μεταξύ δύο ηλεκτρόδιων στην εξωτερική δερματική επιφάνεια του
κεφαλιού οφείλονται ουσιαστικά σε ρεύματα ιόντων διαμέσου της κυτταρικής
μεμβράνης των νευρώνων που συμμετέχουν στην εκάστοτε εγκεφαλική διεργασία.
Τα ρεύματα αυτά διαχέονται στην περιοχή από τα σημεία δημιουργίας τους εως την
εξωτερική δερματική επιφάνεια, διότι ο εγκεφαλικός ιστός, οι μήνιγγες, το κρανίο και
το δέρμα άγουν το ηλεκτρικό ρεύμα. Υπάρχουν δύο είδη διαμεμβρανικής ρευματικής
ροής, που σχετίζονται με τη μετάδοση και την επεξεργασία πληροφοριών μεταξύ των
νευρώνων και προκαλούν τα εξής διαφορετικής φύσης δυναμικά:
α) Δυναμικό δράσης (actίon potential): Προκαλείται όταν το διαμεμβρανικό
δυναμικό στο σώμα του νευρώνα, ως συνολικό άθροισμα των ερεθισμάτωνπου κατά­
φθάνουν από τους δενδρίτες, αλλάξει από την τιμή ηρεμίας και περάσει ένα ορισμένο
κατώφλι (συνήθως περίπου -50mV).Τότε συμβαίνει ενεργοποίηση του νευρώνα,
αποπόλωση της κυτταρικής μεμβράνης στη "ρίζα" όπου ο άξονας ξεκινά από το
σώμα, και εμφάνιση μιας αιχμής δυναμικού ως τα 30 mV,με επακόλουθη επιστροφή
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Εικόνα 1.2. Δυναμικό δράσης. Το σχήμα δίνει τη διαφορά δυναμικού
εσωκυτταρικού και εξωκυτταρικού χώρου συναρτήσει του χρόνου σε ένα σημείο της
μεμβράνης.(από το βιβλίο Εισαγωγή στη βιοϊατρική τεχνολογία και ανάλυση
ιατρικών σημάτων του Δ. Κουτσούρη)
ι
β) Μετασυναπτικό δυναμικό (Post Synaptic Potentίal- PSP): Το δυναμικό
αυτό εμφανίζεται στη μετασυναπτική μεμβράνη, όταν μεταδοθεί ο ερεθισμός μέσω
του συναπτικού χάσματος από την προσυναπτική μεμβράνη, ερεθισμός ο οποίος
οφείλεται σε ενεργοποίηση του προσυναπτικού νευρώνα. Έχει πιο συνεχή
μορφολογία από τα δυναμικά δράσης, είναι πιο πεπερασμένο στο χώρο, αφού
εμφανίζεται στην περιοχή της σύναψης και έχει χαμηλότερη τιμή, διότι η
μετασυναπτική μεμβράνη αποπολώνεται ή υπερπολώνεται σε μικρότερο βαθμό από
ό,τι το σώμα του νευρώνα, όπου αθροίζονται όλα τα σήματα τα προερχόμενα από
τους δενδρίτες. Όταν έχουμε αποπόλωση το δυναμικό ονομάζεται μετασυναπτικό
] Ι
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δυναμικό διέγερσης (cxcitatory PSP- EPSP), ενώ στην αντίθετη περίπτωση
μετασυναπτικό δυναμικό καταστολής ή αναστολής (inhibitory PSP- IPSP), διότι
διαδιδόμενο προς το σώμα και αθροιζόμενο με άλλες συνεισφορές από διαφορετικές
συνάψεις δεν διευκολύνει ενδεχόμενη αποπόλωση του νευρώνα. Σε μια σύναψη του
εγκεφάλου μπορεί να εμφανιστεί συνήθως, είτε μόνο EPSP είτε μόνο IPSP.
1.3 Το εγι<εφαλογράφημα.
1.3.1 Η λειτουργία του ηλεκτροεγκεφαλογράφου(ΗΕΓ)
Η λειτουργία του ηλεκτροεγκεφαλογράφου (ΗΕΓ) στηρίζεται στην καταγραφή
των διαφορών δυναμικού, οι οποίες παρουσιάζονται πάνω στην εξωτερική δερματική
επιφάνεια του ανθρώmνου κρανίου, ως αποτέλεσμα της λειτουργίας του εγκεφάλου.
Τα μετρούμενα ηλεκτρικά σήματα είναι ασθενή, από περίπου 1μν ως 1ΟΟμV.
Το πρώτο στάδιο εξαγωγής των σημάτων του ΗΕΓ αποτελούν τα ηλεκτρόδια, οι
αισθητήρες του συστήματος, οι οποίοι μετατρέπουν το ρεύμα ιόντων μέσα στο
ανθρώπινο σώμα σε ρεύμα ηλεκτρονίων μέσα στα καλώδια, τα οποία μετά οδηγούν
αυτό το ρεύμα σε επόμενα στάδια επεξεργασίας. Η επαφή με το δέρμα γίνεται μέσω
μιας κολλώδους ουσίας ή μέσω ενός μικρού δαιcrυλιδιoύ, που από την μια μεριά
προσκολλάται στο δέρμα και από την άλλη στο κυρίως ηλειcrρόδΙO.
Στα σημεία στα οποία θα τοποθετηθούν ηλεκτρόδια, το δέρμα πρέπει να
καθαριστεί καλά με οινόπνευμα για να επιτύχουμε χαμηλή αντίσταση επαφής, κάτω
των 5 kΩ. Για την επιλογή των θέσεων του κάθε ηλεκτροδίου πάνω στο κεφάλι έχουν
δημιουργηθεί διάφορα πρότυπα, το δημοφιλέστερο εκ των οποίων είναι το Διεθνές
Σύστημα 10-20. ι-ι ονομασία του συστήματος οφείλεται στην επιλογή του 20% της
αποστάσεως μεταξύ των δύο αυτιών ως την απόσταση ανάμεσα σε δύο οποιαδήποτε
ηλεκτρόδια και επίσης στην επιλογή του 10% της αποστάσεως μεταξύ των δύο
αυτιών ως την απόσταση από το αυτί στο κοντινότερο προς αυτό ηλεκτρόδιο του.
Κατ' αυτόν τον τρόπο οι θέσεις των ηλεκτροδίων προσαρμόζονται ανάλογα με τις
διαστάσεις του κρανίου του εξεταζόμενου.(Εικόνα 1.3)
Ηλεκτρόδια τα οποία βρίσκονται "πάνω" από εγκεφαλικές περιοχές, οι οποίες
ενδεχομένως θα παρουσιάσουν δραστηριότητα, λέγεται ότι αντιστοιχούν σε ενεργά
σημεία. Αντίθετα, ηλεκτρόδια τοποθετημένα πάνω από περιοχές που θεωρούνται ότι
δεν έχουν σχέση με την εγκεφαλική λειτουργία, λέγεται ότι αντιστοιχούν σε ανενεργά
σημεία. Τέτοια σημεία Π.χ. είναι το αυτί, ή τα ενωμένα με αγώγιμο δρόμο δύο αυτιά,
σημεία του λαιμού Κ.ά. Όταν το μετρούμενο σήμα προκύπτει ως διαφορά δυναμικού
δύο ηλεκτροδίων ενεργών περιοχών, τότε, σύμφωνα με την ορολογία του ΗΕΓ,
έχουμε "διπολική" μέτρηση. Διπολικές μετρήσεις για 15 ως 30 ηλεκτρόδια είναι η
κοινή μεθοδολογία σε κλινικές νευρολογικές εξετάσεις ΗΕΓ. Αυτή η μέθοδος
προσφέρει το πλεονέκτημα ότι απορρίπτει τυχόν παράσιτα τα οποία είναι κοινά στα
δύο ηλεκτρόδια. Στην περίπτωση της ψυχοφυσιολογικής έρευνας όμως, συνήθως το
μετρούμενο σήμα προκύπτει ως διαφορά δυναμικού ενός ηλεκτροδίου ενεργής
περιοχής και ενός ηλεκτροδίου ανενεργής περιοχής, οπότε έχουμε μια μονοπολική
μέτρηση. Το ηλεκτρόδιο ανενεργής περιοχής είναι κοινό για όλες τις μετρήσεις και
αποτελεί το σημείο αναφοράς, το οποίο κανονικά δεν πρέπει να επηρεάζεται από
εγκεφαλικά ρεύματα.
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Εικόνα 1.3 Τυποποιημένες απαγωγές στην επιφάνεια του κεφαλιού με το
Σύστημα 20- Ι Ο .(από το βιβλίο Εισαγωγή στη βιοϊατρική τεχνολογία και ανάλυση
ιατρικών σημάτων του Δ. Κουτσούρη)
1.3.2 Χαρακτηριστικά του ηλεκτροεγκεφαλογραφήματος και
ηλεΚτΡοεγκεφαλική έρευνα
Η μελέτη του ΗΕΓ βασίζεται στην ανίχνευση συγκεκριμένων κυματομορφών,
των λεγόμενων ρυθμών στις καταγραφές δυναμικού ως συνάρτηση του χρόνου,
κύριο χαρακτηριστικό των οποίων είναι οι συχνότητες των αρμονικών από τις οποίες
αποτελούνται, δηλ το φασματικό τους περιεχόμενο.
Η χρήση του ΗΕΓ στη Νευρολογία είναι ευρύτατη, καθώς αποτελεί μια μέθοδο
φθηνή, ανώδυνη και απλή στην εφαρμογή. Από την μελέτη του ΗΕΓ μπορούν να
εξαχθούν εξαιρετικά χρήσιμα συμπεράσματα για την σωστή ανάπτυξη και λειτουργία
του Κεντρικού Νευρικού συστήματος. Επίσης, το ΗΕΓ μπορεί να δώσει χρήσιμα
στοιχεία στην περίπτωση εγκεφαλοπαθειών (π.χ. νόσο Jacobs- Κreutzfeldt,
AJzheίmer), τόσο για την βαρύτητα της νόσου, όσο και για την υποβοήθηση της
διάγνωσης και της πρόγνωσης. Μεγάλο ενδιαφέρον παρουσιάζει επίσης η μελέτη του
ΗΕΓ στην περίπτωση της επιληψίας, όπου εμφανίζονται "αιχμές" και "βραχέα
κύματα" υψηλής συχνότητας, με διάρκεια από 20-70msec και 70-200msec
αντιστοίχως. Το ΗΈΓ μελετάται ακόμη στις περιπτώσεις κρανιοεγκεφαλικών
κακώσεων, κώματος Κ.ά. Τέλος, το ΗΕΓ αποτελεί το κύριο μέσο στη μελέτη του
ύπνου.
Σε αυτήν την Πτυχιακή εργασία διερευνούμε τη δυνατότητα αυτόματης
κατηγοριοποίησης των υποκειμένων σε ψυχολογικά ασθενείς και υγιείς, βάσει των
εγκεφαλογραφημάτων και την χρήση κάποιων δυναμικών να διαχωρίσουμε τους
ανθρώπους.
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1.3.3 Δυναμικά του εγκεφάλου
τα τελευταία χρόνια παρουσιάζεται αυξημΙ-νο ενδιαφέρον για την μελ.{:τ/ των
εγκεφαλικών διαδικασιών οι οποίες προκαλούνται από σιryKεKριμένα γεγονότα.
Ονομάζουμε Βιωματικά Δυναμικά -ΒΔ (Event Related Potentials - ERP), τις
διαφορές δυναμικού που μετρούμε στη δερματική επιφάνεια του κεφαλιού, οι οποίες
προκαλούνται ως προετοιμασία ή απόκριση σε κάποιο γεγονός που συμβαίνει είτε
στον εξωτερικό φυσικό κόσμο, είτε λαμβάνει χώρα ως ψυχολογική διαδικασία. Τα
διακρίνουμε σε προκλητά δυναμικά -ΠΔ (Evoked Potentials - ΕΡ), τα οποία και
χρησιμοποιούμε στην πτυχιακή, και είναι αυτά στα οποία το ερέθισμα προέρχεται
από τον εξωτερικό κόσμο, και τα Εκπεμπόμενα Δυναμικά (Emίtted PotentiaIs) όταν
σχετίζονται με μια ψυχολογική διαδικασία. (Κουτσούρης, Παυλόπουλος και Πρέντζα,
2003).
Βιωματικό δυναμικό ή ενδογενές ή συναρτημΙΎΟ με το γεγονός (βίωμα) είναι το
δυναμικό που αποτελεί οποιαδήποτε απάντηση σε εσωτερικό ή εξωτερικό ερέθισμα,
ή απλούστερα οποιαδήποτε μετρημένη απάντηση εγκεφάλου που είναι άμεσο
αποτέλεσμα μιας σκέψης ή μιας αντίληψης. Τα δυναμικά αυτά χαρακτηρίζονται από
τα παρακάτω στοιχεία:
• ·Εχουν σχετικώς μεγάλο λανθάνοντα χρόνο (από 100 msec μέχρι λίγα sec).
• Ο λανθάνων χρόνος και το ύψος δεν εξαρτώνται από τις φυσικές ιδιότητες του
ερεθίσματος.
• Παράγονται όταν ο εξεταζόμενος καλείται να διακρίνει ΙΎα ερέθισμα (στόχο)
ανάμεσα από ένα σύνολο άΛλων ερεθισμάτων (μη-στόχων).
• Η έκλυση τους εξαρτάται από την εκλεκτική προσοχή του εξεταζόμενου προς το
ερέθισμα- στόχο.
• Είναι ανεξάρτητα από το είδος του ερεθίσματος και μπορεί να καταγραφούν μετά
από ένα ερέθισμα οπτικό, ακουστικό, σωματοαισθητικό ή ακόμα ως απάντηση
στην απουσία ερεθίσματος (όταν η απουσία ερεθίσματος συνιστά πληροφορία).
Τα προκλητά δυναμικά καταγράφονται από τον φλοιό του εγκεφάλου όπως και
στο εγκεφαλογράφημα με την μόVΗ διαφορά ότι η καταγραφή τους λαμβάνει χώρα
μετά από έναν ερεθισμό του οποίου οι τρεις βασικές κατηγορίες μπορεί να είναι
οπτικός, ακουστικός ή σωματοαισθητικός. Μελετώντας τα προκλητά δυναμικά
μπορούμε να εξάγουμε πληροφορίες με διαγνωστική αξία, τόσο για τυχόν παθήσεις
στη διαδρομή του περιφερικού νεύρου, αλ/ά και για παθολογικές εξελίξεις μέσα στο
κεντρικό νευρικό σύστημα ή στο φλοιό (Κουντούρης, 2007).
Αυτά τα (εξωγενή) προκλητά δυναμικά χαρακπιρίζονταιαπό τα εξής στοιχεία:
• ·Εχουν βραχύ λανθάνοντα χρόνο«=1Ο0 msec)
• Ο λανθάνων χρόνος και το ύψος τ/ς κυματομορφής εξαρτάται από τις φυσικές
ιδιότητες του ερεθίσματος.
• Είναι ανεξάρτητα από το επίπεδο συνειδήσεως και την ψυχολογική κατάσταση
του εξεταζόμενου
• ·Εχουν σχετικώς σταθερότητα (ως προς τον λανθάνοντα χρόνο και το ύψος
κύματος) ανάμεσα στο φυσιολογικό πληθυσμό και σε διαδοχικές μετρήσεις στο
ίδιο άτομο.
Ανάλογα με το είδος του εξωτερικού ερεθίσματος τα προκλητά δυναμικά
διακρίνονται σε:
• Οπτικά προκλητά δυναμικά (VisuaI Evoked PotentiaIs . VEP): Προκαλούνται
από οπτικό ερεθισμό, όπως εμφάνιση μιας συγκεκριμένης εικόνας, αλλαγή
χρωμάτων, λάμψεις κ.α.
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• Ακουστικά προκλητά δυναμικά (Auditory Evoked PotentiaIs - ΑΕΡ):
Προκαλούνται από ακουστικό ερεθισμό. δηλαδή ήχους, λέξεις, τόνους διαφόρων
συχνοτήτων και έντασης.
• Σωματοαισθητικά προκλητά δυναμικά (Somatosensory Evoked PotentiaIs -
SEP): Προκαλούνται όταν ένα μικρής διάρκειας και έντασης ηλεκτρικό ρεύμα
ερεθίζει κάποιο συγκεκριμένο νεύρο.
Τα Προκλητά δυναμικά μπορούν επίσης να χαρακτηριστούν σε σχέση με τον
λανθάνων χρόνο, το χρόνο δηλαδή που μεσολαβεί από τη στιγμή που δίνεται το
ερέθισμα μέχρι τη χρονική στιγμή που σημειώνεται η κορυφή του δυναμικού, με το
ύψος, δηλαδή την μέγιστη απόκλιση από την ισοηλεκτρική γραμμή και με την
πολικότητα, δηλαδή το θετικό ή το αρνητικό αυτής της απόκλισης (Εικόνα 1.4).
Προκλητά δυναμικά των οποίων οι κορυφώσεις εμφανίζονται από 2 ως 12 msec
από την στιγμή που παράγεται το εκλυτικό ερέθισμα ονομάζονται πρώιμα δυναμικά
και οι κορυφώσεις τους αριθμούνται από Ι εως ΧΩ. Προκλητά δυναμικά με
λανθάνοντα χρόνο εμφάνισης 12 - 50 msec από το εξωτερικό γεγονός καλούνται
μέσου χρόνου δυναμικά.
Τα προκλητά δυναμικά που θα αποτελέσουν και το αντικείμενο τ/ς εργασίας
αυτής καλούνται ύστερα ΠΔ και εμφανίζουν κορυφώσεις με λανθάνοντα χρόνο 50 -
600 msec, παρουσιάζονται δε με λεπτομέρειες στο επόμενο κεφάλαιο.
Εικόνα 1.4 Κυματομορφή προ κλητού δυναμικού όπου σημειώνονται κάποιες
κορυφώσεις (προέρχεται από το Fpl ηλεκτρόδιο ασθενή χωρίς ψυχική ασθένεια)
Στις παραπάνω κορυφώσεις το «Ν" δηλώνει αρνητική κορύφωση, το «Ρ,>
θετική κορύφωση και ο αριθμητικός δείlCτ/ς τον λανθάνοντα χρόνο σε msec. Η
εμφάνιση κάθε κυματομορφής σχετίζεται με διαφορετικές εγκεφαλικές διεργασίες
(Σκουλαρίκης, 2006).
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1.4 Ψυχική υγεία
1.4.1 Ψυχική υγεία και ψυχικά υγιείς
Ψυχική υγεία είναι η ισορροπία μεταξύ των διάφορων πλευρών της ζωής μας
(κοινωνική, συναισθηματική, πνευματική και σωματική), που μας επηρεάζει στον
τρόπο που διαχειριζόμαστε το περιβάλλον μας και κάνουμε τις επιλογές μας. Άρα
είναι μέρος της όλης ιιγείας μας.
Η ψυχική υγεία, για τους παραπάνω λόγους, ορίζεται διαφορετικά από τους
επιστήμονες διαφόρων χωρών, επειδή αυτή η twota επηρεάζεται από τον τοπικό
πολιτισμό. Δεν υπάρχει τρόπος να συνδυαστούν όλα αυτά σε έναν παγκόσμια
αποδεκτό ορισμό. Όλοι όμως συμφωνούν ότι το να είναι κάποιος ψυχικά υγιείς, δεν
σημαίνει απλώς ότι δεν πάσχει από κάποιο ψυχικό νόσημα.Έχει να κάνει επίσης και
με το πώς νοιώθει για τον εαυτό του, πώς νοιώθει για τους άλλους και πώς αντιδρά
στις απαιτήσεις της ζωής (Λ. Τσετκοβα, 2007). Μία τυπική καταγραφή δυναμικού
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Εικόνα 1.5 Κυματομορφή ΠΔ φυσιολογικού ατόμου (χωρίς ψυχικό νόσημα)
από το πρώτο ηλεκτρόδιο.
1.4.2 Ψυχικά ασθενείς
Υπάρχουν πολλές ψυχικές ασθένειες όπως αυταπάτη, επιμενόμενη ψυχωσική
διαταραχή, κατάθλιψη, κρίση πανικού, νεύρωση, σχιζοφρένεια, υστερία,
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ιδεοψυχαναγκαστική διαταραχή και άλλες. Οι ψυχικές ασθένειες για τις οποίες




Η ιδεοψυχαναγκαστική διαταραχή (Obsessive Compulsive Disorder -OCD), που
ανήκει στις αγχώδεις διαταραχές, είναι μια κατάσταση ανησυχίας που μπορεί να είναι
αρκετά σοβαρή και μπορεί να επιμένει για χρόνια. Το άτομο που πάσχει παγιδεύεται
από μια σειρά επαναλαμβανόμενων σκέψεων (ιδεοληψίες -obsessions) και
συμπεριφορών (ψυχαναγκασμοί -compulsions) που, αν και χωρίς νόημα ακόμα και
για τον ίδιο τον πάσχοντα, προκαλούν μεγάλη δυσφορία και είναι πολύ δύσκολο να
ξεπεραστούν. Η ιδεοψυχαναγκαστική διαταραχή εμφανίζεται σε ένα φάσμα
βαρύτητας που εκτείνεται από το μέτριο εως το πολύ σοβαρό, ιδιαίτερα στην
περίπτωση που αφεθεί χωρίς θεραπεία. Σήμερα υπάρχουν αποτελεσματικές
φαρμακευτικές θεραπείες (Σκαπινάκη 1997, Greenberg 2007, ΝΙΜΗ [National
Institute οΙMental Health], 2008).
Με τον όρο κατάθλιψη εννοούμε μια διανοητική διαταραχή που χαρακτηρίζεται
από χαμηλή διάθεση, απώλεια ενδιαφέροντος για τις καθημερινές δραστηριότητες και
μειωμένη δυνατότητα να βιώνει την ευχαρίστηση. Είναι συνήθως κάτι παροδικό και
μάλλον οφείλεται σε κάτι σχετικά ασήμαντο και επουσιώδες. Η κατάθλιψη διαφέρει
από την κλινική κατάθλιψη η οποία χαρακτηρίζεται από συμπτώματα που διαρκούν
πάνω από δυο εβδομάδες και είναι τόσο σοβαρά ώστε να επεμβαίνουν στην
καθημερινότητα του ατόμου. Στην ψυχιατρική ο όρος κατάθλιψη μπορεί επίσης να
έχει αυτή τη σημασία αλλά συνήθως αναφέρεται σε μια ψυχική ασθένεια και ειδικά
όταν έχει φτάσει σε επίπεδο υψηλής σοβαρότητας ώστε να επιτρέπει αυτή τη
διάγνωση (Κοντοπαντελής, 2004).
Η σχιζοφρένεια- σύνθετη λέξη από τις αρχαίες ελληνικές λέξεις "σχιζειν"
(=διαχωρισμός) και "φρένα" (=λογική, μυαλό)- είναι μια ψυχική ασθένεια που
χαρακτηρίζεται από προβλήματα αντίληψης της πραγματικότητας καθώς και ά").)..ων
νοηματικών τους διαδικασιών. Συνήθως τα άτομα με σχιζοφρένεια έχουν ακουστικές
και οπτικές παραισθήσεις, παρανοϊκές ψευδαισθήσεις και αποδιοργανωμένη ομιλία
και σκέψη, γεγονός που δημιουργεί σοβαρά προβλήματα στην κοινωνική τους
αλληλεπίδραση (D. Cooper 1990, Janssen-Ci1ag 2008). Η αντίληψη συχνά
διαταράσσεται με άλλους τρόπους: χρώματα ή ήχοι πιθανώς να φαίνονται υπέρμετρα
έντονοι ή αλλοιωμένοι και άσχετα χαρακτηριστικά συνηθισμένων αντικειμένων ή
καταστάσεων μπορεί να θεωρούνται περισσότερο σημαντικά από το ίδιο το
αντικείμενο η την κατάσταση, (Κοντοπαντελής, 2004). Ακόμα και σήμερα η
σχιζοφρένεια αποτελεί νόσο με έντονη κοινωνική διάσταση, γεγονός που δυσχεραίνει
την έγκαιρη διάγνωση της.
Το Σχήμα 1.6 απεικονίζει καταγραφές ΠΔ από το Fpl ηλεκτρόδιο για τις τρεις
παθήσεις που περιγράφτηκαν προηγουμένως από ένα τυπικό ασθενή ο οποίος έχει
επιλεγεί τυχαία από το διαθέσιμο σε εμάς δείγμα. Είναι σαφής η διαφορά των
καταγραφόμενωνκυματομορφών.
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Εικόνα 1.6 Κυματομορφές ψυχικά ασθενών (μπλε = OCD, κόκκινο
κατάθλιψη, ροζ = σχιζοφρένεια) από το Fpl ηλεκτρόδιο των αντίστοιχων ασθενών.
1.5 Στόχος της εργασίας
Σκοπό της εργασίας αποτελεί η αυτοματοποιημένη κατηγοριοποίηση
υποκειμένων σε ψυχικά υγιείς και όχι, βάσει χαρακτηριστικών που εξάγονται από τις
καταγραφές προκλητών δυναμικών. Προσπάθειες προς την κατεύθυνση αυτή έχουν
περιγραφεί στην διεθνή βιβλιογραφία, αλλά τα αναφερθέντα ποσοστά επιτυχίας, τα
χαρακτ/ριστικά των κυματομορφών που χρησιμοποιήθηκαν και η πληθώρα των
μεθόδων παρουσιάζουν έντονες διακυμάνσεις.
Τα δεδομένα των ΠΔ που καταγράφονται μέσω του
ηλειcτρoεγκεφαλoγραφήματoς μπορούν μέσω επεξεργασίας η οποία οδηγεί σε
εξαγωγή χαρακτηριστικών, να υποβοηθήσουν τ/ διάγνωση κάποιας ψυχικής
ασθένειας. Επειδή τα πλήθος των χαρακτηριστικών είναι μεγάλο • κρίθηκε
απαραίτητο να λάβει χώρα αρχικά μια μείωση χαρακτηριστικών και στη συνέχεια να
ακολουθήσει η ταξινόμηση.
Παρά το γεγονός ότι οι παθολογικές περιπτώσεις για τις οποίες ήταν διαθέσιμα
δεδομένα μπορούν να διακριθούν σε 3 εmμέρους κλάσεις, στην παρούσα εργασία
θεωρήθηκαν δύο κλάσεις δεδομένων: «φυσιολογικά υποκείμενα» και «ασθενείς".
Λαμβάνοντας υπόψη ότι τα διαθέσιμα δεδομένα περιλαμβάνουν 15 ταυτόχρονες
καταγραφές από κάθε υποκείμενο μέσω ισαρίθμων ηλεκτροδίων και ότι από κάθε
καταγραφή εξάγονται 7 χαρακτηριστικά, αναγνωρίζεται η ανάγκη μείωσης των
χαρακτηριστικών που θα χρησιμοποιηθούν για την κατηγοριοποίηση των
αντικειμένων, μέσω επιλογής βέλτιστου υποσυνόλου των διαθέσιμων
χαρακτηριστικών. Για το λόγο αυτό δοκιμάστηκε η προσέγγιση της μείωσης των
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χαρακτηριστικών, μέσω επιλογής βέλτιστου υποσυνόλου τους, ως προς μία
προεπιλεγμΙ:νη μέθοδος ταξινόμησης δεδομένων. Συγκεκριμένα έγινε προσπάθεια να
μειωθούν τα χαρακτηριστικά από Ι 05 που ήταν αρχικά για κάθε ασθενή σε 14 το
πολύ. Οι μεθοδολογίες που χρησιμοποιήθηκαν για την επιλογή χαρακτηριστικών
ήταν η Sequential Forward Selection - SFS και η Sequential Floating Forward
SeJection - SFFS ,(R. Gutierrez- Osuna, G. Κ. MatsopouJos).
Η SFS παίρνει σαν είσοδο όλα τα χαρακτηριστικά και έχει σαν έξοδο τον
επιθυμητό αριθμό χαρακτηριστικών, τα οποία όταν θα μπουν στον κατηγοριοποιητή
θα του βελτιώσουν την ακρίβεια. Ο αλγόριθμος σταματάει και πριν φτάσει στον
επιθυμητό αριθμό χαρακτηριστικών αν στο σύνολο μπει κάποιο χαρακτηριστικό το
οποίο δεν βελτιώνει πια το αποτέλεσμα.
Η SFFS λειτουργεί όπως και η SFS, δηλαδή έχει σαν αποτέλεσμα ένα βέλτιστο
υποσύνολο χαρακτηριστικών από τα ήδη υπάρχοντα. Σε αυτόν τον αλγόριθμο αν
βάλουμε στο βέλτιστο υποσύνολο ένα χαρακτηριστικό που δεν βελτιώνει την
ακρίβεια, το αφαιρεί και στην θέση του προσθέτει κάποιο άλλο. Σταματάει όταν
φτάσει στον επιθυμητό κάθε φορά αριθμό χαρακτηριστικών.
Αφού βρέθηκε το βέλτιστο υποσύνολο των διαθέσιμων χαρακτηριστικών,
ακολούθησε η ταξινόμηση των υποκειμένων σε ασθενείς και μη. Οι
κατηγοριοποιητές που χρησιμοποιήθηκαν ήταν αυτός των Κ-μέσων (C-means), ο
κατηγοριοποιητής κοντινότερου γείτονα (kNN), ο ασαφής κατηγοριοποιητής Κ
μέσων (Fuzzy C-means FCM) και τα τεχνητά νευρωνικά δίκτυα οπίσθιας διάδοσης
(Artificial Neural Networks -ΑΝΝ). Επιλέχθηκε να χρησιμοποιηθούν δύο κλάσεις
για τ/ν κατηγοριοποίηση των διαθέσιμων δεδομένων, η κλάση <<υγιείς} και η κλάση
«παθολογικοί,).
Από τους κατηγοριοποιητές που αναφέρθηκαν, αυτός του κοντινότερου γείτονα
καθώς και τα τεχνητά νευρωνικά δίιcτυα λειτουργούν με επίβλεψη, δηλ
κατασκευάζουν μία συνάρτ/ση απόφασης βάσει τ/ς ακρίβειας κατ/γοριοποίησης επί
ενός υποσυνόλου των διαθέσιμων δεδομένων με εκ των προτέρων καθορισμένες
κλάσεις.. Αντίθετα στους κατηγοριοποιητές χωρίς επίβλεψη ο κατηγοριοποιητής
προσπαθεί να βρει συσχετίσεις των δεδομένων βασιζόμενος μόνο στις τιμές των
χαρακτ/ριστικών τους. Σε αυτήν τ/ν κατηγορία ανήκουν ο αλγόριθμος των Κ μεσών
και ο FCM.
Στο επόμενο κεφάλαιο παρουσιάζονται αναλυτικά η δομή και το πρωτόκολλο
συλλογής των δεδομένων, καθώς και οι αλγόριθμοι που χρησιμοποιήθηκαν. Στο
κεφάλαιο 3 παρουσιάζονται τα αποτελέσματα που πάνω στα δεδομένα που έχουμε
εξάγει και συνοψίζονται τα βασικότερα συμπεράσματα. Τέλος στο κεφάλαιο 4
παρατίθεται η βιβλιογραφία που χρησιμοποιήθηκε.
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2 Υλικά και μέθοδοι
2.1 Μέθοδοι αναγνώρισης χαρακτηριστικών
Η χρήση του ΗΕΓ και των ΠΔ για κατηγοριοποίηση ψυχικών νόσων ή
παθολογικών συμπεριφορών έχει αναφερθεί ειcτενώς στη βιβλιογραφία, με εξαγωγή
διαφορετικών χαραΚτ/ρισηκών από τις καταγραφές ΠΔ και εφαρμογή ποικιλίας
μεθόδων κατηγοριοποίησης. Εmτυχής KαΠlΎOΡΙOΠOίηση υποκειμένων υγειών και
πασχόντων από ήmα άνοια, καθώς και νόσο Alzheimer έχει αναφερθεί με χρήση ΗΕΓ
(Huang και συνεργάτες 2000, Musha 2002). Σε άλ/ες εργασίες και έρευνες έχουν
χρησιμοποιηθεί τα προκλητά δυναμικά για να γίνει κάJτοιος διαχωρισμός των
ασθενών. Παραδειγματικά αναφέρεται ότι σι κορυφώσεις Ρ1Ο0, Ν170, Ρ300 και Ρ400
των προκλητών δυναμικών έχουν στατιστικά σημαντικές διαφορές όπως φαίνεται με
χρήση της μεθόδου ΑΝΟΥΑ ανάμεσα σε άτομα με φοβίες και υγιείς (Iris-Tatjana
KoIassa, Frauke Musia1, Stephan Kolassa, and Wo1fgang HR Miltner,2006). (Για τον
ορισμό και το συμβολισμό των κορυφώσεων, ο αναγνώστης παραπέμπεται στην παρ.
2.3. Ι). Επίσης η κορύφωση Ρ50 έχει στατιστικά σημαντικές διαφορές μεταξύ
φυσιολογικών μαρτύρων και ατόμων με σχιζοφρένεια (Αππ 0lincy, M.D., and Laura
Martin, M.D.,2005) . Σε μία πρόσφατη μα/τη (R. Howard, Ρ. McCullagh, 2007) οι
ερευνητές υπέδειξαν τη συσχέτιση της ύστερης κορύφωσης Ν350 του βιωματικού ΠΔ
με ψυχοπαθολογικές συμπεριφορές. Οι κορυφώσεις Ν400 και Ρ300έχουν συσχετιστεί
με ανίχνευση ψευδών δηλώσεων από αριθμό υποκειμένων στην εργασία των (Parsons
και συνεργατών, 2000). Στατιστικά σημαντικός διαχωρισμός μεταξύ
ηρωινοεξαρτηνόμενων και φυσιολογικών υποκειμένων βάσει της ύστερης
κορύφωσης Ρ600, έχει υποδειχθεί στην εργασία των (Papageorgiou και συνεργατών
200 Ι ).Τα σωματοαισθητικάΠΔ έχουν χρησιμοποιηθείγια το διαχωρισμό ατόμων με
μυελοπάθειες(D!NG Υυ, HU Yong, RUAN Di-ke, CHEN Βο,2007).
2.2 Δεδομένα
2.2.1 Ιατρικά Δεδομένα
Η καταγραφή τόσο του ΗΕΓ, όσο και των ΠΔ περιλαμβάνει τη λήψη πολλών
ταυτόχρονων σημάτων από διαφορετικά σημεία του ανθρώπινου κρανίου, κάθε μία
εκ των οποίων προκαλείται από τη δραστηριότητα της εγγύτερης περιοχής του
εγκεφάλου. Τα σημεία συλλογής είναι κατανεμημένα με συγκεκριμένο τρόπο επί της
δερματικής επιφάνειας του κρανίου, που ονομάζεται «Σύστημα 10-20,> (Η. Jasper,
1958) το οποίο έχει εξελιχθεί στο σύστημα καταγραφής που χρησιμοποιείται διεθνώς
(American Electroencephalographic Society, 1991) (Σχήμα 2.1). Τα πιο συνηθισμένα
σημεία τοποθέτησης των απαγωγών, κατά το «Σύστημα 10-20», είναι τα Fpl, F3, C3,
Ρρ2, Ρ4, C4, ΟΙ, 02, Ρ4, Ρ3, ΡΖ, Cz, Fz (Σχήμα 2.1, θέσε" με έντονο μαύρο χρώμα).
Τα γράμματα του συμβόλου του κάθε ηλεκτροδίου αντιστοιχούν στην ανατομική του
θέση (πχ ''Ο''; occipitaI -ινιακό, "Ρρ": frontal-parietal -εμπρόσθιο βρεγματικό κλπ)
και ακολουθούνται από τον τοmκό αύξοντα αριθμό του ηλεκτροδίου.
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Σχήμα 2.1 Σχηματική παράσταση θέσεων συλλογής Π.Δ., που αποτελεί διεύρυνση,
σύμφωνα με την πρόταση της Αμερικανικής Εταιρείας Ηλεκτροεγκεφαλογραφίας
Στην κλινική πρακτική, η τοποθέτηση των απαγωγών ηλεκτροδίων γίνεται με
προσοχή ώστε να επιλεγεί η σωστή θέση για το κάθε ένα από αυτά. Η δερματική
περιοχή που αντιστοιχεί σε σημείο λήψης σήματος καθαρίζεται από λιπαρές ουσίες
με αλκοολούχο υγρό χωρίς να χρειάζεται να γίνει κοπή τριχών και επαλείφεται με
ειδική κόλλα η οποία αφενός διευκολύνει την συγκράτηση του ηλεκτροδίου,
αφετέρου μειώνει την εμπέδηση μεταξύ δέρματος και ηλεκτροδίου. (Ι. G.Tassinary,
Τ. Η. Οοοη, J. Τ. Cacioppo, R. Edelberg, 1990 )
Τα λαμβανόμενα σήματα περιέχουν υψηλά επίπεδα θορύβου, ο οποίος αφενός
μπορεί να προέρχεται από εξωτερικές πηγές ηλεκτρομαγνητικής ακτινοβολίας,
αφετέρου οφείλεται στο γεγονός ότι ταυτόχρονα παράγεται από τον εγκέφαλο σήμα
ΗΕΓ «υπoβάθρoυ~~ λόγω της λειτουργίας του, το οποίο έχει πολύ υψηλότερο πλάτος
από το ΠΔ. Τα ΠΔ παρουσιάζουν πλάτος 0.1 - 20 μV, ενώ οι τέσσερις κύριοι ρυθμοί
του ΗΕΓ υποβάθρου έχουν πλάτος από 30 μν (ρυθμo~ άλφα, βήτα) έως 200 μν
(ρυθμός δέλτα).
Για την εξαγωγή του ΠΔ από το μεταγραφόμενο ΗΕΓ χρησιμοποιείται η τεχνική του
μέσου όρου: Η λήψη κάθε ΠΔ επαναλαμβάνεται κάτω από τις ίδιες συνθήκες
(παραγωγή εξωτερικού ερεθίσματος και καταγραφή χωρίς μετακίνηση των
απαγωγών). Στη συνέχεια εξάγεται ο μέσος όρος των σημάτων που μετρώνται ύστερα
από διαδοχικές επαναλήψεις της πειραματικής δοκιμασίας (Τ. W. Picton and R. F.
Hilk, 1974).
Τα διαθέσιμα δεδομένα που χρησιμοποιήθηκανστην παρούσα εργασία αφορούν





Συνολικά χρησιμοποιήθηκαν καταγραφές προερχόμενες από 30 άτομα χωρίς
ψυχική ασθένεια, 24 άτομα με ιδεοψυχαναγκαστική διαταραχή, 24 άτομα με
κατάθλιψη και 28 άτομα με σχιζοφρένεια. Για κάθε υποκείμενο, ανεξαρτήτως της
κλάσης στην οποία ανήκει, είναι διαθέσιμες 15 διαφορετικές καταγραφές προκλητών
δυναμικών από 15 διαφορετικές περιοχές του κεφαλιού διάρκειας] δευτερολέπτου το
Kaei:va με περίοδο δειγματοληψίας ίση με 2 msec. Κάθε καταγραφή αφορά μη­
επεμβατική τοποθέτηση απαγωγών στην εξωτερική επιφάνεια του κεφαλιού και
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καταγραφή της παραγόμενης από τον εΥκέφαλο διαφοράς δυναμικού. Οι καταγραφές
είναι διαθέσιμες σε μορφή αρχείων κειμένου (ASCII fίles). Η διαδικασία παραγωγής
του εξωτερικού ερεθίσματος και η διάταξη καταγραφής έγινε σύμφωνα με το
εΥχειρίδιο για την ενήλικη κλίματα νοημοσύνης του Wechsler.(D. Wechsler, 1995).
Σύμφωνα με τη δοκιμασία αυτή, παρουσιάζεται στον εξεταζόμενο ένας ήχος χαμηλής
(500ΗΖ) ή υψηλής συχνότητας (3.00ΗΖ), ο οποίος καλείται να απομνημονεύσει
αριθμούς που θα ακούσει στη συνέχεια. Μετά τον προειδοποιητικό ήχο παρέρχεται
Ι sec και μετά ο εξεταζόμενος ακούει μια σειρά από αριθμούς. Με το πέρας της
σειράς των αριθμών επαναλαμβάνεται ο αρχικός ήχος και ο εξεταζόμενος καλείται να
θυμηθεί τους αριθμούς, ανάλογα με τη συχνότητα του προειδοποιητικού ήχου. Αν
αυτός είχε χαμηλή (υψηλή) συχνότητα ο εξεταζόμενος καλείται να θυμηθεί τους
αριθμούς με την ίδια (ανάστροφη) σειρά που τους είχε ακούσει. Τα ΠΔ
καταγράφονται στο διάστημα του 1sec που ακολουθεί τον προειδοποιητικό ήχο, πριν
τη χορήγηση του πρώτου αριθμού.
Τα δεδομένα μας έχουν δοθεί από την κλινική του Αιγινήτειου νοσοκομείου
Αθηνών. Κανένα δημογραφικό στοιχείο των ασθενών και υποκειμένων στη συλλογή
δεδομένων δεν μας ήταν διαθέσιμο, κατά συνέπεια η διασφάλιση των ευαίσθητων
προσωπικών δεδομένων των ασθενών είναι δεδομένη.
2.3 Σχεδίαση και ΥλοποίησηΑ'λΥορίθμων
2.3.1 Εξαγωγή χαρακτηριστικών
Για την αυτοματοποιημένη κατηγοριοποίηση ενός εξεταζόμενου
χρησιμοποιούνται όχι τα πρωτογενή δεδομένα των δερματικών καταγραφών της
τάσης alliJ. χαρακτηριστικοί περιγραφείς αυτών. Οι περιγραφείς που
χρησιμοποιήθηκαν στην παρούσα πτυχιακή εργασία συνοψίζονται παρακάτω
(Σκουλαρίκης 2006).
• Οι κορυφώσεις (αρνητικές ή θετικές) του πλάτους του δυναμικού
• ι-ι χρονική στιγμή στην οποία λαμβάνει χώρα η κορύφωση
• το χρονικό εύρος το οποίο καταλαμβάνει η μερική κυματομορφή που
περιέχει τη συγκεκριμένη κορύφωση.
Για τα ύστερα προκλητά δυναμικά που θα αποτελέσουν και το αντικείμενο της
εργασίας αυτής χρησιμοποιήθηκαν τα ακόλουθα χαρακτηριστικά:
• Κορύφωση Ρ50 (ελέΥχεται σε χρονικό εύρος 20-80 msec από το
εξωτερικό ερέθισμα και την έναρξη της καταγραφής): Θεωρείται ο
δείκτης των προσυνειδητών πτυχών προσοχής και αντικατοπτρίζει την
μετάβαση των πληροφοριών από το θάλαμο στα φλοιώδη προβλητικά
πεδία (L. B/umbardt, /996, G. Barrett, /996, R. Kmight and D. ScαdinI.
/998).
• Κορύφωση ΝΙΟΟ (ελέΥχεται σε χρονικό εύρος 75-160 msec από το
εξωτερικό ερέθισμα και την έναρξη της καταγραφής): Θεωρείται ο
δείκτης επιλεκτικής προσοχής. Αντικατοπτρίζει την κατανομή των
πληροφοριών στα κατάλληλα συνειρμικά πεδία.
• Κορύφωση Ρ200 (ελέγχεται σε χρονικό εύρος 140-250 msec από το
εξωτερικό ερέθισμα και την έναρξη της καταγραφής): Θεωρείται ο
δείκτης επικέντρωσης της προσοχής αναφορικά με τις επεξεργαζόμενες
πληροφορίες (L. B/umbardt, 1996, G. Barre/t, 1996, SA. Hillyard,
1995).
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• Κορύφωση Ρ300 (ελέγχεται σε 'ΧΡονικό εύρος 220-380 msec από το
εξωτερικό ερέθισμα και την έναρξη της καταγραφής): θεωρείται ο
δείκτης κινητοποίησης προγραμμάτων δράσης σε επίπεδο κεντρικού
νευρικού συστήματος (J. Po/ish, 1998, Τ.W Piclon, 1992).
• Κορύφωση Ν400 (ελέγχεται σε 'ΧΡονικό εύρος 340-500 msec από το
εξωτερικό ερέθισμα και την έναρξη της καταγραφής): Αναγνωρίζεται
ως ο δείκτης σημαντικότητας των πληροφοριών. Απεικονίζει την
κινητοποίηση προγραμμάτων σχετιζόμενων με τη σημαντικότητα
επεξεργαζόμενωνπληροφοριών (Μ. Kutas, 1980).
• Κορύφωση Ρ400 (ελέγχεται σε χρονικό εύρος 400-800 msec από το
εξωτερικό ερέθισμα και την έναρξη της καταγραφής): θεωρείται ο
δείκτης που αντικατοπτρίζει τα συστήματα επεξεργασίας πληροφοριών
που σχετίζονται με την συντακτικότητα των πληροφοριών.
• Κορύφωση Ρ600 (ελέγχεται σε χρονικό εύρος 500-800 msec από το
εξωτερικό ερέθισμα και την έναρξη της καταγραφής): Αντιστοιχεί στη
χρονική περίοδο τελικής οργάνωσης, ε'λέγχου και εκτέλεσης της
απόφασης που επιλέγεται όταν ο οργανισμός εκτίθεται σε εκλυτικό
ερέθισμα η σύμπλοκο ερεθισμάτων που έχουν ψυχολογική
σπουδαιότητα (C. Pαpαgeorgiou.2001).
Τα δεδομένα που παράγονται από την κλήση της εξαγωγής χαρακτηριστικών
είναι σε μορφή πίνακα (πίνακας δεδομένων), του οποίου η δομή είναι η ακόλουθη:
κάθε ασθενής αντιστοιχεί σε μία γραμμή του πίνακα δεδομένων, ενώ τα εξαχθέντα
χαρακτηριστικά ανnστoιxoύν σε στήλες. Η κλάση κάθε υποκειμένου καταχωρείται
στην πρώτη στήλη του πίνακα δεδομένων. Για λόγους υλοποίησης των αλγορίθμων, ο
συγκεκριμένος αλγόριθμος εξάγει τα δεδομένα σε δύο πίνακες: ένα πίνακα για το
πλάτος των κορυφώσεων και ένα για τη χρονική στιγμή εμφάνισης των κορυφώσεων.
Ο αλγόριθμος που 'ΧΡησιμοποιήθηκε για την εξαγωγή αυτών των χαρακτηριστικών
μπορεί να κωδικοποιηθεί ως εξής:
2.3.1.1 Περιγραφή
Είσοδοι:
• Τα ήδη υπάρχοντα δεδομένα στις κατηγορίες ασθενείς και μη ασθενείς
Έξοδοι:
• Ένας πίνακας με τις κορυφώσεις (όπου κορυφώσεις είναι τα τοπικά μέγιστα ή
τα τοπικά ελάχιστα)
• Ένας πίνακας με τους χρόνους που έγινε η κάθε κορύφωση
• Προαιρετικά παράγεται και πίνακας με συνδυασμό κορυφώσεων και χρόνων,
ίσος με την ένωση των δύο προηγούμενων πινάκων.
2.3.1.2 Ψευδοκώδικας του αλγόριθμου
Καθορίζονται τα διαστήματα δειγμάτων rt:,ti] που αντιστοιχούν σε κάθε ένα
από τις 7 κορυφώσεις που εξάγονται. Ο αλγόριθμος συμπληρώνει τιμές σε τρεις
άδειους πίνακες (ορίσματα εξόδου) σύμφωνα με τον ορισμό των χαρακτηριστικών
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Για κάθε ασθενή Ρ
Για κάθε καταγραφή e
Για κάθε χαρακτηριστικό k
Υπολόγισε την μέγιστη τιμή της καταγραφής του
δυναμικού στο διάστημα [ι\ι~]: F:~- max (ν:.Λι))1" ./i]
Υπολόγισε το χρόνο εμφάνισης της μέγιστης
τιμής της καταγραφής του δυναμικού στο





2.3.2 Δημιουργία υποσυνόλων δεδομένων
Τόσο οι μέθοδοι επιλογής χαρακτηριστικών, όσο και οι μέθοδοι
κατηγοριοποίησης με επίβλεψη, απαιτούν τον τυχαίο διαχωρισμό των δεδομένων σε
δύο υποσύνολα, εκπαίδευσης και ελέγχου, τα οποία είναι ξένα μεταξύ τους.
Παρακάτω περιγράφονται δύο (2) μέθοδοι τυχαίου διαχωρισμού των δεδομένων:
• Υπο-αλγόριθμος spl.ίt_data: τα δεδομένα χωρίζονται με mθανότητα ptrain για
το υποσύνολοεκπαίδευσηςκαι (l-ptrain) στο υποσύνολοελi:yΧOυ.
• Υπο-αλγόριθμος split_data_asymetric: τα δεδομένα χωρίζονται έτσι ώστε,
δεδoμ~Ύα κλάσης 1 καταχωρούνται το υποσύνολο εισταίδευσης με πιθανότητα
ptrainl και δεδομένα κλάσης 2 καταχωρούνται το υποσύνολο ελέγχου με
πιθανότητα ptrain2.
Ο δεύτερος αλγόριθμος καθίσταται χρήσιμος όταν το πλήθος των δεδομένων της




• Ο πίνακας δεδομένων D, το ποσοστό δεδομένων στο υποσύνολο εκπαίδευσης
ptrain, το ποσοστό δεδομΙΎωνστο υποσύνολοτης πρώτης ΙCΛΆσης
Έξοδοι:
• Δύο (2) εmμέρους πίνακες δεδομένων (ένας εκπαίδευσης και ένας ελέγχου)
ΨεVΔoκώδικας του αλγόριθμου;..
1. TRAIN _ (21, ΤΕSl = ίΖΙ
2. Για κάθε ΡίΕυ
a. Δημιουργία ενός τυχαίου αριθμού R (με ομογενή
κατανομή στο διάστημα [0,1])
b. ΑΝ P<ptrain ΤΟΤΕ TRAIN .. ΤΜ!Ν υΡί ΑΛΛΙΩΣ
TEST-TESTUp, )
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Σύνταξη




• Ο πίνακας δεδομένων D, τα ποσοστάδεδομένωνκλάσης 1 και κλάσης 2 στο
υποσύνολο εκπαίδευσης ptrainl, ptrain2
Έξοδοι:
• Δύο (2) επιμέρους πίνακες δεδομένων (ένας εκπαίδευσης και ένας ελέγχου)
Ψευδοκώδικας του αλγ,όριθμου:
1. TRAJN .. 12:1, TEST. = 12!
1. Για κάθε ΡίΕΟ
c. ΑΝ ρ,(I)=1
1. Δημιουργία ενός τυχαίου αριθμού R (με
ομογενή κατανομή στο διάστημα [0,1])
ii. ΑΝ R<ptrainl ΤΌΤΕ TRAlN-TRAlNUp, ΜΛΙΩΣ
TEST. = TEST υ Ρ,
d. ΑΛΛΙΩΣ
i. Δημιουργία ενός τυχαίου αριθμού R (με
ομογενή κατανομή στο διάστημα [0,1])
ii. ΑΝ R<ptrain2 ΤΌΤΕ TRAlN-TRAlNUp, ΑΛΛΙΩΣ
TEST = TEST υ Ρ,
Σύνταξη:
[train, test]=split_data_asymetric (D, ptrainl, ptrain2);
2.3.3 Επιλογή χαρακτηριστικών
Σύμφωνα με τα όσα έχουν περιγραφεί ως το σημείο αυτό, ο αλγόριθμος
εξαγωγής χαρακτηριστικών παράγει ένα μεγάλο πλήθος χαρακτηριστικών, ίσο με 105
τιμές κορυφώσεων για κάθε ασθενή (7 κορυφώσεις για κάθε μία από τις 15
καταγραφές απαγωγών) και ίσο αριθμό χρονικών στιγμών κορυφώσεων. Καθίσταται
σαφές ότι είναι απαραίτητο να ακολουθήσει ένας αλγόριθμος επιλογής των βέλτιστων
χαρακτηριστικών με βάση την ακρίβεια (ευαισθησία και ειδικότητα) της
κατηγοριοποίησης που επιτυγχάνεται μέσω ενός προεπιλεγμένου κατηγοριοποιητή.
Η επιλογή χαρακτηριστικών (feature selectίon) είναι μια ενεργή επιστημονική
περιοχή στην αναγνώριση προτύπων, στην στατιστική και στη εξόρυξη δεδομένων. Η
βασική ιδέα στην επιλογή χαρακτηριστικών είναι να επιλεγεί ένα σύνολο από τις
τιμές εισόδου εξαιρώντας από το δείγμα χαρακτηριστικά με λίγη η καθόλου
πληροφορία. Η επιλογή χαρακτηριστικών μπορεί αποδεδειγμένα να βελτιώσει τα
αποτελέσματα ενός μοντέλου κατηγοριοποίησης. Επιπλέον, η εύρεση του βέλτιστου
υποσυνόλου από ένα σύνολο χαρακτηριστικών είναι ένα σημαντικό πρόβλημα από
μόνο του (YongSeog Κim, W. Nίck Street, and Fίlίppo Menczer).
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της επιλογής χαρακτηριστικών μπορεί να διατυπωθεί
εξής. Δεδομένου ενός συνόλου χαρακτηριστικών
αναζητείται ένα υποσύνολο ΥΜ "" {Υ i' j "" 1•...,Μ} με Μ < Ν ,




έτσι ώστε ΥΜ ς: Χ
δεδομένων.
Η μέθοδος επιλογής χαρακτηριστικών μεγεθών περιλαμβάνει τις εξής διαδικασίες
(Σχήμα 2.1α):
1. Μία διο.δικο.σία παραγωγής του επόμενου υποψηφίου υποσυνόλου.
2. Μία συνάρτηση αποτίμησης του υπό εξέταση υποσυνόλου.
3. Ένα κριτήριο τερματισμού της διαδικασίας επιλογής χαρακτηριστικών.
4. Τεκμηρίωση: επιroγχάνεται εφαρμόζοντας ένα κατηγοριοποιητή διαφορετικό
από αυτόν που χρησιμοποιήθηκε για την αποτίμηση του υπό εξέταση
υποσυνόλου.















Οχ' Κρ\1ήρ\Ό Νι:ιl Τι:ιqιηρ!ωσητtριιttΤ10μοv
Σχήμα 2.lα Διαδικασία επιλογής χαρακτηριστικών μεγεθών.
Η διαδικασία παραγωγής υποψηφίων υποσυνόλων είναι μία διαδικασία
αναζήτησης [Siedlecki ]988J, [l.angley 1994J. Η διαδικασία μπορεί να ξεκινήσει
αρχικά:
• χωρίς χαρακτηριστικά μεγέθη,
• με ό'Μ1 τα χαρακτηριστικά μεγέθη,
• με ένα τυχαία επιλεγμένο υποσύνολο χαρακτηριστικών μεγεθών.
Στις δύο πρώτες περιπτώσεις, χαρακτηριστικά μεγέθη προστίθενται ή
αφαιρούνται με επαναληπτικό τρόπο, ενώ στην τρίτη περίπτωση χαρακτηριστικά
μεγέθη προστίθενται ή αφαιρούνται ή παράγονται τυχαία [LangIey ]994].
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Η συνάρτηση αποτίμησης καθορίζει την καταλληλότητα ενός υποσυνόλου
χαρακτηριστικών μεγεθών το οποίο κατασκευάζεται από μία συνάρτηση παραγωγής.
Η προκύπτουσα τιμή της συνάρτησης αποτίμησης συγκρίνεται με την προηγούμενη
καλύτερη τιμή και εάν είναι καλύτερη τότε το υπό εξέταση υποσύνολο αντικαθιστά
το ΠΡΟηΥούμενο καλύτερο.
Στην παρούσα εργασία οι μέθοδοι επιλογής χαρακτηριστικών που
χρησιμοποιήθηκαν είναι οι ακόλουθες:
• Sequential Foιward Selection (SFS) και
• Sequential Floating Forward Selection (SFFS)
Αμφότερες οι μέθοδοι χρησιμοποιούν την απόδοση του κατηγοριοποιητή ως
συνάρτηση αποτίμησης (wrapper methods). Για να εmτευχθεί αμεροληψία κατά τη
σύγκριση των αποτελεσμάτων της ακρίβειας κατηγοριοποίησης και οι δύο μέθοδοι
επιλογής χαρακτηριστικών εκπαιδεύτηκαν σε υποσύνολο εκπαίδευσης δεδομένων και
όλοι οι συνδυασμοί χαρακτηριστικών αποτιμήθηκαν σε υποσύνολο ελέγχου
δεδομένων, ξένο με το προηγούμενο.
2.3.3.1 Αλγόριθμος SFS
ο αλγόριθμος SFS είναι ένας απλός αλγόριθμος επιλογής χαρακτηριστικών.
Δεδομένου ενός συνόλου χαρακτηριστικών Υ:ιΗ • Ο αλγόριθμος αρχικοποιείται με ένα
κενό υποσύνολο χαρακτηριστικών. Σε κάθε επανάληψη ο SFS επιλέγει το καλύτερο
από τα χαρακτηριστικά χ. του Ya/l που δεν ανήκουν στο υποσύνολο των ήδη
επιλεγμένων χαρακτηριστικών κατά την τρέχουσα επανάληψη γ: και το προσθέτει
στο Υ.. Η επιλογή του χαρακτηριστικού γίνεται βάσει μιας συνάρτησης ] που
ποσοτικοποιεί πόσο αποτελεσματική είναι η ταξινόμηση των δεδομένων με εφαρμογή
ενός προκαθορισμένου κατηγοριοποιητή και με την χρήση του τρέχοντος
υποσυνόλου των χαρακτηριστικών Υ'.
χ' : argmax(J (Υ' υχ"))
Με αυτόν τον τρόπο ο SFS σε κάθε επανάληψη επιλέγει και προσθέτει στο
τρέχον υποσύνολο χαρακτηριστικών το καλύτερο από τα εναπομείναντα. Ο
αλγόριθμος τερματίζει όταν το εmλεχθέν χαρακτηριστικό επιτυγχάνει χειρότερη τιμή.
Ο SFS βγάζει καλύτερο αποτέλεσμα όταν το σύνολο έχει μικρό αριθμό από
χαρακτηριστικά (Gutierrez-Osuna), διότι δεν προβλέπεται η δυνατότητα αφαίρεσης




• Έναν από τους 3 πίνακες δεδομένων (έξοδος του αλγόριθμο newfeatures), το
μέγιστο εmθυμητό πλήθος χαρακτηριστικών D.
Έξοδοι:
• Ένας πίνακας με τα χαρακτηριστικά που επιλέγουμε.
• Η συνολική ακρίβεια του συνόλου των χαρακτηριστικών.
Ψευδοκώδικας του Αλγόριθμου:
Καθορίζεται ο μέγιστος αριθμός D των βέλτιστων χαρακτηριστικών που
θέλουμε να εξάγουμε βάσει μιας συνάρτησης J, που ποσοτικοποιεί αν είναι
αποτελεσματική η ταξινόμηση με την χρήση αυτών των χαρακτηριστικών.
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1. k~O
2. Αρχ ικοποίηση συνόλου χαρακτηριστικών Υο = g
3. JO~J(Ykl








ο δεύτερος αλγόριθμος που χρησιμοποιήθηκε είναι ο SFFS(Sequential Aoating
Forward SeJection). Είναι ένας πιο πολύπλοκος αλγόριθμος από τον SFS. Όπως ο
προηγούμενος αλγόριθμος, σε κάθε επανάληψη επιλέγει το καλύτερο από τα
διαθέσιμα χαρακτηριστικά, δεδομένου ενός συνόλου χαρακτηριστικών,. Η επιλογή
γίνεται βάσει μιας συνάρτησης J που ποσοτικοποιεί πόσο αποτελεσματική είναι η
κατηγοριοποίηση των δεδομένων με χρήση των εmλεγμένων χαρακτηριστικών. Η
κύρια διαφορά του με τον SFS είναι ότι εδώ υπάρχει η δυνατότητα αφαίρεσης ενός
ήδη επιλεχθέντοςχαρακτηριστικού και προσθήκη κάποιου άλλου.
Περιγραφή
Είσοδοι:
• Έναν από τους 3 πίνακες δεδομένων (έξοδος του αλγόριθμου new[eaιures),
το μέγιστο επιθυμητό πλήθος χαρακτηριστικών D.
• Ο αριθμός των κλάσεων που έχουμε.
·Εξοδοι:
• Ένας πίνακας με τα χαρακτηριστικά που επιλέγουμε
• Η συνολική ακρίβεια των χαρακτηριστικών.
Ψευδοκώδικω: του Αλγόριθμου:
Όπου D ο αριθμός των χαρακτηριστικών που θέλουμε να κραπΊσουμε. Xk είναι
ένα σύνολο που περιέχει k χαρακτηριστικά και J μια συνάρτηση που ποσοτικοποιεί
πόσο αποτελεσματική είναι η ταξινόμηση των δεδομένων με την χρήση των
χαρακτηριστικών που κάθε φορά εξάγονται. Τότε:
1. ΧΟ=Ο κα ι k=O
2. Οσο k<D
• Εύρεση του πιο σημαντικού χαρακτηριστικού:
Υ -a<gmax(1(X, uy))
• X k•I =Xk Uy
• k=k+l
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6. Εύρεση του λιγότερου σημαντ ικού χαρακτηριστικού από





Ο αλγόριθμος SFFS χρησιμοποιεί και κάποιες άλλες συναρτήσεις οι οποίες
περιγράφονται στο παράρτημα. Οι συναρτήσεις αυτές είναι:
• function confusion=knn_fun(trainl,testl,feat,k size,nclass)
~ένας απλός κατηγοριοποιητής με βάση τους k κοντινότερους
γειτονες.
• function [Jmax,a]=most_significant_feat(data_all,F,X,nclass}
~συνάρτηση εύρεσης του σημαντικότερου χαρακτηριστικού
• function [Jmax,a]=least_sign1f1cant feat(data_all,F,X,nclass)
~συνάρτηση εύρεσης του λιγότερο σημαντικού χαρακτηριστικού
2.3.4 Κατηγοριοποίηση
Έχοντας πάρει τα αποτελέσματα από την επιλογή των χαρακτηριστικών, θα
πρέπει να χρησιμοποιήσουμε αυτά τα χαρακτηριστικά για να κατηγοριοποιήσουμε
τους διάφορους ανθρώπους σε ασθενείς και μη.
Η κατηγοριοποίηση έχει δύο ερμηνείες. Μπορούμε είτε έχοντας ένα σετ από
μεταβλητές να προσπαθήσουμε να τις κατατάξουμε σε κατηγορίες(μάθηση με
επίβλεψη-SUΡervίsed learning) είτε ξέρουμε τις κλάσεις και προσπαθούμε να
βγάλουμε έναν κανόνα πότε μία νέα μεταβλητή τοποθετείται σε μία από τις
υπάρχουσες κλάσεις(μάθηση χωρίς επίβλεψη-unSUΡervίsed learning). (R. J. Renery)
Στη μάθηση με επίβλεψη το σύστημα πρέπει να «μάθει" επαγωγικά μια
συνάρτηση που ονομάζεται συνάρτηση στόχος και αποτελεί έκφραση του μοντέλου
που περιγράφει τα δεδομένα. Στην μάθηση χωρίς επίβλεψη το σύστημα έχει στόχο να
ανακαλύψει συσχετίσεις και ομάδες από δεδομένα, βασιζόμενο μόνο στις ιδιότητες
τους. Σαν αποτέλεσμα προκύπτουν πρότυπα (περιγραφές), κάθε ένα από τα οποία
περιγράφει ένα μέρος από τα δεδoμέvα.(Bλαχάβας Ι, Κεφαλάς Π., Βασιλειάδης Ν,
Κόκκορας Φ. και Σακελλαρίου Η .•2006)
Οι αλγόριθμοι κατηγοριοποίησης που χρησιμοποιήσαμε ήταν οι:
• Κατηγοριοποιητής C-μέσων (C-rneans)
• Κατηγοριοποιητής Κ-κοντινότερων γειτόνων (-Κ nearest neighbors -ΚΝΝ)
• Κατηγοριοποιητής ασαφών μέσων (Fuzzy C- rneans - FCM)
• τεχνητά νευρωνικά δίκτυα (ΤΝΔ) (-artificial neural networks - ΑΝΝ)
Για να ελέγξουμε την ορθότητα της κατηγοριοποίησης των υποκειμένων με
τους παραπάνω αλγόριθμους θα πρέπει να υπολογίσουμε την απόδοση του κάθε
κατηγοριοποιητή ξεχωριστά. Πιο συγκεκριμένα, για κάθε κατηγοριοποιητή θα πρέπει
να υπολογίσουμε τον πίνακα συνάφειας (confusion matrix),.. Στην περΙ-ττωση των
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δύο διαφορετικών κλάσεων, ο πίνακα συνάφειας περιέχει τα ακόλουθα τέσσερα (4)
στοιχεία
-ΝΙ :αριθμός φυσιολογικών υποκειμένων που ταξινομούνται σωστά
-Ν2:αριθμός φυσιολογικών υποκειμένων που ταξινομούνται σε λάθος
κλάση
-Ν3:αριθμός ασθενών που ταξινομούνται σε λάθος κλάση
-Ν4:αριθμός ασθενών που ταξινομούνται σωστά
Με χρήση του πίνακα συνάφειας μπορούν να οριστούν οι ποσότητες που θα
χρησιμοποιηθούν για την ποσοτικοποίηση τ/ς κατηΎοριοποίησης. Η ευαισθησία
(sensitivity) είναι το ποσοστό των ασθενών που ταξινομήθηκαν σωστά, ενώ η
ειδικότητα (sρecificity) το ποσοστό των φυσιολογικών υποκειμένων που
ταξινομήθηκαν στην σωστή τους κλάση. Η ευαισθησία και η ειδικότ/τα είναι δύο
σημαντικά ποσοστά τα οποία συχνά 'ΧΡησιμοποιούνται σε θέματα διαγνωστικών
κριτηρίων ή τεστ (screening test) (Παπαϊωάwου Τ., Φερεντίνος Κ.•2004). Τέλος η
συνολική ακρίβεια (accuracy) της κατηγοριοποίησης προκύπτει ως το κλάσμα των
υποκειμένων (ασθενών και υγειών) που ταξινομήθηκαν σωστά.
2.3.4.1 Κατηγοριοποιητής Κ -μέσων
Ο πρώτος αλγόριθμος που χρησιμοποιήσαμε ήταν αυτός των κ μέσων (c-
means). Έστω το σύνολο των διαθέσιμων δεδομένων {ρ;}, η εκ των προτέρων
γνωστή κλάση τους {cj }, ; -1,2, ... ,N ,όπου ρ,ΕΟ D το ί-οστό διάνυσμα δεδομένων,
D το πλήθος των επιλεχθέντων χαρακτηριστικών κλάση του. Ο αλγόριθμος Κ-μέσων
αναζητά με επαναληπτικό τρόπο τ/ θέση των κέντρων κάθε κλάσης cm ι ΕΟ D, ί = 1, 2
, ελαχιστοποιώντας την απόσταση των δεδομένων της ίδιας κλάσης από αυτό. Η
υλοποίηση του εν λόγω αλγόριθμού περιγράφεται σε μορφή ψευδοκώδικα ως εξής:
ΠερΙΥραφή
Είσοδοι:




1. Τυχαία αρχικοποίηση μέσων σε κάθε κλάση
2. Όσο τα νέα (ενημερωμένα) μέσα απέχουν από το προηγούμενο
μέσο κάποια απόσταση τότε πήγαινε στο 3 αλλιώς στο 6.
3. Για κάθε ένα από τα διαθέσιμα δεδομένα Ρι
a. Εύρεση της απόστασης του Ρι από το κάθε μέσο και
προσθήκη του Ρι στην αντίστοιχη κλάση
b. Ενημέρωση μέσων βάσει των υπολογισθέντων κλάσεων.
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2.3.4.2 Κατηγοριοποιητής κοντινότερου γείτονα (kNN)
Έστω το σύνολο των διαθέσιμων δεδομένων το οποίο χωρίζεται σε υποσύνολο
εκπαίδευσης Τ "" {p.,c.,i = 1.2..... 1\.-' ~ και σε υποσύνολο iAέγχoυ
J 'J "
Τ2 = {p;,Cj,i = 1,2, ... ,N2} , όπου Ρί εο Dτο ί-οστό διάνυσμα δεδομένων, D το πλήθος
των επιλεχθέντων χαρακτηριστικών και Ci η εκ των προτέρων γνωστή κλάση.
Λαμβάνεται μέριμνα ώστε ΙΊ n Τ2 ;; g .
Σύμφωνα με αυτόν τον αλγόριθμο κατηγοριοποίησης κοντινότερου γείτονα, για
κάθε ένα από τα δεδομένα ελέγχου, ελέγχουμε k τους κοντινότερους γείτονες από
τους γείτονες του, λαμβανOμΈVOυς από το υποσύνολο εκπαίδευσης. Η απόσταση
ορίζεται χρησιμοποιώντας Ευκλείδεια μετρική, ενώ στην περίπτωση μη ετερόκλητων
χαρακτηριστικών, απαιτείται κανονικοποίηση των τιμών τους σε κοινή ακτίνα τιμών.
Η κλάση που πλειοψηφεί από τους k τους κοντινότερους γείτονες ανατίθεται ως
κλάση της εν λόγω εγγραφής (R. J. Heoery). Ο κώδικος που χρησιμοποιήσαμε ήταν:
Περιγραφή
Και σης 2 περιπτώσεις(με όλα τα χαρακτηριστικά η μόνο με τα επιλεγμένα) οι είσοδοι και οι
έξοδοι είναι:
Είσοδοι:
• Ο πίνακας δεδομένων D
'Εξοδοι:
• Ο πίνακας συνάφειας (Ν ί .Ν2,Ν3 κοι Ν4).
Ψευδοκώδικας του αλγόριθμου:
1. Χωρισμός δεδομένων σε σύνολα εκπαίδευσης Τ ι και
ελέγχου Τ2 , ξένα μεταξύ τους (Τ; nT2 =0).
2. Για κάθε ένα από τα δεδομένα του συνόλου ελέγχου
ρ,ΕΤ,
a) Εύρεση των κοντινότερων γειτόνων του από τα μέλη
του συνόλου εκπαίδευσης. Η απόσταση ορίστηκε ως η
ευκλείδεια απόσταση των κανονικοποιημένων
χαρακτηριστικών.
b) Υπολογισμός της κλάσης C της πλειοψηφίας των
γειτόνων (το Ν εκλέγεται περιττός φυσικός αριθμός)
c) Ανάθεση στην κλάση Ci του Ρί της κλάσης πλε ιοψηφίας
Cl=C.
3. Κατασκευή του πίνακα συνάφειας:
Σύνταξη
Παίρνονταςόλα τα χαρακτηριστικά(ο πρώτος κώδικας)
[ΝΙ, Ν2, Ν3, Ν4] ~myknn (ο);
Παίρνονταςορισμέναχαρακτηριστικά(ο δεύτεροςκώδικας)
[N1,N2,N3,N4]~mykno(xar);
Λόγω της στοχαστικής φύσης της μεθόδου που εισάγει ο τυχαίος διαχωρισμός
των δεδομένων σε υποσύνολο εκπαίδευσης και ελέγχου, κρίθηκε σκόπιμη η
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πολλαπλή εκτέλεση του αλγόριθμου και ο υπολογισμός της απόδοσης του
κατηγοριοποιητή λαμβάνοντας το μέσο όρο των εmμέρους αποδόσεων.







• Η ακρίβεια του αλγόριθμου
Σύνταξη
muIιί knn
Στους παραπάνω αλγόριθμους χρησιμοποιούνται οι συναρτήσεις
• split_data
• splίt_data_3symetric
για τον διαχωρισμό των στοιχείων σε δύο ομάδες: εκπαίδευσης και ε'λ/Ύχου.
2.3.4.3 Ο αλγόριθμος κατηγορωποίησης ασαφών μέσων FCM
Ο συγκεκριμένος καΠ1Ύοριοποιητήςανήκει στην τάξη των κατηγοριοποιητών
χωρίς επίβλεψη, το οποίο σημαίνει ότι ο ίδιος κατ/Ύοριοποιητήςαναλαμβάνει από
μόνος του την ταξινόμηση των δεδομένωνσε ένα αριθμό προκαθορισμένωνκλάσεων
χωρίς να απαιτείται κάποια προηγούμενη πληροφορία. Το γεγονός αυτό συνάδει με
τ/ φύση των διαθέσιμων δεδομένων. Ο αλγόριθμος αυτός λειτουργεί βρίσκοντας
πρότυπα, που το καθένα τους αντιπροσωπεύειτο μέσο μια ομάδας προτύπωνπου τα
περιβάλλουν. Αυτά τα πρότυπα μπορούν μετά να χρησιμοποιηθούνστην ταξινόμηση
νέων προτύπων εισόδου που θα παρουσιαστούναργότερα. Η Μέθοδος Ασαφών C-
Μέσων χρησιμοποιεί ασαφή σύνολα, δηλαδή σύνολα στα οποία ένα στοιχείο μπορεί
να είναι μέλος, μη-μέλος ή εν μέρει μέλος, εν αντιθέσει με τις μεθόδους που
βασίζονται σε πιθανολογικές προσεγγίσεις, όπου δεν υπάρχει η ΈWoια του εν μέρει
μέλους συνόλου (J.C. Bezdek,1981). Ο αλγόριθμος κατηγοριοποίησης ασαφών







• Αριθμός των κλάσεων
Έξοδοι:
• Το κέντρο της κάθε ομάδας
• Ο πίνακας με τα ποσοστά καταχώρισης σε κάποια ομάδα
• Τιμές αντικειμενικότητας κατά την διάρκεια των επαναλήψεων
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ΙΨευδοκώδικα του αλγόριθuου:
• Αρχικοποίηση του πίνακα U=O; (ο πίνακας αυτός περιέχει το
ποσοστό του στοιχείου σε κάθε κλάση)
• Για κάθε επαναλήψεων
1. Υπολογίζεται το νέο κέντρο κάθε κλάσης
2. Υπολογίζεται το ποσοστό του στοιχείου σε κάθε κλάση
Σύνταξη
[center,U,obj fcn] = fcm(data,cluster η)
2.3.4.4 Κατηγοριοποιητής βάσει τεχνητών νευρωνικών δικτύων
(ΤΝΔ)
Τέλος χρησιμοποιήσαμε τα νευρωνικά δίκτυα για να κάνουμε μια
κατηγοριοποίηση των δεδομένων. Τα νευρωνικά δίκτυα είναι μια ιδιαίτερη
προσέγγιση στη δημιουργία συστημάτων με VOημOσύ\Πl καθώς αποφεύγουν να
αναπαραστήσουν ρητά τ/ γνώση και να υιοθετήσουν ειδικά σχεδιασμένους
αλγόριθμους αναζήτησης. Αντίθετα βασίζονται σε βιολογικά πρότυπα καθώς
χρησιμοποιούν δομές και διαδικασίες που μιμούνται τις αντιστοιχίες του ανθρώπινου
εγκεφάλου.
Τα τεχνητά νευρωνικά δίκτυα είναι συστήματα επεξεργασίας δεδομένων που
αποτελούνται από πλήθος τεχνητών νευρώνων οργανωμένων σε δομές παρόμοιες με
αυτές του ανθρωπίνου εγκεφάλου. Συνήθως οι τεχνητοί νευρώνες είναι οργανωμένοι
σε μία σειρά από στρώματα ή επίπεδα (layers). Το πρώτο από αυτά ονομάζεται
επίπεδο εισόδου (input layer) και χρησιμοποιείται για τ/ν εισαγωγή δεδομένων. Τα
στοιχεία του δεν εΙCΤελOύν κάποιο υπολογισμό (δεν έχουν βάρη ούτε συνάρτ/ση
ενεργοποίησης). Στ/ συνέχεια μπορεί να ακολουθούν προαιρετικά, ένα ή
περισσότερα ενδιάμεσα ή κρυφά επίπεδα (hidden layers), ενώ στο τέλος υπάρχει το
επίπεδο εξόδου (ουΙρυ! I.yer) -Σχήμα 2.2.
Όταν δεν υπάρχουν συνδέσεις μεταξύ νευρώνων ενός επιπέδου και νευρώνων
προηγούμενου επιπέδου τα τεχνητά νευρωνικά δίκτυα χαρακτηρίζονται ως δίκτυα με
πρόσθια τροφοδότ/ση (feedforward). Στ/ν αντίθετ/ περίπτωση. καθώς και στ/ν
περίπτωση σύνδεσης μεταξύ νευρώνων ίδιου επιπέδου, τα τεχνητά νευρωνικά δίΙCΤΥα
χαρακτ/ρίζονται ως δίκτυα με ανατροφοδότ/ση (feedback ή recurrcnt) (Βλαχάβας Ι,
Κεφαλάς Π., Βασιλειάδης Ν, Κόκκορας Φ. και Σακελλαρίου Η.,2006). Τα πρόσθιας
τροφοδότ/σης ΤΝΔ είναι τα πρώτα και τα απλούστερα νευρωνικά δίκτυα που
επινοήθηκαν. Σε αυτά τα δίκτυα οι πληροφορίες κινούνται μόνο σε μία κατεύθυνση
από τους κόμβους εισαγωγής, μέσω κρυμμένων κόμβων, στους κόμβους εξόδου,
χωρίς να υπάρχει κύκλος ή βρόχος στο δίιcτυo
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εικόνα 2.2 Γραφική αναπαράσταση ενός δικτύου πρόσθιας τροφοδότησης.
Το θεμελιώδες στοιχείο σε ένα ΤΝΔ είναι ο τεχνητός νευρώνας. Ο κάθε
νευρώνας του ΤΝΔ είναι μια σύναψη των εισόδων του. Η λειτουργία του
περιλαμβάνει τον αθροιστή, ο οποίος προσθέτει τα επηρεασμένα από τα βάρη σήματα
εισόδου και τη συνάρτηση ενεργοποίησης (acιίνaιίοn funcιion), ένα είδος φίλτρου το
οποίο διαμορφώνει την τελική τιμή του σήματος εξόδου Υ. σε συνάρτηση με την
ποσότητα S και την τιμή κατωφλίου της συνάρτησης ενεργοποίησης. Οι είσοδοι
μπορεί να είναι, είτε κάποια εξωτερικά σήματα, ή οι έξοδοι από άλλους νευρώνες.
Στο σημείο αυτό θα πρέπει να αναφέρουμε την ύπαρξη μιας διαφορετικής εισόδου,
που είναι γνωστή ως bias (βάρος) και χρησιμοποιείται προκειμένου να ληφθούν
υπόψη επιδράσεις παραγόντων ανεξάρτητων από τις εισόδους. Ετσι για τον νευρώνα j
ο οποίος συνδέεται με Ν νευρώνες του προηγούμενου επιπέδου, με τιμές βαρύτητας
Wji και με bias bj , η έξοδος θα είναι της μορφής:
(Ν ι )YJ=/4Wj1XI+bj
όπου f η συνάρτηση ενεργοποίησης η οποία συνήθως είναι της μορφής:
f(x)- 1 1_,
+e·
Όταν η τιμή της συνάρτησηςενεργοποίησηςξεπεράσειένα κατώφλι, τότε ο νευρώνας
«πυροδοτεί» -παράγει σήμα εξόδου- το οποίο θα διαδοθεί στους νευρώνες του
επόμενουστρώματοςτου νευρωνικούδικτύου.
Ο κατηγοριοποιητής νευρωνικού δικτύου ανήκει στην KαηlΎOρία των
κατηγοριοποιητώνμε επίβλεψη (superνised cIassifiers). Αυτό σημαίνει ότι υπάρχει
μια φάση εκπαίδευσης του δικτύου, κατά τη διάρκεια της οποίαςτα βάρη του
μεταβάλλονται, με βάση κάποιο κανόνα εκμάθησης, μέχρι η παραγόμενη έξοδος του
ΤΝΔ να συγκλίνει με την επιθυμητή. Όταν το ΤΝΔ χρησιμοποιείται σαν
κατηγοριοποιητής, τότε το επίπεδο εξόδου έχει τόσους νευρώνες όσες και οι κλάσεις
των δεδομένων. Η κατηγοριοποίηση γίνεται βάσει του νευρώνα του επιπέδου εξόδου
που ενεργοποιείται (πυροδοτεί). Τα δεδομένα του υποσυνόλου εκάθησης
παρουσιάζονται στο ΤΝΔ και η διαφορά της εξόδου του από τ/ν επιθυμητή έξοδο
χρησιμοποιείται για την μεταβολή των βαρών του. Τα δεδομένα του συνόλου
εκμάθησης παρουσιάζονται συνεχώς στην είσοδο του ΤΝΔ μέχρι να ελαχιστοποιηθεί
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το μέσο τετραγωνικό σφάλμα μεταξύ στην επιθυμητή και την πραγματική απόκριση
του δικτύου. Η ελαχιστοποίηση του σφάλματος εmτιryχάνεται με την εφαρμογή
κάποιας μεθόδου βελτιστοποίησης. Μια από τις πιο γνωστές μεθόδους
βελτιστοποίησης που εφαρμόζεται για την εκπαίδευση ενός νευρωνικού δικτύου είναι
η μέθοδος της όmσθεν διάδοσης (backpropagalion). Σύμφωνα με τη μέθοδο αητή, η
διαφορά της εξόδου από την εmθυμητή έξοδο διαδίδεται προς τα πίσω και
χρησιμοποιείται για την ανανέωση των βαρών κάθε νευρώνα. Αυτή η διαδικασία
επαναλαμβάνεται για κάθε διάνυσμα του συνόλου εκπαίδευσης. Όταν παρουσιαστούν
όλα τα διανύσματα τότε έχει συμπληρωθεί μια εποχή (epoch). Μετά το τέλος κάθε
επιτυχημένης εποχής το συνολικό σφάλμα (για όλα τα διανύσματα του συνόλου
εκπαίδευσης) έχει ελαττωθεί. Η διαδικασία συνεχίζεται μέχρι τα βάρη κάθε νευρώνα
να συγκλίνουν, το οποίο σημαίνει ότι επιπλέον εκπαίδευση του δικτύου δεν αλλάζει
σημαντικά τις τιμές τους. Αφού ολοκληρωθεί η εκπαίδευση του δικτύου μπορεί να
χρησιμοποιηθεί για την κατηγοριοποίηση "άγνωστων" χαρακτ/ριστικών
διανυσμάτων σε μια από τις προκαθορισμένες κατηγορίες.
Στη συγκεκριμένη εργασία χρησιμοποιήθηκε η υλοποίηση νευρωνικών δικτύων
που παρέχεται από το περιβάλλον ανάπτυξης Matlab. Χρησιμοποιώντας τις εντολές
της Matlab που βρίσκονται στην βοήθεια του προγράμματος φτιάξαμε ένα
πρόγραμμα το οποίο να δέχεται τα δεδομένα μας και περνώντας από ένα νευρωνικό
δίιcrυo να κάνει κατηγοριοποίηση στα δεδομένα και να βγάζει το ποσοστό αυτών που
τοποθετούνται στην σωστή κλάση. Τα βήματα της εφαρμογής του κατηγοριοποιητή





• Η ακρίβεια κατηγοριοποίησης για κάθε κλάση
Βήματα της μεθόδου;
1. Διαχωρισμός δεδομένων σε 2 σύνολα: εκπαίδευσης και ελέγχου
2. Δημιουργία του νευρωνικού δικτύου
• Εισαγωγή των επιπέδων του νευρωνικού δικτύου
• Εισαγωγή των συναρτήσεων μεταφοράς από το ένα επίπεδο του
δικτύου στο άλλο
3. Εκπαίδευση του νευρωνικού δικτύου
4. Εισαγωγή των δεδομένων ελέγχου, εκπαίδευση και εξαγωγή της
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3 Αποτελέσματα και συμπεράσματα
3.1 Κατασκευή του Πίνακα Δεδομένων
Όπως έχει ήδη αναφερθεί,. μετά την εκτέλεση της εξαγωγής χαρακτηριστικών
από κάθε ασθενή εξήχθησαν Ι 05 τιμές πλάτους κορυφώσεων και 105 τιμές χρονικής
εμφάνισης κορυφώσεων.
Έτσι καταλήξαμε σε τρεις πίνακες δεδομένων που περιλαμβάνουν τα πλάτη των
κορυφώσεων. τους χρόνους εμφάνισης των κορυφώσεων και το συνδυασμό πλατών
και χρόνων εμφάνισης. Το μέγεθος κάθε ενός από τους πίνακες δεδομένων είναι
106ΧΙΟ6, για τους δυο πρώτους, και 211ΧlO6 για τον τρίτο πίνακα. Κάθε γραμμή
των πινάκων αντιστοιχεί στα δεδομένα που είναι διαθέσιμα για ένα υποκείμενο, ενώ
κάθε στήλη αντιστοιχεί σε ένα χαρακτηριστικό .. Η πρώτ/ στήλη και στους τρεις
πίνακες μας δείχνει σε ποια κλάση ανήκει το κάθε υποκείμενο: (l για τα άτομα χωρίς
ψυχική ασθένεια και 2 για τα άτομα με ψυχική ασθένεια). Ο αύξων αριθμός κάθε
χαρακτηριστικού για όλα τα διαθέσιμα ηλεκτρόδια και τις κορυφώσεις που
εmσημαίνονται στη βιβλιογραφία, δίνονται για τα πλάτη και τις χρονικές στιγμές
εμφάνισης στους Πίνακες 1 και 2 αντίστοιχα. Τα χαρακτηριστικά των ΠΔ κάθε
ασθενή καταγράφονται σε μία σειρά του πίνακα δεδομένων, ενώ η πρώτη στήλη του
πίνακα δεδομένων αποθηκεύσει την κλάση των δεδομένων.
Πίνακας Ι: Αντιστοιχία του δείκτη των χαρακτηριστικών με το πλάτος των κορυφώσεων
και το αντίστοιχο ηλεκτρόδιο.
Aιrαy",,' Ρ50 ΝΙΟΟ Ρ200 Ρ300 Ν400 Ρ400 Ρ600
Fo! Ι 2 3 4 5 6 7
F3 8 9 10 11 12 13 14
IC3-T5\12 15 16 17 18 19 20 21
C3 22 23 24 25 26 27 28
Fo2 29 30 31 32 33 34 35
F4 36 37 38 39 40 41 42
IC4-T6\12 43 44 45 46 47 48 49
C4 50 51 52 53 54 55 56
ΟΙ 57 58 59 60 61 62 63
02 64 65 66 67 68 69 70
Ρ4 71 72 73 74 75 76 77
Ρ3 78 79 80 81 82 83 84
ΡΖ 85 86 87 88 89 90 91
Cz 92 93 94 95 96 97 98
Fz 99 100 101 102 103 104 105
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Πίνακας 2: Αντιστοιχία του δείκτη των χαρακτηριστικών με το λανθάνοντα χρόνο των
κορυφώσεων.
Α . Ρ50 ΝΙΟΟ Ρ200 Ρ300 Ν400 Ρ400 Ρ600
Fpl Ι 2 3 4 5 6 7
F3 8 9 10 11 12 13 14
Ι (C3-T5\/2 15 16 17 18 19 20 21
C3 22 23 24 25 26 27 28
Fo2 29 30 31 32 33 34 35
F4 36 37 38 39 40 41 42
Ι (C4-T6\f2 43 44 45 46 47 48 49
C4 50 51 52 53 54 55 56
ΟΙ 57 58 59 60 61 62 63
02 64 65 66 67 68 69 70
Ρ4 71 72 73 74 75 76 77
Ρ3 78 79 80 81 82 83 84
ΡΖ 85 86 87 88 89 90 91
Cz 92 93 94 95 96 97 98
Fz 99 100 101 102 103 104 105
Αν χρησιμοποιήσουμε ένα συνδυασμό των κορυφώσεων και του λανθάνοντα
'ΧΡόνου εμφάνισης των κυματομορφών, τότε η αντιστοιχία των χαραΙCΤΗρισΤΙKών με
τις στ/λες του Πίνακα Δεδομένων που προκύπτει δίνεται στον Πίνακα 3,
Πίνακας 3: Αντιστοιχία του δείκτη χαρακτηριστικών με το πλάτος των κορυφώσεων και
λνθά ό ά δδο,συ σ νοντα ΙΡ4 νου εμφ4 νιm στον πίνακα ε iIIιιένων.
Απαγωγή Ρ50 ΝΙΟΟ Ρ200 Ρ300 Ν400 Ρ400 Ρ600
~ v ,.. ~ '" v v ,.. i! v v ,.. ~ ~
" .Ι: .!: ~ " It ~ i ~ • ? " >Ι" - " ~~ Ι{;- ~ ~ ~ ι~ ~ e ~~ χ χ ~F 1 1 2 3 4 5 6 7 8 9 10 11 12 13 14
F3 15 16 17 18 19 20 21 22 23 24 25 26 27 28
03- 29 30 31 32 33 34 35 36 37 38 39 40 41 42
C3 43 44 45 46 47 48 49 50 51 52 53 54
"
56
F 2 57 58 59 60 61 62 63 64 65 66 67 68 69 70
F4 71 72 73 74 75 76 77 78 79 80 81 82 83 84
C4-T6 85 86 87 88 89 90 91 92 93 94 95 96 97 98
C4 99 100 101 102 103 104 1115 1116 107 108 109 110 111 112
ΟΙ 113 114 115 116 117 118 119 120 121 122 123 124 125 126
02 127 128 129 130 131 132 133 134 135 136 137 138 139 140
Ρ4 141 142 143 144 145 146 147 148 149 150 151 lS2 153 154
Ρ3 1" 156 157 158 159 160 161 162 163 164 165 166 167 168
"
169 170 171 172 173 174 175 176 177 178 179 180 181 182
C, 183 184 185 186 187 188 189 190 191 192 193 194 195 196
F, 197 198 199 200 201 202 203 204 205 2116 207 208 209 210
3.2 Αποτελέσματα Επιλογήςχαρακτηριστικών
3.2.1 Αποτελέσματα επιλογής χαρακτηριστικών με τη μέθοδο
επιλογής χαρακτηριστικών SFS
Όπως έχει ήδη αναφερθεί, ο συνδυασμός των 15 απαγωγών με τις 7 διακριτές
κορυφώσεις της τάσης δημιουργεί ένα σύνολο από 105 χαρακτηριστικά αναφορικά
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με την τιμή της κορύφωσης της τάσης και ίσο αριθμό χαρακπψιστικών αναφορικά με
το χρόνο εμφάνισης τ/ς κορύφωσης.
Ο αλγόριθμος SFS εκτελέστ/κε για πλήθος χαρακτηριστικών από 1 έως και 14.
Για να αντισταθμιστεί η στοχαστική φύση του υποαλγόριθμου διαχωρισμού των
δεδομένων σε δεδομένα εκπαίδευσης και ελi:tχoυ, η εκτέλεση για κάθε πλήθος
επαναλήφθηκε 10 φορές και αποθηκεύτ/κε ο συνδυασμός χαρακτηριστικών που
πέτυχε βέλτιστη ακρίβεια κατηγοριοποίησης. Το αποτέλεσμα φαίνεται στους Πίνακες
4,5 και 6.
Πίνακας 4 Συγκεντρωτικός πίνακας με τα χαρακτηριστικά που επιλi:XθηKαν από τον
αλγόριθμο SFS, θεωρώντας μόνο nc τιμές (πλάτη)των κορυφώσεωντου δυναμικού
"λήθος Συνδυασμός ΚαΤΙΙΥοριοποίησι%
Χαοακτ. 'Υ'αοακτηριστικών ΑκρίΡεια Ευαισθησία Ειδικότητα
] 75 0.6913 0.8458 0.2772
2 32,54 0.6966 0.8303 0.5857
3 45,22,32 0.748] 0.86]4 0.369]
4 45,22,32,83 0.7610 0.8760 0.3947
5 32,54,33,]00,55 0.7683 0.8694 0.4056
6 32,54,33,]00,55,7 ] 0.7667 0.8701 0.4207
Πίνακας 5 Συγκεντρωτικός πίνακας με τα χαρακτηριστικά που επιλiXθηKαν από τον
αλΎόοιθιιο SFS, θεωοώνται: ιιόνο το 'Υοόνο ε άνιση.: των κοουΦώσεων του δυναιιικού
"λήθος Συνδυασμός KO'ΠI'YopwπoillCJt 0/.
Χαρακτ. χα ιστικών ΑΚΡίβεια Ευαισθιισία Ειδικότητα
] ]2 0.8064 0.84]2 0.3]82
2 ]2,] 0.8025 0.8474 0.4265
3 ]2,],3] 0.8053 0.8439 0.4776
4 12,],20,100 0.7900 0.8702 0.4508
5 ]2,],20,]00,97 0.7905 0.8775 0.462]
6 12,37,1,48,5,6 0.7827 0.8649 0.4580
Πίνακας 6 Συγκεντρωτικός πίνακας με τα χαρακτηριστικά που επιλέχθηκαν από τον αλγόριθμο
SFS θ ., εωρώντας τις τιμές και το 1~όνo εμφάνισης των κορυφώσεων του δυναμικού
"λήθος Συνδυασμός KOT1fYOptOΠOiqCJtI
Χαοακτ. Υα ιστικών Ακοί8εια Ευαισθησία Ειδικόπιτα
] 22 0.8009 0.8388 0.3818
2 22,] 0.804] 0.8368 0.4643
3 23,],56 0.8349 0.8576 0.5600
4 23,],]2,44 0.8370 0.8596 0.5532
5 23,1,12,44,66 0.8092 0.8234 0.64]5
Τα αποτελέσματα των πινάκων 4, 5 και 6 αποδίδονται γραφικά στο σχήμα
3.I(α) έως (δ). Το σχήμα 3.lα απεικονίζει τ/ν ακρίβεια των χαρακτ/ριστικών που
εξάγονται από τον SFS αλγόριθμο σα συνάρτ/ση του πλήθους των χαρακτηριστικών
με χρήση των τιμών των κορυφώσεων (μπλε καμπύλη), με χρήση των χρόνων
εμφάνισης των κορυφώσεων (ροζ καμπύλη) και με χρήση του συνδυασμού τιμών
κορυφώσεων και χρόνων, (πράσινη καμπύλη). Τα σχήματα 3.1β, 3.2γ και 3.2δ
απεικονίζουν τ/ν ακρίβεια (μπλε καμπύλη), ευαισθησία (ροζ καμπύλη) και
ειδικότ/τα (πράσινη καμπύλη) σα συνάρτ/ση του πλήθος των επιλεχθέντων
χαρακτ/ριστικών, με χρήση των τιμών των κορυφώσεων των ΠΔ., με χρήση των
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χρόνων εμφάνισης των κορυφώσεων των ΠΔ. και με χρήση των τιμών και των
























, .. • ..
, .. • .. • .. • , .. , .. , .. • .. •
(Υ) (δ)
Σχήμα 3.1 (α) Απεικόνιση της ακρίβειας των χαρακτηριστικών που εξάγονται από τον SFS
αλγόριθμο σα συνάρτηση του πλήOoUς των χαρακτηριστικών με χρήση των τιμών των
κορυφώσεων (μπλε καμπύλη), με χρήση των χρόνων εμφάνισης των κορυφώσεων (ροζ καμπύλη)
και με χρήση του συνδυασμού τιμών κορυφώσεων και χρόνων, (πράσινη καμπύλη). (β): η
ακρίβεια (μπλε καμπύλη), ευαισθησία (ροζ καμπύλη) και ειδικότητα (πράσινη καμπύλη) σα
συνάρτηση του πλήθος των επιλεχθέντων χαρακτηριστικών, με χρήση των τιμών των
κορυφώσεων των ΠΔ. (γ): η ακρίβεια (μπλε καμπύλη), ευαισθησία (ροζ καμπύλη) και ειδικότητα
(πράσινη καμπύλη) σα συνάρτηση του πλήθος των επιλεχθέντων χαρακτηριστικών, με χρήση
των χρόνων εμφάνισης των κορυφώσεων των ΠΔ. (Υ): η ακρίβεια (μπλε καμπύλη), ευαισθησία
(ροζ καμπύλη) και ειδικότητα (πράσινη καμπύλη) σα συνάρτηση του πλήθους των επιλεχθέντων
χαρακτηριστικών,με χρήση των τιμών και των χρόνων εμφάνισηςτων κορυφώσεων των ΠΔ.
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3.2.2 Αποτελέσματα επιλογής χαρακτηριστικών με τη μέθοδο
επιλογής χαρακτηριστικών SFFS
Ο αλγόριθμος SFFS εκτελέστηκε για πλήθος χαρακτηριστικών από 1 έως και
Ι 4. Για να αντισταθμιστεί η στοχαστική φύση του υποαλγόριθμου διαχωρισμού Τα/ν
δεδoμ~Ύων σε δεδομένα εισταίδευσης και ελέγχου, η εκτέλεση για κάθε υποσύνολο
χαρακτ/ριστικών επαναλήφθηκε 1Ο φορές και αποθηκεύτηκε ο συνδυασμός
χαρακτ/ριστικών που πέτυχε βέλτιστη ακρίβεια κατ/Ύοριοποίησης. Το αποτέλεσμα
φαίνεται στους ΠίναΚf.ζ 7,8 και 9.
Πίνακας 7 Συγκεντρωτικός πίνακας με τα χαρακτηριστικά που επιλtχθηKαν από τον
λόΟ SFFSO' . . . δ .QA'VOOIUu.o , εωοωνταc uovo τι.: τιυεc: των κοο\)([)ωσεων του υναυικου
Πλήθος Δείκτης χαρακτηριστικών ΚατηγοριοποίησηΧαρακτ. ΑκρίΒεια Ευαισθησία Ειδικότητα
2 4.6 68.836 77.304 33.951
3 26,3263 74.414 84.063 32.976
4 3229.60,4 67.975 76.878 27.041
5 3229.60,4.30 64.722 73,735 24.793
6 32.26,4.60.19.66 75.756 84.978 38.887
7 7,32.60.100,80,63.44 66.170 76.832 22.811
8 3226.4.60.19.66,23,36 69.819 77.488 34.856
9 32.26.460 196623,36 49 69.102 75.682 40.371
10 26.80.55.483258.7,83,61,79 65.788 71.854 40.038
11 4,60.101,469.30,5,8,16,44,35 61.374 69.084 31.806
12 32.26.4.60.19.66,23,36,49,30, 69.032 77.059 34.476
46.71
13 32.26.4.60.19.66,23,36,49,30, 66.663 75.465 32.925
46.71.73
14 7,32,60,100,80,63.44,103,2,36 63.490 71.367 29.910
,5758,4,50
Πίνακας 8 Συγκεντρωτικός πίνακας με τα χαρακτηριστικά που επιλέχθηκαν από τον
αλΥόοιθυο SFFS, θεωοώντας υόνο το 1'Οόνο ε άνισπς των κορυφώσεων του δυναυικού
Πλήθος Δείκτης χαρακτηριστικών Κατηγσρισπσίη σηΧαρακτ. Ακρίβεια Ευαισθησία Ειδικόηπα
2 16,31 71.585 87.585 6.0630
3 37,325 71.068 85.089 14.654
4 3,37,30,13 69.152 81.483 15.179
5 25,31,23,95,6 66.264 72.782 38.158
6 16,31,25,95.23.3 71.780 80.412 34.820
7 37,3,25,5395,31,41 68.433 75.634 38.401
8 25,31,23,95,6,104,88,4 64.594 73.890 28.241
9 25,31,23,95 6,104,88,4 59 65.731 75.709 23.354
10 25,31,23,95,6,104,88,4,59,39 62.548 71.496 22.971
11 25,31,23,95,6,104,88,4,59,39, 67.196 75.260 33.636
81
12 25,31,23,95,6,104,88,4,59,39, 67.233 75.968 29.015
81,98
13 25,31,23,95,6,104,88,4,59,39, 66.178 76.499 19.586
81,98,16
14 25,31,23,95,6,104,88,4,59,39, 64.128 72.815 25.262
81,98,16,34
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Πίνακας 9 Συγκεντρωτικός π(νακας με τα χαρακτηριστ,κά που επ,λέχθηκαν από τον
αλΥόΡ,θuο SFFS. θεωρώντα.:: τΙ.:: TIUt.:: κα, το όνο εuφάν,σnι: των κορυφώσεων του δυναuικού
Πλήθος. ΔεΙκτης χαρακτηριστ,κών KOTmoo,oκofnonΧαοακτ. AKριιιa,α Euα,σθησω Ει.δlκ6τητα
2 73,5 76.002 91.325 2.854
3 194.118,6 62.637 70.174 31.919
4 194.118,6.73 70.217 80.504 24.045
5 194.118.6.73.56 67.571 78.562 24.022
6 194.118.6.73,56,72 67.555 75.290 33.260
7 199,118,6,73,56,72,130 68.027 79.392 19.066
8 199,118,6,73,56,72,130,116 70.075 80.778 30.787
9 199,118,6,73,56,72,130,116,8 65.048 76.136 16.347
10 199,118,6,73,56,72,130,116,8, 69.447 81.895 18.246
62
11 199,118,6,73,56,72,130,116,8, 66.628 74.322 31.171
62,144
12 199,118,6,73,56,72,130,116,8, 71.090 83.632 15.111
62,144,180
13 199,118,6,73,56,72,130,116,8, 63.351 74.397 17.939
62,144,180,44
14 199,118,6,73,56,72,130,116,8, 67.507 74.735 34.821
62,144,180,44,34
Τα αποτελέσματα των πινάκων 7, 8 και 9 αποδίδονται γραφικά στο σχήμα
3.2(α) έως (δ). Η περιγραφή των γραφημάτων δίδεται στη Ν;ζάντα του σχήματος.
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(Υ) (δ)
Σχήμα 3.2 (α) Απεικόνιση της ακρίβειας των χαρακτηριστικών που εξάγονται από τον
SFFS αλγόριθμο σα συνάρτηση του πλήθους των χαρακτηριστικών με χρήση των τιμών των
κορυφώσεων(μπλε καμπύλη),με χρήση των χρόνων εμφάνισηςτων κορυφώσεων(ροζ καμπύλη)
και με χρήση του συνδυασμού τιμών κορυφώσcων και χρόνων, (πράσινη καμπύλη). (β): η
αιφΙβεια (μπλε καμπύλη), ευαισθησία (ροζ καμπύλη) και ειδικότητα (πράσινη καμπύλη) σα
συνάρπιση του πλήθος των επιλεχθέντων χαρακτηριστικών, με χρήση των τιμών των
κορυφώσεωντων ΠΔ. (γ): η ακρίβεια(μπλε καμπύλη), ευαισθησία(ροζ καμπύλη) και ειδικότητα
(πράσινη καμπύλη) σα συνάρτηση του πλήθος των επιλεχθέντων χαρακτηριστικών,με χρήση
των χρόνων εμφάνισης των κορυφώσεωντων ΠΔ. (γ): η ακρίβεια (μπλε καμπύλη), ευαισθησία
(ροζ καμπύλη) και ειδικότητα(πράσινη καμπύλη) σα συνάρτηση του πλήθους των επιλ!:χθέντων
χαρακτηριστικών,με χρήση των τιμών και των χρόνων εμφάνισηςτων κορυφώσεωντων ΠΔ.
3.2.3 Συμπεράσματα
Παρατηρούμε ότι σε όλα τα πειράματα που πραγματοποιήθηκαν, η ειδικότητα
που επιτεύχθηκε υπολείπεται σημαντικά της ευαισθησίας και της συνολικής
ακρίβειας της κατηγοριοποίησης. Με βάση τον ορισμό των δύο κλάσεων, αυτό
σημαίνει ότι ο κατηγοριοποιητής αποφαίνεται με αρκετή σιγουριά για το αν ένα είναι
παθολογικό, ενώ σε μικρότερο ποσοστό μπορεί να υποβοηθήσει στην διάγνωση
υγειών υποκειμένων.
Η μέγιστη ακρίβεια που επιτυγχάνεται με τον SFS αλγόριθμο επιλογής
χαρακτηριστικών αντιστοιχεί σε τέσσερα (4) χαραΙCΤΗρισΤΙKά από το σύνολο των
διαθέσιμων χαραΙCΤΗρισΤΙKών πλατών και χρόνων εμφάνισης κορυφώσεων (υπ'
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αριθμ. 23,1,12,44. σύμφωνα με τον πίνακα 3). Για το εν λόγω υποσύνολο
χαρακτηριστικών η ευαισθησία και η ειδικότητα έχουν ικανοποιητικές τιμές (85,96%
και 55,32% αντίστοιχα).
Σχετικά μειωμένη είναι η μέγισΠ") ακρίβεια επιτυγχάνεται που με χρήση τριών
(3) χαρακτηριστικών από το χρόνο εμφάνισης των κορυφώσεων (υπ. Αριθμ 23, 1,56,
βάσει του πίνακα 3).
Τα πλάτη των κορι>φώσεων επιτυγχάνουν σημαντικά χαμηλότερη ακρίβεια, ενώ
συστηματικά η κατ/Ύοριοποίηση που βασίζεται σε αυτούς υπολείπεται σε ειδικότητα.
Ο αλγόριθμος επιλογής χαρακτηριστικών SFS και για τους 3 πίνακες δεν
κατόρθωσε να επιλέξει περισσότερα από 6 xαρακτηριστιιcά, καθώς ο αλγόριθμος
στερείται της ευελιξίας που προσφέρει η αφαίρεση των xαρακτηριστιιcών από τα ήδη
επιλεγμένα. Το γεγονός αυτό αποτελεί μία επιβεβαίωση ότι οι χρόνοι εμφάνισης των
κορι>φώσεων, μη συνδυαζόμενοι με άλλα χαρακτηριστικά δεν αποτελούν κατάλληλα
χαρακτηριστικά για την κατηγοριοποίηση των υποκειμένων.
ι-ι θορυβώδης μορφή των γραφημάτων οφείλεται στο γr:yονός ότι απεικονίζεται
γραφικά η μέγιστη ακρίβεια από το σύνολο των Ι Ο επαναλήψεων για κάθε
υποσύνολο χαρακπιριστικών. Όπως είναι αναμενόμενο, τα χαρακτηριστικά ενός
υποσυνόλου με πλήθος Ν είναι υπερσύνολο των υποσυνόλων χαρακπιριστικών με
πλήθος μικρότερο του Ν.
Ο αλγόριθμος επιλογής χαραΙCΤΗριστιKών SFFS επιτιryχάνει κατά τι υψηλότερη
ακρίβεια με χρήση πέντε (5) χαρακτηριστικών, αλλά με μειωμένη ειδικότητα, σε
σχέση με τον SFS. Τα χαρακτηριστικά που επιλέγονται από τον SFFS και τον SFS
αλγόριθμο δεν είναι κοινά, κυρίως λόγω της διαφορετικής φύσης των δύο
αλγορίθμων.
Ο αλγόριθμος επιλογής χαρακτηριστικών SFFS επιτυγχάνει μέγιστη ακρίβεια
με χρήση έξι (6) χαρακτηριστικών από τα πλάτη των κορυφώσεων, σε σχέση με την
ακρίβεια που επιτυγχάνεται με χρήση χαρακτηριστικών από τους χρόνους και το
συνδυασμό πλατών/χρόνων κορυφώσεων. Εξαιρούμε από τη σύγκριση την ακρίβεια
που επτετCΎχθηKε με δύο (2) χαρακτηριστικά πλατών χρόνων (πίνακας 9) καθώς η
ειδικότητα ήταν ιδιαίτερα χαμηλή.
Συγκριτικά με τον αλγόριθμος εmλογής χαρακτηριστικών SFS, ο αλγόριθμος
SFFS παρουσιάζει μειωμένη συνολική ακρίβεια. Παρόλα αυτά αξίζει να σημειωθούν
τα παρακάτω: ο αλγόριθμος SFFS μπορεί να συνεχιστεί για μfc.Ύάλο αριθμό
χαρακτηριστικών, αν και οι χρόνοι εκτέλεσης γίνονται απαγορευτικοί. Η ειδικότητα
του αλγόριθμου εμφανίζεται αύξουσα σε σχέση με το πλήθος των χαρακτηριστικών,
ενώ η ευαισθησία φθίνουσα. Αυτό σε συνδυασμό με τη σύνθεση των δεδομένων στα
οποία τα παθολογικά υποκείμενα υπερτερούν σημαντικά αριθμητικά έναντι των
υγειών υποκειμένωνmθανόν να εξηγεί την συπεριφορά του SFFS. Τελική αποήμηση
των αλγορίθμων επιλογής θα γίνει στα αποτελέσματα της κατηγοριοποίησης.
Ένα άλλο αποτέλεσμα που μπορεί να εξαχθεί, είναι ότι υπάρχουν βέλτιστα
υποσύνολα χαρακτηριστικών με αρκετά κοινά χαρακτηριστικά, δηλαδή ότι κάποια
χαρακτηριστικά βοηθούν στο να υπάρχει καλύτερη ακρίβεια στον κατ/Ύοριοποιητή
και έτσι υπάρχουν σχεδόν σε κάθε βέλτιστο υποσύνολο.
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3.3 Αποτελέσματακατηγοριοποίησης
Μετά την επιλογή των χαρακτηριστικών για κάθε ασθενή μπορεί να γίνει η
κατηγοριοποίηση. Αρχικά θα γίνει η κατηγοριοποίηση σε όλες τις μεθόδους
χρησιμοποιώντας όλα τα χαρακτηριστικά και έπειτα θα χρησιμοποιήσουμε τα
χαρακτηριστικά που έχουμε επtλέξει χρησιμοποιώντας τους SFFS και SFS
αλγόριθμους, τα οποία εμφανίζονται στους πίνακες τις προηγούμενης παραγράφου.
Έτσι για κάθε μέθοδο κατηγοριοποίησης θα παραθέσουμε:
• τον πίνακα αληθείας χρησιμοποιώντας το σύνολο των διαθέσιμων
χαρακτηριστικών που αφορούν πλάτη κορυφώσεων. χρόνο εμφάνισης
κορυφώσεων και συνδυασμό πλατών και χρόνων εμφάνισης κορυφώσεων
• τον πίνακα αληθείας (ισοδύναμα ακρίβεια, ευαισθησία και ειδικότητα
κατηγοριοποίησης) για κάθε βέλτιστο υποσύνολο χαρακτηριστικών με πλήθος
από ένα έως το μέγιστο προκαθορισμένο, το οποίο έχει επιλεγεί από τους
αλγόριθμους SFS και SFFS.
Από τους αλγόριθμους κατηγοριοποίησης που χρησιμοποιήθηκαν ορισμένοι
απαιτούν φάση εκμάθησης, Στην περίπτωση αυτή, ο καθορισμός των υποσυνόλων
δεδομένων εκμάθησης και ε'λέγχου έγινε με ασύμμετρο τρόπο (με χρήση του υπό­
αλγόριθμου split_data_asymetric), έτσι ώστε οι δύο κλάσεις του υποσυνόλου
εκπαίδευσης να έχουν περίπου τον ίδιο αριθμό ατόμων. Συνεπακόλουθα η κλάση 2
(παθολογικά υποκείμενα) θα είναι πολυπληθέστερη στο υποσύνολο ελi:yxoυ.
Έτσι καταλήγουμε στον παρακάτω πίνακα που μας δείχνει τον αριθμό των
υποκειμένων που βρίσκονται σε κάθε ομάδα.
Πίνακας 10 Πλήθος ασθενών και υγιών υποκειμένων. Ποσοτικός χωρισμός σε Σύνολο
Εκπαίδευοτιι:; (Trainin! Set) και Σύνολο ΕλέΏου (fesIin! SeO.
Σύνολο Πλήθος συνόλου Πλήθος συνόλου
γποκειΡένων EKπαίδευσn, Ελί"nου
Κλά"" Α (ΥΎιείς) 30 15 15
~cnι.!!.(!!αθOλιryΙKOί) 76 23 53
• OCD 24 6-7 17-18
• Καταθλιπτικοί 24 6-7 17-18
• Σχιζοφρενείς 28 8-9 19-20
3.3.1 Αλγόριθμος Κ-μέσων
3.3.1.1 ΑποτελΣσματα
Όπως ειπώθηκε και παραπάνω υπάρχουν δύο τρόποι να γίνει η
κατηγοριοποίηση. Ο πρώτος είναι να χρησιμοποιήσουμε τους πίνακες δεδομένων
χρησιμοποιώντας όλα τα διαθέσιμα χαρακτηριστικά των καταγραφών του κάθε
ασθενή. Στην περίπτωση αυτή το αποτέλεσμα της κατηγοριοποίησης με τον
αλγόριθμο Κ-μέσων δίνεται στον Πίνακα 11. Επισημαίνεται ότι η μέθοδος των Κ­
μέσων δεν απαιτεί επίβλεψη, έτσι τα ποσοστά της ακρίβειας, ευαισθησίας και
ειδικότητας υπολογίζονται επί του συνόλου των διαθέσιμων δεδομένων. Σε αυτόν τον
πίνακα φαίνεται ο πίνακας δεδομένων που χρησιμοποιήθηκε για την
κατηγοριοποίηση, τα στοιχεία του πίνακα συνάφειας (ΝΙ, Ν2, Ν3, Ν4 -βλ. σελ 24)
καθώς και τα ποσοστά της ακρίβειας, ευαισθησίας και ειδικότητας της
κατηγοριοποίησης. Τα αριθμητικά αποτελέσματα που παρατίθενται αποτελούν μέση
τιμή από 1Ο διαδοχικές εκτελέσεις του αλγόριθμου.
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Πίνακας Ι Ι ΣιryKεντρωΤIKός πίνακας που περιέχει το αποτf.λεσμα της κατηγοριοποίησης
του αλγόριθμου των Κ-μέσων, με χρήση όλων των χαρακτηριστικών.
Πίνακας Πίνακας συνάφειας Αποτελέσματα κατηγοριοποίησης %~
Δεδομένων
κορυφώσεων ΚΑΑΣΗ Α ΚΑΑΣΗ 8 Ακρίβεια Ευαισθησία Ειδικότητ
Ορθή Αάθος Οοθή Αάθος α
Πλάτος 22 8 58 18 0.7547 0.7631 σ.7333ΚΟDύφωσηr
Χρόνος
εμφάνισης 21 9 44 32 0.6132 0.5945 σ.7000
κορύφωσης
Πλάτος και 21 9 44 32 0.6132 0.5945 0.7000Ι Υρόνο,
Ο δεύτερος τρόπος για να γίνει η κατηγοριοποίηστι με αυτόν τον αλγόριθμο
είναι να χρησιμοποιήσουμε τα χαρακτηριστικά που έχουν εξαχθεί με τους δύο
αλγόριθμους επιλογής χαρακτηριστικών. Το αποτέλεσμα της χρήσης των
χαρακτηριστικών που έχουν εξαχθεί με τον SFS αλγόριθμο εmλογής φαίνεται στους
παρακάτω Πίνακες 12 εως 14. Η απόδοστι του κατηγοριοποιητή που επιτυγχάνεται με
χρήστι του βέλτιστου υποσύνολου χαρακτ/ριστικών επιστιμαίνεται με έντονη
εκτύπωστι. Η σύνθεστι των βέλτιστων υποσυνόλων χαρακτ/ριστικών προκύπτει από
τους Πίνακες 4, 5 και 6.
Πίνακας 12 Η απόδοση του αλγόριθμου των Κ-μέσων χρησιμοποιώντας τους βέλτιστους
συνδυασμούς χαρακτηριστικών με πλήθος από 1 έως και 6, οι οποίοι έχουν εξαχθεί με τον SFS
αλγόριθμο επιλογής από τον πίνακα των κορυφώσεων. Με έντονους χαρακτήρες επισημαίνεται ο
συνδυασμόςχαρακτηριστικώνμε τη βέλτιστη ακρίβεια κατηγοριοποίησης.
Πλήθος Απόδοση Κατηγοριοποιητή
χαρακτηριστικων Ακοί8εια 0/0 Ευαισθησία % Ειδικότητα 0/0
1 0.5094 0.4605 0.6333
2 0.6226 0.5921 0.7000
3 0.6792 0.6974 0.6333
4 0.6689 0.6842 0.6333
5 0.6132 0.5789 0.7000
6 0.6321 0.5921 0.7333
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Πίνακας 13. Η απόδοση του αλγόριθμου των Κ-μέσων χρησιμοποιώντας τους βέλτιστους
συνδυασμούς χαρακτηριστικών με πλήθος από Ι έως και 9, οι οποίοι έχουν εξαχθεΙ με τον SFS
αλγόριθμο επιλογής από τον πΙνακα των χρόνων εμφάνισης. Με έντονους χαρακτήρες
επισημαίνεται ο συνδυασμός χαρακτηριστικών με τη βέλτιστη ακρΙβεια κατηγοριοποίησης.
"λήθος Απόδοση ΚαΤηΥοριοποιητή
χαρακτηριστικων ΑκΡίΒεια 0,/0 Ευαισθιισία % Ειδικότπτα 0,/0
Ι 0.6604 0.8026 0.3000
2 0.5755 0.5395 0.6667
3 0.6226 0.6053 0.6667
4 0.5189 0.4868 0.6000
5 0.5472 0.5000 0.6667
6 0.5566 0.5132 0.6667
ΠΙνακας 14: Η απόδοση του αλγόριθμου των Κ-μέσων χρησιμοποιώντας τους βέλτιστους
συνδυασμούς χαρακτηριστικών με πλήθος από Ι έως και 14, οι οποΙοι έχουν εξαχθεί με TovSFS
αλγόριθμο επιλογής από τον πΙνακα των συνδυασμών κορυφώσεων και χρόνων εμφάνισης. Με
έντονους χαρακτήρες επισημαΙνεται ο συνδυασμός χαρακτηριστικών με τη βέλτιστη ακρίβεια
κατηγοριοποίησης.
"λήθος Απόδοση ΚαΤΙΙΎοριοποιητή
χαρακτηριστικων ΑκρΙΒεια % Ευαισθησία 0,/0 Ειδικότ/τα 0,/0
Ι 0.4811 0.4605 0.5333
2 0.6321 0.6447 0.6000
3 0.5283 0.4605 0.7000
4 0.5283 0.5132 0.5667
5 0.5472 0.5132 0.6333
Παρατηρούμε τα ακόλουθα:
1. Αν και αναμενόμενο το βέλτιστο υποσύνολο χαρακτηριστικών του Πίνακα 14 δεν
θα πρέπει να υπολείπεται σε απόδοση κατηγοριοποίησης των βέλτιστων
υποσυνόλων χαρακτηριστικών των Πινάκων 12 και 13, η αυξημένη
πολυπλοκότητα που επιβάλ/.ε:ι ο διπλάσιος αριθμός διαθέσιμων χαρακτηριστικών
του Πίνακα 14, τελικά οδηγεί σε υποσύνολο χαρακτηριστικών που επιτυγχάνει
κατηγοριοποίησης μειωμένης ακρίβειας.
2. Όταν χρησιμοποιούνται τα χαρακτηριστικά που εξάγονται από το πλάτος των
κορυφώσεων, η χρήση όλων των χαρακτηριστικών υπερτερεί έναντι του
βέλτιστου υποσυνόλου των τριών (3) χαρακτηριστικών του πίνακα 12. Παρόλα
αυτά, η χρήση των τριών (3) χαρακτηριστικών πλάτους κορυφώσεων του πίνακα
12 υπερτερεί τόσο των επιμέρους βέλτιστων χαρακτηριστικών, όσο και του
συνόλου των διαθέσιμων χαρακτηριστικών χρόνου και συνδυασμού
πλάτους/χρόνου κορυφώσεων.
3. Όταν χρησιμοποιούνται τα χαρακτηριστικά που εξάγονται από το χρόνο
εμφάνισης των κορυφώσεων, η χρήση του βέλτιστου υποσυνόλου του ενός (1)
χαρακτηριστικού του πίνακα 13, υπερτερεί της χρήσης όλ.ων των διαθέσιμων
χαρακτηριστικών του χρόνου κορύφωσης.
4. Όταν χρησιμοποιούνται τα χαρακτηριστικά που εξάγονται από το πλάτος και το
χρόνο εμφάνισης των κορυφώσεων, η χρήση του βέλτιστου υποσυνόλου των δύο
(2) χαρακτηριστικών του πίνακα 14, υπερτερεί σε ακρίβεια κατηγοριοποίησης της
χρήσης όλων των διαθέσιμων χαρακτηριστικών.
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5. Σε όλες τις περιπτώσεις του πίνακα δεδομένων (πλάτος, χρόνος και συνδυασμός
πλάτους και χρόνου κορυφώσεων), είναι σαφές ότι η SFS πλεoνειcτεί της SFFS ως
προς την ακρίβεια της κατηγοριοποίησης μέσω του ΚΝΝ, ανεξαρτήτως του
πλήθους των χαρακτηριστικώνπου χρησιμοποιήθηκαν.
6. Αν και η κατηγοριοποίηση με βάση επιλεγμένα χαρακτηριστικά εμφανίζεται να
πλεoνειcτεί σε σχέση με όλα τα χαρακτηριστικά όταν θεωρήσουμε το χρόνο
εμφάνισης των κορυφώσεων, η μέγιστη ακρίβεια κατηγοριοποίησης εμφανίζεται
με χρήση μόνο του πλάτους των κορυφώσεων, η οποία είναι σημαντικά
υψηλότερη από τη μέγιστη ακρίβεια που επετεύχθη για υποσύνολο 6
χαρακτηριστικών με χρήση της SFFS.
Η επανάληψη των προηγούμενων ειcτελέσεων με χρήση των χαρακτηριστικών
που έχουν εξαχθεί με την βοήθεια του SFFS αλγόριθμου επιλογής χαρακτηριστικών,
οδηγεί στα αποτελέσματα των πινάκων 15, 16 και 17. Η απόδοση του
κατηγοριοποιητή που επιτυγχάνεται με χρήση του βέλτιστου υποσύνολου
χαρακτηριστικών επισημαίνεται με έντονη εκτύπωση. Η σύνθεση των βέλτιστων
υποσυνόλων χαραιcrηρισΤΙKών προκύπτει από τους Πίνακες 7, 8 και 9.
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Πίνακας 15: Η απόδοση του αλγόριθμου Κ-μέσων χρησιμοποιώντας τα χαρακτηριστικά που
qouv εξαχθεί με τον SFFS αλγόριθμο επtλσΎής από τον πίνακα των κορυφώσεων.
Πλήθος Απόδοση Κατηγοριοποιητή
χαρακτηριστικων ΑκρίΒεια 0/. Eooιαθtισία οι. EιδΙKόnιτα %
2 0.5660 0.5263 0.6677
3 0.5849 0.5263 0.7333
4 0.5943 0.5526 0.7000
5 0.5943 0.5658 0.6667
6 0.5566 0.5132 0.6667
7 0.6415 0.6316 0.6667
8 0.6038 0.5658 0.7000
9 0.6038 0.5658 0.7000
10 0.5755 0.5395 0.6667
11 0.6698 0.6579 0.7000
12 0.6415 0.6053 0.7333
13 0.6415 0.6053 0.7333
14 0.6415 0.6316 0.6667
Πίνακας 16: Η απόδοση του αλγόριθμου Κ-μέσων χρησιμοποιώντας τα χαρακτηριστικά που
qouv εξαχθεί με τον SFFS αλγόριθμο από τον πίνακα των χρόνων εμφάνισης.
Πλήθος Απόδοση ΚατηΥοριοποιητή
χαρακτηριστικων ΑκοίΒεια % Ευαισ&ιισω % EιδΙKόmτα 0,/0
2 0.5849 0.4868 0.8333
3 0.6038 0.5395 0.7667
4 0.5283 0.5132 0.5667
5 0.6132 0.6184 0.6000
6 0.5849 0.5132 0.7667
7 0.6038 0.6447 0.5000
8 0.5472 0.5395 0.5667
9 0.5472 0.5395 0.6000
10 0.5943 0.5921 0.5667
11 0.6226 0.6316 0.6000
12 0.6132 0.6184 0.6000
13 0.6132 0.6184 0.6000
14 0.5943 0.6053 0.5667
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ΠΙνακας 17:Η απόδοση το" αλΥόριθμο" Κ-μέσων χρησιμοποιώντας τα χαρακτηριστικά πο"





ιαρακτηριατικων Ευαισθιισω Ο/ο Ειδικότητα 0/0
2 0.6132 0.6OS3 0.6333
3 0.5189 0.4474 0.7000
4 0.5189 0.4474 0.7000
5 0.5566 0.5000 0.7000
6 0.5660 0.5132 0.7000
7 0.5472 0.4737 0.7333
8 0.5566 0.5000 0.7000
9 0.5566 0.5000 0.7000
10 0.5660 0.5132 0.7000
11 0.5566 0.5132 0.6667
12 0.5566 0.5000 0.7000
13 0.5566 0.5000 0.7000
14 0.5566 0.5000 0.7000
Για να συγκρίνουμε οπτικά την απόδοση του κατηγοριοποιητή Κ-μέσων με όλα
τα χαρακτηριστικά σε σχέση με το υποσύνολο των χαρακτηριστικών που εξήχθη
μέσω του αλγόριθμου επιλογής χαρακτηριστικών, θα χρησιμοποιήσουμε ένα
διάγραμμα το οποίο θα περιέχει τ/ν αρχική ακρίβεια τ/ς κατηγοριοποίησης με όλα τα
χαρακτηριστικά, καθώς και αυτή που έχουμε όταν κάνουμε χρήση ενός υποσυνόλου
χαρακτηριστικών.. Έτσι για τον πίνακα με τις κορυφώσεις έχουμε το παρακάτω
αποτέλεσμα:
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Σχήμα 3.3 Απεικόνιση της ακρίβειας κατηγοριοποίησης του αλγόριθμου των Κ-μέσων για τον
πίνακα με τα πλάτη των κορυφώσεων (α), τους χρόνους των κορυφώσεων (β) και το συνδυασμό
πλατών και χρόνων (γ). 1·1 μπλε οριζόντια γραμμή αντιστοιχεί σε όλα τα χαρακτηριστικά, η
πράσινη καμπύλη στο βέλτιστο υποσύνολο με χρήση του SFS και η κόκκινη καμπύλη στο
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Παρατηρώντας κάποιος τους παραπάνω πίνακες και διαγράμματα μπορεί να
καταλάβει ότι κάνοντας χρήση του αλγόριθμου των κ-μέσων παίρνουμε το βέλτιστο
αποτέλεσμα όταν χρησιμοποιήσουμε σαν είσοδο τον πίνακα των κορυφώσεων και
συγκεκριμένα αυτόν με όλn. τα χαρακτηριστικά. Σε όλες τις περιπτώσεις των πινάκων
δεδομένων με τα βέλτιστα υποσύνολα, δεν επιτυγχάνεται καλύτερη ακρίβεια
κατηγοριοποίησης σε σχέση με όλn. τα χαρακτηριστικά.
Συγκεκριμένα, όταν χρησιμοποιούμε τους πίνακες με τις κορυφώσεις τότε η
ακρίβεια είναι μεγαλύτερη και φτάνει το 75.47% περίπου όταν ο πίνακας που
χρησιμοποιείται είναι αυτός που περιέχει όλn. τα χαρακτηριστικά. Αν όμως αντί για
αυτόν χρησιμοποιήσουμε τα βέλτιστα υποσύνολα το αποτέλεσμα είναι χειρότερο.
Βέβαια αν αντί για τους πίνακες με τις κορυφώσεις χρησιμοποιήσουμε τους πίνακες
με τους χρόνους εμφάνισης τότε βλέπουμε ότι η ακρίβεια όταν γίνεται χρήση των
βέλτιστων υποσυνόλων βελτιώνεται σε σχέση με αυτή όλων των χαρακτηριστικών)
aJ.J..il. φτάνει το πολύ το 66,04%, το οποίο δεν ξεπερνάει τ/ν ακρίβεια του 75%
επετεύχθη με όλα τα χαρακτηριστικά και τις κορυφώσεις. Τέλος, όταν
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χρησιμοποιούμε ένα συνδυασμό των δύο προηγούμενων πινάκων, το αποτέλεσμά που
παίρνουμε δεν είναι μεγαλύτερο από 63,21%. Και σε αυτήν την περίπτωση έχουμε
καλύτερα αποτελέσματα όταν κάνουμε χρήση όλων των χαρακτηριστικών. Έτσι
καταλήγουμε στο συμπέρασμα ότι με την χρήση αυτού του κατηγοριοποιητή
μπορούμε να φτάσουμε σε ακρίβεια 75% όταν χρησιμοποιούμε όλα τα
χαρακτηριστικάστον πίνακα των κορυφώσεων.
3.3.2 Αλγόριθμος κοντινότερου γείτονα
Ένας άλλος αλγόριθμος που χρησιμοποιήθηκε για την κατηγοριοποίηση των
επιλεχθέντων χαρακτηριστικών ήταν αυτός του κοντινότερου γείτονα. Το πλήθος των
κοντινότερων γειτόνων που χρησιμοποιήθηκαν ήταν ίσο με 5 όπως προσδιορίστηκε
μετά από σχετικές δοκιμές. Όλα τα αριθμητικά αποτελέσματα που παρατίθενται
αποτελούν μέσο όρο 10 ανεξάρτητων εκτελέσεων του αλγόριθμου για να
αντισταθμιστεί η στοχαστική φύση του διαχωρισμού δεδομένων σε υποσύνολο
εκπαίδευσης και ε'λέ:Υχου.
3.3.2.1 Αποτελέσματα
Έχοντας χρησιμοποιήσει τον αλγόριθμο με 5 κοντινότερους γείτονες και με όλα
τα χαρακτηριστικά, το αποτέλεσμα είναι το εξής:
κατηγοριοποίησης κοντινότερου γείτονα με τηναλγόριθμου
ώ
Αποτελέσματα του
δ Οέ.ων των ια σιuων..,.α ακτιιοιστικ ν
ΑκρίΒεια 0/0 Ευαισθησία 0/0 Ειδικότητα %
Πλάτο, κορύφωσης 0.7358 0.7948 0.5714
Χρόνος εμφάνισης 0.7413 0.9047 0.3125κορύφωση,
Πλάτος και χρόνος




Σε αυτόν τον πίνακα φαίνεται η ακρίβεια που έχει ο αλγόριθμος αν
χρησιμοποιηθούν ό'λ.α τα διαθέσιμα χαρακτηριστικά. Για να είναι πιο σωστό το
αποτέλεσμα, καθώς κάθε φορά αλλάζουν τα υποσύνολα εκπαίδευσης και ελέγχου,
εδώ εμφανίζεται ο μέσος όρος 100 εκτελέσεων του αλγόριθμου.
Για τους πίνακες χαρακτηριστικών που έχουμε εξάγει με τον SFS αλγόριθμο
επιλογής χαρακτηριστικών, τα αποτελέσματα της κατηγοριοποίησης παρατίθενται
στους Πίνακες Ι 9,20 και 21. Η απόδοση του κατηγοριοποιητή που επιτυγχάνεται με
χρήση του βέλτιστου υποσύνολου χαρακτηριστικών επισημαίνεται με έντονη
εκτύπωση. Η σύνθεση των βέλτιστων υποσυνόλων χαρακτηριστικών προκύπτει από
τους Πίνακες 4, 5 και 6.
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Πίνακας 19: Η απόδοση του αλγόριθμου κατηγοριοποίησης κοντινότερου γείτονα,
ιρησιμοποιώντας τα χαρακτηριστικά ποιι έχουν εξαχθεί με τον SFS αλγόριθμο από τον πίνακα
των τίοών των κο . εων.
Πλήθος Απόδοση Κοτη10ριοποιητή
χαρακτηριστικών AΚ0i8εια ·1. Ευαισθησία 0/. Ειδικ6τιιτα 0/.
1 0.6974 0.8357 0.2716
2 0.7031 0.8395 0.2333
3 0.7304 0.8683 0.3190
4 0.7480 0.8503 0.3768
5 0.7645 0.8724 0.3731
6 0.6747 0.8357 0.2389
Πίνακας 20: Η απόδοση τοιι αλγόριθμου κατηγοριοποίησης κοντινότερου γείτονα
χρησιμοποιώντας τα χαρακτηριστικά ποιι έχουν εξαχθεί με τον SFS αλγόριθμο από τον πίνακα
των χρόνων εμφάνισης των κορυφώσεων.
Πλήθος Απόδοση Κοτη10ριαποιητή
χαρακτηριστικών Ακ0ι8εια 0/. Euαι.σθτισία ·1. Ειδικ'τπτα %
1 0.7496 0.8225 0.2405
2 0.8139 0.8481 0.5467
3 0.7416 0.8421 0.2243
4 0.7426 0.8651 0.3050
5 0.7074 0.8710 0.3000
6 0.8100 0.8421 0.4528
Πίνακας 21: Η απόδοση του αλγόριθμου κατηγοριοποίησης κοντινότερου γείτονα
χρησιμοποιώντας τα χαρακτηριστικά που έΧουν εξαχθεί με τον SFS αλγόριθμο επιλογής από τον
πίνακα των τιμών των κορυφώσεων.
Πλήθος Απ'δοση Κατ/Ύοριοποιητή
χαρακτηριστικών Ακο(8εια 0/. Eυαι.σθτισiα ΟΙ. EιδΙK'τnτα 0/.
1 0.6913 0.7750 0.1919
2 0.7591 0.8303 0.2716
3 0.7754 0.8417 0.3656
4 0.7813 0.8331 0.3429
5 0.7928 0.8283 0.3023
Γω τους συνδυασμούς χαρακτηριστικών που έχουν εξαχθεί με τον αλγόριθμο
εmλoyής χαρακτηριστικών SFFS. τα απoτελtσματα της κατηγοριοποίησης
παρατίθενται στους πίνακες 22. 23 και 24. 1-1 απόδοση του κατ/Ύοριοποιητή που
εmτυγχάνεται με χρήση του βέλτιστου υποσύνολου χαρακτηριστικών επισημαίνεται
με έντονη εκτύπωση. ι-ι σύνθεση των βέλτιστων υποσυνόλων χαρακτηριστικών
προκύπτει από τους Πίνακες 7,8 και 9.
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Πί\"Οκας 22: Η απόδοση του αλγόριθμου κοντινότερου γείτο\'α χρησιμοποιώντας τα





χαραΚτ/ριατικών ΑκΡίΒεια Ο/ο Ευαισθησία % Ειδικόπιτα 0/.
2 0.6526 0.8098 0.2222
3 0.7323 0.8511 0.2891
4 0.6522 0.8250 0.2086
5 0.6767 0.8229 0.2119
6 0.7277 0.8545 0.3494
7 0.6368 0.8263 0.1559
8 0.7070 0.8616 0.2679
9 0.6652 0.8276 0.1941
10 0.6745 0.8559 0.2677
11 0.6623 0.7984 0.2737
12 0.7323 0.8476 0.3043
13 0.6751 0.8368 0.2500
14 05882 0.7908 0.1324
Πί\'αΙCας 23: Η απόδοοη του αλγόριθμου ιcαπnoριoπoίησης κοντινότερου γείτονα
χρησιμοποιώντας τα xαρακτηριστιιcά που έχουν εξαχθεί με τον SFFS αλγόριθμο επιλ.οΥής από τον
πί\"Oιcα των χρόνων εμφάνισης των ιcoρυφώoεων.
Πλήθος Απόδοση ΚατηΥοριοποιητή
χαραΚτ/ριστικων ΑκΡίΒεια .ι'ο Ευαισθησία % Ειδικότητα %
2 0.6946 0.8017 0.0792
3 0.7219 0.7933 0.1304
4 0.6801 0.8171 0.1915
5 0.6808 0.8286 0.1849
6 0.6997 0.8202 0.2933
7 0.7028 0.8281 0.2154
8 0.6441 0.8012 0.1392
9 0.6672 0.7956 0.2113
10 0.6360 0.8176 0.1676
11 0.6761 0.8193 0.1986
12 0.6910 0.8079 0.2662
13 0.6509 0.8162 0.1818
14 0.6719 0.8171 0.1500
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Πίνακας 24: 1-1 απόδοση του αλ1όριθμου Ζρησιμοποιώντας τα Ζαρακτηριστικά που έχουν εξαχθεί
με τον SFFS αλ1όριΟμο επιλοΎής από τον πίνακα των συνδυασμών κορυφώσεων και χρόνων
εμφάνισης.
Πλήθος Απόδοση ΚατηΥορlOποιητή
χαρακτηριστικών ΑκΡίΒεια 8/. Ευαισθησία % Ειδικόπιτα %
2 0.7489 0.8091 0.0385
3 0.6621 0.8104 0.2037
4 0.6244 0.8225 0.1297
5 0.6917 0.8211 0.2585
6 0.6460 0.8112 0.1768
7 0.6606 0.8059 0.1458
8 0.6854 0.8142 0.1912
9 0.6502 0.8063 0.1563
ιο 0.6918 0.8234 0.1894
11 0.6651 0.8196 0.1477
12 0.6570 0.8084 0.1579
13 0.6333 0.7972 0.1648
14 0.6527 0.8016 0.1656
Για να συγκρίνουμε οπτικά την απόδοση του Jα/τηγoριoπoιητή του
κοντινότερου γείτονα ΚΝΝ με όλα τα χαρακτηριστικά σε σχέση με το υποσύνολο
των χαρακτηριστικών που εξήχθη μέσω του αλγόριθμου επιλογής χαρακτηριστικών,
θα χρησιμοποιήσουμε ένα διάγραμμα το οποίο θα περιέχει την αρχική ακρίβεια της
καΠlΎOρισΠOίησης με όλα τα χαρακτηρισπκά, καθώς και αυτή που επιτυγχάνεται
όταν κάνουμε χρήση ενός υποσυνόλου χαρακτηριστικών. Στο Σχήμα που ακολουθεί
δίνονται οι αντίστοιχες γραφικές παραστάσεις για τον πίνακα με τις τιμές των
κορυφώσεων (α), των χρόνων εμφάνισης (β) και τον συνδυασμό των τιμών και των
χρόνων εμφάνισης των κορυφώσεων (γ).
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Σχήμα 3.3.I:Απεικόνιση της ακρΙβειας κατηγοριοποΙησης για τον πΙνακα με τα πλάτη των
κορυφώσεων (α), τους χρόνους των κορυφώσεων (β) και το συνδυασμό πλατών και χρόνων (1). Η
μπλε καμπύλη αντιστοιχεΙ σε όλα τα χαρακτηριστικά, η πράσινη καμπύλη στο βέλτιστο


































Παρατηρώντας τους παραπάνω πίνακες και διαγράμματα γίνεται αντιληπτό ότι
κάνοντας χρήση του αλγόριθμου των Κ-κοντινότερων γειτόνων, σε αυτήν την
περίπτωση Κ=5, παίρνουμε το βέλτιστο αποτέλεσμα όταν χρησιμοποιούμε σαν
είσοδο τον πίνακα με τον συνδυασμό των κορυφώσεων και των χρόνων εμφάνισης
τους, και συγκεκριμένα τα δυο καλύτερα χαρακτηριστικά που έχουν βγει με τ/ν
χρήση του SFFS αλγόριθμου (Πίνακας 20).
Σε όλες τις περιπτώσεις του πίνακα δεδομένων (πλάτος, χρόνος και συνδυασμός
πλάτους και χρόνου κορυφώσεων), ακόμη και μικρός αριθμός χαρακτ/ριστικών
επιτυγχάνει καλύτερη ακρίβεια κατηγοριοποίησης με χρήση του ΚΝΝ αλγορίθμου σε
σχέση με ό'λι.1 τα διαθέσιμα χαρακτηριστικά. Αυτό όμως μπορεί να αποδοθεί στο
γεγονός ότι ο ΚΝΝ ήταν ο αλγόριθμος που χρησιμοποιήθηκε για την αποτίμηση των
υποσυνόλων χαρακτηριστικών κατά την ειcrέλεση του SFS και SFFS. Επίσης είναι
σαφές ότι η SFS πλεονεκτεί της SFFS ως προς την ακρίβεια της κατηγοριοποίησης
μέσω του ΚΝΝ, ανεξαρτήτως του πλήθους των χαρακτηριστικών που
χρησιμοποιήθηκαν.
Πιο αναλυτικά, όταν χρησιμοποιούμε τους πίνακες με τις κορυφώσεις η μέγιστη
απόδοση που μπορούμε να έχουμε είναι 76,45% και η οποία προέρχεται από το
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υποσύνολο με τα πέντε (5) καλύτερα χαρακτηριστικά του SFS αλγόριθμου. Αν αντί
για τους πίνακες κορυφώσεων χρησιμοποιήσουμε τους πίνακες με τους χρόνους
εμφάνισης των κορυφώσεων τότε η μεγαλύτερη ακρίβεια που επιτεύχθηκε Κ1Jμαίνεται
στο 81,39% η οποία προέρχεται επίσης από τον SFS αλγόριθμο και είναι
συγκεκριμένα το υποσύνολο με τα δύο (2) καλύτερα χαρακτηριστικά. Τέλος, αν αντί
για τους παραπάνω πίνακες χρησιμοποιήσουμε τους πίνακες με τους συνδυασμούς
τότε η μέγιστη ακρίβεια, η οποία είναι και μεγαλύτερη από ότι στους άλλους πίνακες,
είναι 75,91% και προκύπτει από τον βέλτιστο υποσύνολο δυο χαρακτηριστικών του
SFS αλγόριθμου. Έτσι καταλήγουμε στο συμπέρασμα ότι για να επιτευχθεί η
βέλτιστη απόδοση του αλγόριθμου θα πρέπει να χρησιμοποιηθεί για την επιλογή
χαρακτηριστικών ο SFS αλγόριθμος επιλογής χαρακτηριστικών.
Στους πίνακες 23 και 24 δεν έχει επιλεγεί σαν καλύτερο ποσοστό
κατηγοριοποίησης αυτό με την μεγαλύτερή ακρίβεια διότι η ειδικότητα και στις δύο
περιπτώσεις είναι πολύ μικρή. Έτσι επιλέγουμε μία μικρότερη ακρίβεια και όχι την
βέλτιστη, η οποία όμως έχει καλύτερη ειδικότητα.
3.3.3 Αλγόριθμος FCM
Ο αλγόριθμος των ασαφών μέσων (FCM) ήταν ο τρίτος αλγόριθμος που
χρησιμοποιήθηκε για την κατηγοριοποίηση των επιλεχθέντων χαρακτηριστικών. Στο
πλαίσιο της παρούσας εργασίας χρησιμοποιήθηκε η υλοποίηση του αλγορίθμου που
προσφέρεται από το περιβάλλον ανάπτυξης ΜΑΤιΑΒ.
Αρχικά χρησιμοποιήθηκαν οι πίνακες δεδομένων με όλJJ. τα διαθέσιμα
χαρακτηριστικά των καταγραφών του κάθε ασθενή. Στην περίπτωση αυτή το
αποτέλεσμα της κατηγοριοποίησης με τον αλγόριθμο FCM δίνεται στον Πίνακα 25.
Επισημαίνεται ότι η μέθοδος FCM δεν απαιτεί επίβλεψη, έτσι τα ποσοστά της
ακρίβειας, ευαισθησίας και ειδικότητας υπολογίζονται επί του συνόλου των
διαθέσιμων δεδομένων. Σε αυτόν τον πίνακα φαίνεται ο πίνακας δεδομένων που
χρησιμοποιήθηκε για την κατηγοριοποίηση, τα στοιχεία του πίνακα συνάφειας (Ν1,
Ν2, Ν3, Ν4 -βλ. σελ 24) καθώς και τα ποσοστά της ακρίβειας, ευαισθησίας και
ειδικότητας της κατηγοριοποίησης. Καθώς ο κατηγοριοποιητής δεν έχει στοχαστική
εκτέλεση, δεν απαιτούνται πολλαπλές εκτελέσεις και στατιστικής επί των
αποτελεσμάτων.
3.3.3.1 Αποτελέσματα
Αρχικά εφαρμόστηκε ο αλγόριθμος των ασαφών μέσων (FCM) με χρήση όλων
των διαθέσιμων χαρακτηριστικών. Η απόδοση της κατηγοριοποίησης στην
περίπτωση αυτή δίδεται στον Πίνακα 25.
Πίνακας 25 Η ακρίΡεια του αλγόριθι.ιου FCM για το σύνολοτων διαθέσιιιων-ιαΩαιcτnΩιστΙKών.
Πίνακας Πίνακας συνάφεια.:. Αποτελέσ ατα καΤΤΙΥοριοποίηστι.:.%
Δεδομένων ΚΛΑΣΗΑ ΚΛΑΣΗ Β Ακρίβεια Ευαισθησία Ειδικότητα
κορυφώσεων ο... Λάθο' ο... Λάθοι::
Πλάτος 20 10 21 55 0.3867 0.2763 0.6666κορίΙφωστις
Χρόνος
εμφάνισης 15 15 38 38 0.5000 0.5000 0.5000
κοοίΙφωστι,
Πλάτος και 13 17 35 41 0.4528 0.4605 0.4333)'οόνος
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Όπως και στις δύο περιπτώσεις κατηγοριοποιητών που εφαρμόστηκαν
προηγούμενα, η εφαρμογή του αλγόριθμου κατηγοριοποίησης των ασαφών μέσων
μπορεί να γίνει με υποσύνολο των διαθέσιμων χαρακτηριστικών, όπως αυτά έχουν
προκύψει από τους αλγόριθμους επιλογής χαραΙCΤΗρισΤΙKών SFS και SFFS. Η
συνολική ακρίβεια της κατηγοριοποίησης με χρήση του κατηγοριοποιητή FCM για τα
χαραΙCΤΗρισΤΙKά που έχουν επιλεγεί από τους αλγόριθμους επιλογής SFS και SFFS
θεωρώντας τα πλάτη, τους χρόνους των κορυφώσεων και το συνδυασμό τους
δίνονται στον πίνακα 26. Η σύνθεση των υποσυνόλων χαρακτηριστικών προκύπτει
από τους Πίνακςε 4,5,6 και 7,8,9.
Πίνακας 26: 11 ακρiβεια του αλγόριΟμου FCM χρησιμοποιώνταςτα χαρακτηριστικάπου Ι-χουν
επιλε'γεί με τους αλγόριΟμουςSFS και SFFS χρησιμοποιώνταςτα πλάτη των κορυφώσεων, τους
χρόνους και συνδυασμό πλατών και χρόνων κορυφώσεων.
Πλήθος SFS SFFS
Χαραιαηρ. πλάτος χρόνος πλάτος και πλάτος χρόνος πλάτος και
κορυφωσεων κορυφωσεων χρονος κορυφωσεων κορυφώσεων χρονος
Konv,ιw;"""EωV κορυφώσεων
1 0.4150 0.3301 0.5471
2 0.4622 0.6603 0.4622 0.4340 0.5283 0.5283
3 0.4622 0.6115 0.5566 0.6415 0.5660 0.5660
4 0.5000 0.5283 0.4811 0.6415 0.4906 0.5094
5 0.5660 0.4811 0.4905 0.3585 0.4623 0.4906
6 0.5660 0.4811 0.3491 0.5755 0.4906
7 0.4434 0.5660 0.4528
8 0.4057 0.4340 0.5472
9 0.6415 0.5755 0.5472
10 0.5283 0.5660 0.5472
11 0.5189 0.4151 0.5377
12 0.3679 0.4340 0.4528
13 0.6415 0.4340 0.4528
14 0.5660 0.4434 0.5472
Τα παραπάνω αποτελέσματα παρουσιάζονται ως διαγράμματα στο σχήμα 3.4.
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Σχήμα 3.4. Γραφική παράσταση της ακρίβειας της κατηγοριοποίησης ασαφών C·μέσων
(α) για τον πίνακα δεδομένων με τα πλάτη των κορυφώσεων, (β) για τον πίνακα δεδομένων με το
χρόνο εμφάνισης των κορυφώσεων και (γ) για τον πίνακα δεδομένων με το πλάτος και το χρόνο
εμφάνισης των κορυφώσεων. Η μπλε καμπύλη αντιστοιχεί στο αποτέλεσμα για όλα τα
χαρακτηριστικά, η πράσινη καμπύλη αντιστοιχεί στο βέλτιστο υποσύνολα με χρήση του SFS, ενώ
η κόκκινη καμπύλη αντιστοιχεί στ βέλτιστο υποσύνολο με χρήση του SFFS.
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3.3.3.2 Συμπεράσματα
Παρατηρώντας τον Πίνακα 26, διακρίνεται ότι η βέλτιστη συνολική ακρίβεια
κατηγοριοποίησης σημειώνεται με χρήση της μεθόδου SFS που εφαρμόζεται στα
δεδομένα χρόνου εμφάνισης των κορυφώσεων για μικρό αριθμό επιλεχθέντων
χαρακτηριστικών (2 στον αριθμό). Η μέθοδος SFFS που εφαρμόζεται στα δεδομένα
χρόνου εμφάνισης των κορυφώσεων παρήγαγε λίγο μικρότερη συνολική ακρίβεια,
για 3-4 χαρακτηριστικά. Σε πολλές περιπτώσεις υποσυνόλων χαρακτηριστικών, η
επιτευχθείσα ακρίβεια κατηγοριοποίησης είναι σημαντικά ανώτερη αυτής που
εmτυγχάνεται με όλα τα διαθέσιμα χαρακτηριστικά, γεγονός που επισημαίνει τη
δυσκολία που επιβάλει στην μέθοδο κατηγοριοποίησης FCM το μεγάλο πλήθος
χαρακτηριστικών.
Πιο συγκεκριμένα, αν χρησιμοποιήσουμε τους πίνακες με τις κορυφώσεις η
μέγιστη απόδοση που μπορούμε να έχουμε είναι 64,15% η οποία προκύπτει με την
χρήση υποσυνόλων του SFFS αλγόριθμου, συγκεκριμένα τα υποσύνολα με 3,4,9 και
13 χαρακτηριστικά, στον αλγόριθμο των ασαφών c μέσων. Αν όμως αντί αυτών των
πινάκων χρησιμοποιήσουμε τους πίνακες με τους χρόνους κορυφώσεων τότε η
μέγιστη τιμή που μπορούμε να έχουμε είναι 66,03% και προκύπτει αν ο πίνακας που
χρησιμοποιήσουμε περιέχει τα δυο (2) καλύτερα χαρακτηριστικά του πίνακα των
χρόνων, το οποίο το έχουμε εξάγει από τον SFS αλγόριθμο. Τέλος, αν οι πίνακες που
χρησιμοποιήσουμε είναι αυτοί των συνδυασμών των δύο παραπάνω πινάκων τότε η
μέγιστη ακρίβεια που μπορούμε να έχουμε είναι 55,66% και προκύπτει αν για είσοδο
έχουμε την έξοδο από τον SFS αλγόριθμο για τα τρία καλύτερα χαρακτηριστικά.
3.3.4 Αλγόριθμος τεχνητού νευρωνικού δικτύου (ΤΝΔ)
Ο αλγόριθμος κατηγοριοποίησης ΤΝΔ εφαρμόστηκε στα δεδομένα
κορυφώσεων που αφορούν πλάτος, χρόνο εμφάνισης και συνδυασμό τους. Σε κάθε
περίπτωση τα δεδομένα χωρίστηκαν τυχαία σε δύο σύνολα ξένα μεταξύ τους. Από
αυτά, το σύνολο εκπαίδευσης κατά μέσο όρο συμπεριέλαβε 50% των υγειών και 30%
των μη υγειών μαρτύρων. Ο λόγος του ασύμμετρου διαχωρισμού των δεδομένων
είναι να παρουσιάζεται ένα πιο ισοκατανεμημένο υποσύνολο εκπαίδευσης στο ΤΝΔ,
όσο αφορά τις δύο κλάσεις των δεδομένων. Το ΤΝΔ που χρησιμοποιήθηκε
αποτελείτο από ένα κρυφό στρώμα 15 νευρώνων. Αφού επιλέχθηκε το υποσύνολο
χαρακτηριστικών που παράγει βέλτιστη ακρίβεια κατηγοριοποίησης, δοκιμάστηκαν
ΤΝΔ με διαφορετικό αριθμό νευρώνων. Τα αριθμητικά αποτελέσματα που
παρουσιάζονται, αποτελούν μέσο όρο από Ι Ο ανεξάρτητες εκτελέσεις του ΤΝΔ, με
τυχαίο διαχωρισμό των δεδομένων σε υποσύνολο εκμάθησης και ε'λέγχου κάθε φορά.
3.3.4.1 Αποτελέσματα
Τα αποτελέσματα της κατηγοριποίησης που επιτυγχάνει το ΤΝΔ με χρήση όλων
των διαθέσιμων χαρακτηριστικών πλάτους κορυφώσεων, χρόνου εμφάνισης
κορυφώσεων και συνδυασμού πλάτους/χρόνου κορυφώσεων (βλ. Πίνακες 1,2 και 3
αντίστοιχα), συνοψίζονται στον Πίνακα 27.
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Πίνακας 27 Συγκεντρωτικός πίνακας που περιέχει το αποτέλεσμα της κατηγοριοποίησης
'(έ ό Ο ελέσμε εφαρμΟΥή του ΤΝΔ, με :tΡήιnι όλων των :tapanQI ιστικων (μεσοςορος Ι εκτ εων).
Πίνακας Πίνακαςσυνάφειας Αποτελέσ ιατα καΠΙΥοριοποίησης"/"
Δεδομένων ΚΛΑΣΗ Α ΚΑΑΣΗ Β Ακρίβεια Ευαισθησία Ειδικότητακορυφώσεων 000. Αάθοc 000. Αάθοc
Πλάτος 9 6 36 16 0.6716 0.6923 0.6000κορίΙφωσης
Χρόνος
εμφάνισης 7 8 34 18 0.6119 0.6538 0.4666
κορίΙφωσης
Πλάτος και 9 6 31 21 0.5970 0.5961 0.6000ΥΩόνοc
Όπως και πριν έτσι και σε αυτήν την περίπτωστι μπορούμε να προσπαθήσουμε
να βελτιώσουμε τα παραπάνω αποτελέσματα χρησιμοποιώντας τους πίνακες με τα
χαρακτηριστικά που έχουμε εξάγει από τους αλγόριθμους επιλογής χαρακτηριστικών.
Έτσι έχοντας σαν είσοδο τους προαναφερθi:ντες πίνακες από τον SFS
αλγόριθμο (Πίνακες 4, 5 και 6) μπορούμε να υπολογίσουμε την ευαισθησία, ακρίβεια
και ειδικότητα της κατηγοριοποίηστις (Πίνακας 28). Τα αποτελέσματα που
εmτυγχάνουν τα βέλτιστα υποσύνολα χαρακτηριστικών επιστιμαίνονται με έντονη
εκτύπωστι·
Πίνακας 28: Η ευαισθησία, ειδικότητα και ακρίβεια του κατηγοριοποιητή ΤΝΔ
χρησιμοποιώντας τα χαρακτηριστικά που έχουν εξαχθεί με τον sfs αλγόριθμο επιλογής
χαρακτηριστικών SFS. χρησιμοποιώντας τα πλάτη πίνακα των κορυφώσεων, τους χρόνους
εμφάνισης και το συνδυασμό τους.
Απόδοση Κατ/Ύοριοποιητή %
ΠλήΟος Δεδομένα πλατών Δεδομένα χρόνων Δεδομένα πλάτους καιεμφάνισης κορυφώσεων χρόνου εμφάνισηςΧαρακτ. κορυφώσεων κορυφώσεων
ΑκρΙβε Ευαισθ Ειδικότ Ακριβε Ευαισθ Ειδικότ ΑκρΙβε Ευαισθ Ειδικότ
ια ησία. πτα ια ησία. πτα ια ησια. πτα
Ι 0.4481 0.5870 0.2353 0.5946 0.9057 0.1176 0.3887 0.754\ 0.0952
2 0.5899 0.8980 0.1176 0.5391 0.6400 0.3846 0.5777 0.9138 0.0625
3 0.6431 0.7000 0.5556 0.5977 0.5800 0.6250 0.5549 0.5690 0.5333
4 0.4879 0.5098 0.4545 0.3733 0.2500 0.5625 0.5408 0.6250 0.4118
5 0.5652 0.6078 0.5000 0.5467 0.673\ 0.3529 0.5610 0.5357 0.6000
6 0.5655 0.7\70 0.3333 0.5037 0.5714 0.4000
Χρησιμοποιώντας σαν είσοδο τα βέλτιστα υποσύνολα χαρακτηριστικών από
τον SFFS αλγόριθμο (Πίνακες 7, 8 και 9) μπορούμε να υπολογίσουμε την
ευαισθησία, ακρίβεια και ειδικότητα της κατηγοριοποίηστις του ΤΝΔ (Πίνακας 29).
Τα αποτελέσματα που επιτυγχάνουν τα βέλτιστα υποσύνολα χαρακτηριστικών
επιστιμαίνονται με έντονη εκτύπωστι.
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Πiνακας 29 Η ευαισθησία, ειδικότητα και ακρίβεια του κατηγοριοποιητή ΤΝΔ που
επιτυγχάνεται χρησιμοποιώντας τα χαρακτ/ριστικά που έχουν εξαχθε' με τον αλγόριθμο
επιλογής χαρακτηριστικών SFFS, χρησιμοποιώντας τα πλάτη niYUKa των κορυφώσεων, τους
χρόνους εμφάνισης και το συνδυασμό τους. Τα βέλτιστα υποσύνολα χαρακτηριστικών
επισημαίνονται με έντνη εκτύπωση.
Απόδοση ΚατηγορlOποιητή %
Πλήθος Δεδομένα πλατών
Δεδομένα χρόνων Δεδομένα πλάτους και
εμφάνισης κορυφώσεων χρόνου εμφάνισης
Χαρακτ. κορυφώσεων κοουΦώσεων
Αιφlβε Ευαισθ Ειδικότ Ακριβε Εοοισθ Ειδικότ Ακρίβε Ευαισθ Ειδικότ
lα ησΙα. ",α ,α τισία. ητα ,α noia. ητα
2 0.5322 0.4310 0.6875 0.5432 0.5932 0.4667 0.6352 0.5690 0.7368
3 0.6062 0.5000 0.7692 0.4555 0.3333 0.6429 0.5683 0.6346 0.4667
4 0.3766 0.]875 0.6667 0.5323 0.7347 0.2222 0.568] 0.4902 0.6875
5 0.56]4 0.6481 0.4286 0.5954 0.5]79 0.7143 0.4845 0.3929 0.6250
6 0.6683 0.5893 0.7895 0.5248 Q.7222 0.2222 0.6294 0.6731 0.5625
7 0.6647 0.6200 0.7333 0.5]65 0.5273 0.5000 0.4648 0.3667 0.6]54
8 0.6247 0.6111 0.6429 0.5789 0.5000 0.7000 0.6569 0.7593 0.5000
9 0.6242 0.5965 0.6667 0.6734 0.6]40 0.7647 0.5658 0.5000 0.6667
10 0.6153 0.58]8 0.6667 0.7186 0.7358 0.6923 0.6089 0.6800 0.5000
11 0.6102 0.5932 0.6364 0.5]5] 0.5000 0.5385 0.6263 0.5833 0.6923
12 0.6262 0.7551 0.6875 0.6367 0.6852 0.5625 0.6713 0.7660 0.5263
13 0.6417 0.5385 0.8000 0.6547 0.5926 0.7500 0.6899 0.6327 0.7778
14 0.6118 0.7500 0.4000 0.6077 0.6780 0.5000 0.6256 0.7292 0.4667
Όταν αυτά τα δεδομένα προσπαθήσουμε να τα βάλουμε σε διάγραμμα, η μορφή
που παίρνει το διάγραμμα για την ακρίβεια των φυσιολογικών υποκειμένων είναι:
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Σχήμα 3.5 Γραφική παράσταση της ακρίβειας της κατηγοριοποίησης με την χρήση ΤΝΔ (α) για
τον πίνακα δεδομένων με τα πλάτη των κορυφώσεων, (β) για τον πίνακα δεδομένων με το χρόνο
εμφάνισης των κορυφώσεων και (γ) για τον πίνακα δεδομένων με το πλάτος και το χρόνο
εμφάνισης των κορυφώσεων. Η μπλε καμπύλη αντιστοιχεί στο αποτέ1εσμα Υια όλα τα
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χαρακτηριστικά, η πράσινη καμπύλη αντιστοιχι;ί στο βέλτιστο υποσύνολα μι; χρήση του SFS, ι;νώ
η κόκκινη καμπύλη αντιστοιχι;ί στ βέλτιστο υποσύνολο μι; χρήση του SFFS.
3.3.4.2 Συμπεράσματα
Παρατηρώντας τους παραπάνω πίνακες και διαγράμματα κάποιος μπορεί να
καταλάβει ότι κάνοντας χρήση του αλγόριθμου των τεχνιτών νευρωνικών δικτύων, σε
αυτήν την περίπτωση 5 επιπέδων , παίρνουμε το βέλτιστο αποτέλεσμα όταν
χρησιμοποιούμε σαν είσοδο τον πίνακα με τους χρόνους εμφάνισης των κορυφώσεων
και συγκεκριμένα τα 1Ο καλύτερα χαρακτηριστικά που έχουν βγει με την χρήση του
SFFS αλγόριθμου.
Στις περισσότερες περιπτώσεις του πίνακα δεδομένων επιτυγχάνεται ακρίβεια
μεΥαλύτερη όταν χρησιμοποιούμε κάποια από τα χαρακτηριστικά από ότι αν
χρησιμοποιούσαμε όλα τα χαρακτηριστικά.
Πιο αναλυτικά, όταν χρησιμοποιούμε τους πίνακες με τις κορυφώσεις η μέγιστη
απόδοση που μπορούμε να έχουμε είναι 66,83% και η οποία προέρχεται από το
υποσύνολο με τα έξι καλύτερα χαρακτηριστικά του SFFS αλγόριθμου. Αν αντί για
τους πίνακες κορυφώσεων χρησιμοποιήσουμε τους πίνακες με τους χρόνους
εμφάνισης των κορυφώσεων τότε η μεγαλύτερη ακρίβεια που επιτεύχθηκε κυμαίνεται
στο 71,86% η οποία προέρχεται επίσης από τον SFFS αλγόριθμο και είναι
συγκεκριμένα το υποσύνολο με τα δέκα καλύτερα χαρακτηριστικά. Τέλος, αν αντί για
τους παραπάνω πίνακες χρησιμοποιήσουμε τους πίνακες με τους συνδυασμούς τότε η
μέγιστη ακρίβεια, η οποία είναι και μεγαλύτερη από ότι στους άλλους πίνακες, είναι
68,99% και προκύπτει από τον βέλτιστο υποσύνολο δεκατριών χαρακτηριστικών του
SFFS αλγόριθμου. Έτσι καταλήγουμε στο συμπέρασμα ότι για να επιτευχθεί η
βέλτιστη απόδοση του αλγόριθμου θα πρέπει να χρησιμοποιηθεί για την επιλογή
χαρακτηριστικών ο SFFS αλγόριθμος επιλογής χαρακτηριστικών.
3.3.5 Γενικά συμπεράσματα-Συζήτηση
Κοιτώντας τα παραπάνω αποτελέσματα, μπορούμε να βγάλουμε κάποια
συμπεράσματα. Αρχικά, παρατηρώντας τους πίνακες που περιέχουν ό'λn τα
χαρακτηριστικά βλέπουμε ότι τα αποτελέσματα για την ακρίβεια του
κατηγοριοποιητή των c μέσων είναι η καλύτερη καθώς φτάνει το 75,47% σε
αντίθεση με τους άλλους κατηγοριοποιητές που τα αποτελέσματα είναι μικρότερα.
Αν αντί για τους πίνακες με όλα τα χαρακτηριστικά χρησιμοποιήσουμε τους
πίνακες που έχουμε εξάγει τότε παρατηρούμε ότι τα αποτελέσματα αρχίζουν να
βελτιώνονται για τους τρεις κατηγοριοποιητές, τα οποία πριν ήταν χαμηλά .. Έτσι
έχουμε για τον κατηγοριοποιητή των c-μέσων αποτελέσματα ίδια και χαμηλότερα, με
τα περισσότερα να κυμαίνονται στο 65%. Έπειτα για τον κατ/γοριοποιητή τον
κοντινότερών γειτόνων βλέπουμε τα αποτελέσματα να βελτιώνονται και να
ξεπερνάνε το 75,47% και φτάνουν μέχρι το81,39% που έχουμε με την χρήση δύο (2)
χαρακτηριστικών. Αν παρατηρήσουμε μετά τα αποτελέσματα από τον
κατηγοριοποιητή των ασαφών c-μέσων βλέπουμε πάλι μια βελτίωση στα
αποτελέσματα αφού πριν δεν ξεπερνούσαν το 50% και τώρα φτάνουν το 66,03%.
Τέλος, έχουμε τα νευρωνικά δίκτυα. Σε αυτά τα αποτελέσματα βελτιώνονται και για
τις δύο κλάσεις και μπορούν να φτάσουν γύρω στο 71,86%
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Από ό'λα τα παραπάνω καταλήγουμε στο συμπέρασμα ότι την καλύτερη δυνατή
ακρίβεια την έχουμε όταν χρησιμοποιούμε τον πίνακα των χρόνων εμφάνισης των
κορυφώσεων και συγκεκριμένα τα δύο (2) καλύτερα χαρακτηριστικά και σαν
κατηγοριοποιητή αυτόν των κοντινότερων γειτόνων. Μια κοντινή σε αυτήν ακρίβεια
μπορούμε να έχουμε αν χρησιμοποιήσουμε τα ό'λα τα χαρακτηριστικά και τα
-χρησιμοποιήσουμε στον αλγόριθμο των c-μέσων.
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