We extend a previously developed method, based on Wagner's stochastic formulation of importance sampling, to the calculation of reaction rates and to a simple quantitative description of finite-temperature, average dynamic paths. Only the initial and final states are required as input-no information on transition state͑s͒ is necessary. We demonstrate the method for a single particle moving on the two-dimensional Müller-Brown potential surface. Beyond computing the forward and reverse rates for this surface, we determine the average path, which exhibits ''saddle point avoidance.'' The method may be generalized to arbitrary numbers of degrees of freedom and to arbitrary types of stochastic dynamics.
I. INTRODUCTION
The study of transitions in large molecular systems is a problem of tremendous importance, current interest, and difficulty. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] The principal obstacle is one of time scales. 2, 13, 17 For example, molecular dynamics ͑MD͒ simulation of one nanosecond of a typical protein situated in a minimum of solvent ͑roughly 10 4 atoms in total͒ costs approximately a month of computer time. While a nanosecond may be sufficient for exploring a single stable or metastable state of a protein, transitions between states-which must surmount 5-15 k B T barriers 18 -typically require orders of magnitude more time for a single event. A variety of methods are used to surmount or side-step the long transition times. ''Targeted'' and ''steered'' MD, 19, 20 for example, force a system between start and end states while the natural dynamics are computed. Most authors, however, have pursued static or zero-temperature characterizations of the pathway, focusing on the steepest descents ͑SD͒ path, 1, [4] [5] [6] [7] which is the union of paths obtained by rolling an infinitely damped ''ball'' down the potential energy surface toward the states of interest, starting from an intervening saddle point or points.
However, at least since the 1983 work of Northrup and McCammon, 21 it has been appreciated that the SD path is not the whole story. While the SD path may be the trajectory contributing most significantly to the reaction rate, the observed-i.e., average-dynamics generally will not be determined solely by the SD path. 21, 7 Rather, all possible trajectories will contribute to the rate in some average way. Such ''saddle point avoidance'' was also discussed theoretically by Nitzan and Schuss 22 and found empirically by Huo and Straub 8 and by Ulitsky and Shalloway. 9 Chandler and co-workers [10] [11] [12] [13] [14] and Woolf, 15 moreover, have considered contributions of an ensemble of trajectories in the sense we will, below.
The reaction rate has been investigated by numerous workers. 23, 22, 6, 10, 11, 14, 9 In principle, the rate may be derived from the transition path via Kramers' theory and its multidimensional extensions. 23, 22 However, the ambiguities in the path-i.e., saddle-point avoidance-suggest that direct, independent computation of the rate is worthwhile. As an average quantity, moreover, the reaction rate is beyond the reach of molecular dynamics, again for reasons of computational cost. On the other hand, importance-sampling schemes designed to estimate the necessary Kramers integrals have been designed by Sevick, Bell, and Theodorou, 6 while the more general dynamic importance-sampling methods of Chandler and co-workers directly yield the rate. [10] [11] [12] [13] Importance sampling of dynamic processes is the essence of the present work. The use of importance sampling for computation began in the 1940s with Monte Carlo modelling of stochastic processes, e.g., for understanding neutron diffusion. 24, 25 General aspects of importance samplingincluding applications to stochastic systems-have been discussed in books by Kalos 26 and by Milstein. 27 The first application to chemical transitions was Pratt's formal 1986 work 3 suggesting the use of the Metropolis algorithm 28 in computing stochastic chemical reaction pathways. Shortly thereafter, Wagner developed an importance-sampling framework ͑followed here͒ for general stochastic simulations, 29, 30 which is fundamentally not a Metropolis method. The approach is distinguished from earlier nonMetropolis efforts in that it is provably optimal for simple cases. 31 Wagner also addressed discretization errors inherent in stochastic simulation. 31 Ottinger pursued non-Metropolis methods, motivated by Wagner, for the non-equilibrium simulation of polymers. [32] [33] [34] Recent work by Chandler and co-workers has vigorously prosecuted the Pratt idea, implementing it with Metropolis and non-Metropolis sampling methods, [10] [11] [12] [13] [14] while Woolf adapted the Wagner formulation to reaction pathways. 15 To appreciate the gist of the method employed here, it is worthwhile to briefly review general aspects of importance sampling, which are easily understood in the context of computing the average of an observable quantity, g(x), where the variable x is distributed according to a probability distribution Q(x). If Q is normalized, so that ͐dx Q(x)ϭ1, then the average of g is given by
The numerical computation of ͗g͘ consists of generating an ensemble S D of x values ͓sampled with probability proportional to D(x)Ͼ0͔ and averaging g Q/D. This becomes ''importance sampling'' when the largest contributions to the integral are sampled most-i.e., when D mimics the behavior of gQ. The Metropolis algorithm 28 constructs the sampling bias to exactly match the probability distribution or the entire integrand, so that D(x)ϰQ(x) or Dϰg Q. Indeed, sampling from a bias function proportional to the original integrand is optimally efficient in principle. 35 However, nontrivial ''construction'' costs accrue with the Metropolis technique-such as the discard of trial values 36 and a lack of statistical independence among ensemble elements 37 -and there is a danger of becoming ''trapped.'' 35 Wagner's non-Metropolis method for stochastic systems, by contrast, constructs an ensemble of completely independent elements-based upon knowledge of the problem, which is built into the sampling bias D. In the case of transitions, as pointed out by Woolf, 15 one has particularly good knowledge of which elements ͑trajectories, in this case͒ will be important: those which actually make the transition in a short-but physically possible-period of time. Chandler and co-workers also performed non-Metropolis sampling using this same basic insight. 10, 12 In their implementation, based on configurational-bias Monte Carlo, transitions are considerably more likely to occur than in unbiased simulation. We note that the Wagner-based ensembles are distinguished by the fact that all trajectories successfully make a transition, although this does not in itself guarantee optimal efficiency. Indeed, we wish to make clear at the outset that the Wagner-based method is not a sure-fire replacement for other sampling methods, Metropolis and otherwise. Rather, we believe it may prove an important alternative, a complement.
The present paper extends the work of one of the authors, 15 who applied Wagner's formulation of stochastic importance sampling to calculating equilibrium distributions and dynamic transition paths. Here, we apply an improved version of the same method to compute reaction rates and suitably averaged dynamic transition paths-the latter following Woolf's suggestion. 15 These calculations present a significant computational challenge because they require, in essence, the evaluation of a series of integrals of the form ͑1.1͒ representing probabilities at different times. The method described below requires only the initial and final states of interest as input; the locations of intervening saddle points and the second-derivative matrix of the energy are not needed. Once the reaction rates are calculated in both directions, moreover, the equilibrium populations of the two states, and thus the free energy difference, may be computed trivially. The improvement of the method concerns the nonMetropolis generation of the ensemble of trajectories: compared with the earlier incarnation, 15 we now sample trajectories more important to the rate and average-path computations.
We restrict our computations in two important ways. First, all computations assume the over-damped, diffusive limit of Langevin dynamics: this permits the simplicity and efficiency which are essential to the exploration of a method. As noted by Chandler and co-workers, 10 however, techniques such as the present one are not restricted to the overdamped limit. Second, we study a simple model system, namely, a single particle moving on the two-dimensional Müller-Brown energy surface; 1 see Fig. 1 . This analytic surface again permits great efficiency, and is often used for test calculations ͑e.g., Refs. 1,5 and 6͒.
The remainder of the paper proceeds according to the following outline. Section II briefly discusses the Müller-Brown potential surface and over-damped Langevin dynamics, which together constitute the model studied. In Sec. III we formally present stochastic importance sampling, emphasizing its practical implementation in computing average scalar and path-like quantities; we also explain our method for constructing biased trajectories in the sampling ensemble. We move on to the calculation of the path in Sec. IVpresenting both a general algorithm, as well as our results for the Müller-Brown surface. The rate is computed in Sec. V, using phenomenological rate theory, 38 while Sec. VI sketches simple rate-based estimates for equilibrium populations of states. Finally, we discuss our results and possible future directions in Sec. VII. 
II. THE MODEL: POTENTIAL SURFACE AND DYNAMICS
The Müller-Brown surface 1 is expressible in analytic, closed form but possesses a certain complexity, as shown in Fig. 1 -three local minima and two saddle points. While computationally efficient to employ, the surface's significant asymmetry provides a nontrivial test of path-finding algorithms. It is worth noting that the free energy and potential energy are equivalent in the present picture, since no explicit degrees of freedom have been excluded.
We have scaled the Müller-Brown parameters so that the barrier height from the minimum of state A, x A , to the principal saddle point, x S , is E b ϭ7 -10 k B T. Important details about the Müller-Brown surface include the locations of the primary minima, x A ϭ(x A ,ȳ A )Ӎ(Ϫ0.558,1.442) and x B Ӎ(0.623,0.028), and of the primary saddle point x S Ӎ(Ϫ0.822,0.624). The explicit form of the energy is
where the 24 parameters are given explicitly by the vector
, and y 0 ជ ϭ(0,0.5,1.5,1). By definition, the barrier height is E b ϵU MB (x S )ϪU MB (x A ). The ''beginning'' and ''end'' states, A and B, are chosen to be the half-spaces separated by the dividing curve shown in Fig. 1 -the curve along which the distance to the minimum of state B exceeds that to the minimum of A by 0.6. The chosen division does not derive from knowledge of the saddle point, contrary to appearances. The dividing curve, in fact, was chosen by analyzing rates computed simultaneously for a variety of dividing curves-an analysis which reveals the rough location of the saddle region, as discussed in Sec. V C. Indeed, the method discussed here is capable of rate computations between any two reasonable states ͑i.e., those without large internal barriers͒-for example, circles centered about the primary minima. However, arbitrary choices will not necessarily yield meaningful information for the equilibrium populations: as discussed in Sec. VI, the chosen states should together comprise nearly all of the equilibrium population. A dividing curve, thus, is the safest and most informative choice, although we stress that the method permits the simultaneous computation of rates for a multiplicity of state definitions.
As mentioned in the Introduction, a second restriction of the present work is to the high-friction, ''diffusive,'' ''overdamped,'' or ''Brownian'' regime of Langevin dynamics. Thus, for a mass m particle with coordinates xϭ(x,y) moving in a medium with collision frequency ͑or ''friction coefficient''͒ ␥, under an external force, f(x)ϭϪٌU(x), the stochastic motion is governed by 39 dx/dtϭf/m␥ϩR͑t ͒, ͑2.2͒
where we take the statistical noise term R to be Gaussian with zero mean and variance given according to ͗R͑t͒R͑tЈ͒͘ϭ͑2k B T/m␥ ͒␦͑ tϪtЈ͒.
͑2.3͒
The restriction to over-damped dynamics is not, however, a limitation of the methods presented, 10 a point enlarged upon in the Discussion, Sec. VII.
The over-damped equation of motion ͑2.2͒ is typically simulated according to 40 ,31
where the subscripts j indicate quantities evaluated at time j⌬tϵt j , so that f j ϭf(x j ), and ⌬x R is chosen from a Gaussian distribution of zero mean and variance 2 ϭ2⌬tk B T/m␥.
͑2.5͒
Simulations obeying the discretization ͑2.4͒ are described, equivalently, by a Gaussian transition probability density for arriving at x jϩ1 from x j ͑after time ⌬t),
͑2.6͒
where the dimensionality d represents the number of explicit degrees of freedom. In the notation of Chandler and co-workers, [10] [11] [12] [13] [14] 
III. IMPORTANCE SAMPLING IN STOCHASTIC SIMULATION

A. Conventional averages
All of the computations described here are built on averages. An example of the most basic type is P B (t͉0;x A ), the conditional probability of finding the system in state B at time t, having started at x A at tϭ0. While one could consider a distribution of starting states-as would be essential for chaotic, deterministic dynamics 13, 14 -it is not necessary in a stochastic setting where long-time behavior is relatively insensitive to small changes in initial conditions. 23 For the path computations below, we do consider relatively short times; however, our focus there is on the transition region which should remain nearly unaffected by the initial condition.
To construct the conditional probability P B (t͉0;x A ), let A n denote a trajectory of n steps starting in state A, or omitting the indices for clarity, let
Now, making use of the state ''indicator'' function,
P B can be expressed concisely as a weighted integral over all possible trajectories,
where dϭ͟ jϭ1 n dx j . The approximation here is simply the neglect of the discretization error and, following the notation of Kloeden and Platen, 31 we set
Note that the conventional average of an arbitrary quantity g n ϭg(t n ;x n ) is given by
where we have, as usual, considered only trajectories originating in state A. For example, the conditional state B probability can now be expressed as
B. Basic importance-sampled averages
Not surprisingly, the fundamental integrals ͑3.3͒ and ͑3.5͒ cannot practically be computed without importance sampling-which may be implemented as discussed in the Introduction. For a positive, normalized bias ͓i.e., D() Ͼ0,᭙ and ͐d D()ϭ1͔ one may trivially rewrite ͑3.3͒ as
where S D is a ''sampling'' ensemble of M trajectories chosen according to D-that is, 0 , for example, is selected with probability D( 0 )d. The critical issue omitted thus far, the choice of the bias D-or, equivalently, the construction of the sampling ensemble S D -is taken up in Sec. III D, below.
C. Transition-path averages
The conventional average ͗•••͘ A given in ͑3.5͒ proves inadequate for describing the path, so we also consider the ''transition-path-weighted average.'' 12 To understand the shortcoming of the conventional average, consider an apparently natural definition of a path parameterized by the time step, namely ͗x n ͘ A . Even for infinite n, this ''path'' may never reach the final state, B; rather, ͗x n→ϱ ͘ A will be, essentially, an equilibrium-weighted average of state A and state B positions. The transition-path-weighted average, ͗•••͘ AB N , of the quantity g n , by contrast, weights occurrences of g n according to the probability of the whole trajectory in which they occur. 12 Moreover, only ''transition trajectories,'' which start in state A and reach B in N steps are considered in the average.
Explicitly, the N-step transition-path average of a quantity g n , with nрN is given by
where the AB subscript is omitted for brevity of notation. In analogy to the conventional average ͑3.6͒, the discrete form for use in computation ͓with an ensemble
͑3.9͒
D. Generating the sampling ensemble of trajectories
The key difficulty in using the importance-sampled approximations ͑3.6͒ and ͑3.9͒ without a Metropolis device is that one must guess which trajectories will be most important, and then construct a bias D ͑i.e., a sampling ensemble S D ) which realizes this conception. In studying a transition, one typically does possess some important information a priori: the rough locations of the beginning and end states, and at least a crude algorithm for estimating the transition event timescale ͑see below͒. Here, extending Wagner's original formulation employed by Woolf 29, 30, 15 -which generated an ensemble of trajectories starting and finishing at the desired points, but which was otherwise unbiased-we generate trajectories which additionally ''feel'' the force due to the potential energy surface. Inclusion of this force correction improves the method's efficiency for rate and average-path computations with a single ensemble of trajectories; recall that these calculations require probabilities at a series of times.
We have employed a bias consisting of three principal ingredients: see Fig. 2 . ͑i͒ First, the bias forces the trajectory to the final state on a time scale of interest; this is most easily accomplished using ''linear'' steps, 30, 31 as detailed below. ͑ii͒ Linear stepping toward the final state is corrected depending on the local force, and the strength of this force correction depends on the time scale of interest, as detailed below. Finally ͑iii͒ fluctuations about the force-corrected step match the ''natural'' scale given in ͑2.5͒.
To be precise, the biases we have used consist of products of Gaussian probability densities, each of which is centered about a space-, time-, and force-dependent target point, x jϩ1 ϭx jϩ1 (x j ,x B ; j,N;p f ), where-it should be recalledx B is the final point towards which trajectories are aimed and N⌬t is the intended length of each trajectory. The force parameter p f ͑typically a constant Շ1, except for ''short'' trajectories: see Fig. 3͒ controls the amount of the force, f, felt at each step. Explicitly, the target point is a linear step modified by the force:
where the parenthetical condition allows for the last target point x N to be chosen differently, typically as x N ϭx B . The step itself is determined by
where ⌬x R (p ) is chosen from a Gaussian of zero mean and variance
The factor in square brackets is effectively unity except for jՇN, and derives from the optimal bias for the constant force case. 31 Typically the parameter p is equal to one. Comparison of ͑3.10͒ and ͑3.11͒ with the unbiased dynamics ͑2.4͒, indicates that the biased step (x jϩ1 Ϫx j ) is some fraction of the unbiased step, modified by a linear step toward the final state.
As mentioned, the stochastic noise term, ⌬x R (p ), is distributed according to a Gaussian ''bias,'' b j , with variance j 2 ,
with j given by ͑2.5͒ and ͑3.12͒. The full bias thus depends on two parameters, p and p f :
͑3.14͒
The product may be performed for any nрN, so that the bias at time t n ϭn⌬t is unaffected by the bias at ''future'' times, when used in the conventional average ͑3.6͒. Said another way, the bias may be constructed to aim for some ''virtual'' final position and/or time that need not be reached. Transition-path averages ͑3.9͒, on the other hand, always employ ''full'' trajectories and biases extending to nϭN. We stress that the present method for generating biased trajectories is neither unique nor optimal. Indeed, improving the efficiency of the present method will be a major goal of future work, and potentially successful bias functions are by no means limited to the form ͑3.14͒. Other sampling methods, not surprisingly, have been employed in other contexts. Chandler and co-workers sampled trajectories by raising the effective temperature 10 and by adding an artificial guiding potential. 10, 12 Mazonka, Jarzyński, and Blocki 41 augmented the natural dynamics with an additional guiding force.
IV. CALCULATION OF REACTION PATHS
As mentioned above, we calculate the temperaturedependent average reaction path, a dynamic quantity. Considered informally by Woolf 15 and suggested by computations of Csajka and Chandler, 12 this path may be defined as the transition-path average of N*-step trajectories, where N*⌬t is a ''physically minimal'' time scale discussed below. Explicitly, the average dynamic transition path is written as
where averages are computed according to ͑3.7͒. Other closely related average paths could be defined, but we would expect only minor quantitative differences from our choice. For example, one could refine ͑4.1͒ by an alignment procedure such as that proposed by Csajka and Chandler: 12 while this would likely improve the convergence somewhat, it seems unnecessary in the present context since the paths considered are extremely short. One might further incorporate a 
The average path ͑4.1͒ retains the appropriate limiting behaviors: it is a straight line between start and end points at infinite temperature and will cross the energy surface's saddle points only at zero temperature. The principal detectable difference from the most probable path is that the average path will not, except at zero temperature or in symmetric cases, cross the saddle points of the energy surface, while the most probable path always does, at least in the over-damped limit considered here. 7 The determination of the average reaction path proves straightforward in practice, although slightly awkward to define in principle. In particular, it is difficult to set down a precise criterion for the ''physically minimal'' path time scale N*⌬t. This is a ''short'' time which roughly corresponds to the minimum time for a transition event ͑call this t b , the barrier-crossing time͒ and is much less than the inverse rate or time between transition events (k AB Ϫ1 for the A-to-B transition͒. As a guide for computation, one may estimate the barrier-crossing time as the time at which the leading tail of a diffusive probability distribution would arrive at the State B minimum from A on a force-free surface:
where c b is a dimensionless constant which is fairly insensitive to the barrier height; we found values of c b Ӎ0.06 -0.08 adequate for one-and two-dimensional surfaces. In practice, one computes a series of average paths,
N , of increasing number of steps-as in Fig. 3 -starting with ''small'' N such that the total trajectory time is less than the expected barrier crossing time, N ⌬tՇt b . When the path ceases to change shape, the ''physically minimal'' number of steps, N*, has been determined: this occurs with the bold path in Fig. 3 . By path ''shape,'' we mean here the projection of the path onto the energy surface, as in the figure. As N increases beyond N*, the average distribution of trajectory time steps, or velocities, within the final, unchanging path shape will continue to evolve: the local minima will be increasingly favored and, ultimately, one expects a correspondence with the equilibrium distribution. However, computation with our algorithm becomes increasingly less efficient beyond N* steps; averaging trajectories with more steps is difficult because the greater length permits larger fluctuations. Nevertheless, computing the final average ''shape'' of N* steps by the algorithm given here accomplishes one of our principal goals.
Note that the final average path ͑thick line in Fig. 3͒ exhibits the expected saddle-point avoidance 21 at finite temperature. Only in the limit of zero temperature, as discussed above, does one expect the average dynamic path to pass through the saddle point. Note that, at any temperature, the steepest descents path-which passes through the saddle point-is always the single most probable trajectory for the over-damped Brownian dynamics considered here. 7 Of course, as discussed above and effectively pointed out by Northrup and McCammon, 21 the average dynamic path reflects all possible trajectories.
Direct visualization of average paths for increasing trajectory lengths will clearly prove impractical with a large number of degrees of freedom. A scalar quantitative criterion is desirable. One possibility would consist of defining N* as the N value at which a maximum is reached in the sum of ͑suitably smoothed͒ local curvatures ͑of the N-step path͒, indicating the shape is no longer changing, but here the smoothing could not be uniquely defined. Another method, involving an easily visualizable scalar observable, would be to plot the energy of the average transition path, U(͗x j ͘ N ), versus time ( j) for increasing values of N, defining N* as the point when the average barrier height stops decreasing. Perhaps the simplest idea would be to plot and similarly analyze the transition-path average maximum energy with increasing N.
V. ESTIMATION OF THE REACTION RATE
A. General considerations
Computation of the reaction rate is one of the primary goals of the present paper. The reaction rate from state i to j, k i j ͑where i j may be AB or BA for the reverse reaction͒, is the probability per unit time that any given trajectory makes a transition from state i to state j. The rate depends sensitively on the barrier height seen from state i, but also varies with the definitions of the states themselves: a small final state will be difficult for a trajectory to ''find'' within a given time, resulting in a slower rate. Moreover, as discussed in Sec. VI, if the chosen states do not encompass the majority of the equilibrium populations, those populations will not be calculable from the reaction rates. Hence the selection of borders of states, or dividing surfaces, is generally important-regardless of whether one performs biased or unbiased simulations. Data from computations with the present method, as shown below in Sec. V C, can be used to choose sensible states.
B. Phenomenological rate theory
The widely used phenomenological rate theory, due to Chandler, 38 provides the essential description of the average time evolution of the occupation levels of the states. We focus on the unconditional probability to be in state B at time t, P B (t), modeling its evolution by a sum of incoming and outgoing probabilities. Thus,
where we have generalized the usual formulation slightly to account for the transient or ''travel times'' i j . Roughly speaking, the A-to-B travel time should be close to the barrier crossing time, AB Ӎt b .
It is important to note that one does not expect the formulation ͑5.1͒ to apply to an arbitrary division of configuration space into states. Rather, a state ͑say, i͒ should consist of a barrier-free, ''mutually accessible'' set of configurations that rapidly reach internal equilibrium ͑in a time much less than k i j Ϫ1 when the transition to state j is of interest͒; otherwise, the entire state cannot be accurately characterized by the single, constant rate k i j . For example, a ''state'' possessing a large internal barrier and an initially lopsided distribution would exhibit a rate that changes over time-a possibility not accounted for in ͑5.1͒. The internal barrier of state B of the Müller-Brown surface is apparently low enough to permit reasonable computation of the rates, as shown below.
We can now consider the conditional probability P B (t͉0;x A ) discussed above. The condition here indicates that, at time tϭ0, only state A is populated. Hence, for short times ͑just greater than the travel times, i j , but much less than the transition times, k i j Ϫ1 ) states other than A will essentially be empty, and we may develop an expansion for the time evolution of state B occupation using the dominant P A term of ͑5.1͒:
where we have used the approximation P A ( AB ͉0;x A ) Ӎ P A (0͉0;x A )ϭ1, which implies P B ( AB ͉0;x A )Ӎ0. Thus, for times just greater than the A-to-B travel time, AB , the time evolution of state B will depend solely on the rate k AB ͑even if states A and B do not ''tile'' configuration space͒. The rate k AB , in turn, appears simply as the slope of a probability vs time plot in ͑5.3͒.
C. Defining the states
Choosing the definitions of a system's states-perhaps by dividing surfaces, as we do-is a task that must be faced whether one uses unbiased or importance-sampling methods. In principle, one can divide a potential surface ͑of arbitrary dimension͒ into basins of attraction 42 and define the states as those basin regions possessing no internal barrier larger than some cutoff; indeed, a complicated but systematic approach toward this end has been pursued by Shalloway. 43 One could also contemplate a probabilistic definition of a dividing surface, such as one characterized by equal long-time probabilities to evolve into two predefined regions surrounding the minima. 44 Here we opt for the simplicity appropriate to small systems, yet-as a possible test case for a larger system-we presume to have no information beyond the locations of the principal minima. We will attempt to determine reasonable states only by examining the trajectories and data gathered in our sampling process. It is almost certain, then, that the states ultimately chosen will not duplicate the ideal basins of attraction described above. The hope is that the basin-like regions will be represented adequately. Again, we stress, this hurdle would present itself equally in the case of unbiased simulation.
As discussed in Sec. V A, two criteria important to the present investigation are that ͑i͒ states be free of large internal barriers and ͑ii͒ taken together, the states possess nearly all of the equilibrium population. By using a dividing surface, we immediately satisfy ͑ii͒. Criterion ͑i͒ is more tricky since we are attempting a ''blind'' analysis suitable for a larger system. However, at the typically inconsequential cost of storing trajectories, one may investigate a variety of surface choices by simply re-analyzing the stored data. We discuss below how to determine whether a particular surface corresponds to barrier-free states.
To determine the dividing curve shown in Fig. 1 , we analyzed an ensemble of transition trajectories according to a particular set of dividing curves. Possible alternative sets are discussed toward the end of this section. For computational simplicity, we chose surfaces defined by a constant difference, ⌬d, between the distances to each primary minimum ͑assumed known͒:
͑5.4͒
As the distance between the two minima is approximately 1.8, we examined dividing curves corresponding to ⌬d ϭ͕Ϫ1.4,Ϫ1.2, . . . ,1.2,1.4͖.
FIG. 4.
Choosing the dividing surface and computing the reaction rates. The time evolution of the end-state probabilities for the forward (A→B) and reverse (B→A)reactions is plotted for a series of dividing curves parameterized by ⌬d, the amount by which the distance from a dividing curve to the minimum of state B exceeds that to the minimum of A; see Fig. 1 . Both the forward and reverse series of plots converge toward the value ⌬d ϭ0.6. The rates are then computed as the slopes of the ⌬dϭ0.6 plots. Importance-sampled data ͑vertical bars͒ used p f ϭ1 and are confirmed by unbiased simulation ͑filled circles͒. Note the different vertical scales in ͑a͒ and ͑b͒.
Which surface is best? Figure 4 plots the end-state probability evolution for states defined according to the series of dividing surfaces, in both forward and reverse directions. The strategy is to find that surface ͑corresponding to two curves-one in each plot of Fig. 4͒ whose corresponding rates, or slopes, are converged towards in both forward and reverse directions. The value ⌬dϭ0.6 seems to be adequate.
The question remains, however, whether the states defined by the ⌬dϭ0.6 surface are free of significant internal barriers, as required by phenomenological rate theory. Again, the picture ͑Fig. 4͒ answers the questions. Were there a substantial internal barrier in one of the states, one would not expect to see a significant linear regime-governed by a single, inter-state time scale-in the ⌬dϭ0.6 plots of Fig. 4 , since a second time scale governing the intra-state transitions would necessarily enter. As the linear regimes are substantial, we conclude there are no significant internal barriers. By contrast, the ⌬dϭ1.0 plot in Fig. 4͑a͒ illustrates the multiple timescale phenomenon, as state B contains the principal saddle point as well as part of the natural basin of state A ͑recall Fig. 1͒ . Of course, if a third significant state is present, no simple dividing curve should be sufficient-and one has a more difficult problem which is beyond the scope of the present investigation.
In light of the internal barrier discussion, it is not surprising that by further examining Fig. 4 , one can see the signatures of the saddle region and of the shallow metastable minimum near x B : recall Fig. 1 . For example, the plots ''open up'' markedly for ⌬dտ0.6 in the forward direction and for ⌬dՇ0.6 in reverse: this strongly suggests the inclusion of the principal saddle region in the respective final states. Moreover, for ⌬dуϪ0.6, the forward plots open up slightly-this time corresponding to the shallow metastable minimum near x B ͑recall Fig. 1͒ . In general, one expects the rate ͑the slope͒ to increase by smaller amounts for succeeding increments in the size of the final state ͑i.e., increments of ⌬d) because enlarging the state away from the minimum should add only increasingly unlikely ''configurations.'' Where such a trend does not hold, an unusual geometry, saddle point, or second local minimum is suggested.
To follow up on the choice of dividing surfaces, we note that it might generally be desirable to bin the data according to more than one set of surfaces ͑or regions, if surfaces were not used͒. A particular set, after all, is not guaranteed to contain any adequate member. Moreover, although our choice enabled us to determine the rough location of the saddle region in terms of a single coordinate, we obtained no information as to its position in terms of a transverse coordinate. To gather more information, one might-for instance-choose two sets of dividing surfaces corresponding to constant x and y values: then, an analysis of the spacings as discussed could yield a reasonable estimate for the location of the saddle region. Indeed, in a molecular simulation, such an analysis on coordinates of particular physical interest might prove fruitful. Another method for determining an effective saddle region would be to compute the pathaveraged coordinates of the maximum energy of each trajectory-that is, ͗x max ͘ N , where x max is the location of a trajectory's highest point on the energy surface.
D. Results for the rate computation
The clearly linear regimes shown in Fig. 4 indicate that the method is able to measure rates for the chosen states, in both directions. The observed linearity also validates the separation of time scales assumed in phenomenological rate theory. Quantitatively, we find k AB Ӎ0.0049 and k BA Ӎ0.036, in units where the friction coefficient is ␥ϭ50; the mass was taken to be 10.98 ͑to correspond with earlier work 15 ͒, while the barrier height in the A→B direction was chosen to be 7 k B T-which corresponds to a 4.46 k B T barrier in the reverse direction. As shown by the solid circles in Fig. 4 , the time evolution data and rates were fully confirmed by unbiased simulation ͓i.e., using ͑2.4͔͒. The reverse rate, we note, might be sensitive to the exclusion of a distribution of initial states, since state B is fairly extended.
On a technical issue, the data shown and rates quoted for both the biased and unbiased simulations used the random number generator ''ran2,'' 45 which was designed to have a period much longer than required for the present calculations. However, we observed sensitivity to the generator: specifically, the ''mzran'' generator of Marsaglia and Zaman, 46 also designed to have a long period, yielded a forward rate larger by 3% than that due to ran2; on the other hand, the ''ran3'' generator, 45 whose period has not been quantified to the authors' knowledge, yielded a result exceeding by 21% that of ran2. Presumably, the longer-period generators are more reliable, but we hope to address this issue more systematically in future work. The average paths illustrated in Fig. 3 , we note, were not particularly sensitive to the random number generator.
The computed rates offer an opportunity for comparison with some theoretical results. First, we find the results in reasonable agreement with a rough estimate of the equilibrium populations of the states, P i . Noting that the ratio of populations is given by the ratio of the rates for a two-state system, we estimate P A / P B ϭk BA /k AB Ӎ7.3. Direct integration of the Boltzmann factor over disks centered at the minima yields P A / P B Ӎ8.4, where radii of 0.5 and 1.3 were used for states A and B, respectively. These radii roughly correspond to the states chosen for the rate computation, but were independently seen to produce results towards which integrations over smaller disks converged.
Secondly, the computed rates offer an interesting perspective on the high-friction limit of multidimensional Kramers theory. 23 The Kramers approximation yields k AB Ӎ0.006 95 and k BA Ӎ0.0873, where the latter result differs from k BA computed here by over a factor of two. Several points may help to explain the discrepancy: ͑i͒ Kramers theory assumes a state may be described by harmonic corrections about a local minimum, but the irregularly elongated state B ͑see Fig. 1͒ clearly cannot be described this way. ͑ii͒ If one were to define an effective harmonic description for the elongation of state B, this would indeed correct the Kramers result in the direction of the computed result, perhaps significantly. ͑iii͒ The harmonic nature of Kramers theory also prevents it from including potentially significant asymmetries in the shape of the saddle region.
Note, finally, that we do not compare our results with the Monte Carlo evaluations of transition state theory ͑TST͒ by Sevick, Bell, and Theodorou 6 for two reasons: first, TST is known to overestimate the transition rate, 23 whereas our method actually measures the rate, albeit in a stochastic context; and, second, as indicated by Sevick et al., their TST results are valid only for high barriers, which means only a very small number of relatively uncertain ratios of rates would be appropriate for comparison.
VI. EQUILIBRIUM POPULATIONS
The equilibrium populations of the states i, P i ϭ P i (t→ϱ)ϭ͗h i (x n→ϱ )͘ϵ͗h i ͘ eq , are derived from the time-independent solution of the linear system of equations governing phenomenological rate theory ͓Eq. ͑5.1͒ and its analogues for the other states͔. The equations form a closed system assuming the chosen states describe the vast majority of equilibrium probability-i.e., if (͚ i P i Ӎ1). This condition should be satisfied whenever the states are defined to include all configurations with energy values less than a few k B T above those of the minima; that is, it is not necessary that the chosen states encompass all possibilities, as omission of unlikely configurations will have only a small effect. For two states, one finds
͑6.1͒
For the Müller-Brown surface, we find P A Ӎ0.88 and P B Ӎ0.12.
We note that for three states, the result may also be written compactly. One finds
and its analogs, where the sum ͚* indicates that (i, j) (l,m) and (i, j) (m,l); the second equality follows from applying detailed balance ( P i k i j ϭ P j k ji ). In a multi-state system, naturally, all the rates enter the equilibrium expressions.
VII. DISCUSSION
We have successfully extended Wagner's nonMetropolis formulation of stochastic importance sampling 30, 31 to the calculation of reaction rates and average dynamic reaction paths, generating explicit results for the Müller-Brown potential, Eq. ͑2.1͒. The formulation, which we propose to call DIMS ͑dynamic importance sampling͒, builds on an initial study by Woolf. 15 The contributions of the present work include using a Wagner-based method to compute reaction rates and paths, the use of a quantitative notion of an average path to demonstrate saddle point avoidance, and the development of an improved sampling method incorporating the local forces. The method, we believe, is mathematically straightforward, as well as simple to apply: the algorithm generates an ensemble of transition trajectories ͑Sec. III D and Fig. 2͒ which directly leads to averages of interest-namely, the path and the rate ͑Secs. III B, III C and Figs. 3 and 4͒.
Improving the efficiency of the present method will be an important focus of future work. The specific algorithm of Sec. III D, while not highly efficient itself, demonstrates the flexibility and correctness of the present, Wagner-based approach to non-Metropolis sampling. As discussed in Sec. III D, many alternatives are possible. For instance, variations which bias only a subset of variables, or which make more realistic transitions likely-i.e., on the transition-event time scale, t b -can easily be imagined.
The present study has not tested the ability of our method to determine multiple pathways, which are known to exist in some systems ͑e.g., Ref. 16͒. At a superficial level, the technique is not suited to multiple-path-finding: in a system with two nearly identically weighted channels, our path definition ͓Eq. ͑4.1͔͒ will yield the meaningless weighted average of the paths. However, the non-Metropolis sampling employed here can be expected to produce this ''meaningless'' average for the laudable reason that both paths should be sampled. Hence, what is called for may be better analysis of the distribution of data to determine individual channels. Tests on three-hole potentials, such as those considered by Northrup and McCammon 21 and by Huo and Straub, 8 could help resolve these issues.
Several extensions beyond the current application appear to be within reach. First, as mentioned in the Introduction and pointed out by Chandler and co-workers 10 for their related methods, the stochastic importance sampling technique outlined above is not restricted to the simple over-damped, diffusive dynamics of Eq. ͑2.2͒. In fact, the approach may be used with any stochastic dynamics for which a simulation can be performed-that is, with any stochastic dynamics for which the transition probability density, T ⌬t (x j ,ẋ j ͉x jϪ1 ,ẋ jϪ1 ), is known. In particular, explicit expressions for T ⌬t for inertial Langevin dynamics ͑non-rapid velocity relaxation͒ with arbitrary external force are known from the work of Ermak and Buckholz, 47 who generalized the results of Chandrasekhar. 48 Once the transition probability is known, trajectories may be sampled with a suitably biased weighting, following Eqs. ͑3.3͒-͑3.6͒. If the initial and final states are specified solely in terms of position coordinates, the velocity ͑or velocities, for a many-particle system͒ may be simulated without bias using T ⌬t . We plan to pursue extensions to full Langevin simulation to explore a range of friction values.
The study of larger systems, especially biomolecules, poses an important future challenge for the method. Indeed, the present method appears to be applicable, in principle, to any system-whether implicitly or explicitly solvated. In particular, we envision studying large biomolecular systems in two possible ways. First, when an effective friction constant or kernel [49] [50] [51] is used to characterize a well-solvated molecular system, the present method may be applied to the essential degrees of freedom, excluding most of the solvent. Effective friction constants, computed from relatively short molecular dynamics simulations, also permit the use of a longer time step. The second possibility involves the use of an artificial friction constant-and the accompanying Langevin dynamics-in a fully solvated system. 12 Noting that the Verlet algorithm for Newtonian motion is the vanishing friction limit (␥→0) of Langevin simulation, 40 one might hope to extrapolate to the deterministic limit based on finite ␥ results.
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