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1 IntroductionThis report provides a detailed study of the problem of real time camera calibration. Thisanalysis, based on the study of literature in the area, as well as the experiments carriedout on real and synthetic data, is motivated by the requirements of the VISTEO project.VISTEO deals with a fusion of real images and synthetic environments, objects etc inTV video sequences. It thus deals with a challenging and fast growing area in virtualreality research - Augmented reality (AR). AR generates a composite view of the realscene viewed by the user and a virtual scene generated by the computer which augmentsthe real scene with additional information.The aim of VISTEO is to put a virtual environment around a real TV announcerand to make the announcer interact with this world : moving around virtual objectsand handling them. The camera is moving while shooting the announcer in a studio(the background having a uniform known colour). The idea is to overlay a video of thereal scene with virtual objects such that the announcer can interact with these objects.In order to merge the real world with the virtual, we will need to reproject the virtualobjects into the real scene. Therefore it is essential to determine the parameters of thecamera and the position of the announcer in the scene and with respect to the camera.Also the ideal merging between the real and virtual worlds in the augmented video is onein which there is no sway, jitter or drift. Therefore, the parameters of the camera haveto be determined in real time as any delays in this would cause a misalignment betweenthe virtual object and the real scene and give the impression that the augmented objectlags behind in the scene. Thus the problem of merging the video of a real scene with thevirtual objects has two aspects : determining how the image has been formed, the position and orientation of thecamera. This requires computing the camera parameters, which is called cameracalibration, in order to be able to reproject a virtual object into a sequence. Theestimation of camera parameters has to be carried out in real time to merge thevirtual objects into a video sequence. determining the position of the announcer with respect to the camera and his(her)
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shape, which would involve reconstruction of parts and tracking the position of theseparts across the sequence. Determining the position and shape of the announcerwould aid in the interaction with the virtual environment and permit the virtualenvironment to be dynamic.In this report we propose to do an extensive study of the rst aspect of the problem -calibration of the camera in real time. Here we analyze the various aspects of calibrationand the dierent approaches available for calibration and present a comparative studyin order to determine the one best suited to the problem of reprojecting the virtualobjects onto the real image sequence. Camera parameters can be intrinsic (focal length,distortion, aspect ratio) and extrinsic (pose, the position and orientation with respect tothe world). The data available to us is a video sequence of the scene together with targetsplaced behind the announcer on a wall. We are are given the coordinates of the 3D targetpoints (targets are placed on the wall behind the announcer and hence are coplanar) ina convenient frame and their images as taken by a camera. Using this information, thecamera parameters must be determined in a robust manner as any uctuations in itscomputation will manifest as a jitter in the visual image. Inaccuracy in calibration willcause the virtual objects to be incorrectly positioned and also lead to the perceptionthat the virtual object is not stationary in the scene. This together with the fact thatthe computation of the camera parameters has to be carried out in real time, are theconstraints with respect to which each of the methods are analyzed.1.1 Organization of the ReportIn this report, we study the problem of camera calibration in real time, analyze the variousapproaches for the computation of the intrinsic and extrinsic parameters. Althoughvarious methods of determining intrinsic parameters have been studied in this report, theemphasis is on real time estimation of extrinsic camera parameters, also called the poseestimation problem. The problem of robust pose estimation is a dicult problem due tonoise and outliers. Real time requirement makes it even more dicult. In this report weexplore various methods of pose computation, conduct experiments on real and syntheticdata and nally present an approach where robustness is the key to performance, by
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using RANSAC and a fast algebraic method of computing the initial pose. The reportis organized into the following sections :Camera Calibration In this section, we give brief introduction to the camera modelused and a discussion of the camera calibration problem in general. This is to putthe subsequent in depth theoretical and experimental analysis of the computationof camera parameters in perspective. The problem can be broadly divided into twoparts (dealt with in individual sections)Part 1: Intrinsic Camera Calibration Here we study two approaches for the com-putation of intrinsic camera parameters. Experiments are carried out in order tocompare the values obtained with those supplied by GETRIS.Part 2 : Extrinsic Camera Calibration : Pose Computation This presents an in-depth study of various approaches for computing the pose, while keeping in mindthe issues of robustness and speed. Experiments have been conducted with the aimof determining the pose computation method best suited for our requirements ofrobustness and real-time.Conclusions This summarizes the results and discusses their relevance to the VISTEOproject. We also indicate the direction which we propose to take subsequently inthe project.2 Camera Calibration : A brief overviewIn order to merge the virtual objects with the real scene, it is essential that the vir-tual and the real camera are perfectly aligned. This makes the robust determination ofcamera parameters imperative. As the aim of the report is the computation of cameraparameters, the basic requirement is a camera model. This models the imaging processwhich obtains the 2D images of the 3D points and can therefore be used for determiningthe parameters.
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2.1 Camera ModelWe model the camera and hence, the imaging process, by a perspective (projective)projection. A perspective projection from the Euclidean 3D space to the image 2D spaceis represented as m = PM0BBBBB@ xy1 1CCCCCA = 0BBBBB@ p11 p12 p13 p14p21 p22 p23 p24p31 p32 p33 p34
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Figure 1: Camera and World Coordinate FrameWe use the correspondences between the 3D points Mi and their 2D images mi todetermine the matrix P . Each correspondence generates two linear equations on thematrix elements of Pxi = p11Xi + p12Yi + p13Zi + p14p31Xi + p32Yi + p33Zi + p34 ; yi = p21Xi + p22Yi + p23Zi + p24p31Xi + p32Yi + p33Zi + p34which gives xi(p31Xi + p32Yi + p33Zi + p34) = p11Xi + p12Yi + p13Zi + p14yi(p31Xi + p32Yi + p33Zi + p34) = p21Xi + p22Yi + p23Zi + p24Given (n  6) correspondences, a linear solution can be obtained for P from the set of2 n linear simultaneous equations : A bP = 0, where bP is the 12 vector representation ofthe matrix P and A is a 2 n 12 matrix depending on the 3D and 2D coordinates of thereference points. This system of equations can be solved as a constrained minimizationproblem in two ways [3] :Linear methods In this case we solve the constrained minimization problem for n
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points minbP jjA bP jj2subject to jjR3jj = 1where R3 is the third row of R. This problem is a classical minimization problemand a closed form solution exists.Non linear methods The above linear solution is then used as the starting point fora non-linear minimization of the reprojection error, that is, the dierence betweenthe measured image points (ui; vi) and the projected point (xi; yi):minbP Xi jj(ui; vi)  (xi; yi)jj2In this case there is no closed form solution and iterative (numerical) methods mustbe used.Having computed the camera matrix, we need to decompose P into K;R and t. The rst33 submatrix of P is the product KR of an upper triangular and rotation matrix. Thisfactorization can be obtained using QR decomposition. A closed form solution exists forthe decomposition, based on the 5 parameters parameterization of K [3]. This determinesK and R. Then t = K 1(p14 p24 p34)TInstead of estimating all the parameter of the camera matrix in one minimizationproblem, in some situations, we may have knowledge of the intrinsic parameters of thecamera (as will be our case since the intrinsic parameters will be provided by GETRIS).In this scenario, we formulate a minimization problem just to solve for the extrinsicparameters, that is , the pose.We now proceed to discuss calibration of intrinsic and extrinsic parameters in a moredetailed manner but specic to the requirements of VISTEO.
7
3 Intrinsic Camera CalibrationIntrinsic camera calibration is the process of determining the parameters of the matrixK, that is, the intrinsic parameters. K is a 3  3 non-singular , upper triangular matrixwhich has the form K = 0BBBBB@ u s u00 v v00 0 1 1CCCCCAwhere u = kuf and v = kvf . K provides the transformation between an image pointand a ray in Euclidean 3-space. There are ve parameters:1. f is the focal length2. (u0; v0) are the coordinates of the principal point, that is, the point where the opticaxis intersects the image plane3. s is the skew parameter which we take to be zero4. the scaling in the x and y directions, u and v. The aspect ratio is u=v = ku=kv.Here ku; kv are the inverses of the dimensions of a pixel.As can be seen u; v; u0 and v0 do not depend on the position and orientation of thecamera in space and they are therefore called intrinsic parameters.Along with the internal parameters, we need to consider the distortion, especiallyradial distortion. Distortion concerns the position of image points in the image plane.Therefore the expression for images of the points areud = u  u(ud; vd)vd = v   v(ud; vd)where (u; v) are the ideal (non-observable distortion free) pixel image coordinates and(ud; vd) are the corresponding real observed image coordinates with distortion. Theamount of error along each coordinate, depends on the position of the point. In order tocorrect distortion, various sources of distortion need to be analyzed and modeled. Dis-tortion could be caused by imperfect lens shape and manifests itself by radial positional
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error only, or it can be caused by improper lens and camera assembly and causes radialand tangential errors [22]. Both radial and tangential distortion are modeled using aninnite series. u(ud; vd) = ud(k1r2 + k2r4 +   )v(ud; vd) = vd(k1r2 + k2r4 +   )where r = qu2d + v2d and k1 and k2 are the coecients of distortion. But a study ofliterature [22, 23] shows that the distortion function is usually dominated by the radialcomponents and only one term of the sequence needs to be considered. the equations aretherefore u(ud; vd) = ud(k1r2 + k2r4)v(ud; vd) = vd(k1r2 + k2r4)Therefore, in estimating the distortion, k1; k2 need to be determined.For the purposes of VISTEO, the intrinsic parameters will be provided by the man-ufacturer and GETRIS. But in view of the importance of the accuracy and robustnessof the values of these parameters to VISTEO, it becomes essential to verify these values.Also we need to determine the distortion in the images. We carry out a sequence ofexperiments which are aimed at identifying any discrepancy between the values providedand those computed from the data. The data available are non-coplanar 3D points andtheir images. Two approaches have been used to compute the intrinsic parameters.3.1 Minimization approachThis is the non-linear approach to camera calibration discussed above in section 2.2. Theinitial solution has been computed using the Linear method of Faugeras and Toscani [4].Then the optimization is done over all the camera parameters using bundle adjustment.3.2 Tsai's approachIn this approach the camera parameters are determined in two stages. It involves a directsolution for most of the calibration parameters and some iterative solution is used for
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the others [22, 21, 11]. A radial alignment constraint is used to derive a closed formsolution for the external parameters, the eective focal length of the camera, the (X; Y )coordinates and scale. Then an iterative scheme is used to estimate three parameters :the depth component in the translation vector (external parameter), the eective focallength and the radial distortion coecient. The image coordinates of the principal pointare also iteratively determined.Tsai's method also uses the linear method described above in order to get the initialsolution which is rened using non-linear optimization. But other than the extrinsic andintrinsic parameters and the distortion, it also has 2 parameters for the distortion and 6xed intrinsic parameters. These are Ncx, the number of sensor elements in camera's xdirection (in sels),Nfx, the number of pixels in frame grabber's x direction (in pixels),dx,the X dimension of camera's sensor element (in mm/sel),dy, the Y dimension of thecamera's sensor element (in mm/sel),dpx, the eective X dimension of pixel in framegrabber (in mm/pixel) and dpy, the eective Y dimension of pixel in frame grabber (inmm/pixel). These are supplied by the manufacturer. The distortion function is takenupto the second order terms. Tsai's algorithm fails if the origin of the world coordinatesystem is near the origin of the camera's eld of view or near the y-axis of the cameracoordinate system. This ensures that the translation along the y-axis is not exactly zerowhich is an explicit requirement of the algorithm.Thus in general the parameters used are u; v; s; u0; v0 with the notations havingthe same meaning as explained before. Tsai's algorithms uses the following parameterssxNfxdxNcx ; Nfydyncy ; 0; Cx; Cy, where sx is the uncertainty scale factor for x and (Cx; Cy) are theimage coordinates for the origin in the image plane.With this brief discussion about the algorithms, we are now in a position to describethe experiments which have been carried out with these algorithms.3.3 Experiments related to Intrinsic parametersIn these experiments, the intrinsic parameters have been estimated using image infor-mation alone and parameters supplied by the manufacturer. The experiments have beencarried out with the aim of studying which parameters can be estimated and which pa-
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rameters obtained by using GETRIS's software can be used. Also we study the eect ofchange in the various parameters, especially the focal length and the image center.The experiments carried out can be broadly categorized into Set A : Computation of u0; v0; u; v; f and d, the distortion parameter, and com-paring it to the ones obtained with GETRIS's calibration procedure. This wouldhelp in estimating the stability of the parameters with respect to the calibrationmethod. This is repeated with several values of f . Set B : u0; v0 are set to the centre of the image, ku; kv are set to the values givenby the manufacturer and f and the distortion are estimated. This will aid in theanalysis of the inuence of u0; v0; u; v. This is also repeated for several values ofthe focal length f .3.3.1 Experimental setupThe experiments have been carried out using images taken by a camera provided byGETRIS. The range of the zoom was 8 mm - 128 mm. The calibration object was theone available in the MOVI team (Fig. 2). The images are in Fig. 5.
Figure 2: Image of the calibration object the calibration grid was placed on a movable trolley
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 the camera was xed at the expected focal lengths of 8mm, 28mm, 38mm, 50mm ,68 mm, 88 mm, 108mm ,120 mm (these were readings read o the camera).Usinga software available at GETRIS, the Field of View (FOV)  was obtained at eachposition and the focal length was computed using the formula f = 4:4tan(=2) . for each focal length, three images of the grid were taken by translating and/orrotating the camera/grid but keeping the focal length xed the hard constraints supplied by the manufacturer areku = 720=8:8; kv = 576=6:6; aspect ratio = ku=kv = :9375The size of the images are 720 576.Note : The values for the parameters used are specic to these set of experiments andimages provided by GETRIS. They by no means limit the scope of the experiments or theapplicability of the results. These images form the input for the experiments on cameraparameters.3.3.2 Set A experimentsThe aim of these experiments was the computation of u0; v0; u; v; f and the distortionparameters and compare the values obtained with GETRIS's calibration procedure.Stepwise Methodology Target points are extracted from the image of the calibration grid using a softwareavailable with the MOVI team . The software returns the 3D coordinates of thetargets and their 2D images. Therefore the data available are the non-coplanar 3Dpoints (targets on all 3 planes of the calibration grid) and their 2D images. This data is used as an input for the two routines handling the two approachesdescribed above :{ Minimization approach : Programs for this are available with the MOVI team.it uses data of non-coplanar 3D points and their 2D images. The data le isexpected to be in the format
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\ no. of points2D point coordinates 3D point coordinates "The program returns the values of the intrinsic parameters and the extrinsicparameters. The rotation is parameterized in the form of Euler angles andvalues of these angles are returned by the program.{ Tsai's approach : the software package containing routines for calibratingTsai's perspective projection camera model is available athttp://www.cs.cmu.edu/afs/cs.cmu.edu/user/rgw/www/TsaiCode.htmlWe run the program which handles non-coplanar calibration with full op-timization. The values of the internal camera parameters provided by themanufacturer need to be provided to the program. Since we are using thecalibration routines using non-coplanar points and full optimization, atleast11 points are required. The data les in to be provided in the format\ 3D point coordinates 2D point coordinates".The programs compute the internal camera parameters, the pose and identies thedistortion. We use only the intrinsic camera parameters from these programs andthat too for the purposes of comparison. The pose is to be computed using theinformation of target points placed on the wall behind the announcer.Results and DiscussionWe now discuss the results of the experiments with respect to the two approachesMinimization approach A study of the results (Table 1) indicate that1. There is a dierence between the focal length computed using GETRIS's soft-ware (GETRIS's calibration setup) and that obtained by Minimization ap-proach, but the dierence is consistent throughout the result. The dierenceis initially (for small focal lengths) small but becomes more signicant for thehigher focal lengths.2. The scale factor of GETRIS is .9375. Those obtained by the minimizationapproach are dierent but the dierence is stable (  .01 ).
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Actual no. of focal focal aspect ratio distortion ( u0 , v0 )focal (mm) points uku vkv d9.09 157 10.453546 10.634181 0.92157539 -.127344 (350.080642,290.79368)157 10.436774 10.617129 .92157459 -.131908 (351.638637,291.836838)156 10.449862 10.628494 .92174357 -.138625 (350.905759,291.686256)27.671 141 31.408837 31.946881 .92171081 .765077 (344.035227,297.277805)144 29.136797 29.538879 .92473879 .160415 (353.130310,399.079618)138 31.793775 32.339099 .92169124 .87628 (350.113158,290.505863)37.0645 123 38.456047 39.027016 .9237843 .115193 (303.795986,430.458575)113 38.352247 38.927164 .92365404 .214197 (370.106813,399.348894)112 39.028129 39.58299 .92458022 .196375 (358.976684,428.960297)51.1664 96 54.289905 55.074174 .9241498 .172617 (353.913595,496.615025)90 58.915434 59.917759 .92181718 1.72119 (343.537307,288.909719)93 53.364127 54.154398 .92382633 .139599 (327.767148,486.781792)70.0335 81 75.979239 77.212325 0.92252807 0.166987 ( 224.952364,487.490953)82 74.379576 75.480375 .92382758 .0500917 (245.922779,641.651845)76 74.311086 75.451406 .92333128 .143038 (274.9996,546.119796)86.85728 67 89.994773 91.368377 0.92340592 0.0324411 ( 369.328876,671.306195)74 92.197287 93.62223 0.92323112 0.0119122 (245.588516,661.963359)74 90.521081 91.840893 0.92402752 -0.0272115 ( 224.887960,838.580233)106.3112 72 110.63205 112.21935 0.92423938 -0.0266908 (196.405669,1048.955206)76 110.43377 112.11838 0.92341381 -0.0377497 ( 236.869260,896.487544)69 112.39075 113.98563 0.92438261 -0.0139149 (236.057844,1044.046293)139.2362 63 140.72633 142.98812 0.92263252 -0.0374617 ( 195.589302, 914.310365 )60 140.86498 143.09771 0.92287239 -0.0133337 ( 81.401862,997.399929)49 136.84955 139.07171 0.92252013 -0.0262702 (121.487628,920.866803)Table 1: Intrinsic parameters computed using the Minimization approach3. The position of (u0; v0) alter a lot, even for a small focal lengthTsai's approach An analysis of the results (Table 2) shows that1. The focal length varies a lot from the one provided by GETRIS. The dif-ference is more pronounced than in the case of the results obtained by theminimization approach.2. the scale factor is stable3. (u0; v0) is very stable compared to the values obtained by the minimizationapproach3.4 Set B ExperimentsAs a second stage of experiments, the principle point (u0; v0) was xed to the centre ofthe image for the images provided by GETRIS, that is, at (360,288) and the intrinsicparameters were computed using the minimization approach. This means that the prin-
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Actual no. of focal aspect ratio distortion ( u0 , v0 )focal (mm) pts9.09 157 10.615935 .983063 1.217077e-3 351.526762,291.537962157 10.620707 .983019 1.214263e-3 352.025837,291.575888156 10.624311 .983230 1.317391e-3 349.691864,291.25103827.671 141 32.060733 .983146 -7.250604e-4 346.024104,295.443012144 32.288181 .983197 -7.84317e-4 350.147675,289.783644138 32.342848 .983158 -7.83252e-4 350.033061,290.82663537.0645 123 42.937880 .983282 -6.011083e-4 349.065844,290.865166113 42.985611 .983385 -5.967269e-4 348.113128,291.894832112 42.944172 .983381 -6.093481e-4 348.513538,291.10696551.1664 96 59.406894 .983302 -4.433291e-4 346.348313,291.78374090 59.640693 .983250 -4.495042e-4 344.902035,291.13037093 59.555623 .983223 -4.356704e-4 343.902323,290.40326670.0335 81 81.861506 0.983010 -3.664853e-04 342.853637, 286.66642382 82.219751 .983022 -3.796135e-4 341.706587,288.12738176 82.192942 .983116 -3.720118e-4 337.256934,283.69956186.85728 67 102.031786 0.983106 -3.294327e-04 343.281280,291.65486374 101.773248 0.983204 -3.075101e-04 343.608198,291.40050874 101.790938 0.983146 -3.296992e-04 343.305832, 290.227323106.3112 72 123.275997 0.983130 -2.737752e-04 341.779387, 298.15542176 124.043238 0.983138 -2.889017e-04 346.843929,293.71724069 123.365722 0.983128 -2.776888e-04 343.644272,297.018431139.2362 63 159.176888 0.982973 -2.117128e-04 330.130200, 286.26260260 158.592867 0.983035 -2.100774e-04 345.915146,297.97362849 157.816615 0.982914 -1.803471e-04 329.160844,309.323857Table 2: Intrinsic parameters using Tsai's calibration softwarecipal point was xed and minimization was carried out over the other parameters. Theseresults are shown in Table 3 (with distortion) and Table 4 (without distortion).3.5 DiscussionThe results of the Set A experiments carried out using both the methods (Table 1 andTable 2), indicate that the focal length obtained by GETRIS's calibration software isdierent from the one obtained using the experiments with the calibration grid. Thedierence is not very high in the case of the lower focal lengths but it increases for thehigher focal lengths. An alternative could be pre-calibrating the camera. But in orderto calibrate using one of the approaches described above, we need the information ofnon-coplanar 3D points. This was possible using a calibration object, but in the case ofthe video sequence, we will be provided the coordinates of the target points placed onthe wall behind the announcer. These are coplanar and will not suce for calibration.Also calibration, for accuracy, should be done using information available from the scene
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Actual no. of focal aspect ratio distortionfocal (mm) pts uku vkv9.09 157 10.495983 10.678435 0.92148183 -0.101761157 10.533612 10.71779 0.92138963 -0.102575156 10.46015 10.637724 0.92185041 -0.11303827.671 141 31.309524 31.851189 0.92155678 0.803028144 31.576056 32.11727 0.91973324 0.8476138 29.02876 32.47855 0.9217132 0.91502737.0645 123 42.324608 43.046324 0.92178185 1.23629113 41.871157 42.584598 0.92179361 1.09121112 41.867588 42.586176 0.92168087 1.1499851.1664 96 58.197688 59.205345 0.92154404 1.6024990 58.471786 59.478519 0.92163189 1.5932593 58.305713 59.3087 0.92164567 1.5849570.0335 81 80.631657 82.017481 0.92165935 2.6309282 79.94593 81.338625 0.92144795 2.6438776 80.656783 82.057746 0.92149416 2.7483786.85728 67 99.00175 100.71654 0.9215382 3.1399974 99.489516 101.19711 0.92168072 3.1734874 99.346069 101.05608 0.92163615 3.3655106.3112 very high distortion139.2362 very high distortionTable 3: Intrinsic parameters computed using the Minimization approach when the prin-cipal point has been xed to the centre of the image. Distortion is computedand not using a calibration object.Also the results of the experiments carried out by xing the principal point give goodresults for the other parameters except in the cases of higher focal lengths. In this case,Table 1 shows that the position of the principal point varies a lot for the higher focallengths. The values which give a problem are close to the maximum value. But the casesof the maximum zoom may not occur in real life scenes. This is because in these casesvery little of the wall behind the announcer will be seen. Therefore, few or no targetpoints will be available and such a sequence will be a problem for computing the pose.(As will be explained in the next section, we require the coordinates of the targets placedon the wall behind the announcer and its images to be able to compute the pose).Therefore, in view of the experimental results, we work with the intrinsic parametersprovided by GETRIS and proceed to compute the pose. We will revert to precalibrationonly if the pose gives very bad results on reprojecting the virtual objects onto the realscene. We now proceed to study the more fundamental problem of pose computation.
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Actual no. of focal focal aspect ratiofocal (mm) pts uku vkv9.09 157 10.779153 10.981949 0.92018782157 10.756956 10.959774 0.92015095156 10.661797 10.853197 0.9209668727.671 141 29.56964 30.045498 0.92265193144 29.935351 30.404828 0.92302418138 30.053801 30.120373 0.9228541437.0645 123 40.007543 40.659779 0.92246127113 40.1068 40.742811 0.92286526112 40.187191 37.675492 0.9221106151.1664 96 56.039654 52.537176 0.9216966790 55.344028 56.263384 0.9221810593 55.421757 56.351254 0.9220362170.0335 81 78.101677 79.392962 0.9222520582 77.178087 78.448099 0.9223226376 76.663988 77.939798 0.9221539186.85728 67 92.093794 93.670073 0.9217237658 93.914256 95.454121 0.9223762674 does not converge106.3112 72 118.48623 120.49986 0.9218337476 116.51489 118.46275 0.9220848569 does not converge139.2362 59 150.21497 152.74126 0.921994160 148.3146 150.86262 0.9216659452 149.25372 151.80487 0.92174484Table 4: Intrinsic parameters computed using the minimization approach, by xing theprincipal point to the center of the image. Distortion is not estimated4 Calibration of Extrinsic Parameters : Pose com-putationGiven a set of correspondences between the reference points in space and image points,pose estimation consists of determining the position and orientation of the calibratedcamera (one whose intrinsic parameters have been computed) with respect to the knownreference points. This problem is also known as the Perspective n- Point problem, exterior(or extrinsic) camera calibration problem, or camera location or orientation problem.Thiscan be stated more formally as : Given a set of points that are described in an objectcentered frame, given the projections of these points onto an image, and given a projectionmodel and the parameters of this model, determine the rigid transformation (rotation andtranslation) between the object centered frame and the camera centered frame. Thereforewe need to determine the [R t] matrix of the projection model (give in equation 1). Here
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1. t : describes the translation which transforms the origin of the world coordinatesystem to the camera coordinate system. It has three unknown parameters.2. R (Rotation matrix) : This describes the rotation that aligns the axes of the worldcoordinate system with those of the camera coordinate system. This also has threeunknown parameters. (see Fig. 1)The computation of pose, is in general, a dicult problem which has been highly re-searched in literature and various approaches have been suggested [3, 19, 18, 20, 16, 17,7, 14]. There are three crucial choices associated with the problem. The choice of : the mathematical representation of the problem the error function to be minimized the optimization method to be usedThe approaches in literature to solve the pose computation problem, fall into two cate-gories :Closed-form solution These are devised in the case when the number of point corre-spondences are limited. Such solutions exist for three points (which is not unique)(Fischler and Bolles [6], Haralick et al [8]), 4 coplanar points (Hung et al 1985), 4points in general position (Horaud et al [10], Holt and Netravali [9]).Numerical solutions Iterative numerical solutions have been used when the numberof point correspondences is more than 4. (Haralick et al [8] , Lowe [12], Yuan [24]).These approaches are robust but they converge towards the correct solution onlyif a good initial estimate has been provided.A combination of the above methods could also be applied. That is, the non-linearminimization in the iterative solutions are initialized with the solution obtained from alinear method. But this may take a long time to converge if the solution obtained by thelinear method is far away from the actual pose.As explained earlier, the problem of pose computation assumes importance for VIS-TEO as we need the camera parameters in order to be able to reproject the virtual objects
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into the real scene. In this report, we concentrate on approaches which are relevant withrespect to VISTEO. As it is important in our context to have a low reprojection error andpose computed in real time, the approach that we employ should be fast and robust . Inorder to compute pose, the information required are coordinates of 3D points and their2D images, taken by the camera whose pose is desired. In VISTEO, this informationcomes in the form of 3D coordinates of targets placed on the wall behind the announcer,and their image taken by the camera. This implies that the 3D points will be coplanar.Therefore, we will study two methods of pose computation which use coplanar points : Algebraic Perspective-3-Point Pose estimation [8, 6] Iterative pose computation methods [10]Both these methods require the knowledge of 4 coplanar points and their images, to beable to compute the pose. So next, we will formulate a method of computing the poseusing this as the initial solution and all the points whose 3D coordinates and 2D imagesare available. This would give the pose for the rst frame. For every subsequent framein the video sequence, the pose can be computed via a process of updation, based on thepose computed in the previous frame, by formulating this as a minimization problem.We now proceed to discuss each of these aspects in greater detail.4.1 Pose computation using coplanar pointsHere we briey outline two approaches which use the 3D coordinates and its 2D imageof 4 coplanar points.4.1.1 Perspective-3-Point Pose Computation methodThis method comes under the class of approaches used to solve the classical PnP (Perspective-n-Point) problem [16, 1]. This problem can be stated more formally as : Given a setof n 3D points whose coordinates are known, their images and the angle subtended byevery pair of points at the center of perspectivity, to nd the lengths of the line segmentsjoining the center of perspectivity to the 3D points. This helps to determine the positionof the camera. In our case, we are considering the P3P problem, (n = 3), which requires
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Figure 3: P3P problem formulation : The lengths dij; i; j = 1; 2; 3 and the angles ij; i; j =1; 2; 3 are known, the problem is to determine the distance xi; i = 1; 2; 3known for a long time with several approaches having been developed in vision. One suchapproach can be found in Fischler and Bolles [6], and a detailed numerical analysis ofthe dierent algorithms was reported in Haralick et al [8]. We will describe an algebraicsolution to the P3P problem in detail.For n point correspondences Pi $ ui for i = 1; 2   n between 3D reference points Piin space and image points ui, each pair of point correspondences Pi $ ui and Pj $ ujgives the following constraint on the unknown distances xi = jjPi Cjj and xj = jjPj Cjjof the points Pi and Pj to the perspective camera center C (see Fig. 3 ):d2ij = x2i + x2j   2xixjcos(ij) (2)where dij = jjPi   Pjjj is the known distance between the i-th and j-th reference pointsand ij = 6 uicuj is the view angle subtended at the perspective center by the i-th andthe j-th points, which can be measured from images for which the intrinsic parameters,that is K , is known. Given an image point u = (x y 1)t, the direction vector n of theviewing line of the image point is given as n = K 1u. The angle ij between the viewinglines of a pair of image points ui and uj is given bycos(ij) = ninjjjnijjjjnjjj = utiCui(utiCui)1=2(utjCuj)1=2 (3)
20
where C = (KKt) 1. Now the constraint 2 is quadratic in unknown depths and can berewritten as fij(xi; xj) = x2i + x2j   2xixjcosij   d2ij (4)For the case of n = 3 the following polynomial system is obtainedf12(x1; x2) = 0f13(x1; x3) = 0f23(x2; x3) = 0for the three unknown distances x1; x2 and x3. The system has a Bezout bound of 8= 2  2  2 solutions. Using classical Sylvester resultants to eliminate x3 betweenf13(x1; x3) and f13(x1; x3) to get a polynomial h(x1; x2), then further eliminating x2 be-tween f12(x1; x2) and h(x1; x2), gives an 8th degree polynomial in one variable x1 withonly even terms, i.e. a 4th degree polynomial in x = x21 :g(x) = a5x4 + a4x3 + a3x2 + a2x + a1 = 0 (5)This has at most four solutions for x and can be solved in closed form. As xi is positive,x1 = px. Then x2 and x3 are uniquely determined from x1.Due to multiplicity of solutions of this 3-point algorithm, in practice, we need a 4-th point for a unique solution. This is true only if the entire conguration togetherwith the optical center does not sit on a critical surface (in this case a cylinder). Onestraightforward approach is to take subsets of 3 of the 4 points, solve the 4th degreepolynomial equation for each subset and nally nd the common solution.The image coordinates and recovered depths give complete estimates fPi of the 3Dcoordinates of the reference points in camera-centered coordinates. There remains thedetermination of a similarity transformation between two sets of 3D points fPi $ Pi. Forthis, we rst remove the eect of translation by subtracting the mean from the data.Then the best rotation in the least squares sense can be found in closed-form usingquaternions. The determination of the translation and scale immediately follow from therotation [3].
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Figure 4: This gure shows p0; pi- the perspective projections of two object points, P0 and Pi,and pwi , ppi - the weak and paraperspective projections of Pi. The quality of the paraperspectiveprojection depends on the angle between the line of projection of Pi and the line of projectionof P0. The quality of the weak perspective projection depends on the angle between the line ofprojection of Pi and the optical axispara-perspective and after a few iterations converges towards the pose estimated underperspective. But these methods have limited applicability to the situations when the
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weak-perspective and paraperspective projections are valid. For the purpose of compar-ison, we use the iterative pose computation method of Horaud et al [10]. Although thepaper, proposes methods for computing pose using non-coplanar points and coplanarpoints, we use the algorithm given for coplanar points alone.4.2 Robust method of pose computation in each frameWe now have a initial pose estimate , computed with 4 points , using one of the methodsdescribed above. The goal is to develop a robust method of pose computation usingcoplanar points, which is fast and reliable. Thus the two criteria under scrutiny are : time required for computation : speed reprojection error : Suppose we are given N 3D points Mi; i = 1;   N and theirimages mi; i = 1   N . Let K be the known matrix of intrinsic camera parameters.Let POSE denote the pose computed by one of the computation approaches. Thenthe camera matrix is K POSE. Let m0i; i = 1   N be the image of the 3D pointsobtained using this camera, that is, the reprojected points . ThenReprojection Error = Ni=1jjmi  m0ijj2is the dierence between the actual image and the reprojected image. The bestpose is the one which gives the least reprojection error.We have the images of a large number of target points. In order to compute the poseusing all the points, we use a Least Squares formulation, for which the pose computedusing the four points is the initial solution. Thus, we need to determine the best setof four points which would give a good initial estimate. Also the method would needto avoid degenerate cases like when the 3D points are collinear and the cases in whichthe pose computation is ambiguous. This occurs when the projection center is coplanarwith the reference points or the reference points and the optical centre lie on a circularcylinder. Such points would be termed as outliers and ideally we should be able toeliminate them in the initial stages of pose computation. It is usually assumed that thestandard least squares framework is sucient to deal with outliers (these are data which
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do not agree with the tted model). But these classical techniques optimize (accordingto a specied objective function) the t of a functional description (model) to all of thepresented data. These techniques have no inherent mechanism for detecting and rejectinggross errors. But outliers can distort a tting process to such an extent that the nalresult becomes arbitrary. In such circumstances, it is essential to use robust parameterestimation methods, to maintain the precision of the pose computed. We use a robusttechnique based on RANSAC to obtain a good estimation of pose, using all points afterwe have obtained an initial estimate using 4 coplanar points.4.2.1 RANSACRandom Sample Consensus (RANSAC) (Fischler and Bolles [6]) is a paradigm for robustparameter estimation. The idea is to nd through random sampling of a minimal subsetof data, the parameter set which is consistent with a subset of data as large as possible.The consistency check requires the user to supply a threshold on the errors, which reectsthe priori knowledge of the precision of the expected estimation. RANSAC proceeds ina manner opposite to conventional tting techniques. Instead of using as much dataas possible to get the initial solution and then attempting to eliminate the invalid datapoints, RANSAC uses as small an initial data set as feasible and enlarges this set withconsistent data when possible. Herein lies the key to robustness.The RANSAC paradigm, in the context of the pose estimation problem, is moreformally stated as :Inputs :1. n : minimum number of data points required to instantiate the model , in our case,we need 4 coplanar points to compute the pose2. S : set of all points which are to be used to compute the pose.no. of points in S = #(S)  n3. e : error tolerance used to determine whether or not a point is compatible with amodel : this will be a threshold on the reprojection error
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4. t : threshold (no. of compatible points used to imply that a correct pose has beenfound), percentage of outliers acceptableStepwise methodology :1. Determine number of trials required (say ntrials)2. Randomly select a subset S1 of n = 4 data points from S and instantiate the model,that is, compute the pose,Pose1 (say) (The only check required at this stage arethat the points are non-collinear in 3D)3. Use Pose1 and K (already obtained) to compute the reprojection error with otherpoints in S and obtain a set S1  S such that these points are within some errortolerance e. S1 is called the Consensus set of S1. The points lying in the consensusset are called inliers and those outside are called outliers.4. If #(S1) > t thenuse S1 and least squares to compute a better pose Poseelseif #(S1) < t thenrandomly select a new subset S2  S and repeat step 1 onwards, till a consensusset of size t has been found. Then compute pose and exit.5. if after ntrials a consensus set cannot be found with t or more members thencompute pose using largest consensus set but indicate that it cannot be made betterand exitWe are now in a position to consolidate the procedure which we use to compute pose.The general outline of the computational procedure is :1. Compute the pose with 4 points using either of the two methods (we present resultsusing both the methods in order to compare them in terms of time and reprojectionerror)(a) algebraic P3P approach(b) iterative approach
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This provides the starting solution for the pose.2. In order to determine the best starting solution, that is, the set of four points whichgives the best pose (in terms of reprojection error), we use RANSAC [5]. In orderto select the best set of 4 points, we use a threshold on the reprojection error asthe criterion.3. Compute the pose using the 4 points selected by RANSAC. Given the internalparameters of the camera, that is, the matrix K, we can compute the cameramatrix, once the pose has been computed. We then categorize points as being aninlier depending on whether it is within a pre-specied error threshold (in our casethis is taken as the pixel error permissible in the reprojection, that is , 1-2 pixels).Points which do not satisfy this criteria are called outliers.Note: The thresholds chosen in Step 2 and Step 3 are dierent4. Compute the pose using all the inliers. For this we model the pose computationproblem as a least squares problem. Here we are minimizing the reprojection error.The minimization is carried out using Levenberg-Marquardt method [15]. Also weparameterize the rotation matrix using quaternions [3]. The least squares solutiongives a solution for the 4 parameters of the quaternion and 3 of the translation. Thepose computed in this step is the starting point for the next RANSAC iteration.5. The above step is repeated till RANSAC obtains the desired percentage of inliers.(It may be noted that RANSAC has already been provided with an accepted upperlimit on the outliers)This computational procedure has been applied to real and synthetic data. The experi-ments and their results will be discussed in detail subsequently. By the above procedurewe have been able to determine the pose using all the target points in one frame ofthe video sequence. We now extend this procedure in order to compute pose for thesubsequent frames.
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Pixel Error in No. of inliers Time reprojection errorpicking inliers (tot. pt = 105) (in sec)1 37 2.16 0.1651612 92 0.73 0.1405613 105 .24 0.1365334 105 0.16 0.1365335 105 0.15 0.136532Variation in time and reprojection error on varying the number of inliers for RANSACNo. of points Time (in sec) Reprojection error257 .27 0.0847847195 .83 0.0991777105 0.16 0.13653386 0.14 0.15879677 0.08 0.16318741 0.08 .226224Variation in time and reprojection error depending on the number of points available for computation(by varying the step size of the synthetic grid), pixel error = 4Time taken to compute initial solution using four points : 0.04secTable 5: Pose computed using the algebraic P3P approach to obtain the initial estimate ofpose4.3 Robust approach to pose computation for an image se-quenceIn order to compute the pose for the subsequent frames of the sequence, the obviousmethod will be to repeatedly use the above procedure for each frame. But the pose willnot dier too much between frames. As such we will be unnecessarily losing time by usingthe above procedure repeatedly. Thus we compute pose for all the subsequent framesby a process of updation, using the pose computed from the rst frame as the initialestimate of pose. This is again carried out by modeling the pose computation as a leastsquares problem and minimizing the reprojection error. The next update is therefore theone with the least reprojection error using all the points in the subsequent frame.4.4 ExperimentsWe will rst describe the experiments carried out to validate the pose computation pro-cedure for each frame. This will be discussed with the help of synthetic and real images.This will be followed by a discussion on the experiments carried out on the syntheticsequences.
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Pixel Error in No. of inliers Time reprojection errorpicking inliers (tot. pt = 105) (in sec)1 does not converge2 does not converge3 105 1.73 0.1365334 105 0.72 0.1365335 105 0.26 0.136533Variation in time and reprojection error on varying the number of inliers for RANSACNo. of points Time (in sec) Reprojection error257 1.86 0.0847847195 .88 0.0991801105 0.72 0.13653388 0.4 0.15690977 0.24 0.16318553 5.73 does not converge46 4.56 does not convergeVariation in time and reprojection error depending on the number of points available for computation(by varying the step size of the synthetic grid), pixel error = 4Time taken to compute initial solution using four points : 0.2secTable 6: Pose computed using the Iterative approach to obtain the initial estimate of pose4.4.1 Synthetic dataHere it is assumed that we have a 3m  3m wall on which a grid has been placed. Thesize of the squares of the grid is varied throughout the experiments. The intersectionpoints of the grid are the target points. We choose the camera as= 2666664 600 0 2560 600 2560 0 1 3777775 2666664 :866025 0  :5 500 1 0 60:5 0 :866025 700 3777775(that is a camera which is at an angle of 30 degrees with the y-axis and at a translationof (50 60 700)t from the world coordinate frame. The images of the 3D targets arecomputed using this camera. A maximum of 100-120 targets are assumed. This is just arealistic assumption and by no means a limitation and can be increased or decreased.One pixel Gaussian noise has been added to the image points. These points havebeen used to do the following1. compute pose using RANSAC. The initial pose to RANSAC is provided by boththe approaches - algebraic and iterative - pose computed using four points. Theresults for pose computation when the initial estimation is given by the algebraic
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P3P approach are in Table 5 and when the initial estimation is given by the iterativeapproach is given in Table 6.2. compute pose by changing the position of the wall on which the grid has beenplaced (Table 7). We study the pose computed using various positions of the gridwith respect to the camera.Type of Pose Reprojection Timemotion error (pixels) (sec)Original position  0:864421 0:00179677  0:502776 50:039 1:39956e   05 0:999999 0:00354963 59:87560:50278  0:00306132 0:864416 700 ! .150824 0.6Translation (Tx Ty Tz) = (30 0 0)  0:864645 0:00192331  0:502379 50:16858:97485e   05 0:999992 0:00398284 59:9540:502382  0:00348883 0:864638 700:545 ! 0.150582 0.26Translation (Tx Ty Tz) = (60 0 0)  0:864491 0:00138483  0:502645 50:2107 0:000101437 0:999996 0:00258061 59:92870:502647  0:00217993 0:864489 699:951 ! 0.14682 0.27Translation (Tx Ty Tz) = (90 0 0)  0:864483 0:00138046  0:502659 50:2566 0:000109089 0:999997 0:00255868 59:92510:502661  0:0021571 0:864481 699:84 ! 0.148732 0.14Translation (Tx Ty Tz) = (120 0 0)  0:863204 0:00132922  0:504855 50:3557 0:000175788 0:999998 0:00233231 59:78010:504856  0:00192451 0:863202 698:574 ! 0.156924 0.14Translation (Tx Ty Tz) = (150 0 0)  0:862095 0:000445956  0:506749 50:83970:000868084 0:999998 0:00235684 59:56760:506749  0:00247172 0:862092 698:158 ! 0.163672 0.43Rotation =20, axis || y-axis  0:864392 0:00179629  0:502827 50:0402 1:18084e   05 0:999999 0:00355208 59:87490:50283  0:00306443 0:864386 699:983 ! 0.150826 0.12Rotation =10, axis || y-axis  0:864321 0:00179748  0:502952 50:0454 1:50487e   05 1 0:003548 59:8740:502955  0:00305902 0:864316 699:961 ! 0.150816 0.14Rotation =5, axis || y-axis  0:628703  0:0962833 0:771529 95:0231 0:308392 0:879936 0:361114 122:537 0:713739  0:465014 0:523579 959:723 ! 0.874085 0.91Rotation /4, axis || y-axis  0:633545  0:0882339 0:768548 92:1868 0:299327 0:888055 0:348701 117:192 0:713341  0:451003 0:536258 947:178 ! .766339 0.79Rotation =3, axis || y-axis  0:628579  0:0814149 0:773417 88:7298 0:291241 0:897451 0:331172 108:664 0:721097  0:433437 0:540431 919:181 ! 0.530804 0.28Table 7: Pose when the grid is transformed and the camera is kept xed (synthetic data)The results in Table 5 and Table 6 indicate that the Perspective - 3 - point approach isfaster and provides a better pose, in terms of reprojection error. These results indicatethat this approach also provides a better initial solution and hence the robust approach(using RANSAC and Levenberg-Marquardt method) takes lesser time and gives a betterreprojection error. Therefore we will be using this approach for our purposes in the
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VISTEO project. The results of Table 7 indicate that the pose computation procedurecan handle changes in the angle between the camera axis and the target plane to a verylarge extent. Also we have carried out all the synthetic experiments using 100 targetpoints. This number can be reduced or increased, and pose is well computed as long asthe points are well spaced out. This can be seen in the second table of Table 5 and Table6. Here the experiments were carried out by varying the size of the grid. This causesthe number of points to decrease or increase. It can be seen from a comparative studyof the second table of Table 5 and Table 6 that the algebraic approach can handle theincrease/decrease in points better. The reprojection error is maintained low even in thecases of 53 and 46 points, when the iterative approach fails to converge. Also the rsttable of Table 5 and 6 indicate the threshold which needs to be chosen for the RANSAC.We study various pixel errors which can be adopted. On the basis of this study we use4 pixel errors to obtain the results of the second table and for subsequent experiments.4.4.2 Real ImagesThese experiments were carried out using the images taken at GETRIS (procedure ex-plained before). We use one of the planes (other than the base plane) in order to computethe pose using both the approaches. The results are in Table 8 and Table 9 respectively.The intrinsic parameters here are taken to be the ones supplied by GETRIS.focal length No. of points Reprojection error Time(mm) (pixels) (sec)9.09 46 0.166559 0.1527.671 39 0.0546567 0.1237.0645 35 0.0555662 0.1351.1664 24 0.0416007 0.170.0335 20 0.0367705 0.0786.85728 16 0.0325903 0.06106.3112 16 0.0355522 0.04139.2362 16 0.0299043 0.04Table 8: Pose computed using points on one plane of GETRIS images (one image of eachfocal length used). The K is the one supplied by GETRIS and (u0; v0) is the actual centreof the image. The Algebraic P3P approach is used for obtaining the initial estimate.As in the case of the synthetic images, the reprojection error and the time indicates
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focal length No. of points Reprojection error Time(mm) (pixels) (sec)9.09 46 0.769757 0.3227.671 39 0.0547382 18.9837.0645 35 0.055573 20.0551.1664 24 0.0415743 0.1670.0335 20 does not converge86.85728 16 0.0325672 0.97106.3112 16 0.035144 0.95139.2362 16 0.0300639 .97Table 9: Pose computed using points on one plane of GETRIS images (one image of eachfocal length used). The K is the one supplied by GETRIS. The Iterative approach isused for obtaining the initial estimate.that the algebraic approach is better than the iterative approach.4.4.3 Synthetic sequencesWe generate several synthetic sequences in order to develop a procedure for computingpose. this would then be used on a real video sequence. The rst frame of the sequenceis used to compute the pose with the algebraic method, using the target points. Thenthe pose for the subsequent frames are computed using the minimization approach, thetarget points being given. By rst carrying out the experiments on the synthetic datawe can determine whether the pose computed has acceptable reprojection error and alsowhether the approach is fast enough. This can then be applied to a real video sequence.1. Sequence1image1 - Sequence1image5 :Initial pose : rotation + translationChange in camera position : translation (no rotation)The rst image is used to compute the initial pose (using the algebraic approach)and all the other images (frames) are used to compute the updates. this is true forall the updations.Result : The updations indicate that the camera motion is a translation.2. Sequence2image1 - Sequence2image5 :Initial pose : translation
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Change in camera position : translation (no rotation)Result : The updations indicate that the camera motion is a translation.3. Sequence3image1 - Sequence3image5 :Initial pose : rotation + translationChange in camera position : rotation (no translation)Result : The updations indicate that the camera motion is a rotation.Total number of points = 99Time to compute initial estimate using Algebraic approach : 0.04 secRANSAC : computing inliers at each stageStage No. of inliers Time (sec)1 6 0.012 76 0.013 99 0.01>>> 3 RANSAC iterations>>>> Compute pose using all inliers : Levenberg-Marquardt method + Least SquaresStage No. of inliers Time (sec) Reprojection error (pixels)1 6 0.07 0.33322 76 0.21 0.213 99 0.24 0.24Table 10: Time proling for pose computed using Algebraic P3P approachAlthough the time proling (Table 10) shows that the minimization step (with RANSACand LM) is most expensive time wise. But results in Table 11 indicate that the methodof computing the pose for subsequent frames of the sequence by updating the initial so-lution through a minimization approach (with Levenberg-Marquardt method ) gives theupdate very fast and a very low reprojection error. This is the approach to be followedin the project.4.4.4 Experiments : Eect of change in intrinsic parameters on the PoseIn all the experiments carried out on the real images, we use the parameters of GETRIS.But as was found on using the minimization and Tsai's approach to compute the intrinsicparameters,there is a dierence between the parameters provided by GETRIS and those esti-mated. Also we had found in our Set B experiments that high focal lengths give a prob-lem in estimation when the principal point is xed to the centre of the image. Therefore,
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it becomes important to investigate the eect the change of these parameters has on thepose computed as that is our main problem. In order to do this, we carried out a nal setof experiments on semi-synthetic data. We took the parameters provided by GETRIS tobe the internal parameters. Points were taken on a 300  300 grid. A suitable pose waschosen so that images of atleast 60 -75 points could be taken. (One pixel noise has beenintroduced in the images). With this data (focal length between 8 - 140 mm), the posewas estimated at each stage. The results are shown in Table 12, 13 and 14.Then we randomly changed the intrinsic parameters (focal length by 10 - 30 %, skewby 10 % and the principal point was placed at various position inside and outside theimage). These changes were modeled on real data. The intrinsic parameters supplied byGETRIS and those computed by us dier by these amounts. Therefore, these experimentswill help us conrm the validity of choosing GETRIS parameters over precalibration. Foreach such K, the pose was computed. Along with the average reprojection error, we alsocomputed the reprojection error along the x and y direction and the standard deviationof the overall reprojection error and the standard deviation of the reprojection error inthe x and y coordinates. These results are also shown in Table 12,13 and 14. As canbe seen, that the reprojection errors remain low even with a large change in the focallength and skew and a very large dierence in the principal point (the principal pointis moved around till it lies outside the image). In certain cases, problems do arise whenthe when the principal point lies outside the image. But in most cases, the results arestable. On the basis of this, we can conclude that GETRIS parameters can be used asintrinsic parameters and proceed to compute the pose. The problems in very high andvery low focal lengths can be ignored as these will rarely occur in real life scenarios.5 Conclusion and Future DirectionsThe study carried out in the report as well as the experimental results have led us toconclude the following :1. The parameters provided by GETRIS are used as the intrinsic parameters.2. In order to compute the pose, we will use the algebraic Perspective -3-Point ap-
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proach for obtaining an initial estimate. This is for the rst frame of the sequence.The pose for the subsequent frames will be computed using the minimization ap-proach.Also for the purpose of VISTEO it is essential that the pose is computed in real time. Asthe time proling shows, we will not be able to compute the pose 25 times a second. Thepose change between frames is very minimal. As such computing it 25 frames per second,may lead to an unnecessary waste of time. An alternative could be that we computepose for 3-4 frames per second and use a lter to obtain the pose in between the frames.Therefore as the next step, we will investigate various ltering approaches, especially theKalman Filter. Experiments will be carried out to determine which techniques can beused so that the pose computation can be speeded up so that it is done in real time.References[1] D. Dementhon and L.S. Davis. Exact and approximate solutions of the perspective-three-point problem. ieee Transactions on Pattern Analysis and Machine Intelli-gence, 14(11):1100{1105, November 1992.[2] D. Dementhon and L.S. Davis. Model-based object pose in 25 lines of code. Inter-national Journal of Computer Vision, 15(1/2):123{141, 1995.[3] O. Faugeras. Three-Dimensional Computer Vision - A Geometric Viewpoint. Arti-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Position Pose Reprojection Error TimeInitial  0:864421 0:00179677  0:502776 50:039 1:39956e   05 0:999999 0:00354963 59:870:50278  0:00306132 0:864416 700 ! .150824 0.3Translation (30 0 0)  0:864453 0:00172394  0:502711 80:0315 1:53052e   05 0:999994 0:00340295 59:86770:502714  0:002934 0:864448 699:95 ! 0.150807 0.04Translation (60 0 0)  0:864497 0:00165861  0:502636 110:021 1:98148e   05 0:999995 0:00326572 59:86130:502638  0:00281325 0:864492 699:912 ! 0.150799 0.06Translation (90 0 0)  0:861718 0:00154681  0:507386 140:2080:00102556 0:999988 0:00479031 59:69280:507387  0:00464825 0:861706 699:474 ! 0.168264 0.05Sequence 1: Initial pose = Rotation + translation, subsequent frames are generated by translating the cameraPosition Pose Reprojection Error TimeInitial  0:999999 0:000430215  0:00174737 50:1604 0:000424283 0:999995 0:00339371 60:12630:00174882  0:00339296 0:999993 801:047 ! 0.145443 0.12Translation (30 0 0)  0:999977 1:14174e   05  0:00681463 80:26792:66336e   05 0:999984 0:00558361 60:04030:00681458  0:00558366 0:999961 800:801 ! 0.155052 0.05Translation (60 0 0)  0:999925  0:00137254  0:0121563 110:5430:00145179 0:999978 0:00651259 59:93610:0121471  0:00652976 0:999905 800:536 ! 0.161422 0.06Translation (90 0 0)  0:999901  0:00188634  0:0139387 140:470:00198316 0:999974 0:00693565 59:73670:0139253  0:00696261 0:999879 799:88 ! 0.176442 0.05Sequence2 : Initial pose = Translation, subsequent frames are generated by translating the cameraPosition Pose Reprojection Error TimeRotation /20 (about y-axis)  0:7751087 0:00221409  0:631824  60:0630:000174841 0:999993 0:00371875 59:91090:631828  0:00299291 0:775102 699:564 ! .149897 0.12Rotation /10 (about y-axis)  0:666246 0:00238381  0:745728  168:615:22342e   05 0:999994 0:00324327 59:80420:745731  0:00219977 0:666242 680:813 ! .150016 0.07Rotation /10 (about y-axis)  0:41302  0:00061822  0:910723  372:614 0:00256993 0:999996  0:0018443 60:54630:910719 0:00310222 0:413016 596:178 ! .195232 0.05Sequence 3 : Initial pose = Rotation + translation,subsequent frames are generated by rotating the cameraTable 11: Pose computed using a synthetic image sequence. The rst frame of the sequenceis used to estimate the pose using the approach (algebraic + minimization). The pose for thesubsequent frames are computed using minimization with the pose estimated from the rstframe as the initial estimate
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Focal length Status Rep. err Rep err Rep err Rep err Rep err Rep err(mm) (mean) (sd) (mean : x) (sd : x ) (mean : y) (sd : y)9.09 actual 0.0909689 1.05093 -0.00268687 0.999217 -0.00255062 0.92478610.09 changed 0.12071 1.20441 0.0179825 1.13379 0.0088641 1.4064111.09 changed 0.173687 1.43657 0.0321897 1.44129 0.0171498 2.1630512.09 changed 0.225487 1.6344 0.0412652 1.77357 0.0255242 2.8707513.09 changed 0.272152 1.79438 0.0462401 2.08663 0.0319588 3.4976814.09 changed 0.313545 1.92576 0.0504106 2.37066 0.0379854 4.0493915.09 changed 0.35022 2.03559 0.053275 2.62566 0.0432464 4.5360517.09 changed 0.411924 2.20861 0.0568066 3.0596 0.0521112 5.3517718.09 changed 0.438039 2.27804 0.059427 3.24455 0.0542331 5.6962310.09 changed 0.104515 1.12352 0.0138409 1.08399 0.00262525 1.1276511.09 changed 0.133473 1.26956 0.0216127 1.29616 0.0138144 1.5198212.09 changed 0.164667 1.40758 0.0301712 1.53995 0.0244537 1.9237513.09 changed 0.194073 1.5277 0.0294608 1.77796 0.0232571 2.2965614.09 changed 0.220804 1.62938 0.0303138 1.99846 0.0210322 2.6316917.09 changed 0.285808 1.85484 0.0378293 2.54498 0.0365962 3.4377418.09 changed 0.303282 1.91127 0.0360975 2.69334 0.0409018 3.6532827.671 actual 0.123757 1.01424 0.00447582 0.938519 0.00637077 0.92184928.671 changed 0.131998 1.05985 -0.00171303 0.97695 -0.000959353 1.0071830.671 changed 0.172377 1.21136 -0.0120815 1.24509 -0.0149804 1.3442531.671 changed 0.197125 1.29268 -0.0169085 1.41988 -0.0234589 1.540833.671 changed 0.247418 1.44514 -0.0199357 1.78257 -0.0268979 1.9335634.671 changed 0.271843 1.51638 -0.0635693 1.95731 -0.0359593 2.1246436.671 changed 0.317932 1.6391 -0.0328291 2.29902 -0.0463655 2.4765737.065 actual 0.132015 0.994945 0.0230888 0.920694 -0.00829414 0.86896438.065 changed 0.139335 1.01956 0.0188395 0.977335 -0.0113332 0.91118839.065 changed 0.156042 1.07475 0.0146749 1.10712 -0.0136791 1.0068440.065 changed 0.178276 1.14704 0.0113557 1.27844 -0.0165231 1.1352342.065 changed 0.229466 1.30418 0.00610329 1.66873 -0.0251829 1.4346944.065 changed 0.282074 1.44828 0.00450167 2.06644 -0.0331046 1.7458745.065 changed 0.307724 1.51335 0.00222541 2.25961 -0.0288972 1.8985546.065 changed 0.332718 1.57447 0.000231363 2.4475 7-0.0366856 2.047451.1664 actual 0.137671 0.970635 0.0203766 0.89709 -0.00722779 0.83191152.1664 changed 0.142903 0.984184 0.0178928 0.9289 -0.00774388 0.86605353.1664 changed 0.151384 1.00805 0.0155094 0.984543 -0.00820724 0.9169654.1664 changed 0.162246 1.04298 0.0132207 1.05769 -0.00862304 0.98011455.1664 changed 0.17475 1.08265 0.0110216 1.14286 -0.00899588 1.0517358.1664 changed 0.217121 1.20995 0.00491542 1.43369 -0.00989581 1.2917460.1664 changed 0.246554 1.2927 0.0012122 1.63614 -0.0103462 1.4578370.0335 actual 0.12897 1.0036 0.0219342 0.93969 -0.00820669 0.86399672.0335 changed 0.132517 1.01473 0.0197515 0.969511 -0.00922929 0.88347874.0335 changed 0.138973 1.03494 0.0179916 1.02198 -0.010538 0.92078375.0335 changed 0.143025 1.04745 0.0170728 1.05453 -0.01107 0.94458877.0335 changed 0.152316 1.07727 0.0153514 1.12857 -0.0118307 0.99978286.8573 actual 0.125955 1.0149 0.0222404 0.968215 -0.00619035 0.87151387.8573 changed 0.12654 1.01695 0.0216258 0.970921 -0.00645252 0.87756288.8573 changed 0.127416 1.0201 0.0210259 0.976026 -0.00670577 0.88544890.8573 changed 0.129941 1.02892 0.019868 0.992641 -0.0071890991.8573 changed 0.131539 1.03425 0.0193091 1.00376 -0.00741928 0.91837794.8573 changed 0.1374 1.05304 0.0177075 1.04614 -0.00806846 0.961892106.311 actual 0.135705 0.965321 0.0197491 0.898352 -0.00696154 0.827164107.311 changed 0.136463 0.967262 0.0192099 0.902756 -0.00702663 0.832469108.311 changed 0.137452 0.970357 0.0186818 0.908803 -0.00708874 0.839053110.311 changed 0.14005 0.978705 0.017658 0.925328 -0.00720366 0.855648111.311 changed 0.141624 0.983695 0.0171619 0.93556 -0.00725602 0.865459112.311 changed 0.143359 0.989125 0.0166449 0.946939 -0.00840078 0.876159113.311 changed 0.145239 0.994992 0.0161565 0.95937 -0.00846544 0.887648115.311 changed 0.149375 1.00829 0.0152076 0.986943 -0.00858764 0.91268139.236 actual 0.162389 1.02814 0.00685356 1.02047 -0.0101306 0.911465142.236 changed 0.162118 1.02249 0.00392857 1.01125 -0.0145691 0.918241143.236 changed 0.162309 1.02209 0.00140399 1.00969 -0.0186871 1.02209144.236 changed 0.162606 1.02291 0.00251994 1.00884 -0.0146724 0.926982145.236 changed .163036 1.02443 0.00170072 1.00868 -0.0155613 0.932494146.236 changed 0.16358 1.02619 -0.00812594 1.00918 -0.0137696 0.938695147.236 changed 0.164233 1.0286 -0.00885565 1.0103 -0.0145414 0.945543Table 12: Eect of the change in focal length on the pose computed. The skew is 0 andthe principal point is the center of the image. The K used are those used for GETRISimages. The initial pose is so chosen such that atleast a minimum number of points arevisible on the grid. (sd = standard deviation)38
Focal length (u0,v0) Status Rep. err Rep err Rep err Rep err Rep err Rep err(mm) (mean) (sd) (mean : x) (sd : x ) (mean : y) (sd : y)9.09 (360,288) actual 0.0909689 1.05093 -0.00268687 0.999217 -0.00255062 0.924786(760,688) changed 0.506456 2.42593 -0.135995 3.94987 -0.197925 6.46498(120,828) changed 0.722099 2.84077 -0.886745 5.98161 2.84077 8.84201(940,868) changed 0.615428 2.65855 -0.325225 4.70884 -0.635597 7.88386(780,368) changed 0.388613 2.14431 0.0831665 2.94011 0.0700258 5.0172(840,308) changed 0.372627 2.11441 0.0747304 3.31162 0.0377461 4.48651(780,168) changed 0.364676 2.08239 0.0548976 3.2561 0.012835 4.37995(880,808) changed 0.463791 2.36717 0.0584148 4.12486 2.36717 5.5818427.671 (360,288) actual 0.123757 1.01424 0.00447582 0.938519 0.00637077 0.921849( 940,108) changed 0.308643 1.60611 0.026716 2.35758 0.066828 2.28058(880,808) changed 0.333661 1.67726 0.0799983 2.5723 1.67726 2.43937.065 (360,288) actual 0.132015 0.994945 0.0230888 0.920694 0.994945 0.868964(180,768) changed 0.160624 1.08289 0.0525184 1.14902 0.00839404 1.02493(880,808) changed 0.260585 1.37997 0.0559436 1.88209 0.0370218 1.6433(880,168) changed 0.217835 1.25007 0.0314918 1.6123 0.00592654 1.3285451.1664 (360,288) actual 0.137671 0.970635 0.0203766 0.89709 -0.00722779 0.831911(920,128) changed 0.176653 1.08152 0.0247396 1.19353 0.00357633 1.01987(860,688) changed 0.170378 1.06317 0.0495426 1.16151 0.0114635 0.970328(220,728) changed 0.138111 0.975973 0.0291034 0.920509 -0.00308261 0.81159470.0335 (360,288) actual 0.12897 1.0036 0.0219342 0.93969 -0.00820669 0.863996(240,908) changed 0.130477 1.00463 0.0289118 0.957623 0.00156162 0.86631(960,888) changed 0.143357 1.03464 0.0319521 1.08236 0.00461473 0.917319(260,188) changed 0.129948 1.00881 0.0194199 0.939016 -0.00996616 0.87899686.8573 ( 360,288) actual 0.125955 1.0149 0.0222404 0.968215 -0.00619035 0.871513(240,168) actual 0.125715 1.01564 0.020524 0.95714 -0.00871202 0.880015(900,828) changed 0.134444 1.03741 0.0282411 1.06579 1.03741 0.89294(600,528) changed 0.128288 1.01947 0.0269369 1.00246 -0.00261685 0.869092(1020,128) changed 0.133268 1.03763 0.0233889 1.04129 -0.00314634 0.903059(220,928) changed 1.16212 2.94503 -1.70366 9.06132 1.18592 7.61903106.311 (360,288) actual 0.135705 0.965321 0.0197491 0.898352 -0.00696154 0.827164(980,168) changed 0.138001 0.969321 0.0220976 0.922752 -0.00439052 0.831026(1040,968) changed 0.13629 0.963979 -0.0092288 0.921693 0.00223053 0.809293(120,928) changed 0.134356 0.964224 0.0173164 0.894817 0.00908812 0.81308(700,628) changed 0.134504 0.959239 0.0189839 0.900358 -0.00915162 0.808895(880,508) changed 0.135737 0.962152 0.0230464 0.910052 -0.00399577 0.814636139.236 (360,288) actual 0.162389 1.02814 0.00685356 1.02047 -0.0101306 0.911465(940,568) changed 0.163891 1.03306 -0.00669109 1.02758 1.03306 0.922542Table 13: Eect of the change in principal point on the pose computed. The skew is 0and the focal length is maintained unchanged.The K used are those used for GETRISimages. The initial pose is so chosen such that atleast a minimum number of points arevisible on the grid. (sd = standard deviation
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Focal length Skew Status Rep. err Rep err Rep err Rep err Rep err Rep err(mm) (mean) (sd) (mean : x) (sd : x ) (mean : y) (sd : y)9.09 0 actual 0.0909689 1.05093 -0.00268687 0.999217 -0.00255062 0.9247861.15782 changed 0.0910942 1.05157 -0.00288207 0.999356 -0.00339633 0.92739227.671 0 actual 0.123757 1.01424 0.00447582 0.938519 0.00637077 0.9218491.55741 changed 0.123747 1.01437 0.00458975 0.938493 0.00646987 0.92172437.065 0 actual 0.132015 0.994945 0.0230888 0.920694 -0.00829414 0.868964-2.18504 changed 0.132002 0.995029 0.0231441 0.92053 -0.00826402 0.86894351.1664 0 actual 0.137671 0.970635 0.0203766 0.89709 -0.00722779 0.831911changed70.0335 0 actual 0.12897 1.0036 0.0219342 0.93969 -0.00820669 0.863996-0.291006 changed 0.128968 1.00359 0.021936 0.939669 -0.00820608 0.8639986.8573 0 actual 0.125955 1.0149 0.0222404 0.968215 -0.00619035 0.8715131.55741 changed 0.125961 1.01492 0.02223 0.968257 1.01492 0.871569106.311 0 actual 0.135705 0.965321 0.0197491 0.898352 -0.00696154 0.827164-0.291006 changed 0.135704 0.965319 0.0197508 0.898344 -0.00696186 0.827156139.236 0 actual 0.162389 1.02814 0.00685356 1.02047 -0.0101306 0.911465-2.18504 changed 0.162393 1.02817 0.00686551 1.02053 -0.0101167 0.911454Table 14: Eect of the change in skew on the pose computed. The focal is unchangedand the principal point is the center of the image (360,288) The K used are those usedfor GETRIS images. The initial pose is so chosen such that atleast a minimum numberof points are visible on the grid. (sd = standard deviation)
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(a) (b) (c) (d) (e) (f)(a,b,c) Focal length = 9.09 mm : (d,e,f) Focal length = 27.671 mm
(g) (h) (i) (j) (k) (l)(g,h,i) Focal length = 37.065 mm : (j,k,l) Focal length = 51.164mm
(m) (n) (o) (p) (q) (r)(m,n,o) Focal length = 70.0335 mm : (p,q,r) Focal length = 86.85728 mm
(s) (t) (u) (v) (w) (x)(s,t,u) Focal length = 106.3112 mm : (v,w,x) Focal length = 139.2362 mmFigure 5: Images of the Calibration grid of MOVI team taken by the camera providedby GETRIS
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