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Abstract
The standard construction of quotient spaces in topology uses full separation and power sets. We show how to make this
construction using only the (generalised) predicative methods available in constructive type theory and constructive set theory.
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1. Introduction
We consider the problem of constructing a neighborhood base for a quotient space X/∼, given a base for the
underlying space X . There is a trivial solution to this problem. Take the topology on the quotient space to be the base.
The standard construction is to declare that
U ⊂ X/∼ is open ⇐⇒ q−1(U) is open in X. (1)
Here q : X → X/∼ is the quotient map, taking an element to the equivalence class it represents.
This solution is unsatisfactory from the predicative point of view, since the base is defined in terms of all subsets
of a given set. In particular, this simple solution is not a priori possible to formalize in constructive set theory or
constructive type theory. When trying to build up a basis from below, one encounters the problem that the equivalence
closure, U˜ = {x ∈ X : (∃y ∈ U) x ∼ y}, of an open set U in X need not be open; on the other hand, an open cover
of a union of equivalence classes need not be closed under the equivalence relation. These two processes must be
interleaved carefully to obtain a predicatively constructed base. Below we present two different constructions which
are formalizable in those respective theories. The first one (Section 2) uses a general type-theoretic choice principle
and a restricted power set operation which are valid in Martin-Lo¨f type theory [10] extended with a universe operator.
This theory has induction only on natural numbers and is of relatively low proof-theoretic strength [14]. The second
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proof (Section 3) employs, apart from standard axioms of constructive Zermelo–Fraenkel set theory (CZF), only
relativized dependent choice [4]. This set theory is naturally modelled in Martin-Lo¨f type theory with a universe and
a type former for well-founded trees. However, the proof does not employ set-induction, so in view of the results in
[15] (building on [9]) it uses little proof-theoretic strength as well.
Lastly, Section 4 shows that the existence of final, or coinduced, topologies follows from the construction of
quotient spaces and coproduct spaces, much in the same way as in the classical setting.
2. Construction of bases in type theory
Martin-Lo¨f type theory was introduced as a system for formalising Bishop-style constructive mathematics. The
main idea is to consider a (Bishop) set as a type together with an equivalence relation on the type. A function is a
type-theoretic function (what would be called operation in the Bishop school) which respects the equivalence relation
of the domain and the codomain. It is possible to identify general principles of the resulting category of sets [8], and
then essentially avoid mentioning details of type theory.
Each set A has a projective cover, that is, a projective set A and surjective function ιA : A → A. (This is verified
under the type-theoretic interpretation by equipping the underlying type of A with the identity type to obtain A.)
Recall [11] that one, of several equivalent, definitions of a projective set P is that the axiom of choice is valid on the
set. This means that P has the property that if, for any x ∈ P , there is some y ∈ B satisfying the relation R(x, y),
then there is a function f : P → B so that, for all x ∈ P , R(x, f (x)).
Next, we introduce the notion of a strongly regular family of subsets. Consider a family of F = {Fs}s∈S of subsets
of X , indexed by a set S. For a subset A ⊂ X , write A ∈ F if there is some s ∈ S so that A = Fs . The family is
I -closed if, for any function g : I → S, the union ∪a∈I Fg(a) ∈ F . The family F is strongly regular if it is A-closed
for each A ∈ F .
Regularization Axiom (RA). For any family B of subsets of X , and any family of sets {Ik}k∈K , there exists a
strongly regular family F of subsets of X that includes B, and which is Ik -closed for each k ∈ K .
RA can be justified using the notion of regular universe operator in type theory; see [13].
Remark 2.1. It is clear that the full power set axiom implies RA. On the other hand, classically, RA is not weaker:
assuming the principle of excluded middle, and then applying RA to a family B including ∅, X and all singletons {x}
where x ∈ X , we get that F = Pow(X). Of course, classically, the set of characteristic functions 2X already provides
a power set.
Theorem 2.2. Let X be a topological space with a set-indexed neighborhood base. Then each quotient space X/∼
by an equivalence relation ∼ has a set-indexed neighborhood base as well.
Proof. Let {Ui }i∈I be a set-indexed neighborhood base for X . For an equivalence relation ∼ on X , let q : X → X/∼
be its quotient map. For a subset A of X , let
A˜ = q−1(q[A]). (2)





We may now suppose, by (RA), that F = {Fs}s∈S is an N-closed, strongly regular family of subsets of X that includes
Ui , {x}, {˜x} (4)
for every i ∈ I and x ∈ X . Note that, by (3) and the axiom, we have
A ∈ F =⇒ A˜ ∈ F . (5)
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Let T be the set of s ∈ S such that Fs is open in X and F˜s = Fs . We claim that
{q[Fs]}s∈T
is a base for X/∼.
Since q−1(q[Fs]) = F˜s = Fs and Fs is open, for any s ∈ T , it is clear that the base sets are open in the quotient
topology. Conversely, assume that q−1(V ) is open in X . Let q(x) ∈ V , i.e. x ∈ q−1(V ). Put Z0 = {x}. Then Z0 ∈ F
and Z0 ⊂ q−1(V ).
Suppose that subsets of q−1(V )
Z0 ⊂ Z1 ⊂ · · · ⊂ Zn (6)
have been constructed in F such that Z1, . . . , Zn are open and
Z˜k ⊂ Zk+1 (k = 0, . . . , n − 1).
Then, by (5), Z˜n ∈ F and clearly Z˜n ⊂ q−1(V ). Let A = Z˜n and let ι : A → A be its projective cover. For each
a ∈ A there is s ∈ S such that Fs is a basic neighborhood and a ∈ Fs and Fs ⊂ q−1(V ). Thus there is g : A → S




Fg(a) ⊂ q−1(V ).
Denote the large union by Zn+1. It is open and belongs to F by the strong regularity axiom. The chain (6) has thus
been prolonged successfully.





Clearly it is a subset of q−1(V ) and it contains x . Since the chain of sets Zn is increasing, and every Zn is open in X
for n ≥ 1, it clear that Zω is open as well. Moreover, Zω ∈ F as F is N-closed. Finally, Z˜ω = Zω since Z˜n ⊂ Zn+1
for each n. By definition of T , there is some t ∈ T with Zω = Ft and q(x) ∈ q[Ft ] ⊂ V .
Note that, for V = q[Fs1] ∩ q[Fs2], this shows F to be a neighborhood base as well. 
3. A construction of quotient topology in constructive set theory
The constructive Zermelo–Fraenkel set theory (CZF), founded by Aczel [1–3], grew out of Myhill’s constructive
set theory [12] as a formal system for Bishop’s constructive mathematics, and permits a quite natural interpretation in
Martin-Lo¨f type theory.
Definition 3.1. The language of CZF contains variables for sets, a constant ω, and the binary predicates = and ∈.
The axioms and rules are the axioms and rules of intuitionistic predicate logic with equality, and the following set
theoretic axioms:
1. Extensionality: ∀a∀b(∀x(x ∈ a ⇔ x ∈ b)⇒ a = b).
2. Pairing: ∀a∀b∃c∀x(x ∈ c ⇔ x = a ∨ x = b).
3. Union: ∀a∃b∀x(x ∈ b ⇔∃y ∈ a(x ∈ y)).
4. Restricted Separation:
∀a∃b∀x(x ∈ b ⇔ x ∈ a ∧ ϕ(x))
for every restricted formula ϕ(x), where a formula ϕ(x) is restricted, or∆0, if all the quantifiers occurring in it are
bounded, i.e. of the form ∀x ∈ c or ∃x ∈ c.
5. Strong Collection:
∀a(∀x ∈ a∃yϕ(x, y)⇒∃b(∀x ∈ a∃y ∈ bϕ(x, y) ∧ ∀y ∈ b∃x ∈ aϕ(x, y)))
for every formula ϕ(x, y).
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6. Subset Collection:
∀a∀b∃c∀u(∀x ∈ a∃y ∈ bϕ(x, y, u)⇒
∃d ∈ c(∀x ∈ a∃y ∈ dϕ(x, y, u) ∧ ∀y ∈ d∃x ∈ aϕ(x, y, u)))
for every formula ϕ(x, y, u).
7. Infinity:
(ω1) 0 ∈ ω ∧ ∀x(x ∈ ω ⇒ x + 1 ∈ ω),
(ω2) ∀y(0 ∈ y ∧ ∀x(x ∈ y ⇒ x + 1 ∈ y)⇒ω ⊂ y),
where x + 1 is x ∪ {x}, and 0 is the empty set ∅ = {x ∈ ω | ⊥}.
8. ∈-Induction:
(IND∈) ∀a(∀x ∈ aϕ(x)⇒ϕ(a))⇒∀aϕ(a)
for every formula ϕ(a).
Let CZF− be the system CZF without the ∈-Induction. Let a and b be sets. Using Strong Collection, the cartesian
product a × b of a and b consisting of the ordered pairs (x, y) = {{x}, {x, y}} with x ∈ a and y ∈ b can be introduced
in CZF−. A relation r between a and b is a subset of a × b. The range ran(r) = {y ∈ b | ∃x ∈ a((x, y) ∈ r)} of a
relation r between a and b is trivially a set by Restricted Separation. A relation r ⊂ a × b is total (or is a multivalued
function) if, for every x ∈ a, there exists y ∈ b such that (x, y) ∈ r . The class of total relations between a and b is
denoted by mv(a, b), or more formally
r ∈ mv(a, b) def⇔ r ⊂ a × b ∧ ∀x ∈ a∃y ∈ b((x, y) ∈ r).
A function from a to b is a total relation f ⊂ a × b such that, for every x ∈ a, there is exactly one y ∈ b with
(x, y) ∈ f . The class of functions from a to b is denoted by ba , or more formally
f ∈ ba def⇔ f ∈ mv(a, b) ∧ ∀x ∈ a∀y ∈ b∀z ∈ b((x, y) ∈ f ∧ (x, z) ∈ f ⇒ y = z).
Within CZF−, we can prove the following [4]:
Fullness: ∀a∀b∃c(c ⊂ mv(a, b) ∧ ∀r ∈ mv(a, b)∃s ∈ c(s ⊂ r)),
and, as a corollary, we see that ba is a set, that is
Exponentiation: ∀a∀b∃c∀ f ( f ∈ c ⇔ f ∈ ba).
A set A is finitely enumerable if there exist n ∈ ω and a function f from n = {0, . . . , n − 1} onto A. Let S be a set.
Then, for each n ∈ ω, a function f from n into S defines a finitely enumerable subset ran( f ) of S. Since Sn is a set for
each n ∈ ω by Exponentiation, Fn = {ran( f ) | f ∈ Sn} is a set for each n ∈ ω by Strong Collection, and hence there
exists a set F = {Fn | n ∈ ω} by Strong Collection again. Therefore we have the set ⋃ F of all finitely enumerable
subsets of S in CZF−. Suppose that S is a set of subsets of a set X . Then for each c ∈ ⋃ F , {x ∈ X | ∀a ∈ c(x ∈ a)}
is a set by Restricted Separation, and hence the set
{a0 ∩ . . . ∩ an−1 | a0, . . . , an−1 ∈ S, n ∈ ω}
of all finitely enumerable intersections of sets in S exists by Strong Collection in CZF−.
In the following, we will give a construction of quotient topology in CZF− with the Relativized Dependent Choice
(RDC) which asserts that for arbitrary formulas φ and ψ , whenever
∀x[φ(x)⇒∃y(φ(y) ∧ ψ(x, y))]
and φ(b0), then there exists a function f with domain ω such that f (0) = b0 and
∀n ∈ ω[φ( f (n)) ∧ φ( f (n), f (n + 1))].
Note that RDC implies the Dependent Choice (DC), i.e. for all formula ψ , whenever ∀x ∈ a∃y ∈ aψ(x, y) and
b0 ∈ a, then there exists a function f from ω to a such that f (0) = b0 and ∀n ∈ ωψ( f (n), f (n + 1)).
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Proposition 3.2. CZF− + RDC proves the full scheme of induction on ω:
INDω φ(0) ∧ ∀n ∈ ω(φ(n)⇒ φ(n + 1))⇒∀n ∈ ωφ(n)
for every formula φ(n).
Proof. Suppose that φ(0) and ∀n ∈ ω(φ(n)⇒ φ(n + 1)). Then
∀x[x ∈ ω ∧ φ(x)⇒∃y(y ∈ ω ∧ φ(y) ∧ y = x + 1)].
Applying RDC, we have a function f with domain ω such that f (0) = 0 and
∀n ∈ ω[ f (n) ∈ ω ∧ φ( f (n)) ∧ f (n + 1) = f (n) + 1].
Let z = {n ∈ ω | f (n) = n}. Then, since 0 ∈ z and ∀n(n ∈ z ⇒ n + 1 ∈ z), we have ω ⊂ z, by (ω2), and hence
∀n ∈ ω( f (n) = n). Therefore ∀n ∈ ωφ(n). 
In topology one often defines abstractly a quotient map to be a continuous, onto map f : X → Y which is such
that, for any topological space Z , a function h : Y → Z is continuous iff h ◦ f is continuous. In this case Y is said to
have the quotient topology. The map q of (1) satisfies this condition. Also, given any onto function f : X → Y , we
may define an equivalence relation ∼ f by
x ∼ f y =⇒ f (x) = f (y).
Then Y ∼= X/∼ f , as sets, and the quotient topology on X/∼ f determines a topology on Y so that f is a quotient map.
We start with the definition of a neighborhood space by Bishop [5].
Definition 3.3. A neighborhood space is a pair (X, τ ) of a set X and a set τ ⊂ Pow(X) such that
NS1 ∀x ∈ X∃u ∈ τ (x ∈ u),
NS2 ∀x ∈ X∀u ∈ τ∀v ∈ τ [x ∈ u ∩ v ⇒∃w ∈ τ (x ∈ w ⊂ u ∩ v)].
We say that τ is an open base on X .
Definition 3.4. Let (X, τ ) be a neighborhood space. Then a set a ⊂ X is open if
∀x ∈ a∃u ∈ τ (x ∈ u ⊂ a).
Note that ∅, X and u ∈ τ are open, if a and b are open, then a ∩ b is open, and if U is a set of open sets, then ⋃U is
open.
Definition 3.5. A function f between neighborhood spaces (X, τ ) and (Y, τ ′) is continuous if
∀x ∈ X∀v ∈ τ ′[ f (x) ∈ v ⇒∃u ∈ τ (x ∈ u ⊂ f −1(v))].
Note that f is continuous if and only if f −1(a) is open for all open sets a.
In the following, we assume that (X, τ ) is a neighborhood space, Y a set, and f is a function from X onto Y . For
a ⊂ X , let
r ∈ cov(a) ⇔ r ∈ mv(a, τ ) ∧ ∀x ∈ a∀u ∈ τ ((x, u) ∈ r ⇒ x ∈ u),
Fullcov(a, c) ⇔ c ⊂ cov(a) ∧ ∀r ∈ cov(a)∃s ∈ c(s ⊂ r).
Note that if r ∈ cov(a), then we have a ⊂ ⋃ ran(r).
Lemma 3.6. For each subset a of X, there exists a set c such that Fullcov(a, c).
Proof. For each a ⊂ X , by Fullness there exists d such that d ⊂ mv(a, τ ) ∧ ∀r ∈ mv(a, τ )∃s ∈ d(s ⊂ r). Letting
c = {r ∈ d | ∀x ∈ a∀u ∈ τ ((x, u) ∈ r ⇒ x ∈ u)},
by Restricted Separation, we have c ⊂ cov(a). For each r ∈ cov(a), since r ∈ mv(a, τ ), there exists s ∈ mv(a, τ )
such that s ⊂ r and, since if (x, u) ∈ s then (x, u) ∈ r and hence x ∈ u, we have s ∈ c. 
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Let D be a class defined by
D = {(U, c) | U ⊂ τ ∧ Fullcov ( f −1 ( f (⋃U)) , c)} .
Note that if (U, c) ∈ D and r ∈ c, then f −1( f (⋃U)) ⊂ ⋃ ran(r).
Proposition 3.7. There exists a set D ⊂ D such that
1. ∀u ∈ τ∃c(({u}, c) ∈ D),
2. ∀(U, c) ∈ D∀r ∈ c∃(U ′, c′) ∈ D(ran(r) = U ′).
Proof. Let
φ(A, B) ⇔ ∀(U, c) ∈ A∀r ∈ c∃(U ′, c′) ∈ B (ran(r) = U ′) .
We show that ∀A ⊂ D∃B ⊂ Dφ(A, B). To this end, suppose that A is a set with A ⊂ D. Then, for each (U, c) ∈ A
and r ∈ c, letting U ′ = ran(r) and constructing a set c′ such that Fullcov
( f −1 ( f (⋃U ′)) , c′), by Lemma 3.6, we
have (U ′, c′) ∈ D. Therefore
∀r ∈ c∃(U ′, c′) ((U ′, c′) ∈ D ∧ ran(r) = U ′) ,
and hence
∃b′ ⊂ D∀r ∈ c∃(U ′, c′) ∈ b′ (ran(r) = U ′)
by Strong Collection. Since (U, c) ∈ A is arbitrary, we have
∀(U, c) ∈ A∃b′ ⊂ D∀r ∈ c∃(U ′, c′) ∈ b′ (ran(r) = U ′) ,
and hence by Strong Collection, there exists a set B ′ such that
∀(U, c) ∈ A∃b′ ∈ B ′ [b′ ⊂ D ∧ ∀r ∈ c∃(U ′, c′) ∈ b′ (ran(r) = U ′)] .
Thus letting B = ⋃ B ′, we have B ⊂ D and φ(A, B).
Since ∀u ∈ τ∃cFullcov( f −1( f (u)), c), by Lemma 3.6 there exists a set A0 ⊂ D such that ∀u ∈ τ∃c(({u}, c) ∈ A0)
by Strong Collection. Applying RDC to ∀A ⊂ D∃B ⊂ Dφ(A, B) and A0, we have a function α with domain ω such
that α(0) = A0 and
∀n ∈ ω[α(n) ⊂ D ∧ φ(α(n), α(n + 1))].
Let D = ⋃n∈ω α(n). Then it is straightforward to see (1) and (2). 
Using Exponentiation, Restricted Separation and Strong Collection, define sets H and S by
H = {〈(Un, cn)〉n∈ω ∈ Dω | ∀n ∈ ω∃r ∈ cn (ran(r) = Un+1))} ,
S = {⋃⋃n∈ω Un | 〈(Un, cn)〉n∈ω ∈ H} .
Lemma 3.8. For each a ∈ S, a is open and f −1( f (a)) = a.
Proof. Let a ∈ S. Then there exists 〈(Un, cn)〉n∈ω ∈ H such that a = ⋃⋃n∈ω Un . Suppose that x ∈ a. Then there
exist n ∈ ω and u ∈ Un ⊂ τ such that x ∈ u ⊂ ⋃Un ⊂ a. Therefore a is open.
Suppose that x ∈ f −1( f (a)). Then there exist n ∈ ω and u ∈ Un such that x ∈ f −1( f (u)) ⊂ f −1( f (⋃Un)).
Since there exists r ∈ cn such that ran(r) = Un+1, we have











Therefore f −1( f (a)) ⊂ a. 
Proposition 3.9. Let u ∈ τ , and let b ⊂ X be an open set such that u ⊂ b and b = f −1( f (b)). Then there exists
a ∈ S such that u ⊂ a ⊂ b.
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Proof. Let Db =
{
(U, c) ∈ D | ⋃U ⊂ b} . We show that
∀(U, c) ∈ Db∃(U ′, c′) ∈ Db∃s ∈ c(ran(s) = U ′).
To this end, suppose that (U, c) ∈ Db. Define a set
r = {(x, u′) ∈ f −1 ( f (⋃U))× τ | x ∈ u′ ⊂ b}
by Restricted Separation. Then, since b is open, for each x ∈ f −1 ( f (⋃U)) ⊂ f −1( f (b)) = b, there exists u′ ∈ τ
such that x ∈ u′ ⊂ b, and hence r ∈ cov ( f −1 ( f (⋃U)) , τ ). Therefore, since Fullcov ( f −1 ( f (⋃U)) , c), there






we have (U ′, c′) ∈ Db .
By Proposition 3.7(1), there exists c such that ({u}, c) ∈ Db. Applying DC, we have a function h : n → (Un, cn)
with domain ω and range Db such that (U0, c0) = ({u}, c) and ∀n ∈ ω∃s ∈ cn(ran(s) = Un+1). Therefore, since
h ∈ H , we have a =def ⋃⋃n∈ω Un ∈ S and u ⊂ a ⊂ b. 
Theorem 3.10. There exists an open base τˆ on Y such that, for each neighborhood space (Z , σ ) and a function
g : Y → Z, g is continuous if and only if g ◦ f is continuous.
Proof. Let
τˆ = { f (a0) ∩ . . . ∩ f (an−1) | a0, . . . , an−1 ∈ S, n ∈ ω}).
Then τˆ clearly satisfies (NS1) and (NS2).
Let (Z , σ ) be a neighborhood space and g a function from Y to Z . Suppose that g is continuous. Let x ∈ X and
w ∈ σ with g( f (x)) ∈ w. Then, since g is continuous, there exists v ∈ τˆ such that f (x) ∈ v ⊂ g−1(w). Since
v = f (a0) ∩ . . . ∩ f (an−1) for some a0, . . . , an−1 ∈ S and n ∈ ω, we have
x ∈ f −1(v) = f −1( f (a0) ∩ . . . ∩ f (an−1))
= f −1( f (a0)) ∩ . . . ∩ f −1( f (an−1))
= a0 ∩ . . . ∩ an−1 ⊂ f −1(g−1(w)).
Therefore, since a0 ∩ . . . ∩ an−1 is open, there exists u ∈ τ such that x ∈ u ⊂ a0 ∩ . . . ∩ an−1 ⊂ f −1(g−1(w)). Thus
g ◦ f is continuous.
Conversely, suppose that g ◦ f is continuous. Let y ∈ Y and w ∈ σ with g(y) ∈ w. Then, since f is surjective,
there exists x ∈ X such that y = f (x), that is g( f (x)) ∈ w. Therefore, since g ◦ f is continuous, there exists u ∈ τ
such that x ∈ u ⊂ b =def f −1(g−1(w)). Noting that b is open and f −1( f (b)) = b, there exists a ∈ S such that
u ⊂ a ⊂ b, by Proposition 3.9, and hence f (a) ∈ τˆ and y = f (x) ∈ f (u) ⊂ f (a) ⊂ f (b) = g−1(w). Thus g is
continuous. 
As a corollary we have the following.
Corollary 3.11. Let X be a topological space with a set-indexed neighborhood base. Then each quotient space X/∼
by an equivalence relation ∼ has a set-indexed neighborhood base as well.
Proof. Apply Theorem 3.10, taking Y as X/∼ and f as the quotient map q : X → X/∼. 
4. Final topologies
A generalisation of the quotient topology is that of a final topology [7] (which is sometimes called a coinduced
topology).
Let X be a set. Let (Yi , τi ), i ∈ I , be a family of neighborhood spaces and let fi : Yi → X , i ∈ I , be a family
of functions. An open base σ on X is final for the family ( fi ) if, for any function g : X → Z and any open base
η on Z , g : (X, σ ) → (Z , η) is continuous iff for each i , g ◦ fi : (Yi , τi ) → (Z , η) is continuous. Note that if σ ′
is another final open base on X for the same family of functions, then the identity function (X, σ ) → (X, σ ′) is a
homeomorphism, and hence the neighborhood bases give the same open sets, i.e. have the same topology.
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Example 4.1. For an onto map f : Y → X and an open base τ on Y , the final topology on X for f is the quotient
topology.
Next we show that final topologies for disjoint sums exist.
Lemma 4.2. Suppose that (Yi , τi ), i ∈ I , is a family of neighborhood spaces. Let
X = ∪˙i∈I Yi =def {(i, y) : i ∈ I, y ∈ Yi },
and let the canonical injections κi : Yi → X be given by κi (y) = (i, y). Then there is a final open base σ on X for
the family (κi ).
Proof. If τi is the open base {Uij } j∈Ji , then σ may be constructed as
{{i} × Uij }(i, j )∈S
where S = {(i, j) : i ∈ I, j ∈ Ji }. We leave the verification that this is indeed a final open base for (κi )i to the
reader. 
We can now prove the general existence theorem for final topologies.
Theorem 4.3. Let X be a set. Let (Yi , τi ), i ∈ I , be a family of neighborhood spaces and let fi : Yi → X be a family
of functions. Then there exists a final open base φ on X for the family ( fi )i .
Proof. The base φ will be constructed as a quotient topology of a certain sum topology.
Equip X with the discrete open base δX . Then form a new index set J = I ∪˙ {} = {(0, i) : i ∈ I } ∪ {(1, )}, and
define a new family of neighborhood spaces A j , j ∈ J , by
A(0,i) = (Yi , τi ), A(1,) = (X, δX ).
Form the sum neighborhood space as in Lemma 4.2,
S = (∪˙ j∈J A j , σ )
and where κ j (x) = ( j, x). Next, let ∼ be the smallest equivalence relation on S so that
((0, i), y) ∼ ((1, ), fi (y))
for all i ∈ I and y ∈ Ai . Form the quotient topology (S/∼, ρ) with respect to this equivalence relation, and write
q : S → S/∼ for the quotient map. We remark that ρ is a final open base on S/∼ for the family (q ◦ κ j ) j . The
function h : S → X defined by h((0, i), y) = fi (y) and h((1, ), y) = y gives a bijection of sets h : (S/∼) → X .
Thus there is an open base ρ′ on X so that h is a homeomorphism. We let φ = ρ′ and verify that it is final for the
family ( fi ).
Consider the composition t j = h ◦ q ◦ κ j . It is clearly continuous and, for j = (0, i),
t j (x) = h(q( j, x)) = h( j, x) = fi (x).
Hence fi is continuous.
Let g : X → Z be a function. Let η be an open base on Z . Suppose first that g : (X, φ) → (Z , η) is continuous.
Since fi is continuous, g ◦ fi is indeed continuous.
Conversely, suppose that g ◦ fi is continuous for each i ∈ I . Since fi = t(0,i), g ◦ t(0,i) is also continuous for i ∈ I .
The domain of g ◦ t(1,) has the discrete topology, so g ◦ t(1,) is trivially continuous. Hence g ◦ t j is continuous for
all j ∈ J . The open base ρ′ on X is final for the family (t j ) j∈J , so g is continuous. 
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