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Abstract
In general, a reoptimization gives us a possibility to obtain a solution
for a larger instance from a solution for a smaller instance. In this paper,
we consider a possibility of usage of a reoptimization to solve the shortest
common superstring problem.
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Investigation of diﬀerent regularities has become essential in modern com-
puter science (see e.g. [1] – [7]). In this paper, we consider the shortest common
superstring problem.
The Shortest Common Superstring Problem (SCS):
Instance: A collection S of strings over Σ and a positive integer k.
Question: Is there a string S such that |S| ≤ k and S is a superstring of
S?
The problem SCS isNP-complete [8]. Moreover, SCS isMAX SNP-hard
[9]. The following problem was proposed in [10].
The Shortest Common Superstring Reoptimization Problem
with Adding a String (SCS+):
Instance: A substring-free collection S of strings over Σ, an optimal
solution of SCS for S, and a string T /∈ S such that S ∪{T} is substring-free.
Task: Find an optimal solution of SCS for S ∪ {T}.
We can try to use SCS+ for solution of SCS. However, SCS+ is NP-
hard [10]. We need some eﬃcient algorithm for SCS+. But, there is no clear
evidence for usage of an optimal solution of SCS for S for ﬁnding an optimal
solution of SCS for S ∪ {T}.
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Note that if S = {ab2, c2a}, then c2ab2 is the shortest common superstring
for S. If T = ca2b, then c2a2b2 is the shortest common superstring for S∪{T}.
So, we can try to use an optimal solution of SCS for S to solve SCS for S∪{T}
under assumption that an optimal solution of SCS for S is a subsequence of
an optimal solution for S ∪ {T}.
Proposition 1. For any n > 0, there is a collection S and strings S, T ,
and W such that S is the shortest common superstring for S, W is the shortest
common superstring for S ∪ {T}, S is not a subsequence of W , and |S| > n.
Proof. It is easy to check that we can consider S = {anbn, cnan}, S =
cnanbn, T = bncn, W = anbncnan.
Therefore, in general case, we can not extend a shortest common super-
string for S to a shortest common superstring for S ∪ {T}.
Let DH(X, Y ) be the Hamming distance between strings X and Y .
Proposition 2. For any n > 0, there is a collection S and strings S, T ,
and W such that S is a shortest common superstring for S, W is a shortest
common superstring for S, W is a shortest common superstring for S ∪ {T},
|S| = |W |, DH(S,W ) = |W |, and |S| > n.
Proof. It is easy to check that we can consider S = {anbn, bnan}, S =
anbnan, T = banb, W = bnanbn.
So, in general case, knowledge of an optimal solution for S does not provide
any signiﬁcant advantage in ﬁnding of an optimal solution for S ∪{T}. There-
fore, the assumption that an optimal solution of SCS for S is a subsequence
of an optimal solution for S ∪{T} allows us to solve SCS only in some special
case. We consider the following version of SCS+.
The Shortest Common Superstring Reoptimization Problem
with Addition (SCS-Ad):
Instance: A substring-free collection S of strings over Σ, an superstring
S of S, a string T /∈ S such that S ∪ {T} is substring-free, and a positive
integer k.
Question: Is there a string W such that |W | ≤ k, W is a superstring of
S ∪ {T}, and S is a subsequence of W .
Proposition 3. SCS-Ad can be solved in polynomial time.
Proof. Let S = {S1, . . . , Sn}. For simplicity, we use X[i] to denote the ith
letter in string X, and X[i, j] to denote the substring of X consisting of the
ith letter through the jth letter.
Let Si = S[u[i], v[i]], for any 1 ≤ i ≤ n and for some 1 ≤ u[i] < v[i] ≤ |S|.
Since S is substring-free, it is easy to see that u[i] = u[j], for any 1 ≤ i < j ≤ n.
For any superstring S of S, we can consider a permutation π = (i[1], . . . , i[n])
on the set {1, . . . , n} such that u[i[1]] < . . . < u[i[n]]. It is easy to see that if
v[i[j]] + 1 < u[i[j + 1]], for some 1 ≤ j < n, then S[1, v[i[j]]]S[u[i[j + 1]], |S|]
is a superstring of S. Therefore, we can assume that u[i[j + 1]] ≤ v[i[j]] + 1.
We deﬁne overlap o(X, Y ) of strings X and Y by max{p | X[i] = Y [j], 1 ≤
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j ≤ p, |X | − p + 1 ≤ j ≤ |X |}. Since S is substring-free, we can assume
that u[i[j + 1]] = v[i[j]] + 1− o(Si[j], Si[j+1]). So, each permutation π uniquely
deﬁnes some superstring of S. Moreover, for any shortest superstring of S
there is a permutation π which deﬁnes this superstring. Therefore, we can
consider a solution of SCS as a permutation. Since any solution of SCS can
be represented by some permutation on the set {1, . . . , n}, it is easy to see
that there are only n + 1 positions for T .
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