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The interaction picture in a non-Hermitian realization is discussed in detail and considered for
its practical use in many-body quantum physics. The resulting non-Hermitian interaction-picture
(NHIP) description of dynamics, in which both the wave functions and operators belonging to
physical observables cease to remain constant in time, is a non-Hermitian generalization of the
traditional Dirac picture of standard quantummechanics, which itself is widely used in quantum field
theory calculations. Particular attention is also paid here to the variational (or, better, bivariational)
and dynamical (i.e., non-stationary) aspects that are characteristic of the coupled cluster method
(CCM) techniques that nowadays form one of the most versatile and most accurate of all available
formulations of quantum many-body theory. In so doing we expose and exploit multiple parallels
between the NHIP and the CCM in its time-dependent versions.
I. INTRODUCTION
In a wide variety of branches of applied quantum me-
chanics one often needs to know, with a required numer-
ical precision, the value and evolution of the bound-state
energies E and of the related time-dependent wave func-
tions ψ(t). Not surprisingly, the construction of these
quantities is relatively straightforward only for a few ex-
ceptional, not too complicated (and hence also, gener-
ically, not very realistic) self-adjoint Hamiltonians h in
the Schro¨dinger equation
i∂tψ(t) = hψ(t) . (1)
In practice, the task usually requires the use of one of
the available sophisticated (e.g., typically, perturbative
or variational) numerical methods. In the present paper
we recall two of the apparently very different strategies of
the variational class, with the express intention of show-
ing that behind the apparent formal differences one can
also find multiple parallels that can lead to new ideas and
novel constructive approaches.
The present study has its roots in our earlier investiga-
tion [1] in which we succeeded in comparing some alterna-
tive methods of solving Eq. (1) in the stationary regime,
in each of which the construction remains reducible to
the diagonalization of the Hamiltonian h. In particular
we revealed a close structural parallelism between the
powerful and versatile coupled cluster method (CCM)
approach to the diagonalization of operator h (and see,
e.g., Refs. [2–6] for details of the formalism) and the suc-
cessful interacting boson model (IBM) [7]. The CCM is,
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by now, well known and very widely used in such fields as
atomic and molecular physics, nuclear physics, quantum
chemistry (in which it forms the “gold standard” for ac-
curacy), and many branches of condensed matter physics,
while the IBM offers an efficient tool for the calculation of
the low-lying spectra of energies E of the heaviest stable
atomic nuclei [7].
In the present paper our aim is to demonstrate that the
latter idea finds its further natural extension to the do-
main of dynamics in which the quantum systems in ques-
tion are non-stationary. We shall first recall the known
CCM↔IBM parallels [1], and then show how to gener-
alize them. We do so along lines that are guided by the
expectation of a mutual enrichment that so often emerges
whenever one reveals a hidden similarity between certain
alternative approaches to (and versions of) the general
formalism of quantum theory.
We anticipate that the future impact of our considera-
tions might range from a purely mathematical guarantee
of the computational feasibility of model-building, up to
the deeply physical reinterpretation of relations between
alternative formulations of many-body quantum mechan-
ics. In particular, we will emphasize certain emergent
features of connections between different means of de-
scription and between the simplifying assumptions and
dynamics-simulating techniques. We believe that along
these lines one may encounter an opportunity for attain-
ing a coherent enhancement of our physical insight in
general and a better understanding of the concept of cor-
relations in particular.
II. THE PROBLEM OF CORRELATIONS
The explicit numerical constructions of energies E and
wave functions ψ(t) are of an immediate phenomenolog-
ical interest. The practical feasibility of their construc-
2tions may be based on various computational strategies.
In practice, their selection is usually inspired by a certain
intuitive insight into the dynamics, leading to certain a
priori estimates of the relative importance of the sepa-
rate components of the interactions.
For the sake of definiteness, we will only pay atten-
tion here to the two specific alternative strategies, viz,
to the various versions of the CCM approach (see, e.g.,
[8] for a compact introductory review) and to the text-
book quantum theory in its so called three-Hilbert-space
formulation [9], the mathematical aspects of which have
been recently reviewed in Ref. [10]. For a comprehensive
introduction to some of the most successful phenomeno-
logical applications of the three-Hilbert-space formalism
the reader is also referred to Refs. [11, 12].
The initial motivation of our present interest in the
mutual relationship between the above two constructive
recipes was both formal and physical. Thus, we noticed
that in both of these approaches one tries to combine
the idea of the availability of a straightforward, formally
“friendly”, approximation (or of a sequence of approx-
imations) of ψ by a “simpler” ψ0, with the practical
awareness of the weak points (i.e., typically, of a slowness
of convergence) of the respective approach. For a formal
remedy to the latter weakness one may then immediately
turn to the, by now, rather standard mathematical tech-
nique of “preconditioning” [13–16]. Its essence lies in the
use of the factorized Ansatz
ψ = Ωψ0 , (2)
in which the auxiliary (generally, non-Hermitian) oper-
ator Ω is intended to serve as the source of those cor-
relations which remain unaccounted for in the original
approximate wave function ψ0.
One of the most natural mathematical requirements
imposed upon the operator Ω is that it should be invert-
ible. Thus, the element ψ of an initial physical Hilbert
space H(initial) is treated as an image of a, presumably,
perceivably simpler reference state ψ0, which may itself
belong, in principle, to another, more user-friendly, aux-
iliary Hilbert space H(user−friendly).
For both the CCM and three-Hilbert-space formalisms,
successful examples of the practical implementation of
such a Hilbert-space-mapping approach abound. In just
the specific context of many-fermion quantum physics,
for example, we may recall, e.g., the pioneering works of
Dyson [17, 18], Maleev [19], Coester et al. [20, 21], Cˇı´zˇek
et al. [22–24], and Janssen et al. [25], in all of which
the above broad approach was adopted. We remind the
reader that the subjects and applications of these pa-
pers covered a broad spectrum of applied quantum the-
ory, including condensed-matter physics [18, 26], nuclear
physics [7, 27], and the descriptions of large atoms and
molecules in quantum chemistry [28, 29].
A. Why the CCM?
The overall context and philosopy of the CCM fits sur-
prisingly well into the three-Hilbert-space [alias the non-
Hermitian interaction-picture (NHIP)] description of dy-
namics (and see Ref. [30] for a detailed recent review
of the NHIP). As was already emphasized earlier [1], in
both of these methodical contexts one works with the
concept of the operators of observables that appear non-
Hermitian in an auxiliary, mathematically user-friendly
but manifestly unphysical, Hilbert space. At the same
time, none of the existing CCM-based calculations leaves
the traditional theoretical framework of quantum me-
chanics. This means that there must exist a one-to-one
correspondence between the NHIP and CCM formula-
tions of quantum mechanics.
In the CCM the auxiliary operator Ω of Eq. (2) takes
the very specific exponentiated form,
Ω = expS , (3)
which is one of the characteristic features of the method.
Its choice ensures that the Goldstone linked cluster the-
orem [31] is automatically satisfied at any level of ap-
proximation for the operator S. In turn, this guarantees
that at all such levels the system is both size-extensive
and size-consistent [8], where size-extensivity is the prop-
erty that the leading term in the energy of an N -particle
system scales linearly with N as N → ∞, and where
size-consistency implies that a many-body wave function
dissociates correctly into non-interacting fragments un-
der infinite separation of the fragments.
We note that the original version of the CCM, as in-
vented independently by Coester and Ku¨mmel [20, 21]
and Cˇı´zˇek [22, 23], is nowadays referred to as the nor-
mal CCM (NCCM), in order to distinguish it from the
later extended (ECCM) version introduced by Arponen
[2]. For present purposes most of what we discuss here
is equally relevant to both versions, although we mostly
have the NCCM in mind for specific applications. As
we shall see below, one of the distinguishing features of
CCM applications in practice is the use of a very partic-
ular similarity-transformed version of the Hamiltonian,
which arises from using the specific form for the operator
Ω given by Eq. (3). Whereas the NCCM utilizes a single
such similarity transform, the ECCM goes one stage fur-
ther and introduces a second similarity transformation,
i.e., through the use of a further preconditioning opera-
tor, of a similar exponentiated form, for the ground bra
state as that used in Eq. (3) for the ground ket state.
The second similarity transformation introduces an in-
creased degree of locality of the basic amplitudes, which
completely characterize the ECCM formulation. They
are simply the c-numbers that define the multiparticle
cluster amplitudes in the preconditioning operators that
are formulated within the CCM in terms of (mutually
commuting) creation and (mutually commuting) annihi-
lation operators, as discussed more fully below. These
basic amplitudes within the ECCM may thus be viewed
3as a set of quasilocal classical fields, due to the maximal
connectivity feature built into the ECCM. What is meant
by quasilocality here is that each of the amplitudes, which
now collectively completely characterize the theory and
exactly describe the ground ket and bra states, obeys the
cluster property in the usual sense of approaching zero
in the limit that any one particle or group of particles
comprising the many-body cluster becomes far removed
from the remainder. In turn this permits applications
to, e.g., topological excitations and cases with sponta-
neous symmetry breaking, that the NCCM would have
difficulties in describing, due to the non-locality of the
amplitudes describing the bra states within the NCCM,
which is overcome within the ECCM by the second sim-
ilarity transformation (and see, e.g. Ref. [2] for further
details).
What is much more important than this difference for
us here is that both versions can be formulated in terms
of a variational (or, more properly, a bivariational) prin-
ciple for either the stationary (i.e., time-independent) or
time-dependent Schro¨dinger equations [2, 5]. For the sta-
tionary (S-CCM) cases of both the NCCM and ECCM
the bivariational principle is for the ground-state expec-
tation value functional of the Hamiltonian, while for the
time-dependent (TD-CCM) cases it is for the action func-
tional. The bivariational character of the two versions of
the CCM stems from the fact that the ground ket and
bra states are parametrized independently [2, 5].
While at various levels of approximate implementation
this can lead to a loss of manifest Hermiticity between
corresponding ket and bra states, in practice this possible
shortcoming is far outweighed by the exact maintenance
of the important Hellmann-Feynman theorem [32, 33] at
all such levels of approximation (and see Ref. [8] for de-
tails). What this means in practice is that calculations
of the ground-state expectation values of an arbitrary
observable operator λ are completely compatible with
those for the energy expectation value, in the sense that
the former can be obtained from the usual (perturbation-
theoretical) Goldstone diagrams for the energy by replac-
ing each interaction h in turn by the operator λ.
One of the strongest motivations of our present goal
of finding a re-interpretation and translation of the TD-
CCM techniques into the NHIP language (and vice versa)
may be sought in the key merits of the CCM recipe in
which one relies, heavily, upon the traditional explicit
use of creation and annihilation operators. This is a de-
cisive merit which reflects our experience, intuition and
very pragmatic perception of the underlying phenomenol-
ogy, especially when one deals with correlations carrying
certain characteristic features of the quantum particle
clustering. Moreover, the explicit use of the concept of
clusters also leads to multiple vital simplifications of the
explicit constructive calculations.
In the opposite direction, in the NHIP language one
emphasizes the more abstract concepts, such as the cor-
respondence principle and some of its less obvious con-
sequences [12]. In an ultimate comparison, the NHIP
framework seems more (perhaps, even too) general and
abstract in most application-oriented contexts. At the
same time we saw previously [1], that the very essential
advantage gained by building bridges between the NHIP-
related and CCM-related constructions could be viewed
as a certain optimal balance between the abstract con-
cepts making use of an explicit reference to the specific
features of the systems and operators in question.
On the level of computational techniques, the re-
spective implementations of the Ansatz of Eq. (2) were
largely inspired by the traditional Hartree-Fock meth-
ods, which were themselves based on the choice of an
(often interaction-independent) Slater determinant ψ0.
In essence, these simple approximations were then sys-
tematically upgraded up to, e.g., the most sophisticated
non-Hermitian versions of the CCM as described and
applied to a wide variety of physical systems in, e.g.,
Refs. [2–6, 8, 20–24, 26–29, 34–58]. For a broad and gen-
eral overview of the CCM and its applications we may
recommend the interested reader to the specific reviews
contained in Refs. [6, 8, 29, 59].
It has also been shown [3] how the CCM parametriza-
tions of an arbitrary quantum many-body theory en-
able it to be mapped exactly onto a classical Hamilto-
nian mechanics for the many-body, classical (c-number)
configuration-space amplitudes that completely and ex-
actly describe the ket and bra ground states via the clus-
ter partitions of the exponentiated CCM operators that
define the preconditioning operators Ω as in Eq. (3). This
mapping arises fundamentally from an underlying one-to-
one correspondence that can be proven to exist between
the set of commutators in the original quantum many-
body Hilbert space and a set of suitably defined general-
ized classical Poisson brackets [3].
It has also been shown [3] how the CCM (particularly
in its ECCM form) can be interpreted as an exact gen-
eralized mean-field theory (i.e. beyond the Hartree-Fock
level) formulation of the given quantum many-body prob-
lem. This interpretation is itself closely linked with the
additional realization that the ECCM can also be con-
strued as an exact bosonization procedure in which the
ECCM states are associated in a one-to-one fashion with
a set of generalized coherent states in some suitably de-
fined boson space. This ECCM bosonization procedure
differs from other such procedures in the sense that the
usual motivation for any bosonization scheme is taken
to its logical conclusion, viz., that the resultant gener-
alized coherent boson fields are classical c-number fields
with only classical (but highly nonlinear) interactions be-
tween them. Being able to reinterpret the ECCM as an
exact generalized mean-field theory was then reinforced
by showing that, within the ECCM bosonization scheme,
commutators of operators in the original Hilbert space
are mapped only onto the tree-level pieces of the cor-
responding commutators of the respective mapped op-
erators in their boson image space. The tree level of a
commutator is here defined to be a restriction only to
such contractions that do not result in closed loops. The
4subsequent manifest exclusion of all closed-loop diagrams
thus acts to further reinforce the fact that the ECCM ex-
actly reformulates the quantum-mechanical many-body
system that we start with as a classical generalized mean-
field theory.
In the arena of realistic and predictive CCM calcu-
lations, most attention is usually paid to the study of
molecules and/or other quantum many-body systems in
their ground state. Once our interest shifts to the ex-
cited states the strategy has to be modified. Within the
S-CCM such a modification was first proposed by Emrich
[35] within the context of the time-independent (i.e., sta-
tionary) Schro¨dinger equation. This was done by a suit-
able modification of the ground-state parametrization. A
later alternative TD-CCM approach to excited states was
advocated by Arponen and his co-workers [2, 4] within
the context of the time-dependent Schro¨dinger equation,
wherein it was shown how excited states could be ob-
tained as the normal modes of a suitably defined dynam-
ical Hamiltonian matrix obtained within linear response
theory, in direct analogy to the usual procedure in classi-
cal mechanics. The complete equivalence of the two ap-
proaches has been formally demonstrated [4, 5, 8], and we
shall build upon, and extend, these results in the present
paper.
B. Why non-Hermitian?
The computational economy of the Hermitian
Schro¨dinger-picture (SP) formulation of quantum me-
chanics [60] is very persuasive. It is just this aspect of the
formulation that explains its popularity and success in
many branches of quantum physics and quantum chem-
istry. Nevertheless, several existing technical limitations
of the conventional SP description of quantum mechanics
have almost always forced its users to search for amend-
ments.
In this context a short letter by Bender and Boettcher
[61] proved to be very influential in returning attention
to the less usual but fully admissible possibility of non-
Hermitian representations of observables [62]. In fact, the
authors of this latter key early paper [62] themselves re-
called the mapping of Hermitian fermion operators onto
non-Hermitian boson operators by means of the gener-
alized Dyson mapping [25], which is precisely the whole
motivation behind the IBM [7] itself, as a very persuasive
example of the practical efficiency of such an approach.
The resulting, truly deep, theoretical reconsideration of
the first principles of quantum theory, along lines that
we outline below, has now become widely accepted by a
broad community of physicists. Indeed, the impact of the
idea may nowadays be detected even beyond the domain
of quantum theory [63].
Such a “crypto-Hermitian” amendment (or perhaps,
better, extension) of our understanding of quantum the-
ory has, at present, multiple parallels and continuations
[12]. Its origins may be dated back to the studies of cer-
tain truly complicated many-fermion quantum systems.
It was, in fact, Dyson [17, 18] (c.f., also Maleev [19])
who proposed, more than sixty years ago, and mainly for
the purely practical purposes of variational calculations,
a key idea lying in the formally reversible non-unitary
mapping of wave functions as in Eq. (2). In the strictly
stationary case, i.e., with the property
Ω(stationary)(t) = Ω(stationary)(0) ; ∀t , (4)
there exists an intimate connection and correspondence
between the generality (i.e., non-unitarity) of Ω, the non-
Hermiticity of the avatars,
H = Ω−1hΩ , (5)
of the Hamiltonians, and the bivariational nature of the
CCM recipes, as we discuss more fully below.
For the sake of definiteness we will speak, in the sta-
tionary case, about the (generalized) Dyson-Maleev for-
malism (DMF), [17–19, 25], (see, especially, Ref. [25] for
a particularly extensive review). Such a DMF approach
will be perceived here as one of the standard numerical
algorithms, which transfers the description of the states
from the traditional (i.e., often, fermionic, Fock) Hilbert
space
H
(initial)
(DMF) = H
(fermionic)
(DMF)
of wave functions {ψ} to its formally non-equivalent aux-
iliary (i.e., often, effective, bosonic) alternative Hilbert
space
H
(unphysical)
(DMF) = H
(bosonic)
(DMF)
of wave functions {ψ0}.
In practice, the resulting gain in flexibility was remark-
able. Hence, it became broadly appreciated and widely
applied, particularly, e.g., to atomic nuclei [7, 25]. In the
context of the DMF theory itself, the non-equivalence of
the two Hilbert spaces H
(fermionic)
(DMF) and H
(bosonic)
(DMF) proved
inessential. Indeed, it became obvious that in the lat-
ter space one can always amend the inner product in
such a way that the resulting new, third Hilbert space
H
(final)
(DMF) becomes eligible to play the role of the ulti-
mate Dyson-Maleev physical (i.e., often, effective-boson)
Hilbert space [17, 19, 25, 64–68]. Indeed, as we shall ex-
plain later in both Sec. III, where we discuss some of the
key features of the three-Hilbert-space formalism, and in
Sec. IV, in the the context of time-dependent theory and
unitary evolution in non-Hermitian pictures, the DMF
formalism is essentially identical in all of the above major
respects to a non-Hermitian Schro¨dinger-picture (NHSP)
formalism.
In the mathematical as well as in the phenomenological
sense, the third, final space is, by construction, assumed
strictly unitarily equivalent to the initial one,
H(final) ∼ H(initial) .
5For this reason the key features of the stationary DMF
scheme (typically, in its nuclear-physics IBM implemen-
tations) remained transparent. Its structure may be sum-
marized by the following compact illustrative flowchart
diagram labeled as Eq. (6),
DMF input information
realistic self−adjoint Hamiltonian h
physical (fermionic, Fock) space H
(initial)
[textbook]
Hilbert−space map Ω−1 ւ ցտ equivalence
DMF calculations
reparametrized h ≡ ΩHΩ−1
auxiliary space H
(user−friendly)
[unphysical]
non−Hermiticity H 6= H†
amendment
−→
DMF predictions
define Θ−1H†Θ ≡ H‡ ; Θ ≡ Ω†Ω
physical (bosonic) space H
(final)
[physical]
Hermiticity H = H‡
(6)
III. KEY FEATURES OF THE
THREE-HILBERT-SPACE FORMALISM
A. PT-symmetric Hamiltonians
One of the most remarkable consequences of the non-
unitarity of the mapping Ω, seen in diagrammatic form
in Eq. (6), lies in the coexistence of the Hermiticity and
non-Hermiticity properties of the same upper-case oper-
ator H , depending on which Hilbert space one is consid-
ering. This operator represents an observable quantity:
it is self-adjoint in H
(final)
[physical]. The essence of the para-
dox lies in the fact that the latter space is exclusively
presented via its representation in H
(user−friendly)
[unphysical] . Thus,
the clarification of the Hermiticity/non-Hermiticity para-
dox is simple when one consequently stays in the latter
space and characterizes the switch to H
(final)
[physical] by the
mere change of the inner product (and see also multiple
other useful comments on this trick in the review paper
of Ref. [12]).
The original DMF use of the diagram presented as
Eq. (6) was always based on the input information on
dynamics in the form of a knowledge of the lower-case op-
erators of observables (such as the Hamiltonian h), which
are self-adjoint in H
(initial)
[textbook]. A serendipitous additional
aspect of the Hermiticity/non-Hermiticity paradox was
discovered, during the turn of the millennium, by Bender
and Boettcher [61]. Their work redirected the attention
of quantum physicists to the reversal of the pattern ob-
served in Eq. (6), in which one starts from the knowledge
of any sufficiently simple upper-case operator H with a
real eigenvalue spectrum (c.f., also Ref. [62]).
The latter operator may be, admittedly, manifestly
non-Hermitian in a preselected and, presumably, just un-
physical, auxiliary Hilbert spaceH
(user−friendly)
[unphysical] . For illus-
tration let us recall the most popular ordinary differential
upper-case Hamiltonian
H(imaginary cubic) = −
d2
dx2
+ ix3 , (7)
which is PT -symmetric [11, 61] but manifestly non-
Hermitian in H
(user−friendly)
[unphysical] = L
2(R). Still, according to
Bender [11], the underlying quantum system S may be
assigned its conventional quantum probabilistic unitary-
evolution interpretation after the appropriate amend-
ment of the inner product, i.e., in other words, after
the reconstruction of the physical Hermitian conjugation
[c.f., the “physical” conjugation H → H‡ ≡ Θ−1H†Θ
in place of the conventional, friendlier but unphysical,
conjugation H → H†, all as in the diagram of Eq. (6)].
There exist many interesting aspects of the model de-
scribed by Eq. (7) and of its various alternatives, which
are explained and discussed in, e.g., the reviews presented
6in Refs. [10–12]. For all of them the underlying inverted-
DMF interpretation of the quantum systems is based on
the innovative use of non-Hermitian Hamiltonian avatars
H with real energy eigenvalue spectra.
Almost without exception, all of these examples in the
current literature are presented in the framework of what
we will call here the generalized (i.e., “non-Hermitian”)
Schro¨dinger-picture (NHSP) formalism (and for which we
will henceforth simply use the abbreviation DMF as an
alias). The reader should note carefully at this point that
in the literature the terminology has not yet been uni-
fied. Apart from the most popular terminology of “PT -
symmetric quantum mechanics” [11], the whole innova-
tive DMF-based reformulation of conventional quantum
theory has also been named the “pseudo-Hermitian rep-
resentation” in, e.g., the comprehensive review presented
in Ref. [12]
The roots of the idea date back to Dyson’s 1956 papers
on ferromagnetism in multifermionic systems [17, 18].
In the apparently entirely different context of nuclear
physics the same modification has been made widely
known within the purview of the so called “interacting
boson model” (IBM) [7, 25].
B. The physical Hilbert space metric operator
The main conceptual difference between the IBM and
the CCM approaches may be seen in the treatment of
the underlying operator Ω, which is written in the ex-
ponential form of Eq. (3) in the latter approach. This
exponentiated form of the operator Ω is one of the hall-
marks of the CCM. In the majority of calculations us-
ing the CCM (hence, also, alias the expS method) one
is interested in maximal precision and reliability of the
ground-state wave function ψ. The ability of the CCM
to achieve such precision and reliability in practice is pre-
cisely why the method has become the recognized “gold
standard” in quantum chemistry applications, for exam-
ple. One employs a rigorous mathematical machinery in-
volving systematic hierarchies of approximations, which
become exact as the order of the approximation tends to
infinity, in order to reach this aim. For a given reference
state ψ0 a truly optimal version of the desired cluster
correlation operator S is obtained.
In the literature one finds a number of formal
techniques for making the operator S less reference-
dependent. To make the operator Ω (= expS) reference-
independent was one of the key formal challenges in the
IBM setting [64]. This was mainly due to the fact that
the scope of the IBM constructions was broader than the
original ground-state version of the NCCM, being aimed
rather at the description of multiplets of bound states.
Once we manage to achieve at least a reasonable degree
of reference-independence of our results, the purpose of
both of the traditional IBM and CCM techniques remains
similar. Both of them provide in practical applications
an efficient acceleration of the convergence of variational
calculations in the SP formulation.
The implementations of both of the techniques are es-
sentially based on the use of a non-Hermitian and non-
unitary operator Ω in Eq. (2). These features of Ω yield
a nontrivial Hermitian operator for the product Ω†Ω,
Ω†Ω ≡ Θ 6= I , (8)
which is henceforth called the metric operator of the
physical Hilbert space. The resulting constructive recipes
get further split into their stationary and non-stationary
subcategories, which might possibly be separated by
another, intermediate, quasi-stationary [69] dynamical
regime.
It is easy to distinguish between the stationary case
characterized by the time-independence of the Dyson
maps, as expressed in Eq. (4), and the non-stationary
case defined by the time-dependence of the product of
Eq. (8). The quasi-stationary cases, which in some well-
defined sense cover the space in between these extremes,
just fill a gap which may still be of some particular in-
terest in practice [70], as we discuss more fully below in
Sec. IVC. In what follows we shall now pay special at-
tention to the CCM in its time-dependent (TD-CCM)
formulations [2–6].
Our present study was largely inspired by the very re-
cent progress in the development of the fully reference-
independent IBM-like theories [9, 30, 70–72]. The main
message of our present paper should thus perhaps be seen
in the transfer of our current understanding of the merits
of the mappings of Eq. (2) from the IBM-related context
into the bivariational constructive CCM strategies.
For this purpose we will henceforth mostly work with
the “three-Hilbert-space” presentation of the theory [9].
The NHIP formulation of quantum mechanics will be
used in a slightly narrower sense, reserved here to cover
only the non-stationary, generalized IBM-like construc-
tive algorithms with the natural non-stationarity prop-
erty
Ω(NHIP) = Ω(NHIP)(t) (9)
concerning the Dyson maps, and also with the analogous
property
Θ(NHIP) = Θ(NHIP)(t) (10)
concerning the Hilbert-space-metric products of Eq. (8).
According to the first consistent introduction of the
full-fledged non-stationary NHIP formalism in Ref. [71],
its basic idea may be perceived as a time-dependent ex-
tension of the old IBM-like variational recipe. While its
innovated form is definitely more flexible, it is undoubt-
edly also much more complicated technically [72]. For
this reason it is, therefore, perhaps not too surprising
that the TD-CCM/NHIP relationship has not yet been
studied. It is precisely this omission that we aim to rem-
edy here. This technical complexity also probably ex-
plains why only a relatively few realistic applications of
7several alternative implementations of the NHIP ideas
themselves may yet be found in the current literature
[30, 72–81].
Turning now to our stated aim of achieving an un-
ambiguous transfer of the IBM-inspired concept of the
reference-independence of the correlation operator Ω =
expS of Eq. (2) to the methodical CCM context, it is
vital that we first have absolute clarity with respect to
our terminology. This is specially emphasized now since
a lack of such clarity has undoubtedly led to many re-
lated misunderstandings (and even errors) in the past,
in related contexts to those presented here. This has
already been discussed in our earlier study [1] in which,
for pedagogical reasons, our attention has been restricted
just to the most straightforward S-CCM↔DMF corre-
spondence, i.e., just to the study of parallels between
the respective stationary -Ω approaches. In our present
continuation of this study we shall now turn our atten-
tion to the second possible, and much more subtle, non-
stationary TD-CCM↔NHIP correspondence.
IV. TIME-DEPENDENT THEORY
A. Non-stationarity in conventional quantum
mechanics
Since the birth of quantum theory in its Heisenberg-
picture (HP) formulation [82] and, less than a year later,
in its Schro¨dinger-picture (SP) formulation [60], those at-
tempting to apply the theory always had a need to resolve
the conflict between the more intuitive nature of the HP
quantization of observables and the maximal economy of
the transfer of attention to the wave functions in the SP
approach. A partial relief of this tension came, later, with
the invention of the more universal interaction-picture
(IP) (alias the Dirac-picture) formalism from which the
SP and HP descriptions of quantum dynamics could have
been deduced as two separate special limiting cases. An
enhanced flexibility of the ensuing language then also
gave rise to the well-known successes of the manifold IP
applications (and predictions) in practice, especially in
the context of quantum field theory and quantum many-
body theory [83, 84].
TABLE I. Conventional Hermitian-generator descriptions of
quantum dynamics
picture observables λ(t) state vectors ψ(t)
HP evolving constant
SP constant evolving
IP evolving evolving
In Table I we present a comparison of the HP, SP and
IP “strictly Hermitian” descriptions of unitary (i.e., sta-
ble) quantum evolution. As a comment on the Table we
might emphasize that the same physics is described by
the single operator evolution equation in the HP formu-
lation, and by the single ket-vector evolution equation
in the SP formulation, as well as by a pair of evolution
equations in the IP formulation. For a compensation of
the seeming disadvantage of the doubling of the number
of evolution equations in the IP formalism, we note again
that the latter IP picture contains both the former (HP
and SP) ones as special limiting cases.
The ultimate choice between the HP, SP and IP (or,
indeed, many other [85]) model-building strategies de-
pends, first of all, on the actual form of our specification
of the quantum system in question. For this reason, most
standard textbooks usually prefer the SP language, only
adding the HP and IP analyses of quantum dynamics
at the later stages of explanation. This makes the SP-
based specification of quantum dynamics less intuitive
but shorter, based on the rather formal introduction of a
“physical” Hilbert space H(initial) and of a suitable self-
adjoint “Hamiltonian” h = h† defined within that space.
Many researchers prefer the use of the SP language in
practice, since it requires, in addition, a maximally realis-
tic origin for, and “derivation” of, the latter Hamiltonian
operator, which is typically found, e.g., via a “quantiza-
tion” of its suitable classical-physics counterpart.
B. Why the NHIP language?
The history of the search for a non-stationary NHIP
analog of the (stationary) correspondences seen in di-
agrammatic form in Eq. (6) has been summarized in
Ref. [30]. Briefly, one can say that once we are given
a lower-case SP operator λ representing an arbitrary ob-
servable quantity, the only relevant task for theorists is
a prediction of the results of experiments based on the
evaluation of its matrix element
〈〈ψ(t)|Λ(t)|ψ(t)〉 ,
as we discuss in detail below in Sec. IVE1 and where
the precise meaning of the ket state |ψ(t)〉 and the bra
(or, rather, brabra) state 〈〈ψ(t)|, are to be specified
(and see Sec. IVD below), and the upper-case opera-
tor Λ(t) (isospectral to λ), which is defined in the space
H
(user−friendly)
[unphysical] via the (conformal) similarity transforma-
tion,
Λ(t) ≡ Ω−1(t)λΩ(t) , (11)
exactly as in the flowchart of Eq. (6) for the specific
case of the Hamiltonian operator. The overall theoretical
flowchart then has the following compact form, labeled
as Eq. (12),
8.
NHIP dynamics
realistic microscopic Hamiltonian h(t),
user−unfriendly Hilbert space H
(initial)
[textbook]
time−dependent map Ω−1(t) ւ ցտ equivalence
NHIP “Hamiltonians”
Λ0(t) = H(t) (“observable energy”)
Σ(t) = i Ω−1(t)∂tΩ(t),
G(t) = H(t)− Σ(t)
Hermitization
−→
NHIP equations
Σ(t)→ equation for any Λ(t)
G(t)→ equation for kets |ψ(t)〉
G†(t)→ equation for ketkets |ψ(t)〉〉
(12)
which we will describe and discuss henceforth in detail.
The precise meaning and definitions of the operators
and state vectors in Eq. (12) is given later in this Sec-
tion. On this basis we may expect that the use of the
alternative formulations of the dynamical equations will
not hide their one-to-one correspondences with those in
the Hilbert space H
(initial)
[textbook] of the topmost-box in the
diagram comprising Eq. (12).
C. The non-Hermitian Heisenberg picture
The key to the extension of the validity of the IBM-
type pattern beyond its stationary DMF version of
Eqs. (4) and (6) has been found in Ref. [71]. First of all,
the removal of the existing theoretical obstacles and ob-
jections (and see, e.g., Ref. [69]) required a refinement of
the terminology. In Ref. [71] it has been emphasized that
the initial and observable physical Hamiltonian h(t) (de-
fined inH
(initial)
[textbook]; in general, it may be time-dependent)
merely becomes replaced, as in Eq. (11), by its upper-case
isospectral non-stationary avatar,
H(t) ≡ Ω−1(t)h(t)Ω(t) , (13)
which is non-Hermitian in H
(user−friendly)
[unphysical] but Hermitian
in H
(final)
[physical] [i.e., in the sense that H = H
‡, where
H‡ ≡ Θ−1H†Θ, as in the flowchart of Eq. (6)]. For this
reason, both of the operators h(t) and H(t) represent an
instantaneous energy, i.e., the same observable physical
quantity. Clearly, Eq. (13) is simply the time-dependent
counterpart of its stationary equivalent in Eq. (5)
As an aside here we note that the similarity transfor-
mation of Eq. (13) that also lies at the heart of all CCM
approaches, may be expanded exactly, when Ω takes the
distinctive CCM exponentiated form of Eq. (3), as the
well-known nested-commutator sum,
e−Sh eS =
∞∑
n=0
1
n!
[h, S]n ; (14a)
[h, S]n = [[h, S]n−1, S] , [h, S]0 ≡ h . (14b)
Another hallmark of the CCM is that its second-
quantized correlation operator S comprises a sum of mu-
tually commuting terms formed as a product of single-
particle creation operators only that create a specific clus-
ter of particles from the initial reference state ψ0. This
feature then guarantees that all of the terms in the sum
in Eq. (14a) are fully linked, thereby guaranteeing that
the Goldstone linked cluster theorem [31] will be satisfied
even if the full expansion for operator S, in terms of all
independent cluster creation-operator products, is trun-
cated. Furthermore, in the usual case when the Hamil-
tonian h contains a sum of terms that comprise products
of single-particle creation and annihilation operators (i.e.,
in the usual second-quantized form, say, where h contains
up to k-body terms), the sum in Eq. (14a) will then ter-
minate exactly at the term with n = k (and see, e.g.,
Refs. [6, 8] for further details).
Returning to our main discussion, the clarification of
the dynamical role of the two operators h(t) and H(t) in
Eq. (13) turned out, however, to be much less straightfor-
ward. In the literature, the process of this clarification
was both lengthy and tedious [69, 71, 86–90]. Fortu-
nately, at the end of this process in 2009 (c.f., Ref. [9]
and some later addenda in Refs. [77–79]) the eventual
outcome has transpired to be both relatively elementary
and transparent, as we now briefly explain.
9Its brief summary may start from a return to Table I,
which reminds us that even in the conventional Hermi-
tian SP setting the SP→ HP transition may be perceived
as mediated by a mapping of the form of Eq. (2), but in
which the operator Ω would be unitary but manifestly
time-dependent. In 2007, the feasibility of the exten-
sion of the SP ↔ HP correspondence to non-Hermitian
cases was opposed by Mostafazadeh [12, 69, 87, 90]. For-
tunately, the apparently insurmountable obstacles and
obstructions that were initially raised against the free
applicability of the non-stationarity postulate,
Ω(NHHP) = Ω(NHHP)(t) ,
analogous to Eq. (9), thereafter appeared in essence to
be of a purely terminological nature [71, 86, 88, 89, 91,
92]. As a consequence, the transition to the generalized
“non-Hermitian” HP (viz., the NHHP) was eventually
formulated definitively in Ref. [70]. Soon thereafter it
was also found to be both feasible and useful in practice
in some specific applications [93].
D. The non-Hermitian interaction picture
Curiously enough, the innovative NHHP formalism
still proved to be “quasi-stationary” in the sense that the
HP metric itself remained, unexpectedly but obligatorily,
stationary [70, 72],
Θ(HP)(t) = Θ(HP)(0) , (15)
as we discuss further below. Consequently, it was nec-
essary to admit that the long-missing non-Hermitian
(NHIP) analog of the third Hermitian IP recipe of Ta-
ble I should necessarily be introduced and studied. This
task was recently completed in a fully explicit manner
(including also an initial demonstration of its applica-
bility in the realm of relativistic quantum mechanics) in
Ref. [30]. The current situation is summarized in Table
II in which the third “non-Hermitian”, fully general for-
malism of Refs. [30, 71] is now assigned the abbreviation
NHIP, as discussed above.
TABLE II. Unitary evolution in non-Hermitian pictures
generalized picture evolution equations for
type Λ(t) |ψ(t)〉 |ψ(t)〉〉
Schro¨dinger, DMF - yes yes
Heisenberg, NHHP yes - -
interaction, NHIP yes yes yes
Clearly, Table II is just the general counterpart in our
non-Hermitian context of the earlier Table I that per-
tains to the conventional Hermitian-generator descripton
of quantum mechanics.
E. Non-Hermitian evolution equations
1. Recommended notation conventions
In the most general NHIP context the use of the non-
stationary, Dyson-motivated Ansatz of Eq. (2) seems to
open a Pandora’s box of thorny problems. First of all,
once we accept the fact that Ω = Ω(t) is a map which
inter-relates a triplet of Hilbert spaces, we find that the
notation is insufficient and/or incomplete. Thus, first
of all, it does not inform us that such a map connects
the initial-reference ket ψ0 ∈ H
(initial)
[textbook] and the final-
reference ket ψ ∈ H
(user−friendly)
[unphysical] , which may then it-
self be re-read, alternatively, as the correct physical ket
ψ ∈ H
(final)
[physical]. Secondly, one would also like to avoid
using the subscript 0 in ψ0 because the symbols ψ and
ψ0 refer, in fact, to the same quantum state in the NHIP
representation.
Both of these inconsistencies of notation were success-
fully removed in Ref. [9], in which it was shown how all of
the unnecessary repetitions of the, otherwise necessary,
explanatory comments may be circumvented by using the
following three simple amendments of the standard Dirac
notation for state vectors, viz., by using the triplet of re-
placements
ψ → |ψ≻ , ψ0 → |ψ〉 , Θψ0 → |ψ〉〉 ≡ Θ |ψ〉 . (16)
We note here first in passing that the defining relation
between the ket state |ψ(t)〉 and the ketket state |ψ(t)〉〉
in Eq. (16) validates our earlier assertion in Eq. (15) that
the HP metric operator Θ(HP) is stationary since, by def-
inition (and see Table II), neither of these states evolves
in time in an HP formalism.
Continuing with the exposition of our recommended
notation convention in the three-Hilbert-space approach,
we note that the NHIP version of our fundamental Ansatz
of Eq. (2), viz.,
|ψ(t)≻ = Ω(t) |ψ(t)〉 , (17)
in terms of the ket state |ψ(t)〉, may equivalently be re-
written as
|ψ(t)≻ =
[
Ω†(t)
]−1
|ψ(t)〉〉 , (18)
in terms of the ketket state |ψ(t)〉〉. The unphysical na-
ture of the auxiliary Hilbert space is now clearly obvious
because the mean value of the operator representing a
self-adjoint (textbook) lower-case observable [say, λ(t)]
becomes different from that of its upper-case auxiliary-
space counterpart,
≺ψ(t)|λ(t)|ψ(t)≻ = 〈ψ(t)|Ω†(t)λ(t)Ω(t)|ψ(t)〉 (19a)
= 〈ψ(t)|Θ(t)Λ(t)|ψ(t)〉 6= 〈ψ(t)|Λ(t)|ψ(t)〉 , (19b)
in the derivation of which we have employed the defi-
nition of Λ(t) given in Eq. (11). Using our notations
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we thus also reveal the correct physical status of the fi-
nal Hilbert space H
(final)
[physical], since Eqs. (19a) and (19b))
clearly display the equality of the measurable quantities,
≺ψ(t)|λ|ψ(t)≻ = 〈〈ψ(t)|Λ(t)|ψ(t)〉 . (20)
in the two spaces H
(initial)
[textbook] and H
(final)
[physical], using the
terminology of the flowchart exhibited in Eq. (6). The
required matrix element in the latter space [i.e., that on
the right-hand side of Eq. (20)] is precisely the one that
we introduced earlier in the discussion in Sec. IVB.
Incidentally, we note too that we never need to leave
the auxiliary Hilbert space. One can say even more: thus,
any physical quantum state can be characterized by ket
|ψ(t)〉 and metric Θ(t) or, much more economically, by
the pair comprising ket |ψ(t)〉 and ketket |ψ(t)〉〉. Sim-
ilarly, one can say that any physical observable can be
characterized by its “hiddenly-Hermitian” operator Λ(t)
and metric Θ(t) or, without an explicit use of the met-
ric, by the pair of operators Λ(t) and Λ†(t), mutually
connected by the metric,
Λ†(t)Θ(t) = Θ(t) Λ(t) . (21a)
Equation (21a), which is easily derived from the def-
initions of Θ(t) and Λ(t) in Eqs. (8) and (11), re-
spectively, is just the so-called hidden-Hermiticity (alias
quasi-Hermiticity) relation [62, 94] for an operator Λ(t)
in the NHIP formalism that belongs to a physical ob-
servable. It is, of course, completely equivalent to the
relation
Λ‡(t) = Λ(t) , (21b)
where Λ‡(t) ≡ Θ−1(t)Λ†(t)Θ(t), analogously to the defi-
nition of H‡ in the flowchart of Eq. (6).
2. Evolution equations for states
In the light of the definition, given by of Eq. (13), of the
isospectral non-Hermitian partner H(t) of the textbook
Hamiltonian h, one can now claim that the upper-case
operator H(t) is, indeed, quasi-Hermitian,
H†(t)Θ(t) = Θ(t)H(t) , (22)
in the sense of Refs. [62, 94, 95], and as given generically
in Eq. (21a) for an arbitrary physically observable op-
erator. Such an observable for the Hamiltonian is now
to be interpreted as an instantaneous total energy, as we
mentioned previously. We reiterate that its observability
status reflects the observability of its (manifestly Hermi-
tian in the usual sense) isospectral partner h = h†.
At this point we must carefully warn the reader that
several authors (ranging from Bı´la [75, 76] up to his most
recent followers [91]) have decided to re-assign the status
of Hamiltonian to another operator. The explanation of
this slightly surprising decision is, fortunately, purely ter-
minological. A detailed disentanglement of the puzzle has
been given recently [30], which we now briefly summarize
since it is very pertinent to our own further developments
here. It starts from the conventional initial-space SP evo-
lution equation given by Eq. (1), now rewritten in our
new notation of Eq. (16) as
i∂t|ψ(t)≻ = h |ψ(t)≻ , (23)
and thence from its replacement by the preconditioned
NHIP alternative defined in H
(user−friendly)
[unphysical] . The lat-
ter, equivalent Schro¨dinger-like evolution equation for ket
states |ψ(t)〉,
i∂t|ψ(t)〉 = G(t) |ψ(t)〉 ; (24a)
G(t) ≡ H(t)− Σ(t) , Σ(t) ≡ iΩ−1(t) [∂tΩ(t)] . (24b)
is easily derived from Eq. (17). It contains, naturally, the
generator of evolution which is composed of the energy
operator H(t) in combination with the so-called Coriolis
operator Σ(t) [72], as we observe explicitly in Eq. (24b).
For this reason, the re-assignment of the name of the
Hamiltonian fromH(t) to the newly constructed operator
G(t), as has been suggested by several authors (see, e.g.,
Refs. [75, 76, 91]) as mentioned above, is, in our view,
both misleading and unfortunate.
Furthermore, this is not the end of the story. We may
recall that in our notation any given quantum state is
labeled by the same Greek letter (say, ψ). Hence, we
conclude that once we are describing the state in terms
of a pair of independent vectors |ψ(t)〉 and |ψ(t)〉〉, we
may utilize Eq. (16), which gives the relationship between
them, together with Eqs. (22), (24a), and (24b), to derive
the complementary, second, independent evolution law
for ketket states |ψ(t)〉〉,
i∂t|ψ(t)〉〉 = G
†(t) |ψ(t)〉〉 . (25)
Fortunately, in this equation, nobody has, as yet, further
re-assigned the traditional name of the Hamiltonian to
G†(t). Thus, for our current purposes we will reserve the
name of a “generator” for both of the operators G(t) and
G†(t).
3. Evolution equations for observables
Given the NHIP Coriolis operator and the initial (i.e.,
at time t = 0) values of the metric Θ(0) and of an arbi-
trary observable Λ(0), such that
Λ†(0)Θ(0) = Θ(0)Λ(0) , (26)
we may reconstruct the full time-dependence of Λ(t) via
the following NHIP version of the Heisenberg equation,
i∂tΛ(t) = Λ(t)Σ(t)− Σ(t)Λ(t) ≡ [Λ(t),Σ(t)] . (27a)
If required, we may also work with its conjugate comple-
ment Λ†(t). By making use of Eq. (21a) we readily find
11
its temporal evolution is given by the corresponding, and
very similar, equation,
i∂tΛ
†(t) = [Λ†(t),Σ†(t)] . (27b)
This implies that the observability condition of Eq. (26)
at initial time t = 0 will guarantee the observability sta-
tus at all times. Indeed, the straightforward differen-
tiation of the definition of Λ(t) in Eq. (11) (and of its
conjugate) with respect to time yields immediately (the
two commutator-containing) Eqs. (27a) and (27b). Nat-
urally, we assumed in so doing that the inaccessible SP
operator λ does not vary with time. We do not consider
further here the strongly anomalous case of a manifestly
time-dependent operator, λ = λ(t), except to note that
it has also been discussed in Ref. [70].
Let us now return to Eq. (24a) [skipping an analogous
analysis of its adjoint partner in Eq. (25)] and let us no-
tice that it contains the operator G(t) of Eq. (24b) which
is not only non-Hermitian but even non-quasi-Hermitian
in our working Hilbert space H
(user−friendly)
[unphysical] . It is worth
adding that it plays not only the role of the generator
of the evolution of the state-vector kets, as exhibited in
Eq. (24a), but also the role of the generator of the evo-
lution of the observable instantaneous energy. Indeed, it
is easy to verify the validity of the evolution equation
i∂tH(t) = [G(t), H(t)] = [H(t),Σ(t)] , (28)
where the last equality, which follows simply from the
definition of G(t) in Eq. (24b), is thus completely com-
patible with Eq. (27a). Equation (28) thus determines
the Hamiltonian H(t) from any initial value H(0) such
that H†(0)Θ(0) = Θ(0)H(0).
Even in the case of strictly unitary evolution and even
in the HP subcase of the general (and entirely methodi-
cal) NHIP scheme, as outlined above, both of the oper-
ators Σ(t) and Σ†(t) should properly be called Coriolis-
force potentials (or, more simply, Coriolis terms) rather
than Hamiltonians. The name Hamiltonian should, for
reasons thus outlined, remains consistently restricted
only to the quasi-Hermitian observable H(t) and/or,
whenever needed, to its conjugate operator H†(t). In-
deed, this is only reinforced by the fact that none of the
other, rejected candidates (from those introduced above)
for possible promotion to Hamiltonian status even need
to have a real eigenvalue spectrum in general, as may
rather easily be illustrated.
Thus, for example, we may readily prove the relation,
iΩ(t)
[
Σ†(t)− Σ(t)
]
Ω† =
Ω(t)∂tΩ
†(t) + [∂tΩ(t)] Ω
†(t) = ∂t
[
Ω(t)Ω†(t)
]
,
simply by making use of the definition of Σ(t) from
Eq. (24b). This relation immediately implies that
the (generally) non-Hermitian Coriolis operator Σ(t)
becomes observable [i.e,, when it becomes Hermitian,
Σ†(t) = Σ(t)] only in the special case in which the
observable image θ(t) in the original space H
(initial)
[textbook]
of the observable Hilbert-space metric Θ(t) in the final
space H
(final)
[physical], defined, exactly as in the general case
of Eq. (11), as
θ(t) ≡ Ω(t)Θ(t)Ω−1(t) = Ω(t)Ω†(t) = θ†(t) ,
remains time-independent.
V. DISCUSSION
A. The concept of reference-independence
In the broader context of constructive quantum many-
body theory the key purpose of our present paper may be
seen in the description of the close relationship between
the reference-dependent and reference-independent forms
of the Ansatz of Eq. (2). In this sense our present study
of parallels between the alternative NHIP and TD-CCM
approaches to non-stationary dynamics was preceded by
our earlier paper [1] in which the methodical framework
was perceivably simplified and reduced to the less sophis-
ticated search for parallels between the stationary DMF
and S-CCM methods.
As a concise summary of the message provided by
Ref. [1] it can be said that the reconsideration of the S-
CCM method from the reference-independent DMF per-
spective may be well illustrated in diagrammatic form
by the flowchart in our present Eq. (6). Therein one as-
sumes an input knowledge of the Hamiltonian operator
h and of the Dyson mapping Ω. In this setting the main
weakness of the reference-independent DMF recipe lies
in the absence of any hint of how we should choose the
operator map Ω. Hence, the stationary DMF approach
may, somewhat crudely, but simply, be characterized as
guesswork, or as an intuition-based implementation of a
purely trial-and-error-type strategy.
This does not mean that the DMF constructions were
not successful in practice. In fact, the opposite is true
[62]. Still, the S-CCM techniques are more systematic
because, given a Hamiltonian operator h, the S-CCM
specification of the necessary Dyson operator Ω = expS
is not at all arbitrary, with the rationale for the expo-
nentiated form as we have outlined above. Hence, the
S-CCM techniques are “algorithmic” and, both in gen-
eral and in their various computational implementations
via well-defined and physically-motivated hierarchical ap-
proximation schemes, are extremely intuitive.
In Ref. [1] another hidden advantage of the S-CCM
has been emphasized to lie in the use of the very con-
crete truncated-series expansions of the Dysonian expo-
nent operator S in an operator basis formed by certain
multi-configurational creation operators, as alluded to
above. This opens the possibility of multiple technical
simplifications which were precisely due to the intrinsic
reference-dependence of the S-CCM construction.
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In the present paper we have pointed out that a sim-
ilar balance between the merits and shortcomings must
also necessarily exist (and should prove useful) when one
replaces the S-CCM↔DMF stationary correspondence
by its TD-CCM↔NHIP time-dependent generalization.
A priori one may expect that in the generalized setting,
any technical simplification (obtained from the mutual
enrichment) could play a more decisive role, first of all,
because of the enormous overall increase in mathemati-
cal complexity that emerges after the respective replace-
ments S-CCM → TD-CCM and/or DMF → NHIP.
Particular attention has been paid in Ref. [1] to a
deeper theoretical role played by the transfer of math-
ematical know-how from the DMF formalism to its S-
CCM counterpart. In this manner the brute-force S-
CCM constructions were conjectured to be open to fur-
ther amendments. A typical example is the possible re-
placement of a certain ad hoc , auxiliary S-CCM operator
(admitted by the principles of bivariationality, and hence
needed to characterize the bra states independently from
the ket states) that is thus required for the evaluation of
the ground-state expectation values of an arbitrary, phys-
ically observable operator, by alternative forms that are
both inspired and restricted by the implicit mathemati-
cal merits (e.g., the Hermiticity reinstallation property)
of its DMF-provided metric-operator reinterpretation.
B. Interaction-picture context
Let us recall the well-known method of Seidewitz [96]
for avoiding the no-go consequences of Haag’s theorem
in quantum field theory (QFT), which states that, under
the usual assumptions made in QFT, any field that is
unitarily equivalent to a free field must itself be a free
field. In particular, Seidewitz shows how Haag’s theorem
can be avoided when QFT is formulated using an addi-
tional invariant path parameter, as well as the usual four-
position parameters. His method relies on the removal of
the spectral condition, essentially by replacing the usual
on-mass-shell operator of relativistic energy and momen-
tum by its off-shell generalization Pˆ . Importantly, this
is accompanied by the preservation of the traditional IP
approach to the Dyson perturbation expansions of scat-
tering matrices, thereby providing a fully consistent basis
for performing the usual practical QFT calculations.
For the purposes of our present discussion, what is im-
portant in the above Seidewitz construction [96] is that,
in order to bypass the limitations imposed by Haag’s the-
orem in the standard formulations of QFT, the frame-
dependent zeroth component of Pˆ , which plays the role
of the energy operator in conventional QFT, necessarily
becomes different from the newly introduced free rela-
tivistic Hamiltonian. From a rather abstract point of
view the latter idea is reminiscent of and, indeed, com-
pletely paralleled by, our present introduction of the dis-
tinctions between several alternative candidates to play
the role of a non-stationary non-Hermitian Hamiltonian.
As we have seen, only one of these candidates (viz.,
the IP operator H(t)) is hiddenly Hermitian (i.e., ob-
servable). The other ones [viz., the IP operators Σ(t)
andG(t)], together with their conjugate forms are not. In
general, the differences [G†(t)−G(t)] and [Σ†(t)−Σ(t)] do
not vanish. In turn, this opens up a wide space for multi-
ple unconventional dynamical scenarios that provide an
interplay between the non-unitarily evolving components
in states ψ(t) and in observables Λ(t), respectively.
We described the corresponding non-Hermitian gener-
alizations of evolution equations, thereby offering a firm
ground for the transfer of the operator NHIP formalism
into its variational TD-CCM parallels. In the present
stage of development of the theory we already under-
stand why and how operators G(t) and G†(t) control
the time-evolution of states, as well as why and when
their Coriolis-operator partners Σ(t) and Σ†(t) play the
role of the generators of time-evolution of all of the IP-
represented observables.
In the context of much recent research in the area that
has been aimed mainly at the SP formalism, we have
also clarified here the deep changes in the role of the so-
called Hilbert space metric in the generic situations in
which it is allowed to vary with time, Θ = Θ(t). Fur-
thermore, having shown here how we can, fully equiva-
lently, work instead solely with the pairs {|ψ(t)〉, |ψ(t)〉〉}
of the single-state-representing kets and ketkets, we also
thereby demonstrated how the explicit need for the op-
erator Θ(t) itself has certainly been weakened, if not al-
together eliminated.
We believe that a transfer of this experience to the
variational context is enormously inspiring. We are per-
suaded that our proposed amelioration of the existing
generalized TD-CCM recipes will make the formalism
much more flexible for potential users than initially ex-
pected.
C. Summary
The formulation of the relationships illustrated in
Eq. (12) was motivated, first of all, by the many phe-
nomenological successes of the conventional stationary
special case of Eq. (6). In the present paper, the empha-
sis was aimed rather at an innovative reinterpretation of
the existing non-stationary (TD-CCM) extensions of the
variational CCM techniques.
The underlying mathematical and technical details re-
quired to transfer the non-stationary Dyson-inspired for-
malism (viz., the NHIP approach) were outlined. In par-
ticular, we described how the key source of the math-
ematical inspiration for our study lies in the unconven-
tional non-Hermiticity of Hamiltonians in the formalism.
This gave birth earlier [1] to the explicit, and rather fruit-
ful, description of manifold conceptual parallels between
two otherwise seemingly disparate theoretical constructs.
These comprise, on one hand, the very successful station-
ary S-CCM formulations of quantum many-body theory
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and, on the other, their (at least, in principle) somewhat
more ambitious, quasi-Hermitian [17, 18, 62, 94] (other-
wise known as pseudo-Hermitian [12] or PT -symmetric
[11]) stationary analogs, which, by now, have themselves
also become rather widely used in a variety of applica-
tions of quantum theory.
A non-stationary, TD-CCM version of the CCM theory
has been considered here, therefore. This was done be-
cause we believe that, in contrast to the above-mentioned
and fairly universal Dyson-inspired quasi-Hermiticity
techniques, a characteristic and specific merit of the less
universal CCM theory may be seen in the much larger
number of very accurate calculations that it has found in
such a wide range of applications in many diverse sub-
fields of quantum physics and chemistry.
Unexpectedly, as we have seen, several conclusions
from our study also appear to provide a perceptibly
deeper insight into abstract quantum theory itself. In
particular, we have shown that one can easily remove the
representation-framework restrictions as accepted both
in Ref. [9] (wherein only wave functions evolved in time,
i.e., in the non-Hermitian Schro¨dinger picture) and in
Ref. [70] (where the transition to the non-Hermitian
Heisenberg picture, in which wave functions remain con-
stant in time, was analyzed). In other words, our present
version of the NHIP formalism (in which both wave func-
tions and operators of observables cease to remain con-
stant in time) may be briefly characterized as an im-
mediate non-Hermitian generalization of the interaction
picture (alias the traditional Dirac picture) as described
in most standard quantum mechanics textbooks (and
see, e.g., Refs. [97–99]), and as now almost universally
used in quantum field theory calculations (and see, e.g.,
Refs. [83, 84, 100–102]).
As we have seen during our discussion, one of the deep
unifying features between the quasi-Hermiticity tech-
niques on the one hand and the CCM on the other is
their ability to be formulated in terms of a bivariational
principle. For the general case of quasi-Hermitian oper-
ators in quantum mechanics, Scholtz et al. [62] showed
in particular how the introduction of the metric operator
was especially useful for the implementation of a varia-
tional principle, which could itself then be used for (ap-
proximate) calculational purposes. Exactly the same bi-
variational formulation of both S-CCM and TD-CCM ap-
proaches [2, 5] has led in that case to the extremely accu-
rate descriptions of a wide variety of strongly-interacting
quantum many-body systems.
Another common feature of the quasi-Hermiticity and
CCM (particularly the ECCM) formalisms is their deep
relationship to exact bosonization mappings. In the case
of the ECCM this has even resulted in its ultimate real-
ization as an exact classicization [3], as we discussed in
some detail in Sec. II A. The ECCM itself, as we also dis-
cussed, introduces two independent preconditioning op-
erators Ω of the form of Eq. (3). We now fully expect that
this important feature of the ECCM might also find ap-
plications into a further uesful, parallel extension of the
three-Hilbert-space (alias the NHIP) formalism, which
mirrors the NCCM → ECCM extension. However, such
a discussion takes us far beyond the aims of the present
paper.
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