This work is concerned with the development of an artificial neural network (ANN), capable of classifying two-phase flow patterns, such as discrete bubbles, stratified, slug-flow, intermittent and annular regimes. Experimental operating data from the literature and the physical properties of the fluids were used to define and calculate dimensionless numbers. These numbers constitute the inputs of the neural model. They successfully describe the flow because they account for the competing forces occurring within the multiphase fluid. The training procedure was performed using a Levenberg-Marquardt algorithm. The methodology used to find the best network architecture is described in detail. All the flow regimes were accurately classified presenting only a small deviation. The final goal is to develop an automatic classification tool for multiphase flow patterns aimed at laboratories and field applications.
Introduction
The fluids produced from oil wells are rarely purely liquids or gaseous hydrocarbon mixtures. Most often, the fluid emerges as a multiphase mixture, encompassing gas, water and a solid phase, such as: sand, wax crystals, hydrate clusters and asphaltenes. Within the oil and gas industry, the two-phase flow is usually observed inside of the production columns and in piping systems, occurring in horizontal, inclined or vertical configurations.
Methods for process monitoring and analysis are very helpful in the oil industry. Non-invasive techniques have attracted much attention to identify the flow patterns and to quantify the gas flow rate and void fraction. This is of vital importance for unmanned locations and for deepwater developments. Furthermore, information about the structure of the flowing is essential to classify and to analyze the entire transport process configuration [1] .
The behavior and shape of the interfaces between phases in a multiphase mixture dictates what is referred as "flow regime" or "flow pattern". There are competing forces occurring within the multiphase fluid at the same time and the relative importance between these forces determines the flow pattern.
Bubble size and phase concentration, derived from the flow pattern, are important parameters, among others, to multiphase flow systems. There are several consequences associated with them [2] :

Emulsion formation, which affects the pressure gradient and the oil well production capacity;  Increase of the liquid hold up, in particular for the gas/condensed fields;  Corrosion;  Equipment specification.
In this context and based on the forces evaluation, the artificial neural networks (ANNs) arise as an alternative tool to be used as a model for the automatic identification of flow patterns [3] .
Since the early 80s, artificial neural networks (ANNs) have been used extensively in chemical engineering for such various applications as adaptive control, model based control, process monitoring, fault detection,dynamic modeling, and parameter estimation [4] . The ANN provides a non-linear mapping between input and output variables and is useful in providing cross-correlation among these variables. The mapping is performed by the use of processing elements and connection weights. The neural network is an useful tool in rapid predictions, such as steady state or transient process flow sheet simulations, on-line process optimization and visualization, and parameter estimation [5] .
Shaikh and Al-Dahhan [5] developed an ANN correlation in order to predict of overall gas holdup in bubble column reactors. Ishii and Tsoukalas [6] used a supervised and self-organizing neural network system to predict the vertical flow regime by using the statistics of the two-phase flow impedance as input to these systems. Rosa et al. [7] performed a comparison of artificial neural networks and expert systems applied to flow pattern identification in vertical ascendant gas-liquid flows. Cai et al. [8] applied Kohonen self-organizing neural networks to identify flow regimes in horizontal air-water flow.
Serapião et al. [9] investigated the three-phase waterassisted flow patterns, i.e. the configurations where water is injected in order to reduce friction caused by the viscous oil. Phase flow rates and pressure drop data from previous laboratory experiments in a horizontal pipe were used for flow pattern identification by means of the 'support vector machine' technique. The use of data mining algorithms to identify flow patterns acquired and recorded from experimental data of vertical upward three-phase pipe flow of heavy oil, air and water was also described [10] , reinforcing the importance of Artificial Intelligence techniques for the automatic classification of flow patterns.
Aiming at the development of a mathematical model for determining flow patterns in two-phase flows in horizontal, inclined or vertical configurations, the present work presents a literature review on experimental twophase flow studies. A broad experimental data bank was collected from the literature: 472 measurements covering a wide range of operating parameters and physical properties. Basic measurements and properties (such as operating pressure and temperature, mass density, dynamic viscosity and superficial velocity of gas and liquid phases, surface tension and pipe geometry) are combined to calculate dimensionless numbers which represent the main competing forces within the multiphase fluid. The proposed neural model has been derived from the presentation of the dimensionless numbers and the respective flow pattern identified, by adjusting their weights and biases.
In the near future, the data bank will be expanded to three-phase flow systems (oil-water-gas), and the methodology described in this paper will be applied to create a wider neural model for flow pattern recognition.
Development of the Artificial Neural Network
The development of the proposed ANN began by collecting the data bank from the literature. The operating variables and physical properties were combined in dimensionless numbers, used as the inputs of the network. The outputs were chosen as the most usual two-phase flow regimes. The last step was to perform a neural regression (training procedure) and to validate it statistically.
Selecting the Inputs
The selection of the inputs for the ANN was made by analyzing the most influential forces on the behavior of the multiphase mixture flow, as proposed by Shaikh and AlDahhan [4] .Based on the extensive literature review, the following forces have been found to affect the multiphase flow [5, 11, 12, 13, 14, 15] : The dimensionless numbers were then formed by taking ratios of these various physical forces. Performing dimensionless analysis provides two main advantages: the number of input parameters is reduced and the forces are converted in "scale-invariant" properties. This allows the ANN to be used in different conditions than that experimental data were obtained from.
Taking into account that the neural network should be able to identify vertical, inclined or horizontal flow patterns, the relevance of a dimensionless number is attached to the flow configuration and to the operating conditions. Besides, within the selected input group, the dimensionless numbers should be independent from each other. The following dimensionless numbers, in their original form or modified for two-phase flows (TP), were selected:
 Reynolds number:
(1)
 Weber number:
The modified Reynolds number (Eq. 1) describes the ratio between the inertial forces, including the increased velocity due to the gas phase, and the viscous forces. It characterizes different flow regimes, such as laminar or turbulent flows. Laminar flow occurs at low Reynolds numbers, where viscous forces are dominant whereas high Reynolds numbers are dominated by the inertial forces.
The importance of the Froude number is linked to gravity phenomena, such as stratification observed in nearly horizontal flow and intermittency in vertical flow. The definition of this number (Eq. 2) encompasses the transition from bubbles to slug flow and the effect of pressure as well.
The choice of the pressure in its dimensionless form (Eq. 4) is due the following reasons: (i) directly influences the bubble size and, therefore, the topology of the phases; (ii) affects the release of the gas from the oil; (iii) it was one of the variables selected by Shaikh and Al-Dahhan [5] to determine the average void fraction in bubble columns.
The superficial velocity ratio (Eq. 5) is a measure of the liquid fraction when there is no slip between the phases. Two reasons led to its selection as one of the input groups: (i) can be easily manipulated in lab experiments; (ii) it was utilized by Greskovich and Shrier [15] to correlate, along with the Froude number, the slugs occurring frequency in the slug flow.
The capillary forces are significant when the multiphase fluid pass through a small diameter pipe or when the liquid and gas densities are close, such as under high pressure operations. These forces are also important in the deformation and consequent coalescence of the bubbles. The concept that captures this behavior is the critical diameter of the bubble, given by Equation 6 . (6) From the above, instead of using the Weber number in its traditional definition, it would be more convenient to define a respective modified dimensionless group. The classical Weber number was then combined with the definition of the critical diameter of bubbles, accounting for the capillary forces, inertial forces, viscous forces and the flow turbulence due to the gas acceleration. Recognizing that the following expression: (7) has length units, it could be combined with the Eq. (6) in order to obtain a new dimensionless group, referred here as Modified Webber number (Eq. 3).
In order to analyze the reliability or efficiency of inputting all these dimensionless numbers, the results presented by the ANN were compared to the experimental values from the literature. More specifically, the criterion for the comparison of the model performance by using the dimensionless groups were the minimization of the mean relative error of the model, minimization of the standard deviation and the value of the correlation coefficient, R², of the dispersion plots (experimental versus calculated values).
Selecting the Output
The artificial neural network objective is to identify the flow regimes in a multiphase flow using the selected inputs. Therefore, the model output consists on the most usual flow regimes in the oil industry, including vertical, inclined or horizontal configurations. However, in the literature, a large variety of nomenclature is assumed for these flow patterns. Thus, because the proposed development of the network is based only on published data, it is interesting that a broader classification is used in order to get the maximum number of data pairs from different papers.
Therefore, it was performed a literature review for clustering the flow patterns [3, 7, 16, 17, 18] and the result is shown in the Table 1 and Figure 1 . 
Collecting the Database
In order to develop the neural network and to ensure an adequate accuracy in the identification of flow patterns, it is necessary to perform the training using a suitable database containing data from real installations.
Data collection was performed by a search in the literature for operating parameters (speed of phases, geometrical configurations of the tubing, pressure and temperature) and the physical properties of the fluids (density, viscosity of both phases and surface tension of the liquid phase). Using these parameters, one can calculate all dimensionless numbers used as inputs to the network. Furthermore, it is necessary that each data set has its respective flow pattern identified, since the network needs to be presented with the expected outputs during the training step. A shortcoming in the acquisition of data consists in the fact that the identification of the flow patterns was carried out visually by the authors. Indeed, some points might have been misclassified, being located in the transition flow patterns. However, there is no other way to collect the data needed to develop the neural networks. Thus, the classification presented in the papers will be taken as true for the training of the ANN. This way, one must be aware that a hundred percent of right answers are not achievable when 'unseen' inputs are presented to the model. 
Neural Network Model for Flow Regime Identification
Flow regime identification is difficult to be performed by traditional classifiers. As found previously, a feedforward neural network is a suitable tool to be used as the flow regime classifier [6, 7, 8] .
A supervised multi-layer neural network generalizes on the tasks for which it is trained and provides the correct answer when presented with a new input pattern, which is different from the inputs in the training sets. After training, the neural network can successfully interpolate when faced with new, yet similar patterns, on the basis of the training process. A neural network architecture was designed to perform the function of flow regime identification.
The dimensionless numbers calculated using the operating parameters and physical properties were chosen to represent characteristics of void fluctuations and they were used as inputs of the neural network. As shown in Figure. 2, the output, y, is an indicator of flow regimes, such as:dispersed bubbly flow, slug flow, intermittent flow, annular flow and stratified flow.
The Levenberg-Marquardt algorithm, with Bayesian Regularization, from the Neural Network Toolbox of MATLAB, was used to train the neural network.
After training, the weights and biases were determined so that the neural network could match the statistics presented as inputs with the outputs associated to the flow patterns. In order to find the best architecture for the ANN, it was carried out the procedure presented in the Figure 3 . The validation, giving an input to obtain output through neural computing, took less than one second.
Results
From a search in the literature [7, 19, 20, 21] , 472 data pairs were collected, and the flow pattern distribution was clustered as shown in Figure 4 .
The database was divided in two sets: one with 75% of the data and the other 25%, respectively, for training and validating the neural model. All the data from the test set lie between the limits of the training data, once the ANN is unable to extrapolate.
The training was done by associating one numerical value to each flow regime shown in the Figure 1 . After the first training attempt, it was noticed that the minimum error achieved between the calculated values and the experimental ones decreased as the output classification order was modified. By organizing the pattern values in the sequence that they should occur by increasing the gas flow in the operation, the performance of the model increased. The best final sequence of pattern values is shown in Table 2 .
It was adopted an interval of ±0.1 for each pattern indication, i.e., the 'dispersed bubble' pattern is represented by any number inside the interval [0, 0.2], as well as 'stratified' in ]0.2, 0.4] interval, 'semi-slug flow' in ]0.4, 0,6] interval, and so on.
After several training attempts, the best architecture found from the procedure of Figure 3 was an ANN with four layers, as follows: 8-8-3-1. Sigmoid and linear activation functions were used, respectively, in the neurons of the hidden layers and the output layer. Training time took about one minute.
Concerning about the validation of the model, the Figure 5 shows the dispersion plot (ANN calculation versus experimental values) for the test set.
In an hipotetical situation, where the ANN presents no errors, all the results would be located just over the red line (diagonal) in the dispersion plot. Indeed this is not seen in Figure 5 . On the other hand, the results obtained in this work ( Figure 5 ) showed that most of the computed values were between the limits of the correct flow regime intervals.
According to the paper presented by Shaikh and AlDahhan [4] , the analysis of the correlation coefficient between the expected results and the calculated ones constitutes a good indicative for the performance of the neural model: the closer to unity the better the network performance. Through the plot presented in Figure. 5, it can be noted an excellent correlation coefficient for the performed regression.
The initial proposed ANN configuration was: 8-8-1. Because the behavior of the flow patterns tends not to be deterministic, the two-layer network was expected to outperform the one-layer model. In agreement, it can be observed from Table 3 , a reduction in the standard deviation of the calculated patterns for the two-layer model (best architecture).
According to Shaikh and Al-Dahhan [5] , the smaller the standard deviation shown by the results of the neural network, the better the performance of the model. In this sense, there is a significant change in deviations presented for 'slug' and 'intermittent' patterns when using the best architecture, according to the results shown in the Figure. Table 3 . That means that there is an increase of the neural network accuracy, once most of the calculated patterns approached from the expected average.
From the analysis of Table 3 , it was observed no significant change in standard deviations for the 'stratified' and 'vertical dispersed bubbles' patterns when changing the network architecture. By combining this fact with the reduced amount of data shown in Figure 4 for these patterns, it is clear that the training set was not enough to ensure high performance to identify these patterns, even using the model with the best architecture. Some other misclassifications are still observed for other kind of patterns in the Figure 5 . The reason may be related to several factors. The first one is the way that the flow patterns were identified in the experiments. Some of these data might have been visually misclassified and this causes the network to accumulate this error. In addition, there is the question about the amount of data pairs used in the training procedure. Using a greater database, the network will improve its performance since it will be submitted to a greater number of different situations.
Conclusion
A multilayer feedfoward artificial network was built for the classification of flow regimes in two-phase horizontal and vertical flow configurations. The network was trained with a set of operating values derived from flow regime identification experiments reported in the literature.
All the flow regimes were accurately classified presenting only a small deviation. In the validation procedure, it was noticed the vast majority of data points were observed to lie within the limits of each flow pattern classification.
Because the technique only requires the operating conditions and physical properties to calculate the inputs used to identify the flow patterns, it holds promise as a flow regime classifier and it can be extended for direct metering of phase flow rates in multiphase flow.
Nowadays, the economics of offshore oil recovery have moved towards subsea completions with multiphase pipelines over long distances to either the shore or to existing platforms [3] . Therefore, further testing and development are underway, particularly using experimental data from three (air-water-oil) and four-phase (air-water-oil-sand) flow vertical configuration.
In order to identify the flow pattern and determine the gas-phase flow rate for these more complex multiphase flows, the possibility of incorporating ultrasonic measurements as new inputs for the neural model is under study as well.
