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Given the impact of computers and computing on almost every aspect of society, 
the ability to develop, analyze, and implement algorithms is gaining more focus. 
Algorithms are increasingly important in theoretical mathematics, in applications of 
mathematics, in computer science, as well as in many areas outside of mathematics. In 
high school, however, algorithms are usually restricted to computer science courses and 
as a result, the important relationship between mathematics and computer science is often 
overlooked (Henderson, 1997). The mathematical ideas behind the design, construction 
and analysis of algorithms, are important for students’ mathematical education. In 
addition, exploring algorithms can help students see mathematics as a meaningful and 
creative subject. 
This study provides a review of the history of algorithms and algorithmic 
complexity, as well as a technical monograph that illustrates the mathematical aspects of 
algorithmic complexity in a form that is accessible to mathematics instructors at the high 
school level.  
The historical component of this study is broken down into two parts. The first 
part covers the history of algorithms with an emphasis on how the concept has evolved 
from 3000 BC through the Middle Ages to the present day. The second part focuses on 
the history of algorithmic complexity, dating back to the text of Ibn al-majdi, a fourteenth 
  
 
century Egyptian astronomer, through the 20th century. In particular, it highlights the 
contributions of a group of mathematicians including Alan Turing, Michael Rabin, Juris 
Hartmanis, Richard Stearns and Alan Cobham, whose work in computability theory and 
complexity measures was critical to the development of the field of algorithmic 
complexity.   
The technical monograph which follows describes how the complexity of an 
algorithm can be measured and analyzes different types of algorithms. It includes divide-
and-conquer algorithms, search and sort algorithms, greedy algorithms, algorithms for 
matching, and geometric algorithms. The methods used to analyze the complexity of 
these algorithms is done without the use of a programming language in order to focus on 
the mathematical aspects of the algorithms, and to provide knowledge and skills of value 
that are independent of specific computers or programming languages.  
 In addition, the study assesses the appropriateness of these topics for use by high 
school teachers by submitting it for independent review to a panel of experts. The panel, 
which consists of mathematics and computer science faculty in high school and colleges 
around the United States, found the material to be interesting and felt that using a pre-
programming approach to teaching algorithmic complexity has a great deal of merit.  
There was some concern, however, that portions of the material may be too advanced for 
high school mathematics instructors. Additionally, they thought that the material would 
only appeal to the strongest students. As per the reviewers’ suggestions, the monograph 
was revised to its current form.
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1. Need for the Study  
A primary goal of mathematics education is to prepare students to be flexible 
problem solvers. An algorithm is a precise, systematic method for solving a class of 
problems. Algorithmic thinking is a form of mathematical thinking.  It refers to the 
thought processes associated with creating and analyzing algorithms. Both algorithms 
and algorithmic thinking are very powerful tools for problem solving. It is important for 
students of mathematics to learn effective algorithms for key mathematical problems, as 
well as to develop a more general ability to create algorithmic solutions to novel 
problems (Fey, 1989, p. 262). An algorithmic approach leads to questions that deepen the 
understanding of mathematical material. Algorithmic thinking gives a basis for learners 
to implement a solution, prove its correctness, and analyze its performance. This 
contributes to the understanding of problem solving techniques and therefore has 
pedagogical value. According to Knuth (1974), a person does not really understand 
something until he teaches it to someone else. He goes on to clarify that a person does not 
really understand something until he can teach it to a computer, that is, express it as an 
algorithm.  
Computer programming, in particular, is the process of instructing the computer 
to implement algorithms using a programming language. Given the impact of computers 
and computing on almost every aspect of society, the ability to develop, analyze, and 





distinguish more efficient algorithms from less efficient ones for solving a given 
problem. The concept of complexity, which is deeply rooted in mathematics, focuses on 
the amount of resources (such as time and storage) necessary to execute an algorithm. 
Through studying the complexity of different algorithms, one can compare their 
efficiencies, their mathematical characteristics, and the speed at which they can be 
performed.  
Proulx (1997) found that the ability to measure and interpret complexity in 
addition to a good sense of scale makes students aware of the fact that some problems are 
indeed difficult, while many other seemingly complex problems can be solved rather 
easily. To see both the power and the limitations of computers, an understanding of how 
the complexities of different algorithms compare is necessary. In particular, students need 
to understand that some problems cannot be solved efficiently. Although technology may 
change the relative importance of individual algorithms, the mathematical ideas behind 
the design, construction, and analysis of algorithms and the experience of applying some 
of these ideas to devise and improve existing algorithms is of importance for students’ 
long-term mathematical education and will never become obsolete. Lovász (1996) writes 
“complexity, I believe, should play a central role in the study of a large variety of 
phenomena, from computers to genetics to brain research to statistical mechanics. In fact, 
these mathematical ideas and tools may prove as important in the life sciences as the 
tools of classical mathematics (calculus and algebra) have proved in physics and 
chemistry” (pg. 1).  
While efficiency and complexity are pervasive themes throughout the study of 





of presenting an algorithm. The practice ranges from an entirely informal description to 
programs in special programming languages. Lovász (2008) writes: “an important task 
for mathematics educators of the near future (both in college and high school) is to 
develop a smooth and unified style of describing and analyzing algorithms. A style that 
shows the mathematical ideas behind the design; that facilitates analysis; that is concise 
and elegant would also be of great help in overcoming the contempt against algorithms 
that is still often felt both on the side of the teacher and of the student” (pg. 7). High 
School mathematics courses are focused on preparing students to study calculus. Sylvia 
da Rosa (2004) claims that this has led students to the common misconception that 
mathematics is always continuous. In addition, few students are excited by pure 
mathematics. For most students to begin to appreciate mathematics, they have to see that 
it is useful. Exploring algorithms can help students see mathematics as a relevant and 
interesting subject. Teaching discrete mathematics can show them this because so many 
real applications are accessible at an elementary level (Maurer, 1997). 
Discrete mathematics is an exciting and appropriate vehicle for working toward 
and achieving the goal of educating people to be better at functioning in an increasingly 
technological society; have better reasoning power and problem-solving skills; are aware 
of the importance of mathematics in society; and are prepared for future careers which 
will require new and more sophisticated analytical and technological tools (Rosenstein, 
1997). Bernard Chazelle, a professor of computer science at Princeton University, in an 
interview in 2006 said on the future of computing: “The quantitative sciences of the 21st 





formulas at their core. In a few decades we will have algorithms that will be considered 
as fundamental as, say, calculus is today.”  
The important relationship between mathematics and algorithms is rarely stressed 
in high school (Henderson, 1997). An algorithm is a mathematical object.  The program, 
on the other hand, depends on the computer and/or the programming language used.  In 
high school, algorithms are usually restricted to the computer science curriculum and are 
taught in the context of a programming language. Gal-Ezer and Zur (2004) found that the 
study of algorithms gives the learner insight into the problems involved by providing 
techniques for solutions independent of programming languages. In fact, studies have 
shown that learning computer programming does not result in the improvement in general 
mathematical problem solving skills (Henderson, 1997). 
 A pre-programming approach to algorithms would emphasize the mathematical 
characteristics of algorithms without involving coding or the running of programs on a 
computer. This would make it possible to focus on the fundamental concepts of 
efficiency and complexity, and to provide knowledge and skills of value that are 
independent of the ever-changing programming languages. No comprehensive study of a 
pre-programming approach to algorithms and algorithmic complexity in a form that is 
accessible to high school instructors appears to exist. This study will address this need by 
providing a technical monograph on algorithms and algorithmic complexity that can be 
used at the high school level. In addition, this study will assess the appropriateness of 






One of the recent trends in mathematics education has been to include historical 
topics in the teaching of mathematics. The role of history of mathematics in helping 
teachers and students understand mathematics as a human activity is very important in 
the context of revitalizing mathematics curricula (Chacko, 1999).  Although there have 
been papers and books written on the history of algorithms, the history of algorithmic 
complexity has not been given nearly as much attention. This study will address this need 
by preparing a historical account of the development of algorithmic complexity in a form 
that is suitable to instructors and students of mathematics at the high-school level.  
 
2. Purpose of the Study 
This purpose of this study was to produce a technical monograph for high school 
mathematics teachers on the analysis of algorithms, emphasizing the concepts of 
complexity and efficiency, and to carry out an evaluation of the technical monograph. In 
order to increase the teachers’ opportunities to motivate their students, the technical 
monograph has been supplemented by historical background on the development of 
algorithms and algorithmic complexity.  
 The technical monograph was evaluated by submitting it for independent review 
to five expert mathematics instructors. On the basis of an evaluation form given to the 
reviewers, the investigation attempted to answer the following questions:  
 






2. Is the monograph lucid, clear, and well organized? Is it easy to use? Is the 
material presented in an order that makes sense for teaching purposes? 
 
3. Is there a value in using a pre-programming approach to teach algorithms?  
 
4. Are the concepts of computational complexity and efficiency developed 
effectively?  How can the development of these concepts be improved?  
 
5. Is the choice of algorithms presented selected adequate? Are there any algorithms 
that should have been included?  Are there any algorithms that should have been 
omitted? 
 
6. How useful is this material for high school mathematics teachers?  
 
Three of the reviewers, who were college mathematics professors, were well 
versed in the material presented in the technical monograph and had a lot of experience 
developing teaching material. They each offered valuable suggestions as to how the 
development of concepts and the structure of the technical monograph could be 
improved.  The two remaining reviewers, both of whom were high school mathematics 
teachers, had little exposure to algorithms and their analysis prior to reviewing the 
technical monograph, and therefore represent members of the target audience.  As such, 
they were able to provide relevant and useful feedback on the effectiveness of the 





3. Procedures of the Study 
After reviewing the literature on the history of algorithms as well as the history of 
algorithmic complexity, the investigator developed the second chapter which provides the 
reader with an interesting and relevant history to introduce the technical monograph in 
chapter four. 
Next, a careful review of many undergraduate and graduate textbooks on 
algorithms and their analysis as well as several discrete mathematics textbooks was 
undertaken by the investigator, which in turn guided the development of the technical 
monograph. The material that was selected for inclusion in the technical monograph was 
chosen on the basis of being accessible to high school mathematics teachers as well as 
fundamental to the analysis of algorithms.  The monograph uses a pre-programming 
approach which emphasizes the mathematical characteristics of algorithms and makes the 
material accessible to those without knowledge of a particular programming language. 
The monograph focuses on several important characteristics of algorithms of varying 
complexity including recursion, divide-and-conquer techniques, and the greedy methods 
within the context of analyzing algorithms for fundamental algorithmic problems 
including searching and sorting. 
The monograph was evaluated by submitting it for independent review to a panel 
of five expert mathematics instructors. The reviewers responded at length to an 
evaluation form prepared by the investigator. Their evaluations were then summarized 











1. History of Algorithms 
 
 Donald Knuth, who is widely recognized as the “father” of the analysis of 
algorithms, starts his multi-volume work, “The Art of Computer Programming,” 
describing algorithms as being basic to computer programming (Knuth, 1973a). Although 
algorithms are primarily associated with computing, they were being used in a variety of 
contexts long before the first computer. Chabert (1999) mentions that Babylonians 
employed algorithms for deciding points of law, Latin teachers used them for teaching 
grammar, and they have been used in many cultures for predicting the future, deciding 
medical treatment, and preparing food. In mathematics, early uses of algorithms included 
performing arithmetic operations, calculating square roots, testing for primality, aiding in 
factorization, estimating π, finding roots of equations, and solving systems of equations.  
 When the same kind of problem arises often, it becomes useful to learn the 
procedure for solving it, or the algorithm.  Not surprisingly, the number of algorithms 
that govern everyday processes is overwhelming. Harel (1987) and Chabert (1999) assert 
that everybody uses algorithms of one sort or another, often subconsciously, when 
changing a flat tire, constructing a do-it-yourself cabinet, operating a household gadget, 
following a recipe, knitting a sweater, dividing numbers, looking up a telephone number, 
updating a list of expenses, and filling out an income tax form.  
 Although the term algorithm is often used interchangeably with recipe, rule, 
technique, process, procedure, and method, its definition has evolved over time to typify 





different from the modern day definition, which was still being developed well into the 
second half of the twentieth century.  As a result there is some ambiguity as to what 
differentiates an algorithm from the other terms mentioned above. In Chabert’s 
comprehensive text The History of Algorithms (1999), he defines algorithms as step-by-
step instructions to be carried out mechanically to achieve some desired result. However, 
this definition represents but a stage in the evolution of the word ‘algorithm.’  
  The word ‘algorithm’ is a corruption of the name of the great ninth century Islamic 
mathematician Abu Ja’far Muhammad ibn Musa al-Khwarizmi. In his famous book Kitab 
al-jam wal tafriq bi hisab al-Hind, al-Khwarizmi introduced the Indian system of 
numeration, or the Hindu-Arabic numeral system, along with step-by-step rules for 
adding, subtracting, multiplying and dividing the numbers (Chabert, 1999). In the twelfth 
century, al-Khwarizmi’s work was translated from Arabic into Latin and as a result, the 
Indian system of numeration spread throughout Western Europe (Chabert, 1999). The 
Latin version of al-Khwarizmi’s work, entitled Algoritmi de numero indorum translates to 
“al-Khwarizmi Concerning the Hindi Art of Reckoning (Brezina, 2006).” The methods 
highlighted in the text were described as ‘algorisms,’ and therefore the word came to 
represent particular routine arithmetic procedures using Hindu-Arabic decimal numerals. 
Those who calculated using these new methods were called ‘algorists’ or 
‘algorithmicians,’ while the adherents of traditional calculating with counting tables and 
abacus-related methods based on the Roman numerals were called ‘abacists’ (Dossey, et 
al., 2006).  
Although the concept of an ‘algorithm’ gets its name from al-Khwarizmi, it has 





arithmetic operations for different systems of numeration can be traced back to as early as 
3000 BC. The contents of the Rhind papyrus and many cuneiform tablets of the 
Babylonians give evidence of attempts to generalize solutions of problems using 
computational formulas. The Greeks employed systematic methods for performing 
various geometric constructions and analyzing elementary number theory. Perhaps the 
most famous of these are the Sieve of Eratosthenes for developing a listing of the first n 
primes, Euclid’s algorithm for finding the greatest common divisor for a pair of positive 
integers, and Diophantus’s method for finding solutions to algebraic equations (Dossey, 
et al., 2006). 
The publication of Leonardo of Pisa’s Liber Abaci in 1202 first exposed 
Europeans to organized algorithms for operating with Arabic numerals. Influenced by al-
Khwarizmi’s work, Leonardo strongly advocated the use of Hindu-Arabic notation in his 
book.  It was not until the work of Francois Viete in the second half of the sixteenth 
century that algorithms for algebraic operations began to be represented in symbolic form 
(Dossey, et al., 2006). Prior to Viete, algorithms could only be communicated through 
instructive examples (Schrieber, 1994).  
After the Middle Ages, forms of the word ‘algorism’ became confused with the 
word ‘arithmetic’ and disappeared from usage until the middle of the nineteenth century 
(Dossey, et al., 2006). This confusion is evident in the definition of ‘algorithmus’ offered 
by the German mathematics dictionary, Vollständiges Mathematisches Lexicon, in 1747. 
“Under this designation are combined the notions for the four types of arithmetic 
calculations, namely addition, multiplication, subtraction, and division” (Knuth, 1973a, 





used at the time to denote ways of calculation with infinitely small quantities, as invented 
by Leibnitz. Further confusion regarding the origin of the word and its meaning can be 
seen in G. S. Klügel’s Mathematisches Wörterbuch, published in 1803. Klügel writes 
“Algorithms, also Algorismus, in the Middle Ages when calculating by the decadic 
ciphers was introduced into Europe, meant this new mode of computing. The word is 
composed from the Arabic ‘Al’ and the Greek ‘Arithmos’ like Almagestum…(p. 68).”  In 
1857, the Italian historian of mathematics, Baldassarre Boncampagni, set the record 
straight when he rediscovered and published two of the Latin versions of al-Khwarizmi’s 
work. Since then, the life and works of al-Khwarizmi and the spread of his influence in 
Western mathematics have attracted the interest of mathematicians and historians 
(Chabert, 1999). 
Despite this interest in al-Khwarizmi, Schreiber (1994) notes that use of the word 
‘algorithm’ has been diffused in the international mathematical literature only since about 
1950, which he attributes to the influence of Russian mathematics. In the 1930’s, before 
the advent of computers, mathematicians worked very actively to formalize and study the 
notion of an algorithm, which was then interpreted informally as a clearly specified set of 
simple instructions to be followed to solve a problem or compute a function (Baase and 
Van Gelder, 2000). As late as 1950, the word algorithm was most frequently associated 
with the Euclidean algorithm, and by 1957 the word did not even appear in Webster’s 
New World Dictionary. One would only find the older form ‘algorism,’ along with its 
ancient meaning, “the process of doing arithmetic using Arabic numerals (Knuth, 1973a, 
p.1).”  





specifying steps for carrying out a procedure grew in importance. As the field developed, 
it became necessary to establish a clear definition for procedures that could be carried out 
mechanically to differentiate from those that could not be.  Augusta Ada Byron, the 
Countess of Lovelace, was one of the first to recognize the importance of algorithms in 
the development of computing devices. In the 1840’s, she worked alongside Charles 
Babbage, the inventor of the first automated computing machine, to program his analytic 
engine which was intended to automatically execute a whole series of arithmetic 
operations (Dossey, et al., 2006). Although the machine was never completed, Babbage 
and Lovelace’s efforts provided inspiration for future computer programmers (Eves, 
1964).   
The starting point for the work that led to the modern definition of an algorithm 
can be traced to David Hilbert. In the 1890’s Hilbert developed the formal mathematical 
concept, whereby proofs are deductions from axioms, which are conceived as simple 
rules of the game. A given statement can be judged as true if it is not contradictory to the 
system of axioms. Using these axioms, Hilbert explained that all arithmetic could be 
reduced to logic in which the axioms and theorems would be represented by a finite 
sequence of symbols, and each proof would be carried out according to well-defined 
rules.  The concept of finiteness, which would later become an important characteristic of 
modern algorithms, was also addressed in Hilbert’s tenth problem, posed at the Second 
International Congress of Mathematicians in Paris in 1900. Hilbert sought a process by 
which, given a Diophantine equation with any number of unknown quantities and with 
arbitrary rational coefficients, it can be determined, in a finite number of operations, 





remained open until 1970, when it was proved that no such decision procedure exists 
(Karp, 1987).  
  Partial formalization of the concept of an algorithm began with attempts to solve 
Hilbert’s Entscheidungsproblem (the ‘decision problem’), which was to find a procedure 
by which, in a finite number of steps, it could be tested whether a formal expression 
could be deduced from a given system of axioms (Chabert, 1999). At the 1928 
International Congress, Hilbert posed a program of research consisting of the following 
three fundamental questions concerning the foundation of mathematical logic, the third of 
which is the Entscheidungsproblem:  
1. Is mathematics complete, that is, can every statement be confirmed as valid or 
invalid? 
2. Is mathematics consistent, that is, is it impossible to prove both a statement and its 
contradiction? 
3. Is mathematics decidable, that is, does there exist a procedure by which it can be 
decided without necessarily carrying out the proof, if a mathematical statement is 
true? 
In order to tackle the Entscheidungsproblem and show that there are certain problems for 
which an algorithm cannot provide a solution, a clear definition of the concept of an 
algorithm was necessary (Chabert, 1999). In 1931, Kurt Gödel proved the incompleteness 
of arithmetic; that there exist some propositions in arithmetic for which it is impossible to 
prove whether they are true or false (Chabert, 1999). To prove his theorem, Gödel 
introduced the concept of a general recursive function, which has the property of being 





Kleene, and Emil Post who attacked Hilbert’s Entscheidungsproblem and showed that 
there were undecidable problems, that is mathematical statements for which no procedure 
exists by which it can be decided if the statement is true or false. To do this, each of them 
defined computability, which is directly connected to the concept of an algorithm 
(Chabert, 1999).  
 In 1935 Church presented a paper entitled An Unsolvable Problem of Elementary 
Number Theory, in which he defined a recursive function or algorithm, similar to that of 
Gödel, which inspired further work by Kleene (Chabert, 1999). Later that year, Kleene 
published an article, General Recursive Functions of Natural Numbers, in which he 
further developed the ideas of Gödel and provided a proof of the existence of unsolvable 
problems.  In Turing’s 1936 paper On Computable Numbers with an Application to the 
Entscheidungsproblem, he introduced a theoretical model of a computing machine, called 
the Turing machine, which was a formalization of the intuitive idea of what was involved 
in performing a calculation. He posited a thesis that every algorithm could be 
programmed on a Turing machine. In the same paper, Turing proved that no algorithm 
could, upon being given an arbitrary formula of the predicate calculus, decide in a finite 
number of steps, whether the formula was satisfiable (Cook, 1987). Before Turing 
invented his machine, Church proposed a thesis that every function that can be computed 
by an algorithm can be defined using lambda calculus. In the same year as Turing, Post 
created the Post machine, which he hoped would prove to be the ‘universal algorithm 
machine’ (Homer and Selman, 2001). The formalizations of Church, Post, and Turing are 
provably equivalent and express the same beliefs, which were commonly known as 





not a part of mathematics at that point in time. Hence, there was a need to develop a 
modern definition of an algorithm.  
 In Knuth’s The Art of Computer Programming, he defines an algorithm as “a finite 
set of rules which gives a sequence of operations for solving a specific type of problem” 
(Knuth, 1973a, p.4).  He also describes five important characteristics of an algorithm; 
finiteness, definiteness, input, output and effectiveness. An algorithm is ‘finite,’ meaning 
it terminates after a finite number of steps.  An algorithm is ‘definite,’ where each step of 
the algorithm must be precisely defined and the actions to be carried out must be 
rigorously and unambiguously specified for each case. An algorithm has one or more 
‘inputs’, that is, quantities which are assigned to it before the algorithm begins. These 
inputs are taken from specified sets of objects. An algorithm has one or more ‘outputs,’ 
or quantities which have a specified relation to the inputs. Lastly, ‘effectiveness’ means 
that all the operations to be performed in the algorithm must be sufficiently basic so that 
they can, in principle, be executed exactly and in a finite length of time by a man using a 
pencil and paper (Knuth, 1973a). Rosen (1999) and Morrow and Kenney (1998) also 
mention the property of ‘correctness’ or ‘conclusiveness,’ in that an algorithm should 
produce the correct output values for each set of input values or announce that it cannot 
solve it for that particular input.    
Armed with this modern definition, if one were to review many of the processes 
that at one point in time were considered algorithms, only a fraction of them would retain 
the same classification. In particular, the restriction that algorithms be finite may cause 
confusion as to what should and should not be considered an algorithm, both in the 





calculate square roots and approximate Pi may never have a final step and thus would not 
be considered finite. Algorithms that create pseudorandom numbers would also be 
questionable because the concepts of random numbers and randomness seem to lie in 
direct contrast with the requirement that an algorithm be conclusive (Morrow and 
Kenney, 1998). Additionally, any procedure that has a command to generate random 
numbers may not be considered an algorithm because each step is not definite or 
precisely specified. For the same reason, the likening of an algorithm to a recipe is also 
problematic.  
David Harel, in his book Algorithmics, writes “baking a delicious raisin cake is a 
process that is carried out from the ingredients, by the baker, with the aid of the oven, 
and, most significantly, according to the recipe. The ingredients are the inputs to the 
process, the cake is the output, and the recipe is the algorithm (Harel, 1987, p. 5).” The 
level of detail used in the steps of the recipe, however, may not be precisely defined.    
Harel (1987) goes on to describe a recipe for a chocolate mousse, which calls for 
the following ingredients (or inputs): eight ounces semi-sweet chocolate pieces, two 
tablespoons of water, a quarter cup of powdered sugar, six separated eggs, etc. The 
outputs are six to eight servings of delicious chocolate mousse. The recipe begins, “Melt 
chocolate and two tablespoons water in double boiler. When melted, stir in powdered 
sugar; add butter bit by bit. Step aside. Beat egg yolks until thick and lemon-colored, 
about five minutes (Harel, 1987, p. 11).” Harel notes that if one analyzes the step, ‘stir in 
powdered sugar,’ one could question the definiteness of this task. Why did the recipe not 
elaborate to say ‘take a little powdered sugar, pour it into the melted chocolate, stir it in, 





grains of powdered sugar, pour them into the melted chocolate, pick up a spoon and use 
circular movement to stir it in?’ The author of the recipe assumed that reader would 
understand what was meant by ‘stir in powdered sugar’ and therefore did not elaborate. 
However such assumptions can lead to confusion when it comes to interpreting the steps 
of an algorithm. As a result, it is important that each step is precisely defined. 
Additionally, had the author elaborated and written ‘take 2365 grains of powdered sugar, 
pour them into the melted chocolate, pick up a spoon and use circular movement to stir it 
in’ this would have increased the number of elementary steps involved in the recipe. The 
level of detail is very important when it comes to describing an algorithm’s elementary 
instructions and needs to be considered when deciding what steps to take into 
consideration when calculating an algorithm’s complexity, or level of computational 
difficulty. 
 Algorithms can be expressed using many different kinds of notations, including 
natural languages, pseudocode, flowcharts, or more commonly, programming languages. 
Regardless of the notation used, the steps of the algorithm should be appropriately 
defined for the comprehension of a potential reader or user of the algorithm. However, 
‘appropriately defined’ is somewhat subjective. As a result, there needs to be an 
understanding regarding the basic actions an algorithm is capable of prescribing. For 
example, recipes often entail stirring, mixing, pouring and heating. One might decide that 
these steps should be considered basic to recipes. On the other hand, an algorithm for 
multiplying matrices might take for granted that the reader knows how to multiply two 
integers. Different problems are naturally associated with different kinds of basic actions. 





operations and their suitability to the matter at hand. Additionally, once the basic 
operations allowed have been decided, it becomes possible to count the number of basic 
operations performed. The ability to calculate measurements of this type is extremely 
important when analyzing algorithms.  
 
2. History of Algorithmic Complexity 
  The analysis of algorithms is a relatively new area of research. It emerged as a 
scientific subject during the 1960’s and has been quickly established as one of the most 
active fields of study. According to Kronsjö (1987), the goal of analyzing algorithms is 
“to obtain sufficient understanding about the relative merits of complicated algorithms to 
be able to provide useful advice to someone undertaking an actual computation (p. 1).” 
Sedgewick and Flajolet (1996), and Cormen, et al. (2001) also stress the importance of 
being able to predict the performance characteristics or resources required for execution 
of particular algorithms, and to determine how they compare to different algorithms for 
the same problem. Occasionally, resources such as memory, communication bandwidth, 
or computer hardware are of primary concern, but most often it is computational time that 
is measured. Generally, by analyzing several candidate algorithms for a problem, the 
most efficient one can be identified. 
Historically, an interest in optimizing arithmetic algorithms can be traced back to 
the Middle Ages (Chabert, 1999). Methods for reducing the number of separate 
elementary steps needed for calculation are described in an Arabic text by Ibn al-Majdi, a 
fourteenth century Egyptian astronomer. He compared the method of translation, which 





which was used only for calculating the squares of numbers. Based on Ibn al-Majdi’s 
writings, if one were to use the method of translation to find the square of 348, for 
example, it would require nine multiplications. However, if one were to use the method 
of semi-translation to calculate the same product, it would require only six 
multiplications. In general, when squaring a number of n digits, the translation method 
takes  elementary multiplications while the semi-translation method takes n(n-1)/2 
elementary multiplications. In considering the number of steps, it is important to note that 
Ibn al-Majdi counted neither the number of elementary additions nor the doublings 
(Chabert, 1999).  
Centuries later, in 1937, Arnold Scholtz studied the problem of optimizing the 
number of operations required to compute  (Kronsjö, 1987). In order to compute , 
for example, it can be done in seven multiplications:
 
x 2,x 3,x 5,x10,x 20,x 30,x 31. However, if 
division is allowed, it can be done in six arithmetic operations. Kronsjö (1987) notes that 
the problem of computing  with the fewest number of multiplications is far from being 
solved.  
In the 1950’s and 1960’s, several mathematicians worked on optimization 
problems similar to that of Scholtz and Ibn al-Majdi. In order to evaluate a polynomial 
function 
 
f (n) = an x
n + an −1x
n −1 + ...+ a1x + a0 at any point, it requires at most n additions 
and 2n-1 multiplications. Horner’s method, which involves rewriting the polynomial in a 
different form, only requires n multiplications and n additions, which is optimal in the 
number of multiplications under the assumption that no preprocessing of the coefficients 















method, it requires eight multiplications and four additions1. In 1968, V. Strassen 
introduced a ‘divide-and-conquer’ method that reduced the number of multiplications to 
seven at the cost of fourteen more additions (Wilf, 2002). Generalizing his method to the 
multiplication of two nxn matrices (where n is an even number) reduces the number of 
multiplications from  multiplications to  multiplications (Kronsjö, 1987). It is 
important to note that if additions are taken into consideration, Strassen’s method is less 
efficient than the standard method for small inputs (Sedgewick, 1983). In order to 
compare different methods for solving a given problem, one needs to decide which 
operations should be counted and how they should be weighted. This decision, which is 
highly contingent on the method of implementation, is extremely important when 
comparing the efficiency of different algorithms. For example, computers typically 
consider multiplication to be more complex than addition. As a result, reducing the 
number of multiplications at the expense of some extra additions was preferable.  
Attempts to analyze the Euclidean algorithm date back to the early nineteenth 
century. In his well-known 1844 paper, Gabriel Lamé proved that if u > v > 0, then the 
number of division steps performed by the Euclidean algorithm E(u,v) is always less than 
five times the number of decimal digits in v (Shallit, 1994). Although Lamé is generally 
recognized as the first to analyze the Euclidean algorithm, several other mathematicians 
had previously studied it. Shallit (1994) notes that sometime in between 1804 and 1811, 
Antoine-Andre-Louis Reynaud proved that the number of division steps performed by the 
Euclidean algorithm, E(u,v), is less than or equal to v.  Several years later he refined his 
upper limit to v/2 (which Lamé proved to be false).  
                                                 
1 See Appendix D for a more detailed comparison of the standard algorithm and Strassen’s algorithm for 









Schreiber (1994) notes that algorithmic thinking has been a part of the study of 
geometric constructions since Antiquity. He explains that “the first studies on the 
unsolvability of problems by special instruments (i.e. by special classes of algorithms) 
and the first attempts to measure, compare, and optimize the complexity of different 
algorithms for solving the same problem” were in the field of geometric constructions 
(Schreiber, 1994, p. 691). These attempts can be seen in Émil Lemoine’s 1902 
‘Géométrographie’ (Schreiber, 1994).  
In 1864, Charles Babbage predicted the significance of the study of algorithms. 
He wrote, “As soon as an Analytical Engine [i.e. general purpose computer] exists, it will 
necessarily guide the future course of the science. Whenever any result is sought by its 
aid, the question will then arise - By what course of calculation can these results be 
arrived at by the machine in the shortest time (Knuth, 1974, p. 329)?” The time taken to 
execute an algorithm, as Babbage predicted, is an important characteristic in quantifying 
an algorithm’s efficiency.   
The introduction of the Turing machine in 1937 led to the development of the 
theory explaining which problems can and cannot be solved by a computer. This brought 
about questions regarding the relative computational difficulty of computable functions, 
which is the subject matter of computational complexity (Cook, 1987). Michael Rabin 
was one of the first to address what it means to say that a function f is more difficult to 
compute than a function g in his 1960 paper Degree of Difficulty of Computing a 
Function and Hierarchy of Recursive Sets. Juris Hartmanis and Richard Stearns, in their 
1965 paper On the Computational Complexity of Algorithms, introduced the notion of 





Around the same time, Alan Cobham published The Intrinsic Computational Difficulty of 
Functions, which discussed machine-independent theory for measuring computational 
difficulty of algorithms. He considered questions such as whether multiplication is harder 
than addition and what constitutes a “step” in computation (Cook, 1987). These 
fundamental questions helped shape the concept of computational complexity. The field 
of computational complexity, which may be credited to the pioneering work of Stephen 
Cook, Richard Karp, Donald Knuth, and Michael Rabin, categorizes problems into 
classes based on the type of mathematical function that describes the best algorithm for 
each problem. How is this mathematical function computed and how can the best 
algorithm for a problem be identified? 
 Several of the early authors on computational complexity struggled with the 
question of finding the most appropriate method to measure complexity. Although most 
agreed on computational time and space, the methods posed for these measurements 
varied. Kronsjö (1987) and Rosen (1999) define the time complexity of an algorithm as 
the amount of time used by a computer to solve a problem of a particular size using the 
algorithm. They define the space complexity of an algorithm as the amount of computer 
memory required to implement the algorithm. Thus, space and time complexity are tied 
to the particular data structures used to implement the algorithm. Although the concept of 
complexity is often addressed within the context of computer programs, given the 
variability in the space and speed of computers, a measurement that is independent of the 
method of implementation is often preferred.  
 A useful alternative, Kronsjö (1987) and Rosen (1999) note, is a mathematical 





the computational complexity of an algorithm as the computational power required to 
solve the problem. This is measured by counting the number of elementary operations 
performed by the algorithm. The choice of elementary operation or operations will vary 
depending on the nature of the problem that the algorithm is designed to solve.  As long 
as the elementary operations are chosen well and are proportional to the total number of 
operations performed by the algorithm, this method will yield a consistent measurement 
of the computational difficulty of an algorithm which can be used to compare several 
algorithms for the same problem.  
 The number of elementary operations performed by an algorithm typically 
grows with the size of the input. Therefore, it is customary to describe the computational 
complexity or simply, complexity of an algorithm as a function of n, the size of its input 
(Cormen, et al., 2001). Additionally, the choice of n depends on the context of the 
problem for which the algorithm is being used. When n is sufficiently small, two 
algorithms may solve a problem using the same number of elementary operations. As n 
increases, one of the algorithms may perform significantly fewer elementary operations 
than the other, which would identify it as being more efficient. As such, it is important to 
consider the behavior of algorithms for large values of n.  Further, for inputs of the same 
size, the number of elementary operations performed by an algorithm may vary 
depending on the structure of the input. To account for this, the complexity of certain 
algorithms can be expressed in terms of the worst-case, average-case, and best-case 
performances by computing a separate function for each.  
 The worst-case complexity of an algorithm is the greatest number of operations 





algorithm is the least number of operations needed to solve the problem over all inputs of 
size n. The average-case complexity of an algorithm, is the average number of operations 
needed to solve the problem over all possible inputs of size n assuming all inputs are 
equally likely (Maurer and Ralston, 2004). Throughout this study the “complexity of an 
algorithm” will refer to the “number of specified elementary operations performed by the 
algorithm.”  
Big-O notation, which was introduced by the German mathematician Paul 
Bachmann in 1894, is used extensively in the analysis of algorithms to describe the order 
of growth of a complexity function (Rosen, 1999). In particular, big-O gives an upper 
bound on the order of growth of a function. Knuth (1976) mentions that people often 
abuse big-O notation by assuming that it gives an exact order of growth; using it as if it 
specifies both a lower bound as well as an  upper bound. Motivated by the misuse of big-
O notation, Knuth introduced the big-Omega and big-Theta notations in the 1970s 
(Knuth, 1976). Big-Omega (denoted by the symbol Ω) provides a lower bound on the 
order of growth of a function, while big-Theta (denoted by the symbol ϴ) provides both 
an upper and lower bound on the order of growth of a function. Big-O, big-Omega, and 
big-Theta will be defined in the technical monograph.  In order to compare the efficiency 
of two algorithms it suffices to compare the orders of growth of their respective worst-
case complexity functions. Unlike big-O and big-Omega, big-Theta gives an exact order 
(without being precise about constant factors) and is therefore the most appropriate of the 
three for making comparisons.  
Big-O notation is often used to classify the complexity of algorithms. In 





its complexity is O(1), in other words, if its complexity is bounded above by a constant. 
Furthermore, an algorithm with an input size of n is said to have logarithmic time 
complexity if its complexity is O(logn), linear time complexity if its complexity is O(n), 
nlogn time complexity if its complexity is O(nlogn), polynomial time complexity if its 
complexity is O(nk), exponential time complexity if its complexity is O(bn) where b>1 
and factorial time complexity if its complexity is O(n!).  
An important concept that was developed by 1965 was the identification of the 
class of problems solvable by algorithms with polynomial time complexity. The 
distinction between algorithms with polynomial and exponential time complexities was 
made as early as 1953 by Von Neumann, but the class of problems was not defined 
formally until Cobham in 1964 (Cook, 1987).  Exponential time algorithms often perform 
exhaustive searches, whereas polynomial time algorithms rely on deeper insight into the 
structure of a problem. There is wide agreement that a problem has not been “well-
solved” until a polynomial time algorithm is known for it (Garey and Johnson, 1979). A 
problem that is solvable using an algorithm with polynomial time complexity is called 
‘tractable’ or ‘easy’, whereas problems that cannot be solved using an algorithm with 
polynomial time complexity are called ‘intractable’ or ‘hard’ (Rosen, 1999).  The first 
examples of ‘intractable’ problems were obtained in the early 1960’s, as part of work on 
complexity “hierarchies” by Hartmanis and Stearns (Garey and Johnson, 1979). By the 
late 1960’s, a sizable class of practical problems that had not so far been solved with 
polynomial time algorithms was developed. These problems, which were known as NP-
Complete, are believed to have the property that no algorithm with polynomial time 





polynomial time complexity. Additionally, these problems share the property that if any 
of them can be solved by an algorithm with polynomial time complexity, then they can 
all be solved by algorithms with polynomial time complexity (Rosen, 1999). To 
understand this difference, consider the problem of finding a solution to a Diophantine 
equation. There is no general method for finding a solution, however, it is relatively easy 
to check a proposed solution (Karp, 1987).  
The foundations for the theory of NP-Completeness were laid in Cook’s 1971 
paper, entitled The Complexity Theorem Proving Procedures. Subsequently, Karp 
presented a collection of results in his influential 1972 paper, which showed that twenty 
one important problems are NP-Complete. This generated tremendous interest in the 
notion of NP-Completeness. The question of whether or not the NP-Complete problems 
are ‘intractable’ is considered to be one of the foremost open questions of contemporary 
mathematics and computer science (Garey and Johnson, 1979).  
Two well-known NP-Complete problems are the ‘Number Partitioning Problem’ 
and ‘The Traveling Salesman Problem.’ Suppose a group of kids want to split up into two 
teams that are evenly matched. If the skill of each player is measured by an integer, can 
the kids be split into two groups such that the sum of the skills in each group is the same? 
This is an example of the ‘Number Partitioning Problem’, a classic and surprisingly 
difficult problem in computer science, often called the ‘easiest hard problem’ (Hayes, 
2002). The problem can be described as follows: given a set of n positive integers, 
separate them into two subsets such that the sum of the subsets is as close as possible to 
each other. Ideally, the two sums would be equal, but this is possible only if the sum of 





choose two subsets that differ by one. Try the problem on an arbitrary set of numbers 
such as {62, 24, 59, 71, 32, 25, 21, 39, 36, 63}. How many different possibilities are 
there? As you see, for large values of n this can become very time consuming! In order to 
find the subset pair whose sum is the closest, consider all possible subset pairs, calculate 
their sums, and return the pair whose sum is the closest. Since the number of subsets for 
an n element set is given by 2n, as n increases the number of possibilities grows 
exponentially.  
The ‘Traveling Salesman Problem’ can be described as follows: given n cities 
where n is a positive integer, and the distances between every pair of n cities, find a tour 
of minimal length, where a tour is a closed path that visits every city exactly once. 
Consider for example, the problem of finding the best tour of the state capitals of the 
United States. Provided the cost of traveling between cities is symmetric, the number of 
tours of n cities is (n-1)!/2. In order to find the best tour of the state capitals, this would 
require calculating 49!/2 distances and then finding the shortest one. This would take 
even the fastest computers billions of years to solve (Papadimitriou and Steiglitz, 1982).  
 While some problems, such as the Number Partitioning Problem and the Traveling 
Salesman Problem, are ‘hard’ problems, there are many problems for which an ‘efficient 
solution’ can be found.  An ‘efficient solution’ to a problem generally refers to an 
algorithm with polynomial time complexity but the term ‘efficient’ can also be used 
when comparing algorithms for the same problem to describe the one that uses fewer 
elementary operations. The analysis of algorithms is an important aspect of problem 
solving in that it provides insight into the nature of a problem. Knowledge of whether a 









A careful review of many undergraduate and graduate textbooks on algorithms 
and their analysis as well as several discrete mathematics textbooks was undertaken by 
the investigator, which in turn guided the development of the technical monograph.  In 
particular the investigator drew from the selection of algorithmic problems and the 
methods used to analyze different algorithms  presented in Discrete Algorithmic 
Mathematics by Maurer and Ralston, Discrete Mathematics by Dossey, et al., Computer 
Algorithms: Introduction to Design and Analysis by Baase and Van Gelder, Introduction 
to Algorithms: A Creative Approach by Manber, The Design and Analysis of Computer 
Algorithms by Aho et al., Discrete Mathematics and its Applications by Rosen, and An 
Introduction to the Analysis of Algorithms by Sedgewick and Flajolet. The material that 
was selected for inclusion in the technical monograph was chosen on the basis of being 
accessible to high school mathematics teachers as well as fundamental to the analysis of 
algorithms. The method utilized by the technical monograph focuses on exposing readers 
to a number of possible solutions to the same problem, in order to promote a better 
understanding of what it means for one algorithm to be more efficient than another and to 
highlight different problem solving techniques. 
The monograph contains eleven algorithmic problems including numerical 
problems, optimization problems, graph problems and geometric problems. ‘The 





fundamental to how computers operate and also because they dominate many other 
seemingly unrelated  problems. ‘The Maximum/Minimum Problem’ was included 
because it can be shown rather easily that the divide and conquer algorithm is more 
efficient than the standard algorithm. The ‘Linear Search’ algorithm was included 
because its average case complexity can be computed rather easily.   
Several of the problems including ‘The Convex Hull Problem’ and ‘The Closest 
Pair Problem’ were selected because although they can easily be solved by a high school 
student, describing how to arrive at a solution can be challenging and rewarding. The 
matching problems were included because they have a variety of useful applications and 
students tend to enjoy them the most. In particular ‘The Stable Marriage Problem’ is very 
well liked.   
When faced with a problem, it is important to consider whether it is possible for 
the problem to have more than one solution.  As such, the monograph contains problems 
that have unique solutions as well as problems that have several solutions. ‘The Convex 
Hull Problem’ and ‘The Sorting Problem’ have unique solutions while ‘The Stable 
Marriage Problem’ and ‘The Maximum Cardinality Matching in a Bipartite Graph 
Problem’ can have several solutions. 
For the most part, two algorithms are presented for each problem so their 
performances can be compared. The choice of algorithms highlights important problem 
solving techniques including divide-and-conquer techniques, brute-force, and the greedy 
method, each of which will be described in greater detail in this chapter. Brute-force 
algorithms are usually inefficient but they can provide a good starting point for 





are usually very efficient and illustrate the concepts of recursion and iteration. Greedy 
algorithms are often used to solve optimization problems, although they are not always 
successful in finding globally optimal solutions.  
Some of the algorithms presented return different solutions for the same problem 
depending on a choice or series of choices made in the process. In the Gale Shapley 
algorithm for ‘The Stable Marriage Problem’, the algorithm can yield two different stable 
matchings depending on whether the men or the women do the proposing first. Similarly, 
the Edmonds-Karp algorithm for ‘The Maximum Cardinality Matching Problem in 
Bipartite Graph’ can yield different matchings depending on which flow-augmenting path 
is augmented first. 
The monograph uses a pre-programming approach in order to emphasize the 
mathematical characteristics of algorithms and to make the material accessible to high 
school mathematics students. Through a mathematical analysis of an algorithm’s 
performance, important characteristics of its design and efficiency can be addressed.  The 
complexity of an algorithm can be estimated by isolating a particular operation 
fundamental to the problem and then counting the number of times the algorithm 
performs this operation for an input of a given size.  This method provides criteria for 
comparing several algorithms for the same problem to determine which is the most 
efficient with respect to the chosen operation.  
 The choice of elementary operation will vary depending on the nature of the 
problem that the algorithm is designed to solve (and in some cases may involve more 
than one operation). It should however, be fundamental to the algorithm; for example, the 





the number of comparisons needed to sort a sequence, the number of multiplications 
needed to multiply two matrices. As long as the elementary operations are chosen well 
and are proportional to the total number of operations performed by the algorithm, this 
method will yield a consistent measurement of the complexity of an algorithm and 
provide a good criterion for comparing several algorithms for the same problem. 
Throughout this study the “complexity of an algorithm” will refer to the “number of 
specified elementary operations performed by the algorithm.”  
In general, the number of elementary operations performed by an algorithm grows 
with the size of the input. As such, it is traditional to describe the complexity of an 
algorithm as a function of n, its input size. The best notion for input size depends on the 
nature of the problem being studied. For sorting and searching problems, the most natural 
measure of n is the number of items in the input sequence. If the problem were to 
evaluate a polynomial, n would be better suited as the degree of the polynomial. If it were 
to multiply square matrices, on the other hand, n would represent the degree of the 
matrices. 
When n is sufficiently small, different algorithms may require the same number of 
elementary operations to solve a given problem.  For example, two algorithms for 
alphabetizing a list of names may only require one elementary operation (namely, a 
comparison) when the input sequence has length n=2. However, as n increases, one of 
the algorithms may perform significantly fewer elementary operations than the other, and 
would therefore be considered more efficient. Maurer and Ralston (2004) note that as 
computers get faster, people use them on larger and larger problems, so if there are a 





which algorithm is most efficient for large n. As such, the choice of an algorithm for 
small inputs is not critical.  It is of greater importance to consider the behavior of 
algorithms for large values of n.   
In addition to input size, the measure of complexity should also reflect the 
structure of the input. Even for inputs of the same size, the number of elementary 
operations performed by an algorithm can vary depending on the specific input. For 
example, an algorithm for alphabetizing a list of names may require very little work if 
only a few of the names are out of order, but it may involve much more work if many of 
the names are out of order. In this study we will analyze algorithms whose complexity 
depends on the structure of the input as well as algorithms whose complexity is the same 
for all inputs of a given size. For algorithms whose complexity depends on the structure 
of the input we can differentiate between the worst-case, average-case, and best-case 
scenarios by computing a separate function for each case.  For algorithms that perform 
the same number of elementary operations for all inputs of the same size, it suffices to 
describe their complexity by a single function (as their worst-case, average-case, and 
best-case scenarios are all the same).  
 The worst-case complexity of an algorithm is the greatest number of operations 
needed to solve the problem over all inputs of size n. In contrast, the best-case 
complexity of an algorithm is the least number of operations needed to solve the given 
problem for all inputs of size n.  The average-case complexity function, which is the most 
typical of the three but usually much more difficult to compute, quantifies the algorithm’s 
average performance over all possible inputs of the same size assuming all inputs are 





illustrated in this study will analyze the worst-case performance for given algorithms. We 
will accomplish this by describing an algorithm’s worst-case complexity function and 
determining its order of growth, using big-Theta notation. Big-Theta (denoted by the 
symbol ϴ or for the purposes of this text, Ord) provides both an upper and lower bound 
on the order of growth of a function. This is defined as the exact order of growth of a 
function, without being precise about constant factors (Knuth, 1976). Given two positive 
valued functions f(n) and g(n), we say that f(n) is order g(n), written  f(n) =ϴ(g(n)) or 
alternatively f(n)=Ord(g(n)) if there are positive constants  𝑐1and 𝑐2 such that 𝑐1𝑔(𝑛) ≤
𝑓(𝑛) ≤ 𝑐2𝑔(𝑛) for all but finitely many n.  
For large values of n, the lower order terms of a function are relatively 
insignificant in comparison to the leading term. As a result, for large n, only the leading 
term of the function needs to be considered when describing its order. Additionally, 
because functions that only differ by a constant have the same order, the leading term’s 
coefficient is ignored. For example, we would write Ord(n) instead of Ord(5n+4). 
Similarly, we would write Ord(logn) without specifying the base of the logarithm. Note 
that by the change of base theorem log𝑏 𝑛 = log𝑎 𝑛log𝑎 𝑏 so log𝑎 𝑛 = 𝑐 log𝑏 𝑛 for some constant 
c=log𝑎 𝑏. Since logarithms with different bases only differ by a constant factor, we can 
treat Ord(log𝑏 𝑛) as Ord(logn) without specifying a base.  
One algorithm is considered to be more efficient than another if its worst-case 
complexity function has a lower order of growth. Let f(n) and g(n) be two positive valued 
functions such that lim𝑛→∞ 𝑓(𝑛)𝑔(𝑛) = 0, then we say that f(n) has a lower order of growth 





Ord(f(n))<Ord(g(n)). Note that in the case of algorithms whose complexity is the same 
for all inputs of a given size, we need not specify worst-case.  
Another notation, which is widely used in textbooks on algorithms is the big-O 
notation.  Big-O gives an upper bound on the order of growth of a function. Given two 
positive valued functions, f(n) and g(n), we say that f(n) =O(g(n)), if there is a constant c 
such that  f(n) ≤cg(n)) for all but finitely many n. If f(n) =O(g(n)) we say “f(n) is 
O(g(n)).” Maurer and Ralston (2004) and Knuth (1976) note that some textbooks 
mistakenly treat big-O and order as though they are the same. This has led to the 
misconception that algorithms can be compared by looking at what they are big-O of, 
which is not always useful.  
An advantage of using big-O instead of order is that when big-O is used to 
describe the worst-case complexity function of an algorithm, it also gives an upper bound 
on the complexity of the algorithm for every input. As such, big-O is often used to 
classify the complexity of algorithms. In particular, an algorithm with an input size of n is 
said to have constant time complexity if its complexity is O(1), in other words, if its 
complexity is bounded above by a constant. Furthermore, an algorithm with an input size 
of n is said to have logarithmic time complexity if its complexity is O(logn), linear time 
complexity if its complexity is O(n), nlogn time complexity if its complexity is O(nlogn), 
polynomial time complexity if its complexity is O(nk), exponential time complexity if its 
complexity is O(bn) where b>1 and factorial time complexity if its complexity is O(n!).  
While big-O notation is used to handle upper bounds, big-Omega notation 
(denoted by the symbol ) gives a lower bound on the order of growth of a function. 







constant c such that  f(n) ≥cg(n)) for all but finitely many n. If f(n) =Ω(g(n)) we say “f(n) 
is Ω(g(n)).” When Ω-notation is used to describe the best-case complexity function of an 
algorithm, it also gives a lower bound on the complexity of the algorithm for every input. 
In order to describe the complexity of an algorithm we will either find the order of 
the algorithm’s worst-case complexity function or use big-O to give an upper bound on 
its worst-case complexity function. For algorithms whose complexity does not depend on 
the structure of the input, we will either find the order of the algorithm’s complexity 
function or use big-O to give an upper bound on its complexity function.  
The task of explicitly describing the complexity functions (or function) for a 
given algorithm and analyzing their orders of growth, will be investigated further in this 
chapter. 
 
2.  Divide-And-Conquer Algorithms 
 Recursion is a fundamental technique in the design of efficient algorithms. A 
function is said to be defined recursively when the function being defined is called upon 
in its own definition. For example, consider two different ways of defining n!, for a 
positive integer n: 
(i) n! is the product of all the whole numbers from 1 to n, inclusive 
(ii) If n=1 then n!=1, else n! =n(n-1)! 
The first definition is non-recursive. The second definition is recursive because 
the value of n!  is defined in terms of the same function at a smaller value. Many useful 





themselves recursively one or more times to deal with closely related sub-problems. 
Algorithms that typically follow this approach are called divide-and-conquer algorithms. 
When an algorithm contains a recursive call to itself, its complexity can often be 
described by a recurrence relation. In this section we will look at how to solve recurrence 
relations to find complexity functions for divide-and-conquer algorithms. A recurrence 
relation for a sequence 𝑎0,𝑎1,𝑎2, … . 𝑎𝑘, …  is a formula that relates each term 𝑎𝑘 in the 
sequence to a certain number of its predecessors. The initial conditions for such a 
recurrence relation specify the values of these predecessors and must be given in order to 
compute the remaining terms in the recurrence relation. 
The solution of a recurrence relation is an explicit formula for the sequence it 
defines. The most basic method for solving recurrence relations is the method of 
iteration, which is used to solve recurrence relations of the form 
 
xk = axk −1 + b and 
xk = axk 2 + b . To solve a recurrence relation by iteration, the method involves starting 
with the initial conditions and then calculating successive terms of the sequence until a 
pattern is observed. The solution is a formula based on this pattern that can be used to 
define the remaining terms in the sequence.  
 The ability to solve recurrence relations will prove to be very helpful when the 
complexity function for an algorithm is described recursively. A function is said to be 
defined recursively when the function being defined is called upon in its own definition. 
Such is generally the case with complexity functions for divide-and-conquer algorithms.   
  A divide-and-conquer algorithm takes a problem and divides it into a fixed 
number of smaller problems of the same kind, which can themselves be divided into the 





repeatedly applied until the solutions of the smaller problems can be found easily and 
then used to conquer, or solve the original problem. 
 A recurrence relation for an algorithm’s complexity function is an equation that 
gives the number of elementary operations for an input size n in terms of the number of 
elementary operations for smaller input sizes. Oftentimes we will need to find the 
solution to the recurrence relation in order to obtain the complexity function.  
 Suppose you have a sequence of n distinct elements where each pair of elements 
can be ordered. Consider the problem of finding the maximum elements in the sequence. 
The only operation that can be used to gain information about the sequence is the 
comparison of two elements. Hence, we will consider the comparison of two elements to 
be an elementary operation. Let An  represent the number of comparisons necessary to 
find the maximum element of a sequence of length n. For n=2, to find the maximum, we 
need only compare the two elements in the sequence, hence, A2 = 1 . If we were to add an 
element to this sequence, then in order to find the maximum we need only compare the 
additional element to the maximum of the existing two elements; hence, for n=3, A3 = 2 . 
In general, if we know the maximum element of a sequence of length k-1, then we need 
only compare this maximum to the kth element to find the maximum of a sequence of 
length k. So for a sequence of length n, the number of comparisons is given by
 
An = n −1. 
Similarly, it can be shown that it would require n-1 comparisons to find the minimum 
element of a sequence of length n.  
Next, let’s consider the problem of finding both the maximum and minimum 
elements in a sequence of n distinct elements. We will look at two algorithms for solving 





method described the previous example, the maximum element in the sequence can be 
found in n-1 comparisons. Once the maximum element has been found, applying the 
same method to find the minimum would use an additional n-2 comparisons (note that the 
maximum element need not be compared). Notice that for this algorithm, the number of 
comparisons is the same for all inputs of size n. Let  represent the complexity function 
for this algorithm. Then  =(n-1)+(n-2)=2n-3 gives the total number of comparisons 
necessary to find the maximum and minimum of a sequence of length n. Now let’s 
consider whether the minimum and maximum elements can be found in fewer than 2n-3 
comparisons using a divide-and-conquer algorithm.   
The divide-and-conquer algorithm for finding the maximum and minimum 
element in a sequence is motivated by the following observation. Suppose we knew the 
maximum and minimum element in both of the roughly n/2 sized subsequences of an n-
element sequence where n ≥ 2. Then in order to find the maximum and minimum element 
of the entire sequence we would need to see which of the two maximum elements is the 
larger, and which of the two minimums is the smaller.  
For simplicity, consider a sequence S that has n=2k elements where k>0. If S has 
two elements, compare the two elements and choose the smaller as the minimum and the 
larger as the maximum. If S has more than two elements, continually divide the set in half 
until each subsequence has two elements. Then compare the elements find the maximum 
and minimum of each 2-element subsequence. Then go on to find the maximum and 
minimum of the 4-element subsequences by comparing the maximums and minimums of 
the 2-element subsequences contained in them. Continue this procedure, finding the 







and maximums of the 2j-1-element subsequences contained in them, until the maximum 
and the minimum of the sequence S has been found.  
Notice that for this algorithm, the number of comparisons is the same for all 
inputs of size n. Let  represent the complexity function for this algorithm. Then  
gives the total number of comparisons necessary to find the minimum and maximum of a 
sequence of length n, where n=2k for k>0. We can write a recurrence relation for . The 
initial condition is given by , where k=1. Only one comparison is needed for a 2-
element sequence, hence =1. For 𝑇4, where k=2, one comparison is needed for each 2-
element subsequence, and two comparisons are needed for their combination, one of the 
maximums and one of the minimums. Therefore, T4 = 1 + 1 + 2 = 2T2 + 2 . Similarly, for 
𝑇8 where k=3, 𝑇4 comparisons are needed for each of the two 4-element subsequences, 
and two comparisons are needed for their combination, one of the maximums and one of 
the minimums. So
 
T8 = 2T4 + 2 = 2T8 2 + 2. In general, if the maximum and minimum for 
each of the n/2 subsequences have already been found, then to find the maximum and 
minimum for the entire sequence two additional comparisons are needed, one of the 
maximums and one of the minimums. Hence, the number of comparisons used by the 
algorithm can be described by the recurrence relation 
 
Tn = 2Tn 2 + 2, with . We can 













21 + 22 + ...+ 2k −1 = 2(1+ 21 + ...+ 2k −2) =
2(1− 2k −1)
(1− 2)




  which is the sum of the first n terms of a geometric series where a is the 








n − 2  where n=2k is the size of the sequence.   
Now let’s compare the two algorithms for finding the minimum and maximum of 
a sequence of length n. Notice that both algorithms have complexity functions that are 
Ord(n). Because they have the same order, comparing their orders will not help us 
determine which is more efficient. In this case, we need to compare the actual complexity 
functions.  For n=2, both algorithms use one comparison. By comparing the graphs of 𝐵𝑛 
and 𝑇𝑛, we can see that for all n>2, Bn > Tn . Therefore we conclude that the divide-and-
conquer algorithm is more efficient.  
 
3. Search Algorithms 
Searching, or retrieving some particular information from a large amount of 
Tn = 2Tn /2 + 2 = 2[2Tn /4 + 2] + 2 = 2
2Tn /4 + 2
2 + 2
= 22[2Tn /8 + 2] + 2
2 + 2 = 23Tn /8 + 2
3 + 22 + 2
= 2k −1T
n /2k−1
+ 2k −1 + ...+ 23 + 22 + 2
= 2k −1T2 + [2
k −1 + ...+ 23 + 22 + 2]
= 2k −1 + [2k −1 + ...+ 23 + 22 + 2]
= 2k −1 + 2k − 2 =
n
2











previously stored information, is a fundamental operation intrinsic to many 
computational tasks (Sedgewick, 1983). Consider, for example, the different types of 
searches performed when using a telephone directory. Suppose you are given a phone 
number and want to identify the person it belongs to. One approach would be to start at 
the beginning of the directory and look through the entries one by one until you locate the 
phone number. The ‘linear search’ algorithm implements this idea for searching a 
sequence. A more efficient approach for searching a telephone directory, however, can be 
used if you are given a person’s name and are interested in finding his or her phone 
number.  Then you can start in the middle of the directory and compare the person’s 
name with an entry in the middle. Depending on how they compare, this will guide you 
on whether to continue searching in the lower half or the upper half of the directory. The 
efficiency of this process stems from the fact that it eliminates half of the directory with 
just one comparison. Repeating this process over and over again will either result in the 
desired phone number or confirm its absence from the directory. The ‘binary search’ 
algorithm implements this idea for searching an ordered sequence.  
The general searching problem can be described as follows: Locate an element x 
in a sequence of distinct elements a1,a2 ,...,an  where each pair of elements can be 
ordered, or conclude that it is not in the sequence. The binary search method, which is a 
divide-and-conquer algorithm, works on ordered sequences. It starts by comparing x to 
the middle element in the sequence. If the two are equal, then the search is successful. If 
the two are not equal, then because the elements are in order, comparing x with the 
middle element narrows the search either to the lower subsequence (consisting of all 





(consisting of all elements in the sequence above the middle element). The search 
continues by repeating this basic process over and over on successively smaller 
subsequences. The search terminates either when a match occurs or when the 
subsequence to which the search has been narrowed contains no elements.  
As described, the algorithm assumes there is a unique middle element. If the 
sequence consists of an even number of elements, however, then there are actually two 
middle elements. In this case the algorithm must choose which of the two middle 
elements to compare x to. This choice is arbitrary; so we can let the algorithm choose the 
smaller of the two middle elements.  
The efficiency of the binary search algorithm is a result of the fact that at each 
step the length of the sequence to be searched is roughly half the length of the sequence 
in the previous step. It differs from some of the other divide-and-conquer algorithms in 
that after dividing we need only conquer one of the parts, not both. The only operation 
that can be used to gain information about the sequence is the comparison of two 
elements. Hence, we will consider the comparison of two elements to be an elementary 
operation. Notice that the complexity of this algorithm will depend on the structure of the 
input. As a result, its complexity cannot be described by a single complexity function. Let 
 represent the worst-case complexity function. Then  gives an upper bound on the 
number of comparisons necessary to search for an element x in an ordered sequence of 
length n. The number of comparisons can be obtained by figuring out how many times 
the sequence can be repeatedly divided in half. Alternatively, we can consider describing 






For simplicity, consider as above, the case of n=2k for k>0. The initial condition is 
given by =2 because if there are two elements in the sequence, the algorithm splits the 
sequence into two subsequences of length 1 and then compares x with the element in the 
lower subsequence. The worst-case scenario for the number of comparisons would result 
if x were greater than that element because then it would go on to compare x to the 
element in the upper subsequence for a total of 2 comparisons. In general when a 
sequence of length n is divided into two subsequences, each of which has length n/2, one 
comparison is needed to implement this reduction. So 
 
Tn = Tn 2 +1. We can solve the 
recurrence relation by iteration: 
  
where n=2k or alternatively k = log2 n .  Hence at most 
 
log2 n +1 comparisons are 
required to perform a binary search for a sequence of 2k elements. So the worst-case 
complexity function for this algorithm is given by 𝑇𝑛 = 𝑙𝑜𝑔2𝑛 + 1. In determining the 
order of this function, recall that lower order terms can be ignored. Also, we can write 
𝑇𝑛 =Ord(logn) without specifying the base of the logarithm because functions that differ 
only by a constant have the same order. 
The linear search algorithm is a less efficient algorithm for finding an element x in 
an arbitrary sequence of distinct elements a1,a2 ,...,an . Unlike the binary search 
T2
Tn = Tn /2 + 1
= [Tn /4 + 1] + 1 = Tn /4 + 2
= [[Tn /8 + 1] + 1] + 1 = Tn /8 + 3
= T
n /2k−1
+ k − 1 = T2 + k − 1
= 2 + k − 1 = k + 1





algorithm, however, the linear search algorithm can be used on a sequence that is 
unordered.  It begins by comparing x with . When x= , the solution is the location of 
, namely 1. When x≠ , compare x with . If x= , the solution is the location of , 
namely 2. When x≠ , compare x with . Continue this process, comparing x 
successively with each element of the sequence until a match is found, where the solution 
is the location of that element. The only operation that can be used to gain information 
about the sequence is the comparison of two elements. Hence, we will consider the 
comparison of two elements to be an elementary operation. Notice that the complexity of 
this algorithm depends on location of x in the sequence. As a result, its complexity cannot 
be described by a single complexity function. Let  represent the worst-case 
complexity function. Then  gives an upper bound on the number of comparisons 
necessary to search for an element x in a sequence of length n. The worst-case scenario 
would result if x were the last term in the sequence. Therefore Wn = n  which is Ord(n).  
Now in order to determine which of the two searching algorithms is more 
efficient, we can compare the order of growth of their worst-case complexity functions. 
The worst-case complexity function for binary search is Ord(logn) while the worst-case 
complexity function for linear search is Ord(n).  Since logarithmic growth has a lower 
order than linear growth, the binary search algorithm uses fewer comparisons and is 














4. Sort Algorithms 
Sorting is a fundamental operation in computer science. The problem of sorting a 
set of objects was one of the first intensely studied problems in computer science and as a 
result, a large number of good sort algorithms have been developed. (Baase and Van 
Gelder, 2000). During the 1960s when commercial data processing became automated on 
a large scale, the sort problem was the most frequently run program at many computer 
installations. The algorithm that is best for a given application depends on- among other 
factors- the number of items to be sorted and the extent to which the items are already 
sorted. 
The input of a sort algorithm is a sequence of n elements 
 
a1,a2,...,an  where each 
pair of elements can be ordered, and the output is a reordering 
 
a'1 ,a'2 ,...,a'n of the input 
sequence such that 
 
a'1 ≤ a'2 ≤ ...≤ a'n . One of the simplest methods of sorting, called 
‘selection sort’ first finds the smallest element in the sequence and exchanges it with the 
element in the first position. Then it finds the second smallest element and exchanges it 
with the element in the second position. It goes on to repeat this process of finding the 
next smallest element and rearranging the elements until the entire sequence is ordered.  
Consider a sequence of length n. In order to find the smallest element, 𝑎′1, 
compare the first and second elements in the sequence. Once the smaller of the two is 
established go on to compare it with the third element in the sequence. Once the smaller 
of the two is established go on to compare it with the fourth element in the sequence, and 
so on. When all the unordered elements in the sequence have been compared, this process 





shifting the remaining unsorted elements to the right. In order to find the second smallest 
element 𝑎′2, compare the second and the third elements in the sequence. Once the smaller 
of the two is established go on to compare it with the fourth element in the sequence. 
Once the smaller of the two is established go on to compare it with the fifth element in 
the sequence, and so on. When all the unsorted elements in the sequence have been 
compared, this process will result in the identification of  𝑎′2. Next, move  𝑎′2 to the 
second position in the sequence shifting the remaining unsorted elements to the right. 
Continue this process until only one unsorted element remains. By default this element is  
𝑎′𝑛 and what results is the sorted sequence a '1,a '2 ,...,a 'n .    
The only operation that can be used to gain information about the sequence is the 
comparison of two elements. Hence, we will consider this to be an elementary operation. 
Although the algorithm also requires shifting elements, we will not count the number of 
shifts in our measurement of complexity.  Notice that for this algorithm, the number of 
comparisons used to order a sequence of length n will not change if some or all of the 
elements are already ordered. Let  represent the complexity function for selection sort. 
Then  gives the number of comparisons necessary to sort a sequence of length n.  
Finding the smallest element 𝑎′1uses n-1 comparisons, finding the second smallest 
element 𝑎′2 uses n-2 comparisons, and in general, finding the kth smallest element 
𝑎′𝑘 uses n-k comparisons.  Applying this general formula for k=n-1, finding 𝑎′𝑛−1 would 
use n-(n-1) or 1 comparison, namely the comparison of the last two unsorted elements in 
the sequence. Once the smaller of the two is identified and placed in the second to last 
position, the entire sequence will be sorted. Therefore, sorting a sequence of length n uses 















, so we can write 𝑇𝑛 = 𝑛22 − 𝑛2. Ignoring constants and lower order 
terms we see that  is Ord(n2). 
 ‘Merge sort,’ a more efficient sorting method, was invented by John von 
Neumann in 1945 (Cormen, et al., 2001). It uses the divide-and-conquer technique to sort 
a sequence by first sorting its subsequences, and then merging the subsequences to form 
one sorted sequence.  
Consider a sequence of length n=2k where k>0 given by 
 
x1,x2,x3,...,xn . Sort the 
first pair of elements in the sequence, the second pair of elements, the third pair of 
elements, and so on until you have 2k-1 pairs of sorted sequences of length 2. Then 
consider merging adjacent pairs using the following method. Compare the smallest 
elements in each of the adjacent pairs. Place the smaller of the two in the first position of 
the merged sequence. Then compare the remaining smallest elements in each of the 
adjacent pairs. Place the smaller of the two in the second position of the merged 
sequence. Then compare the remaining two elements and place them in the appropriate 
order in the third and fourth position of the merged sequence. Applying this process to 
each of the 2k-1 adjacent pairs will result in 2k-2 sorted sequences of length 22 or 4. Using 
this same process, merge sequences until 2k-3 sorted sequences of length 23 or 8 result. 
Continue to merge adjacent sequences until 2 sorted sequences of length 2k-1 remain. 
Then merge these two sequences to form one sorted sequence of length 2k as desired.  
In order to find the complexity function for merge sort we will count the number 
of comparisons that need to be made in order to sort a sequence of a specified length. 






sequence of length n will not change if some or all of the elements are already ordered.  
For simplicity, let the function  represent the complexity function for a sequence of 
n=2k elements. We can write a recurrence relation for . The initial condition is given by
, where k=1. This would only use one comparison, hence . Now we need to 
consider the number of comparisons necessary to merge two ordered sequences of length 
n/2. At each stage of the merger, the decision about which number to place in the merged 
sequence is made by comparing the numbers in the two subsequences except when one of 
the subsequences is empty (when all of its elements have been merged). Then no 
comparisons are made at all. Thus, there will be one comparison for each of the n 
positions in the merged sequence except the very last one, because when the last one is 
placed into position, the other subsequence is sure to be empty. In general when two 
sequences of length n/2 are merged into one sequence of length n, n-1 comparisons are 
used to implement this merger. Therefore the number of comparisons used to sort a 
sequence of length n can be given by
 
Tn = Tn 2 + Tn 2 + n −1. We can solve this recurrence 





T2 T2 = 1
Tn = 2Tn 2 + n − 1







+ n − 1 = 22Tn 4 + 2n − 3
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+ 3n − 7 = 24 Tn 16 + 4n − 15
= 2k −1T
n 2k−1
+ (k − 1)n − (2k −1 − 1) = 2k −1 + kn − n − 2k −1 + 1







n log2 n − n +1 gives the number comparisons used to perform merge sort 
on a sequence of 2k elements. To find the order of the complexity function recall that 
lower order terms can be ignored. In addition, we can write  =Ord(nlogn) without 
specifying the base of the logarithm.    
In order to determine which of the two sorting algorithms is more efficient, we 
need to compare the orders of growth of their complexity function. The complexity 
function of selection sort is Ord(n2) whereas the complexity function of merge sort is 
Ord(nlogn). Since nlogn has a lower order of growth than n2, merge sort uses fewer 
comparisons and is therefore more efficient.  
 
5. Greedy Algorithms 
A greedy algorithm is a procedure that at each decision point, makes the choice 
that looks best at the moment. Making the best choice at each decision point, however, 
does not guarantee that the best overall solution will be found. Cormen et al. (2001) gives 
an example of a greedy algorithm that can be used in coin-changing. To minimize the 
number of U.S. coins needed to make change for a given amount, it suffices to repeatedly 
select the largest-denomination coin that is not larger than the amount still owed. Greedy 
algorithms are heuristic in that they may find useful solutions in practice but not 
necessarily the best possible solution. Heuristic algorithms are informative because they 
are often speedy and tend to provide good approximations.  
Greedy algorithms are typically used for optimization problems in which a set of 
choices must be made in order to arrive at the best possible solution. The ‘fractional 







subdividable items, each with a weight , and a value , determine the amount of each 
item to include in a collection so that the total weight is less than a given limit and the 
total value is as large as possible.  
To solve the fractional knapsack problem we will use a greedy algorithm. First 
compute the value per unit weight  for each item.  Then take as much as possible of the 
item with the greatest value per unit weight. If the supply of that item is exhausted and 
the weight limit has not been reached, take as much as possible of the item with the next 
greatest value per unit weight, and so forth until the weight limit is reached. If we 
consider sorting the items by the value per unit weight using merge sort, the complexity 
of the greedy algorithm is Ord(nlogn).  
The next few greedy algorithms that we will discuss pertain to problems that can 
be modeled by graphs which are made up of vertices and edges. Vertices are simple 
objects which can have names and other properties. An edge is a connection between two 
vertices. A graph is a collection of vertices and edges where each edge connects a 
different pair of distinct vertices.2  
One can draw a graph by marking points for the vertices and drawing lines 
connecting them for the edges. Figure 3.5.1 shows a graph with 6 vertices and 7 edges.  
Figure 3.5.1 
 
                                                 











A path is a sequence of vertices where each pair of consecutive vertices is 
connected by an edge. For example, a path 6 to 1 in the graph above can be represented 
by the sequence 6,4,3,2,1 . 
Consider the following problem: Suppose an airline wants to service a certain 
number of cities with a route system that minimizes total mileage. This scenario can be 
modeled by a graph where the vertices denote the cities and each edge connecting a pair 
of vertices represents a flight between the cities. We could list the mileage associated 
with each flight or edge to form a weighted graph. The airline is interested in finding the 
lowest cost way to connect all the cities, without adding any additional cities to the route. 
This is a problem which can be solved by finding the minimum spanning tree which 
will be defined shortly. 
 A weighted graph is a graph in which weights or costs are associated with each 
edge. A cycle is a path with at least two vertices in which no vertex is repeated except 
that the first and last vertices are the same. A graph is connected if there is a path 
between every pair of vertices. A connected graph with no cycles is called a tree.  
A spanning tree of a graph is a connected subgraph that contains all of the graph’s 
vertices but only enough of its edges to form a tree. A minimum spanning tree for a 
connected weighted graph is a collection of edges that connects all the vertices such that 
the sum of the weights of the edges is at most as small as the sum of the weights of any 
other collection of edges that connects the vertices.  
A brute-force algorithm for finding the minimum spanning tree involves listing all 
the spanning trees for a graph, computing the total weight for each, and then choosing the 





number of distinct spanning trees is so large. In the worst-case scenario, a graph on n 
vertices can have nn-2 spanning trees.  
In 1956 and 1957, Joseph B. Kruskal and Robert C. Prim working independently, 
described much more efficient algorithms for finding the minimum spanning tree, both of 
which are greedy (Graham and Hell, 1985).  Although their algorithms were originally 
invented to find the minimum spanning tree for an arbitrary set of points in the Euclidean 
plane, they can also be used to find the minimum spanning tree for a weighted graph. 
Consider a weighted graph with m edges and n vertices. The first algorithm given by 
Kruskal in 1956 starts by adding the edge of minimal weight to the spanning tree.  This 
involves examining the edges of the graph one by one in order of increasing weight.  At 
each stage the edge being examined is added to what will become the minimal spanning 
tree provided that its addition does not create a circuit. After n-1 edges have been added, 
these edges together with the vertices of the graph form a minimal spanning tree.  
To find the complexity of Kruskal’s algorithm, for simplicity, we will consider 
the case of a complete graph (whereby every pair of distinct vertices is connected by an 
edge). In addition, we will assume that the weights on the edges are distinct. Note that for 
a complete graph on n vertices there are 𝑚 = 𝑛(𝑛 − 1)/2  edges. Sorting these edges will 
take on the order of n2𝑙𝑜𝑔2n2=2 n2𝑙𝑜𝑔2n comparisons. Hence for a complete graph on n 
vertices, the complexity of Kruskal’s algorithm is Ord(n2logn). For a given graph with n 
vertices and m edges, the complexity will depend on the size of m. Based on our analysis 
of a complete graph, where m is as large as possible, we can conclude that for any graph 





The second algorithm given by Prim in 1957 works as follows:  choose an 
arbitrary vertex, and put it into the spanning tree. Then consider all edges incident to that 
vertex and add the one of minimum weight to the spanning tree. Successively add to the 
tree edges of minimum weight that are incident to a vertex already in the tree and not 
forming a circuit with those edges already in the tree. After n-1 edges have been added, 
these edges together with the vertices of the graph form a minimal spanning tree. 
To find the complexity of Prim’s algorithm, for simplicity we will consider the 
case of a complete graph with n vertices and 𝑚 = 𝑛(𝑛 − 1)/2 edges, where the weights 
on the edges are distinct. Starting with an arbitrary vertex a, we need to consider the n-1 
edges incident to it. Find the edge of minimum weight and add it to the tree. This uses (n-
1)-1=n-2 comparisons. Now the tree contains one edge and two vertices, the second of 
which we will call b. Next we want to find the edge of minimum weight incident to 
vertex a or b.  For each of the remaining n-2 vertices not in the tree we want to check 
which of the following two edges has a smaller weight: the edge connecting the vertex to 
a (whose weight we already have) or the edge connecting the vertex to b. Then we will 
find the minimum of the smaller edges and add it to the tree. This uses n-2 comparisons 
and then (n-2)-1 comparisons to find the minimum.  Now the tree contains two edge and 
three vertices, the third of which we will call c. Next we want to find the edge of 
minimum weight incident to vertex a or b or c, but from a vertex other than a, b, or c (so 
as not to form a circuit).  For each of the remaining n-3 vertices not in the tree we want to 
check which of the following two edges has a smaller weight: the smaller of the edges 
connecting the vertex to a or b (which was already obtained in a previous step) and the 





add it to the tree. This uses n-3 comparisons and then (n-3)-1 comparisons to find the 
minimum.  Now the tree contains three edges and four vertices, the fourth of which we 
will call d. Continue this process of finding the edge of minimum weight incident to the 
vertices already in the tree and adding it to the tree until there remains one vertex that is 
not yet connected to the tree. Call this vertex s. Now to find the last edge which will 
complete the minimum spanning tree, we need to compare the weight of the edge 
connecting s to the last previously added vertex, which we will call r, and the minimum 
of the edges from s to all the other vertices in the tree (which was already obtained in a 
previous step). This uses only one comparison.  Hence the number of comparisons used 
to find the minimum spanning tree is given by n-2 + 2(n-2)-1+2(n-3)-1+2(n-4)-
1+…+1=2[(n-2)+(n-3)+(n-4)+…+1]=(n-2)(n-1). Therefore, we can conclude that for a 
complete graph on n vertices, the complexity of Prim’s algorithm is Ord(n2). Based on 
our analysis of a complete graph, where m is as large as possible, we can conclude that 
for any graph with n vertices and m edges, the complexity of Prim’s algorithm is O(n2).   
Comparing the complexities of both algorithms we can observe that for a 
complete graph Prim’s algorithm is more efficient as Ord(n2)<Ord(n2logn).  However, for 
a graph with n vertices and m edges, the performance of each algorithm will depend on 
how many edges the graph has. In particular, Prim’s algorithm is more efficient than 
Kruskal’s algorithm when a graph is very dense, meaning it has a large edge to vertex 
ratio.  
 
6. Matching Algorithms 





such as machines to tasks, workers to jobs, and medical students to hospital residence 
programs. The “National Residents Matching Program” in the United States deals with 
the problem of matching graduating medical students to hospital residence programs. 
Each student lists several hospitals in order of preference, and each hospital lists several 
students in order of preference. The goal is to assign students to positions in a fair way, 
respecting all the stated preferences so that no student-hospital pair would rather be 
paired with each other than with whom they are assigned to. A matching is called stable 
if there is no student–hospital pair that prefers each other to their assigned partners. Thus 
a matching is unstable if there are two medical students A and B who are assigned to 
hospitals α and β, respectively, although β prefers A to B and A prefers β to α.   
The medical school problem, in particular, poses a complication in that it is 
possible for students to go unmatched. As a result, we will consider a simpler related 
problem called the ‘stable marriage problem.’ Suppose in a certain community we have n 
men and n woman interested in getting married. Each person ranks those of the opposite 
sex in accordance with his or her preference for a marriage partner. For example suppose 
n=3. Let A, B, and C represent the men, and α, β, and γ represent the women. Their 
rankings are given below.  
A: β, γ, α   α: A, B, C 
B: γ, α, β   β: B, C, A 
C: α, β, γ   γ: C, A, B 
Thus A ranks β first, γ second, and α third, while α ranks A first, B second, and C third, 
etc. The goal is to find a stable matching which occurs when all the men and women are 





rather each other instead of their current partners. For the rankings given above, there are 
six possible sets of marriages, of which three are stable. If each woman had her first 
choice, this results in a stable matching where α marries A, β marries B, and γ marries C. 
Alternatively if the men have their first choices this would also result in a stable 
matching; A to β, B to γ, and C to α. The third stable matching would result if everyone 
were to marry their second choice, so C to β, A to γ, and B to α. On the other hand, if A 
were to marry γ, B were to marry β, and C were to marry α, this would be unstable 
because B and α prefer each other to their current partners. 
A brute force method for solving this problem would be to consider all n! possible 
assignments and then check each one to see if it is stable. For n=3 this only requires 
analyzing 6 matchings, but for large n this can become very time consuming.  
A non-greedy algorithm, called the ‘Gale and Shapley’ algorithm uses the 
following approach to solve the stable matching problem. It finds a stable matching by 
systematically building stable pairings.  Each man in turn becomes a ‘suitor’ and seeks a 
bride. A suitor starts by proposing to the first woman on his list. If she is already engaged 
to a man whom she prefers then the suitor must propose to the next woman on his list, 
continuing until he finds a woman who is not engaged or who prefers him to her current 
fiancй. If this woman is not engaged she becomes engaged to the suitor and the next man 
becomes the suitor. If she is engaged, then she breaks the engagement and becomes 
engaged to the suitor (whom she prefers). This leaves her old fiancé to become the suitor 
once again, starting where he left off on his list. Eventually he finds another fiancé, but 
another engagement may need to be broken. Continue this way, breaking engagements as 





Shapley’s 1962 paper College Admissions and The Stability of Marriage they provide a 
proof that this algorithm will always result in a stable matching.  
Note that once a woman is matched she stays matched (only her fiancé can 
change). When the fiancé of a woman changes, this is to a more preferable match for her. 
So in every step, either an unmatched woman becomes matched, or a matched woman 
changes her fiancé. As soon as the last woman is proposed to, the matching process is 
complete. In order to analyze the worst-case complexity of this algorithm we can count 
the number of proposals as an elementary operation. The worst-case scenario would 
result if each of the n men had to propose to each of the n women, which would require 
n2 proposals. Therefore, the worst-case complexity function is Ord(n2). On the other 
hand, in the best-case scenario each man would only have to propose to one woman, 
which is Ord(n).  
The Gale and Shapley algorithm is biased towards the suitors. In the example 
above, there is a bias towards the men as they go through the women on their lists in 
order and propose, while the women must wait for the ‘right man’ to come along. By 
interchanging the roles of men and women so that women do the proposing, this would 
yield a stable matching which is biased towards women. As a result, the Gale and 
Shapely algorithm will always yield at least one and sometimes two stable matchings. 
When it yields two stable matchings they will be the best possible matching for the group 
that does the proposing (Kehle, 2011). Another feature of the algorithm which seems to 
be biased, is the order in which the men become suitors; is it better to be the first man to 
propose or the last? Sedgewick (1983) notes that regardless of the order in which the men 





7. Geometric Algorithms 
Computational geometry is the branch of computer science concerned with the 
design and analysis of algorithms for solving geometric problems. Geometric objects 
such as points, lines, and polygons are the basis of a broad variety of applications and 
give rise to an interesting set of problems and algorithms (Sedgewick, 1983). We will 
discuss two fundamental problems that are used to solve many other problems in 
computational geometry. 
First we will consider the problem of finding the convex hull for a finite set of 
points. A convex polygon is a polygon with the property that any line connecting two 
points inside the polygon must itself lie inside the polygon. The convex hull of a set Q of 
n points is the smallest convex polygon P which contains them. Intuitively, we can think 
of each point in Q as being a nail sticking out from a board. The convex hull is then the 
shape formed by a tight rubber band that surrounds all the nails (see figure 3.7.1 below). 
For a large number of points, the convex hull could contain as few as three points (if 
three points form a triangle containing all the others) or as many n points (if all the points 
fall on a convex polygon, then they comprise their own convex hull). As a result, some 
algorithms work better when there are many points on the convex hull, while others work 
better when there are only a few. Algorithms that construct convex hulls of various 
objects have a broad range of applications in mathematics and computer science. In 
particular, the convex hull can be used to solve problems in computer graphics, design 
automata, patter recognition, and operations research (Preparata and Hong, 1977). There 
are numerous algorithms of varying computational complexity for computing the convex 






The input to an algorithm for finding the convex hull will be a set of n points on a 
plane p1, p2 ,..., pn{ }. For the first algorithm consider the following property: Let L be a 
line segment connecting two of the points. For L to be part of the convex hull all points 
not collinear with L must lie on the same side of the line containing L. This observation 
gives way to the following algorithm. Consider each potential line segment L in turn, and 
check whether the points that are not collinear with L are on one side of the line 
containing it.  If this property holds for L then add it to the convex hull. Since there are n 
points, there are n(n-1)/2 line segments and each of them has to be checked against at 
most n-2 points (where no three points are collinear). Hence the complexity function 
must check at most n(n-1)(n-2)/2 times which implies that the complexity of the 
algorithm is O(n3). 
A more efficient algorithm, called the ‘gift-wrapping’ algorithm was proposed in 
a paper by R.A. Jarvis in 1973 (Sedgewick, 1983). Jarvis’s algorithm simulates wrapping 
a piece of paper around the set of point starting with taping the end of the paper to the 
lowest leftmost point and pulling the paper up and around until it reaches the next point, 





More formally, Jarvis’s algorithm builds a sequence of vertices of the convex hull 
p0 , p1,..., pn−1 . Start with , the lowest leftmost point in the set (or, alternatively you 
could find the rightmost, highest, or lowest).  This point must be on the convex 
hull.  Then, find the point which makes the largest angle to the vertical line drawn 
through the lowest point, in a clockwise direction (see figure 3.7.2).  This point must also 
be on the convex hull.  Then, continue to find the point which makes the largest angle 
with the preceding edge.  Continue until you return to the lowest point.  These edges 
constitute the convex hull. For each of the h vertices of the convex hull, we find the 
vertex with the maximum angle. The worst-case scenario occurs when all points lie on 
the convex hull, in other words when h=n. The number of angles that must be checked in 
this case is n(n-1)/2, hence the complexity of Jarvis’s algorithm is O(n2). 
Figure 3.7.2 
The second problem we will consider is called the closest-pair problem which 
aims to find two points that are closest together among a set of points. Suppose that we 
are given the locations of n objects and we want to find the closest pair of points. 
‘Closest’ refers to the usual Euclidean distance where the distance between points (𝑥1,𝑦1)and (𝑥2,𝑦2)  is �(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2.  The objects may correspond, for 







controlling air or sea traffic might need to know which are the two closest vehicles in 
order to detect potential collisions) (Manber, 1989), (Cormen, et al., 2001).   
A brute-force algorithm checks the distances between all pairs and takes the 
minimal one. This solution requires n(n-1)/2 distance computations and n(n-1)/2-1 
comparisons (recall to find the minimum of set of k elements requires k-1 comparisons). 
Hence if we count both as elementary operations the complexity of this algorithm is 
Ord(n2).  
A divide-and-conquer algorithm for finding the closest pair is more efficient. 
Instead of considering one point at a time, divide the set into two equal subsets. Then find 
the minimal distance in each subset. Once this is accomplished, we need only be 
concerned with the distances between points close to the boundaries of the two subsets.  
Let P be a set of n points, and assume for simplicity that n=2k, where k>0. We 
first sort the points by their x coordinates. Then consider a vertical line L that divides P 
into two equal-sized subsets A and B. The closest pair in the whole set is either the 
closest pair in one of the halves or the closest pair with one member in each half. The 
closest pair in each half can be found recursively. The interesting case is if the closest 
pair crosses the dividing line. Let the minimum distance in A be , and in B be , and 
let 
 
δ = min δA ,δB{ }. We have to see whether there is a point in A with distance <  to a 
point in B. It is sufficient to consider only the points that lie in a vertical strip of width 2













 Figure 3.7.3 
The worst-case scenario would be if all  points of A (and B) reside in this strip, 
adding 
 
(n 2) × (n 2) = n2 4  distances to check. We will show that the distances between 
these points can be checked in fewer than calculations. Consider any point p in A. 
All points of B within a distance  of p must lie within a δ × 2δ  rectangle. How many 
points can lie within this rectangle if each pair must be at least  apart? Preparata and 
Shamos (1985) show that at most 6 points can lie within this rectangle. Hence we only 
need to perform 6(n/2) distance comparisons, which can be done in O(n) steps (Preparata 
and Shamos, 1985). To find the complexity of this algorithm first consider that it takes 
O(nlogn) steps to sort the n points according to their x coordinates. Once the set has been 
divided into two subsets, we can then consider solving two subproblems of size n/2. This 
gives the recurrence relation 
 
Tn = 2Tn 2 + O(n)  where . We can solve this recurrence 
















Hence, the solution of this recurrence relation for 𝑇𝑛 is O(nlogn). Combining this 
with the O(nlogn) steps to sort the n points according to their x coordinates, yields a 
complexity of O(nlogn). The complexity function for the brute-force algorithm has a 
greater order of growth and therefore the divide-and-conquer algorithm is more efficient.   
  
 
Tn = 2Tn 2 + O(n)











+ O(n) = 22Tn 4 + 2O(n)











+ 2O(n) = 23Tn 8 + 3O(n)
= 2k −1Tn 2k−1 + (k −1)O(n) = 2
















This monograph is intended to provide a thorough overview of the primary 
techniques used in the mathematical analysis of the complexity of algorithms and to 
introduce several fundamental algorithmic problems with a variety of interesting 
applications. The material covered draws from discrete mathematics, computer science, 
graph theory and combinatorics.   
It is meant to be used as a supplement for high school mathematics teachers to 
help incorporate highly mathematical computer science applications into their existing 
curriculum without the use of a programming language. Selected topics can be used as 
part of a precalculus, calculus, or discrete mathematics courses. We assume the reader 
has some familiarity with basic concepts in Euclidean geometry, graph theory, 
precalculus and combinatorics. In particular, the reader should be comfortable with 
polynomial, exponential, and logarithmic functions, limits of functions, arithmetic and 
geometric sequences and series, and elementary counting techniques, including 




The mathematical analysis of an algorithm’s performance begins with quantifying 
its computational difficulty.  The computational complexity or simply, complexity is 
measured by counting the number of elementary operations performed by the algorithm 





the nature of the problem that the algorithm is designed to solve (and in some cases may 
involve more than one operation). It should however, be fundamental to the algorithm; 
for example, the number of real number multiplications and/or additions needed to 
evaluate a polynomial, the number of comparisons needed to sort a sequence, the number 
of multiplications needed to multiply two matrices. As long as the elementary operations 
are chosen well and are proportional to the total number of operations performed by the 
algorithm, this method will yield a consistent measurement of the complexity of an 
algorithm and provide a good criterion for comparing several algorithms of the same 
problem. Throughout this study the “complexity of an algorithm” will refer to the 
“number of specified elementary operations performed by the algorithm.” 
In general, the number of elementary operations performed by an algorithm grows 
with the size of the input. As such, it is traditional to describe the complexity of an 
algorithm as a function of n, its input size. The best notion for input size depends on the 
nature of the problem being studied. For sorting and searching problems, the most natural 
measure of n is the number of items in the input sequence. If the problem were to 
evaluate a polynomial, n would be better suited as the degree of the polynomial. If it were 
to multiply square matrices, on the other hand, n would represent the degree of the 
matrices. 
When n is sufficiently small, different algorithms may require the same number of 
elementary operations to solve a given problem.  For example, two algorithms for 
alphabetizing a list of names may only require one elementary operation (namely, a 
comparison) when the input sequence has length n=2. However, as n increases, one of 





would therefore be considered more efficient. Maurer and Ralston (2004) note that as 
computers get faster, people use them on larger and larger problems, so if there are a 
number of competing algorithms to solve the same problem, it is important to know 
which algorithm is most efficient for large n. As such, the choice of an algorithm for 
small inputs is not critical.  It is of greater importance to consider the behavior of 
algorithms for large values of n.   
In addition to input size, the measure of complexity should also reflect the 
structure of the input. Even for inputs of the same size, the number of elementary 
operations performed by an algorithm can vary depending on the specific input. For 
example, an algorithm for alphabetizing a list of names may require very little work if 
only a few of the names are out of order, but it may involve much more work if many of 
the names are out of order. In this study we will analyze algorithms whose complexity 
depends on the structure of the input as well as algorithms whose complexity is the same 
for all inputs of a given size. For algorithms whose complexity depends on the structure 
of the input we can differentiate between the worst-case, average-case, and best-case 
scenarios by defining a separate complexity function for each case.  For algorithms that 
perform the same number of elementary operations for all inputs of the same size, it 
suffices to describe their complexity by a single function (as their worst-case, average-
case, and best-case scenarios are all the same).  
Definition 4.1.1: The worst-case complexity of an algorithm is the greatest number of 
operations needed to solve the problem over all inputs of size n.  





operations needed to solve the given problem for all inputs of size n.  
 Definition 4.1.3: The average-case complexity which is the most typical of the three but 
usually much more difficult to compute, quantifies the algorithm’s average performance 
over all possible inputs of the same size assuming all inputs are equally likely.  
Unless otherwise stated, the examples illustrated in this study will analyze the 
worst-case performance for given algorithms. We will accomplish this by describing an 
algorithm’s worst-case complexity function and determining its order of growth, using 
big-Theta notation. Big-Theta (denoted by the symbol ϴ or for the purposes of this text, 
Ord) gives an upper and lower bound on the order of growth of a function. This is defined 
as the exact order of a function, without being precise about constant factors (Knuth, 
1976).  
Definition 4.1.4: Let f(n) and g(n) be two positive valued functions. We say that  
f(n)=ϴ(g(n))   





= c     (1) 
or if there are positive constants 𝑐1and 𝑐2 such that 
𝑐1𝑔(𝑛) ≤ 𝑓(𝑛) ≤ 𝑐2𝑔(𝑛)  (2) 
for all but finitely many n.  
Note that condition (1) is a special case of condition (2) in that for condition (1) to 
be satisfied the function must have a limit, whereas for condition (2) the function need 
only be bounded above and below. Condition (1) is included because it is simpler and is 





If f(n) = ϴ (g(n)) we can also write f(n) =Ord(g(n)) which is read “f(n) is 
Ord(g(n))” or equivalently “f(n) has the same order as g(n).” A geometric representation 
of  f(n) =Ord(g(n)) can be seen in the figure below.  
Figure 4.1.1 
Example 4.1.1: Let f(n)= 2n+1, show that f(n)= Ord(n). 












= 2 .  
Hence, by definition 4.1.4, f(n)=Ord(n). 
Example 4.1.2: Let p(n) be any degree k polynomial, show that p(n) =Ord(nk).  Let the 
polynomial be p(n) = akn
k + ak −1n









































since the limit of the constant ak  is just ak  and all the other limits are 0. Therefore p(n) 
=Ord(nk).  
For large values of n, the lower order terms of a function are relatively 
insignificant in comparison to the leading term. As a result, for large n, only the leading 
term of the function needs to be considered when describing its order. Additionally, 
because functions that only differ by a multiplicative constant have the same order as per 
(1) of definition 4.1.4., the leading term’s coefficient is left out. For example, we would 
write Ord(n) instead of Ord(5n+4). Similarly, we would write Ord(logn) without 
specifying the base of the logarithm, because changing bases only changes the logarithm 
by a constant. Note that by the change of base theorem log𝑏 𝑛 = log𝑎 𝑛log𝑎 𝑏 so log𝑎 𝑛 =
𝑐 log𝑏 𝑛 for some constant c=log𝑎 𝑏. Since functions that only differ by a constant factor 
have the same order of growth, we can treat Ord(log𝑏 𝑛) as Ord(logn) without specifying 
a base.  
Exercise 4.1.1: Show that if f(n) =Ord(g(n)) then g(n) =Ord(f(n)). 
 
We can compare the orders of several algorithms’ worst-case complexity 
functions to see which is most efficient. One algorithm is considered to be more efficient 
than another if its worst-case complexity function has a lower order of growth.  Note 
that in the case of algorithms whose complexity is the same for all inputs of a given size, 
we need not specify worst-case.  









= 0 , then we say that f(n) has a lower order of growth than g(n) (or equivalently 
g(n) has a higher order of growth than f(n)) and we write Ord(f(n))<Ord(g(n)).  
Example 4.1.2:  Show that Ord(n)<Ord(n2), that is, that n has a lower order of growth 
than n2.  
Now lim𝑛→∞ 𝑛𝑛2 = lim𝑛→∞ 1𝑛 = 0. Hence Ord(n)<Ord(n2).  
Based on this analysis, we can conclude that for a given problem, an algorithm whose 
worst-case complexity function is Ord(n) is more efficient that an algorithm whose worst-
case complexity function is Ord(n2)  because n has a lower order of growth than n2.  
Due to constant factors and lower-order terms, an algorithm whose worst-case 
complexity function has a higher order of growth might take less time for small inputs 
than an algorithm whose worst-case complexity function has a lower order of growth. For 
example, suppose one algorithm has worst-case complexity function Tn = n
2  and another 
algorithm has worst-case complexity function Bn = 100n . Note that Tn  is Ord(n
2) and Bn  
is Ord(n). Although Bn  has a lower order of growth than Tn , for n=50, the algorithm 
whose worst-case complexity function is Tn  takes half as many steps as the algorithm 
whose worst-case complexity function is Bn .  
The following chart compares the growth rates of several common complexity 
functions.  







N 10 100 1,000 1,000 
n log2 n  33 665 9,966 132,877 
n2 100 10,000 1 million 100 million 
n3 1000      1 million 1 billion 1 trillion 
2n 1,024 a 31-digit number a 302-digit number unimaginably large 
n! 3.6 milion a 161-digit number unimaginably large unimaginably large 
         Table 4.1.1 
Another notation, which is widely used in textbooks on algorithms is the big-O 
notation.  Big-O gives an upper bound on the or order of growth of a function.  
Definition 4.1.6: Let f(n) and g(n) be two positive valued functions, we say that f(n) = 
O(g(n)), if there is a constant c such that  
f(n) ≤cg(n))   (3) 
for all but finitely many n.  
If f(n) =O(g(n)) we say “f(n) is O(g(n)).” A geometric representation of f(n) 






An advantage of using big-O instead of order is that when big-O is used to 
describe the worst-case complexity function of an algorithm, it also gives an upper bound 
on the complexity of the algorithm for every input. For example, if the worst-case 
complexity function of an algorithm is O(g(n)), we can conclude that the complexity of 
the algorithm is O(g(n)). On the other hand, if the worst-case complexity function of an 
algorithm is Ord(g(n)), this does not does not imply an Ord(g(n)) bound on the 
complexity of the algorithm for every input of size n. However, if the complexity of an 
algorithm is the same for all inputs of a given size, order can be used to describe the 
complexity for every input. 
Big-O notation is often used to classify the complexity of algorithms. In 
particular, an algorithm with an input size of n is said to have constant time complexity if 
its complexity is O(1), in other words, if its complexity is bounded above by a constant. 
Furthermore, an algorithm with an input of size n is said to have logarithmic time 
complexity if its complexity is O(logn), linear time complexity if its complexity is O(n), 
nlogn time complexity if its complexity is O(nlogn), polynomial time complexity if its 
complexity is O(nk), exponential time complexity if its complexity is O(bn) where b>1 
and factorial time complexity if its complexity is O(n!).  
 In order to describe the complexity of an algorithm we will either show that the 
worst-case complexity function of the algorithm is O(g(n)) or that worst-case complexity 
function of the algorithm is Ord(g(n)). In either case we can conclude that the complexity 
of the algorithm is O(g(n))).  Note that the second case follows from the fact that if f(n) is 





structure of the input, we will either show that the complexity function of the algorithm is 
Ord(g(n)) or that the complexity function of the algorithm is O(g(n)). 
Maurer and Ralston (2004) and Knuth (1976) note that some textbooks 
mistakenly treat big-O and order as though they are the same. This has led to the 
misconception that algorithms can be compared by looking at what they are big-O of, 
which is not always the case. Consider the following example:   
Example 4.1.3: Suppose that one algorithm has worst-case complexity function f(n)=n 
and another algorithm has worst-case complexity function g(n)=n2. By (3) in definition 
4.1.6, f(n)=O(n2) because n≤n2 for  n>1. Also g(n)=O(n2) because n2≤n2 for  all n.   
Now if we were to compare what the functions are big-O of, there is no indication 
as to which algorithm is more efficient as they are both O(n2) . On the other hand if we 
considered the order of each function we would find that f(n)=Ord(n) and g(n)=Ord(n2). 
By comparing their orders we can observe that one algorithm (namely the one with 
worst-case complexity function f(n)) is more efficient than the other.  The problem with 
using big-O for comparing worst-case complexity functions lies in the fact that big-O 
notation only provides an upper bound (which is not uniquely defined). Order, on the 
other hand, provides both an upper and lower bound.  If  f(n)=Ord(g(n)) then 
f(n)=O(g(n)) but the converse may be false. In other words, if f(n)=O(g(n)) it does not 
necessarily follow that f(n)=Ord(g(n)). Hence if we want to compare the complexity of 
different algorithms to see which is more efficient we will compare the orders of their 
worst-case complexity functions. If, however, we are only interested in providing an 
upper bound on the complexity of an algorithm, it suffices describe its worst-case 





complexity is the same for all inputs of size n, we need not specify worst-case.  
While big-O notation is used to handle upper bounds, big-Omega notation 
(denoted by the symbol ) gives a lower bound on the order of growth of a function.  
Definition 4.1.7: Let f(n) and g(n) be two positive valued functions, we say that f(n) =
Ω(g(n)) , if there is a constant c such that  
f(n) ≥cg(n))   (4) 
for all but finitely many n. 
If f(n) = Ω (g(n)) we say “f(n) is Ω(g(n)).” A geometric representation of f(n) = 
Ω(g(n)) can be seen in the figure below. 
Figure 4.1.3 
When Ω-notation is used to describe the best-case complexity function of an 
algorithm, it also gives a lower bound on the complexity of the algorithm. For example, if 
the best-case complexity function of an algorithm is Ω(g(n)) this lower bound also 







case complexity function of an algorithm is Ord(g(n)), this does not does not imply a 
Ord(g(n)) bound on the complexity of the algorithm for every input. 
The task of explicitly describing the complexity functions (or function) for a 
given algorithm and analyzing their orders of growth, will be investigated further in this 
chapter. 
 
Exercise 4.1.2: Show that if f(n) = Ord(g(n)) then f(n) = O(g(n)). 
Exercise 4.1.3: Show that if f(n) = Ω(g(n)) and f(n) = O(g(n)) then f(n) = Ord(g(n)).  
 
2. Divide-And-Conquer Algorithms 
 Recursion is a fundamental technique in the design of efficient algorithms. A 
function is said to be defined recursively when the function being defined is called upon 
in its own definition. For example, consider two different ways of defining n!, for a 
positive integer n: 
(iii) n! is the product of all the whole numbers from 1 to n, inclusive 
(iv) If n=1 then n!=1, else n! =n(n-1)! 
The first definition is non-recursive. The second definition is recursive because the value 
of n!  is defined in terms of the same function at a smaller value. Many useful algorithms 
are recursive in structure. In order to solve a given problem, they call upon themselves 
recursively one or more times to deal with closely related sub-problems. Divide-and-
conquer algorithms, in particular, follow a recursive approach.  





described by a recurrence relation. A recurrence relation is a recursive formula that 
describes the function at n in terms of the function for inputs less than n.   
 
Definition 4.2.1: A recurrence relation for a sequence 
 
a0,a1,a2,...,ak,... is a formula that 
relates each term in the sequence to a certain number of its predecessors. 
 The initial conditions for such a recurrence relation specify the values of these 
predecessors and must be given in order to compute the remaining terms in the recurrence 
relation. In this section we will look at how to solve recurrence relations to find 
complexity functions for divide-and-conquer algorithms. 
Example 4.2.1: Suppose a person opens a savings account with a deposit of $1,000 and 
the account earns interest at the rate of 8% compounded yearly. How much money is on 
deposit after 5 years if no further withdrawals or deposits are made? Let be the original 
deposit and let  be the balance after k years. If there are no further deposits or 
withdrawals from the account, then each year the balance increases by 8% of the amount 
on deposit during the year.  
P0 = 1000
P1 = 1000 + .08(1000) = 1.08(1000) = 1080
P2 = 1080 + .08(1080) = 1.08(1080) = 1166.4
P3 = 1166.4 + .08(1166.4) = 1.08(1166.4) = 1259.71
P4 = 1259.71+ .08(1259.71) = 1.08(1259.71) = 1360.49
P5 = 1360.49 + .08(1360.49) = 1.08(1360.49) = 1469.33
 
After 5 years $1469.33 is on deposit.  Each balance can be computed from the previous 
balance using the equation 
 








sequence of balances, 1000, 1080, 1166.4, 1259.71, 1360.49, 1469.33.  
Given a recurrence relation and initial condition for a sequence, the numbers in 
the sequence can be computed one at a time, as we did for the savings account balances.  
Using this procedure, a number in a sequence is computed only after all the preceding 
numbers in the sequence are known. Therefore, in order to find it is necessary to first 
compute all the values 
 
P1,P2,...,P49 , which is not very efficient.  
The solution of a recurrence relation is an explicit formula for the sequence it 
defines. The most basic method for solving recurrence relations is the method of 
iteration, which can be used to solve recurrence relations of the form 
 
xk = axk −1 + b and 
xk = axk 2 + b .  To solve a recurrence relation by iteration, start with the initial conditions 
and then calculate successive terms of the sequence until a pattern is observed. The 
solution is a formula based on this pattern that can be proven by mathematical induction 
to hold for all terms of the recursively defined sequence. To solve the recurrence relation 
 
Pk = (1.08)Pk −1, we use the initial condition to calculate several terms of the sequence 
until a pattern or formula for the remaining terms in the sequence is apparent: 
P1 = (1.08)P0
P2 = (1.08)P1 = (1.08)
2 P0
P3 = (1.08)P2 = (1.08)
3 P0
 
This pattern suggests the following solution for the recurrence relation: 
 
Pk = (1.08)
k P0  
which can be verified by mathematical induction. Using this solution,  can be 
calculated without knowing the previous year’s balance:  










complexity function for an algorithm is described recursively.  
 
Exercise 4.2.1: Suppose a certain amount of money is deposited in an account paying 6% 
annual interest compounded monthly. Let = the amount on deposit at the end of the nth 
month and let  be the initial amount deposited.  Find a recurrence relation for 
T0 ,T1,T2 ,..., , assuming no additional deposits or withdrawals during the year. Then solve 
the recurrence relation for . 
 
Definition 4.2.2: A divide-and-conquer algorithm takes a problem and divides it into a 
fixed number of smaller problems of the same kind, which can themselves be divided 
into the same fixed number of smaller problems of the same kind, and so forth. This 
reduction is repeatedly applied until the solutions of the smaller problems can be found 
easily and then used to conquer, or solve the original problem.  
 
 A recurrence relation for an algorithm’s complexity function is an equation that 
gives the number of elementary operations for an input of size n in terms of the number 
of elementary operations for smaller input sizes. Oftentimes we will need to find the 
solution to the recurrence relation in order to obtain the complexity function.  
Algorithmic Problem 1: Suppose you have a sequence of n distinct elements where each 
pair of elements can be ordered. Consider the problem of finding the maximum element 
in the sequence.  
The only operation that can be used to gain information about the sequence is the 











be an elementary operation. Let  represent the number of comparisons necessary to 
find the maximum element of a sequence of n elements (also known as a sequence of  
length n). For n=2, to find the maximum, we compare the two elements in the sequence, 
hence, A2 = 1 . If we were to add an element to this sequence, then in order to find the 
maximum we would compare the additional element to the maximum of the existing two 
elements; hence, for n=3, A3 = 2 . In general, if we know the maximum element of a 
sequence of length k-1, then we could compare this maximum to the kth element to find 
the maximum of a sequence of length k. So for a sequence of length n, the number of 
comparisons is given by 
 
An = n −1. Similarly, it can be shown that it would use n-1 
comparisons to find the minimum element of a sequence of length n.  
Algorithmic Problem 2 (The Max/Min Problem): Next let’s consider the problem of 
finding both the maximum and minimum elements in a sequence of n distinct elements.  
We will look at two algorithms for solving this problem, the second of which is a divide-
and-conquer algorithm. Using the method described for Algorithmic Problem 1, the 
maximum element can be found in n-1 comparisons. Once the maximum element has 
been found, applying the same method to find the minimum would use an additional n-2 
comparisons (as  the maximum element need not be compared). Notice that for this 
algorithm, the number of comparisons is the same for all inputs of size n. Let  
represent the complexity function for this algorithm. Then  =(n-1)+(n-2)=2n-3 gives 
the total number of comparisons necessary to find the maximum and minimum of a 
sequence of length n. Now let’s consider whether the minimum and maximum elements 








The divide-and-conquer algorithm for finding the maximum and minimum 
element in a sequence is motivated by the following observation. Suppose we knew the 
maximum and minimum element in both of the roughly n/2 sized subsequences of a 
sequence of length n where n ≥ 2. Then in order to find the maximum and minimum 
element of the entire sequence we would check to see which of the two maximum 
elements is the larger, and which of the two minimums is the smaller.  
For simplicity, consider a sequence S that has n=2k elements where k>0. If S has 
two elements, compare the two elements and choose the smaller as the minimum and the 
larger as the maximum. If S has more than two elements, continually divide the set in half 
until each subsequence has two elements. Then compare the elements to find the 
maximum and minimum of each 2-element subsequence. Then go on to find the 
maximum and minimum of the 4-element subsequences by comparing the maximums 
and minimums of the 2-element subsequences contained in them. Continue this 
procedure, finding the maximum and minimums of the 2j-element subsequences by 
comparing the minimums and maximums of the 2j-1-element subsequences contained in 
them, until the maximum and the minimum of the sequence S has been found.  
Example 4.2.2: Use the divide-and-conquer algorithm to find the maximum and 
minimum of the sequence, S, of numbers 
 





              Figure 4.2.1 
After a total of 10 comparisons, this algorithm yields a minimum element of 1 and a 
maximum element of 12. 
Notice that for this algorithm, the number of comparisons is the same for all 
inputs of size n. Let  represent its complexity function. Then  gives the total number 
of comparisons necessary to find the minimum and maximum of a sequence of length n, 
where n=2k for k>0. We can write a recurrence relation for . The initial condition is 
given by , where k=1. Only one comparison is needed for a 2-element sequence, hence 
=1. For 𝑇4, where k=2, one comparison is needed for each 2-element subsequence, and 
two comparisons are needed for their combination, one of the maximums and one of the 
minimums. Therefore . Similarly, for 𝑇8 where k=3, 𝑇4 
comparisons are needed for each of the two 4-element subsequences, and two 
comparisons are needed for their combination, one of the maximums and one of the 






T4 = 1+1+ 2 = 2T2 + 2
 





each of the n/2 subsequences has already been found, then to find the maximum and 
minimum for the entire sequence two additional comparisons are needed, one of the 
maximums and one of the minimums. Hence, the number of comparisons used by the 
algorithm can be described by the recurrence relation 
 
Tn = 2Tn 2 + 2, with . We can 








  which is the sum of the first n terms of a geometric series where a  is the 








n − 2  where n=2k is the length of the sequence. Note that we did not include 
the steps taken to divide the sequences into subsequences when analyzing the complexity 
of this algorithm.   
Now let’s compare the two algorithms for finding the minimum and maximum of 
a sequence of length n. Notice that both algorithms have complexity functions that are 
Ord(n). Because they have the same order, comparing their orders will not help us 
determine which is more efficient. In this case, we need to compare the actual complexity 
T2 = 1
Tn = 2Tn /2 + 2 = 2[2Tn /4 + 2] + 2 = 2
2Tn /4 + 2
2 + 2
= 22[2Tn /8 + 2] + 2
2 + 2 = 23Tn /8 + 2
3 + 22 + 2
= 2k −1T
n /2k−1
+ 2k −1 + ...+ 23 + 22 + 2
= 2k −1T2 + [2
k −1 + ...+ 23 + 22 + 2]
= 2k −1 + [2k −1 + ...+ 23 + 22 + 2]
= 2k −1 + 2k − 2 =
n
2








21 + 22 + ...+ 2k −1 = 2(1+ 21 + ...+ 2k −2) =
2(1− 2k −1)
(1− 2)





functions.  For n=2, both algorithms use one comparison. By comparing the graphs of 𝐵𝑛 
and 𝑇𝑛, we can see that for all n>2, Bn > Tn . Therefore we conclude that the divide-and-
conquer algorithm is more efficient. In fact, it can be proven, that no algorithm can solve 
the Max/Min Problem in fewer than (3/2)n-2 comparisons, which implies that the divide-
and-conquer algorithm is the most efficient algorithm for this problem (Tucker, 2007).  
Notice that for the divide and conquer algorithm, we only considered the case 
where the length of the sequence was a power of 2. How would the complexity differ if 
length of the sequence were not a power of 2? Recall that for n=2k, the number of 
comparisons used by the algorithm is given by 𝑇𝑛 = (3/2)𝑛 − 2. Similarly, a sequence 
of length 2n will use 𝑇2𝑛 = (3/2)2𝑛 − 2 = 3𝑛 − 2 comparisons.  It can be shown that 
both 𝑇𝑛 and 𝑇2𝑛 are Ord(n). Now for an arbitrary sequence of m elements where m is not 
a power of 2, we can consider that m lies between n and 2n (where n is some power of 2). 
Hence the number of comparisons that would be used to find the maximum and minimum 
element of a sequence of length m will be between (3/2)𝑛 − 2  and 3𝑛 − 2. Therefore 
by condition (2) in definition 4.1.4 the number of comparisons used to find the maximum 
and minimum for a sequence of any length is Ord(n).  
 
Exercise 4.2.2: Solve the recurrence relation Tn = 2Tn 2 + 1 assuming that n is a power of 
2 with the initial condition . 
Exercise 4.2.3: Solve the recurrence relation Tn = Tn 3 + 2  assuming that n is a power of 3 
with the initial condition .  









Exercise 4.2.5: Describe a divide and conquer algorithm for finding the largest element 
in a sequence. 
 
3. Search Algorithms 
Searching, or retrieving some particular information from a large amount of 
previously stored information, is a fundamental operation intrinsic to many 
computational tasks (Sedgewick, 1983). Consider, for example, the different types of 
searches performed when using a telephone directory. Suppose you are given a phone 
number and want to identify the person it belongs to. One approach would be to start at 
the beginning of the directory and look through the entries one by one until you locate the 
phone number. The ‘linear search’ algorithm implements this idea for searching a 
sequence. A more efficient approach can be used if you are interested in finding a 
person’s phone number given his or her name, where the names are listed in alphabetical 
order.  Then you can start in the middle of the directory and compare the person’s name 
with an entry in the middle. Depending on how they compare, this will guide you on 
whether to continue searching in the lower half or the upper half of the directory. The 
efficiency of this process stems from the fact that it eliminates half of the directory with 
just one comparison. Repeating this process over and over again will either result in the 
desired phone number or confirm its absence from the directory. The ‘binary search’ 
algorithm implements this idea for searching an ordered sequence.  
The ‘General Searching Problem’ can be described as follows:  





sequence of n distinct elements a1,a2 ,...,an , or conclude that it is not in the sequence.  
The binary search method, which is a divide-and-conquer algorithm, works on 
ordered sequences. It starts by comparing x to the middle element in the sequence. If the 
two are equal, then the search is successful. If the two are not equal, then because the 
elements are in order, comparing x with the middle element narrows the search either to 
the lower subsequence (consisting of all elements in the sequence below the middle 
element) or to the upper subsequence (consisting of all elements in the sequence above 
the middle element). The search continues by repeating this basic process over and over 
again on successively smaller subsequences. The search terminates either when a match 
occurs or when the subsequence to which the search has been narrowed contains no 
elements.  
As described, the algorithm assumes there is a unique middle element. If the 
sequence consists of an even number of elements, however, then there are actually two 
middle elements. In this case the algorithm must choose which of the two middle 
elements to compare x to. This choice is arbitrary; so we can let the algorithm choose the 
smaller of the two middle elements.  
Example 4.3.1: Use the binary search algorithm to search for 18 in the sequence
. First split the sequence, which 
has 16 elements into two subsequences with 8 elements each, namely 
 and . Then compare 18 and the 
largest term in the first subsequence. Since 10<18, the search for 18 can be restricted to 
the subsequence containing the 9th through the 16th elements of the original sequence. 
 
1, 2, 3, 4, 5, 6, 7, 8, 10, 12, 13, 15, 16, 18, 19, 20, 22
 
1, 2, 3, 5, 6, 7, 8, 10
 





Next, split this subsequence, which has 8 elements, into two smaller subsequences of four 
elements each, namely 
 
12, 13, 15, 16  and 
 
18, 19, 20, 22 . Compare 18 with the largest 
term of the first subsequence. Since 16<18 the search for 18 is restricted to the second of 
these subsequences, which contains the 13th through the 16th elements of the original 
sequence. The subsequence 18, 19, 20, 22  is split into two subsequences, namely 
18,19  and 20,22 . Since 18<19, the search is restricted to the subsequence 18,19
which contains the 13th and 14th elements of the original sequence. The subsequence 
18,19 is split into two subsequences, namely  and . Since 18=18, the search is 
terminated and 18 is located as the 13th term in the original sequence.  
The efficiency of the binary search algorithm is a result of the fact that at each 
step the length of the sequence to be searched is roughly half the length of the sequence 
in the previous step. It differs from some of the other divide-and-conquer algorithms in 
that after dividing we need only conquer one of the parts, not both. The only operation 
that can be used to gain information about the sequence is the comparison of two 
elements. Hence, we will consider the comparison of two elements to be an elementary 
operation. Unlike the algorithms presented for the Max/Min Problem, the complexity of 
this algorithm will depend on the structure of the input. As a result, its complexity cannot 
be described by a single complexity function. Let  represent the worst-case complexity 
function. Then  gives an upper bound on the number of comparisons necessary to 
search for an element x in an ordered sequence of length n. The number of comparisons 
can be obtained by figuring out how many times the sequence can be repeatedly divided 








For simplicity, consider the case of n=2k for k>0. The initial condition is given by
=2 because if there are two elements in the sequence, the algorithm splits the sequence 
into two subsequences of length 1 and then compares x with the element in the lower 
subsequence. The worst-case scenario for the number of comparisons would result if x 
were greater than that element because then it would go on to compare x to the element in 
the upper subsequence giving a total of 2 comparisons. In general when a sequence of 
length n is divided into two subsequences, each of which has length n/2, one comparison 
is needed to implement this reduction. Hence 
 
Tn = Tn 2 +1. We can solve the recurrence 
relation by iteration: 
  
where n=2k or alternatively k = log2 n .  Hence at most 
 
log2 n +1 comparisons are 
required to perform a binary search for a sequence of 2k elements. So the worst-case 
complexity function for this algorithm is given by 𝑇𝑛 = 𝑙𝑜𝑔2𝑛 + 1. In determining the 
order of this function, recall that lower order terms can be ignored. Also, we can write 
𝑇𝑛 =Ord(logn) without specifying the base of the logarithm because functions that differ 
only by a constant have the same order. Since the worst-case complexity function is 
Ord(logn), this gives an upper limit on the algorithms complexity for every input.  Hence 
the complexity of the algorithm is O(logn).  
The complexity of the binary search algorithm depends on the location of the 
T2
Tn = Tn /2 + 1
= [Tn /4 + 1] + 1 = Tn /4 + 2
= [[Tn /8 + 1] + 1] + 1 = Tn /8 + 3
= T
n /2k−1
+ k − 1 = T2 + k − 1
= 2 + k − 1 = k + 1





element in the sequence. Our analysis of its complexity thus far has been restricted to the 
worst-case scenario. It is worthwhile to note that the best-case scenario would result if the 
element we were searching for was in the middle of the sequence. The algorithm would 
only need to make one comparison in order to locate x, hence the best-case complexity 
function is Ord(1). Since the best-case complexity function is Ord(1), this gives a lower 
limit on the algorithms complexity for every input.  Hence the complexity of the 
algorithm is Ω(1). We can conclude that the complexity of the binary search algorithm is 
between Ω(1) and O(logn), since it falls anywhere between a constant function and a 
logarithmic function of n. 
The linear search algorithm is a less efficient algorithm for finding an element x in 
an arbitrary sequence of distinct elements a1,a2 ,...,an . Unlike the binary search 
algorithm, however, the linear search algorithm can be used on a sequence that is 
unordered.  It begins by comparing x with . When x= , the solution is the location of 
, namely 1. When x≠ , compare x with . If x= , the solution is the location of , 
namely 2. When x≠ , compare x with . Continue this process, comparing x 
successively with each element of the sequence until a match is found, where the solution 
is the location of that element. The only operation that can be used to gain information 
about the sequence is the comparison of two elements. Hence, we will consider the 
comparison of two elements to be an elementary operation. Notice that the complexity of 
this algorithm depends on location of x in the sequence. As a result, its complexity cannot 
be described by a single complexity function. Let  represent the worst-case 
complexity function. Then  gives an upper bound on the number of comparisons 
a1 a1










necessary to search for an element x in a sequence of length n. The worst-case scenario 
would result if x were the last term in the sequence. Therefore Wn = n  which is Ord(n). 
Since the worst-case complexity function is Ord(n), this gives an upper limit on the 
algorithms complexity for every input.  Hence the complexity of the algorithm is O(n). 
Similarly, the best-case scenario would result if x were in the first position. The 
algorithm would only need to make one comparison in order to locate x, hence the best-
case complexity function is Ord(1). We can conclude that the complexity of this 
algorithm is between Ω(1) and O(n), since it falls anywhere between a constant function 
and a linear function of n. 
We can also consider the average-case performance of the linear search algorithm. 
Assume that the element x is in the sequence and that it is equally likely for x to be in any 
position of the sequence from 1 to n. Then if x is in the first position, the search will 
perform one comparison. If x is in the second position, the search will perform two 
comparisons, and in general, if x is in the kth position, the search will perform k 
comparisons. So it would be equally likely for there to be 1,2,3,…,n comparisons. Hence, 
the average number of comparisons needed is 
 









average, we will have to search half of the sequence. Ignoring constants, we see that the 
average-case complexity for linear search is Ord(n) .  
Now in order to determine which of the two searching algorithms is more 
efficient, we can compare the order of growth of their worst-case complexity functions. 
The worst-case complexity function for binary search is Ord(logn) while the worst-case 





order than linear growth, the binary search algorithm uses fewer comparisons and is 
therefore more efficient.  
Suppose a telephone directory has one million entries. In order to search for a 
given entry the linear search algorithm would take n=1,000,000 comparisons in the 
worst-case scenario whereas the binary search algorithm would take approximately 
 
log2 n +1 ≈ 21 comparisons. Suppose further that you can perform one comparison each 
second. Using the liner search algorithm, this would take around 11.6 days whereas the 
binary search algorithm would take approximately 21 seconds. In order to apply the 
binary search algorithm however, the numbers must be listed in some order, which given 
the amount of time saved in searching, seems like a worthwhile endeavor. Telephone 
directories and dictionaries, among other things, place entries in alphabetical order 
because it makes them easier to use. Working with large sets of data in computers is 
facilitated when the data are sorted. The process of sorting, whereby a set of objects is 
ordered will be discussed in the next section.   
Exercise 4.3.1: The ‘ternary search’ algorithm locates an element in an ordered sequence 
by successively splitting the sequence into three subsequences of equal (or close to equal 
as possible) size, and restricting the search to the appropriate piece. Describe the worst-
case complexity (measured in terms of comparisons) of this algorithm.      
Exercise 4.3.2: Suppose that an element is known to be among the first four elements in 
a sequence of 32 elements. Would a linear or binary search locate this element in fewer 
steps? 





a sequence of length n where n is not a power of 2.  
 
4. Sort Algorithms 
Sorting is a fundamental operation in computer science. The problem of sorting a 
set of objects was one of the first intensely studied problems in computer science and as a 
result, a large number of good sort algorithms have been developed. (Baase and Van 
Gelder, 2000). During the 1960s when commercial data processing became automated on 
a large scale, the sort problem was the most frequently run program at many computer 
installations. The algorithm that is best for a given application depends on- among other 
factors- the number of items to be sorted and the extent to which the items are already 
sorted.  
The ‘General Sorting Problem’ can be described as follows: 
Algorithmic Problem 4 (The General Sorting Problem):  For a given sequence of  n 
distinct elements 
 
a1,a2,...,an   where each pair of elements can be ordered,  the output is 
a reordering 
 
a'1 ,a'2 ,...,a'n  of the given sequence such that 
 
a'1 ≤ a'2 ≤ ...≤ a'n . 
 One of the simplest methods of sorting, called ‘selection sort’ first finds the 
smallest element in the sequence and exchanges it with the element in the first position. 
Then it finds the second smallest element and exchanges it with the element in the second 
position. It goes on to repeat this process of finding the next smallest element and 
rearranging the elements until the entire sequence is ordered.  





compare the first and second elements in the sequence. Once the smaller of the two is 
established go on to compare it with the third element in the sequence. Once the smaller 
of the two is established go on to compare it with the fourth element in the sequence, and 
so on. When all the unordered elements in the sequence have been compared, this process 
will result in the identification of 𝑎′1. Next, move 𝑎′1 to the first position in the sequence 
shifting the remaining unsorted elements to the right. In order to find the second smallest 
element, 𝑎′2, compare the second and third elements in the sequence. Once the smaller of 
the two is established go on to compare it with the fourth element in the sequence. Once 
the smaller of the two is established go on to compare it with the fifth element in the 
sequence, and so on. When all the unsorted elements in the sequence have been 
compared, this process will result in the identification of 𝑎′2. Next, move 𝑎′2 to the 
second position in the sequence shifting the remaining unsorted elements to the right. 
Continue this process until only one unsorted element remains. By default this element is 
𝑎′𝑛 and what results is the sorted sequence a '1,a '2 ,...,a 'n .    
Example 4.4.1: Consider using selection sort to sort the sequence of numbers 
5,9,2, 7,1 . To find the smallest element in the sequence, 𝑎′1, compare 5 and 9. Since 5 
is less than 9 go on to compare 5 and to 2. Since 2 is less than 5 go on to compare 2 and 
7. Since 2 is less than 7 go on to compare 2 and 1. Since 1 is less than 2 it must be the 
smallest element in the sequence, hence set 𝑎′1=1.  Next 1 is moved to the first position 
in the sequence, and the remaining elements are shifted to the right. This results in the 
sequence 1,5,9,2,7 .  







Since 5 is less than 9 go on to compare 5 and 2. Since 2 is less than 5 go on to compare 2 
and 7. Since 2 is less than 7 it must be the second smallest element in the sequence, hence 
𝑎′2=2. Next 2 is moved to the second position in the sequence, shifting the remaining 
elements to the right. This results in the sequence 
 
1,2,5,9,7 . Now to find the third 
smallest element in the sequence compare 5 and 9. 5 is less than 9 so go on to compare 5 
and 7. 5 is also less than 7 and so it must be the third smallest element in the sequence, 
hence 𝑎′3=5. Incidentally it is already in the third position so does not need to be moved. 
Hence the sequence remains 1,2,5,9, 7 . To find the fourth smallest element in the 
sequence, compare 9 and 7. 7 is less than 9 and so it must be the fourth smallest element 
in the sequence, hence 𝑎′4=7.  7 is moved to the fourth position, shifting the remaining 
element to the right. This results in the sequence 
 
1,2,5,7,9, . Note that by default 𝑎′5=9 
and therefore the sorted sequence is 
 
1,2,5,7,9, .   
 The only operation that can be used to gain information about the sequence is the 
comparison of two elements. Hence, we will consider this to be an elementary operation. 
Although the algorithm also requires shifting elements, we will not count the number of 
shifts in our measurement of complexity.  Notice that for this algorithm, the number of 
comparisons used to order a sequence of length n will not change if some or all of the 
elements are already ordered. Let  represent the complexity function for selection sort. 
Then  gives the number of comparisons necessary to sort a sequence of length n.  
Finding the smallest element 𝑎′1uses n-1 comparisons, finding the second smallest 
element 𝑎′2 uses n-2 comparisons, and in general, finding the kth smallest element 









use n-(n-1) or 1 comparison, namely the comparison of the last two unsorted elements in 
the sequence. Once the smaller of the two is identified and placed in the second to last 
position, the entire sequence will be sorted. Therefore, sorting a sequence of length n uses 
a total of (n-1)+(n-2)+(n-3)+…+3+2+1= (n)(n-1)/2 comparisons. Now (n)(n-1)/2 is 
equivalent to 𝑛2/2 − 𝑛/2, so we can write 𝑇𝑛 = 𝑛2/2 − 𝑛/2. Note that in order to sort 
the sequence 
 
5,9,2,7,1 , a total of 10 comparisons were made. This result can be 
confirmed by plugging in n=5 to the complexity function 𝑇𝑛 = 𝑛2/2 − 𝑛/2. Ignoring 
constants and lower order terms we see that  is Ord(n2).  Therefore, selection sort can 
be described as having polynomial time complexity.   
‘Merge sort,’ a more efficient sorting method, was invented by John von 
Neumann in 1945 (Cormen, et al., 2001). It uses the divide-and-conquer technique to sort 
a sequence by first sorting its subsequences, and then merging the subsequences to form 
one sorted sequence.  
Consider a sequence of length n=2k where k>0 given by 
 
x1,x2,x3,...,xn . Sort the 
first pair of elements in the sequence, the second pair of elements, the third pair of 
elements, and so on until you have 2k-1 pairs of sorted sequences of length 2. Then 
consider merging adjacent pairs using the following method. Compare the smallest 
elements in each of the adjacent pairs. Place the smaller of the two in the first position of 
the merged sequence. Then compare the remaining smallest elements in each of the 
adjacent pairs. Place the smaller of the two in the second position of the merged 
sequence. Then compare the remaining two elements and place them in the appropriate 






each of the 2k-1 adjacent pairs will result in 2k-2 sorted sequences of length 22 or 4. Using 
this same process, merge sequences until 2k-3 sorted sequences of length 23 or 8 result. 
Continue to merge adjacent sequences until 2 sorted sequences of length 2k-1 remain. 
Then merge these two sequences to form one sorted sequence of length 2k as desired.  
Example 4.4.2: Consider using merge sort to sort the sequence 
. Sorting the first pairs of elements 
requires comparing 10 and 12. Since 10 is less than 12, they merge to form the sequence
10,12 . Similarly the second pair would become , the third pair , the fourth 
pair , the fifth pair , and sixth pair , and seventh pair , and the 
last pair 13,18 as shown below. 
 Figure 4.4.1 
The next step involves merging adjacent pairs. To merge 10,12 and  first compare 
the smallest elements in each pair, 10 and 0. Since 0 is less than 10 it is placed in the first 
position of the merged sequence. Next compare the remaining smallest element in each 
pair, 10, and 3. Since 3 is less than 10 it is placed in the second position of the merged 
 
10, 12, 3, 0, 4, 7, 15, 1, 9,  5, 2, 11, 8, 6, 18, 13
0,3 4,7






sequence. This leaves 10 and 12 as the third and fourth elements in the merged sequence
0,3,10,12 . Applying this merging process to 4, 7  and 1,15 results in the merged 
sequence 1,4,7,15 . 5,9 and 2,11 merge to form 2,5,9,11 , and the last two pairs 
6,8  and 13,18  merge to form 6,8,13,18 . The next step involves merging adjacent 
sequences. To merge 0,3,10,12  and 1,4,7,15 , first compare the smallest elements in 
each sequence, 0 and 1. Since 0 is less than 1 it is placed in the first position in the 
merged sequence. Next compare the remaining smallest elements in each sequence, 1 and 
3. Since 1 is less than 3 it is placed in the second position in the merged sequence. Next 
compare the remaining smallest elements in each sequence, 3 and 4. Since 3 is less than 4 
it is placed in the third position in the merged sequence. Repeating this process until the 
elements of each of the sequences have been placed in the appropriate place in the 
merged sequences results in the sequence . Applying this 
merging process to 
 
2,5,9,11  and 
 
6,8,13,18  results in the following merged sequence
.  The next step involves merging the adjacent sequences. 
Applying the same merging process to merge  and
, results in the sorted sequence 
. 
In order to find the complexity function for merge sort we will count the number 
of comparisons that need to be made in order to sort a sequence of a specified length. 
Notice that as in selection sort, the number of comparisons used by merge sort to order a 
sequence of length n will not change if some or all of the elements are already ordered.  
For simplicity, let the function  represent the complexity function for a sequence of 
 
0, 1, 3, 4, 7, 10, 12, 15
 
2, 5, 6, 8, 9, 11, 13, 18
 
0, 1, 3, 4, 7, 10, 12, 15
 
2, 5, 6, 8, 9, 11, 13, 18
 







n=2k elements. We can write a recurrence relation for . The initial condition is given by
, where k=1. This would only use one comparison, hence . Now we need to 
consider the number of comparisons necessary to merge two ordered sequences of length 
n/2. At each stage of the merger, the decision about which number to place in the merged 
sequence is made by comparing the numbers in the two subsequences except when one of 
the subsequences is empty (when all of its elements have been merged). Then no 
comparisons are made at all. Thus, there will be one comparison for each of the n 
positions in the merged sequence except the very last one, because when the last one is 
placed into position, the other subsequence is sure to be empty. In general when two 
sequence of length n/2 are merged into one sequence of length n, n-1 comparisons are 
used to implement this merger. Therefore the number of comparisons used to sort a 
sequence of length n can be given by
 
Tn = Tn 2 + Tn 2 + n −1. We can solve this recurrence 




n log2 n − n +1 gives the number comparisons used to perform merge sort 
on a sequence of 2k elements. To find the order of the complexity function recall that 
Tn
T2 T2 = 1
Tn = 2Tn 2 + n − 1







+ n − 1 = 22Tn 4 + 2n − 3







+ 2n − 3 = 23Tn 8 + 3n − 7







+ 3n − 7 = 24 Tn 16 + 4n − 15
= 2k −1T
n 2k−1
+ (k − 1)n − (2k −1 − 1) = 2k −1 + kn − n − 2k −1 + 1





lower order terms can be ignored. In addition, we can write  =Ord(nlogn) without 
specifying the base of the logarithm.  Therefore, we conclude that merge sort can be 
described as having nlogn time complexity. 
 In order to determine which of the two sorting algorithms is more efficient, we 
need to compare the orders of growth of their complexity function. The complexity 
function of selection sort is Ord(n2) whereas the complexity function of merge sort is 
Ord(nlogn). Since nlogn has a lower order of growth than n2, merge sort uses fewer 
comparisons and is therefore more efficient.  
Suppose you are compiling a phone directory of 100,000 entries. In order to sort 
the entries the merge sort algorithm would take approximately 
 
n log2 n − n +1 ≈1,560,965 comparisons in the worst-case scenario whereas the selection 
sort algorithm would take  𝑛2/2 − 𝑛/2 = 4,999,950,000 comparisons. Suppose further 
that a computer performs one comparison each millionth of a second. Merge sort would 
take around 2 seconds whereas selection sort would take around 1.4 hours. As you can 
see, if time is of the essence, merge sort is more efficient.  
So far we have discussed two algorithm for sorting, one whose complexity is 
Ord(n2) and one whose complexity is Ord(nlogn). Is possible to sort a sequence of length 
n even quicker than Ord(nlogn)?  We will show that there exists a lower bound for 
sorting, where a lower bound for a particular problem is a proof that no algorithm can 
solve the problem quicker. By defining a model that corresponds to an arbitrary sort 
algorithm, we can prove that the complexity of any sort algorithm must be greater than or 







decision tree.  
Definition 4.4.1: A decision tree is a hierarchical arrangement of data for a given input. 
The root of the tree sits at the top while the rest of the tree is spread out below. The tree 
contains internal nodes (or points in the tree), leaves (nodes at the bottom of the tree), and 
branches (sequences of nodes corresponding to paths in the direction from root to leaf). 
Each internal node performs a computation with two outcomes, reflected by its 
emanating branches, while each leaf represents a final outcome.  
For the problem of sorting we can let the input be a sequence of n distinct 
elements a1,a2 ,a3,...,an . The computation starts at the root of the tree.  At each node 
two elements  and  are compared and according to the outcome, either the left or 
right branch is taken.  If when asked if  the answer is yes, the left branch is taken 
otherwise, the right branch is taken. If there are remaining elements in the sequence to be 
compared, the branch will lead to an internal node which will perform another 
comparison. If however, there are no remaining elements in the sequence to be compared, 
the branch will lead to a leaf. Since a sequence of length n has n! possible arrangements, 
the tree should contain a total of n! leaves.  
To help visualize this better, consider the decision tree for sorting the input  












Notice that the root starts by comparing a and b. If a is less than b, it goes on (to 
the left) to compare b and c, and then if b is less than c, it concludes that a<b<c. If on the 
other hand b is not less than c it goes on to compare a and c. If a is less than c it 
concluded that a<c<b, otherwise it concludes that c<a<b. The right half of the tree is 
obtained by considering the case of a not less than b. In total, the tree contains 3!, or 6 
leaves, each corresponding to one of the six different orderings of the sequence a,b,c . 
To find the lower bound for a sort algorithm consider that each comparison can 
cut down the number of possible orderings of the elements to be considered by at most, 
only a factor of two (Sedgewick, 1983). Since there are n! possible orderings before the 
sort and the goal is to have just one possible ordering (the correct one), the number of 
comparisons must be at least the number of times n! can be divided by 2 before reaching 
a number less than 1, in other words log2 (n!) . This corresponds to the height of the 





size. Using calculus3, it can be shown that log2 (n!)=Ω(n logn)  which is a lower bound 
for sorting a sequence of length n (Manber, 1989).  
 
Exercise 4.4.1: Find the order of the complexity function for ‘merge sort’ on a sequence 
of length n, where n is not a power of 2. 
Exercise 4.4.2: ‘Insertion sort’ is an efficient algorithm for sorting a small number of 
elements, such as a deck of cards. Given a sequence of length n, insertion sort works by 
considering one element at a time, inserting it in its proper place among those already 
sorted. Confirm that the complexity of insertion sort is O(n2). 
Exercise 4.4.3: ‘Bubble sort,’ another sorting algorithm, works by passing through a 
sequence of length n and exchanging adjacent elements when they are out of order. 
Confirm that the complexity of bubble sort is also O(n2).  
Exercise 4.4.4: Create a decision tree to model a sort algorithm for the input a,b,c,d .  
 
5. Greedy Algorithms 
A greedy algorithm is a procedure that makes the choice that looks best at the 
moment at each decision point. Making the best choice at each decision point, however, 
does not guarantee that the best overall solution will be found. Cormen et al. (2001) gives 
an example of a greedy algorithm that can be used in coin-changing. To minimize the 
number of U.S. coins needed to make change for a given amount, it suffices to repeatedly 
                                                 





select the largest-denomination coin that is not larger than the amount still owed. Try this 
at home!  Does it minimize the number of coins?  Greedy algorithms are heuristic in that 
they may find useful solutions in practice but not necessarily the best possible solution. 
Heuristic algorithms are informative because they are often speedy and tend to provide 
good approximations.  
Greedy algorithms are typically used for optimization problems in which a set of 
choices must be made in order to arrive at the best possible solution. One example of an 
optimization problem is ‘The Fractional Knapsack Problem’, whose description follows:  
Algorithmic Problem 5 (The Fractional Knapsack Problem): Given a set of n 
infinitely subdividable items, each with a weight , and a value , determine the 
amount of each item to include in a collection so that the total weight is less than a given 
limit and the total value is as large as possible. 
To solve the fractional knapsack problem we will use a greedy algorithm. First 
compute the value per unit weight  for each item.  Then take as much as possible of the 
item with the greatest value per unit weight. If the supply of that item is exhausted and 
the weight limit has not been reached, take as much as possible of the item with the next 
greatest value per unit weight, and so forth until the weight limit is reached. If we 
consider sorting the items by the value per unit weight using merge sort, the complexity 
of the greedy algorithm is Ord(nlogn).  
Example 4.5.1: Suppose you are given the following list of five items whose values are 
given in dollars and whose weights are given in pounds. Further suppose that you can 
hold up to 10 pounds.  











 14 10 9 6 4 
 7 6 5 5 4 
       Table 4.5.1 
We don’t have the restriction that we must take an item in its entirety, therefore, if 
want to get the most out of each pound, we should use the highest dollar-to-pound ratios 
possible for each pound. Sorting the list by the ratio of dollar to pound we have: 
Item 1 3 2 4 5 
 14 9 10 6 4 
 7 5 6 5 4 
 2.0 1.8 1.667 1.2 1.0 
       Table 4.5.2 
For our greedy solution, we take as much as we can of item 1, and then of item 3, 
and so on, starting with the items having the highest dollar-to-pound ratios until we reach 
a total of ten pounds.  
The next few greedy algorithms that we will discuss pertain to problems that can 
be modeled by graphs. 
Definition 4.5.1: Vertices are simple objects which can have names and other properties. 
Definition 4.5.2: An edge is a connection between two vertices. 
Definition 4.5.3: A graph is a collection of vertices and edges where each edge connects 
a different pair of distinct vertices.4  
                                                 















One can draw a graph by marking points for the vertices and drawing lines connecting 
them for the edges. Figure 4.5.1 shows a graph with 6 vertices and 7 edges. 
Figure 4.5.1 
 
Definition 4.5.4: A path is a sequence of vertices where each pair of consecutive vertices 
is connected by an edge.  
For example, a path 6 to 1 in the graph above can be represented by the sequence 
6,4,3,2,1 . 
Consider the following problem: Suppose an airline wants to service a certain 
number of cities with a route system that minimizes the total mileage. This scenario can 
be modeled by a graph where the vertices denote the cities and each edge connecting a 
pair of vertices represents a flight between two cities. We could list the mileage 
associated with each flight or edge to form a weighted graph. The airline is interested in 
finding the lowest cost way to connect all the cities, without adding any additional cities 
to the route. This is a problem which can be solved by finding the minimum spanning 
tree which will be defined shortly. 
Definition 4.5.5: A weighted graph is a graph in which weights or costs are associated 
with each edge.  
Definition 4.5.6: A cycle is a path with at least two vertices in which no vertex is 





Definition 4.5.7: A graph is connected if there is a path between every pair of vertices. 
Definition 4.5.8: A connected graph with no cycles is called a tree.  
Definition 4.5.9: A spanning tree of a graph is a connected subgraph that contains all of 
the graph’s vertices but only enough of its edges to form a tree. 
Definition 4.5.10: A minimum spanning tree for a connected weighted graph is a 
collection of edges that connects all the vertices such that the sum of the weights of the 
edges is at most as small as the sum of the weights of any other collection of edges that 
connects the vertices.  
 
Algorithmic Problem 6 (The Minimum Spanning Tree Problem): Given a connected 
weighted graph with n vertices and m edges, find the minimum spanning tree.  
 
A brute-force algorithm for finding the minimum spanning tree involves listing all 
the spanning trees for a graph, computing the total weight for each, and then choosing the 
one whose total weight is minimal. This solution is inefficient however, because the 
number of distinct spanning trees is so large. In the worst-case scenario, a graph on n 
vertices can have nn-2 spanning trees.  
In 1956 and 1957, Joseph B. Kruskal and Robert C. Prim working independently, 
described much more efficient algorithms for finding the minimum spanning tree, both of 
which are greedy (Graham and Hell, 1985).  Although their algorithms were originally 
invented to find the minimum spanning tree for an arbitrary set of points in the Euclidean 
plane, they can also be used to find the minimum spanning tree for a weighted graph. 





Kruskal in 1956 starts by adding the edge of minimal weight to the spanning tree.  This 
involves examining the edges of the graph one by one in order of increasing weight. At 
each stage the edge being examined is added to what will become the minimal spanning 
tree provided that its addition does not create a circuit. After n-1 edges have been added, 
these edges together with the vertices of the graph form a minimal spanning tree. Figure 
4.5.2 from Cormen, et al. (2001) shows the steps for building the minimum spanning tree 
using Kruskal’s algorithm for a weighted graph on 9 vertices and 14 edges starting with 
the smallest edge. The minimum spanning tree that results has a total weight of 37. 
Figure 4.5.2 
To find the complexity of Kruskal’s algorithm, for simplicity, we will consider 
the case of a complete graph (whereby every pair of distinct vertices is connected by an 
edge). In addition, we will assume that the weights on the edges are distinct. Note that for 
a complete graph on n vertices there are 𝑚 = 𝑛(𝑛 − 1)/2  edges. Sorting these edges will 





vertices, the complexity of Kruskal’s algorithm is Ord(n2logn). For a given graph with n 
vertices and m edges, the complexity will depend on the size of m. Based on our analysis 
of a complete graph, where m is as large as possible, we can conclude that for any graph 
with n vertices and m edges, the complexity of Kruskal’s algorithm is O(mlogm).   
The second algorithm given by Prim in 1957 works as follows:  choose an 
arbitrary vertex, and put it into the spanning tree. Then consider all edges incident to that 
vertex and add the one of minimum weight to the spanning tree. Successively add to the 
tree edges of minimum weight that are incident to a vertex already in the tree and not 
forming a circuit with those edges already in the tree. After n-1 edges have been added, 
these edges together with the vertices of the graph form a minimal spanning tree. Figure 
4.5.3 from Cormen, et al. (2001) shows the steps for building the minimum spanning tree 
using Prim’s algorithm for the same weighted graph on 9 vertices and 14 edges starting 






Note that both algorithms result in minimum-spanning trees each having a total 
weight of 37. To find the complexity of Prim’s algorithm, for simplicity we will consider 
the case of a complete graph with n vertices and 𝑚 = 𝑛(𝑛 − 1)/2 edges, where the 
weights on the edges are distinct. Starting with an arbitrary vertex a, we need to consider 
the n-1 edges incident to it. Find the edge of minimum weight and add it to the tree. This 
uses (n-1)-1=n-2 comparisons. Now the tree contains one edge and two vertices, the 
second of which we will call b. Next we want to find the edge of minimum weight 
incident to vertex a or b.  For each of the remaining n-2 vertices not in the tree we want 
to check which of the following two edges has a smaller weight: the edge connecting the 





we will find the minimum of the smaller edges and add it to the tree. This uses n-2 
comparisons and then (n-2)-1 comparisons to find the minimum.  Now the tree contains 
two edge and three vertices, the third of which we will call c. Next we want to find the 
edge of minimum weight incident to vertex a or b or c, but from a vertex other than a, b, 
or c (so as not to form a circuit).  For each of the remaining n-3 vertices not in the tree we 
want to check which of the following two edges has a smaller weight: the smaller of the 
edges connecting the vertex to a or b (which was already obtained in a previous step) and 
the edge connecting the vertex to c. Then we will find the minimum of the smaller edges 
and add it to the tree. This uses n-3 comparisons and then (n-3)-1 comparisons to find the 
minimum.  Now the tree contains three edges and four vertices, the fourth of which we 
will call d. Continue this process of finding the edge of minimum weight incident to the 
vertices already in the tree and adding it to the tree until there remains one vertex that is 
not yet connected to the tree. Call this vertex s. Now to find the last edge which will 
complete the minimum spanning tree, we need to compare the weight of the edge 
connecting s to the last previously added vertex, which we will call r, and the minimum 
of the edges from s to all the other vertices in the tree (which was already obtained in a 
previous step). This uses only one comparison.  Hence the number of comparisons used 
to find the minimum spanning tree is given by n-2 + 2(n-2)-1+2(n-3)-1+2(n-4)-
1+…+1=2[(n-2)+(n-3)+(n-4)+…+1]=(n-2)(n-1). Therefore, we can conclude that for a 
complete graph on n vertices, the complexity of Prim’s algorithm is Ord(n2). Based on 
our analysis of a complete graph, where m is as large as possible, we can conclude that 
for any graph with n vertices and m edges, the complexity of Prim’s algorithm is bounded 





Comparing the complexities of both algorithms we can observe that for a 
complete graph Prim’s algorithm is more efficient as Ord(n2)<Ord(n2logn).  However, for 
a graph with n vertices and m edges, the performance of each algorithm will depend on 
how many edges the graph has. In particular, Prim’s algorithm is more efficient than 
Kruskal’s algorithm when a graph is very dense, meaning it has a large edge to vertex 
ratio.  
 
Exercise 4.5.1: Find the minimum spanning tree for the graph below using both Prim and 
Kruskal’s algorithm. Which algorithm is more efficient? 
Figure 4.5.4 
Exercise 4.5.2: Suppose a train company wants to service the cities in the graph below. 






Exercise 4.5.3: Give an example of weighted graph for which Kruskal’s algorithm is 
more efficient than Prim’s algorithm.  
Exercise 4.5.4: Give an example of weighted graph for which Prim’s algorithm is more 
efficient than Kruskal’s algorithm.  
Exercise 4.5.5: Find a maximum spanning tree (whose sum of edge length is maximal) 
for the graph in figure 4.5.2. 
Exercise 4.5.6: Modify Prim’s algorithm so that it finds a maximum spanning tree.  
Exercise 4.5.7: Modify Kruskal’s algorithm so that it finds a maximum spanning tree.  
Exercise 4.5.8: Is it possible for a weighted graph to have more than one minimum 
spanning tree? If so, please provide an example.  
 
6. Matching Algorithms 
Matching problems deal with the question of how to “match” or “pair up” objects. 
A well-known example of a matching problem involves matching workers to jobs. In this 
section we will discuss several different types of matching problems. We will focus our 
attention to a special class of graphs called bipartite graphs.  
Definition 4.6.1: A graph is called bipartite if its vertices can be divided into two sets, U 







Definition 4.6.2: Given a graph, a matching is a subset of the edges in which no vertex 
appears more than once. That is, each vertex touched by one of the edges in the matching 
is paired with the other vertex of that edge, but some vertices may be left unmatched.  
The matching containing edges B-G, C-E and H-F is given by the bold edges in the graph 
below.  
 Figure 4.6.2 
Definition 4.6.3: A vertex that is not incident to any edge in the matching is called 
unmatched.  





Definition 4.6.4: A perfect matching is one in which all the vertices are matched.  
Figure 4.6.3. depicts a perfect matching containing edges A-D, B-G, C-E, and H-F. 
Figure 4.6.3 
For a given graph, a perfect matching can only occur if there are an even number of 
vertices.  In the event that a perfect matching does not exist, it may be of interest to find a 
maximum cardinality matching.  
Definition 4.6.5: A maximum cardinality matching is a matching which contains as 
many edges as possible or equivalently which minimizes the number of unmatched 
vertices.  
 
Algorithmic Problem 7 (The Maximum Cardinality Matching Problem for a 
Bipartite Graph): Consider a set of w workers and a set of j jobs, such that not all 
workers are capable of doing all jobs. We can construct a graph to model this situation as 
follows: take the w vertices to represent the workers, the j vertices to represent the jobs, 





can handle at most one job, and that each job needs only one worker, we can consider the 
matching problem of matching workers to jobs in such a way that the largest possible 
number of workers are employed.  
A brute-force algorithm for finding a maximum cardinality matching involves 
listing all the matchings and then choosing the one that maximizes the number of edges. 
This solution is inefficient however, because the number of possible matchings is so 
large. In the worst-case scenario, a bipartite graph with n vertices in each set can have n! 
matchings.  
The work of Hungarian mathematicians D. König and J. Egerváry in the 1930s set 
the stage for more efficient algorithms to solve the maximum cardinality matching 
problem (Lovász and Plummer, 1986).  A non-greedy algorithm for finding a maximum 
cardinality matching in a graph, starts with an arbitrary matching, M, and then looks for 
an augmenting path.  
Definition 4.6.6: An alternating path with respect to a matching, M, is a path that 
alternates between edges in M and edges not in M.  
Definition 4.6.7: An augmenting path with respect to a matching, M, is an alternating 
path in which the first and last vertices are unmatched.  





Consider the bipartite graph G in figure 4.6.4, whose vertices are divided into sets 
U ={A,B,C,D,E,F} and V={1,2,3,4,5,6}.  Let M be the matching represented by the bold 
edges. Then M contains edges A-1, B-4, C-2, and D-3. The paths 1, A, 3, D,6  and 
6, D, 3, B, 4,E  are alternating path with respect to M, but 6, D, 3, B, 4,E  is also an 
augmenting path with respect to M because it starts and ends on unmatched vertices.  
Exercise 4.6.1: Can you find any other alternating paths with respect to M?  
Exercise 4.6.2: Can you find any other augmenting paths with respect to M? 
 
In order to find an augmenting path, we will use the concept of a directed graph.  
Definition 4.6.8: A directed graph is one in which each edge is directed from one vertex 
to another.  
So for example in figure 4.6.5 the edge between vertices 1 and 2 goes from 2 to 1 but not 
the other way.  
Figure 4.6.5 
Given a matching in a bipartite graph G whose vertices are divided into sets U 
and V, construct a directed graph D from G as follows:  direct an edge from U to V if it 
does not belong to the matching M and from V to U if it does. Then there exists an 





unmatched vertex in U and an unmatched vertex in V.  
Once an augmenting path P is found, the next step of the algorithm is to create a 
new matching M’ containing any edges of P that are not in M, and any edges of M that 
are not in P. The construction of M’ from M is called an augmentation. Continue this 
process of looking for augmenting paths and performing augmentations until there are no 
more augmenting paths.  If there are no more augmenting paths, then a maximum 
cardinality matching has been reached (Lovász and Plummer, 1986).  Notice that this 
algorithm is not greedy because each time a path is augmented, it may undo what was 
done in a previous step.  
Example 4.6.1: Find an augmenting path for the bipartite graph in figure 4.6.4 by 
creating a directed graph. Since edges A-2, A-3, B-3, C-5, D-6, E-4, and F-3 are not in 
the matching we direct them from U to V. Since edges A-1, B-4, C-2, and D-3 are in the 
matching, we direct them from V to U. This gives the following directed graph:  
 Figure 4.6.6 
Starting with either vertex E or F we obtain the augmenting paths 
E, 4, B, 3, D,6  and F, 3, D,6 respectively. Regardless of which augmenting path we 





Let’s utilize the augmenting path E, 4, B, 3, D,6  (we will leave the other option as an 
exercise).  
Example 4.6.2: Using the augmenting path P= E, 4, B, 3, D,6  find a maximum 
cardinality matching for the graph in figure 4.6.4. We can start with the matching M 
given by A-1, B-4, C-2, D-3 and create a new matching M’ containing edges of the 
augmenting path P that are not in M (edges E-4, B-3, and D-6) and edges of M that are 
not in P (edges A-1 and C-2). Hence M’ is given by A-1, B-3, C-2, D-6, E-4 as can be 
seen in figure 4.6.7 below.  Notice that M’ contains one more edge than M. In general, 
once an augmentation is performed, the new matching will contain one more edge than 
the old matching. Hence the number of augmentations that can be performed on a given 
graph is limited by the number of edges in the graph.  
 Figure 4.6.7 
Is M’ a maximum cardinality matching? Can you find any augmenting paths with respect 
to M’? We can look for another augmenting path by constructing a directed graph. Since 
edges A-2, A-3, B-4, C-5, D-3, and F-3 are not in the matching, we direct them from U to 
V. Since edges A-1, B-3, C-2, D-6, and E-4 are in the matching, we direct them from V 






Notice that for an augmenting path to exist it must start with an unmatched vertex in U 
and end with an unmatched vertex in V. However, the path starting with vertex F ends at 
vertex E, which is matched. Therefore we conclude that no augmenting path exists and 
therefore M’ is a maximum cardinality matching. 
Exercise 4.6.3: Using the augmenting path P=  find a maximum cardinality 
matching for the graph in figure 4.6.4. Do you obtain the same matching as in example 
4.6.2? 
Suppose G is a bipartite graph on sets U and V with n vertices and m edges. In 
order to find the complexity of this algorithm we will use big-O to give an upper limit on 
the number of steps required to find an augmenting path and the number of 
augmentations needed (in other words the number of augmenting paths found before the 
maximum cardinality matching is achieved). To count the number of augmentations, note 
that every time an augmenting path is found for a given matching, an additional vertex of 
U is matched. Since U contains fewer than n vertices there can be at most O(n) 
augmenting paths. To find each augmenting path at most O(n) unmatched vertices need 
to be considered and in order to find an augmenting path O(m) edges need to be directed. 







force method.  
 
Exercise 4.6.4: Apply the matching algorithm for the graph in figure 4.6.4 but this time 
start with a different matching. Do you arrive at the same maximum cardinality 
matching? 
Exercise 4.6.5: Is it possible for a graph to have more than one maximum cardinality 
matching? If so, please provide an example.  
Next we will consider a less efficient algorithm for finding the maximum 
cardinality matching in a bipartite graph using an associated directed graph or network 
flow. Recall from Definition 4.5.5 that a weighted graph is a graph in which weights or 
costs are associated with each edge. Weighted graphs provide useful models for several 
types of applications involving commodities flowing through an interconnected network. 
Definition 4.6.9: A network is a directed weighted graph.  
An example of a network can be seen in the figure below. (Note that edge between 3 and 
4 does not actually interesect the edge between 2 and 5). 





For example, we can think of a network of pipes of varying size, through which 
some material could flow in a given direction, with switches at each junction controlling 
the amount of flow on each edge. Suppose further that the network has a single source 
and a single destination to which all of the pipes ultimately connect. This situation can be 
modeled by a flow chart.  
Definition 4.6.10: A flow chart is a directed graph with a source vertex s, and a sink 
vertex t, where each edge has an integer capacity and an integer flow associated with it.  
The source produces the material at a steady rate and the sink consumes the material at 
the same rate. The flow is a function that assigns a number to each edge, which describes 
the rate at which the liquid moves through the edge. The capacity of each edge indicates 
the maximum rate at which the material can move through the edge. Note that the flow 
on a given edge must be equal to or less than its capacity and that the flow going into a 
vertex must equal the flow out of that vertex, with the exception of the source and sink 
vertices.  
This model can be used to describe parts going through assembly lines, currents 
through electrical networks, traffic flowing along highways, information through 
communication networks as well as many other practical situations (Cormen, et al., 2001) 
(Sedgewick, 1983).  
Algorithmic Problem 8 (The Maximum Flow Problem): Given a flow chart, one of our 
objectives will be to find the maximum rate at which the material could flow from the 





 The first method for the maximum flow problem was developed by L. R. Ford and 
D. R. Fulkerson in 1962 (Sedgewick, 1983). It goes as follows: start with no flow at all, 
in other words, with the flow on every edge equal to 0. Then look for a flow-augmenting 
path from source to sink and figure out how much more material could be piped down 
that path. Increase the flow by the greatest possible amount. Continue this process until 
there are no more flow-augmenting paths.   
An edge can be a part of a flow-augmenting path for two possible reasons: 
(1) The direction of the edge is consistent with the direction of the path from source 
to sink and the present value of the flow function on the edge is below the 
capacity of that edge. 
(2) The direction of the edge is opposed to that of the path from source to sink and 
the present value of the flow function on the edge is strictly positive (this may 
seem surprising but it will hopefully make more sense shortly).  
 On all the edges of a flow-augmenting path that are consistent with the direction of 
the path from source to sink, we can increase the flow along the edge.  On all the edges 
that are inconsistent with the direction of the path from source to sink, we can decrease 
the flow on the edge. In either case we will have increased the value of the flow.   
 Consider the flow chart shown below where s is the source and t is the sink (only 
the capacities are shown).  Can you give an upper bound on the maximum flow? Notice 
that maximum flow is limited by the flow coming out of the source and the flow going 
into the sink. The flow coming out of the source is 10 and the flow going into the sink is 





  Figure 4.6.10 
Example 4.6.3: Now that we have an upper bound on the maximum flow, let’s use the 
Ford-Fulkerson method to find the maximum flow. Start with a flow of zero on each 
edge. We will use an ordered pair to represent the capacity and flow respectively for each 
edge, as shown in figure 4.6.11.  
  
 Figure 4.6.11 
One should observe that there are several flow-augmenting paths. (Can you find them 
all?). Let’s start with s→4→5→2→3→t. We have to figure out how much more material 
we can send down this path. The pipe from s→4 has a capacity of 2 and is currently 
piping 0, so it could handle a flow increase of 2. The pipe from 4→5 has capacity 5 and 
is currently piping 0, so it could handle a flow increase of 5. The pipe from 5→2 has a 





from 2→3 has a capacity of 6 and is currently piping 0, so it could handle a flow increase 
of 6. The pipe from 3→t has a capacity of 4 and is currently piping 0, so it could handle a 
flow increase of 4. We can only increase the flow by the minimum of these numbers, so 
we can send 2 units of material down this path. All the edges of the flow-augmenting 
path are consistent with the direction of the path from source to sink, so we can increase 
the flow along all the edges by 2.  The updated flow is shown in the figure below: 
Figure 4.6.12 
 
Next let’s consider the path s→2→3→4→5→t. We have to figure out how much more 
material we can send down this path. The pipe from s→2 has a capacity of 8 and is 
currently piping 0, so it could handle a flow increase of 8. The pipe from 2→3 has 
capacity 6 and is currently piping 2, so it could handle a flow increase of 4. The pipe 
from 3→4 has capacity 4 and is currently piping 2, so it could handle a flow increase of 
2. The pipe from 4→5 has capacity 5 and is currently piping 2, so it could handle a flow 
increase of 3. The pipe from 5→t has capacity 5 and is currently piping 0, so it could 
handle a flow increase of 5. We can only increase the flow by the minimum of these 
numbers, so we can send 2 units of material down this path. All the edges of the flow-





can increase the flow along all the edges by 2. The updated flow is shown in the figure 
below: 
Figure 4.6.13 
Next let’s consider the path s→2→3→t. We have to figure out how much more material 
we can send down this path. The pipe from s→2 has a capacity of 8 and is currently 
piping 2, so it could handle a flow increase of 6. The pipe from 2→3 has capacity 6 and 
is currently piping 4, so it could handle a flow increase of 2. The pipe from 3→t has 
capacity 4 and is currently piping 2, so it could handle a flow increase of 2. We can only 
increase the flow by the minimum of these numbers, so we can send 2 units of material 
down this path. All the edges of the flow-augmenting path are consistent with the 
direction of the path from source to sink, so we can increase the flow along all the edges 






Notice that the edges 2→3, 3→t, 3→4, and s→4 are filled to capacity. A careful analysis 
will show that path s→2→5→t is also a flow-augmenting path. Edges s→2 and 5→t are 
consistent with the direction of the path from source to sink, hence we will increase the 
flow along these edges. The direction of edge 2→5, on the other hand, is opposed to that 
of the path from source to sink, hence we will decrease the flow along this edge.  The 
pipe from s→2 has a capacity of 8 and is currently piping 4, so it could handle a flow 
increase of 4. The pipe connecting 2 and 5 is currently piping 2 in the direction of 5→2, 
so it could handle a flow decrease of 2. The pipe from 5→t has capacity 5 and is 
currently piping 2, so it could handle a flow increase of 3. On all the edges of a flow-
augmenting path that are consistent with the direction of the path from source to sink, 
namely s→2 and 5→t, we can increase the flow by 2.  On the edge that is inconsistent 
with the direction of the path from source to sink, namely 5→2, we can decrease the flow 
by 2. This corresponds to shutting off the flow on the pipe from 5→2; this allows 2 units 
to be redirected from 5 to t without losing any flow at the other end, because the 2 units 
which use to come from 5 to 2 can be replaced by 2 units from s. The updated flow is 






A careful analysis will show that there aren’t any more flow-augmenting paths, hence, 8 
is the maximum flow.  
 Notice that in order for a flow to get from source to sink it must pass through 
either edge s→2 or s→4, which have a combined flow capacity of 10. The edges s→2 
and s→4 make what is referred to as a cut.  Edges 3→t and 5→t also form a cut. The 
minimum cut is the cut with the smallest combined capacity. In this flow chart, the 
minimum cut is given by 2→3 and s→4 which have a combined capacity of 8 (which is 
also the maximum flow). In fact, there is a theorem called the maxflow-mincut theorem, 
which states that the value of the maximum flow is equal to the capacity of a minimum 
cut (Sedgewick, 1983).  
In describing the complexity of the Ford-Fulkerson method, we can use big-O to 
give an upper limit on the number of increases in the flow, which is equivalent to the 
number of flow-augmenting paths augmented before the maximum flow is found. 
However, we need use some caution here as the Ford-Fulkerson method does not indicate 
a step-by-step procedure for finding flow-augmenting paths and therefore is not really an 
algorithm.  
How can we find flow-augmenting paths?  In 1972 Edmonds and Karp 
incorporated a breadth-first search for finding flow-augmenting paths (Lovász and 
Plummer, 1986). The breadth-first search involves labeling each vertex with its length 
from the source vertex (in other words, the number of edges between it and the source 
vertex). Then augment the shortest flow-augmenting path (in other words, the one with 
the least amount of edges) and apply the breadth-first search again until no more flow-





when implemented on a network with m edges and n vertices has complexity of O(m2n). 
Running the breadth-first search is O(m) and there at most O(mn) augmentations. 
 
Exercise 4.6.5: Find the maximum flow for the network in figure 4.6.9 using the 
Edmonds-Karp algorithm. Do you obtain the same maximum flow as in figure 4.6.15? 
Exercise 4.6.6: Consider reversing the direction of edge 5→2 figure 4.6.9 so that it goes 
from 2→5 and has a capacity of 3. Then use the Edmonds-Karp algorithm to find the 
maximum flow. How does this compare to your answer to exercise 4.6.5? 
Exercise 4.6.7: Consider reversing the direction of edge 3→4 figure 4.6.9 so that it goes 
from 4→3 and has a capacity of 2. Then use the Edmonds-Karp algorithm to find the 
maximum flow. How does this compare to your answer to exercise 4.6.5? 
 
Now that we have discussed network flows, we can revisit the maximum 
cardinality matching problem for a bipartite graph. In particular let’s consider the 
problem of assigning n workers to m jobs in such a way that the largest possible number 
of workers are employed.  Recall that we can construct a bipartite graph to model this 
problem. Let one set of vertices represent the workers and the other represent the jobs, 
with edges connecting the workers to jobs when they are capable of doing the job. Now 
add a source vertex s, with all edges pointing to all vertices of one set of vertices and then 
make all the edges in the bipartite graph point from that set to the other. Then add a sink 
vertex t, pointed to by all the members of the other set. Set all edge capacities to 1 and 
now find the maximum flow using the Edmonds-Karp algorithm. The maximum 





Example 4.6.4: Consider the bipartite graph in the figure below where the vertices 
labeled with numbers represent the workers and the vertices labeled with letters represent 
the jobs. 
  Figure 4.6.16 
Create the associated network flow shown in the figure below by adding sink and source 
vertices, adding directed edges from the source to each of the workeres and from each of 
the jobs to the sink, and directing the existing edges from workers to jobs.  
 Figure 4.6.17 
Next use the Edmonds-Karp algorithm to find the maximum cardinality matching. One 





minimal length. Let’s start with s→1→A→t. Note that we can increase the flow by 1. We 
can do the same for the flow-augmenting paths s→2→B→t, s→3→C→t, and 
s→5→E→t. At this point there are no flow-augmenting paths left whose edges are 
consistent with the direction of the path from source to sink. A careful analysis will show 
that s→4→A→1→C→3→D→t is the next shortest flow-augmenting path.  Increasing 
the flow along the edges that are consistent with the direction of the path from source to 
sink by 1 and decreasing the flow along the edges that are not consistent with the 
direction of the path from source to sink by 1 yields the following matching: 1-C, 2-B, 3-
D, 4-A, 5-E as shown below. 
  Figure 4.6.18 
Exercise 4.6.8: Use the algorithm for a maximum cardinality matching in a bipartite 
graph for the graph in figure 4.6.16. Compare your result with the matching obtained by 
the Edmonds-Karp algorithm. 
Exercise 4.6.9: Use the algorithm for a maximum cardinality matching in a bipartite 
graph for the graph in figure 4.6.4. Compare your result with the matching obtained in 
example 4.6.2. 
 





the Unites States, the “National Residents Matching Program” deals with a different kind 
of matching problem called a ‘Stable-Matching Problem.’ A matching problem becomes 
a stable-matching problem when preferences among the things being matched are 
involved. In the case of medical students and hospitals, each student lists several 
hospitals in order of preference, and each hospital lists several students in order of 
preference. The goal is to assign students to hospitals in a fair way, respecting all the 
stated preferences so that no pair would rather be paired with each other than with whom 
they were assigned to.  
Definition 4.6.11: A matching is called stable if no two people prefer each other to their 
assigned partners.  
If there are two medical students A and B who are assigned to hospitals α and β, 
respectively, although β prefers A to B and A prefers β to α this would not result in a 
stable matching.  Will it always be possible to find a stable matching? How many 
different stable matchings are possible? Assuming that several stable matchings do exist, 
how can we decide which among them is preferable? 
In the previous section we discussed several greedy algorithms that can be used to 
solve problems involving graphs. Let’s consider using greedy method to find a stable 
matching. The medical school problem, in particular, poses a complication in that it is 
possible for students to go unmatched. As a result, we will consider a simpler related 
problem called the ‘Stable Marriage Problem,’ described as follows:   
Algorithmic Problem 9 (The Stable Marriage Problem): Suppose in a certain 





those of the opposite sex in accordance with his or her preference for a marriage partner. 
The goal is to find a stable matching which occurs when all the men and women are 
married in such a way that there are no two people of opposite sex who would both rather 
have each other than their current partners.  
Example 4.6.5:  Suppose the community consists of 3 men and 3 women. Let A, B, and 
C represent the men, and α, β, and γ represent the women. Their rankings are given 
below.  
A: β, γ, α   α: A, B, C 
B: γ, α, β   β: B, C, A 
C: α, β, γ   γ: C, A, B 
Thus A ranks β first, γ second, and α third, while α ranks A first, B second, and C third, 
etc. For the rankings given above, there are six possible sets of marriages, of which three 
are stable. If each woman had her first choice, this results in a stable matching where α 
marries A, β marries B, and γ marries C. Alternatively if the men have their first choices 
this would also result in a stable matching; A to β, B to γ, and C to α. The third stable 
matching would result if everyone were to marry their second choice, so C to β, A to γ, 
and B to α. On the other hand, if A were to marry γ, B were to marry β, and C were to 
marry α, this would be unstable because B and α prefer each other to their current 
partners. 
A brute force method for solving this problem would be to consider all n! possible 
matchings. Note that for a matching problem involving 2n people, requiring n pairs, there 
are n! possible matchings. This result follows from the fact that n women can be assigned 





second man in the list, n-2 options for the third man in the list and so on, until there is just 
one option for the nth man, for a total of n! possible matchings.  Now for n=3 this only 
requires analyzing 6 matchings, but this for large n listing all possible matchings can 
become very time consuming.  
Consider the following greedy algorithm for finding a stable matching. Have each 
man pick his favorite woman that remains by the time his turn comes up.  
Example 4.6.6: Consider applying this algorithm for the five men (1, 2, 3, 4, and 5) and 
five women (A, B, C, D, and E) ranked below.  
1: C, B, E, A, D   A: 3, 5, 2, 1, 4  
2: A, B, E, C, D   B: 5, 2, 1, 4, 3 
3: D, C, B, E, A    C: 4, 3, 5, 1, 2 
4: A, C, D, B, E   D: 1, 2, 3, 4, 5 
5: A, B, D, E, C   E: 2, 3, 4, 1, 5 
Applying the greedy algorithm for this example, 1 picks his favorite, which is C,  
2 picks his favorite, which is A, 3 picks his favorite, which is D, 4 picks his favorite 
remaining woman, which is B (since his top 3 choices are already taken), and finally, 5 
picks his favorite remaining woman (which at this point, is the only remaining woman), 
which is E. This algorithm does not result in a stable matching, as both 5 and B prefer 
each other to their current partners.  
A non-greedy algorithm, called the ‘Gale and Shapley’ algorithm uses a different 
approach to solve the problem. It finds a stable matching by systematically building 
stable pairings.  Each man in turn becomes a ‘suitor’ and seeks a bride. A suitor starts by 





prefers then the suitor must propose to the next woman on his list, continuing until he 
finds a woman who is not engaged or who prefers him to her current fiancé. If this 
woman is not engaged she becomes engaged to the suitor and the next man becomes the 
suitor. If she is engaged, then she breaks the engagement and becomes engaged to the 
suitor (whom she prefers). This leaves her old fiancé to become the suitor once again, 
starting where he left off on his list. Eventually he finds another fiancé, but another 
engagement may need to be broken. Continue this way, breaking engagements as 
necessary, until some suitor finds a woman who has not been engaged yet.  In Gale and 
Shapley’s 1962 paper College Admissions and The Stability of Marriage they provide a 
proof that this algorithm will always result in a stable matching.  
Example 4.6.7: Consider applying this algorithm for the four men (A, B, C, and D) and 
four women (1, 2, 3, and 4) ranked below.  
A: 1, 2, 3, 4   1: C, B, D, A   
B: 4, 1, 3, 2   2: D, C, A, B 
C: 1, 4, 2, 3    3: A, B, C, D 
D: 2, 3, 4, 1   4: C, A, B, D 
Let A be the first suitor. Then A proposes to 1, who is not engaged and therefore accepts 
his proposal. Next B becomes the suitor. B proposes to 4, who is not engaged and 
therefore accepts his proposal. Next C proposes to 1 who is engaged but prefers C to A 
and therefore breaks her engagement with A and accepts the proposal from C. Newly 
single A then proposes to 2, the next woman on his list, who is not engaged and therefore 
accepts his proposal. D, the next suitor proposes to 2, who is engaged but prefers D to A 





proposes to 3, the next woman on his list, who is not engaged and therefore accepts his 
proposal.  This algorithm results in the matching of A to 3, B to 4, C to 1, and D to 2, 
which is stable.  
Note that once a woman is matched she stays matched (only her fiancé can 
change). When the fiancé of a woman changes, this is to a more preferable match for her. 
So in every step, either an unmatched woman becomes matched, or a matched woman 
changes her fiancé. As soon as the last woman is proposed to, the matching process is 
complete. In order to analyze the worst-case complexity of this algorithm we can count 
the number of proposals as an elementary operation. The worst-case scenario would 
result if each of the n men had to propose to each of the n women, which would require 
n2 proposals. Therefore, the worst-case complexity function is Ord(n2). On the other 
hand, in the best-case scenario each man would only have to propose to one woman, 
which is Ord(n). We can conclude that the complexity of this algorithm is between Ω(n) 
and O(n2), since it falls anywhere between a linear function of n and a quadratic function 
of n.  
The Gale and Shapley algorithm is biased towards the suitors. In the example 
above, there is a bias towards the men as they go through the women on their lists in 
order and propose, while the women must wait for the ‘right man’ to come along. By 
interchanging the roles of men and women so that women do the proposing, this would 
yield a stable matching which is biased towards women. As a result, the Gale and 
Shapely algorithm will always yield at least one and sometimes two stable matchings. 
When it yields two stable matchings they will be the best possible matching for the group 





be biased, is the order in which the men become suitors; is it better to be the first man to 
propose or the last? Sedgewick (1983) notes that regardless of the order in which the men 
become suitors, the same stable matching results.  
Exercise 4.6.10: Consider applying the Gale Shapley algorithm once again for the four 
men (A, B, C, and D) and four women (1, 2, 3, and 4) ranked below, but this time let the 
women run through their lists first. How does the matching obtained compare to that of 
Example 4.6.6? 
A: 1, 2, 3, 4   1: C, B, D, A   
B: 4, 1, 3, 2   2: D, C, A, B 
C: 1, 4, 2, 3    3: A, B, C, D 
D: 2, 3, 4, 1   4: C, A, B, D 
 
7. Geometric Algorithms 
Computational geometry is the branch of computer science concerned with the 
design and analysis of algorithms for solving geometric problems. Geometric objects 
such as points, lines, and polygons are the basis of a broad variety of applications and 
give rise to an interesting set of problems and algorithms (Sedgewick, 1983). We will 
discuss two fundamental problems that are used to solve many other problems in 
computational geometry. 
First we will consider the problem of finding the ‘convex hull’ for a finite set of 
points.  






Definition 4.7.1: A convex polygon is a polygon with the property that any line 
connecting two points inside the polygon must itself lie inside the polygon.  
Definition 4.7.2: The convex hull of a set Q of n points is the smallest convex polygon P 
which contains them.  
Intuitively, we can think of each point in Q as being a nail sticking out from a 
board. The convex hull is then the shape formed by a tight rubber band that surrounds all 
the nails (see figure 4.7.1 below).  
For a large number of points, the convex hull could contain as few as three points 
(if three points form a triangle containing all the others) or as many n points (if all the 
points fall on a convex polygon, then they comprise their own convex hull). As a result, 
some algorithms work better when there are many points on the convex hull, while others 
work better when there are only a few. Algorithms that construct convex hulls of various 
objects have a broad range of applications in mathematics and computer science. In 
particular, the convex hull can be used to solve problems in computer graphics, design 
automata, pattern recognition, and operations research (Preparata and Hong, 1985). There 
are numerous algorithms of varying computational complexity for computing the convex 






The input to an algorithm for finding the convex hull will be a set of n points on a 
plane p1, p2 ,..., pn{ }. For the first algorithm consider the following property: Let L be a 
line segment connecting two of the points. For L to be part of the convex hull all points 
not collinear with L must lie on the same side of the line containing L. This observation 
gives way to the following algorithm. Consider each potential line segment L in turn, and 
check whether the points that are not collinear with L are on one side of the line 
containing it. If this property holds for L then add it to the convex hull. Since there are n 
points, there are n(n-1)/2 line segments and each of them has to be checked against at 
most n-2 points (where no three points are collinear). Hence the complexity function 
must check at most n(n-1)(n-2)/2 times which implies that the complexity of the 
algorithm is O(n3). 
A more efficient algorithm, called the ‘gift-wrapping’ algorithm was proposed in 
a paper by R.A. Jarvis in 1973 (Sedgewick, 1983). Jarvis’s algorithm simulates wrapping 
a piece of paper around the set of point starting with taping the end of the paper to the 
lowest leftmost point and pulling the paper up and around until it reaches the next point, 





More formally, Jarvis’s algorithm builds a sequence of vertices of the convex hull 
p0 , p1,..., pn−1 . Start with , the lowest leftmost point in the set (or, alternatively you 
could find the rightmost, highest, or lowest).  This point must be on the convex 
hull.  Then, find the point which makes the largest angle to the vertical line drawn 
through the lowest point, in a clockwise direction (see figure 4.7.2).  This point must also 
be on the convex hull.  Then, continue to find the point which makes the largest angle 
with the preceding edge.  Continue until you return to the lowest point.  These edges 
constitute the convex hull. For each of the h vertices of the convex hull, we find the 
vertex with the maximum angle. The worst-case scenario occurs when all points lie on 
the convex hull, in other words when h=n. The number of angles that must be checked in 
this case is n(n-1)/2, hence the complexity of Jarvis’s algorithm is O(n2). 
Figure 4.7.2 
A more sophisticated, algorithm of O(nlogn)  called the ‘Graham scan,’ was published by 
Ronald Graham in 1972 (Cormen, et al., 2001).  
 
Exercise 4.7.1: Describe an algorithm whose complexity is O(nlogn) for finding the 








The second problem we will consider is called ‘The Closest-Pair Problem,’ 
described as follows:  
Algorithmic Problem 11 (The Closest-Pair Problem): Given a set of n points on a 
plane, find two points that are closest together among a set of points. 
 ‘Closest’ refers to the usual Euclidean distance where the distance between points (𝑥1,𝑦1)and (𝑥2,𝑦2)  is �(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2.  The points may correspond, for 
example to parts in a computer chip, to starts in a galaxy, or to vehicles (a system for 
controlling air or sea traffic might need to know which are the two closest vehicles in 
order to detect potential collisions) (Manber, 1989), (Cormen, et al., 2001).   
A brute-force algorithm checks the distances between all pairs and takes the 
minimal one. This solution requires n(n-1)/2 distance computations and n(n-1)/2-1 
comparisons (recall to find the minimum of set of k elements requires k-1 comparisons). 
Hence if we count both as elementary operations the complexity of this algorithm is 
Ord(n2).  
A divide-and-conquer algorithm for finding the closest pair is more efficient. 
Instead of considering one point at a time, divide the set into two equal parts. We assume, 
for simplicity, that n is a power of 2, so that it is always possible to divide the set into two 
equal parts. Divide the set by dividing the plane into two disjoint parts each containing 
one-half of the set. Then find the minimal distance in each part. Once this is 
accomplished, we need only be concerned with the distances between points close to the 





Let P be a set of n points, and assume that n=2k, where k>0. We first sort the 
points by their x coordinates. Then consider a vertical line L that divides P into two 
equal-sized subsets A and B. The closest pair in the whole set is either the closest pair in 
one of the halves or the closest pair with one member in each half. The closest pair in 
each half can be found recursively. The interesting case is if the closest pair crosses the 
dividing line. Let the minimum distance in A be , and in B be , and let 
 
δ = min δA ,δB{ }. We have to see whether there is a point in A with distance <  to a point 
in B. It is sufficient to consider only the points that lie in a vertical strip of width  
2  centered around L (see figure 4.7.3). 
 Figure 4.7.3 
The worst-case scenario would be if all  points of A (and B) reside in this strip, 
adding 
 
(n /2)(n /2) = (n2 /4)  distances to check. We will show that the distances between 
these points can be checked in fewer than calculations. Consider any point p in A. 


















  Figure 4.7.4      Figure 4.7.5 
As shown in figure 4.7.5, at most 6 points can lie within a  rectangle where each 
pair must be at least  apart (Preparata and Shamos, 1985). Hence we only need to 
perform 6(n/2) distance comparisons, which can be done in O(n) steps (Preparata and 
Shamos, 1985). To find the complexity of this algorithm first consider that it takes 
O(nlogn) steps to sort the n points according to their x coordinates. Once the set has been 
divided into two subsets, we can then consider solving two subproblems of size n/2. This 
gives the recurrence relation 
 
Tn = 2Tn 2 + O(n)  where . We can solve this recurrence 
relation by iteration.  
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with the O(nlogn) steps to sort the n points according to their x coordinates, yields a 
complexity of O(nlogn). The complexity function for the brute-force algorithm has a 
greater order of growth and therefore the divide-and-conquer algorithm is more efficient.   
An even more efficient algorithm which is beyond the scope of this study makes 
use of the concept of a ‘Voronoi polygon’. Let P represent a set of points in the plane. 
The set of all points closer to a given point  than to all other points in the set is an 
interesting geometric structure called the Voronoi polygon for the point . Figure 4.7.6 
shows the Voronoi polygon for a point in the set.  
                 Figure 4.7.6  
The union of all the Voronoi polygons for a point set (see figure 4.7.7) is called 
the Voronoi diagram. The Voronoi diagram can be used to solve the closest-pair problem 
as well as several other proximity problems including the Euclidean minimum spanning 









 Figure 4.7.7 
In a previous section we considered the problem of finding a minimum spanning 
tree for a weighted graph. Let’s consider a variation of this problem known as the 
‘Euclidean Minimum Spanning Tree Problem’:  
Algorithmic Problem 12 (The Euclidean Minimum Spanning Tree Problem): Given 
n points in the plane, construct a tree of minimum total length whose vertices are the 
given points.  
A solution to this problem will be a list of n-1 pairs of points comprising the edges of the 
tree.  
Suppose, for example, that a telephone company wants to set up a communication 
system along n hubs (or vertices) requiring interconnected cables (without adding any 
new hubs to the original set) using the least amount of cable. The Euclidean minimum 
spanning tree provides a solution to this problem.  
To find the Euclidean minimum spanning tree construct a graph with n vertices 
and n(n-1)/2 edges, one edge connecting each pair of vertices where the weight of each 
edge is given by the Euclidean distance between its endpoints. A brute-force method 





in general graphs. Using Prim’s or Kruskal’s algorithm results in complexities of Ord(n2) 
or Ord(n2logn), respectively. It has been proven however, that it is possible to find the 
Euclidean minimum spanning tree in O(nlogn) making use of the Voronoi diagram.  The 
key idea is that the geometric structure makes most of the edges in the graph irrelevant to 
the problem and thus enables us to eliminate most of the edges before even starting to 











EVALUATION OF THE MATERIAL 
 
The final aspect of this study was to submit the technical monograph to a group of 
experts for evaluation. The experts were given an evaluation form, shown in Appendix B, 
asking for opinions as to the mathematical accuracy and usefulness of the material. Five 
experts responded at length. 
They are: 
Reviewer #1  
Reviewer #2   
Reviewer #3  
Reviewer #4  
Reviewer #5 
Their responses to these evaluations will now be summarized. 
Response of Reviewer #1 
   Reviewer #1 applauded the researcher’s effort to introduce algorithmics to high 
school teachers who, generally speaking, do not have backgrounds in programming 
language or pseudocode. However, the reviewer had mixed feelings about the result. 
 
You have indeed shown it can be done, but not in the optimal way, 
because you have gone overboard in avoiding anything that smacks of 
algorithmic presentation, or even standard mathematical indexing and 
highlighting. You write everything in narrative (paragraph) style, with the 
exception of occasional exercises, definitions and figures.  Specifically, all 
algorithms are described in paragraphs.  Why not describe them in lists. 
Yes, this looks a bit like programming, but it’s also part of ordinary 





avoid, like displayed equations, subsections, bulleted lists, cross 
referencing, proof markers, and so forth… the discursive paragraph 
writing style makes it hard to follow. Mathematical conventions for 
chunking, displaying, cross referencing, listing, etc, need to be used. 
 
 In response to this feedback, the structure of the monograph was completely 
revamped to read more like a mathematics textbook. The present draft uses boldface, 
shading, and borders to emphasize important concepts and definitions, thus making it 
easier for readers to go back and find them. In addition, as per the reviewer’s 
recommendation, the different algorithmic problems addressed in the monograph have 
been numbered (Algorithmic Problem #1, Algorithmic Problem #2, …) and appear in 
shaded boxes along with their descriptions, thus making it easier for readers to identify 
the problem each algorithm addresses.  
Reviewer #1 also noticed a general problem with the notation used in the 
monograph: “You treat big-O and Order as if they are the same thing, but they are not… 
Granted, many books out there make the same confusion, but there is no reason for you to 
follow it… It is fair to that if you show that the worst time of an algorithm is, say, 3n2, 
then any run of it is O(n2), because other runs may be far from worst.  But you can’t 
compare algorithms by comparing what they are O of.  You can only compare them by 
comparing what they are Ord of.” In light of this observation, the present draft introduces 
big-Theta notation for order and uses it in place of big-O to measure the complexity of 
algorithms as well as to compare the efficiency of algorithms, when applicable. Further, it 
emphasizes the difference between order and big-O, calling attention to the fact that the 
two notations are often confused in textbooks on algorithms.  
Reviewer #1 also suggested that the distinction between deterministic and non-





deterministic and nondeterministic algorithms earlier in your manuscript, and point out 
that the division into best, worst, and average is irrelevant to deterministic algorithms 
(algorithms for which the answer in one step makes no difference in what steps are done 
next, at least for what you are counting.)” In light of this, the present draft differentiates 
between algorithms whose complexity varies depending on the structure of the input and 
algorithms whose complexity is the same for all inputs of a given size. The computational 
complexity of algorithms that vary depending on the structure of the input is broken 
down into the worst-case, average-case, and best-case scenarios by defining a separate 
complexity function for each case.  For algorithms that perform the same number of 
elementary operations for inputs of the same size regardless of the structure of the input, 
their computational complexity is described by a single complexity function (as the 
worst-case, average-case, and best-case scenarios are all the same). The author felt that 
introducing the idea of deterministic and non-deterministic algorithms was not necessary 
for the goal of describing the complexity of an algorithm. The complexity is measured by 
counting the number of elementary operations performed by the algorithm for an input of 
a given size, not the order in which the operations are performed.   
As per the reviewer’s recommendation, several pages describing how to apply the 
divide-and-conquer algorithm for a sequence of length n where n is not a power of 2, 
were omitted in the present draft.  
In addition, the following change was made to Definition 4.2.1 on page 77: 
“A recurrence relation for a sequence 𝑎0,𝑎1,𝑎2, … ,𝑎𝑘, … is a formula that relates each 
term 𝑎𝑘 in the sequence to a certain number of its predecessors." 





would high school students find it interesting, Reviwer #1 wrote “those who are into 
programming will like, or already know the issues, but they also will be turned off by the 
lack of algorithmic language. Those who aren’t into programming may find interesting 
only the material that is closest to what they are already studying. I do believe 
algorithmics should be in the school math curriculum, but getting it there is thorny.” 
 
Response of Reviewer #2 
With regards to the mathematics discussed in the monograph, Reviewer #2 had 
several concerns about the accuracy of the mathematical content. 
In light of these concerns, the present draft is prepared with the following changes 
from the original monograph: 
Page 71: Definition 4.1.6 was edited to read “Let f(n) and g(n) be two positive valued 
functions, we say that f(n)=O(g(n)), if there is a constant c such that 
 
f (n) ≤ cg(n) for 
n>𝑛𝑜.” 
Page 103: the phrase “where each edge connects a different pair of distinct vertices” was 
added to Definition 4.5.3.  
Page 104: the phrase “with at least two vertices in which no vertex is repeated except that 
the first and last vertices are the same” was added to Definition 4.5.6.  
In terms of the clarity of the monograph, Reviewer #2 felt that the “exposition is 
generally good but could be improved in some ways. One comment is that general results 
are stated after going through examples but without a general argument. This technique 
can give students the erroneous impression that an example is sufficient justification for a 





suggestions the present draft is prepared with the following additional change: 
Page 77: The phrase “which can be verified by mathematical induction” was added.  
 With regards to how the material on computational complexity was developed in 
the monograph Reviewer #2 wrote, “I think students would be more interested in 
analyzing algorithm complexity if they first have some concrete experience with the 
algorithms described in ordinary English. Perhaps the monograph might begin with 
descriptions and examples of the various algorithms, along with a little informal 
discussion about their efficiencies. This could be followed up with discussion of the more 
technical aspects of complexity analysis.”  
In response to the choice of algorithms, Reviewer #2 wrote: “the chosen 
algorithms seem fine. Students might be more interested in starting with the graphical 
examples.” 
In response to whether this material is appropriate for use in high school 
mathematics, Reviewer #2 wrote: “I think the monograph would be more likely to be 
used as an adjunct to the AP Computer Science course than in a mathematics or stand-
alone course.” 
 
Response of Reviewer #3 
In response to how the monograph was presented, Reviewer #3 wrote, “I think the 
organization is fine. The introductory material is well written and easy to follow. For 
example, I believe that teachers who are not already familiar with Big-O notation would 





With regards to using a pre-programming approach, the reviewer noted, 
“introducing algorithms in an environment in which programming is not necessary seems 
to be an ideal approach…Working without the additional programming constraints seems 
desirable.” 
In response to how the concepts of computational complexity and efficiency were 
developed, Reviewer #2 wrote, “overall the development is good. Having never studied 
this topic before reading this monograph, I believe I represent a member of your target 
audience. The monograph served me well in learning about the idea of computational 
complexity and in understanding some of the specifics of how it is determined for 
particular algorithms.” 
The reviewer felt that the monograph was successful in developing ideas and 
performing sample calculations of complexity using material that would be known to 
teachers familiar with graph theory, which “helps to keep the ‘overhead’ relatively low.” 
Reviewer #3 found the material interesting, well organized, and informative and 
noted that the students who would be interested by the material would find the 
monograph extremely helpful and informative, but challenging.  
 
Response of Reviewer #4 
Reviewer #4 wrote “this is a reasonable well written monograph for anyone with 
either some background in computer science or those with a strong mathematics 
background, especially a mathematics background that is strong in functions, recursive 
relations, and general problem solving.” The reviewer continues: 
I believe strongly in developing computational thinking in high school 





thought process that considers the world in computational terms. It begins 
with learning to see opportunities to compute something, and it develops 
to include such considerations as computational complexity, utility of 
approximate solutions, computational resource implications of different 
algorithms, selection of appropriate data structures and the ease of coding, 
maintaining, and using the resulting program. Computational thinking is 
applicable across disciplinary domains because it takes place at a level of 
abstraction where similarities and differences can be seen in terms of the 
computational strategies available. A person skilled in computational 
thinking is able to harness the power of computing to gain insights. As 
stated, algorithms and computational complexity are components of 
computational thinking, but they are part of a total thought process. This 
thought process is developed in students through experimentation and 
exploration, not offered up to be digested. This notion of experimentation 
and exploration are missing from this monograph, but could be added 
relatively easily. 
 
With regards to the mathematics discussed in the monograph, Reviewer #4 had 
several concerns about the accuracy of the mathematical content. 
In light of some of these concerns, the present draft is prepared with the following 
changes from the original monograph: 
Page 66-67: Comprehensive definitions for worst-case, best-case, and average-case 
complexity functions were added.  
Page 69: The following paragraph was added: “For large values of n, the lower order 
terms of a function are relatively insignificant as compared to the leading term. As a 
result, only the leading term of the function needs to be considered when describing its 
order. Additionally, because functions that only differ by a constant have the same order 
as per definition 4.1.4, the leading term’s coefficient is ignored.” Also added, is a more 
detailed discussion as to why Ord(logn) may be written without specifying the base of the 
logarithm.  
Page 69-70: A more comprehensive explanation of what is meant by a function having a 





Page 103: As per the reviewer’s recommendation, the definitions pertaining to graphs 
were reordered and a footnote clarifying what the monograph defines as a “graph” was 
added. 
Page 106: Figure 4.5.2 was edited. 
Page 115: Definition 4.6.8 was edited to read “A directed graph is one in which each 
edge is directed from one vertex to another.”  
Page 130:  Definition 4.6.11 was added.  
Page 143: The phrase “A brute-force method” was added.   
With respect to the algorithms included in the monograph, Reviewer #4 felt that 
“the choice of algorithms is good, but I would not include the geometric ones.” 
 In response to the usefulness of this material for high school mathematics 
teachers, the reviewer felt that “it would be very hard for teachers to use this monograph. 
Only a few very mathematically sophisticated ones would be able to handle it.” 
 
Response of Reviewer #5 
In response to the usefulness of the material, Reviewer #5 felt that it was useful 
and wondered if it should be a course in itself or used over several courses. Further the 
reviewer wrote “I may use some of the material in the monograph in my course.” 
With regards to using a pre-programming approach, the reviewer wrote, “I think it 
has a good deal of merit.” 
In response to the usefulness of the material, the reviewer felt that “this could be 
very useful if and when computer science becomes a more important part of the high 





 Reviewer #5 felt that the choice of algorithms made for a good selection but was a 
bit on the harder side for the average student. Further, reviewer #5 felt that high school 
students would find the material interesting but thought that providing a little more detail 







SUMMARY, CONCLUSION, AND RECOMMENDATIONS 
 
Summary 
The purpose of this study was to produce a technical monograph for high school 
mathematics teachers on the analysis of algorithms, emphasizing the concepts of 
complexity and efficiency, and to carry out an evaluation of the technical monograph. In 
order to increase the teachers’ opportunities to motivate the students, the technical 
monograph was supplemented by historical background on the development of 
algorithms and algorithmic complexity. The history of algorithms emphasizes how the 
concept evolved from 3000 BC through the Middle Ages to the present day. This is 
followed by a history of algorithmic complexity, which dates back to the text of Ibn al-
majdi, a fourteenth century Egyptian astronomer.  
 The next chapter gives a preview of the methods used in the technical 
monograph. It explains how the complexity of an algorithm can be measured and briefly 
describes several different types of algorithms. These methods are further expounded 
upon in the technical monograph, which includes divide-and-conquer algorithms, search 
and sort algorithms, greedy algorithms, algorithms for matching, and geometric 
algorithms as well as helpful examples and exercises.   
 In order to evaluate the mathematical accuracy and the usefulness of the 
monograph as a resource for high school mathematics instructors, a preliminary version 
of the monograph and an evaluation form was given to a panel of expert mathematics 





On the basis of the reviewers’ feedback, the investigation attempted to answer the 
following questions:  
 
1. Is the mathematical content accurate? 
 
2. Is the monograph lucid, clear, and well organized? Is it easy to use? Is the 
material presented in an order that makes sense for teaching purposes? 
 
3. Is there a value in using a pre-programming approach to teach algorithms?  
 
4. Are the concepts of computational complexity and efficiency developed 
effectively? How can the development of these concepts be improved? 
 
5. Is the choice of algorithms presented selected adequate? Are there any algorithms 
that should have been included?  Are there any algorithms that should have been 
omitted? 
 
6. How useful is this material for high school mathematics teachers?  
 
The panel of reviewers consisted of well-known mathematics and computer 
science teachers in high school and colleges around the United States. Three of them are 
college mathematics professors who were well versed in the material presented in the 





They each offered valuable suggestions as to how the development of certain concepts 
and the structure of the technical monograph could be improved.  The two remaining 
reviewers, both of whom are high school mathematics teachers, had little exposure to 
algorithms and their analysis prior to reviewing the technical monograph, and therefore 
represented members of the target audience.  As such, they were able to provide relevant 
and useful feedback on the effectiveness of the technical monograph for use by high 
school mathematics teachers.  
The reviewers found the material to be interesting and applauded the researcher’s 
efforts. They felt that using a pre-programming approach to teaching algorithms has a 
great deal of merit, although some of the mathematics is at too advanced a level for most 
high school mathematics instructors. Additionally, they thought that the material would 
only appeal to the strongest students. In response to their evaluations, the monograph was 








The results of this study have led the investigator to make several conclusions.   
 
1. The technical monograph is beneficial for high school mathematics instructors to 
explore the ideas of algorithmic complexity and efficiency on their own even 
though portions of the mathematics presented in the monograph may be too 
advanced for some of them. In particular, they may find the section on geometric 
problems to be challenging.  
 
2.  The monograph uses a pre-programming approach which is desirable for the 
purpose of emphasizing the mathematical characteristics of algorithms and 
making the material accessible to those without knowledge of a particular 
programming language.  
 
3. The monograph focuses on several important characteristics of algorithms of 
varying complexity including recursion, divide-and-conquer techniques, and the 
greedy methods within the context of analyzing algorithms for fundamental 
algorithmic problems. The selection of algorithms presented is interesting and 
diverse. The problem solving techniques and applications could be valuable to 
supplement a high school mathematics or computer science course. 
 
4. The monograph was evaluated by submitting it for independent review to a panel 





evaluation form prepared by the investigator. Question #7 of the evaluation form 
(which can be seen in Appendix  B) was not consistent with the purpose of the 
monograph and confused several of the reviewers. The monograph is meant to be 
used by teachers to incorporate into the existing mathematics curriculum. It is not 
intended for direct use by the students.  
 
 
5. Although big-O notation is widely used to describe complexity, it is often used 
inappropriately. Many textbooks use big-O and order interchangeably, assuming 
that big-O provides both an upper and lower bound, when in fact it only provides 
an upper bound. An advantage of using big-O, however, is that when it is used to 
describe the worst-case complexity of an algorithm it also gives an upper bound 
on the complexity of the algorithm for every input, which is not necessarily true 
with order. The monograph clarifies that for the purpose of comparing the growth 
rates of different complexity functions, order is more appropriate. 
 
6. The complexity of some algorithms is the same for all inputs of a given size and 
for other algorithms depends on the structure of the input. This is an important 
distinction that should be made when analyzing algorithms, although it is often 








The investigator makes several recommendations after studying the current 
research, completing the technical monograph, having the technical monograph 
evaluated by a panel of expert mathematics instructors, and discussing the topic with 
several colleagues.  
 
1. Given the impact of computers and computing on almost every aspect of society, 
the ability to develop, analyze, and implement algorithms is gaining more focus. 
In particular, it is important to be able to distinguish more efficient algorithms 
from less efficient ones for solving a given problem. Exposing high school 
teachers to the material presented in the technical monograph can help promote 
algorithmic thinking in high school mathematics.   
 
2. Suggestions to help the instructors rework the material for students, such as 
sample lesson plans and worksheets, as well as worked out solutions to all the 
exercises in the technical monograph could be added.  
 
3. Basic algorithms, such as algorithms for evaluating polynomials or for 
multiplying multi-digit numbers, could be included so that teachers could start by 
working on simpler problems and then gradually make their way to the more 
difficult problems.  
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DESCRIPTION OF THE RESEARCH: You are invited to participate in a research study 
on the appropriateness of a pre-programming approach to algorithmic thinking in high 
school mathematics. The purpose of my research is to bridge the existing gap between 
mathematics and computer science education by focusing on the mathematical aspects of 
algorithms and algorithmic thinking without the use of a programming language. You 
will be asked to review the technical monograph enclosed and provide an informal 
assessment of the material. The research will be conducted by Audrey A. Nasar. The 
research will be conducted at Teacher College, Columbia University. 
RISKS AND BENEFITS: The risks associated with this study are minimal, similar to that 
of filling out any questionnaire where one’s identity is kept confidential. The benefit of 
this study is that it will add to the pedagogical knowledge with respect to this topic. If the 
subject does not want to participate in this study someone else will be asked to 
participate.  
PAYMENTS: There will not be compensation for participating in this study. 
DATA STORAGE TO PROTECT CONFIDENTIALITY: The identities of the subjects 
will be kept confidential, as agreed upon in the invitation letter.  
TIME INVOLVEMENT: Your participation will take approximately two months, during 
the summer of 2011.  

















Principal Investigator: Audrey A. Nasar 
Research Title: A Pre-programming Approach to Algorithmic Thinking in High School 
Mathematics 
I have read and discussed the Research Description with the researcher. I have had the 
opportunity to ask questions about the purposes and procedures regarding this study.  
• My participation in research is voluntary. I may refuse to participate or withdraw 
from participation at any time without jeopardy to future medical care, 
employment, student status or other entitlements.  
• The researcher may withdraw me from the research at his/her professional 
discretion.  
• If, during the course of the study, significant new information that has been 
developed becomes available which may relate to my willingness to continue to 
participate, the investigator will provide this information to me.  
• Any information derived from the research project that personally identifies me 
will not be voluntarily released or disclosed without my separate consent, except 
as specifically required by law.  
• If at any time I have any questions regarding the research or my participation, I 
can contact the investigator, who will answer my questions. The investigator's 
phone number is (732) 245-7302.  
• If at any time I have comments, or concerns regarding the conduct of the research 
or questions about my rights as a research subject, I should contact the Teachers 
College, Columbia University Institutional Review Board /IRB. The phone 
number for the IRB is (212) 678-4105. Or, I can write to the IRB at Teachers 
College, Columbia University, 525 W. 120th Street, New York, NY, 10027, Box 
151.  
• I should receive a copy of the Research Description and this Participant's Rights 
document.  
• If video and/or audio taping is part of this research, I ( ) consent to be audio/video 
taped. I ( ) do NOT consent to being video/audio taped. The written, video and/or 
audio taped materials will be viewed only by the principal investigator and 
members of the research team.  
• Written, video and/or audio taped materials ( ) may be viewed in an educational 





( ) may NOT be viewed in an educational setting outside the research. 
• My signature means that I agree to participate in this study.  










Investigator's Verification of Explanation 
I certify that I have carefully explained the purpose and nature of this research to 
__________________________________ (participant’s name) in age-appropriate 
language. He/She has had the opportunity to discuss it with me in detail. I have answered 
all his/her questions and he/she provided the affirmative agreement (i.e. assent) to 
participate in this research. 







































Please comment on the following: 
 
1. Is the mathematical content accurate? 
 
2. Is the monograph lucid, clear, and well organized? Is it easy to use? Is the 
material presented in an order that makes sense for teaching purposes? 
 
3. What are your feelings about using a pre-programming approach to teach 
algorithms?  
 
4. Did you like the way in which the concepts of computational complexity and 
efficiency were developed in the monograph?  Do you have any suggestions for 
improving them?  
 
5. Do you believe the choice of algorithms presented selected is adequate? What else 
would you have chosen? What would you have omitted? 
 
6. How useful is this material for high school mathematics teachers? For example, 
would you encourage a colleague or associate to use this monograph?  
 
7. Do you think the material is at the appropriate for use in high school mathematics 
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Response of Reviewer #1 
 
First general remarks, then page by page. Finally, I go back to the 7 questions you asked 
by mail and answer those I have not yet answered. 
  
Your primary goal, as I understand it, was a constructive “proof” that algorithmics could 
be introduced to high school teachers who do not know any programming language or 
pseudocode (what you call a “pre-programming” approach).  They might then be inspired 
to begin to teach this material to their students (if they find time in the curriculum!). 
  
I applaud this effort.  You don’t want people to be turned off to algorithmics by the high 
overhead of dealing with CS issues.  However, I have mixed feelings about the results. 
  
You have indeed shown it can be done, but not in the optimal way, because you have 
gone overboard in avoiding anything that smacks of algorithmic presentation, or even 
standard mathematical indexing and highlighting. 
  
You write everything in narrative (paragraph) style, with the exception of occasional 
exercises, definitions and figures.  Specifically, all algorithms are described in 
paragraphs.  Why not describe them in lists: 
  
   Step 1. 
   Step  2. 
   … 
  
Yes, this looks a bit like programming, but it’s also part of ordinary writing.  Indeed, 
there are all sorts of aspects of mathematical writing you avoid, like displayed equations, 
subsections, bulleted lists, cross referencing, proof markers, and so forth.  Surely your 
intended math teacher readers will be familiar with all of this. As a result of its absence, 
your writing has the effect of a run-on essay, and after a while one finds it hard to follow 
the details.  You present a lot of subtle algorithms one after another in this format, and it 
gets to be too much. 
  
By the way, you sorely need a table of contents.  Maybe an index too. 
  
Next, do you have solutions to your exercises?  Some are easy, some are hard.  Your 
intended audience would like to see solutions. 
  
And while you were not aiming your work at high school students, surely your teacher 
audience will want some suggestions about how to rework your material for students – 
sample lesson plans, worksheets,  etc. I understand that such suggestions are probably a 
next step, once you have a teacher pamphlet that works well. 
  
Finally, in terms of general remarks, I found a number of mathematical errors or unclear 






Line by Line 
  
Page 1.  
  
Is it reasonable to assume that high school teachers are familiar with graph theory? 
  
Please boldface defined terms, like elementary operations  on Line -2 (2nd from the 
bottom).  Readers will want to refer back to things, and you make it hard for them to find 
key terms. 
  
Page 2, Line 4 
  




  1/3 down: boldface worst case, average case and best case 
  
   Def 4.1.1, end of 1st line: if for some N and all n>= N 
  
General problem.  You treat Big Oh and Order as if they are the same thing, but they are 
not.  For instance, log n is O(n), but a log n algorithm is not order n and does not have 
linear complexity.  Granted, many books out there make the same confusion, but there is 
no reason for you to follow it.  Please read Section 0.3 of Maurer & Ralston, Discrete 
Algorithmic Mathematics, 3/e, especially the last subsection. 
  
It is fair to say (and Maurer & Ralston does not point this out) that if you show that the 
worst time of an algorithm is, say, 3n2, then any run of it is O(n2), because other runs 
may be far from worst.  But you can’t compare algorithms by comparing what they are O 
of.  You can only compare them by comparing what they are Ord of (or, in traditional 
notation, Omega of). 
  




Line 2, boldface defined recursively 
  
Lines 5-6.  Yay, a displayed list.  Do more. 
  
Halfway down: boldface recurrence relation. 
  
Definition 4.2.1 is wrong.  You have only defined a subset of recurrences, namely ith 







By the way, please block off definitions and examples better – vertical space around 
them, narrower lines, boldface Definition.  You make it very hard for readers to go back 




Line 2: The solution is a formula based on this pattern that can be proved to hold for all 
terms in the recursively defined sequence.  I am very uncomfortable, in an ms for 
teachers, that you say, oh, you just notice the pattern.  Don’t your teachers know 
something about proof by induction and shouldn’t you point out that recurrences and 




Middle of the page:  Shouldn’t this (the beginning of analysis of your first algorithm, 
finding the max and min of a set) start a new section or subsection?  Don’t label it as 
merely an Example.  Maybe Algorithmic Problem #1  and coninue this labeling 
throughout the ms. 
  
Line -4. “need” is an unfortunate word here, even if it’s common English.  Makes it 
sound like any algorithm must do this.  You mean to say that this particular algorithm 





Last paragraph.  You say that the D&C algorithm does all the pair comparisons first.  In 
fact, it does not.  A true recursive algorithm will do the subcall comparisons in binary tree 
post-order traversal order.  Of course your whole point is not to get into the details of 
CSy things like subcalls.  However, with a small example you could show what actually 




Last paragraph.  It is misleading to say you have just done a worst-case complexity 
analysis of this algorithm. This is a deterministic algorithm, as far as the choice of 
comparisons goes, and every run of it on n items takes the same number of steps in the 
same order.  You need to introduce the idea of deterministic and nondeterministic 
algorithms earlier in your ms, and point out that the division into best, worst, and average 
is irrelevant to deterministic algorithms (algorithms for which the answer in one step 




I am confused by the discussion in the long main paragraph.  You don’t seem to be 





algorithm which partitions into sets of 1,2,2,2, does the pairs, and then does a sequential 
algorithm on the results.  Also, your result for n=7 is not general (or not proved 
generally) for all n odd.  What about n=13.  This divides into 1+6 and 6 and now you 
have further 1’s showing up when you break down the 6’s. 
  
Similarly, I don’t understand your analysis for n even but not a power of 2.  You don’t 
always get two 1’s right away, and when you do, they never get compared to each other 
in the recursive algorithm. 
  
Continuing at the bottom of page 14, your induction proof is wrong because m might be 
odd, for which you have not given a general proof of your formula. 
  
In this whole long section you are trying to show that (3/2)n-2 is basically the correct 
formula (modulo some floors or ceilings) for all n.  Well, I vaguely remembered that this 
problem is in Maurer & Ralston.  After some searching I found it as one of the hard 
problems at the end of Section 5.8 (Problem 52).  My solution manual says that if you do 
a real D&C (always dividing as equally as possible) then (3/2)n-2 is not always the right 
formula, even with integer rounding.  It can take as much as (5/3)n  -2 steps for some 
n.  So you must not really be doing a true D&C if you come up with (3/2) all the time, 
and that must be why I find your discussion so confusing. 
  
I think you are best off just treating this problem for powers of 2.  That will make your 
point and avoid subtle complications. 
  
By the way, no doubt one reason you chose this problem is to suggest that D&C can give 
more efficient algorithms. However, this case that is not true.  Just grouping in pairs 
except for possibly one item at the end, computing max and min for each pair, and then 
going from pair to pair sequentially, gives ceiling((3/2)n) -2. 
  




I’m curious what your solution to Exercise 4.2.4 is.  I think this is a hard problem, not to 
find some method, but to optimize. 
  
Exercise 4.2.5 would be a better one to treat in the text than the max-and-min problem – 
the subtleties about the formula don’t arise - except the D&C solution is no better than 
the obvious sequential solution. 
  
Searching a telephone book.  In fact, a person would do neither linear search nor binary 
search.  You would turn roughly to the right section of the book to begin with.  We really 
are doing a sort of “bucket search” where we know the rough sizes of the buckets.  You 
would be best off giving an example where people don’t have any such additional 















Line 1.  How can repeated dividing by 2 ever reduce a positive number to 0? 
  
Last line.  You haven’t said what b is, and indeed, it depends on what base you use for 




Middle: element x in an arbitrary sequence.  You are comparing apples and oranges in 




Exercise 4.3.3.  Hard exercise (we work it out in the text of some version of our book, 
just to show a hard induction) but at least the formula for n = 2^k continues to hold in 




Well, if I found this much to comment on in a careful reading of the first 3 sections, then 
my hunch is that I would find much much more if I read the whole thing carefully. 
  
Now on to your 7 questions. 
  
1. Is the mathematics accurate?   
 
In the large yes, in detail too frequently no. 
  
2. Is the monograph lucid, clear, well organized, easy to use?   
 
The progression is good, but the discursive paragraph writing style makes it hard to 
follow. Mathematical conventions for chunking, displaying, cross referencing, listing, 
etc, need to be used. 
  
3. How do I feel about a pre-programming approach?  
 
I’m fine with avoiding any specific programming language, but you have gone overboard 






4. Did I like the approach to complexity and efficiency?   
 
Only in part. 
  
5.  Did I like the choice of algorithms?  
 
Probably there were too many. If you want to attract teachers to try an algorithm or two 
in class, give them less to choose from and give them solutions to the exercises. Perhaps 
you can have basic algorithms and then a second chapter of advanced algorithms, which 
readers can ignore.  Also, if you want to attract teachers, discuss some algorithms that 
relate to things they regularly teach, e.g., different algorithms for evaluating polynomials, 
or even for multiplying multidigit numbers. 
  
6. Would I encourage high school teachers to learn about algorithmics from this 
monograph?   
 
Not unless it is rewritten. 
  
7. Is the material appropriate for high school courses and would high school students 
find it interesting?  
 
Those who are into programming will like, or already know the issues, but they also will 
be turned off by the lack of algorithmic language. Those who aren’t into programming 
may find interesting only the material that is closest to what they are already studying. I 







Response of Reviewer #2 
 
1. Is the mathematical content accurate?  
 
I have some concerns about the accuracy of the mathematical content. Here are a few that 
I noticed.  
p. 3, line -4: “A function….” Should be “A positive-valued function…” 
p. 4, line 6: Actually f(n) is O(nr) for all r≥k ( as well as being big-oh of other functions). 
I.e., big-oh functions are not uniquely determined.  
p. 7, line -2: the 
 
xk = axk 2 + b only defines a sequence with terms 
 
x1,x2,x4,x8,...,x2n . 
Given that the greatest integer function (floor function) is used later, it would make sense 
to introduce it here.  
p. 9, line 6: “…obtain the complexity function” should be “…obtain a closed form for the 
complexity function.” 
pp. 13-14: The analysis doesn’t seem to work exactly as indicated. For instance, when 
n=13, the analysis produces 5 singleton sets and 4 pairs whereas the greatest integer in 
n/2 is 6, and when n=12, the analysis produces 4 singleton sets and 4 pairs whereas (n-
2)/2 is 5. I think it would work better to use the recursive arguments for the cases n even 
and n odd. It can be argued that when n is even, 
 
Tn = 2Tn 2 + 2, and when n is odd, 
 
Tn = T(n +1)/ 2 + T(n −1)/ 2 + 2. 
p. 33. Lines -3, -2, -1: The first definition does not stand on its own. It would improve 
accuracy to combine them into one definition, adding “and two vertices can be connected 
by at most one edge” at the end. 
p. 34, line -2: “A cycle is a path in which…” should be “A cycle is a path with at least 
two vertices in which…” 
 
2. Is the monograph lucid, clear, and well organized? 
 
The exposition is generally good but could be improved in some ways. One comment is 
that general results are stated after going through an example but without a general 
argument. This technique can give students the erroneous impression that an example is 
sufficient justification for a general result. (See, for instance, page 4, line 5, and page 8, 
line 9. To counteract this misimpression, on page 4, the words “it can be shown that” 
could be added before stating the general results, and on page 8, the words “and this 
formula can be verified by mathematical induction” could be added at the end of line 9.) 
A few examples of smaller suggestions to add clarity are given below. 
pp. 2-3: It would be helpful to have an actual definition for the complexity function of an 
algorithm. 
p. 5, table: The chart needs notation indicating the units of the entries. If it is intended to 
be the number of operations, then how are the entries 3.3 and 6.6 to be interpreted? 
p. 7, line -4: For clarity, “explicit formula for the sequence” would be changed to 
“explicit formula for the sequence it defines.” 
p. 12, line -3: Students would benefit from seeing the computation to verify that 
 
Bn > Tn . 
p. 12, line -1: Instead of “one cannot do better than,” it would be more precise to write 
“no algorithm can perform the task in fewer than.” 






3. What are your feelings about using a pre-programming approach to teach algorithms? 
 
4. Did you like the way in which the concepts of computational complexity and efficiency 
were developed in the monograph? Do you have any suggestions for improving them? 
 
I think students would be more interested in analyzing algorithm complexity if they first 
have some concrete experience with the algorithms described in ordinary English. 
Perhaps the monograph might begin with descriptions and examples of the various 
algorithms, along with a little informal discussion about their efficiencies. This could be 
followed up with discussion of the more technical aspects of complexity analysis.  
 
5. Do you believe the choice of algorithms presented/selected is adequate? What else 
would you have chosen?  
 
The chosen algorithms seem fine. Students might be more interested in starting with the 
graphical examples. 
 
6. How useful is this material for high school mathematics teachers? For example, would 
you encourage a colleague or associate to use this monograph? 
 
7. Do you think the material is at the appropriate level for use in high school 
mathematics courses? Do you think high school students will find the material interesting 
and motivating?  
 
I think the monograph would be more likely to be used as an adjunct to the AP Computer 









Response of Reviewer #3 
 
1. Mathematical Accuracy. In general the mathematics seems correct, though there are 
two places worth a second look. First, at the bottom of page 14, I believe the first “2” 
failed to make it to the next-to-last line but the following expression is correct. Secondly, 
Definition 4.5.7, at the top of page 35 omits the word “connected,” which I believe is 
usually included in defining trees. 
 
2. Monograph Organization.  I think the organization is fine. The introductory material is 
well written and easy to follow. For example, I believe that teachers who are not already 
familiar with Big-O notation would be able to use this monograph to understand that 
idea.  
 
3. Pre-programming Approach.  Introducing algorithms in an environment in which 
programming (language, syntax, etc.) is not necessary seems to be an ideal approach. My 
sense from the monograph, however, is that the focus is more on examining 
computational complexity of algorithms than on learning about algorithms more 
generally. In either case, though, working without the additional constraints of 
programming seems desirable.  
 
4. Development of Complexity. Overall the development is good. Having never studied 
this topic before reading this monograph, I believe I represent a member of your target 
audience. The monograph served me well in learning about the idea of computational 
complexity and in understanding some of the specifics of how it is determined for 
particular algorithms.  The only suggestion I would make is to include worked-out 
solutions for all the exercises, perhaps in an appendix or in a separate booklet.  
 
5. Choice of Algorithms.  On this subject I do not feel qualified to say.  You were able to 
develop the ideas and sample calculations of complexity using material that would be 
known to teachers familiar with graph theory.  That helps keep the “overhead” relatively 
low.  However, I do not know what other algorithms might serve as competing models.   
 
6. Usefulness.  This is my most serious reservation.  I found the material interesting, well 
organized, and informative.  However the level of mathematics and the level of reading 
are both higher than that encountered in most high schools, either by students or faculty.  
Use of the entire monograph would require students and teachers with a computer science 
interest.  For more general audiences, portions of the monograph would be useful.  For 
example, recursion is a topic that appears at many levels and in many courses.  This 
monograph provides a very different application of what generally is used only in 
connection with more familiar studies of sequences, making it a possible source for 
supplementary material.  Similarly, portions could be used in connection within a study 
of graph theory.  My concern is that many teachers do not have broad backgrounds in 
mathematics, so may not be familiar with much of this material.  Providing detailed, 
worked-out solutions to all exercises could help in this area, giving teachers the 






7. Interest, etc.  I cannot speak for students at other schools, but only the very top 
students (say 10%) at my school would appreciate this material.  Those who would be 







Response of Reviewer #4 
 
This is a reasonably well written monograph for anyone with either some background in 
computer science or those with a strong mathematics background, especially a 
mathematics background that is strong in functions, recursive relations, and general 
problem solving.  It is not written at a level appropriate for most high school teachers and 
students in the US.  These teachers and students will find it hard to follow and digest 
from one piece to the next, unless they have had some computer science classes that work 
with algorithms.  Not all mathematics teachers have been exposed to graph theory, 
though that is not as consequential in this monograph as some other things.  
 
I believe strongly in developing computational thinking in high school students (and their 
teachers).  Computational thinking is a high level thought process that considers the 
world in computational terms.  It begins with learning to see opportunities to compute 
something, and it develops to include such considerations as computational complexity, 
utility of approximate solutions, computational resource implications of different 
algorithms, selection of appropriate data structures and the ease of coding, maintaining, 
and using the resulting program.  Computational thinking is applicable across disciplinary 
domains because it takes place at a level of abstraction where similarities and differences 
can be seen in terms of the computational strategies available.  A person skilled in 
computational thinking is able to harness the power of computing to gain insights.  At its 
best, computational thinking is multi-disciplinary and cross-disciplinary thinking with an 
emphasis on the benefits of computational strategies to augment human insights.  As 
stated, algorithms and computational complexity are components of computational 
thinking, but they are part of total thought process.  This thought process is developed in 
students through experimentation and exploration, not offered up to be digested.  This 
notion of experimentation and exploration are missing from this monograph, but could be 
added relatively easily.  We have found that when teachers, even social studies teachers, 
can learn to think computationally when given the chance to explore and experiment.   
 
Specific question comments:  
1-2.  There are a few inaccuracies in the mathematical content.  The monograph is not 
clear in parts and will lead to difficulty in use.  
a. For example, the definition of a tree is given as a graph with no cycles.  It should 
say is a connected graph with no cycles, and connect needs to be defined.   
Similarly, a spanning tree is a connected subgraph…on p. 35.  
b. Definitions should be given before the discussion of a topic, i.e. minimum 
spanning tree before it is defined.  
c. The definition of directed graph is not totally accurate.  The edges have direction 
to them and are called arcs, since two edges could go between two vertices with 
opposite directions, so that converting from a graph to a digraph can take many 
forms.  
d. Terms like “sufficiently small” are not clearly understood and teachers will 





e. In definitions 4.1.1, g(n) comes out of thin air- it should say a function f(n) is said 
to be of order O(g(n)) if for…. For some function g(n) and constant c (c must be a 
constant).  
f. It is not clear on p. 3 what worst case means.  
g. You should indicate why lower-order terms are relatively insignificant so you can 
exclude them.  My senior college math majors can’t deal with this concept.  That 
piece on p. 4 should precede the example to have it make sense.  
h. How do you define “higher” in higher order of growth, for powers of n it is easy, 
but teachers may not see logn as lower – needs more explanation.  
i. Recurrence relations may be new to most teachers, thus requires more examples.  
Is there a difference in your use of recursive function from recursive relation? 
j. p. 9 the transition from the example statement to the Let’s start is confusing.  
k. p. 12 say why the line starting with where is true.  Teachers give up quickly if 
they don’t understand something that the author appears to say obvious.  
Likewise, on p. 18 remind them that if n=2k then k=logn.  
l. p. 23 Why are divisions not counted? Why don’t you count shifts?  These are all 
questions that students and teachers will ask.  
m. p. 31 NO! Do not say using calculus…. 
n. p. 36 You don’t end up with a spanning tree at the end of Figure 4.5.2.  It is not 
connected, does not span the vertices, and has a 4-cycle. When you describe 
Prim’s algorithm state that the “tree” is automatically connected.  
o. p. 46 at the bottom: describe how you are going to get there first – otherwise they 
lose track of where you are going.  
p. p. 56 need to add sink, sources, and direct the edges from people to jobs to get the 
network.  
q. Define a stable matching.  
r. p. 70 Why is the brute force method to use the minimum spanning tree – I can 
think of others that are more brute force.  
 
3. Answered in the general comments.  
 
4. There needs to be more concept development, more examples, and more carefulness 
with both definitions and the applications.  
 
5. The choice of algorithms is good, but I would not include the geometric ones.  Spend 
more time on the ones you do choose.   You can’t do justice to the geometric ones.  
 
6.  I think it would be very hard for teachers to use this monograph.  Only a few very 
mathematically sophisticated ones would be able to handle it.  
 
7.  The material as written is at too high a level for most high school mathematics classes. 
The students will be challenged too quickly.  They need to do more exploration.  I think it 
will be hard to motivate the students unless you choose an application that is near and 
dear to their hearts, rather than present standard algorithms applied to standard problems.  
We have a module on electric cars that gets into complexity and even though they were 






This is harsher than I would like it to be.  All of this is fixable and you can turn this into 






Response of Reviewer #5 
 




2. Is the monograph lucid, clear, and well organized? Is the material presented in an 
order that makes sense for teaching purposes? 
Yes. I wonder if this should be a course in itself or used over several courses. I am 
currently teaching a 2 year pilot study STEM course that will cover geometry, algebra 2 
and the basic sciences as well as an intro to computer science. I may use some of the 
material in the monograph in the course.  
 
3. What are your feelings about using a pre-programming approach to teach algorithms?  
 
I think it has a good deal of merit.  
 
4. Did you like the way in which the concepts of computational complexity and efficiency 
were developed in the monograph? Do you have any suggestions for improving them? 
 
Yes. No suggestions at this time for improving them. 
 
5. Do you believe the choice of algorithms presented is adequate? What else would you 
have chosen? What would you have omitted? 
 
Good selection but a bit on the harder side for the average student. 
 
6. How useful is this material for high school mathematics teachers? For example, would 
you encourage a colleague or associate to use this monograph? 
 
This could be very useful if and when computer science becomes a more important part 
of the high school curriculum. I will share this with my colleagues.  
 
7. Do you think the material is at the appropriate level for use in high school 
mathematics courses? Do you think high school students will find the material interesting 
and motivating?  
 
Some of the examples may be too difficult for the average student. They will find the 
material interesting but a little more detail about how each of the algorithms have been 



























Standard Algorithm:  





�. Then the product 
matrix C=AB is given by C=�
𝑎𝑒 + 𝑏𝑔 𝑎𝑓 + 𝑏ℎ
𝑐𝑒 + 𝑑𝑔 𝑐𝑓 + 𝑑ℎ�. An inspection of this example shows 
that at most 8 multiplications and 4 additions are necessary to multiply two 2x2 matrices.  
More generally to multiply two nxn matrices, computing each entry of the product matrix 
uses n multiplications and n-1 additions. Hence to compute the n2 entries in the product 
matrix needs at most n(n2)=n3 multiplications and most (n-1)(n2)=n3-n2 additions.  
 
Strassen’s Divide and Conquer Algorithm: 





�, Strassen’s algorithm 
first computes the following seven quantities, each of which requires exactly one 
multiplication: 
X1=(a + b)(e + h) 
X2=(b – d)(g + h) 
X3=(a – c)(e + f) 
X4=(a + b)h 
X5=(c + d)e 
X6=a(f – h) 






Then the entries of the product matrix C=AB are computed as follows: 
 ae + bg = X1 + X2 – X4 + X7 
af + bh = X4 + X6  
ce + dg = X5 + X7 
cf + dh = X1 – X3 –X5 + X6 
 
To multiply two 2x2 matrices, Strassen’s algorithm uses 7 multiplications and 18 
additions, which reduces the number of multiplications used by the standard algorithm by 
1 at the cost of 14 more additions.  
Strassen’s algorithm can be used to multiply larger matrices as well. Suppose we 
have two nxn matrices A and B where n is a power of 2. We partition A and B into four 
n/2xn/2 matrices and then multiply the parts recursively by computing the seven 
quantities defined above. Using Strassen’s method uses multiplications (Kronsjö, 
1987). Manber (1988) notes that empirical studies indicate that n needs to be at least 100 




















Lower Bound on Sorting 
 
We aim to show that log2 (n!)= Ω(n logn)  which is a lower bound for sorting a 
sequence of length n using integral calculus.   
Let 𝑓(𝑥) = 𝑙𝑛𝑥.   
We will use the left-hand sum to give an overestimate of ∫ 𝑙𝑛𝑥
𝑛
1
 by summing the 
areas of the rectangles having heights of f(x) for x=1, 2, 3, …, n as shown in the graph 
below.  
   
        Figure A.D.1     
Note that the sum of the rectangles is 
 = ln2 + ln3 + ln4 + ln5 +…+ ln(n–1) + lnn 
     = ln(n!) 
which is greater than ∫ 𝑙𝑛𝑥
𝑛
1
 because the area of rectangles is greater than the area under 
the curve.  
Hence: 





          ≥ nlnn – n+1  (using integration by parts) 
          ≥ nlnn – n 
in other words, nlnn – n is a lower bound.  
So ln(n!)=Ω(nlnn) or similarly log2n!= Ω(nlog2n).  
 
