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1. INTRODUCTION 
A system in the class under consideration is modelled by stochastic dif- 
ferential equations of the form 
dx, = A,x, dt + ut dt + d&(t) 
4, = Ftx, dt + &f,(t), 
(l-1) 
where xt is the state vector, f1 and (a are vectors of independent Brownian 
motions, and the control ut , which is allowed to depend on the past observa- 
tions y in some way, is to be chosen so as to minimize a cost functional 
J(u) = E @Q , ut , t) dt. 
One of the difficulties associated with problems of this type lies in 
establishing the existence of solutions to (1. l), since in general the random 
variable ut may depend on the past of y in a fairly complicated way. One 
approach is to limit the admissible controls to functions of the current 
observation 
Ut =fk Yt)- 
(1.1) is then a diffusion equation, and conditions guaranteeing the existence 
and uniqueness of a solution are well-known. This is, however, a severe 
restriction. Alternatively one can allow z+ to depend on the entire past of y, 
ut = et* YIo.tl), 
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and obtain uniqueness by requiring the function I/ to be Lipschitz in y 
(considered as an element of the space of continuous functions with the 
uniform norm). Using this approach Wonham [5] has proved a version of 
the “separation theorem,” viz., that an optimal control policy need depend 
at any time only on the estimate of the current state, given the observations. 
The crucial point is that the conditional distribution of the state vector is 
gaussian with known variance, and hence the conditional mean is a sufficient 
statistic for it. 
In this paper, the solution to (1.1) is defined in a way which gets rid of 
most of the technical restrictions involved in the approaches mentioned above 
while being consistent with them in cases where the relevant conditions are 
satisfied. The normality of the conditional distribution of the state is pre- 
served; this is proved in Section 4 based on some properties of step function 
approximations which are derived in Section 3. 
The main results are found in Theorem 2 (that the conditional mean con- 
stitutes an “information state”) and in Theorem 3 of Section 5, where, while 
we do not consider the question of existence of optimal control policies, it is 
shown that any given policy may be replaced, with negligible increase in 
cost, by a “discrete” policy (defined in Section 5) which is a function of the 
sufficient statistic. This is satisfactory to the extent that any implementation 
would have to use a digital computer and therefore be of this type. 
2. SOLUTION OF THE SYSTEM EQUATIONS 
All random processes are defined on a measurable space (Q, 9’) and a 
fixed time interval [0, T]. For any process (zt), %ot denotes the smallest sub- 
u-field of 9 with respect to which all the random variables (x8 , s E [0, t]) are 
measurable; &’ v Z+Y denotes the smallest u-field containing the u-fields 
G? and ~3’. A process (zt) is adapted to a family (9$ of sub-u-fields of 9 if 
zt is measurable with respect to Ft for each t. 
Let P be a probability measure on (Q 9) and consider the equations 
dx, = Ap, dt + dw,(t) 40) = x0 5 (2.la) 
dy, = F,x, dt + dw,(t) Y(O) = 0, (2.lb) 
where x E Rn, y E I@; q(t) and q(t) are (with the measure P) vectors of 
independent Brownian motions with continuous sample paths, and x0 is 
a gaussian random variable independent of WI(T) v @‘&T). (2.1) has a 
unique solution (xt , yt) which has almost all paths continuous. The random 
variables xt , yt , are, throughout this paper, defined by (2.1). We let 
9g = X^t v ?Vt and assume 9r = 9r. 
386 DAVIS AND VARAIYA 
The control policies are not random, but a control (uJ is nevertheless 
a random process since it depends on the process (yt). A control 
(u(t, w) : t E [0, T]} is admissible if it satisfies the following conditions: 
(i) u is jointly measurable in (t, w), 
(ii) ut is adapted to ?Y1 , 
(iii) T 
I 
1 u(t, w)[~ dt < co a.s. (P), 
(iv) E’exp (i: (u, , dzu,(s)) - fr j: 1 u, I2 ds) = 1. 
(2.4 
The first integral in (iv) is an Ito stochastic integral; (., .) is the R” inner 
product, and j x I2 = (x, x). (iv) is automatically satisfied if, e.g., u is bounded 
[2, Lemma I]. 
We now define the measure P on (52, <F), absolutely continuous with 
respect to P, by its Radon-Nikodym derivative 
dp 
y = dP- = eXp (jr (us > dW)> - + j: I us I2 ds) (2.3) 
and the process [, by 
where 
Now from Theorem 1 of Girsanov [2] we have the following results: under 
measure P, 
(i) [, is a Brownian motion, 
(ii) the processes (xt), (y,) satisfy 
dx, = A,x, dt + ut dt + d&(t) 
dy, = Fix, dt + 4%). 
These are similar in form to (1 .l), 
DEFINITION 1. For any admissible control u, by the “solution” to (1.1) 
we mean the random variables (xt ,yJ defined by (2.1) governed by the 
measure P defined by (2.3). 
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From a sample space point of view, this definition is consistent with the 
situation which obtains if (z+) is restricted enough so that (1.1) has a unique 
solution as a stochastic differential equation, “uniqueness” in this context 
meaning that, whatever be the Brownian motion (tI , &), the solution to (1.1) 
generates a unique measure in the sample space Cnfm[O, 7’1 of all (n + m) 
dimensional continuous functions on [0, T]. Definition I merely selects one 
possible Brownian motion. Of course the normal procedure is to add ut dt 
to the drift term in (2.la) and to take the solution to the resulting equations 
(with measure P); the random variables thus obtained will not be the same as 
those of our definition, but the sample space measure they induce will be. 
The cost function is then taken as 
J(u) = a!e? s:L(s,, ut , t) dt = E [$ j:L(t, xt , uJ dt] , 
the random variables x,, , z+ being as above. Again this is consistent with the 
“unique solution” case, and for the same reason; viz., that if (Xt , UJ generates 
a unique measure in the sample space C,,[O, T] of (x, u) regardless of the 
Brownian motion process chosen, then the particular one we have selected 
will give this same measure. 
3. STEP FUNCTION CONTROL APPROXIMATIONS 
The results of Sections 4, 5 depend on some properties of step function 
approximations to a given control process (z+). These are derived in this 
section. The processes (xJ, (rt) are as defined in Section 2 and (tit) is a 
process satisfying (2.2). F or any process zt satisfying (i) and (ii) of (2.2) we 
denote 
Thus 
y = dp = exp(5f(u)). 
(3.1) 
(3.2) 
FACT 1. Let 
Then 
it = expGotW 
it = E(Y I 6). 
(3.3) 
Thus (yt , FJ is a uniformly integrable (ui.) martingale. 
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Proof. It is shown by Girsanov that if Ey = 1, then 
E(exp Sir j Fi) == 1 
for any t. The result follows by noting that 
E(Y I 6) = exp 5oY4 Ebp LW I %I. 
For each integer n, define 
T,(W) = inf t 1 : 1: 1 u,(w)l” ds > n[ if 111 uS( ds 2 n 
-. -T otherwise 
and 
u&J) = u(t, u) t < T,(w) 
=o t > T&J). 
The measure Ptn) is defined by 
dP(n) 
Y” = dp - =*exp &r(zP). (3.4) 
FACT 2. P)(sZ) = 1. 
Proof. r, is a stopping time of St and thus by the optional sampling 
theorem (Y+ ,9&J is a u.i. martingale. Hence EyTSAr = Ey,, = I, and, in 
particular, 
EyTAT,, = Eyn = 1. fi 
Now, by construction, si 1 utn. I2 dt f n, so that 
Also 
s TEi utn I2 dt < n < co. (3.5) 0 
I TI 
utn - ut I2 dt = 
s 
T Iut(2dt-tOa.s. as ?z-+ co, (3.6) 
0 T7l 
since, outside of a null set, fr 1 ut(w)12 dt < cc, and hence 7, t T as. From 
(3.6) we also have 
s 
T 
]ut-u,“]dt-+Oa.s. as n--t co, (3.7) 
0 
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sinceL,[O, T] CLJO, T]. In view of (3.5) it is known [4] that for each n there 
is a sequence {~~~}~=~,a,.~. of step functions such that 
s =EI 
v;” I2 dt < co for all k, 
0 
s 
TEIu:-v;k/2dt+0 as k+co, 
0 
and 
As before, we define the measure pk by its derivative 
4”“-+& exp SOT(vnk). 
FACT 3. Qnk is a probability measure. 
Proof. Suppose that 0 = to < tl **a < t, = T and that 
v;“(w) = v&J) for t E (ti , ti+l). 
Let 
and 
AWi = %(4+1) - WlW 
Then 
Ati = t,,, - ti . 
exp [I 1 Mk, dw,W) - Q j: I v:” I2 ds] 
T-l 
= fl exp((v, , dwi) - * / vi I2 Ati). 
i=o 
(3.8) 
(3.9) 
(3.10) 
The result now follows from routine calculations using the fact that Aw, 
is independent of St, and normally distributed with mean zero and variance 
At, . 
FACT 4. yn + y in L,(P) us n -+ co. 
Proof. From Fact 2 we have 
Yn = E(Y I q&J. 
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r\Jow 7, f T as. and F7 T 9r- . Since y is ST-measurable, the result follows 
from the martingale co&ergence theorem. i 
FACT 5. @li ---f yv f  in L,(P) as k ---f co. 
Proof. From the definition of the stochastic integral and in view of (3.6) 
we have 
f&yTJ~~) --f ly$P) in L, as k --+ co. 
A fortiori, 
L&p+) --f bob in probability as k --f co. 
A short calculation then shows that 
exp &T(vnfi) -+ exp <OT(~n) in probability, 
i.e., 
(i) c#@ + yn in probability. 
Also 
(ii) E j qF / + E / yn / , 
since pli, y” > 0 and Eprc = Eyn = 1. 
From the L, convergence theorem [3, p. 1631, (i), and (ii) together imply 
c n7c - Y” inL,ask+co. I 
4. THE INFORMATION STATE 
The Eqs. (2.1) defining the processes (xJ, (yt) are a special case of the 
Kalman-Bucy filter model. It will be recalled that the conditional distribution 
of xt given Y;/t is gaussian with mean 
xt = E(xt I gt), 
which can be computed recursively, and covariance matrix P, which is the 
solution of a Riccati equation and does not depend on the observations. We 
denote the conditional density by 4(x, t); i.e., 
where 
(4.1) 
In our case the measure is p, but the normality still holds. 
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THEOREM 1. With the previous definitions and notation, the conditional 
distribution 
&t E B I gu,) 
(where B is a Bore1 set in Ii”) is gaussian with variance P, and mean 
it = qx, / CYt) 
given by (4.6) below. 
Proof. Let t be an arbitrary but fixed time, and yet represent the col- 
lection of random variables {yS , 0 < s < t}. Let 
Ut(xt > Yo? = -Gt I g3/, ” mt)I, (4.2) 
where S(XJ is the u-field generated by the single random variable xt , and 
let f : R” --+ R be a bounded Bore1 function. Then if the sample space con- 
ditional distribution P(x, E B I9YJ exists we will have 
Now 
B( f (q) 1 ?!YJ = ‘(2;) {&I T’) [3, Section 24.21 
t t 
= JwfGdYt I gt ” m%)) I gt1 
-w(Yt I gt ” F’(G)) I gt1 
= E(f (4 Ut@t 3 Yo? I @t> 
E(Ut(xt t Yo? I gt) 
-1 Rnf (4 ut(x> yet) PW t I gu,) 
I Ut(x, yet) f’(dx, t I gt) 
R” 
s 
Rnf (4 ut(x, YO? dx, t> dx 
- 
s ut(x, yet) dx, t) dx Rn 
Comparing (4.3) and (4.4) we get 
P(x, E dx 1 CYt) = 
ut(x, Y,,? ah t) dx 
s ut(x, Y,,? dx> 4 dx %I 
(4.3) 
(4.4) 
(4.5) 
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LEMMA 1. 
U,(x, , yoy = K exp(oL, , Xl,, 
where the scalar K and the n-vector OI~ are OY,-measurable random variables, In 
fact 
at = 
J 
* R,‘u, ds, 
0 
where RSt is a nonrandom matrix-valued function. 
The proof of Lemma 1 will be found in the appendix, where an explicit 
expression for RSt is given. 
In the following, K, K1 ,. . . are Y/,-measurable “normalizing constants” 
for the conditional distributions. From (4.1), (4.5) and Lemma 1, we have 
p(dx, t I gt) = K,U,(x, yet) p(x, t) dx 
= KK, exp[(ol,, x) - 8 I/ x - xt $,I dx 
= K3 q[- 3 II x - (% + Pt~t)ll~y~ 
+ (at 9 gtt) + t (at, p&)] dx 
= K3 exp[- Q II x - (% + ~t4~~,l dx. 
Evidently, 
1 
K3 = AQ27r)” 1 Py-/ * 
Thus, 
p(dx, t 1 y,) = L- exp[- + I/ x - (st + Pt~t)lI&l] dx, 
4257)” I pt I 
which is gaussian with the Kalman-Bucy variance and with the mean 
2, = .f?(x, I yt) = zt + j-’ PtR;u, ds. (4.6) 
0 
This completes the proof of Theorem 1. 
A process (/It) adapted to 5Yy, is an information state for the conditional 
distribution P(x, E B I 9Yt) if this distribution depends on the observations 
only through fit (i.e., /3t is a sufficient statistic for this distribution), and if fit 
can be computed recursively, i.e., for any s < t, pt has the form 
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The information state carrying all the “relevant” information in the past 
observations, considerable economies in storage requirements result if one 
of small dimension can be found. The information state for discrete-time 
systems was defined by Bohlin [l] and the above is the continuous-time 
analog of his definition. 
THEOREM 2. it is an information state for the conditional distribution 
p”(x, E B 1 CVv,). 
Proof. That 4, is a sufficient statistic has already been shown. We now 
show that it can be computed recursively. From Lemma 1, 
I 
t 
at = R, %, ds 
0 
and 
PtRst = @(t, s) - 1 t dt, rl)F$Yr), 4 4, 
(4.7) 
(4.8) 
where g(t, s) is the impulse response of the Kalman-Bucy filter and 0 the 
transition matrix of A,. Define the process (xt*,yt*) by 
dx,” = (Apx,* + ut) dt x*(o) = 0 
dy,* = Fp,* dt y*(o) = 0. 
w 
Evidently, (xt*, yt*) is adapted to ?Y3/, . Then from (4.7) and (4.8), 
FIGURE 1 
Ptat = j” @(t, 4 u(s) ds - j” jkt, dF,@(rl, s) u(s) 4 ds 
0 0 s 
= j” @(t, 4 u(s) ds - j t g(t, r)) F, j’ WI, 4 u(s) ds 4 
0 0 0 
= Xt * - 
I 
k, d dy,*. 
0 
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From (4.6), since 
xt- j’tg(t,ws, 
LQt = i:* + (‘lg(t, 17) (dy,, - dyn*). 
‘IJ 
4, can therefore be computed by the recursive scheme of Fig. 1. 
5. DISCRETE CONTROL POLICIES 
We now consider the control problem defined by the cost function 
J(u) = i? I;L(x, , ut , t) dt. 
The kernel L is assumed to satisfy the following: 
(i) L : Rn x R* x R+ + R+ is measurable, 
(ii) 1 L(x, u, t)j < M < co for all X, u, t, (5.1) 
(iii) L is equicontinuous in u, i.e., given E > 0, there exists 6 > 0 such that 
1 u - u’ 1 < 6 => 1 L(x, 24, t) - L(x, u’, t)i < E for all x E R”, t E [O, T]. 
Since in the sequel the random variables zt are always the same, the notation 
is abbreviated to 
By a discrete control policy we mean one where decisions are taken at only a 
finite number of times {ti}z=o,l...n-l, i.e. where ZQ is gY,lc-measurable for 
t E (tk , t,+J. Using the normality of the conditional distributions and 
dynamic programming, we show in Lemma 2 that the decision at time t, may 
n be based on xt, . 
In Lemma 3 it is proved that any admissible control may be replaced by a 
step function (which is discrete) without incurring too great a penalty. 
Combining these facts, we have the main result: 
THEOREM 3. Let (ut) be any control satisfying (2.2), with cost J(u). Then, 
given E > 0, there is a discrete control (vt) with decision times {tk> such that 
(i> {vt, t E (tk, h+,l) depends only on 32.tk, 
(ii) J(v) < J(u) + 6 
The proof is immediate from Lemmas 2 and 3. 
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LEMMA 2. Let V~ be a discrete control policy with decision times 
0 = to < t, < t, ... < t, = T 
and with cost J(v). Given E > 0, there is a policy which depends only on .9, b 
during the interval (tk , k+l , t ] whose cost is no greater than J(v) + E. 
Proof. The cost function is 
J(v) = 17 j-AL dt 
n-1 
@&4 I gtkl dt = 12 r J&4. 
k=O 
At the final stage, (vt , t E (tnel, tn]} is chosen so as to minimize 
With measure 8, xt satisfies 
dx, = Atx, dt + vt dt + d&, 
so that 
xt = @(t, L-1) .Z”tnml + 1: --1 @(t, T) ~7 dT + St W, 4 & . 
n 6-l 
Thus 
since by assumption v, is OLt -measurable, and d[, is independent of 
gt,-l * From (5.2) it is seen &a; the conditional distribution of xt given 
gtn-l is, for any t E (tnpl , t,], completely specified by ftnF1 . Hence 
Jn&> = +J@(t,-l.t,) ) %,-I A ). (5.3) 
It is easy to see from (5.3) that we can choose a control v:~,-~,~,~ depending on 
the observations only through gtnml whose cost is within E/n of Jnel(v). At the 
penultimate stage the problem is (denoting uk && [z+ : t E (tk , tk+l]) to choose 
u,-, , u,-, , to minimise 
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The principle of optimality says that the correct choice for u,,_~ is as in the 
final-stage problem above, so that (6) reduces to 
which is similar to the final-stage problem. Thus at each stage we can find 
a policy based at t, only on ~2~~ and such that the cost over that stage is less 
than Jk(u) + .+z, giving a new policy of total cost less than / + E, as required. 
LEMMA 3. If  the cost function satisfies (5.1) above, then, given any admissible 
control {ut}, there is, for any E > 0, a control v  which is a step function and for 
which J(v) < J(u) + E. 
Proof. We use the approximations to ut of Section 3. Define 
dPtn’ yn 
‘“= dF =r 
It is easily shown, using Facts 4 and 5 of Section 3, that 
Now 
p -9 1 in L,(P) as n--+ co, 
X nk-+ 1 in L,(P(“)) as k-+oo. 
J(v~~) = Etnk) @(ul”) dt = Epk j:L&Jk) dt. 
Therefore, 
Now 
< E 
s 
* /L&t) - +‘%&$“)I dt. 
(5.3) 
0 
I L,(u,) - +wkLt(v?k)l G lq4 - @wt”) I + lVJ%P) 
(5.4) 
- Q”Lt(v’l”)l = h, + jn, > 
and 
h, < ) I&,) - &(utn)i + 1 1 - 4” 1 L&t’% 
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so that 
s 
T  
0 
h, dt < l: I L&4 - L(u,‘?l dt + I 1 - L I f:L,(Up) dt 
< s T L,(q) dt + MT. 1 1 - p 1 1” 
= a, + b, . 
Now l?bn -+ 0 from (5.1), and i?‘a,, -+ 0, since a, -+ 0 as. and {a,} are uni- 
formly bounded by MT. Thus 
s 
T  
E h,dt-+O fz+ co. 
0 
(5.5) 
The same approach with j,, gives 
i? 
f 
T j,,, dt < E’“’ ST I L(u,n) - W4”)l dt 
0 0 
+ E’“’ I 1 - Xnk I ST&(p);‘) dt = c,, + d,, . 
0 
dnk + 0 as k -+ co from (5.2). We now show that c,,k -+ 0 as k -+ cc also. 
By taking a subsequence, if necessary, it can be assumed that 
s 
:[w~“-u~ladt-+O a.s. (k -+ co). (54 
Fix w outside the exceptional null set; now L, , etc., refer to [0, T] with 
Lebesgue measure (A). From (5.6), unk + un in L, as k + co and a fortiori 
the convergence is also in X-measure. It follows that L,(wTk) -+ L,(@) in 
measure since 
and so 
A{t : 1 L,(@) -L,(uF)j > C} < h{t : I ~7” - 24: 1 > S}+ 0 as k--+ co. 
NowCLt(w;k)lk-~~~... are u.i. since they are uniformly bounded. Consequently, 
L,(er;‘) + L,(u,“) in L, . 
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This holds for almost all w, so that again by boundedness we have 
Let 
*’ E 
j 
/ L,(v’l’) - L&d)1 dt ---f 0. (5.7) 
0 
X, = 
I 
T j I&“) -L,(u,“)l dt. 
0 
Then 0 < X, < MT and 
where 
E(“,X, = Ey”X, 
= EI,,y”X, + EI,,ynX, 
< /\EX, + (MT) PA,O 
Hence 
A, = [y < h]. 
Thus 
E’“‘X, = cnle --f 0. 
s 
T  
e &dt+O k+co, (5.8) 
0 
and combining (5.3)-(5.5) and (5.8) t i is seen that we can choose n and k such 
that 
I Jb) - JWk)I < 6. I 
APPENDIX 
Proof of Lemma 1. We have to show that (with 
u&t 9 ho’) = E[rt I %t v flWl> 
u& , Yet) = K e&cut , xA 
where K and OI~ are ??J’,-measurable. In the following, K, K1 ... are q/t- 
measurable random variables. First the problem is slightly reformulated. Let 
xtl = xt - zt = xt - E(x, 1 +Yu,) 
xtl is known to be a zero-mean gaussian random variable which is independent 
of WY, . Let 9(x$) be the u-field it generates. Clearly, for any integrable 
r.v. [, 
E(t I gt v *(x6’)) = E(5 I gu, v F(xt)) a.s. 
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We therefore define 
U1(x,l,yot) = E(y, / SY/, v 9(x$)) = U(x, ,yot) as. 
Suppose it has been established that 
Wx,l, yet) = Kl edat , .G>. 
Then clearly 
where 
u&,l, yet) = K2 exp(at ,~t), 
K, = Kl exp(a, , xt). 
Thus it suffices to prove (1); this is done, using the approximations to ut 
of Section 3. For a particular step function vnk we have (from (3.10)) 
[ 
n-1 
Q%x?, yet) = K& fl e&v, , A@ I gv, v F&l) , 
i=O 1 
= K,E[exp(v, dw) 1 CVt v F(x$)], 
where 
v’ = (VI’, v2’ ,...) v;-,), 
Aw’ = (Awl’, Aw,‘,..., Aw;eJ. 
(The prime denotes vector or matrix transpose.) Since all the random variables 
are jointly gaussian, the distribution of Aw conditioned on +Yt v 9(x,l) is 
gaussian with nonrandom variance St and mean pt depending linearly on x: 
and yet; i.e., 
Pt = s t Y(4 4 dY, + Mtx,l. (2) 0 
The density of this distribution is 
K, ev- B I/ t - pLt l/&A 
where E is the n(r - I)-vector dummy variable. Thus, 
+ (vt 9 +I df,-., @n(,-1) 
= K, exp[3 <v, Stv) + <pt ,v>l 
= K6 exp [a <v, St4 + 1” <v, V, 4 dy,) i- <v, ~f,x,‘)] 
0 
= K, exp(Mt’v, x>>. (3) 
409/37/2-9 
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This establishes the result for the step function case. Now 
UQXtl, yet) := E(b;“” ‘!Y(, v “9(s,1)) 
and 
4 ‘IA - Y” in L, as I<+ co, 
from Fact 5 of Section 3. Hence 
in L, [3, p. 3481 so that if we can prove that U,$ converges (say in probability) 
to some random variable 8, then necessarily 
e = E(y” / cvy, v 9(x,1)). (4) 
From (2), and since {yO*} and xtl are independent and gaussian, 
M,xtl =E(Aw j Xi’) = xt’, 
where 
E(w,(s) I xt’> = N.d. 
By the projection theorem for wide-sense conditional expectations, we have, 
for any matrix H, E<w,(s) - N,x,l, Hz,‘) = 0. Therefore 
HE(xtlwl’(s)) == HExtl(xtl)’ N;’ = HPtNs’, 
where P, is the solution of the Kalman-Bucy Riccati equation, Thus 
N,’ = P;%xtlwl’(s). 
This is easily calculated from the Eqs. (2.1). In the required form, 
Rst ii $ N,’ = P;l [W, 4 - j: g(t, rl)F,$‘(v, s) 4] , 
where g(t, 7) is the n x m matrix function such that 
s t Xt = g(4 7)dYn 8 0 
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i.e., it is the impulse response of the Kalman-Bucy filter; @ is the transition 
matrix of A, . Now, 
so that 
= 
f  
: (VT”, dNsx,l), 
=(S 
t 
R,h;” ds, xtl , 
0 > 
lJik = K, exp (1: R,%:” ds, x:) . 
Now Ji VT” ds converges in L, to Ji u,n ds, and, therefore, in view of the 
independence and the boundedness of RSt on [0, t], 
t 
> (j 
t 
RStvTk ds, xtl -+ Rstu,” ds, X: in L, . 
0 0 > 
A fortiori, the convergence is also in probability, so that, as in Fact 5 of 
Section 3, 
t 
exp R,%;” ds, xtl 
0 
)-+exp(j~R~u~ds,x:) 
in probability. In fact, a simple argument shows that 
t 
> 
t 
K, exp R,%yk ds, xtl + K, exp R,%,” ds, xt 
0 0 > 
in probability. Thus, from (4), 
E(Y” 1 gt v  9(x$)) = K, exp (1: R,tuSn ds, x>) . 
Finally, 
Yn = E(Y I qJ 
so that 
(5) 
Now on the set [7% > t] we have the following: 
(9 gt v SW) C %, , 
(ii) utn = ut , 
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and consequently, from (5) and (6), 
E(y 1 ‘!Yt v  9(x$)) ~-- K, exp (J:, R,‘u, ds, xtl) . (7) 
Since (7) holds on [TV > t] for every n, and 7rL T 7’ as., we have, letting 
at = 
J 
‘t R,h, ds, 
0 
E(y / gt v  9(x$)) = K7 exp(ol, , xt’) a.s. 
-the desired result. 
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