We study parameter estimation in linear Gaussian covariance models, which are p-dimensional Gaussian models with linear constraints on the covariance matrix. Maximum likelihood estimation for this class of models leads to a non-convex optimization problem which typically has many local optima. We prove that the log-likelihood function is concave over a large region of the cone of positive definite matrices. Using recent results on the asymptotic distribution of extreme eigenvalues of the Wishart distribution, we provide sufficient conditions for any hill climbing method to converge to the global optimum. The proofs of these results utilize large-sample asymptotic theory under the scheme n/p → γ > 1. Remarkably, our numerical simulations indicate that our results remain valid for min{n, p} as small as 2. An important consequence of this analysis is that for sample sizes n 14p, maximum likelihood estimation for linear Gaussian covariance models behaves as if it were a convex optimization problem.
1. Introduction. In various statistical applications the covariance matrix carries a certain structure and has to satisfy certain constraints. Pouramadhi [Pou11] gives an excellent review about covariance estimation in general. In this paper, we study Gaussian models with linear constraints on the covariance matrix. Such models arise for example in maximum likelihood estimation of correlation matrices for Gaussian populations [RM94, SWY00, SO91] or covariance matrices with prescribed zeros [DR04, CDR07] , applications of stationary stochastic processes from repeated time series data [And70, And73] , Brownian motion tree models for phylogenetic analyses [Fel73, Fel81] , and network tomography models for analyzing the structure of the connections in the Internet [TYBN04, EDBN10] .
To define Gaussian models with linear constraints on the covariance matrix, let S p be the set of symmetric p×p matrices and denote by S p 0 the open convex cone in S p of positive definite matrices. For v = (v 1 , . . . v r ) ∈ R r , the r-dimensional Euclidean space, a random vector X taking values in R p is said to satisfy the linear Gaussian covariance model given by G 0 , G 1 , . . . , G r ∈ S p if X follows a multivariate Gaussian distribution with mean vector µ and covariance matrix Σ v , denoted X ∼ N p (µ, Σ v ), where
In this paper we make no assumptions on the mean vector µ and always use the sample mean as estimator for µ. Then the linear covariance model, which we denote by M(G) with G = (G 0 , . . . , G r ), can be parametrized by
We assume that G 1 , . . . , G r are linearly independent, meaning that Σ v − G 0 is the zero matrix if and only if v = 0. This assumption ensures that the model is identifiable. We also assume that G 0 is orthogonal to the linear subspace spanned by G 1 , . . . , G r . Typically G 0 is either the zero matrix or the identity matrix and the linear constraints on the diagonal and the offdiagonal elements are disjoint, hence satisfying orthogonality.
Linear Gaussian covariance models were introduced by Anderson [And70] , motivated by the linear structure of covariance matrices in different time series models. Anderson studied maximum likelihood estimation for these models and suggested iterative procedures such as the Newton-Raphson method [And70] and a scoring method [And73] for finding the maximum likelihood estimator (MLE).
An example of a linear Gaussian covariance model is the set of all p × p correlation matrices; this model is defined by
where I p denotes the identity matrix of size p × p and E ij is a p × p matrix, where the (i, j) entry is 1 and all other entries are 0.
Another example of a linear Gaussian covariance model is the Brownian motion tree model [Fel73] : Given a rooted tree T on the set of nodes V = {1, . . . , r} and with p < r leaves, the corresponding Brownian motion tree model consists of all covariance matrices of the form
where e de(i) ∈ R p is a 0/1-vector with entry 1 at position j if leaf j is a descendent of node i and 0 otherwise. Note that every leaf is a descendent of itself. For example, when T is a star tree on 3 leaves, then where v 1 , v 2 , v 3 parametrize the leaves and v 4 parametrizes the root. We draw from N (µ, Σ v ) a random sample X 1 , . . . , X n and form the corresponding sample covariance matrix
Up to a constant term, the log-likelihood function : Θ G → R, is given by
Since the linear constraints are on the covariance matrix, the log-likelihood function is typically non-convex and may have multiple local optima. This complicates inference and parameter estimation considerably. A classical example of this problem is the case of estimating the correlation matrix of a Gaussian model, a venerable problem that has been sought after for decades [RM94, SWY00, SO91] . In Section 3 we show how the theory we develop in this paper can be used to solve this problem.
A special class of linear Gaussian covariance models where maximum likelihood estimation is unproblematic are models where Σ and Σ −1 have the same pattern, i.e.,
An example of such models are Brownian motion tree models on the star tree as given in (1.2) with equal variances. In fact, Szatrowski showed in a series of papers [Sza78, Sza80, Sza85] that the MLE for linear Gaussian covariance models has an explicit representation, i.e., it is a known linear combination of entries of the sample covariance matrix, if and only if Σ and Σ −1 have the same pattern. Szatrowski proved that for this model class the MLE is the average of the corresponding elements of the sample covariance matrix and that Anderson's scoring method [And73] yields the MLE in one iteration when started in any positive definite matrix that is in the model. In this paper, we show that for general linear Gaussian covariance models the problem of maximizing the log-likelihood function is, with high probability, essentially a convex optimization problem and the MLE can be found using any hill-climbing method such as the Newton-Raphson algorithm. To be more precise, in Section 2 we analyze the likelihood function for linear Gaussian covariance models, proving that the log-likelihood function is strictly concave in the convex region
We also prove that ∆ 2Sn contains the true data-generating parameter, the global maximum of the likelihood function and the least squares estimator with high probability. Therefore, the problem of maximizing the loglikelihood function is essentially a convex problem and any hill-climbing algorithm, when initiated at the least squares estimator, will remain in the convex region ∆ 2Sn and converge to the MLE in a monotonic increasing manner. Note that the region ∆ 2Sn is contained in a larger subset of Θ G where the likelihood function is concave. This subset is, in turn, contained in an even larger region where the likelihood function is unimodal. Therefore, the probability bounds that we derive in this paper are lower bounds for the exact probabilities that the optimization procedure is well behaved in the sense that any hill-climbing method will converge monotonically to the MLE.
In addition to the theoretical analysis of the behavior of the log-likelihood function, we also investigate the performance of the Newton-Raphson method for finding the MLE on simulated data. In Section 3, we discuss the problem of estimating a correlation matrix, a covariance matrix with linear constraints on the diagonal. In Section 4, we analyze how the MLE compares to the least squares estimator in terms of various loss functions and show that for linear Gaussian covariance models the MLE is usually a better estimator than the least squares estimator.
2. Convexity of the likelihood function. Given a sample covariance matrix S n based on a random sample of size n from N (µ, Σ * ), we denote by ∆ 2Sn the convex subset of the parameter space as in (1.4). Consider the set
Note that D 2Sn and ∆ 2Sn are random and depend on the number of observations n. By construction, D 2Sn contains a matrix Σ v (i.e., D 2Sn Σ v ) if and only if ∆ 2Sn contains v (i.e., ∆ 2Sn v). Therefore, we can identify ∆ 2Sn with D 2Sn and use the notations ∆ 2Sn Σ v and ∆ 2Sn v interchangeably.
In this section, we analyze the log-likelihood function (v) for linear Gaussian covariance models. We prove that (v) is strictly concave over the region ∆ 2Sn . Then we give probabilistic guarantees for the true data-generating covariance matrix Σ * , the global optimumv, and the least squares estimator v, to be contained in the convex region ∆ 2Sn .
2.1. The log-likelihood function. We denote by ∂ i = ∂/∂v i the partial derivative with respect to v i , i = 1, . . . , r. The log-likelihood function is given in (1.3), and its first-order partial derivatives are
and hence
Next, we analyze the second-order partial derivatives of (v). For every i, j = 1, . . . , r a simple computation shows that
In particular, for every y ∈ R r we obtain
where Σ y = r i=1 y i G i , and we note that Σ y is symmetric but not necessarily positive definite. We now use Equation (2.2) to prove that (v) is negative definite on the convex region ∆ 2Sn defined in (1.4):
Proof. We reorder the terms in Equation (2.2) to obtain for each y ∈ R r ,
v Σ y has the same set of eigenvalues as Σ
, we obtain Σ y = 0, which holds if and only if y = 0. This completes the proof.
As a direct consequence of Lemma 2.1 we obtain the following result:
Proposition 2.2. The log-likelihood function : Θ G → R is strictly concave on ∆ 2Sn . In particular, maximizing (v) over ∆ 2Sn is a convex problem.
2.2. The true covariance matrix and the Tracy-Widom law. For A ∈ S p , we denote by λ min (A) the minimal eigenvalue of A and by λ max (A) the maximal eigenvalue of A. We denote by A the spectral norm of A, i.e.,
In the following, we will often make use of the well-known fact that
Given a sample covariance matrix S n based on a random sample of size n ≥ p from N (µ, Σ * ), then nS n follows a Wishart distribution, W p (n−1, Σ * ). If Σ * = I p , we say that nS n follows a white Wishart (or standard Wishart) distribution. Thus, W n−1 := nΣ * −1/2 S n Σ * −1/2 ∼ W p (n − 1, I p ); and the condition 2S n − Σ * 0 is equivalent to W n−1 n 2 I p , which holds if and only if λ min (W n−1 ) > n/2. Since by assumption Σ * 0 we obtain the following lemma:
Proposition 2.3. The probability that the true data-generating covariance matrix Σ * is contained in ∆ 2Sn does not depend on Σ * and is equal to the probability that λ min (W n−1 ) > n/2, where
It is generally non-trivial to approximate the distributions of the extreme eigenvalues of the Wishart distribution; Muirhead [Mui82, Section 9.7] surveyed the results available and provided expressions for the distributions of the extreme eigenvalues in terms of zonal polynomial series expansions, which are difficult to approximate accurately. Nevertheless, substantial progress has been achieved recently in the asymptotic scenario in which n and p are large and n/p → γ ≥ 1. It is noteworthy that these asymptotic approximations are very accurate even for values of n as small as 2. We refer to [Bai99, Joh01] for a review of these results.
In order to describe the probability that the true data-generating covariance matrix Σ * lies in ∆ 2Sn , we build on the recent work of Ma [Ma12] , who gave improved approximations for the extreme eigenvalues of the white Wishart distribution. Ma defined the quantities,
In the following, we denote by F the Tracy-Widom distribution [TW96] . Then, Ma proved the following theorem:
Theorem 2.4. (Ma [Ma12] ) Suppose that W n has a white Wishart distribution, W p (n, I p ), with n > p. Then, as n → ∞ and n/p → γ ∈ (1, ∞),
where
As a consequence of Ma's theorem we obtain:
where, for sequences a n,p and b n,p , we use the notation a n,p ∼ b n,p to describe that a n,p /b n,p → 1 as n → ∞ and n/p → γ ∈ (1, ∞). So, we conclude that
Ma also showed that the approximation by the reflected Tracy-Widom law in Theorem 2.4 is of order O(min(n, p) −2/3 ). Although this statement is proven rigorously only for even p (see [Ma12,  Theorem 2]), numerical simulations in [Ma12] suggest that this result holds also for odd p.
Another important consequence of Theorem 2.4 is that P(∆ 2Sn Σ * ) is very well approximated by a function that depends only on the ratio n/p. In Figure 1 , we provide graphs from simulated data to analyze the accuracy of the approximation by the Tracy-Widom law for small p. By Proposition 2.3,
, a quantity which does not depend on Σ * , so we used the white Wishart distribution in our simulations.
In each plot in Figure 1 , the dimension p is fixed and the sample size n varies between p and 20p. The solid blue line is the simulated probability that λ min (W n−1 ) > n/2 and the dashed black line is the corresponding approximation resulting from the Tracy-Widom distribution, for which we used the R package RMTstat [JMPS09] . The values for each pair (p, n) are based on 10,000 replications. Figure 1 shows that the approximation is extremely good even for small values of p. For large values of n/p the two lines coincide even when p = 3. The approximation is nearly perfect over the whole range of n as long as p ≥ 5 and if p ≥ 10 the two lines coincide.
As an example, suppose we wish to obtain P(∆ 2Sn Σ * ) > 0.95. We use the approximation in (2.5) and the fact that F (0.98) ≈ 0.95 to compute n such that (2.6) ν n−1,p − log(n/2) τ n−1,p > 0.98 for given p. In Table 1 , we provide for various values of p the minimal sample size resulting in P(∆ 2Sn Σ * ) > 0.95. It is interesting to study the behavior of the curves in Figure 1 for growing values of p. Our simulations show that its graph converges to the graph of the step function, that is a function which is zero for γ < γ * and is one for γ ≥ γ * , where γ * is some fixed number. This observation suggests that for large p the minimal sample size such that P(∆ 2Sn Σ * ) > 0.95 is equal to the minimal sample size such that P(∆ 2Sn Σ * ) > 0. in the following result we formalize this observation. Table 1 The minimal sample sizes resulting in P(∆2S n Σ * ) > 0.95. p 3 5 10 20 100 1000 large n ≥ 51 77 140 262 1214 11759 11.657 · p Proposition 2.5. Define a sequence (f n,p ) ∞ n,p=1 of numbers given by
where ν n−1,p , τ n−1,p are defined as in (2.4) and F is the Tracy-Widom distribution. Define γ * = 6 + 4 √ 2 ≈ 11.657. Suppose that n, p → ∞ and n/p → γ > 1. Then
Proof. Consider the expression ν n−1,p − log(n/2) τ n−1,p and fix n = γp letting p go to infinity. Direct computation shows that the limit of this expression is +∞ if γ ≥ γ * and −∞ otherwise. The result follows from F (−∞) = 0 and F (+∞) = 1.
Proposition 2.5 shows that the choice of the threshold 0.95 to construct Table 1 is irrelevant for large p. Moreover, note that the results in this section do not depend on the chosen model. They can be applied to any Gaussian model, where the interest lies in estimating the covariance matrix.
2.3. The global maximum of the log-likelihood function. We denote the global maximum of the log-likelihood function (v) byv and the corresponding covariance matrix by Σv. In the following theorem, we apply certain concentration of measure results given in the appendix to obtain finite sample bounds on the probability that ∆ 2Sn
Σv. By construction, if Σv exists, then Σv 0. Hence it suffices to analyze the probability that 2S n − Σv 0. Theorem 2.6. Letv be the MLE based on a sample covariance matrix S n of a linear Gaussian covariance model with parameter v * ∈ R r and corresponding true covariance matrix Σ v * . Let = − 1 2 log(
where ψ(·) denotes the digamma function and ψ 1 (·) the trigamma function.
As n → ∞,
Proof. Let w ∈ Θ G be a point outside of ∆ 2Sn that gives the highest value of the likelihood function. Such a w must exists since the unconstrained likelihood over S p 0 has a unique maximum at S n . Since Σ w is positive definite, it lies outside of ∆ 2Sn if and only if 2S n − Σ w 0. This means that Σ
Since (v) ≥ (v * ) and the log-likelihood function is concave over ∆ 2Sn , we obtain
Now note that
where W n−1 ∼ W(n − 1, I p ), we can apply Chebyshev's inequality (see (A.1) in the Appendix) to obtain that with probability at least 1 −
In addition, log det S n − log det Σ v * = log det W n−1 − p log(n), and we can again apply Chebyshev's inequality (see (A.2) in the Appendix) to obtain that with probability at least
we have that
The events (2.7) and (2.8) are not independent. So we use P(A ∩ B) ≥ P(A) + P(B) − 1 and find that with probability at least 1 − 2(n−1)p
We now show that the last expression is nonnegative when ≤ − 
Note that the function f (x) = x − 1 − log(x) is non-negative for x > 0, strictly decreasing for 0 < x < 1, reaches a global minimum at x = 1, and is strictly increasing for x > 1. Also note that by assumption 0 < λ 1 < 1/2. Hence,
which completes the proof.
More accurate finite sample bounds for this result can be obtained by applying inequalities for the quantiles of the χ 2 -distribution instead of Chebyshev's inequality. Such bounds are given in Proposition A.1 in the Appendix.
2.4. Least squares estimation for linear Gaussian covariance models. Anderson [And70] describes an unbiased estimator for the covariance matrix and suggests using this unbiased estimator as a starting point for the NewtonRaphson algorithm. He treats the case G 0 = 0 and suggests the unbiased estimator given by the solution to the following set of linear equations:
We denote byv the estimator obtained from solving (2.9) without the scaling by n n−1 . As we show now,v is the least squares estimator and is obtained by orthogonally projecting S n onto the linear subspace defining M(G): Let G denote the p 2 × r-matrix whose columns are given by vec(G i ), i = 1, . . . , r. Define
The fact that G T G is positive definite and hence invertible follows from the assumption that G i , i = 1, . . . , r, are linearly independent. The matrix H G is a symmetric matrix representing the projection in R p 2 onto the linear subspace spanned by vec(G i ), i = 1, . . . , r. In particular, it holds that H 2 G = H G . The defining equations forv can be expressed as
and since G 0 is orthogonal to the linear subspace spanned by G 1 , . . . , G r ,
For instance, for Brownian motion tree models G 0 = 0 and Σv can be seen as a sort of average over all paths between 'siblings' in the tree. For a star tree model with p leaves Σv is of the form (2.10) (Σv) ii = (S n ) ii and (Σv) ij = 1
We now prove that Σv also lies in ∆ 2Sn with high probability. Observe that if W n has a standard Wishart distribution W p (n, I p ), then we can write W n = AA T , where A is a p × n matrix whose entries are independent standard normal random variables. We denote the minimal and maximal singular values of A by s min (A) and s max (A), respectively. So we have s min (A) = λ min (W n ) and s max (A) = λ max (W n ). We will make use of the following two results from [DS01] and [Ver10, Section 5.3.1]:
Theorem 2.7 (Theorem II.13 in [DS01] ). Let A be a p × n matrix whose entries are independent standard normal random variables. Then for every t ≥ 0, with probability at least 1 − 2 exp(−t 2 /2) we have
Lemma 2.8 (Lemma 5.36 in [Ver10] ). Consider a matrix B that satisfies
for some δ > 0.
We now use these results to give exponential finite sample bounds on the probability that Σv ∈ ∆ 2Sn . As we will see, these bounds hold also when n and p are large as long as their ratio n/p is at least 19.798.
Letv be the MLE based on a sample covariance matrix S n of a linear Gaussian covariance model with parameter v * ∈ R r and corresponding true covariance matrix Σ v * .
Theorem 2.9. Let Σv denote the least squares estimator based on a sample covariance matrix S n of a linear Gaussian covariance model given by Σ v * . Let γ = n/p and suppose that γ > 10 + 4 √ 6 ≈ 19.798. Then
and 2S n − Σv 0 with probability at least 1 − 2 exp(−n 2 /2). Also, Σv 0 with probability at least 1 − 2 exp(−n 2 /2). Consequently,
Proof. Note that 2S n − Σv 0 if and only if
or equivalently, if λ min (C) > 0. The eigenvalue stability inequality (see [Tao12, Equation (1.63)]) says that for symmetric matrices A and B and for any eigenvalue λ i , (2.11)
As a special case of this inequality we obtain
where W n−1 := nΣ
For the second inequality we used the fact that ABA ≤ A 2 B and that A 2 = A 2 for A positive definite. Sincev is the least squares estimator,
So as a consequence of standard inequalities on matrix norms we obtain
This implies that
(2.13)
For fixed κ this expression as a function of p ∈ [1, ∞) is monotonically decreasing and converges to 1/2. Hence, δ > 1 2 . In addition, δ is bounded above by
2 , which is attained when p = 1 and κ = 1. Suppose that 1 n W n−1 − I p ≤ δ. Then, by Lemma 2.8, 1 n λ min (W n−1 ) ≥ 1 − δ and hence the last line in (2.13) can be further bounded as follows:
As a consequence,
and it is therefore sufficient to bound P
By Theorem 2.7 we have that for every t ≥ 0
with probability at least 1 − 2 exp(−t 2 /2). To bound the probability of event (2.14) we fix t as follows:
which is nonnegative when γ ≥ 10 + 4 √ 6 ≈ 19.798. So since t ≥ 0, we can apply Theorem 2.7 to conclude that
with probability at least 1 − 2 exp(−t 2 /2). Note, however, that
n−1 n − √ 1 + δ , whenever n ≥ 15, which holds by the constraints on γ. Hence also with probability at least 1 − 2 exp(−t 2 /2) we have that
which is equivalent to (2.14). This establishes the exponential bound on the probability that 2S n − Σv 0. The same bound holds for the event Σv 0, since Σv 0 is equivalent to
or in other words λ min (C ) > 0. Again by the eigenvalue stability inequality (2.11) we have
the same expression as in (2.12). Finally, because the two events {Σv 0} and {2S n −Σv 0} are not independent, we utilize the inequality P(A∩B) ≥ P(A) + P(B) − 1 to complete the proof.
We now show simulation results for P(∆ Sn Σv) for a specific example, namely for Brownian motion tree models on the star tree.
Example 2.10. Consider the model M(G), where G 0 is the zero matrix, G i = E ii for i = 1, . . . , p, where E ii is a matrix with exactly one 1 at position (i, i) and zeros otherwise, and G p+1 = 11 T . This linear covariance model corresponds to a Brownian motion tree model on the star tree. Suppose that the true covariance matrix Σ v * is given by v * i = i for i = 1, . . . , p and v * p+1 = 1. We performed simulations similar to the ones that led to Figure 1 . In each plot p ∈ {3, 5, 10} is fixed and n varies between p and 20p. The solid blue curve shows the simulated probability that 0 ≺ Σv ≺ 2Sn and the dashed black curve is the approximation of the probability that 0 ≺ Σv * ≺ 2Sn by the reflected Tracy-Widom distribution (see Figure 1 ).
For fixed p ∈ {3, 5, 10} we let n vary between p and 20p. For each pair (p, n) we generated 10, 000 times a sample of size n from N p (0, Σ v * ), computed the corresponding sample covariance matrix and the least squares estimator, and checked if the least squares estimator lies in the region ∆ 2Sn . The simulated probabilities of the event 0 ≺ Σv ≺ 2S n are given by the solid blue line in Figure 2 . As in Figure 1 the dashed black line represents the approximated probabilities (by the Tracy-Widom law) of the event 0 ≺ Σ v * ≺ 2S n . Figure 1 indicates that on average Σv lies in ∆ 2Sn more often than Σ v * .
3. Estimating correlation matrices. In this section, we discuss the problem of maximum likelihood estimation of correlation matrices, a venerable problem that becomes difficult even for 3 × 3 matrices [RM94, SWY00, SO91]. We demonstrate how this problem can be solved using the NewtonRaphson method and show how the Newton-Raphson algorithm performs for estimating a 3 × 3 and a 4 × 4 correlation matrix.
We start the algorithm in the least squares estimator. For correlation models with no additional structure, the least squares estimator is given bȳ
and the corresponding correlation matrix is
where E ij is the zero matrix with one 1-entry in position (i, j). Let v (k) be the k-th step estimate of the parameter vector v obtained using the NewtonRaphson algorithm. In step k + 1 we compute the update
Newton steps
The gradient is given in (2.1) and the Hessian in Lemma 2.1.
In the following, we show how the Newton method performed on two examples. We sampled n observations from a multivariate normal distribution with correlation matrix In Figure 3 we show the Newton paths for the 3 × 3 correlation matrix given in (a) and in Figure 4 for the 4 × 4 correlation matrix given in (b). Note that the scaling of the y-axis is different in every plot for better visibility of the different Newton paths. We plotted the ratio of the likelihood of the correlation matrix obtained by the Newton algorithm and the likelihood of the true data-generating correlation matrix. We show the first 10 steps of the Newton algorithm. The last point is the ratio of the likelihood of the sample covariance matrix and the true data-generating covariance matrix. For the MLE Σv it holds that
which is also what we observe in Figures 3 and 4 . This is an indication that the Newton-Raphson algorithm has converged to the MLE. To produce Figures 3 and 4 we ran 50 simulations for n = 10, n = 50 and n = 100 and plotted the simulations for which Σv was not singular. Otherwise the corresponding likelihood is undefined. In Table 2 we give the average and standard deviation for P(Σv 0) and P(2S n − Σv 0), corresponding to the probability of landing on the boundary of the cone of positive definite matrices and the boundary of the region ∆ 2Sn .
In Figures 3 and 4 we see that the Newton-Raphson method converges in about 3 steps for estimating 3×3 correlation matrices with 100 observations. It takes slightly longer for less observations and for 4 × 4 matrices, but in all scenarios the Newton-Raphson method seems to converge in under 10 steps.
Comparison of the MLE and the least squares estimator.
In this section, we analyze through simulations how the MLE compares to the least squares estimator with respect to various loss functions. We argue that for linear Gaussian covariance models the MLE is usually a better estimator than the least squares estimator. One reason is that especially for small sample size Σv can be negative definite, while Σv (if it exists) is always positive semidefinite. Furthermore, as we show in the following simulation study, even when Σv is positive definite, the MLE usually has a smaller loss compared to Σv. The loss functions (a) and (b) are standard loss functions, the loss functions (c) and (d) were proposed in [RB94] . As an example we study the time series model for circular serial correlation coefficients discussed in [And70, (5.9) ]. This model is generated by G 0 = 0, G 1 = I p and G 2 defined by (G 2 ) ij = 1 if |i − j| = 1 mod p 0 otherwise.
In Figure 5 we show the losses resulting from the four different loss functions above when simulating data under two time series models for circular serial correlation coefficients on 10 nodes with true covariance matrix v * = (0, 1, 0.3) and v * = (0, 1, 0.45). Note that the covariance matrix is singular for v * = (0, 1, 0.5). Every point in Figure 5 corresponds to 1000 simulations and we considered only the simulations where the least squares estimator is positive semidefinite. We see that especially for small sample sizes and when the true covariance matrix is close to being singular, the MLE has a significantly smaller loss than the least squares estimator. This is to be expected in particular for the entropy loss, since this loss function seems to favor the MLE. However, it may be surprising that even with respect to the ∞ -loss the MLE compares favorably to the least squares estimator. This shows that pushing the estimator to be positive semidefinite, as is the case for the MLE, puts a constraint on all entries jointly and leads even entrywise to an improved estimator. We here only show our simulation results for the time series model for circular serial correlation coefficients. However, we made the same observations for various other models.
5. Discussion. The likelihood function for linear Gaussian covariance models is, in general, multimodal. However, as we have proved in this paper, the multimodality matters only if the model is highly misspecified or if the sample size is not large enough to compensate for the dimension of the model. More precisely, we identified a convex region ∆ 2Sn on which the likelihood function is strictly concave. Using recent results linking the distribution of extreme eigenvalues of the Wishart distribution to the Tracy-Widom law, we gave asymptotic certificates for when the true covariance matrix and the global maximum of the likelihood function both lie in the region ∆ 2Sn . Since it is known that approximation by the Tracy-Widom law is accurate even for very small sample sizes, this makes our result useful for applications. An important corollary of our work is that:
In the case of linear models for p × p covariance matrices, where p is as low as 2, a sample size of 14 p suffices for the true covariance matrix to lie in ∆ 2Sn with probability at least 0.95. Therefore, since the goal is to estimate the true covariance matrix, the estimation process should focus on the region ∆ 2Sn , and then a boundary point that maximizes the likelihood function over ∆ 2Sn could possibly be of more interest than the global maximum.
We emphasize that our results provide lower bounds on the probabilities that the maximum likelihood estimation problem for linear Gaussian covariance models is well behaved. This is due to the fact that ∆ 2Sn is contained in a larger region over which the likelihood function is strictly concave, and this region is contained in an even larger region over which the likelihood function is unimodal. We believe that the analysis of these larger regions, and an analysis of the robustness with respect to model misspecification, will lead to many interesting research questions.
APPENDIX A: CONCENTRATION OF MEASURE INEQUALITIES FOR THE WISHART DISTRIBUTION
Let W n be a white Wishart random variable, i.e., W n ∼ W p (n, I p ). In the following, we derive finite sample bounds for P(|tr(W n ) − np| ≤ ) and for P(| log det W n − p log(n)| ≤ ).
It is well known that tr(W n ) has a χ 2 np distribution; see, e.g. [Mui82, Theorem 3.2.20]. So, by Chebyshev's inequality we find that (A.1)
Finite sample bounds that are more accurate than (A.1) can be obtained using [IL06, Ing10, LM00] . We now present the bounds by Laurent and Massart [LM00] . Let X ∼ χ 2 d ; using the original formulation of [LM00, page 1325], we obtain for any positive x,
This can be rewritten for > 0 as
Consequently, we obtain the following result:
Proposition A.1. Let W n ∼ W p (n, I p ). Then,
We now derive finite sample bounds for log det(W n ). In order to apply Chebyshev's inequality, we calculate the mean and variance of log det(W n ). First, we calculate the moment-generating function of log det(W n ):
where Y i ∼ χ 2 n+1−i and the Y i are mutually independent. It is well known that E(Y Differentiating with respect to t and then setting t = 0, we obtain E(log det(W n )) = 
