To understand the impacts of different combinations of planetary boundary layer (PBL), short-wave (SW) and longwave (LW) radiation schemes on the simulation results of meteorological variables and PM 2.5 concentrations under extremely heavy pollution conditions, the Weather Research and Forecasting model with Chemistry (WRF-Chem) model was applied in Beijing to investigate a high PM 2.5 pollution episode that occurred in January, 2013. Four PBL schemes, two SW schemes and three LW schemes with a total of 12 ensemble experiments were conducted in this study. The simulated meteorological variables including the temperature at 2 m (T2), the wind speed at 10 m (WS10) and the relative humidity (RH) were compared with their actual observations and the PM 2.5 concentrations. A correlation analysis between the PM 2.5 and T2, WS10 and RH values was also explored. The results indicated that there were no ideal scheme combinations that were most suitable for all meteorological variable simulations during this heavy pollution episode in Beijing. With the same emissions input, the simulation results of the WRF-Chem model that were configured with different physical parameterization schemes may vary significantly. As for the PM 2.5 simulation, the combination of the YSU PBL, Goddard SW and GFDL LW schemes showed the greatest consistency with the observed values. Although the PBL schemes have the dominant impacts on the simulations of meteorological variables, the selection of LW and SW schemes is of the same importance.
INTRODUCTION
The subject of air pollution is attracting substantial attention around the world. In recent years, China's economy becomes more and more prosperous due to the wide range of industrialization and urbanization, bringing the issue of air quality decreasing in urban agglomerations. As the political and cultural center of China, Beijing's air quality receives increasing concerns of the media around the world (Gao et al., 2015) . In January 2013, five heavy haze episodes occurred in Beijing, which were viewed as the most serious pollution incidents since 2000 except dust episodes (Ji et al., 2014) . During the heavy pollution episodes, the meteorological conditions, dynamic characteristics and reactions among different species were extremely complex. Thus, it is necessary to simulate and evaluate the heavy pollution episodes that occurred over the heavy pollution area, which can help us to recognize and forecast the air quality more accurately.
Numerical models are considered as the primary tools applied to study and forecast the air quality. Different scenarios can be set to investigate the episode dynamical characterizations over areas lacking measurements (Žabkar et al., 2013) . The test results showed that the WRF-Chem model can generally simulate the primary dynamic characteristics of the episodes well, but obvious discrepancies were also found between the simulated and observed meteorological variables as well as the pollutant concentrations. With the same emissions input, the simulation results of the WRFChem model that are configured with different physical parameterization schemes may vary significantly.
Previous studies have addressed the importance of creating an accurate meteorological representation of the atmosphere within the scope of air quality models (Sistla et al., 1996; Zhang et al., 2007) . Borge et al. (2008) , Challa et al. (2009) and Meij et al. (2009) performed a sensitivity study on the off-line coupled Weather Research and Forecast (WRF; Skamarock et al., 2008) model results to different meteorological physical parameterization schemes. Recently, a few studies (Misenis and Zhang, 2010; Hu et al., 2012) have explored the sensitivity of the WRFChem model (Grell et al., 2005) with on-line chemistry to different meteorological physical parameterization schemes. However, few studies have focused on the performance variations in the WRF-Chem model with different meteorological physical parameterization schemes during such a high PM 2.5 episode as the one that occurred in Beijing in January 2013, although there have been some studies (Ji et al., 2014; Gao et al., 2015) that have analyzed the meteorological and dynamic characteristics that occurred in January 2013 in Beijing. Previous study (Žabkar et al., 2013) reported that the model physics parameterization schemes of PBL, LW, SW, surface layer (SL) and land-surface model (LSM) were of great importance for simulation results. Yerramilli et al. (2010) advocated that the simulation using the Noah LSM scheme often showed the best consistency with observation. This conclusion had been proved in our experimental study. Thus, the present work will focus on the PBL, LW and SW parameterization schemes for sensitivity experiment. In this study, the WRF-Chem model was applied to evaluate the PM 2.5 concentrations and the meteorological variables including the T2, WS10, RH and prediction differences in January 2013 in Beijing by varying the meteorological physical parameterization schemes, including four PBL schemes (Yonsei University, YSU; Mellor-Yamada-Janjic, MYJ; Quasi-normal scale elimination, QNSE; and MellorYamada-Nakanishi-Niino 2.5 level TKE, MYNN2.5), two SW schemes (Goddard shortwave, Goddard; and Rapid Radiative Transfer Model for GCMs, RRTMG) and three LW schemes (Rapid Radiative Transfer Model, RRTM; Rapid Radiative Transfer Model for GCMs, RRTMG; and Eta Geophysical Fluid Dynamics Laboratory, GFDL). Sensitivity analysis for PM 2.5 was performed after validating the meteorological variables and the pollutant. The purpose of this study is to evaluate the impacts of different WRF physics parameterization schemes on the simulation results and to find the optimum ones to simulate the meteorological conditions and PM 2.5 concentration accurately over areas with high PM 2.5 concentrations such as Beijing.
METHODS

Model Configuration
In this study, a new generation of regional air quality model, namely WRF-Chem, was applied to the simulation. Fig. 1 showed that three-level nested modeling domains were used to cover China, Hebei and Beijing with resolutions of 27 km, 9 km and 3 km, respectively. The center of the outermost domain was located at 36.35N, 102.03E. A oneway nesting strategy was used in this study, which avoided noises arising from the boundaries of the nested domains 
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and enabled a comparison between the modeling results obtained from different domains (Žabkar et al., 2013) . The horizontal grids of the three-level nested modeling domains were 180 × 150, 60 × 84 and 54 × 72, respectively. Table 1 presented the detailed configurations of the model. The vertical structure is divided into 30 levels, of which 7 levels are lower than 1 km high. The terrain, land use and soil data are interpolated into model grids from the USGS global elevation with resolutions of 10 m, 2 m and 30 s, respectively. The gas-phase chemical mechanism used here was Regional Acid Deposition Model version 2 (RADM2) (Stockwell et al., 1990) , which includes 158 reactions among 36 species. The Modal Aerosol Dynamics Model for Europe (MADE/SORGAM) (Ackermann et al., 1998; Schell et al., 2001 ) was used to calculate the aerosol chemistry. The WRF-Chem model was configured to consider both direct and indirect effects of aerosols. For direct effect, the model options were turned on to reflecting the aerosol shading and composition assumption, and the effects of unresolved clouds was also included in the shortwave and photolysis schemes in the simulation. For indirect effect, in addition to the direct effect configurations, a double microphysics scheme (Lin et al., 1983) was selected, and the wet scavenging and cloud chemistry options were turned on.
The simulation period ran from January 9 th to January 11 th 2013, covering one of the most severe PM 2.5 pollution episodes that occurred in January 2013. The spin up time for the simulation was 7 days. The meteorological initial and lateral boundary conditions for WRF-Chem were generated from the National Centers for Environmental Prediction (NCEP) Final Analysis (FNL) data, which were available at a 1° × 1° resolution and a temporal resolution of 6 hours. The WRF-Chem default chemical boundary conditions were used for the simulation. They were derived from the idealized profile based upon northern hemispheric, mid-latitude, clean environment conditions from a NOAA-Aeronomy Laboratory Regional Oxidation Model (NALROM). The Multi-resolution Emission Inventory of China (MEIC) (http://www.meicmode l.org/) was used as the anthropogenic emission input (He, 2012) . The observed meteorological data were derived from the Meteorological Information Comprehensive Analysis and Process System (MICAPS) developed by the Chinese National Meteorology Center (NMC). The observed PM 2.5 concentration data were published by the Beijing Municipal Environmental Protection Bureau (http://zx.bjmemc.com.cn/).
Sensitivity Experiments
The PBL, LW and SW parameterization schemes influence simulations of the temperature, wind, turbulence and other state variables in the lower atmosphere where the dispersion and transport of pollutants occurs. PBL schemes are responsible for vertical sub-grid-scale fluxes caused by eddy transports in the atmosphere. The vertical mixing of chemical species in WRF-Chem is handled by a separate subroutine by using the turbulent diffusion coefficient that is diagnosed in some PBL schemes. Consequently, only local mixing is considered for chemical species; non-local mixing and the entrainment processes of chemical species are neglected, and not all PBL schemes can be used with chemistry modules (Hu et al., 2012) . Radiation parameterizations are critical part of numerical models for both meteorological and chemical simulations. Even with continuous improvements in radiation schemes, lots of studies indicate extensive differences in clear-sky radiation (Fouquart et al., 1990; Boucher et al., 1998; Zamora et al., 2005) caused by internal methods or complexity or species considered. Far greater uncertainties arise with treatments of clouds by various radiation schemes.
Therefore, in this study, we examined combinations of four PBL schemes, namely YSU, MYJ, QNSE and MYNN2.5, three LW schemes, namely RRTM, RRTMG and GFDL, and two SW schemes, namely Goddard and RRTMG. As shown in Table 2 , a total of 12 instead of 24 ensemble experiments were performed in this study. This is because the RRTMG LW and SW schemes are recommended to be used simultaneously to handle the direct and indirect effects of aerosol in the WRF-Chem simulation by the developing team of WRF-Chem (Fast, 2015) . Except PBL, LW and SW schemes, the other model physical and chemical options were kept the same for all the sensitivity experiments.
RESULTS AND DISCUSSION
Synoptic Analysis of the Heavy Haze Pollution Episode
During the heavy pollution episode (00 a.m., Beijing Time, January 9-12 a.m., Beijing Time, January 11, 2013), the observed maximum, minimum and average PM 2.5 concentrations were 458 µg m , and most of the time, the wind speed was 2 m s -1 or less. The static wind speed was not conducive to the diffusion of PM 2.5 . The average PBL height simulated by the WRF was only 258 m during the heavy pollution episode, which prevented atmospheric turbulence activity and impeded the diffusion of pollutants, resulting in the accumulation of PM 2.5 near the ground. (Hong et al., 2006) ; MYJ-Mellor-Yamada-Janjic (Janjic, 2002) ; QNSE-Quasi-normal scale elimination (Sukoriansky et al., 2005) ; MYNN2.5-Mellor-Yamada-Nakanishi-Niino 2.5 level TKE (Nakanishi and Niino, 2004) ; Goddard-Goddard shortwave (Chou and Suarez, 1999) ; RRTMG-Rapid Radiative Transfer Model for GCMs (Iacono et al., 2008) ; RRTM-Rapid Radiative Transfer Model (Mlawer et al., 1997) ; GFDL-Eta Geophysical Fluid Dynamics Laboratory (Fels and Schwarzkopf, 1981) . (Ek et al., 2003) ; Microphysics-Lin et al. (Lin et al., 1983) ; Cumulus convection-Grell-Devenyi ensemble scheme (Grell and Dévényi, 2002) . Chemical schemes: Gas-phase mechanism-RADM2 (Stockwell et al., 1990) ; Aerosol module-MADE/SORGAM (Ackermann et al., 1998; Schell et al., 2001) . Starting on the early morning (02 a.m.) of January 10, eastern China was first influenced by low atmospheric pressure and then the horizontal pressure gradient began to decrease, characterized by the weakening atmospheric movement. A center of low atmospheric pressure formed in the Beijing-Tianjin-Hebei region on the morning of January 11. A small pressure gradient force led to weak atmospheric horizontal movement, resulting in weak wind speeds at 2 m s -1 or less during the heavy pollution episode. Because of water vapor transportation by the southwesterly wind, the relative humidity was up to 75% in Beijing. The previous study showed that the high relative humidity contributed to the conversion of gas-phase pollutants into secondary particles (Dong et al., 2013; Wang et al., 2013) , which increased the PM 2.5 concentration. At 02 a.m. on January 11, as shown in Fig. 7 , the PM 2.5 concentration reached a peak of 458 µg m -3 . The cold front along with cold air from the northwest moved towards the Beijing-Tianjin-Hebei direction. Under the influence of the cold front, the temperature decreased, the relative humidity dropped, the vertical atmospheric turbulence activity strengthened and the PM 2.5 concentration began to decrease, but it remained at a high level from 02 a.m. to 08 a.m. on January 11 (250 µg m -3
Other physics schemes: Land-surface model (LSM)-Noah
). As shown in Fig. 10 , during the continuous haze pollution, the observed PM 2.5 concentration was high during the nighttime and relatively low during the daytime, which corresponded to the boundary layer height variation. Because of the centralization of industries in Beijing's southern suburb, the nighttime southerly winds transported many pollutants into the city. The mountains in the northwest direction prevented the pollutants from diffusing, leading to a high PM 2.5 value. During the daytime, the PM 2.5 concentration decreased because the northwest breeze brought relatively fresh air. In addition, there was an obvious inversion that persisted throughout the simulation period. Fig. 3 presented the observed temperature profile (MICAPS data, NMC) from January 9 to 11 at the observation site located at Beijing (39.96N, 116.28E). It shows that the inversion was near the ground at 8 p.m. on January 9, and the other inversions were held aloft at high altitudes. During the daytime on January 11, the inversion intensity was the largest at 4°C, with a thickness of 800 m. A previous study showed that the warm-cold air stratification caused by continuous inversion was not conducive to the vertical dispersion of pollutants, leading to the accumulation of water vapor and pollutants in the lower atmosphere (Ma et al., 2013) .
Model Evaluation
Several studies have described the air quality and meteorological predictions using some model performance indicators (Hanna, 1994; Willmott, 1982; Lyons et al., 1995; Seaman and Michelson, 2000; Shafran et al., 2000; Cheng and Steenburgh, 2005) . The simulated T2, WS10, RH and the PM 2.5 concentrations are compared with the available observational data to evaluate the performance of WRFChem during this heavy PM 2.5 pollution. The statistical metrics in the present analysis include Pearson's correlation coefficient (r), the Mean Error (ME), Mean Absolute Error (MAE) and Root Mean Square Error (RMSE). ME is shown as Eq. (1), MAE is shown as Eq. (2), RMSE is shown as Eq. (3), r is shown as Eq. (4).
(2) Fig. 3 . The observed temperature profile from January 9 to 11 at the observation site located at Beijing (39.96N, 116.28E).
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where o i is the observation, f i is the simulation, and "n" is the total number of hours for which the simulations are compared against observations. The "r" is the correlation between the simulations and observations. The Mean Error is a measure of overall bias for continuous variables. The Root Mean Square Error is the square root of the average squared error of the simulations. Specifically, the MAE is less influenced by large errors and also does not depend on the mean error. The RMSE can be subdivided into a systematic part and a random part, and only the systematic part is relevant here (Willmott, 1982) . Table 2 presented the detailed model parameterization schemes combinations and statistics for the simulated meteorological and air quality variables. As shown in Table 2 , the combination of the YSU PBL, RRTM LW and Goddard SW schemes (No. 1) suggested the smallest ME and MAE for the T2 simulation, and the QNSE PBL, GFDL LW and Goddard SW schemes (No. 9) suggested the largest. The ensemble experiments for the T2 simulation exhibited cold bias and large RMSE fluctuations within a range of 2.43 to 4.23. Fig. 4 depicted the time series of the observed and simulated hourly T2 for these schemes combinations from Jan 09 00:00 to Jan 11 12:00 in Beijing. During this period nearly all sets of combinations showed cold biases except in the morning and early evening of Jan 10. The deviations among all sets of runs expanded during the daytime and contracted at night with time. In contrast to the other two kinds of schemes, LW and SW, PBL exhibited more obvious impacts on the modeling results. This can be verified by the fact that the combinations with YSU PBL tend to produce higher temperatures (thus less temperature bias) than the combinations with the other three PBL schemes do. The combinations with QNSE PBL predicted lower temperatures (thus more temperature bias). These deviations in the estimates of the T2 with various PBL schemes are due to different assumptions regarding the transport of mass, moisture, and energy leading to variation in the boundary layer (Hu et al., 2010) .
Evaluation of the Meteorological Variables a. 2-m Temperature, T2.
PBL parameterizations can be classified into local and non-local closure schemes depending on how they approach the turbulence closure problem, i.e., depending on the variables and parameters that are defined at each model level or on the whole vertical profile (Garcia-Diez et al. 2012) . Local schemes only consider immediately adjacent vertical levels in the model, whereas nonlocal schemes can consider a deeper layer covering multiple levels in representing the effects of vertical mixing through the PBL (Cohen et al., 2015) . In this study, only the YSU PBL is a non-local scheme, while the MYJ, QNSE and MYNN2.5 schemes are grouped into the local schemes. Cold biases have been reported in previous studies (Hu et al., 2010; Garcia-Diez et al., 2012) . It can be caused by over-prediction of the vertical mixing strength and/or under-prediction of entrainment of air from above the PBL. As depicted in Fig. 4 , use of the nonlocal closure YSU scheme produced the warmer T2 (thus less temperature bias) than that simulated by local closure PBL schemes. This implies stronger entrainment in the YSU simulations than in the other local closure PBL schemes simulations.
b. 2-m Relative Humidity, RH.
As shown in Table 2 , MYNN2.5 PBL, RRTM LW and Goddard SW schemes (No. 10) showed the smallest ME and MAE for the RH simulation, and the QNSE PBL, GFDL LW and Goddard SW (No. 9) schemes presented the largest ME and MAE for the RH simulation. The YSU PBL scheme with all of the SW schemes and LW schemes for the RH simulation showed negative deviations, and the QNSE PBL scheme showed the largest deviation for the RH simulation. Recall that the QNSE PBL scheme also showed the largest deviation for the T2 simulation; therefore, we can conclude that the atmospheric turbulence intensity was the weakest for the QNSE PBL scheme. All of the ensemble experiments suggested large RMSE values for the RH simulation, which was caused by a poor T2 simulation that impacted the RH simulation. Fig. 5 depicted the time series of the observed and simulated hourly RH for these schemes combinations from Jan 09 00:00 to Jan 11 12:00 in Beijing. It is found that nearly all sets of runs overestimated the RH during the first day (Jan 09). The combinations with YSU PBL presented the lowest relative humidity, while the QNSE presented the highest. This result is consistency with the T2 simulation, with QNSE schemes presenting the coldest biases and YSU the opposite. Local closure PBL schemes tend to give more moisture and shallower PBL simulations than non-local schemes. Different combinations of LW and SW schemes did not show obvious deviation for a same PBL scheme. This again verifies the fact that PBL schemes have more obvious impacts on the modeling results.
c. 10-m Wind Speed, WS10.
As shown in Table 2 , the MYNN2.5 PBL, GFDL LW and Goddard SW schemes (No. 12) suggested the smallest ME and MAE for the WS10 simulation, and the QNSE PBL, Goddard SW and RRTM LW schemes (No. 7) showed the largest ME and MAE for the WS10 simulation. The differences between the different PBL schemes for the WS10 simulation was obvious, which was related to the terrain impact on the wind speed and because no WRF fourdimensional assimilation (FDDA) was used in the simulation. However, most of the feedback effects could be suppressed when an FDDA was used in the simulation (Forkel et al., 2012) . The results between all ensemble experiments that were simulated from 06 a.m. to 09 a.m. on January 9 showed large negative deviations, and the simulation from (RRTM, RRTMG and GFDL) and SW (Goddard and RRTMG) from Jan 09 00:00 to Jan 11 12:00 in Beijing. The ME and MAE for all experiments were exhibited. 09 a.m. to 03 p.m. showed large positive deviations. As shown in Table 2 , all of the ensemble experiments suggested small deviations that were close to zero for the WS10 as well as small RMSE values. Fig. 6 depicted the time series of the observed and simulated hourly WS10 for these schemes combinations from Jan 09 00:00 to Jan 11 12:00 in Beijing. It shows that different combinations of LW and SW schemes show small deviation for a same PBL scheme, but the bias expanded at the middays of the period. However, the PBL schemes still have the dominant impacts on the simulations.
Evaluation of PM 2.5
Fig .7 depicted the time series of the observed and simulated hourly PM 2.5 for the schemes combinations from Jan 09 00:00 to Jan 11 12:00 in Beijing. The model could accurately capture the diurnal variation in PM 2.5 . Throughout the simulation period, the observed maximum, minimum and average PM 2.5 concentrations were 458 µg m -3 , 11 µg m -3 and 190 µg m -3 , respectively. During the continuous haze pollution episode, the observed PM 2.5 concentration was high during the nighttime and low during the daytime, which was consistent with the simulated PM 2.5 concentration. It is found in Fig.7 and Table 2 that large deviations existed among runs with the same PBL but different LW and SW schemes. There are neither the best SW nor the best LW for different PBL schemes. This is partially due to turning on the direct and indirect effects in the simulations. It implies that although the PBL schemes have the dominant impacts on the simulations of meteorological variables, the selection of LW and SW schemes is of the same importance. From Fig. 7 and Fig. 5 . Time series of the observed and simulated hourly RH for all experiments combined with different PBL (YSU, MYJ, QNSE and MYNN2.5), LW (RRTM, RRTMG and GFDL) and SW (Goddard and RRTMG) from Jan 09 00:00 to Jan 11 12:00 in Beijing. The ME and MAE for all experiments were exhibited. LW and Goddard SW showed the smallest ME, MAE and RMSE values and highest Pearson's correlation coefficient during the whole simulation period. The peak PM 2.5 simulation for January 10 did not appear, which may be explained by the fact that the T2 and WS10 simulations showed poor coincidence with the observed ones. Fig. 8 depicted the time series of the simulated hourly sulfate, nitrate, ammonium, BC, and OC for YSU PBL, GFDL LW and Goddard SW from Jan 09 00:00 to Jan 11 12:00 in Beijing. It can be seen that the model could accurately capture the diurnal variation of sulfate and nitrate when compared with the observations. The Pearson's correlation coefficient between the sulfate simulation and observation was 0.85, and 0.84 for the nitrate. Five aerosol species simulation during high PM 2.5 period were much higher than usual. OC and sulfate are the top 2 contributors to the total PM 2.5 concentration. Fig. 9 presented the time series of the observed and simulated (YSU PBL, GFDL LW and Goddard SW schemes) hourly aerosol optical depth (AOD) at 550 nm and cloud fraction from Jan 9 00:00 to Jan 11 12:00 in Beijing. The modeled AOD captured the diurnal variation of the AOD observations at 550 nm, but underestimated the value during the period of high PM 2.5 concentration. At the peak of high PM 2.5 concentration, AOD simulations were much higher than usual. The simulated cloud fractions show good consistency with diurnal variation of the observations (MICAPS data taken from Chinese NMC), the value during the period of high PM 2.5 concentration were underestimated. This is in partial due to the non-local PBL scheme tend to predict drier moisture profile in the PBL. (RRTM, RRTMG and GFDL) and SW (Goddard and RRTMG) from Jan 09 00:00 to Jan 11 12:00 in Beijing. The ME and MAE for all experiments were exhibited.
Sensitive Analysis
The PBL height in meteorological models plays an important role for predicting and understanding PM 2.5 formation (Kim et al., 2010) . It is often difficult to simulate accurately in numerical models (Dabberdt et al., 2004) . The PBL height determines the vertical atmospheric turbulence intensity and the atmospheric diffusion intensity, which have an important influence on changes in pollutant concentrations. Differences in vertical mixing and entrainment would create differences in the vertical development of the PBL.
As shown in Fig. 10 , the simulated PBL heights for varying different PBL schemes ranged from 100 m to 1800 m during the simulation period. The PBL height that was simulated by the YSU and MYNN2.5 PBL schemes did not vary significantly during the day and night. Overall, the PBL height was simulated to have a maximum value of 800 m and below 400 m in general. The MYJ and QNSE PBL schemes for the PBL height simulation varied significantly from day to night, and the QNSE scheme simulated the maximum PBL height at 1800 m. The PM 2.5 concentration varied with the PBL height. In the high PM 2.5 concentration episode during the simulation period, the PBL height was lower than 200 m. The low PBL height suppressed the vertical diffusion and led to an accumulation of PM 2.5 near the ground. Fig. 11 shows the spatial distribution of PM 2.5 at 08 a.m. and 08 p.m. on January 10, as simulated by YSU PBL, GFDL LW and Goddard SW schemes in Beijing. Overall, the WRF-Chem can accurately capture the spatial distribution of PM 2.5 concentrations. The simulated high PM 2.5 concentration occurred during the nighttime, and the low PM 2.5 concentration occurred during the daytime of the (RRTM, RRTMG and GFDL) and SW (Goddard and RRTMG) from Jan 09 00:00 to Jan 11 12:00 in Beijing. The ME and MAE for all experiments were exhibited. Fig. 8 . Time series of the observed and simulated hourly sulfate, nitrate, ammonium, BC, and OC for YSU PBL, GFDL LW and Goddard SW from Jan 09 00:00 to Jan 11 12:00 in Beijing. simulation period. The PM 2.5 concentration in the southeast was higher than that of the northwest. The high PM 2.5 concentration was concentrated in urban areas, which was consistent with the observed values. Fig. 12 presented the scatter plots of simulated and observed hourly PM 2.5 in comparison with T2, WS10 and RH for YSU PBL, GFDL LW and Goddard SW schemes. Overall, both the simulated and observed PM 2.5 concentration exhibited positive correlations with the corresponding T2 and RH, and a negative correlation with the WS10. The T2 simulation showed poor coincidence with the observed one, which led to the smaller coefficient. The observed T2 showed obvious correlation (r = 0.75) with the PM 2.5 concentration. The observed RH showed very good correlation with PM 2.5 on most occasions, but suggested bad concentration (r = 0.36) in statistical terms. The simulated RH showed better correlation with PM 2.5 (r = 0.65).
CONCLUSIONS
We performed a sensitivity analysis study by using WRF-Chem with different PBL, LW and SW models to identify the possible effects on PM 2.5 concentrations. It is difficult to determine the optimal model configuration with weak synoptic forcing over an area with complex terrain. Because of the different variables and geographical areas, different combinations of physical parameterization schemes produce varying results.
First, we compared the simulated meteorological variables, including the T2, WS10 and RH, with the observations, and we concluded that the combination of the YSU PBL, Goddard SW and RRTM LW schemes suggested the smallest ME and MAE values for the T2 simulation. The MYNN2.5 PBL, Goddard SW and GFDL LW schemes suggested the smallest ME and MAE for the WS10 simulation. The MYNN2.5 PBL, Goddard SW and RRTM LW schemes showed the smallest ME and MAE values for the RH simulation. Second, we compared the PM 2.5 simulation with the observation and concluded that the YSU PBL, Goddard SW and GFDL LW schemes for the PM 2.5 simulation showed the smallest ME and MAE values. A correlation analysis study was conducted between the PM 2.5 and T2, WS10 and RH. The results showed that the PM 2.5 simulation exhibited positive correlation with the T2 and RH simulations, meaning that high moisture is in coincidence with high PM 2.5 concentration. The PM 2.5 simulation exhibited negative correlation with the WS10 simulations, meaning that high wind speed led to low PM 2.5 concentration.
Third, although the PBL schemes have the dominant impacts on the simulations of meteorological variables, the selection of LW and SW schemes is of the same importance.
