Abstract-Union bound based on Pair-wise Error Probability (PEP) has been widely used for error-rate performance evaluation of Space-Time (S-T) codes. At low signal-to-noise ratios (SNRs), the PEP is not very accurate, leading to a loose Union bound. A numerical integration method using correct probability is proposed in this paper for the evaluation of blockerror rate (BLER) of S-T codes. Numerical results have shown that the proposed method can provide exact BLER evaluation for S-T codes. evaluation of error probability for S-T codes, especially at low SNRs.
evaluation of error probability for S-T codes, especially at low SNRs.
The remainder of this paper is organized as follows. Section II describes the system model. The PEP based approach and its disadvantages are discussed in section III. The exact evaluation of BLER using correct probability is proposed in section IV. Numerical examples and simulation results using a rotation based diagonal space-time code (D-code) are reported in section V. Section VI is the conclusions.
I. INTRODUCTION
Pair-wise Error Probability (PEP) is defined as the error probability between a pair of codewords [1, 2] . By assuming that there is only one pair of codewords in the codebook dominating the error events, Union bound based on PEP has been widely used for studying the error performance of Space-Time (S-T) codes [1, 2] . Such binary assumption greatly simplifies the evaluation of error performance for S-T codes [2] [3] [4] [5] [6] [7] [8] . Indeed, at high signal-to-noise ratios (SNRs), the pair of codewords with the least Euclidean distance dominates the error events and Union bound based on PEP can thus produce accurate results for evaluating the error performances. However, at low SNRs, errors can occur between any pairs of codewords in the codebook. As a result, the Union bound based on PEP approach becomes less accurate and sometimes leads to a resultant error probability of greater than 1 [1, p 191] . Communications systems normally work well at high SNRs and problems occur at low SNRs, thus there is a need to investigate accurate methods for error-rate evaluation of S-T codes at low SNRs.
In Maximum Likelihood (ML) decoding, an error is decided by a sequence of (comparison) events. The joint probability of all these events is the true error probability. Unfortunately, due to the correlation among all these events, their covariance matrix is singular. So it is hard to use traditional non-singular multivariate normal distribution to evaluate their joint probability. In this paper, we propose to use correct probability, instead of error probability, to calculate the exact block-error rate (BLER) for S-T codes. The exact analytical solution for correct probability is hard to obtain. Here we adopt the numerical methods developed in [9] . Although the result is not 
PEP and Union Bound for S-T codes
The PEP is denoted here as PEP(X -X X) and defined as the pair-wise error probability when codeword X is transmitted but falsely detected as X. With the system model in (1) and the use of ML decoding, the PEP for S-T codes is [10] :
where SNR = ES I No, H(X -X) is the modified Euclidean distance between X and X for a given channel H, and EH(.) denotes the operation of expectation over H, which can be evaluated in numerous ways [2] [3] [4] [5] [6] [7] [8] . The average of all possible PEPs yields the Union bound for the BLER:
x X x:X where P(X) is the probability of X being transmitted.
Problems of using PEP and Union bound
If all codewords are equally likely to be transmitted and the SNR is low enough, the Union bound P, in (4) becomes:
where C is the size of the codebook. It 
R =HX1+Y
where Xi, for i=1, ...,C, are the codewords in the codebook and R, H, Y, and Xi in (6) and (7) have the same definitions as in the system model of (1).
It is clear that the joint probability of all C -1 events in (6) is Pe(X, -* X2 H). Since all inequalities in (6) are subjected to the same noise matrix Y, these C -1 events are correlated to each other and so accurate evaluation of their joint probability is difficult. However, if one of the events in (6) dominates, the probability of this single event can be used to approximate the joint probability of all events, i.e., using PEP(X1 X X2 H) to approximate Pe (X1 -* X2 H 4.1 New approach using "Correct" Probability and the Singular Covariance Matrix
We define "correct" probability as the probability that the codeword Xi is sent and is correctly detected as Xi for a given H. Similar to (6), this probability, denoted as P6 (X, IH), can also be determined by the following C-1 events:
|R -HX112 < ||R -HX2 (8) q~~~~~~~~~~ (8) I|R -HX112< K|R -HXC 1 1 2
Substituting (7) into (8) (9) are all constant values. The left-hand sides (LHSs) of (9) are subjected to the same AWGN noise matrix Y, so they are correlated Gaussian RVs. To obtain the correct probability or the joint probability of (8), we take the LHSs of (9) as multivariate normal distributed RVs. The probability of this RV being inside the region bounded by the RHSs of (9) is our expected probability.
The covariance matrix COV for the LHSs of (9) can be derived as:
Z in (10) is a matrix with C-1 rows and M x L columns, and is constructed as:
obtain the PDF of the distribution and then integrate the PDF to obtain the expected probability. In the next section, we propose a method to deal with the singular covariance matrix case or singular multivariate normal distribution.
P, (X, H) Evaluation using Numerical Integration
Suppose rank(COV) =K The idea of using numerical integration to obtain P,(Xl H) is outlined in the following 2 steps [9]:
Step 1: Find a lower triangular real matrix B with C-1 rows and K columns, so that:
BBT =COV (13) Step 2: Calculate the correct probability as:
In (14) where Z1, for i = l C-I, is the i-th column of the matrix Z* and is constructed as:
Let bi j, i = 1 C -1, j = 1 -K being the entries of B. (16) is composed of C-1 inequalities and the i-th inequality is: (12) Generally, the size of the codebook C is larger than M x L, so the covariance matrix COV is singular. B is a lower triangular matrix, so b,1j = 0, for j > i; and b j 0, forj = i . This guarantees that, for every one of v1... .VK, we can find at least one row in B to give the suggested constraint. In doing numerical integration, it is possible in some cases that, for an integrated variable, the upper limit is less than the lower limit. In these cases, the simple solution is to neglect it (i.e., setting the probability to 0) [9] . An alternative solution is to use Fourier-Motzkin where the coded elements are transmitted in a diagonal [12] way to the antennas, i.e. xi,, is the coded symbol transmitted from the i -th transmit antenna at the time interval t. The system has a transmission rate of 2 symbols per time interval t, same as that of the V-BLAST system [13] . Since (26) can be thought of as a rotation operation, we call the code of (26) a rotation-based diagonal space-time code (D code). For simplicity, we only consider BPSK modulation.
Numerical results comparison on two bounds
Monte Carlo simulation tests and numerical calculations using correct probability, i.e., (25), have been used to assess the BLER performance of the D code with the optimum angle pair (0.2318 rad, 0.5536 rad) [12] and results are shown in Fig 1. It can be seen that there is no significant difference between them. The BLER performances using correct probability and the "exact Union bound" with the exact PEPs [8] 
