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In this paper we prove the existence of strong solutions for the stationary Bénard–
Marangoni problem in a ﬁnite domain ﬂat on the top, bifurcating from the basic heat
conductive state. The Bénard–Marangoni problem is a physical phenomenon of thermal
convection in which the effects of buoyancy and surface tension are taken into account.
This problem is modelled with a system of partial differential equations of the type Navier–
Stokes and heat equation. The boundary conditions include crossed boundary conditions
involving tangential derivatives of the temperature and normal derivatives of the velocity
ﬁeld. To deﬁne tangential derivatives at the boundary, intended in the trace sense, it is
necessary order two derivatives in the interior of the domain and thus the boundary term
contains as high derivatives as the interior term. We overcome this diﬃculty by considering
the weak formulation, and transforming the boundary integral into an equivalent integral
deﬁned in the whole domain. This allows us to reformulate the weak problem with
a temperature having only order one weak derivatives. Concerning regularity results, we
obtain strong solutions for the stationary Bénard–Marangoni problem.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The Bénard–Marangoni problem is a physical phenomenon of thermal convection. A temperature gradient is applied to
a ﬂuid layer, at the beginning the heat is diffused by conduction, but when the gradient increases enough the ﬂuid starts
to move and the heat is transported by convection. This is a very usual phenomenon in nature: convection is responsible of
the wind circulation, of the heating of the atmosphere, of the ocean streams and of the sun spots. Also there are industrial
applications as the fabrication of nuclear reactors, the crystallization processes, etc. For that reason it is very interesting to
understand it for the meteorology, the oceanography, the geophysics or the astrophysics sciences.
H. Bénard (1900) [4] carrying out their experiments in a layer of ﬂuid in a container heated uniformly from below,
observed that when the heating exceeded a threshold, convection appeared forming a pattern of hexagons. But it was
Lord Rayleigh in 1916 [28] who explained this phenomenon, identifying the stabilizing mechanisms (thermal dissipation
and viscosity) and destabilizing (the buoyancy). Although this explanation does not correspond to Bénard’s experiment.
Pearson [25] in 1958 discovered a second destabilizing mechanism: the changes in surface tension, that were actually
causing the Bénard convective cells. Since then research is divided into two different types of convection: one of them due to
the buoyancy and called Rayleigh–Bénard convection (RB) and another one due to the surface tension effects together with
the buoyancy and named Bénard–Marangoni convection (BM). Also for thin ﬂuid layers Marangoni convection is considered
as an approximation to BM in which the buoyancy effects can be neglected. These kinds of convection have been broadly
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to turbulence in a conﬁned system, and therefore, suitable to develop the studies about the nonlinear effects, because
the physical conditions can be perfectly controlled. The monographs [17,7,23] and the papers [31,32,5] provide detailed
information about the current understanding of this problem.
With respect to the mathematical modelling, the difference between the models for the RB problem and the BM prob-
lem is the presence of the Marangoni boundary condition in the BM problem that includes tangential derivatives of the
temperature. There are some lacks of rigorous proof of existence of solutions and bifurcations in the partial differential
equations that model those problems. There are results for the existence of solutions in the stationary and initial value
Boussinesq–Navier–Stokes (RB problem) [1,19,20,30,29]. Also the existence of bifurcations for this RB problem has been
proved in Refs. [26,27]. With respect to the BM problem, there are numerical results on the stationary solutions and the
existence of bifurcations in different domains [9,14,15], but it is less developed from the theoretical point of view, because
the presence of tangential derivatives on the boundary adds a diﬃculty in the theoretical study of the problem. In this paper
we avoid this diﬃculty and prove the existence of solutions for the stationary BM problem in a ﬁnite domain ﬂat on the
top, and state a condition for a local bifurcation. We will consider as the bifurcation parameter either the Rayleigh number
or the Marangoni coeﬃcient.
To consider tangential derivatives of the temperature at the boundary in the trace sense we need a temperature in
H2(Ω). Therefore, the Marangoni boundary conditions, see (2.10), require more regularity than usual in the weak formula-
tion.
To overcome this diﬃculty we state Lemma 4.1 that, using the divergence theorem, transforms the boundary integral into
an integral deﬁned in the whole domain. This allows us to reformulate the weak problem with a temperature in H1(Ω). As
in the usual weak formulation for the Navier–Stokes problem, we will deﬁne a bilinear form and a trilinear form, involving
now the velocity and the temperature. We will adopt this formulation in the deﬁnition of a weak solution.
We prove the existence of a bifurcated branch of weak solutions of the Bénard–Marangoni stationary problem, see
Theorem 5.1. A preliminary version can be read in [24]. Our result is based on the local bifurcation Crandall–Rabinowitz
theorem, see [8].
We next prove that those weak solutions are in fact strong solutions, see Theorem 5.2. Thus, the Marangoni boundary
conditions (2.10) are accomplished at almost every point.
We apply regularity results for the Stokes problem with mixed Dirichlet–Neumann boundary conditions in corner do-
mains, see the work of Maz’ya–Rossmann [21,22]. We also apply two types of regularity results for elliptic problems. In
particular, we apply the work of Grisvard [12,13] for elliptic problems in Sobolev spaces and the work of Dauge [10] for
elliptic problems in Hilbert spaces with nonhomogeneous mixed boundary conditions.
Our weak formulation is not linked to a polyhedric domain, it holds for any bounded domain with Lipschitz bound-
ary ∂Ω, ﬂat on the top, i.e. such that ∂Ω = Γ0 ∪ Γ1 with Γ1 ⊂ {x3 = cte}. The importance of this analytical result lies in
the impossibility of the explicit knowledge of the eigenfunctions, and therefore the impossibility of transform the PDE into
a family of ordinary differential equations (ODE) and give more explicit conditions and results.
In the second section we state the problem: the partial differential equations (PDE), Navier–Stokes, continuity and energy
balance under Boussinesq approximation, and boundary conditions. We adimensionalize and renormalize the problem for
further theoretical study. Section 3 contains preliminary results. In Section 4 we prove the existence of weak solutions of
the associated nonhomogeneous Bénard–Marangoni problem, see Theorem 4.7.
In Section 5 we state the existence of weak solutions of the Bénard–Marangoni stationary problem. We end with Theo-
rem 5.2, where we prove that those weak solutions are in fact strong solutions.
2. Modelling of the problem
The physical situation that we consider consists of a horizontal layer of a ﬂuid of height d (x3 coordinate) in a container
of length L (x2 coordinate) and width l (x1 coordinate). The bottom surface of the container and the lateral walls are rigid
and the upper surface is open to the atmosphere. Upon outlining the general hydrodynamical problem certain simpliﬁcations
are usually assumed to make it more tractable. These are: ﬁrst, the approximation of Oberbeck–Boussinesq, that assumes
the thermodynamical coeﬃcients are constant and the density is a linear function of the temperature in the buoyancy term
ρ = ρ0[1 − α(T − Ta)], where α is the thermal expansion coeﬃcient, Ta is the temperature of the environment and ρ0 is
the mean density, and it is constant in the other terms; second, the variation of the surface tension as a function of the
temperature is approximated by: σ(T ) = σa − γ (T − Ta), where σa is the surface tension at temperature Ta , γ is the ratio
of change of the surface tension with the temperature (γ is positive for the more commonly used liquids); and ﬁnally, the
free surface is presumed not to be distorted.
The system evolves according to the balance equations of moment, of mass and of conservation of energy. In the equa-
tions that govern the system u1, u2 and u3 denote the components of the velocity ﬁeld of the ﬂuid u, t is the time, T the
temperature and p the pressure. We express these variables in adimensional form after the following change of variables:
x′1 = x1/d, x′2 = x2/d, x′3 = x3/d, t′ = κt/d2, u′3 = du3/κ , u′1 = du1/κ , u′2 = du2/κ , T ′ = (T − Ta)/Tu and p′ = d2p/(ρ0κν)
(κ is the thermal diffusivity, Tu = Tc − Ta , Tc is the temperature at the bottom plate and ν the kinematic viscosity of the
liquid).
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[0, γ2] × [0,1], where γ1 = l/d and γ2 = L/d. The equations that govern the phenomenon in adimensional form (the primes
have been removed to simplify the notation) are:
the equations of Navier–Stokes:
∂t u + (u · ∇)u = Pr
[−∇p +u + (b + RT )e3], inΩ × (0, τ ), (2.1)
the equation of energy balance:
∂t T + (u · ∇)T = T , inΩ × (0, τ ), (2.2)
the continuity equation:
div u = 0, inΩ × (0, τ ), (2.3)
where ∇ = ( ∂
∂x1
, ∂
∂x2
, ∂
∂x3
),  = ( ∂2
∂x21
+ ∂2
∂x22
+ ∂2
∂x23
) and e3 is the unit vector in the x3 direction. The domain Ω is the box
Ω = {(x1, x2, x3) ∈ R3/0< x1 < γ1, 0< x2 < γ2, 0< x3 < 1}.
We have introduced the following adimensional numbers:
Pr = ν
κ
, R = gαTud
3
κν
, b = −d
3g
κν
,
Pr is the Prandtl number, R is the Rayleigh number, and g the gravity. The Prandtl number summarizes the characteristics
of the ﬂuid and the Rayleigh number represents the effects of buoyancy.
Let us denote
Γ1 := ∂Ω ∩ {x3 = 1}, Γ0 := ∂Ω \ Γ1.
Then the resulting boundary conditions are:
ui|Γ0 = 0, i = 1,2, u3|∂Ω = 0,(
∂ui
∂n
+ M ∂T
∂xi
)∣∣∣∣
Γ1
= 0, i = 1,2,
∂T
∂n
∣∣∣∣
Γ0\{x3=0}
= 0,
(
∂T
∂n
+ BT
)∣∣∣∣
Γ1
= 0, T |{x3=0} = 1 (2.4)
where n = (n1,n2,n3) is the normal vector pointing outward, M = γ Tud/(ρ0νκ), B = hd/K , where K is the thermal con-
ductivity and h is the heat exchange coeﬃcient of the surface with the atmosphere.
By adding initial conditions we have an “evolution problem”. There is a stationary solution of this problem, named the
basic state:
(ub, Tb, pb) =
(
0,1− B
1+ B x3, p1x3 + p2x
2
3
)
(2.5)
where p1 and p2 are constants whose calculation is straightforward. In order to analyze the changes of stability of this
basic state, we introduce the perturbation ﬁelds u = ub + ¯u, T = Tb + θ and p = pb + p¯ into Eqs. (2.1)–(2.3) and boundary
conditions (2.4). Dropping the bars, the equations for the perturbations are:
∂t u + (u · ∇)u = Pr[−∇p +u + Rθe3], inΩ × (0, τ ), (2.6)
∂tθ + (u · ∇)θ = θ + B
1+ B u3, inΩ × (0, τ ), (2.7)
div u = 0, inΩ × (0, τ ) (2.8)
and the boundary conditions can be written as
ui|Γ0 = 0, i = 1,2, u3|∂Ω = 0, (2.9)(
∂ui
∂n
+ M ∂θ
∂xi
)∣∣∣∣
Γ1
= 0, i = 1,2, (2.10)
∂θ
∂n
∣∣∣∣ = 0,
(
∂θ
∂n
+ Bθ
)∣∣∣∣ = 0, θ |{x3=0} = 0. (2.11)
Γ0\{x3=0} Γ1
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−Pru + Pr∇p + (u · ∇)u = Pr Rθ e3, inΩ, (2.12)
−θ + (u · ∇)θ = B
1+ B u3, inΩ, (2.13)
div u = 0, inΩ (2.14)
and the boundary conditions (2.9)–(2.11).
3. Preliminaries and known results
We consider the trace operator
γ : W 1,p(Ω) → W 1−1/p,p(∂Ω), γ u := u|∂Ω, for 1 p < ∞. (3.1)
It is well known that
‖γ u‖W 1−1/p,p(∂Ω)  C‖u‖W 1,p(Ω), for all u ∈ W 1,p(Ω). (3.2)
We will denote
u|Γ1 = γ u|Γ1 and u|Γ0 = γ u|Γ0 .
Moreover, the operator u → (u|∂Ω,∇u) is continuous and surjective from W 2,p(Ω) to W 2−1/p,p(∂Ω)× W 1−1/p,p(∂Ω;R3).
Let us denote
H10,Γ (Ω) =
{
u ∈ H1(Ω): u|Γ∩∂Ω = 0
}
.
We shall deﬁne the Hilbert space
X := H10,Γ0(Ω)2 × H10(Ω), (3.3)
with the scalar product and the induced norm given by
〈u, v〉X :=
3∑
i=1
∫
Ω
∇ui · ∇vi, ‖u‖X =
(〈u, u〉X)1/2, (3.4)
for u = (u1,u2,u3), v = (v1, v2, v3). Set now
X0 := {u ∈ X: div u = 0}. (3.5)
Set the Hilbert space
Y := H10,x3=0(Ω) (3.6)
with the scalar product and the induced norm given by
〈θ,ϑ〉Y :=
∫
Ω
∇θ · ∇ϑ + B
∫
Γ1
θϑ, ‖θ‖Y :=
(〈θ, θ〉Y )1/2, (3.7)
it is straightforward that∣∣〈θ,ϑ〉Y ∣∣ ‖θ‖Y ‖ϑ‖Y .
Let us deﬁne the Hilbert spaces X := {u= (u, θ) ∈ X × Y }, with the scalar product and the induced norm given by
〈u,v〉X := Pr〈u, v〉X + 〈θ,ϑ〉Y , ‖u‖X :=
(
Pr‖u‖2X + ‖θ‖2Y
)1/2
, (3.8)
where v := (v, ϑ). Set now X0 := X0 × Y , X0 is a closed subspace of X.
Set X∗0, the dual space of X0, i.e. the space of bounded linear functionals on X0. We will write 〈f , v〉X∗0 ,X0 to denote the
duality pairing from X∗0 to X0. Given f ∈ X∗0, we deﬁne the norm
‖f ‖X∗ := sup
{〈f , v〉X∗,X ∣∣ v ∈ X0, ‖v‖X0  1}.0 0 0
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deﬁne the norm
‖g‖Y ∗ := sup
{〈g,ϑ〉Y ∗,Y ∣∣ ϑ ∈ Y , ‖ϑ‖Y  1}.
Set ﬁnally X∗0, the dual space of X0, i.e. the space of bounded linear functionals on X0, we will not identify the space
X0 with its dual. Instead we have
X0 ⊂ L2(Ω)3 × L2(Ω) ⊂ X∗0.
We will write 〈f,v〉X∗0,X0 to denote the duality pairing from X∗0 to X0. Given f ∈ X∗0, we deﬁne the norm
‖f‖X∗0 := sup
{〈f,v〉X∗0,X0 ∣∣ v ∈ X0, ‖v‖X0  1}.
Obviously X∗0 = X∗0 × Y ∗, and for f= (f , g) ∈ X∗0 × Y ∗,
〈f,v〉X∗0,X0 := 〈f , v〉X∗0 ,X0 + 〈g,ϑ〉Y ∗,Y , ∀v= (v,ϑ) ∈ X0 × Y , (3.9)
where 〈f , v〉X∗0 ,X0 is the duality pairing from X∗0 to X0 and 〈g, ϑ〉Y ∗,Y is the duality pairing from Y ∗ to Y . To simplify the
notation, we will denote by 〈·,·〉 the duality pairing.
4. The weak formulation of the nonhomogeneous problem
With the aim of deﬁning the weak formulation of (2.12)–(2.14), with the boundary conditions (2.9)–(2.11) we consider
ﬁrst in this section the associated nonhomogeneous problem. The main result in this section is Theorem 4.7 on the existence
of at least a weak solution of the nonhomogeneous problem.
Let us consider the following nonhomogeneous associated problem,
−Pru + ∇p + (u · ∇)u = f , inΩ, (4.1)
−θ + (u · ∇)θ = g, inΩ, (4.2)
div u = 0, inΩ (4.3)
and the boundary conditions (2.9)–(2.11).
A weak solution will be deﬁned as usual, multiplying the nonhomogeneous problem in the velocity u and the tem-
perature θ, by the components of a test function, integrating on Ω and applying the Green formulae. As in the weak
Navier–Stokes formulation, we will deﬁne a bilinear form and a trilinear form involving now the velocity as much as the
temperature.
We focus our attention into the boundary integral representing the Marangoni boundary conditions. Thanks to the diver-
gence theorem, and to the Schwarz theorem, we let evolve this boundary integral into an interior integral. It involves the
projection of the gradient of the temperature on the vertical variation of the velocity, see Lemma 4.1 for more details.
We start this section with the Lemma 4.1 that evolves the Marangoni boundary term in its weak formulation to an
interior integral term. Secondly, we deﬁne a bilinear nonsymmetric form and state suﬃcient conditions on the bilinear form
to be coercive, see Lemma 4.4. Next, we deﬁne a continuous trilinear form, see Lemma 4.5. At the end of this section, we
state a result on existence of at least a weak solution of the nonhomogeneous problem, see Theorem 4.7.
To state the weak formulation, ﬁrst we deal with the Marangoni boundary condition. We state the following lemma that,
using the divergence theorem, transforms the boundary integral into an integral deﬁned in the whole domain.
Lemma 4.1. Assume that Ω is a bounded domain with boundary ∂Ω Lipschitz, and such that ∂Ω = Γ0 ∪ Γ1 with Γ1 ⊂ {x3 = cte}. If
θ ∈ H2(Ω) then∫
Γ1
∂θ
∂x1
v1 + ∂θ
∂x2
v2 =
∫
Ω
∇θ · ∂ v
∂x3
, ∀v ∈ X0.
Remark 4.2. Lemma 4.1 holds for any bounded domain with boundary ∂Ω regular enough such that the divergence theorem
holds, and such that ∂Ω = Γ0 ∪ Γ1 with Γ1 ⊂ {x3 = cte}.
The Lipschitz functions are differentiable at all points of their domain, except on a negligible set of points. It implies that
at every point of the boundary of a Lipschitz domain, except in a zero measure set, there is a well-deﬁned plane tangent.
This allows to extend divergence theorem to Lipschitz domains.
For vector ﬁelds F ∈ W 1,1(Ω;R3), the divergence theorem states that∫
Ω
div F dx =
∫
∂Ω
F · n, for all Lipschitz domain Ω.
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derivatives of any C2(Ω) function commute
∂2ψ
∂x3∂x1
= ∂
2ψ
∂x1∂x3
,
∂2ψ
∂x3∂x2
= ∂
2ψ
∂x2∂x3
, for all ψ ∈ C2(Ω).
Moreover, from deﬁnition of a weak derivative∫
Ω
∂2θ
∂x3∂x1
ψ =
∫
Ω
θ
∂2ψ
∂x3∂x1
=
∫
Ω
θ
∂2ψ
∂x1∂x3
=
∫
Ω
∂2θ
∂x1∂x3
ψ, for all ψ ∈ C2c (Ω)
where C2c (Ω) is the set of C
2(Ω) functions with compact support ωΩ.
Therefore, if θ ∈ H2(Ω) then
∂2θ
∂x3∂x1
= ∂
2θ
∂x1∂x3
,
∂2θ
∂x3∂x2
= ∂
2θ
∂x2∂x3
, for almost every x ∈ Ω. (4.4)
In particular, if θ ∈ H2(Ω) we can assert that∫
Ω
∂2θ
∂x3∂x1
ψ =
∫
Ω
∂2θ
∂x1∂x3
ψ,
∫
Ω
∂2θ
∂x3∂x2
ψ =
∫
Ω
∂2θ
∂x2∂x3
ψ, for all ψ ∈ L2(Ω).
Proof of Lemma 4.1. We remain that n = (n1,n2,n3) stand up for the normal vector pointing outward. Taking into account
the deﬁnition of Γ1, we have that n|Γ1 = e3, and then
n1 = n2 = 0, n3 = 1, on Γ1. (4.5)
Now, taking into account (4.5) and the fact that ∂Ω = Γ0 ∪ Γ1 we can write∫
Γ1
∂θ
∂x1
φ =
∫
Γ1
∂θ
∂x1
φn3 =
∫
∂Ω
∂θ
∂x1
φn3, for any φ ∈ H10,Γ0(Ω). (4.6)
Moreover, from the divergence theorem, we have∫
∂Ω
∂θ
∂x1
φn3 =
∫
Ω
∂
∂x3
(
∂θ
∂x1
φ
)
=
∫
Ω
∂2θ
∂x3∂x1
φ + ∂θ
∂x1
∂φ
∂x3
, (4.7)
for any φ ∈ H1(Ω).
Taking into account the divergence theorem, and the deﬁnition of the normal vector at Γ1, see (4.5), we have∫
Ω
∂
∂x1
(
∂θ
∂x3
φ
)
=
∫
∂Ω
∂θ
∂x3
φn1 =
∫
Γ0
∂θ
∂x3
φn1 +
∫
Γ1
∂θ
∂x3
φn1 = 0, (4.8)
for any φ ∈ H10,Γ0(Ω).
Moreover,∫
Ω
∂
∂x1
(
∂θ
∂x3
φ
)
=
∫
Ω
∂2θ
∂x1∂x3
φ + ∂θ
∂x3
∂φ
∂x1
, ∀φ ∈ H1(Ω), (4.9)
consequently, from (4.8) and (4.9), we can write∫
Ω
∂2θ
∂x1∂x3
φ = −
∫
Ω
∂θ
∂x3
∂φ
∂x1
, for any φ ∈ H10,Γ0(Ω). (4.10)
From (4.6)–(4.7), remaining the weak Schwarz equality of the second crossed derivatives, see (4.4), and Eq. (4.10), we
deduce, as a ﬁrst conclusion, that∫
∂θ
∂x1
φ =
∫
∂θ
∂x1
∂φ
∂x3
− ∂θ
∂x3
∂φ
∂x1
, ∀φ ∈ H10,Γ0(Ω). (4.11)Γ1 Ω
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and as a second conclusion, we have∫
Γ1
∂θ
∂x2
φ =
∫
Ω
∂θ
∂x2
∂φ
∂x3
− ∂θ
∂x3
∂φ
∂x2
, ∀φ ∈ H10,Γ0(Ω). (4.12)
From deﬁnition of X0, see (3.5) and (3.3), for any v ∈ X0, their components v1, v2 ∈ H10,Γ0(Ω). Choosing therefore v1
and v2 as test functions in (4.11) and (4.12) respectively, we obtain that∫
Γ1
∂θ
∂x1
v1 + ∂θ
∂x2
v2 =
∫
Ω
∂θ
∂x1
∂v1
∂x3
+ ∂θ
∂x2
∂v2
∂x3
− ∂θ
∂x3
(
∂v1
∂x1
+ ∂v2
∂x2
)
, ∀v ∈ X0,
and due to div v = 0, the proof is ﬁnished. 
We can next deﬁne the bilinear form a : X0 × X0 → R in the following way, for u= (u, θ), v= (v, ϑ) ∈ X0,
a(u,v) := Pr
3∑
i=1
∫
Ω
∇ui · ∇vi +
∫
Ω
∇θ · ∇ϑ + B
∫
Γ1
θϑ + M Pr
∫
Ω
∇θ · ∂ v
∂x3
. (4.13)
Lemma 4.4. The bilinear form a : X0 × X0 → R is continuous, i.e. there exists a constant C = C(Pr, B,M) > 0 such that
a(u,v) C‖u‖X‖v‖X ∀u,v ∈ X0.
Moreover if M
√
Pr < 2 then for any B > 0, the bilinear form a is also coercive, i.e. there exists a different constant, still denoted by
C = C(Pr, B,M) > 0 such that
a(u,u) C‖u‖2X ∀u ∈ X0.
Proof. From deﬁnitions (4.13), (3.4), (3.7) the following inequality holds∣∣a(u,v)∣∣ Pr‖u‖X‖v‖X + ‖θ‖Y ‖ϑ‖Y + M Pr‖θ‖Y ‖v‖X
therefore∣∣a(u,v)∣∣ C‖u‖X‖v‖X
and the bilinear form is continuous. Moreover,∣∣a(u,u)∣∣ Pr‖u‖2X + ‖θ‖2Y − M Pr‖θ‖Y ‖u‖X
and trivially, taking into account that M
√
Pr< 2 and the deﬁnition (3.8) we can write∣∣a(u,u)∣∣ ε‖u‖2X + (1− ε)(Pr‖u‖2X + ‖θ‖2Y − 2√Pr‖θ‖Y ‖u‖X )
for some ε > 0, which ends the proof. 
We next deﬁne a trilinear form
b(u,v,w) :=
3∑
i, j=1
∫
Ω
ui
∂v j
∂xi
w j +
3∑
i=1
∫
Ω
ui
∂ϑ
∂xi
Θ (4.14)
where w= ( w,Θ).
Lemma 4.5. The trilinear form b : X0 × X0 × X0 → R is continuous, i.e.∣∣b(u,v,w)∣∣ C‖u‖X‖v‖X‖w‖X, ∀u,v,w ∈ X0. (4.15)
Moreover b(u,u,v) = −b(u,v,u) for all u,v ∈ X0 , and consequently b(u,u,u) = 0 for all u ∈ X0.
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∫
Ω
ui
∂v j
∂xi
w j
∣∣∣∣ ‖ui‖L6(Ω)‖∂i v j‖L2(Ω)‖wi‖L3(Ω), ∀u, v, w ∈ X0,
and ∣∣∣∣∣
3∑
i=1
∫
Ω
ui
∂ϑ
∂xi
Θ
∣∣∣∣∣ ‖ui‖L6(Ω)‖∂iϑ‖L2(Ω)‖Θ‖L3(Ω), ∀u ∈ X0, ∀ϑ,Θ ∈ H10,x3=0(Ω),
therefore (4.15) is accomplished and the continuity is proved.
From deﬁnition of b, due to div u = 0, and to the divergence theorem we can write
b(u,u,v)+ b(u,v,u) =
3∑
i, j=1
∫
Ω
ui
∂
∂xi
(u j v j)+
3∑
i=1
∫
Ω
ui
∂
∂xi
(θϑ)
=
3∑
j=1
(
3∑
i
∫
Ω
∂
∂xi
(uiu j v j)
)
+
3∑
i=1
∫
Ω
∂
∂xi
(uiθϑ)
=
3∑
j=1
∫
∂Ω
(u j v j)u · n +
∫
∂Ω
θϑ u · n.
Now we only have to realize that taking into account the Dirichlet boundary conditions of u3, see (2.9),
u · n = u1n1 + u2n2, on ∂Ω.
Moreover, from deﬁnitions of the normal vector on Γ1, see (4.5), we have that
u · n = 0, on Γ1.
And ﬁnally on Γ0 the Dirichlet boundary conditions of u1, u2, see (2.9), implies
u · n = 0, on Γ0,
which ends the proof. 
Now, we can deﬁne u ∈ X0 as a weak solution of the nonhomogeneous problem (4.1)–(4.3) with the boundary conditions
(2.9)–(2.11) whenever the following equation is satisﬁed
a(u,v)+ b(u,u,v) = 〈f,v〉X∗0,X, ∀v ∈ X0, (4.16)
where f ∈ X∗0, the dual space of X0, and 〈f,v〉X∗0,X0 is the duality pairing from X∗0 to X0, see (3.9).
Remark 4.6. Set L : X→ R a continuous linear form. From a result of [11], the following two conditions are equivalent
Lv= 0, ∀v ∈ X0 if and only if ∃p ∈ L2(Ω) s.t. Lv=
∫
Ω
p div v, ∀v ∈ X.
We consider now the linear form L : X→ R, deﬁned by
Lv= a(u,v)+ b(u,u,v)− 〈f,v〉,
L is continuous in X. From Remark 4.6, there is p ∈ L2(Ω) such that
a(u,v)+ b(u,u,v)− 〈f,v〉 =
∫
Ω
p div v, ∀v ∈ X,
and, considering p = p/Pr, and dropping the hats, we recover the pressure in the solution (u, p) = (u, θ, p).
The following theorem states an existence result of weak solutions for the nonhomogeneous problem (4.16), when coer-
civeness of the bilinear form a is ensured. The proof lies essentially on ideas developed in §I.7 of [18].
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√
Pr< 2. For any f= (f , g) ∈ X∗0 there exists u= (u, θ) ∈ X0 solving (4.16).
Proof. Let {vn} be a hilbertian base of X0, we consider the approximated problem and look for um ∈ span[v1, . . . ,vm] such
that
a(um,v j)+ b(um,um,v j) = 〈f,v j〉, ∀ j = 1, . . . ,m. (4.17)
We observe that, from Lemma 4.5 and coercivity of the bilinear form
a(um,um)+ b(um,um,um) = a(um,um) C‖u‖2X.
Let um =∑mi=1 xivi then a(um,v j) =∑mi=1 xia(vi,v j) and
b(um,um,v j) =
m∑
i,k=1
xixkb(vi,vk,v j).
Let
y j = a(um,v j)+ b(um,um,v j)− 〈f,v j〉, ∀ j = 1, . . . ,m,
we deﬁne P (x) = y, for x = (x1, . . . , xm), y = (y1, . . . , ym), then
〈
P (x), x
〉= m∑
j=1
x j y j
=
m∑
i, j=1
x jxia(vi,v j)+
m∑
i, j,k=1
x jxixkb(vi,vk,v j)−
m∑
j=1
x j〈f,v j〉
= a(um,um)+ b(um,um,um)− 〈f,um〉
= a(um,um)− 〈f,um〉
 C‖u‖2X − ‖f‖X∗‖u‖X  0
for any ‖u‖X big enough. Now the Brouwer ﬁxed point theorem (cf. [18, Lemma 4.3]) ensures that there exists x such that
P (x) = 0 or equivalently, there exist a solution um of the approximated problem (4.17) and ‖um‖X  C‖f‖X∗ . Due to X0 is
a Hilbert space, from the Alaoglu theorem and the compactness of the embedding X0 ↪→ L2(Ω)3 × L2(Ω), there exists a
subsequence, again denoted by {um},
um ⇀ u in X0,
um → u in L2(Ω)3 × L2(Ω) and almost everywhere,
moreover, from the continuous embedding X0 → L6(Ω)× L6(Ω) we have ‖um‖L6(Ω)×L6(Ω)  C . On the other hand, denoting
for simplicity um = (um1 ,um2 ,um3 ,um4 ) with um4 = θm, we have ‖umi umk ‖L3(Ω)  C consequently, we can assume
umi u
m
k ⇀ wik in L
3(Ω) for any i,k = 1,2,3,4
and we can deduce that wik = uiuk.
Fixing now j, we are going to prove that b(um,um,v j) → b(u,u,v j), from Lemma 4.5
b(um,um,v j) = −b(um,v j,um) = −
3∑
i,k=1
∫
Ω
umi
∂v jk
∂xi
umk −
3∑
i=1
∫
Ω
umi
∂ϑm
∂xi
θm,
now
∂v jk
∂xi
∈ L2(Ω) and umi umk ⇀ uiuk in L3(Ω), therefore
a(u,v j)+ b(u,u,v j) = 〈f,v j〉, ∀ j,
letting j → ∞ we have proved that (4.16) is accomplished. 
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In this section we prove the existence of a strong solution of the Bénard–Marangoni stationary problem (2.12)–(2.14),
with the boundary conditions (2.9)–(2.11), joining the statements of two theorems.
In Theorem 5.1 we prove the existence of a weak bifurcated solution, by applying Crandall–Rabinowitz’s bifurcation
theorem [8].
In Theorem 5.2 we prove that in fact those solutions are strong. We apply regularity results for the Stokes problem with
mixed Dirichlet–Neumann boundary conditions in corner domains, see [21,22]. We also apply regularity results for elliptic
problems in Sobolev spaces, see [12,13]. Moreover, we apply regularity results for elliptic problems in Hilbert spaces with
nonhomogeneous mixed boundary conditions, see [10].
With the previous work done in Section 4, we are now in a position of deﬁning the weak formulation of the Bénard–
Marangoni stationary problem. We deﬁne a linear operator A associated with the bilinear form a deﬁned in (4.13) and a
bilinear operator B associated with the trilinear form b deﬁned in (4.14).
We prove the invertibility of the linear operator A and the compactness of its inverse operator A−1. It is obvious that,
whenever the bilinear form a is coercive, i.e. whenever M
√
Pr < 2, see Lemma 4.4, there exists the inverse operator A−1.
In this section, we will prove that also there exists the inverse operator without restrictions on the size of M
√
Pr, see
Proposition 5.9.
Consider the projections
Π1(u, θ) = (θ e3,0), Π2(u, θ) = (0,u3) (5.1)
where u = (u1,u2,u3) and (u, θ) = u, and let us denote
Πu= Pr RΠ1u+ B
1+ BΠ2u. (5.2)
We will consider either R (or M) as bifurcation parameters and keep ﬁxed Pr and B. Set R ∈ R (or M ∈ R), now we can
deﬁne (R,u) ∈ R × X0 (or (M,u) ∈ R × X0) as a weak solution of the stationary Bénard Marangoni problem (2.12)–(2.14) with
the boundary conditions (2.9)–(2.11) whenever
a(u,v)+ b(u,u,v)− 〈Πu,v〉 = 0, ∀v ∈ X0, (5.3)
where
〈Πu,v〉 = Pr R
∫
Ω
θ v3 + B
1+ B
∫
Ω
u3ϑ,
for u= (u, θ), v= (v, ϑ) ∈ X0.
Associated with the bilinear form a, we deﬁne a continuous linear operator A : X0 → X∗0 setting
〈Au,v〉 := a(u,v), for all v ∈ X0
where X∗0 is the dual space.
Likewise and associated with the trilinear form b, we deﬁne a bilinear operator B : X0 × X0 → X∗0 setting〈
B(u,v),w
〉 := b(u,v,w), for allw ∈ X0. (5.4)
A weak solution of the stationary Bénard–Marangoni problem (5.3) will satisfy
Au+ B(u,u)−Πu= 0. (5.5)
Let us observe at this point that the linear operator A depends on the parameters Pr, B,M and the projection Π depends
on the parameters Pr, B, R.
Set R0 (or M0) ﬁxed values of the Reynolds and Marangoni parameters respectively, to be precise later. Denote by
A0 = A(Pr, B,M0) and Π0 = Π(Pr, R0, B) and by L0 either
L0 = A−Π0 or L0 = A0 −Π. (5.6)
From now in advance we write our analysis considering R as the bifurcation parameter, and we will include in brackets the
conditions to consider M as the bifurcation parameter, when it is substantially different from the condition on R.
Denote by N(L0), R(L0) the null space and range of the linear operator L0 respectively. We will say that R0 (or M0) is a
generalized eigenvalue if there exists some u0 = 0 such that
Au0 = Π0u0 or A0u0 = Πu0, (5.7)
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3∑
i=1
∫
Ω
∇ui0 · ∇vi + M
∫
Ω
∇θ0 · ∂ v
∂x3
= R0
∫
Ω
θ0v3, ∀v ∈ X0,
∫
Ω
∇θ0 · ∇ϑ + B
∫
Γ1
θ0ϑ = B
1+ B
∫
Ω
u30ϑ, ∀ϑ ∈ H10,x3=0(Ω). (5.8)
The geometric multiplicity of R0 is the dimension of N(L0). The algebraic multiplicity of R0 is the dimension of⋃∞
j=1 N((L0) j).
We will say that R0 is a generalized simple eigenvalue if its algebraic multiplicity is one, in particular N(L0) = span[u0].
Set L∗0 the adjoint operator, thanks to the Fredholm alternative it is not diﬃcult to see that
dimN
(
L∗0
)= 1.
Obviously (R,0) satisﬁes (5.5) and the set S0 := {(R,0) ∈ R × X0} is called the trivial solution set. If there exists
(R0,0) ∈ S0 such that in every neighborhood of (R0,0) in R × X0 there are nontrivial solutions of (5.5), we will say that
(R0,0) is a bifurcation point with respect to the trivial solution set, or a bifurcation point from zero. Krasnoselski [16] has
proved that if 0 is an eigenvalues of L0 of odd multiplicity, then it is a bifurcation point from zero. Crandall and Rabinowitz [8]
had proved that, in the case of a simple eigenvalue, from a bifurcation point emanates a curve of solutions, which is a per-
turbation of the corresponding eigenfunction. Rabinowitz [27] has proved the global nature of the bifurcation phenomenon
for an eigenvalue of odd multiplicity.
More precisely, we have the following theorem (cf. [8,27]):
Theorem 5.1. Suppose that R0 (or M0) is a simple generalized eigenvalue. Let u0∗ = (u∗0, θ∗0 ) be such that N(L∗0) = span[u0∗]. Assume
also that
Pr = 0, 〈u∗0, u〉X = 0. (5.9)
Then, there is a nontrivial continuously differentiable curve of weak solutions of Eqs. (5.5) through (R0,0) (or (M0,0)){(
R(s),u(s)
)
: |s| < }⊂ R × X0
such that
(
R(0),u(0)
)= (R0,0), and u(s)
s
s→0−→ u0,
where N(L0) = span[u0].
Moreover, there are all nontrivial solutions of (5.5) in a neighborhood of (R0,0) (or (M0,0)) in R× X0.
From the above theorem, the bifurcated BM solutions are weak solutions. The next theorem states that those solutions
are strong solutions and satisfy the partial differential equations at almost every point in the Lp sens. Those solutions satisfy
the boundary conditions in the trace sens.
Theorem 5.2. The bifurcated curve of weak solutions of the BM equation (5.5) through (R0,0), provided by Theorem 5.1, are in fact
strong solutions of the Bénard–Marangoni stationary problem (2.12)–(2.14), with the boundary conditions (2.9)–(2.11), and satisfy
the following
u ∈ W 2,8/7(Ω)3 ∩ H1(Ω)3, p ∈ W 1,8/7(Ω)∩ L2(Ω) and θ ∈ H2(Ω)∩ H10,x3=0(Ω).
To proceed the proof of the theorem, we point out some needs. The Crandall–Rabinowitz local bifurcation theorem
requires the one dimensionality of the kernel of the linearization. To achieve this, we have to gain some insight in those
operators.
With this purpose, what we will do is to prove the existence of A−1 : X∗0 → X0 and its compactness whenever it is
restricted to L2(Ω)3 × L2(Ω). It is obvious that, whenever the bilinear form a is coercive, there exists the inverse opera-
tor A−1. This is accomplished whenever M
√
Pr < 2, see Lemma 4.4. We will next prove that also there exists the inverse
operator A−1 without restrictions on the size of M
√
Pr.
Let us consider the nonhomogeneous linearized problem, given f= (f , g) ∈ X∗0 we look for functions u, θ, p deﬁned on Ω
satisfying the following problem in a weak sense
242 R. Pardo et al. / J. Math. Anal. Appl. 376 (2011) 231–246−Pru + ∇p = f , inΩ, (5.10)
−θ = g, inΩ, (5.11)
div u = 0, inΩ (5.12)
with the boundary conditions (2.9)–(2.11).
We observe that this linear equation can be decoupled in the following way. We will ﬁrst solve the equation for the
temperature: given g ﬁnd θ, solving (5.11) joint with the mixed boundary condition (2.11). Secondly, we calculate the
velocity u solving the Stokes problem (5.10), (5.12) joint with the nonhomogeneous boundary condition (2.10) where the
temperature is introduced as a boundary data.
At this moment we state the following deﬁnition of a solution of the linearized equation (5.10)–(5.12) with the boundary
conditions (2.9)–(2.11), or in other words, the invertibility of the operator A.
Deﬁnition 5.3. Given f ∈ X∗0 we will say that u ∈ X0 is the weak solution of (5.10)–(5.12) and the boundary conditions
(2.9)–(2.11) if and only if
a(u,v) = 〈f,v〉X∗0,X0 , ∀v ∈ X0, (5.13)
where we remain that X0 = X0 × Y ⊂ [H10,Γ0 (Ω)2 × H1(Ω)]× H10,x3=0(Ω), moreover X0, Y , a and 〈f,v〉 are deﬁned in (3.5),
(3.6), (4.13) and (3.9) respectively, for f= (f , g) ∈ X∗0 × Y ∗ , v= (v, ϑ) ∈ X0 × Y .
All those deﬁnitions allow us to rewrite the right-hand side of the above equation (5.13) decoupling the components in
the following way
a(u,v) = 〈f , v〉X∗0 ,X + 〈g,ϑ〉Y ∗,Y , ∀v ∈ X0, ∀ϑ ∈ H10,x3=0(Ω). (5.14)
We intend to decouple also the left-hand side of (5.14). The Marangoni term suggests to do it in two steps. In a ﬁrst
step, we solve the equation for the temperature. In a second step, we solve the equation for the velocity, considering the
temperature as a data.
First step. To solve the equation for the temperature we start with the following deﬁnition.
Deﬁnition 5.4. Given g ∈ Y ∗, we will say that θ is a weak solution of (5.11) and the mixed boundary condition (2.11) if and
only if we have∫
Ω
∇θ · ∇ϑ + B
∫
Γ1
θϑ = 〈g,ϑ〉Y ∗,Y , ∀ϑ ∈ H10,x3=0(Ω). (5.15)
Now we solve the equation for the temperature. The Lax–Milgram Lemma and the deﬁnition of the H10,x3=0(Ω)-norm,
see (3.7), imply the existence of a weak solution. Concerning regularity, we note that for a test function ϑ in H10,x3=0(Ω) ↪→
L6(Ω), the integral
∫
Ω
gϑ is well deﬁned for any g ∈ L6/5(Ω). We can apply the elliptic regularity theory for a convex
polyhedral domain, see the classical work of Agmon, Douglis and Niremberg [2,3], and also the works of Dauge [10] and
Grisvard [12,13].
Lemma 5.5. Given any g ∈ Y ∗, there exists a unique θ ∈ H10,x3=0(Ω) solving the weak formulation (5.15), and
‖θ‖H10,x3=0(Ω)  ‖g‖Y ∗ . (5.16)
Moreover, if g ∈ Lq(Ω) with 65  q 2, then θ ∈ W 2,q(Ω), and there exists a constant C such that
‖θ‖W 2,q(Ω)  C‖g‖Lq(Ω). (5.17)
Second step. We now solve the equation for the velocity, introducing the temperature as a given data. To do that, we
deﬁne another bilinear form a : X0 × X0 → R in the following way, for u = (u1,u2,u3), v = (v1, v2, v3) ∈ X0,
a(u, v) := Pr
3∑
i=1
∫
Ω
∇ui · ∇vi (5.18)
and, given f ∈ X∗0 and θ ∈ H10,x3=0(Ω), we look for u = (u1,u2,u3) ∈ X0 such that
a(u, v) = 〈f , v〉X∗0 ,X − M Pr
∫
∇θ · ∂ v
∂x3
, ∀v ∈ X0. (5.19)
Ω
R. Pardo et al. / J. Math. Anal. Appl. 376 (2011) 231–246 243First, we state an H2 regularity result for elliptic mixed problem with the Dirichlet and Neuman nonhomogeneous
boundary conditions. The existence of a weak solution is immediate from the Lax–Milgram result. The H2(Ω)-regularity can
be attained with the techniques for interior and boundary regularity for elliptic equations deﬁned on corner domains, see
Dauge [10]. This is stated in the following lemma.
Lemma 5.6. Given any h ∈ H1/2(Γ1), there exists a unique w ∈ H10,Γ0 (Ω) solving the following boundary problem
−w = 0, inΩ, w|Γ0 = 0,
∂w
∂n
= h on Γ1.
Moreover, w ∈ H2(Ω).
From the Lax–Milgram Lemma and the deﬁnition of the norm in X0, see (3.4), we can state the existence of a weak
solution for our Stokes problem with mixed Dirichlet–Neumann nonhomogeneous boundary conditions.
Lemma 5.7. Given any f ∈ X∗0 and any θ ∈ H10,x3=0(Ω), there exists a unique u = (u1,u2,u3) ∈ X0 solving (5.19), and
‖u‖X  1
Pr
‖f ‖X∗0 + M‖θ‖H10,x3=0(Ω). (5.20)
The following lemma is an Lp regularity result for the Stokes problem, see the work of Maz’ya and Rossmann [21,
Section 5.5].
Lemma 5.8. If f ∈ X∗0 ∩ Lq(Ω)3 with 1 < q  8/7 and θ ∈ H10,x3=0(Ω) ∩ H2(Ω), then the weak solution (u, p) ∈ X0 × L2(Ω) of
Eq. (5.19) satisﬁes
u ∈ W 2,q(Ω)3, and p ∈ W 1,q(Ω).
Proof. The existence of u ∈ X0 is immediate from Lemma 5.7. Concerning p ∈ L2(Ω), see Remark 4.6.
Let wi , i = 1,2, be weak solutions of the following elliptic problems with mixed boundary conditions
−wi = 0, inΩ, wi|Γ0 = 0,
∂wi
∂n
= −M ∂θ
∂xi
on Γ1, i = 1,2.
From hypothesis and (3.1)–(3.2), ∂θ
∂xi
∈ H1/2(Γ1). Thanks to Lemma 5.6, wi ∈ H2(Ω), i = 1,2.
Let v be a weak solution of the following Stokes problem
−Prv + ∇p = f , inΩ, div v = −∂w1
∂x1
− ∂w2
∂x2
, inΩ
with the boundary conditions
vi|Γ0 = 0,
∂vi
∂n
= 0 on Γ1, i = 1,2, v3|∂Ω = 0.
From [22], v ∈ W 2,q(Ω)3, and p ∈ W 1,q(Ω).
Let ﬁnally u = v + (w1,w2,0). From the above results, u ∈ W 2,q(Ω)3, and p ∈ W 1,q(Ω). 
Now, we can consider both problems, the problem for the temperature θ and the problem for the velocity u all together.
We state the following proposition.
Proposition 5.9. Given f = (f , g) ∈ X∗0 , there exists a unique function u = (u, θ) ∈ X0 satisfying (5.13), and there exists a constant
C = C(Ω,Γ1,Pr, B,M) such that
‖u‖X0  C‖f‖X∗0 .
Moreover, if f ∈ X∗0 ∩ Lq(Ω)3 with 1 < q  8/7 and g ∈ Lr(Ω) with 65  r  2, then the weak solution of Eq. (5.13) is a strong
solution (u, p, θ) of (5.10)–(5.12) with the boundary conditions (2.9)–(2.11) and satisﬁes
u ∈ W 2,q(Ω)3 ∩ H1(Ω)3, p ∈ W 1,q(Ω)∩ L2(Ω) and θ ∈ W 2,r(Ω)∩ H10,x3=0(Ω).
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satisﬁes
‖u‖X + ‖θ‖Y  1
Pr
‖f ‖X∗0 + (1+ M)‖g‖Y ∗ ,
and we obtain the result. 
Remark 5.10. The above Proposition 5.9 states that inverse operator A−1 : X∗0 → X0, deﬁned by A−1f = u, with the data
f= (f , g) and where u= (u, θ) is the weak solution of (5.10)–(5.12), (2.9)–(2.11), is well deﬁned and it is continuous.
From the compact imbedding X0 × Y ↪→ L2(Ω)3 × L2(Ω) we can restrict the operator A−1 to L2(Ω)3 × L2(Ω) and
consider A−1 : L2(Ω)3 × L2(Ω) → L2(Ω)3 × L2(Ω), which is a compact operator. Let Π be the projection operator
Π : L2(Ω)3 × L2(Ω) → L2(Ω)3 × L2(Ω), i = 1,2, deﬁned by (5.2), (5.1) and let us consider the operator deﬁned by
A−1 ◦Π : L2(Ω)3× L2(Ω) → L2(Ω)3× L2(Ω), this operator A−1 ◦Π is compact. We can apply all the results of the spectrum
of compact operators, in particular if σ0 = 0 is an eigenvalue of A−1 ◦Π and u0 = (u0, θ0) is its corresponding eigenfunction,
then 1/σ0 will satisfy
Au0 = 1
σ0
Πu0.
From deﬁnitions of A and Π, the eigenvalue σ0 = σ0(Pr, R, B,M). We have choose R0 (or M0) such that σ0 = 1.
Proof of Theorem 5.1. We will use the Crandall–Rabinowitz local bifurcation theorem, see [8]. Let us deﬁne
F (λ,u) := Au+ B(u,u)−Πu, (5.21)
where λ is either R or M, A = A(Pr, B,M) and Π = Π(Pr, B, R). To look for weak solutions of the stationary Bénard–
Marangoni problem (5.3) is to look for zeros (λ,u) ∈ R× X0 of F (λ,u) = 0.
We have to observe that the operator B is well deﬁned and continuous, see (5.4) and Lemma 4.5 respectively. Therefore
‖B(u,u)‖
‖u‖ → 0 as d‖u‖ → 0,
consequently
DuF (λ,v0)u := Au−Πu+ B(v0,u)+ B(u,v0)
and it is a continuous function. Moreover, DλF (λ,v0) and DλuF (λ,v0) are also continuous functions.
In particular, the linearization at zero of (5.21) is given by
DuF (λ,0) := A−Π.
Proposition 5.9 states that the inverse operator A−1 : X∗0 → X0 is continuous. Therefore, we can study the equation
G(λ,u) = 0, where G is deﬁned by
G(λ,u) := u+ A−1B(u,u)− A−1Πu.
The equation G(λ,u) = 0 is equivalent to the equation F (λ,u) = 0. Moreover
DuG(λ,0) = I − A−1Π. (5.22)
As a consequence of the compactness of A−1, see Remark 5.10, the linearization (5.22) inherits every property of the
compact perturbation of the identity I − λA−1Π, for λ ∈ R. Moreover, and in particular, the operator involved in (5.22)
has isolated eigenvalues and its kernel is ﬁnite dimensional. Moreover, it is known that generically the kernel of a compact
operator is one-dimensional.
Let L∗0 stand up for the adjoint operator. Thanks to the Fredholm alternative, dim N(L∗0) = dimN(L0). By hypothesis,
N(L0) = span[u0], therefore dimN(L∗0) = 1.
Again from the Fredholm alternative, the range of the compact perturbation of the identity L0 is orthogonal to the kernel
of the adjoint operator, see [6]. This allows us to decompose X0 as a direct sum
X0 = N
(
L∗0
)⊕ R(L0).
Let u0∗ be such that N(L∗0) = span[u0∗]. Due to the algebraic multiplicity of R0 (or M0) is one, we can assume that〈
u0
∗,u0
〉
∗ = 1.X0 ,X0
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of R0 (or M0) is one, v ∈ N((L0)2) = span[u0] then v= αu0 and L0v= 0, which is a contradiction.
Denote
L1 := DRuF (R0,0), L2 := DMuF (R0,0), (5.23)
more explicitly
〈
DRuF (R0,0)u,v
〉 := Pr∫
Ω
θ v3,
〈
DMuF (R0,0)u,v
〉 := Pr∫
Ω
∇θ · ∂ v
∂x3
. (5.24)
There is a condition, known as the ‘transversality condition’, holding whenever Li(N(L0)) ⊂ R(L0) for some i = 1,2.
We end the proof by showing that the transversality condition holds. Assume on the contrary that there exist w1,w2 ∈ X0
such that L0wi = Liu0. Multiplying by u∗0, integrating on Ω and taking into account the deﬁnition of L∗0 we can write〈
Liu0,u0
∗〉= 〈L0wi,u0∗〉= 〈wi, L∗0u0∗〉= 0.
From deﬁnition of Li , see (5.23)–(5.24), we obtain∫
Ω
θ0u
∗
30 = 0, and
∫
Ω
∇θ0 · ∂
u∗0
∂x3
= 0.
If we look at Eq. (5.8) for v = u∗0 and hypothesis (5.9), see deﬁnition (3.4), we conclude that
R0
∫
Ω
θ0u
∗
30 − M
∫
Ω
∇θ0 · ∂
u∗0
∂x3
= 0,
which contradicting the above equalities ends the proof. 
Proof of Theorem 5.2. From Theorem 5.1, the weak solution u := (u, θ) ∈ X0 × Y ⊂ H1(Ω)3 × H1(Ω).
Thanks to the Sobolev continua imbeddings W 1,p(Ω) ⊂ L 1p − 13 (Ω), we obtain u ∈ L6(Ω)3. From the Hölder inequality,
we deduce u · ∇θ ∈ L3/2(Ω).
The result on W 2,p(Ω)-regularity for elliptic equations, see Lemma 5.5, implies that θ ∈ W 2,3/2(Ω).
A bootstrap argument based on imbedding Sobolev’s theorems, Hölder’s inequality and W 2,p(Ω)-regularity for elliptic
equations imply the result concerning the temperature θ ∈ H2(Ω).
The result on Lp-regularity for the Stokes systems, see Lemma 5.8, implies that (u, p) ∈ W 2,8/7(Ω)3 × W 1,8/7(Ω).
Finally, Lemma 4.1 implies that the Marangoni boundary conditions (2.10) are accomplished. 
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