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With the fast development of portable wireless devices, more and more communication and entertainment
functions are featured in cell phones and other mobile devices, many of which require the integration of
multiple transmitting/receiving antennas into the limited space of the device. Since each radio antenna
exposes the user to some level of electromagnetic radiation, if several radios are operating concurrently, the
total exposure could be cumulative, which would become a great concern. To quantify the human exposure
to the RF radiation, the specific absorption rate (SAR) is introduced as a measure. Regulatory agencies
have standards limiting the maximum SAR to ensure safety.
In order to comply with the regulations, the SAR induced in the human head and body should be evaluated
by experimental measurement or numerical simulation. When there are multiple transmitting antennas, the
measurement or the simulation could take a very long time due to the fact that each phase combination
needs to be taken into account. Thus a fast method to evaluate SAR is desirable.
In this work, we establish various SAR models to address this problem. We investigate the accuracy and
parameter dependency of the SAR models, explore their applicability in the millimeter-wave regime, which
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1.1 Dosimetric Quantities to Measure RF Exposure
When measuring the intensity and effects of RF exposure, the most widely used dosimetric quantities are
the specific absorption rate (SAR) and the plane-wave equivalent power density (PD). We first give a brief
introduction of these quantities.
1.1.1 Specific Absorption Rate
The SAR is a quantitative measure of RF power absorbed in a living body. It is a function of the distribution
of the electric field and tissue properties (mass density and conductivity) throughout the exposed tissue.








where Pdiss is the radiation power dissipated in the tissue, m is the tissue mass (kg) under exposure, σ is
the conductivity [in Siemens/meter (S/m)] of the tissue, ρ is the tissue mass density (kg/m3), and E is the
electric-field strength (V/m) dissipated in the tissue. The international system of units (SI) of SAR is watts
per kilogram, thus indicating that SAR represents a power level per body mass (e.g., power is dissipated
throughout a volume of tissue). Note that in Equation (1.1), E, σ, and ρ are all functions of the position
within the tissue under exposure. For example, the SAR at the surface of the exposed tissue will be different
from the SAR deep within.
1.1.2 Plane-Wave Equivalent Power Density
In the far field of a transmitting antenna, where the electric-field vector, the magnetic-field vector, and the
direction of propagation can be considered to be mutually orthogonal (plane-wave condition), the power
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where Ei (V/m) and Hi (A/m) are the electric- and magnetic-field strengths incident on the surface of the
tissue, and η is the wave impedance (377 Ω in free space). The SI unit of PD is watts per square meter.
Note that this is a power per surface area metric.
In the near field of a transmitting antenna, the term far-field equivalent or “plane-wave equivalent” PD is
often used to indicate a quantity calculated using the near-field values of Ei (V/m) or Hi (A/m) as if they
were obtained in the far field. In the near field of an antenna, however, the ratio of E to H, namely η, is a
function of position and is different than in the far field. Because mm-wave handheld devices with dozens
of antennas used close to the head or face will result in near-field, not far-field, radiation, caution must be
exerted when applying existing regulatory guidelines in evaluating the safety of evolving handsets.





where Gt is the transmit antenna gain in linear scale, Pt (W) is the total power fed into the antenna, and
d(m) is the distance from the radiation source. Note that the far-field distance (Fraunhofer distance) for a
directional mm-wave antenna is determined by the largest dimension of the antenna (D) and the wavelength
λ, where the far-field assumption is accurate for distances greater than 2D
2
λ . Unlike evaluations of SAR
or temperature, evaluations based on PD rely not only on knowledge of the distribution of fields or power
absorption in the tissues but also on the density of power traveling toward the tissue. Hence, PD is not
widely used in current mobile device safety regulatory tests, where most of the devices involved operate at
microwave frequencies.
1.2 Current Standards for RF Exposures
To protect humans against established adverse health effects, EM radiation should comply with safety
standards. Countries and organizations worldwide issue their safety standards limiting the maximum amount
of exposure. These limits are developed from science-based or precautionary reasoning.
Science-based limits were based on studies that identified potentially hazardous effects, mostly through
tests with animals and humans. The exposure guidelines used in the United Stated [the U.S. Federal
Communications Commission (FCC)], most European countries [the International Commission on Non-
Ionizing Radiation Protection (ICNIRP)], Russia, and China are developed based on science-based reasoning.
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The exposure guidelines developed by the FCC and ICNIRP, principally designed to protect against adverse
thermal effects, were largely based on studies of short-term exposures to animals at high power levels. As
argued by some critics, these animal-based short-term experiments may not be able to fully uncover all the
potential adverse effects on human beings under long-term EM exposure.
The precautionary limits adopted by Switzerland and Italy were set at the lowest levels among all current
standards that were technically and economically feasible to address public concern about the potential
adverse effects of broadcast transmitters and wireless base stations in the early 2000s. They were specifically
intended to minimize the yet unknown risks of RF electromagnetic fields (EMFs).
The harmonization of RF exposure limits around the world has long been desired among standards-setting
committees. The importance of harmonization lies in that it can provide a consistent set of validated
and approved exposure limits to protect all people worldwide. Also, harmonization makes it easier for the
wireless industry to serve a worldwide market. Moreover, it can help reduce the sometimes irrational political
controversy or public fear surrounding RF radiation. Harmonization is one major goal of the World Health
Organization’s EMF Project. Currently, 54 participating countries and 8 international organizations are
involved in the international EMF Project, providing a unique opportunity to bring countries together to
harmonize EMF standards, which can provide the same level of health protection to all people. However,
given the large existing differences among the different standards around the world, harmonization will not
be easy to accomplish. Further reliable and repeatable research on the health effects and suitable exposure
thresholds may be needed to reach an agreement among researchers in different countries and to uniformly
address public concerns about the safety of RF radiation within exposure guidelines.
1.2.1 FCC and ICNIRP Guidelines for SAR
Two of the most popular sets of standards are introduced in this section: the FCC standards that are
used in the United States and the ICNIRP standards that are used in most European countries. These
two standards, while about 20 years old, are widely used and have involved a great deal of animal research
throughout their development.
The FCC and ICNIRP standards are designed principally to protect against thermal hazards since RF waves
are generally considered non-ionizing. For the FCC guideline, SAR levels of 1.6 W/kg in 1 g of tissue (1-g
SAR) in the head and trunk, and 4 W/kg in 10 g of tissue in limbs (10-g SAR), are adopted as the localized
SAR limitations for the general public.
The ICNIRP guidelines are similar to those of the FCC, with a few exceptions. The maximum localized
SAR limitation of the ICNIRP guidelines is chosen to be 2 W/kg in any 10 g of tissue in the head and trunk
and 4 W/kg in any 10 g of tissue in the limbs for the general public. Aside from the numerical difference
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between the acceptable SAR levels in the United States and Europe (1.6 or 2 W/kg), the tissue masses used
to define the SAR in these two standards (the 1 g for 1.6 W/kg approach by the FCC versus 10 g for 2
W/kg by the ICNIRP) are also different.
It should be evident that 1-g SAR provides a finer resolution and thus offers a more conservative restriction
on the actual energy allowed to be distributed in the tissue. Since a cell phone emits radiation next to a
user’s body, such as the head, the radiation is nonuniform and varies from one location to another, and this
radiation variability will be further exacerbated with directional steerable antennas and phased arrays such
as those described in [1]. An average mass as large as 10 g would tend to smooth out the SAR distributions
and would probably lower the numerical SAR value by a factor of two or more compared with the 1-g SAR.
Moreover, the spherically shaped human eye has a total mass of about 10 g, and thus the use of a 10-g average
mass will completely ignore the variation of SAR distribution throughout the eyeball. The 1-g SAR is a more
meaningful measure of localized RF radiation absorption and a more biologically significant measure of SAR
distribution inside the head or trunk at high frequencies. It is worth noting that, at mm-wave frequencies,
where most of the energy is absorbed in the few outer millimeters of tissue, even a 1 g averaging volume can
seem large.
1.2.2 FCC and ICNIRP Guidelines for PD
As the operating frequency moves higher, the exposure restrictions change from SAR levels to PD levels
(above 6 or 10 GHz, depending on whether the FCC or ICNIRP guidelines are used). Thus, the restrictions
move from evaluating the volumetric energy distribution (SAR, below 6 or 10 GHz) to planar energy distri-
bution (PD, above 6 or 10 GHz). This is mainly due to the fact that at higher frequencies the wavelength
becomes smaller, and the human head ends up closer to the Fraunhofer region, justifying the use of far field




The SAR model is a mathematical model aiming at simplifying SAR calculation when multiple transmitting
antennas are involved. As multi-antenna devices emerge, researchers have begun to investigate the associated
electromagnetic exposure implications. In [2], researchers found that the SAR measured for a dual-antenna
transmitter demonstrated a sine-like dependency on the phase difference. In their findings, the SAR that
results from transmitting 0.5 W per antenna in a dual-antenna transmitter oscillates approximately sinu-
soidally as a function of θ, reaching a minimum of close to 2 W/kg at θ ≈ π/4 and a maximum of 8 W/kg
at θ ≈ 1.3π. This dependency motivates a quantitative model as SAR(θ) = P (s1 + s2cos(θ + θ0)), where
s1, s2 are positive real parameters, and P is the total power supplied to the two antennas, whereas θ0 is the
phase offset. In this particular case, P = 1 W , s1 ≈ 5, s2 ≈ 3, and θ0 ≈ 2π/3, as determined by a least
squares fit on the measured data. Since P is in units of watts, s1 and s2 have units kg
−1. This is can be
considered as the crude form of the SAR model. In this chapter, we first extend the idea in [2] and develop
the SAR model formally. We then treat this as the special case for a more general, higher order model that
proves to be more accurate. Finally, we show that the neural network model commonly used in the machine
learning community can be used to model SAR very effectively. Extensive validations are provided for all
the models developed. We begin with the derivation of the SAR model.
2.1 Derivation of the SAR Model
The SAR model comes directly from the linearity of Maxwell's equations. We can represent the electric field
from two coupled antennas at a point r as:
E(r) = [E1(r) + γE2(r) E2(r) + γ
?E1(r)][x1 x2]
T (2.1)
where Ei(r) is the three-dimensional electric field from antenna i = 1, 2 generated by a unit excitation, xi is
the excitation of antenna i, and γ indicates coupling from antenna 1 to antenna 2; the medium is considered
to be reciprocal so that coupling from antenna 2 to antenna 1 is the conjugate γ?. The magnitude square of
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the electric field at a given point r can be written as















 · [E1(r) + γE2(r) E2(r) + γ?E1(r)] (2.3)
such that
S11(r) = |E1(r) + γE2(r)|2 (2.4)
S12(r) = |S12(r)|ejθ0 = S?21(r) = (E1(r) + γE2(r))?(E2(r) + γ?E1(r)) (2.5)
S22(r) = |E2(r) + γ?E1(r)|2 (2.6)
where θ0 denotes the phase of S12. The magnitude square of the electric field can be expressed more
compactly as
E2(r) = x?Sx (2.7)
Assuming that the two antennas are fed with equi-amplitude signals with a phase shift θ, the excitation
vector can be written as x = [1, ekθ]T . According to the definition of SAR, the point SAR at the fixed











[S11 + S22 + 2|S12|cos(θ + θ0)]
= a0(r) + a1(r)cos(θ + θ0) (2.8)
where a0 = σ(S11 + S22)/ρ and a1 = 2σ|S12|/ρ. Apparently, the expression for point SAR in (2.8) is a
function of the phase difference θ between the excitation antennas and remains valid at point r. For the

































It should be noted that the expressions for the point SAR in (2.8) and the averaged SAR in (2.9) are both
accurate, as long as the observation point r and the averaging volume V are fixed regardless of the phase
difference θ. However, when applied to estimating the maximum point/average SAR in an object, due to
the location change of the point/averaging volume, Equations (2.8) and (2.9) will lose their perfect accuracy
and become approximations only.
Figure 2.1: Model set-up for the test case: two closely-spaced antennas mounted on the cell phone.
Figure 2.2: S11 for the dual-antenna used in the simulation.
To test and demonstrate this phase-dependence of SAR, we conduct a series of simulations using the set-up
in Figure 2.1. As shown in Figure 2.2, the antennas resonate at around two frequencies, 1.8 GHz and 2.3
GHz. So we excite the antennas at these two frequencies. The input power ratio changes while the rest are
kept the same. The simulation results are then used to calculate E1, E2 and γ in Equation (2.1) based on
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a least square fit. Once these parameters are obtained, the SAR model is determined and can be used to
validate against simulation results, as shown in Figure 2.3. It is worth mentioning that the SAR calculated
here is the 1-g averaged SAR as specified by FCC, since it is the most widely adopted metric [2].
Figure 2.3: One gram averaged SAR dependence on phase difference: model versus simulation.
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As shown in Figure 2.3, although the 1-g averaged SAR demonstrates a good sine-like dependence on the
phase difference qualitatively, the simple SAR model in Equation (2.1) does not guarantee a good quantitative
correlation with the simulation results. This is actually expected, since the parameters E1 and E2 in the
SAR model are position dependent. In other words, Equation (2.1) applies only to a specific point r. This
position dependency is not taken care of when calculating the 1-g averaged SAR, which involves integration
and averaging over a certain volume. It is therefore expected that the more locally constrained this volume,
the more accurate the SAR model [3].
To test this hypothesis, we use the same simulation set-up, calculate the maximum point SAR, and use that
data to fit the SAR model. The simulation-model correlation is shown in Figure 2.4. As can be seen, a
significant improvement of accuracy is obtained. In fact, since the SAR model comes directly from Maxwell's
equations, we would expect it to be exact when applied upon a single point. The only cause of deviation
in this case is the fact that the maximum position changes with the phase. Thus, the parameters in the
SAR model change as well. Indeed, when we record the point SAR at a single point in the phantom and
fit the SAR model based on that data, a very good agreement is obtained, as shown in Figure 2.5. For a
more intuitive comparison, we calculated the error norm for each case. The results are shown in Table 2.1.
Here we also include the results for 10 g averaged SAR. The data agrees well with our above anticipation
[3].
Since it is the 1-g averaged SAR, not the point SAR, that the regulatory standards seek to control, it
is desirable to improve the model accuracy for averaged SAR. One approach seems to be to improve the
SAR model, possibly incorporating higher order terms, as will be shown in Section 2.2. Inspired by recent
developments in deep learning, we also propose a neural network based SAR model in Section 2.4. Another
viable approach would be to utilize this pointwisely correct simple model in the calculation of volume
averaged SAR. In fact, in real measurements, the averaged SAR is calculated using numerical integration.
It is desirable to first apply the SAR model to quadrature points and then do the averaging numerically.
This idea would be utilized in a fast SAR evaluation scheme that is demonstrated in Chapter 4.
9
Figure 2.4: SAR model accuracy: maximum point SAR.
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Figure 2.5: SAR model accuracy: SAR at a single point.
Table 2.1: Mean square error of the SAR model for different definitions of SAR, f=1.8 GHz
Input power ratio 10 g 1 g point(Max) point
1:1 3.71 1.52 0.24 0.01
1:3 5.27 3.32 0.09 0.02
1:9 4.32 1.81 0.10 0.06
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2.2 Higher Order SAR Model
To improve the modeling accuracy and the predictive power of the average SAR model in 2.9, a high-order
SAR model is proposed in this section. Since many factors—including the operation frequency, the form of
antennas, the shape and electromagnetic property of the object and the relative locations of the antenna
and the object—will affect the location of the maximum average SAR, it is very difficult to incorporate the
location change into a simple model in a direct and physical manner. As a result, here we only try to devise
the high-order model from the mathematical perspective.
Since the desired SAR model projects the phase difference θ to the maximum average SAR, which is math-
ematically a periodic function of θ with a periodicity of 2π, it is natural to expand the SAR in terms of a
Fourier series as
SAR(θ) = a0 +
N∑
n=1
ancos(nθ + θn) (2.11)
whereN represents the order of the SAR model, a0, an and θn are the model parameters yet to be determined.
For an Nth order model, the total number of model parameters will be 2N + 1. In view of this, (2.9) can
be referred to as the first-order SAR model for average SAR evaluation. Once the model parameters are
determined by curve fitting based on either numerically simulated or experimentally measured data, the
high-order SAR model in (2.12) can be used to efficiently and accurately calculate and predict the SAR in
various scenarios. As a closed form SAR model, it can also be applied conveniently as a radiation/exposure
constraint [4, 5] in the optimization of the system performance of a communication system with multiple
antennas [6, 7, 8, 9].
2.3 The SAR Model for Multiple Transmitters
We can extend the SAR model in (2.12) to cases where there are more than two antennas transmitting
simultaneously. As a demonstration, we here develop the SAR model for three antennas.






amncos(mθ + θmn)cos(nφ+ φmn) (2.12)
where θ and φ stand for the phase differences between antennas 1 and 2 and antennas 1 and 3, respectively,
and amn, θmn and φmn are the model parameters to be determined from data. The model in (2.11) can be
further generalized to include more transmitters by introducing corresponding terms and coefficients, which
is not discussed in this thesis.
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Figure 2.6: Antenna configuration.
Figure 2.7: SAR model for the three-antenna transmitter.
Here we present the validation results for the first-order three-antenna SAR model. The antenna element
is the same as that in the previous simulations, while the whole array configuration is shown in Figure 2.6.
We use θ1 to denote the relative phase difference between antenna 1 and antenna 2, and θ2 for antenna 1
and antenna 3. The simulation result is shown in Figure 2.7, which clearly shows the sinusoidal dependency
upon phase differences between antennas.
2.4 A Neural Network Model for SAR
The higher order SAR models can significantly improve the prediction accuracy. There is however one major
drawback: with the model order increasing, there are more parameters to be fitted and as a result more
data are needed. Also, as shown in the figure, higher order models are more prone to overfitting, meaning
that even though the model accuracy is increasing on the training data, the predicting power drops. As an
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alternative, we propose in this section a neural network based SAR model, which address these issues.
2.4.1 Basics of Neural Networks
Neural networks and deep learning are revolutionizing every field in artificial intelligence (AI) [10]. In
a nutshell, neural networks can be considered as general function approximators whose parameters can
be learned efficiently using backpropagation and gradient descent. The idea of using neural networks for
approximating functions originated with perceptrons, which were inspired by the information processing of
neurons. A neuron accepts input signals via its dendrites, which pass the electrical signal down to the cell
body. In a similar way, the perceptron receives input signals from examples of training data that we weight
and are combined in a linear equation called the activation. The activation is then transformed into an
output value using a transfer function. In this way, the perceptron can be used as a classifier. Figure 2.8
shows a single neuron.
Figure 2.8: An example of a single artificial neuron.




i=1Wixi + b), where f(x) is called the activation function or the transfer function. Some typical










Figure 2.9 shows what these functions look like.
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Figure 2.9: Activation functions: sigmoid and hyperbolic tangent.
Activation functions inject nonlinearity into the neural network model and play an important role. The
choice of activation functions is crucial yet largely empirical. Other widely used activations include the
rectified linear unit (ReLU), parametric ReLU (PReLU) [11], and leaky ReLU [12].
A neural network is assembled by stacking many of the simple neurons, so that the output of a neuron can
be the input of another. Figure 2.10 shows a simple neural network.
Figure 2.10: An example of a neural network.
In this figure, circles denote the nodes in the network. The circles labeled +1 are bias units. The leftmost
layer of the network is called the input layer, and the rightmost layer the output layer (which, in this example,
has only one node). The middle layer of nodes is called the hidden layer because its values are not observed
in the training set. We also say that our example neural network has 3 input nodes (not counting the bias
unit), 3 hidden nodes, and 1 output node. Information will flow from the input layer to the output layer
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through the neural network as follows:
z(2) = W (1)x+ b(1)
a(2) = f(z(2))
z(3) = W (2)a(2) + b(2)
hW,b(x) = a
(3) = f(z(3)) (2.15)
where z
(l)




i ) denotes the
activation of unit i in layer l. hW,b(x) is the final predicted output for the given input x.
More generally, if we use a(1) = x to denote the values from the input layer, then given layer l’s activations
a(l), we can compute layer l + 1’s activations a(l+1) as:
z(l+1) = W (l)a(l) + b(l)
a(l+1) = f(z(l+1)) (2.16)
A neural network can have many hidden layers with any number of nodes in each layer. With more com-
plicated models come more powerful modeling capacity. No matter how many layers or nodes they have,
neural networks can be trained using backpropagation and gradient descent. A well-trained neural network
can be used as a function approximator [13].
A neural network can be trained using algorithms such as gradient descent. The goal is to minimize the
objective function, also called the loss function:




where W and b are the parameters of the network. We can see that the loss function is a function of input
x and true label y, dependent on its parameters W and b. The gradient with respect to W and b can be
calculated using backpropagation. The backpropagation algorithm works as follows:
1. Perform a feedforward pass, computing the activations for layers L2, L3, and so on up to the output
layer Lnl.
















i is the error term that measures how much node i is responsible for any error in the
final output. For the error terms in the hidden layers, we can compute the error term δ
(l)
i based on a
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weighted average of the error terms of the nodes that uses ali as an input, which gives us (2.19)
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J(W, b;x, y) = δ
(l+1)
i (2.21)
After the gradients are obtained using backprogation, we can update the parameters W and b using the





















In practice, a more memory efficient version of (2.22) is used called the mini-batch gradient descent or
stochastic gradient descent, where a small batch of training data is used for updating the network parameters.
There are lots modern improvements of stochastic gradient descent that adjust the learning rate adaptively
for each parameter and during the training process, which consistently outperform vanilla versions of gradient
descent [14, 15, 16].
Beyond the simple feed forward neural network, there are various other architectures developed and success-
fully used, most notably the convolutional neural network (CNN) for image processing [17] and the recurrent
neural network (RNN) for time series processing [18].
2.4.2 The Neural Network Model for Predicting SAR
For the purpose of modeling SAR, we used a three-layer neural network with 6, 3 and 1 units in each layer
respectively, resulting in a total of 37 parameters to be learned. Although it seems that there are a lot more
parameters in the neural network model than the high-order SAR model in (2.12), it will be shown that
this neural network does not require many data to train, and is less prone to overfitting due to a special
architecture called the dropout layer [19]. Figure 2.11 shows the training curve of the neural network, where
we observe a steady decrease of the mean squared error as the training iteration goes on.
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Figure 2.11: Training curve of the neural network model.
We trained the neural network SAR model on various datasets, including difference operating frequencies
and input power ratios. Figures 2.12, 2.13 and 2.14 show the comparison between neural network models and
first- and third-order simple SAR models. In cases where the inputs are symmetrical, simple SAR models
perform fairly well. But in other cases their accuracy becomes suboptimal. The neural network model, on
the other hand, is seen to give superior accuracy under all scenarios.
Table 2.2 lists the mean squared errors of the neural network model for average SAR and compares them
with the first- and third-order SAR model. It is seen that the neural network model improves the model
accuracy significantly, without requiring more data. It is worth noting that despite having more parameters,
the training time for the neural network model does not increase significantly, whereas the prediction time
at the inference stage is on the same level as that for high-order SAR models.
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(a) SAR Model Comparison: 1.8 GHz, P1:P2=1:9 (b) SAR Model Comparison: 1.8 GHz, P1:P2=1:3
(c) Relative Error: 1.8 GHz, P1:P2=1:9 (d) Relative Error: 1.8 GHz, P1:P2=1:3
Figure 2.12: Accuracy of the neural network model: maximum point SAR at 1.8 GHz.
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(a) SAR Model Comparison: P1:P2=1:1 (b) SAR Model Comparison: P1:P2=1:3
(c) Relative Error: P1:P2=1:1 (d) Relative Error: P1:P2=1:3
Figure 2.13: Accuracy of the neural network model: maximum point SAR at 2.3 GHz.
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(a) SAR Model Comparison: 1.8GHz, P1:P2=1:1 (b) SAR Model Comparison: 1.8 GHz, P1:P2=1:3
(c) Relative Error: 1.8 GHz, P1:P2=1:1 (d) Relative Error: 1.8 GHz, P1:P2=1:3
(e) SAR Model Comparison: 2.3 GHz, P1:P2=1:1 (f) Relative Error: 2.3 GHz, P1:P2=1:1
Figure 2.14: Accuracy of the neural network model: 1-g averaged SAR.
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Table 2.2: Training error of the average SAR for different SAR models
Frequency Input power ratio 1st Order SAR Model 3rd Order SAR Model Neural Network Model
1.8 Ghz 1:1 1.71 0.14 1.8e-3
1.8 GHz 1:3 3.32 0.29 5.4e-3
2.3 GHz 1:1 2.32 0.10 2.0e-3
Note that for each case we collect 37 data points from simulation, among which 25 are used for training
while the remaining 12 are kept away. Table 2.3 shows how the neural network model performs on unseen
data.
Table 2.3: Prediction error of the average SAR for different SAR models
Frequency Input power ratio 1st Order SAR Model 3rd Order SAR Model Neural Network Model
1.8 Ghz 1:1 2.42 0.41 2.6e-3
1.8 GHz 1:3 3.97 0.79 7.2e-3
2.3 GHz 1:1 2.71 0.77 2.9e-3
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CHAPTER 3
SAR CONCERNS AT THE MILLIMETER-WAVE RANGE
The increasing investigations of millimeter-wave (mm-wave) technologies [20] have stimulated interests in,
as well as concerns about, biological safety at mm-wave frequencies. On one hand, more research on mm-
wave biological effects is needed for accurately evaluating the potential health hazards related to mm-wave
exposure [21, 22]. On the other hand, it is also necessary to evaluate the current safety standards, which
have been established for more than ten years going back to when the mm-wave regime did not attract as
much attention as it does today. As of today, it is generally accepted that biological heating is still the
major source of safety concerns at mm-wave frequencies, although changes such as smaller skin depth do
exist [23]. It is desirable to investigate the implications of these changes for our SAR model. In this chapter,
we first explore what modifications will be brought to the proposed SAR model in (2.8). Then we show the
validity of the proposed SAR models at mm-wave frequencies. Next, we propose a simplified SAR model
that is applicable at this frequency band based on the characteristics we uncovered in Section 3.1 and provide
validations of the simplified mm-wave SAR model.
3.1 Implications and Modifications at mm-Wave Frequencies
3.1.1 The Single Layer Skin Model
In the simulations, we adopt a single layer skin model to represent the presence of human tissues near
the radiating antennas. The use of a single layer model is based on the following reasoning and validated
later.
• The skin layer in the human body is usually 2-4 mm thick, depending on location.
• The skin depth of human skin tissue at mm-waves is usually within 3 mm, as can be seen from Figure
3.1.
As a result, a single layer of 3 mm should be sufficient to model the effect of human tissues [24].
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Figure 3.1: Skin depth of the skin tissue at different frequencies.
As a validation, we set up two sets of simulations. Figure 3.2 shows two human tissue models, one consisting
of a single layer of 3 mm, with ε′r = 26, ε
′′
r = 14 and ρ = 1000 kg/m
3
, and another one consisting of a
second layer representing fat, with a thickness of 1.5 mm, ε′r = 22, ε
′′
r = 6 and ρ = 800 kg/m
3
. We use a
dipole antenna resonating at 60 GHz as the radiation source, and calculate the SAR induced in the tissue
models. The simulation results are shown in Figure 3.3. As can be seen, fields die out before reaching the
end of the first layer. In addition, the SAR patterns as well as the calculated maximum SAR are almost
identical in both cases. These results validate the adoption of the single layer tissue model at mm-wave
frequencies.
Figure 3.2: Single layer skin model validation: layout.
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Figure 3.3: Single layer skin model validation: simulation results.
3.1.2 Antenna Separation Effect
In this section, we want to investigate whether the SAR model becomes inaccurate when antennas are farther
apart. The rationale for doing this experimentation is that at higher frequencies, antennas in mobile devices
can be positioned at larger distances in terms of wavelength. We want to see how this can potentially affect
the accuracy of our SAR model. For this purpose, we fix the operating frequency of the two patches and
gradually increase their separation. As shown in Figure 3.4a, as the antenna separation becomes larger, the
mutual coupling between the antennas becomes less significant, indicated by the smaller value of S21. Figure
3.4b shows that when the separation is greater than one wavelength, grating lobes will appear.
(a) S-parameter variation.
(b) Grating lobes appear.
Figure 3.4: Effect of antenna separation.
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Figure 3.5: SAR model accuracy versus antenna separation.
For each separation case, SAR model accuracy is recorded in terms of the mean squared error calculated
with the following procedure:
• The phase difference between antenna 1 and antenna 2, denoted as φ2 − φ1, changes from 0◦ to 360◦.
At each phase difference, the SAR is calculated from the simulation results and recorded. So we have
SARsimulation.
• Based on these data, we can obtain the parameters of the SAR model based on least square fit. Then
from the model, we calculate the SAR at each phase difference. So we have SARmodel.
• We calculate the relative difference between SARsimulation and SARmodel, and then the 2-norm of this
error vector.
The model accuracy is recorded at different separations and shown in Figure 3.5. As can be seen, no obvious
change occurs when the antennas get farther apart.
3.1.3 SAR-PD Correlation
As mentioned in Chapter 1, another regulatory criterion which is used commonly used for radiation evaluation






PD can be a useful measure of the EM exposure when the radiation source is in the far field. In the






where Gt is the transmitting antenna gain in linear scale, Pt is the power fed into the antenna, and d is the
distance from the antenna to the observation point. The major advantage of PD is its ease of calculation.
However, since PD takes into account only the radiation source while ignoring the effect of scattering objects,
it is not traditionally used when the antennas are in close proximity.
Based on Equation (3.2), we can calculate the power density of the radiating antennas and then obtain the
correlation coefficient between SAR and PD. To this end, the distance between the antennas and the tissue
is kept to be π2 , while the operating frequency changes and the antennas are modified accordingly. As shown
in Figure 3.6, the correlation is significantly improved at higher frequencies. The improved correlation could
result from two possible reasons: (1) As the frequency goes higher, the measuring position becomes closer to
being in the far field region. (2) The SAR becomes more localized at higher frequencies. This result implies
that the PD could be an alternative quantity to measure EM exposure at mm-wave frequencies. We will
utilize the SAR-PD relationship in building the simplified mm-wave SAR model in Section 3.3.
Figure 3.6: SAR-PD Correlation as frequency increases.
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3.2 Validation of the SAR Models at mm-Wave Frequencies
3.2.1 Antenna Configuration
In order to validate the SAR models proposed in Chapter 2, we need to collect SAR data at mm-wave bands.
For simulation in the mm-wave frequency range, the microstrip antenna is used due to its practicality and
ease of implementation in real applications. The antenna configuration is shown in Figure 3.7a, where the
S-parameters when the two patches are separated by 0.5λ is shown in Figure 3.7b. As shown in Figure
3.7b, for an operating frequency at around 30 GHz, the dual-patch works well and has a minimum mutual
coupling. The same microstrip antenna is also scaled to work at 100 GHz, consisting another test case.
(a) Antenna geometries
(b) S11 and S21, when s = 0.5λ
Figure 3.7: Model set-up: antenna configuration.
3.2.2 Validation Results
The results of SAR model validation are shown in Figure 3.8 and Figure 3.9. We used both first- and
third-order simple SAR models in (2.12) and the neural network SAR model. The results show that the
SAR models proposed in Chapter 2 remain valid at mm-wave frequency bands. They also demonstrate the
superior accuracy of neural network models.
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(a) A comparison of the SAR models
(b) SAR Model validation: relative error
Figure 3.8: SAR model validation at 30 GHz.
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(a) A comparison of the SAR models
(b) SAR Model validation: relative error
Figure 3.9: SAR model validation at 100 GHz.
We also test the SAR model in (2.11) for three antennas operating in the mm-wave frequency range. The
antenna element is chosen to be the same as that in Figure 3.7a, while the separation is chosen to be π2 . All
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three antennas are excited with a 1 W total transmitted power, while the phase differences between antenna
3 and antenna 1 (φ3 − φ1), as well as those between antenna 2 and antenna 1 (φ2 − φ1), change. In order
to model the SAR, we pick one fixed point in the body object. We then sample 18 phase difference pairs
(φ3 − φ1 , φ2 − φ1), record the SAR at the chosen point for each case and fit the SAR model. The surface
plot in Figure 3.10 shows the modeled SAR.
Figure 3.10: SAR model for three transmitting antennas.
In Figure 3.11, two cross-sections of the 2-D surface plot are depicted. In Figure 3.11a, φ3 − φ1 is kept to
be 0 while φ2 − φ1 varies, whereas in Figure 3.11b, φ2 − φ1 is kept to be 0 while φ3 − φ1 varies. As can be
seen, these results show good accuracy of the model.
3.3 A Simplified mm-Wave SAR Model
Motivated by the results reported in Section 3.1, we seek a simplified SAR model at mm-wave frequencies.
We try to utilize the very small skin depth, the exponential decay feature, the higher SAR-PD correlation,
and the fact that at very high frequencies, incident waves start to look like plane waves due to their short
wavelength [25]. Based on this thinking, we propose the mm-wave SAR model as follows.
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(a) φ3 − φ1 = 0
(b) φ2 − φ1 = 0
Figure 3.11: Cross sections of the three-antenna SAR model.
3.3.1 Derivation of the mm-Wave SAR Model
We first model the skin depth effect of SAR. We have
SAR(r) = SAR0(r)e
−2η/δ (3.3)
where δ is the skin depth, and SAR0(r) is the SAR value at the surface of the object to which r projects.
We can model this quantity using the incident power density, based on our discovery that SAR and PD have
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where Pinc(r) is the incident power density at the projection point of r on the surface, Γ is the reflection
coefficient of the skin (making 1 − Γ2 the power transmission coefficient) and ρ is the tissue density. Both
Γ and δ are dependent on the permittivity of the tissue ε? = ε
′ + jε′′. The tissue conductivity is related to





where fc is the transmission frequency and ε0 is the permittivity of free-space.
The skin depth δ , which is defined as the distance that electromagnetic radiation travels into a material







At mm-wave frequencies, the skin depth will be much less than 1 cm.
The power transmission coefficient can be calculated as T = 1 − |Γ2|, where the reflection coefficient Γ for




ε∗ − sin2 γi
cos γi +
√
ε∗ − sin2 γi
ΓTM =
ε∗ cos γi −
√
ε∗ − sin2 γi
ε∗ cos γi +
√
ε∗ − sin2 γi
(3.7)
where γ is the incident angle.
For now, compliance with the exposure limits is determined using the volume averaged SAR, typically over







Equations (3.3), (3.4) and (3.8) constitute the mm-wave SAR model, which provides an efficient way of
approximately evaluating SAR. Notice that in the SAR model the approximation mainly comes from (3.4),
where we treated the incident wave due to antenna radiation as a plane wave coming from far away. This
approximation will become more and more trivial as the operating frequency increases, rendering the model
more accurate.
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3.3.2 Validation of the mm-Wave SAR Model with Plane-Wave Excitation
We first validate the simplified mm-wave SAR model with plane-wave excitation. The simulation set-up is
shown in Figure 3.12. We use a cylindrical tissue of size r = 10 mm, h = 20 mm with dielectric properties
of εr = 8, σ = 36 s/m and ρ = 1020 kg/m
3. At 60 GHz, this translates to a skin depth of δ = 0.48 mm. The
incident wave propagates in the ŷ direction and is linearly polarized in the x̂ direction.
Figure 3.12: Simulation configuration.
We first validate that SARpeak = kPinc, where k is a coefficient relating incident power density and the peak
surface SAR. Figure 3.13 shows this relation. Since the the incident power density is related to the E field
magnitude as P = |E|
2
η , we can also plot the peak surface SAR versus incident E field magnitude, which is
shown in Figure 3.14.
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Figure 3.13: Peak surface SAR vs. incident power density.
Figure 3.14: Peak surface SAR vs. incident E field magnitude.
The peak surface SAR should increase quadratically with E field magnitude, which is shown in Figure 3.14
as the model line. Note that the coefficients determined from simulation data match perfectly with the
model.
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We next validate the exponential decay property. Figure 3.15 plots the point SAR against depth into the
surface. The points are taken along the normal incidence direction.
Figure 3.15: Exponential decay plot for plane-wave excitation.





So the ratio of two successive SAR values should be e
2(z2−z1)
δ = 8.32 for this specific setting. The simulation
results give us the ratio as 6.9519, 8.3364, 8.5944, 8.5579, 8.4247, 8.8719, 8.2567, 7.9666. As shown in Figure
3.16, simulation data matches the model well.
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Figure 3.16: Exponential decay parameter validation for plane wave excitation.
3.3.3 Validation of the mm-Wave SAR Model with Dipole Excitation
In this section, we validate the simplified mm-wave SAR model using dipole antennas as excitation. The
simulation set-up is shown in Figure 3.17. We use a cylindrical tissue of size r = 10 mm, h = 20 mm with
dielectric properties of εr = 8, σ = 36 s/m and ρ = 1020 kg/m
3. At 60 GHz, this translates to a skin depth
of δ = 0.48 mm. We first design the dipole antenna which resonates at around 60 GHz when the tissue is
present. The designed dipole has a dimension of L = 1.97 mm and R = 0.03 mm, where L is the total length
and R is the radius. Figure 3.18 shows the simulated S11 of the designed dipole. After that, we set up two
dipole antennas separated 4 mm apart. The dipoles are excited with a current source, where the excitation
signal is a modulated Gaussian and the amplitude is denoted by I.
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Figure 3.17: Simulation configuration.
Figure 3.18: S11 of the designed dipole.
We first validate the SAR-Pinc relation given by SARpeak = kPinc. Note that the incident power onto the
tissue should be quadratically related to the incident electric field. Since the magnitude of the electric field
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Hence the peak surface SAR should increase quadratically with the amplitude of the excitation current I.
Figure 3.19 shows the log-plot of SAR vs. log(I). The blue line corresponds to the situation where only
port 1 is excited while port 2 is terminated with a matched load. The orange line shows the case where
both ports are excited with the same amplitude and in phase. When excited with a single port, the SAR
distribution will be asymmetric. Nevertheless, the relation is still valid.
Figure 3.19: Peak surface SAR vs. amplitude of excitation current.
We next validate the exponential decay feature with dipole excitations. Figure 3.20 shows the point SAR
against depth into the surface. The points are taken along the normal incidence direction for the two-port
dipole, whereas for the single-port case, the points are taken in the oblique direction. As shown in Figure
3.20 (a) and (b), both cases validate the exponential decay rule.






So the ratio of two successive SAR values should be e
2(z2−z1)
δ = 3.4278 for this specific setting. For the
two-port excitation, the simulation results give us the ratio as 3.5184, 3.5648, 3.6183, 3.6187, 3.4812, 3.5134,
3.5539, 3.6061,... As shown in Figure 3.21, simulation data match the model well. The result for the
single-port excitation is similar.
(a) Two-port excitation.
(b) One-port excitation.




Figure 3.21: Exponential decay parameter validation for dipole excitation.
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CHAPTER 4
FAST EVALUATION TECHNIQUES FOR SAR
The measurement of SAR for mobile devices with multiple antennas has been standardized. For each phase
combination of the excitation signals, an initial two-dimensional scan (area scan) is performed in the phantom
on a surface at a fixed distance. This is followed by a higher resolution three-dimensional scan (volume scan),
from which post-processing is applied to determine the peak mass-averaged SAR. The scanning of the electric
field is performed by moving a probe throughout the liquid, which in itself is time-consuming. This is further
exacerbated by the need of a phase scan, sweeping the phase difference between antennas from 0◦ to 360◦
with a phase step. Obviously, if there are N transmitting antennas and the phase step is chosen to be φ,
(360/φ)N−1 repetitive phase scans are necessary, resulting in a tremendously long measurement time.
To address this issue, researchers have developed several fast evaluation schemes. In [5] for example, the
authors proposed to utilize the ẑ dependence of the electric field to reduce the time needed for the volume
scan. Since mobile devices usually did not have multiple antennas in 1997 when it was published, [5]
did not address the problem associated with phase scan. This problem is addressed in [6], where the
linearity of Maxwell's equations is utilized, and the phase dependence of SAR is modeled to accelerate the
measurement. But in [6], the authors only worked with point SAR on a 2-D plane, and they used the 2-D
point SAR distribution as the benchmark. This leaves room for more work on this subject matter, which is
the motivation for this chapter.
4.1 The Fast Evaluation Scheme
4.1.1 The Depth Dependence
For the fast evaluation of SAR, we first utilize the depth-dependence of the electric field. It is well understood
that the electric field decays exponentially in the longitudinal direction inside a dielectric. Since the SAR at
a single point is directly proportional to the electric field squared, we would expect that point SAR obey the
exponential decay rule as well, which is validated in Figure 4.1. Thus, if the SAR on the surface is denoted
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Figure 4.1: Exponential decay behavior of the point SAR.
as SAR(x, y) , then the SAR at a distance zd away from the surface becomes:
SAR(x, y, zd) = SAR(x, y)× α1e−α2zd (4.1)
where α1,α2 are coefficients to be determined. In its most general sense, α1 and α2 are variables for each
point in each specific measurement environment. However, we find that as shown in Figure 4.2, it turns
out that α2 is almost a constant independent of the phase difference between antennas or the transverse
position. As a result, only one pass of measurement is sufficient to determine its value.
Figure 4.2: α2 variation against phase difference and transverse position.
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4.1.2 The Phase Dependence
The phase dependence of SAR comes directly from the linearity of Maxwell's equations. Suppose we have
two transmitting antennas; the total electric field at a given point consists of the contribution from both
antennas, and is given by
E = E1 + E2e
jβ (4.2)
where β is the phase difference of the two elements, E1 and E2 are the electric fields radiated from the two





its dependence on the phase difference can be modeled as
SAR = α0 + α1e
−jβ + α2e
jβ (4.4)
where α0, α1 and α2 are position-dependent constants to be determined. For any given point, the model
itself is accurate since it is based directly on the linear superposition principle. As a result, only three
groups of data are necessary in order to determine α0, α1 and α2. However, in practice, the measurement
will inevitably introduce some error. Hence it is more desirable to perform more than three scans and fit
these constants out of an over-determined system. Once these coefficients are determined, the SAR at the
given point for any phase difference can be calculated based on the model. For a surface distribution, each
point at the surface needs to be treated and dealt with individually.
As a validation, we present the SAR surface distribution for the previous simulation set-up in Figure 4.3.
To determine α0,α1 and α2 , the simulation was performed seven times at β = 0
◦, 60◦, 120◦, ..., 360◦. After
this, the SAR patterns at β = 90◦, β = 270◦ and β = 315◦ are calculated using the model, and validated
against the simulation results. For a clearer comparison, we plot the SAR along the x̂-axis at y = 0 for
the above cases in Figure 4.4. As can be observed from all these figures, the SAR model has exceptional
accuracy when used to calculate the point SAR with any phase difference.
4.2 Mass-Averaged SAR Calculation and Post-Processing
For a spatial resolution of dx×dy, we need the electric field value at Ns = (x/dx)×(y/dy) points on a surface,
a minimum of Nβ = 3 evaluations for the phase difference, and Nz = 2 evaluations for the z-dependence.
As a result, a total number of NsNβNz electric field evaluations are sufficient to fully reconstruct the 3-D
SAR distribution. Based on this data, the mass-averaged SAR can be calculated, which is then used to
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(a) β = 90◦
(b) β = 270◦
(c) β = 315◦
Figure 4.3: SAR pattern comparison at z = 1.5 mm. In each sub-figure, the pattern on the left is obtained
using the SAR model, whereas the pattern on the right is the simulation result.
determine whether regulatory standards are met. To test this scheme, we first carry out the simulation and
record the SAR at two surfaces z = 0 and z = −0.5 mm, with a resolution of dx = dy = 0.25 mm. We
run the simulation for 7 phase combinations, with ∆β = 60◦. After obtaining all these data, the averaging
algorithm as specified in IEEE C95.3 is applied and the 1-g averaged SAR is calculated. For the numerical
integration, Gaussian quadrature [27] is used. The result is shown in Figure 4.5. This scheme can achieve
great accuracy while significantly reducing the evaluation time.
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(a) β = 90◦ (b) β = 270
◦
(c) β = 315◦
Figure 4.4: Point SAR along the x̂-axis. z = 1.5 mm, y = 0.




SAR exposure constraints are an unavoidable part of every portable communication system, and many
devices in widespread use are transmitting near their exposure limits. However, there has been little work
in forming models for SAR and incorporating these models early into the design of transmission systems
to mitigate SAR. As we have shown, by using multiple antennas transmitting concurrently, SAR could be
reduced when proper excitations are used. This property can be greatly utilized when designing future
communications code. The SAR model developed here could serve as a powerful tool.
We have proposed various SAR models for different scenarios. For point SAR, the simple first order SAR
model proves to be accurate and efficient to fit. For max SAR or average SAR, we have the higher order SAR
model and the neural network based SAR model, both providing much improved accuracy. If evaluating
SAR is the main purpose, the neural network model will be more versatile and accurate, and less prone
to overfitting. On the other hand, if the model is to be incorporated into the design and optimization
of communication codes, the closed form higher order model will be a better choice. The validity of the
proposed SAR models is tested in various configurations and at different operating bands.
Finally, we demonstrated ways to utilize the proposed SAR model in building a fast SAR evaluation scheme
to achieve orders of magnitude reduction in simulation or measurement time for SAR compliance tests.
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