The accuracy and confidence in simulation results by water distribution system (WDS) models are normally affected by uncertainties of input parameters. Efforts to reduce the uncertainties have been through calibration of the model. However, in WDS modelling of large pipe networks, data collection for model calibration is very expensive and requires selection of appropriate nodes and pipes for their measurement. This study proposed a new approach to determine the most sensitive pipes and nodes in a water distribution network for selection as points for calibration of hydraulic and chlorine decay models. The approach is based on computation of sensitivity indices of model input parameters by applying method of Elementary Effect. The nodes or pipes with high values of sensitivity indices of the input parameters are selected for model calibration. Application of the proposed sampling approach gave more reliable results compared to the most widely used derivative based method of sampling design for calibration of WDS models. The proposed approach can also be applied to determine appropriate positions in the pipe network for monitoring of pressure, flow and chlorine concentration for operation and management of the WDS.
Introduction
Water distribution system (WDS) models have been used by many engineers, consultants and researchers for planning, design, operation and management of piped water supply systems. The models perform hydraulic and water quality simulations for pressurized pipe networks. However, accuracy of a WDS model prediction is greatly affected by parameter uncertainties due to factors such as pipe network skeletonization, pipe age, inaccurate measurements and aggregation of water demand to the selected junctions [1] . Efforts have been made in the past to reduce uncertainties in WDS models through input parameter estimation during model calibration [1] . However, the effectiveness of model calibration depend on quality and quantity of data that are used for estimation of input parameters [2] . The process of data collection for calibration of large WDS model is very costly and therefore, proper decisions have to be made, especially in ensuring; (1) what data to measure, (2) where to measure the data (3) when to measure the data and (4) under what conditions to measure the data. To identify suitable locations for measurements of field data for WDS model calibration, proper sampling design is very significant.
Several techniques for sampling design have been proposed for WDS model calibration. One of the earliest suggestions was by Walski [2] . He observed that pressures for model calibration should be measured near points of high demand, preferably at the remote areas of the network. Yu and Powel [3] , approach attempted to optimize sampling design for calibration of WDS. In their method, covariance analysis was first used to compute the sensitivity matrices of state variables at proposed meter locations. Then conjugate gradient optimization method was applied to obtain the optimal meter placement locations for measurement of the state variables. Bush and Uber [4] , proposed a method based on determination of sensitivity coefficients of input parameters using first order covariance analysis to determine the locations for measurements in tracer studies and for pressure logging in the WDS. The locations for measurements were ranked according to their normalized sensitivity coefficients using max-sum ranking criteria. Meier and Barkdoll [5] , applied genetic algorithms (GA) to determine locations for measurements of flow rates in pipe networks by optimizing total length of pipes with non-negligible flow velocity defined as velocity equal to or greater than 0.3 m/s. De Schaetzen, et al. [6] , demonstrated the use of shortest path algorithms and Shannon entropy function to compute and ranked sensitivity matrices of pipe roughness coefficient to select pressure monitoring locations within the WDS. The optimal monitoring location was then determined by genetic algorithm (GA). Lansey, et al. [7] , used heuristic approach to prioritize the demand conditions under which data measurements were collected. The authors also demonstrated the use of firstorder second moment (FOSM) to determine the sensitivity indices of the pipe roughness coefficients from which the nodes for pressure recording were identified. Kapelan, et al. [8] , formulated two objective functions that minimize the first order covariance matrices of pipe roughness coefficient and total sampling design costs. The objective functions were then solved using a multi-objective genetic algorithm (MOGA) to obtain optimal locations for pressure recording. Kapelan, et al. [9] , extended the work of Kapelan, et al. [8] . They compared the same optimization problem using MOGA and single objective genetic algorithm (SOGA). The MOGA performed better than the SOGA method. Behzadian, et al. [10] , suggested an approach that maximize the calibrated model accuracy and minimize sampling design cost. The FOSM method was used to approximate both input parameter covariance matrix and model output covariance matrix. The optimal sampling design problem was solved by using a multiobjective genetic algorithm and adaptive neural networks (MOGA-ANN). Kang and Lansey [11] , developed a method that quantify uncertainty in nodal demand and pressure using FOSM. They then minimized the uncertainty and absolute error between estimated and observed values of demand using MOGA. Morosini, et al. [12] , suggested an approach to sampling design based on effects of variations in pipe roughness coefficient and water demand on pressure and flow rate in the WDS. In their method, the sensitivity matrices for pipe roughness coefficient and water demand were computed at the nodes and pipes using a modified FOSM and ranked. Xie, et al. [13] , proposed one of the most recent sampling design techniques, which optimized sensitivity matrices of wall decay coefficient using mixed integer programming (MIP) to identify the optimal locations for chlorine measurement in the WDS. It can be observed from the literature reviewed that previous sampling design techniques for model calibration has been based on sensitivity analysis of the input parameters at nodes and pipes of the WDS. The most frequently used input parameters for model calibration are pipe roughness coefficient and water demand for hydraulic model and wall decay coefficients for chlorine decay model. A derivative based FOSM method was widely applied to compute the sensitivity indices of the input parameters.
The aim of this paper is to propose a new approach based on sensitivity analysis by Elementary Effect (EE) to determine the most sensitive pipes and nodes for calibration of hydraulic and chlorine decay models. The first part of the study review briefly hydraulic and chlorine decay models of WDS and the technique of sensitivity analysis by EE, followed by outlines of procedures for the proposed sampling design. The last part illustrates the application of the proposed sampling design to two networks and present results and interpretations.
Study Method

Hydraulic and Chlorine Decay Models
Hydraulic model is a system of equations that are derived by applying the principle of conservation of mass and energy to the pipe network under steady-state conditions. The conservation of mass is applied at the pipe junction/node as given in equation (1) [14] [15] [16] [17] [18] .
where; = flow rate in pipe at junction (inflows are considered positive and the outflows are considered negative), = water demand at the junction, and = number of pipes at the junction.
The conservation of energy equation for pipe network is applied at the loop as given in equation (2) [14, 15] .
where;
= number of pipes in the network loop ( ), = number of pumps adding head in the network and ( ), = head added by pump and = the difference in energy between two points in the network.
= head loss across the length of pipe (m) given by equation (3). where; = pipe flow rate, = exponent on flow rate term and = pipe resistance coefficient. given by HazenWilliams equation (4) [17, 18] .
where; = unit conversion factor, = pipe diameter, = pipe length and = pipe roughness coefficient Chlorine decay model is an equation based on the phenomena of advective-transport and reaction in the pipes. The model assumed that a dissolved substance in water travel down the length of a pipe with the same average velocity as water at the same time reacting at some rate. The advective-transport and reaction within a pipe is represented by the equation (5) [19] .
where; = pipes in the network ( = location along pipe , =time, = chlorine concentration in pipe at time = mean flow velocity in pipe provided from hydraulic analysis, = rate of change in chlorine concentration between inflow and outflow sections of differential section of pipe , = rate of change of chlorine concentration over time within the differential element of pipe , = chlorine reaction rate in pipe , assumed to be a first-order reaction given as a function of chlorine concentration by equation (6) [19] .
where; = chlorine concentration in pipe , = bulk decay coefficient, = wall decay coefficient, = mass transfer constant and = hydraulic radius of the pipe. Several software packages have been developed for hydraulic and water quality analysis in WDS, an example of such software is EPANET [20] .
Sensitivity Analysis by method of EE
Sensitivity analysis is a technique used to identify and rank important input variables/parameters of a model [21] . Morris [22] developed a sensitivity analysis technique based on the principle that if model input variables are changed by some amount, the variables that cause the largest variation in the output are the most important. This approach applies the concept of EE to calculate sensitivity indices which are used to measure the influence of model input variables on the output. Given a model , where; ) are independent input variables. The EE for the input variable can be defined by equation (7). where; = the sampling steps (an increase or decrease in input variables). If is the number of levels, or values over which the variables can be sampled then, .
Morris [22] , proposed sensitivity measures and which are estimates for mean and standard deviation respectively of the EEs. Campolongo, et al. [23] , proposed the index which is the estimate of the mean of the absolute value of the EEs to be used as a sensitivity measures instead of . The use of is vulnerable to error when EEs contains both positive and negative elements because some effect may cancel each other during computation of the mean producing lower values of even for important variables. The use of is more convenient as it solves the problem of error associated with . The EE approach starts by building a sample matrix of input variables using sampling strategy proposed by Morris [22] . The model is simulated using the matrix, then EEs and sensitivity indices are computed. The values of and are the measures of sensitivity strength between input variables and the model output.
High values of and imply that a variable has high effect or influence on the model output compared to other input variables. On the other hand, an input variable with low values of and has small sensitivity associated to it and has a relatively low effect on the model output. A plot of the sensitivity indices, mean against standard deviation ranked the input variables in the order of their influence to the output of the model.
The Proposed Sampling Design approach
The proposed sampling design applies method of EE to compute the sensitivity indices and of model input parameters at different locations (nodes or pipes) within the pipe network under specific loading condition. The values of the sensitivity indices indicate the relative impact of the input parameters on the outputs of WDS model. There are three basic steps that have to be followed in this sampling design approach (Figure 1 ). The first step is to build a sample matrix of the input parameters at all the potential sampling locations in the pipe networks using Morris [22] sampling method. The sampling method assumed that input parameters are drawn from a continuous uniform distribution function. If is the number of input parameters with defined ranges (maximum and minimum values), is the number of sample points/trajectory and is the number of levels over which the parameters vary, then input sample matrix of rows and columns of input samples are produced. The second step is to run the WDS model for each set of the input sample matrix to produce the model output at the nodes or pipes. The number of WDS model computations/simulations will be equal to and the model output is a column vector of elements. The third step is to compute the EE and sensitivity indices and using the input sample matrix , ranges of input parameters, model output and trajectory . The sensitivity indices and are then ranked or plotted in a graph to identify the nodes or pipes with more impact or influence to the model outputs. Low values of and corresponds to low influence of the input parameter on the output of the WDS model. The nodes or pipes with high values of and plotted in the graph are selected for model calibration. 
Applications of the Proposed Approach
This section demonstrates the use of proposed approach in sampling design to select where in the network to calibrate hydraulic and chlorine decay models. Pipe roughness coefficients and wall decay coefficients were selected as parameters for calibration of hydraulic and chlorine decay model respectively. Figure 2 and Figure 3 are networks considered to illustrate the application of the proposed sampling design to a small and large WDS. The networks present the results of model simulation indicating pressure and chlorine concentration at a particular time. 
Network one
The hypothetical network one is used to illustrate the sampling design for calibration of hydraulic and chlorine decay model for a small network. The network consists of 11 nodes, 12 pipes, a tank, a pump, and a reservoir. The network is supplied with water by pumping and from the tank by gravity. All the pipes have roughness coefficient ( 100 with minimum and maximum values chosen as 90 and 120 respectively. Chlorine dosing rate used at the tank and reservoir is 1.0 mg/L. Wall decay coefficients ( for the pipes with their ranges of values and are as given in Table 1 . To generate the sample matrix X, sample size r= 4 and level of variation of input variables p=4 were chosen. A sample matrix X (48 rows by 2 columns) was generated by Morris sampling method for both hydraulic and chlorine decay models. The generated sample matrix X of the pipe roughness coefficients were used to compute the pressure at the nodes by running the model simulation for 48 times using EPANET. The sensitivity indices and were computed and presented in a table and plotted in a graph.
The sampling matrices and sensitivity indices were computed using customized SAFE MATLAB code developed by Pianosi, et al. [24] .
A comparison of the proposed sampling approach based on EE with FOSM was made. FOSM sensitivity indices were computed using a method proposed by Morosini, et al. [12] . A 10% variation in the pipe roughness coefficients was made and changes in nodal pressures used to compute the sensitivity indices. 
Network two
Network two was used to illustrate sampling design for calibration of chlorine decay model for a real large WDS. The network is for Phakalane WDS found in Gaborone city, Botswana. The network is reduced to 297 pipes, 212 nodes, a reservoir and a tank. The dosing rate for chlorine is 1.0 mg/L at the tank and global bulk decay coefficient is 0.23 day -1 . Due to the large network, pipes were categorized into 10 groups according to their diameter. Table 1 indicates the wall decay coefficient for each group G1 to G10 (in bracket) with their respective ranges. To generate the sample matrix X, sample size r= 4 and level of variation of input variables p=4 were chosen. A sample matrix X (44 rows by 2 columns) was generated by Morris sampling method for both hydraulic and chlorine decay models. The generated sample matrix X was used to compute pressure and chlorine concentration by running the model simulation for 44 times in EPANET. The sensitivity indices and were computed and plotted in graphs. Table 2 presents the computed values of the sensitivity indices for network one. Columns (A) and (B) are the results for computation using EE and column (C) using FOSM. Figure 4 is the plot of pipe roughness sensitivity indices μ against σ at the nodes in column (A) of Table 2 and Figure 5 is the plot of wall decay sensitivity indices μ against σ at the nodes in column (B) of Table 2 . Figure 4 shows the ranking of the first five nodes according to the influence of variation in pipe roughness coefficients on pressure in network one. Figure 5 shows the ranking of the nodes according to the influence of variation in wall decay coefficients on chlorine concentration in network one. Figure 4 and 5 also identify the first five nodes where variations in pipe roughness and wall decay coefficients have the highest influences on the pressure and chlorine concentration respectively. The first five nodes from Figure 4 are nodes J32, J31, J10, J21 and J11 labeled as X9, X8, X1, X5 and X2 respectively. The first five nodes from Figure 5 are nodes J31, J32, J22, J13 and J23 labeled as X9, X8 X6, X4 and X7 respectively. These are the points ranked as most appropriate for measurement of pressure and chlorine residual concentration for calibration of hydraulic and chlorine decay model when network one is supplied by the tank. However, a similar analysis can be performed to identify points for calibration when network one is supplied by the pump.
Results
Network one
A comparison of the proposed sampling approach based on EE with FOSM was made. Table 2 column (C) shows the results of sensitivity indices for pipe roughness computed using FOSM method. The results indicate that the first three nodes with the highest values of the sensitivity index are nodes J32, J31 and J10 which correspond to those found using EE method. Figure 6 and 7 are examples of plots of wall decay coefficients sensitivity indices for the 10 pipe groups in network two. Figure 6 is for pipe group two (G2) and Figure 7 for pipe group four (G4). These figures specify the top 5 pipe junctions/nodes where chlorine concentration is more influenced by the variation in chlorine wall decay coefficients of the pipe groups in network two. Table 3 shows the selected 5 nodes in network two.
Network two
The table indicates for example that variation in chlorine wall decay coefficients in pipe group two (G2) have more influence on chlorine concentration at nodes J033, J223, J162, J011 and J158 labeled as X30, X200, X143, X8 and X140 respectively in Figure 6 . Similarly, variation in chlorine wall decay coefficients in pipe group four (G4) have more influence on chlorine concentration at nodes J222, J013, J019, J222 and J022 labeled as X199, X10, X16, X198 and X19 respectively in Figure 7 . Figure 8 shows the first two selected nodes for each pipe group G1 to G10 in their locations in network two. G1  G2  G3  G4  G5  G6  G7  G8  G9  G10   The best five  Junctions/nodes  selected   J181  J033  J040  J222  J157  J016  J045  J175  J192  J131  J182  J223  J070  J013  J007  J017  J044  J079  J085  J127  J178  J162  J174  J019  J006  J015  J043  J081  J090  J130  J180  J011  J004  J221  J121  J018  J046  J082  J191  J129  J183  J158  J041  J022  J156  J154  J047  J142 J087 J035 Figure 8 . Selected points for calibration of chlorine decay model for network two
Conclusion
An approach to sampling design based on EE sensitivity analysis of input parameters for calibration of hydraulic and chlorine decay models were demonstrated. The sensitivity indices at the nodes of the network due to variation of input parameter were computed by EE method and used as indication of the influence of input parameters on output of the models. The nodes with higher values of sensitivity indices were selected for calibration of the model. The proposed approach was tested with small and large pipe networks to demonstrate its application for sampling design in hydraulic and chlorine decay model calibration. Although in the application of the approach to large WDS the pipes were grouped according to their diameter but pipes can also be grouped according to age, material and roughness coefficients. The results from the application of the sampling design approach by EE to the networks closely correspond to the widely used method by FOSM sensitivity analysis. However, the proposed EE approach can be more reliable than FOSM because sensitivity indices are computed over the whole variable space and for several variations of the uncertain input variables unlike in FOSM where sensitivity indices are computed for one input variable at a time with only a single variation. Compared to variance decomposition methods of sensitivity analysis, EE sampling technique is less costly in terms of time since it requires few numbers of model evaluations. The proposed EE sampling design technique can be applied to any size of network to determine appropriate positions for calibration and monitoring of pressure, flow and chlorine concentration.
