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En la actualidad se está viviendo un auge en la era de la información y de las nuevas 
tecnologías. La gente tiene muchas alternativas para conocer los sucesos que actualmente se 
están produciendo y alguna información puede ser falsa o no estar totalmente contrastada. 
Por ello, este Trabajo de Fin de Grado propone crear una aplicación que, en base a una 
noticia seleccionada de un periódico, extraiga un historial cronológico de noticias para 
saber qué sucesos se han producido a lo largo del tiempo. Esto permitiría a las personas 
conocer mejor el desarrollo de un evento y poder enfrentarse mejor a un posible debate o a 
una nueva noticia emitida por un canal no convencional. 
Para abordar este objetivo se han tenido que hacer dos desarrollos, un módulo de extracción 
de noticias y otro módulo que construirá el historial de estas.  
El primer módulo es esencial ya que el proyecto parte sin datos sobre las noticias que se han 
publicado durante los últimos años y son necesarias para poder compararlas entre sí y 
construir un historial. Para conseguir dicha información se han seleccionado 5 diarios de 
ámbito nacional.  
Una vez se tenga un conjunto de datos con información sobre las noticias, el segundo módulo 
calculará la similitud entre ellas haciendo uso de los atributos que las componen, siendo 
algunos de ellos el titular, las palabras clave o el cuerpo. En primer lugar, los textos serán 
tratados para obtener representaciones que permitan compararlos con la noticia seleccionada, 
obteniendo aquellos que traten sobre la misma temática. Finalmente, se calculará el orden 
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Nowadays, there is a boom in the information age and new technologies. People have many 
alternatives to know the events that are currently taking place and some information may be 
false or not fully contrasted. Therefore, this Bachelor Thesis proposes to create an 
application that, based on a selected news item from a newspaper, extracts a 
chronological history of news to find out what events have occurred over time. This will 
allow people to better understand the development of an event and to better face a possible 
debate or new news broadcast by an unconventional channel.  
To achieve this objective, two developments have been made, a news extraction module and 
another module that will build the history of these news.  
The first module is essential since the project starts without data of the news that have been 
published in recent years and is necessary to be able to compare each other and build the 
history. To obtain this information, 5 Spanish newspapers have been selected.  
Once the information has been retrieved, the second module will calculate the similarity 
between them using the attributes that make up a news item, some of them being the 
headline, the keywords, or the body. Firstly, the texts will be treated to obtain 
representations that allow them to be compared with the selected news, obtaining those that 
deal with the same subject. Finally, the chronological order of the resulting news will be 
calculated, so that the user can document the selected event. 
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En la actualidad se está viviendo un auge en la era de la información y de las nuevas 
tecnologías. La gente dispone de muchas fuentes de información y un rápido acceso a todas 
ellas. Cualquiera que tenga acceso a una conexión a internet y un teléfono móvil puede 
resolver cualquier tipo de duda que se le genere, ¿qué tiempo hace hoy?, ¿cuál es la última 
noticia sobre el gobierno de nuestro país?, ¿cómo está la bolsa?, ¿qué conflictos mundiales 
se están produciendo ahora y por qué surgieron? Todas estas preguntas pueden ser resueltas 
en cuestión de minutos. 
Aunque este es un gran avance para toda la humanidad, con tanta información al alcance de 
la mano, siempre está la posibilidad de que alguna información sea errónea o provenga de 
fuentes poco fiables. Por ello, la gente está expuesta a noticias falsas, que en la actualidad 
son conocidas con el término fakenews[1], bulos que fluyen por las aplicaciones de 
mensajería y otras redes sociales. Por tanto, es difícil que solo con nuestro conocimiento 
podamos saber si una noticia es falsa o cierta. 
Con este trabajo se pretende desarrollar un software con el cual se pueda conocer el historial 
de sucesos que se han ido publicando sobre una noticia en algunos medios de comunicación, 
más concretamente en la prensa. Se sabe que en cualquier redacción de un periódico, ya sea 
nacional o internacional de renombre, tienen Documentalistas[2], los cuales se dedican a 
atribuir una serie de etiquetas a una noticia para definirla. En base a estas etiquetas, los 
usuarios buscan las noticias con esa temática, pero en este proyecto se pretende estudiar 
otros modos de búsqueda utilizando la propia información de las noticias para generar 
resultados mejores al actual. 
Si se lograse este objetivo en poco tiempo, muchas noticias falsas serían rápidamente 
detectadas por su incoherencia con el resto del historial de la noticia a la que hace referencia, 
pudiendo así identificar los bulos y evitar su rápida propagación.  
1.2  Objetivos 
Con la motivación anterior, los objetivos que se han definido para este proyecto son: 
• Desarrollar un programa que pueda crear el historial de una noticia. Objetivo 
principal del proyecto con el cual se podrá obtener una cadena de noticias anteriores 
a una noticia seleccionada por el usuario, siendo todas estas relevantes para conocer 
los inicios de un suceso y cómo se han ido desarrollando los acontecimientos según 
avanzan los días. 
• Calcular la similitud entre noticias. Para poder crear un historial de una noticia se 
tendrá que poder conocer de alguna manera si una noticia se parece a otra, de este 
modo solo formarán parte del historial las noticias relacionadas. Esto se realizará 
utilizando ciertas funciones matemáticas que son capaces de determinar la similitud 
entre textos. 
• Crear un módulo de tratamiento de textos. En los textos que se publican, ya sean 
artículos científicos, documentaciones técnicas o, lo que atañe a este proyecto, 
noticias publicadas en un periódico, se utiliza un lenguaje rico en vocabulario y 
gramática, más incluso en una lengua como la nuestra. Por ello, es necesario 
desarrollar una funcionalidad que transforme los textos de las noticias en modelos o 




• Crear nuestra propia colección de noticias. Para poder crear un historial se 
necesita tener un cúmulo de noticias que abarque desde la fecha en el pasado que se 
precise, hasta la fecha de publicación de la noticia con la cual se quiera trabajar en el 
presente. Como este trabajo se centra en el histórico de noticias publicadas en 
periódicos y hay mucha variedad de editoriales y mucha diferencia entre las noticias 
que se publican en periódicos nacionales e internacionales, se ha decidido trabajar 
con cinco periódicos nacionales, siendo estos: El País[3], El Mundo[4], 20 
Minutos[5], El Confidencial[6] y El Marca[7]. 
• Crear un crawler[8] que sea capaz de navegar por las diferentes webs de los 
periódicos. Si se quiere crear un conjunto de datos de noticias de forma automática, 
necesitamos por ende una forma de poder recorrer todas las webs de una forma 
eficiente, localizando así todas las noticias para su futuro análisis. 
• Crear un scrapper[9] que sea capaz de extraer la información importante de 
una noticia. Al igual que hemos planteado el crawler, también es necesario una 
herramienta que automatice el proceso de extracción de información de una noticia. 
Si bien podemos ver que los componentes de una noticia pueden ser muchos, 
nosotros hemos propuesto una serie de atributos con los que vemos suficiente la 
definición de una noticia. Estos serían: Título, keywords, resumen de la noticia, 
autor/es, localización/es, fecha de publicación, pie de foto, firma del pie de la 
foto, cuerpo de la noticia y tags. La diferencia que hay entre keywords y tags en 
una noticia es que la primera hace referencia a las palabras más utilizadas en un texto 
y la segunda son las etiquetas que la editorial del periódico ha decidido poner a la 
noticia para encasillarla en un grupo de temas. 
1.3  Organización de la memoria 
La memoria consta de los siguientes capítulos: 
• Capítulo 1. Introducción: Relata un análisis de la situación actual de las 
tecnologías de información, como los usuarios hacen uso de ellas y como les 
afectan en sus vidas. También se citan y describen los objetivos que planteamos 
resolver con el desarrollo de este proyecto. 
• Capítulo 2. Estado del arte: Define conceptos de forma teórica que luego se 
implementarán en la parte práctica. Además, hará referencia a otros proyectos 
relacionados al que se ha desarrollado. 
• Capítulo 3. Análisis y Diseño: En el apartado de análisis se definen los requisitos 
funcionales y no funcionales del proyecto. En el apartado de diseño se explica 
cómo se ha estructurado el proyecto para alcanzar los objetivos. 
• Capítulo 4. Desarrollo: Se citan algunas decisiones importantes que se han 
tomado, las cuales repercutirán a la creación de las funcionalidades del proyecto. 
Además, se hace una explicación extensa sobre las funcionalidades creadas y 
como se ejecutan para obtener los resultados que necesitamos. 
• Capítulo 5. Pruebas y resultados: Expone y discute las pruebas que se han 
hecho y los resultados obtenidos en ellas para evidenciar que el trabajo realizado 
obtiene los resultados esperados. 
• Capítulo 6. Conclusiones y trabajo futuro: Hace un breve resumen de las ideas 
finales que aporta el proyecto y las tareas que pueden realizarse a posteriori para 




2 Estado del arte 
En este capítulo se abordarán los conceptos que han sido necesarios estudiar de forma teórica 
para su posterior implementación. En particular se tratará el proceso de extracción de 
información de la web mediante técnicas de scrapping, las aproximaciones que existen de 
cara a realizar el proceso de recorrido de la web mediante crawling, las medidas de similitud 
entre textos, y algunos de los modelos de representación del mismo para poder computar 
dichas medidas. 
Asimismo, se hará referencia otros proyectos relacionados al que se ha desarrollado a lo 
largo del presente TFG. 
2.1 Scrapping 
2.1.1 Definición 
El Scrapping o Web Scrapping es la tarea por la cual se analiza una página Web para obtener 
cierta información de ella. El Scrapping permite la recolección de información del texto 
semi-estructurado en la Web, siendo muy útil para las grandes empresas, ofreciendo varios 
beneficios[10] como por ejemplo: 
• Una rápida recolección de información sobre las opiniones de los usuarios en 
cuanto a un producto o sobre las decisiones que se están tomando. 
• Permite analizar otras empresas o marcas, viendo cómo se pueden optimizar los 
precios de los productos para aumentar la competencia. 
• Permite anticiparse a los productos o tendencias que se van a poner de moda, lo 
que se conoce como cool hunting o caza de tendencias. Con este tipo de 
información, una empresa podría llevarse un gran beneficio si la moda que se ha 
descubierto tiene un gran impacto y perdura en el tiempo. 
Para entender mejor el concepto pongamos un breve ejemplo. Imagine que se tiene interés 
por extraer la información sobre los productos de un supermercado. Con obtener el nombre 
del producto y su precio es suficiente. La página de este supermercado lista todos sus 
productos en su Web, poniendo el nombre de cada producto con su precio, además de otra 
información como la marca del producto o la puntuación que los usuarios han dado al 
producto. Se podría ir a la página Web de este supermercado e ir copiando cada producto 
junto a su precio en una base de datos. Esto sería muy laborioso, imagine que más tarde es 
interesante agregar a cada producto la marca del fabricante o la puntuación de los usuarios, 
se debería de recorrer de nuevo el listado de productos, algo muy ineficiente. Por ello, 
proponiendo la solución de implementar un Scrapper, se podría guardar la Web del listado 
de productos, que es una página en HTML, y mediante reglas, adquirir los datos que 
interesen de cada producto, automatizando el trabajo y solucionando el problema. 
2.1.2 Extracción de información de una Web 
Sabiendo que una página Web está compuesta por código HTML, ahora la pregunta que 
surge es cómo se puede extraer automáticamente información de estos códigos. Pues bien, a 
continuación se exponen dos formas de localización de elementos en una página HTML que 
usan en la actualidad: 
• CSS Selectors[11] 
Esta herramienta es la utilizada para crear las fichas de estilos de las páginas Web, lo que se 
conoce comúnmente como ficheros CSS de estilos. En este lenguaje, se asigna a un tag de 
HTML unas características de estilo con el fin de proporcionar al elemento la apariencia que 
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se desee. Estas características pueden ser color del texto, altura, anchura, posición dentro de 
la Web, etc. La forma en la que se escriben los selectores de CSS es la siguiente: 
 
 
Figura 2-1: Ejemplo de selector CSS 
Volviendo al tema del Scrapping, se pueden utilizar estos selectores para identificar 
elementos dentro del DOM de la página, siguiendo unas expresiones establecidas para 
encontrar los datos que se deseen. Esto es una ventaja, debido a que si el programador que 
está diseñando el scrapper está familiarizado con escribir hojas de estilo en CSS, no le 
resultaría muy complicado realizar las distintas expresiones para recolectar los datos. 
Las desventajas que tienen los selectores de CSS es que, en páginas con mucho contenido 
HTML, las expresiones que se deben utilizar para llegar a los datos requeridos serán muy 
complejas. Esto es debido a que se debe de hacer uso de los hermanos/hijos de los diferentes 
tags para llegar a la información, haciendo bastante difícil la explicación de estas. 
• XPath[12] 
Nombre que viene de la forma en la que se crean las expresiones, como las rutas (path) de 
una URI, y al tipo de documentos al que van dirigidos, XML, es una herramienta pensada 
para la localización de elementos dentro de este tipo de documentos. Las expresiones XPath 
también se pueden utilizar en las Webs HTML. 
Aunque comparte también la dificultad con los selectores CSS en cuanto a creación de 
expresiones, estas son algo más sencillas debido a la manera en la que se escriben, que como 
hemos dicho anteriormente, es como definir una ruta desde un elemento principal hasta el 
elemento que contiene el dato que deseamos. Un ejemplo sería el siguiente: 
 
 
Figura 2-2: Ejemplo de expresión XPath 
Una ventaja de esta herramienta respecto a los selectores CSS, es que estando en un nodo o 
elemento dentro del DOM, podemos volver al tag padre sí lo deseamos. Esta ventaja no 
cambia mucho la forma de creación de las expresiones, debido a que es más correcto poner 
la ruta directa a la información partiendo de un elemento sin tener que volver hacia atrás, 
pero aporta un punto de versatilidad a la herramienta que puede ser útil en algunos casos. 
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2.1.3 Tipos de implementación y herramientas 
Aunque hay muchas formas de implementar este tipo de programas y herramientas que 
facilitan dicha implementación, se citarán las tres alternativas más usadas actualmente: 
• Scrapy[13] 
Framework open source en Python que, como se verá, se utilizará en este proyecto. Gracias 
al empleo de patrones de diseño software orientados a la generación especializada de este 
tipo de herramientas, Scrapy ofrece muchas ventajas, la primera de ellas es que la curva de 
aprendizaje de la herramienta es rápida, incluso teniendo tanto potencial. A parte, Scrapy 
ofrece también la posibilidad de hacer crawling, concepto que será definido más adelante, 
pero en avance, es la manera de navegar automáticamente por las páginas de una Web. 
• Beautiful Soup[14] 
Librería Python que extrae información de páginas HTML y XML. Beautiful Soup es una 
excelente herramienta para examinar el DOM de una página HTML y extraer datos de ellas. 
Su uso es muy intuitivo debido al nombre de sus funciones, además de que el objeto principal 
de la librería tiene como atributo toda la información sobre cada tag examinado en el fichero 
Web. 
• Selenium[15] 
Herramienta cuyo punto fuerte es proporcionar un emulador de un navegador con el cual se 
puede simular la interacción de un usuario normal con la Web. Esto puede ser interesante en 
algunos escenarios donde para acceder a la información requerida, primero se ha de pasar 
por un Login o una zona donde sea necesaria la interacción del usuario. 
2.2 Crawling 
2.2.1 Definición 
Crawling se define como la acción de navegar entre las distintas páginas de la Web o de un 
dominio determinado, partiendo desde una página denominada semilla y con el fin de 
recopilar todas las páginas que componen ese dominio, pudiendo extraer la información que 
contienen. El Crawling es muy utilizado a la hora de identificar dónde se encuentra 
información, elemento fundamental para crear el índice de un motor de búsqueda. El término 
empleado para este programa que realiza la acción de navegar por las diferentes Webs 
recopilando la información de cada una de ellas tiene varias acepciones, Crawler es el más 
utilizado a nivel general, aunque también podemos hacerle referencia como Spider, o en 
español como Zombi o Araña. 
El Crawler por lo general, es un programa sencillo que funciona lanzando una petición HTTP 
a la URL semilla, guarda el contenido de la respuesta y analiza todos los enlaces a páginas 
o contenido externo y realiza el mismo procedimiento con los enlaces extraídos. Esto resulta 
en un árbol estructural donde cada nodo es un enlace, siendo el raíz la URL semilla y todos 
los demás por debajo de él Webs que podemos llegar partiendo de esa misma. Este árbol 
obtenido puede ser inmenso e incluso haya información o enlaces que no sean interesantes, 
por ello todos los Crawlers suelen tener una serie de reglas que concretan qué enlaces son 
de interés y cuáles no, reduciendo en gran medida la anchura y profundidad del árbol. 
2.2.2 Tipos de implementación 
Dependiendo del modo en que se recorra el árbol de Webs, se puede implementar el 
Crawling de dos maneras: 
• Recorrido en Anchura 
• Recorrido en Profundidad 
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Estas estrategias son habituales en el mundo del Crawling. La primera se basa en recorrer el 
árbol en anchura, visitando primero las Webs a las que hace referencia la semilla y después 
inspeccionar todos los hijos de cada una de estas. En resumen, no se visitará ningún nodo 
del nivel 𝑁 hasta haber visitado todos los nodos del nivel 𝑁 − 1. Por el contrario, los 
Crawlers con recorrido en profundidad son aquellos que, para un nodo, examina a dónde le 
lleva cada hijo hasta que no haya más hijos (ha alcanzado un nodo hoja), y no pasa al 
siguiente hasta que no termine con el anterior. 
Estos dos tipos son los primeros que se idearon, aunque ninguno de los dos es el óptimo. En 
la actualidad hay varios estudios que proponen, por ejemplo, no inspeccionar el árbol de 
referencias entero, ya que los enlaces que se sitúan en profundidades muy bajas pueden no 
aportar información sobre los contenidos en el nodo semilla. También hay varias 
publicaciones que proponen métodos en cuanto a selección de los nodos que debemos 
visitar[16][17]. 
2.3 Algoritmos de Similitud 
2.3.1 Definición 
Los algoritmos de similitud son aquellos que, a partir de efectuar cálculos matemáticos, son 
capaces de evaluar el grado de semejanza entre dos objetos. En matemáticas se pueden 
utilizar algunos de estos algoritmos para expresar, por ejemplo, la distancia entre dos puntos 
en un plano, distancia entre dos vectores, etc. Como en este proyecto, y en general en el 
ámbito del Procesamiento del Lenguaje Natural[18], es interesante conocer como de 
parecidos son dos textos, estos algoritmos se usan para conocer el grado de coincidencia 
entre ellos. 
Hay una gran variedad de algoritmos de similitud, algunos brindan el grado de semejanza 
entre dos palabras, como el algoritmo de La Distancia de Hamming, que propone que la 
distancia entre dos palabras es el número mínimo de ediciones requeridas para pasar de la 
palabra A, a la palabra B. Aunque haya varios, en este proyecto nos fijaremos en aquellos 
que puedan representar la similitud entre dos textos completos. En el siguiente apartado se 
definen los que se implementarán en este proyecto. 
2.3.2 Medidas de similitud habituales en texto 
2.3.2.1 Similitud Jaccard 
De todos los algoritmos seleccionados para el cálculo de similitudes, Jaccard es el más 
sencillo de entender. Este algoritmo premia a los textos que tengan más palabras 
coincidentes con el texto principal a examinar. La forma de calcular este índice se rige por 
la siguiente ecuación: 
 





Esta medida dará puntuaciones comprendidas entre 0 y 1, donde 0 será que la coincidencia 
entre textos no existe, y 1 cuando los dos textos que estamos valorando son idénticos. 
Con respecto a los valores de 𝐴 y 𝐵, estos serán el conjunto de palabras que contiene el texto 
A y el conjunto de palabras que contiene B, respectivamente. 
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2.3.2.2 Similitud coseno entre dos vectores 
Otra forma de calcular la similitud entre dos textos pasa por su previa transformación a 
vectores, ya sean de características o de documento los cuales explicaremos en los siguientes 
apartados, y medir la distancia a la que están separados dichos vectores. 
 
 
Figura 2-3: Representación de diferentes distancias coseno. Extraído de [19]. 
De esta forma, se puede apreciar que cuanto más cerca esté uno del otro, más coincidencia 
tendrán ya que la distancia entre ellos es menor, y cuanto más alejados estén menor será la 
similitud entre ellos. 
La ecuación que nos permite cuantificar la distancia entre dos vectores de iguales 
dimensiones es la siguiente: 
 











Los resultados de esta ecuación están comprendidos entre 0 y 1, los cuales representarán la 
distancia que separa estos vectores. 
Hablando de los valores 𝑎 y 𝑏, estos serán los vectores de características o vectores de 
documento de un texto. 
2.3.3 Representaciones vectoriales de textos 
Este apartado explica qué métodos se han utilizado para transformar un texto a un vector 
para así poder hacer cálculos entre ellos. Esto es muy importante entenderlo ya que da la 
idea principal de cómo se puede calcular la similitud entre dos textos utilizando un elemento 
tan matemático como los vectores. 
2.3.3.1 Cálculo de vectores de características por Word Embeddings 
Los Word Embeddings[20] son una técnica bastante novedosa que pretende generar un 
vector de 𝒏 dimensiones a partir de cualquier palabra. Esta técnica del Procesamiento del 
Lenguaje Natural utiliza el contexto en el que reside nuestra palabra para determinar la 
representación vectorial de ella. El tipo de Word Embedding que más se utiliza debido a su 
alta probabilidad de acierto es el Word2Vec. La forma en que este modelo utiliza el contexto 
es en base a ventanas de contexto, que son la cantidad de palabras que tendrá nuestro 
contexto más la palabra de enfoque, que es la palabra de estudio. Por ejemplo, si nuestra 
ventana es de 6 palabras, nuestro contexto estará formado por la palabra de enfoque, las 3 
anteriores y las 3 posteriores a esta. 
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El modelo de Word2Vec, creado por Tomas Mikolov en el año 2013, utiliza una red 
neuronal poco profunda, con dos capas, para obtener el vector de una palabra el cual viene 
dado por el valor de los pesos que la red neuronal tenga una vez entrenada. 
En el artículo “Efficient Estimation of Word Representations in Vector Space”[21] de 
Mikolov, T. junto a otros investigadores realizaron un estudio para desarrollar un modelo el 
cual maximizara la similitud entre vectores de palabras. En este artículo se prueban varias 
redes neuronales como redes neuronales con retro-propagación, redes neuronales 
recurrentes y redes neuronales simples poco profundas. Después de realizar varios 
experimentos, llegaron a la conclusión de que, para llegar a una tasa de acierto alta, es 
necesario poder entrenar con un gran dataset la red neuronal, por ello, los modelos de redes 
neuronales que funcionan mejor son los simples. En esta publicación, Tomas Mikolov 
propone dos modelos de arquitectura para el aprendizaje de la red. Estos son Continuous 
Bag-of-Words (CBOW) y Continouous Skip-gram. 
 
 
Figura 2-4: Modelos de aprendizaje CBOW y Skip-gram. Extraído de [21]. 
El modelo de CBOW es el modelo más intuitivo, donde dada una ventana de contexto, se 
tiene que adivinar la palabra de enfoque. El modelo Skip-gram sin embargo, intenta predecir 
las demás palabras del contexto a partir solo de la palabra de enfoque. De primeras, el modelo 
CBOW al ser más intuitivo parece mejor, pero como la red neuronal va a entrenar con una 
colección de datos muy grande, se puede obtener mucha más información utilizando el 
modelo de aprendizaje Skip-gram. 
En el artículo “Distributed Representations of Words and Phrases and their 
Compositionality”[22], también de Tomas Mikolov, se hace una mayor explicación sobre el 
modelo Skip-gram, la matemática que hay detrás de este modelo y más resultados obtenidos 
por él. 
Otros ejemplos de Word Embeddings diferentes al Word2Vec desarrollado por Google son 
FastText[23], librería de código abierto desarrollada por Facebook en 2016 y GloVe[24] 
(Global Vectors for Word Representation) desarrollado en la Universidad de Stanford en 
2014. 
2.3.3.2 Cálculo de los vectores de documento por tf-idf 
La idea base del método de vectorización de textos tf-idf, con siglas en inglés Term frecuency 
– Invese document frecuency, propone crear vectores de documento los cuales expresen la 
relevancia de las palabras para cada documento de una colección.  
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Un vector de documento calculado por tf-idf tendría la siguiente forma: 
 
?̅? = 〈𝑡𝑓𝑖𝑑𝑓1, 𝑡𝑓𝑖𝑑𝑓2, 𝑡𝑓𝑖𝑑𝑓3, … , 𝑡𝑓𝑖𝑑𝑓𝑛〉 
 
Estos vectores tendrán tantas dimensiones como palabras distintas haya en la colección de 
documentos y donde cada 𝑡𝑓𝑖𝑑𝑓𝑖 se calcula de la siguiente manera: 
 
𝑡𝑓𝑖𝑑𝑓𝑖 =  𝑡𝑓𝑖 ∗  𝑖𝑑𝑓𝑖   
 
Empezando por el primero de los coeficientes, 𝑡𝑓 marca la frecuencia de un término dentro 
de un documento y se calcula de la siguiente manera: 
 
𝑡𝑓(𝑡, 𝑑) = 1 + log2(𝑓𝑟𝑒𝑐(𝑡, 𝑑)) 
 
Donde 𝑓𝑟𝑒𝑐(𝑡, 𝑑) es la frecuencia del término 𝑡 en el documento 𝑑. 
Por otra parte, el segundo coeficiente que compone una dimensión del vector de documento, 
𝑖𝑑𝑓 define la frecuencia inversa de documento, lo que propone calcular si el termino elegido 
es relevante dentro de la colección de documentos. El cálculo de este valor se define como 
el cociente entre el número total de documentos en la colección entre el número de 
documentos en los cuales aparece el término estudiado: 
 





Una vez vista la teoría de esta forma de vectorización concluimos el apartado haciendo una 
pequeña reflexión sobre lo que supone el valor tf-idf. 
Para un término 𝑡 y un documento 𝑑 dados, el valor de 𝒕𝒇𝒊𝒅𝒇𝒕 puede ser menor en los 
casos donde el término sea muy utilizado en el documento, pero no en el resto de la 
colección, ya que el valor de 𝑡𝑓 sería un valor muy grande, pero 𝑖𝑑𝑓 tan pequeño que 
penalizaría al anterior. En los casos contrarios, donde el término sea poco relevante en el 
documento dado, pero sí que aparezca en muchos documentos de la colección, en este caso 
𝑡𝑓 tendría un valor bajo e 𝑖𝑑𝑓 alto. Los altos valores de 𝒕𝒇𝒊𝒅𝒇 se darán cuando tanto la 
relevancia del término dentro del documento, como la aparición del término dentro de cada 
documento de la colección, sean altos. 
2.3.3.3 Cálculo de los vectores de documento por Bag of Words 
La idea de este cálculo es expresar los textos como la ocurrencia de palabras que contiene el 
mismo. El termino bag, bolsa en español, hace referencia a que en este modelo de 
representación no interesa la estructura del documento en sí, sino las palabras que contenga. 
Hablando un poco más en profundidad, la vectorización de un documento por el método Bag 
of Words es crear vectores de documentos donde cada dimensión exprese la frecuencia de 
cada término dentro del mismo documento. Los vectores creados por el método Bag of 
Words tienen la siguiente forma: 
 
?̅? = 〈𝐵𝑜𝑊1, 𝐵𝑜𝑊2, 𝐵𝑜𝑊3, … , 𝐵𝑜𝑊𝑛〉 
 
El vector ?̅? tendrá tantas dimensiones como términos haya en la colección.  




𝐵𝑜𝑊(𝑡, 𝑑) = {
𝑓𝑟𝑒𝑐(𝑡, 𝑑) 𝑠𝑖 𝑡 ∃ 𝑑
0 𝑠𝑖 𝑡 ∄ 𝑑
 
 
Expresando una idea final sobre este tipo de vectorización, cada texto de la colección tendría 
sus propios focos donde se concentran las palabras clave del texto. 
2.4 Herramientas relacionadas 
En este apartado se hablará de las herramientas que, aunque no realicen exactamente la 
misma función que la que se desarrollará en este proyecto, sí que realizan tareas similares 
en cuanto a la búsqueda y obtención de objetos similares a uno o a un grupo de ellos dentro 
de una colección de objetos. Algunas de estas herramientas son los gestores de contenido y 
los motores de búsqueda. 
Empezando por los primeros, un gestor de contenido es un sistema informático el cual 
cuenta con una base de datos que brinda información a los usuarios y propone que el 
desarrollo del diseño y el contenido sean independientes[25]. Esto permite conservar una 
misma disposición de la información en toda la Web y crea una experiencia de usabilidad 
positiva para el usuario. El gestor de contenido más extendido y utilizado por muchas Webs 
de información, como The New York Times, Reuters y CNN[26], es WordPress[27]. 
WordPress es una plataforma de código abierto que ayuda a los usuarios a tener una Web 
visualmente buena y de fácil navegación, ofreciendo temas, plantillas, plugins y otros tipos 
de elementos para el desarrollo de esta. Por otra parte, y la que más interesa para este 
proyecto, es cómo los gestores de contenido guían a los editores de la página para añadir 
más valor a la Web por medio de contenidos relacionados a los ya propuestos. Esto lo hacen 
posible los algoritmos de recomendación, los cuales, a partir de unas etiquetas o temáticas 
definidas en la Web, buscan y ofrecen información o contenidos relacionados para así 
incrementar el valor de la página. 
Por otro lado, los motores de búsqueda[28], como Google, Bing y Yahoo! entre otros, 
buscan Webs que puedan resolver una consulta dada por un usuario. El funcionamiento de 
la mayoría de ellos es mediante la búsqueda de la consulta en el índice del buscador. El 
índice recoge muchas Webs cada una apuntando a información sobre su contenido, de esta 
forma se puede comparar la consulta del usuario con los elementos de las Webs para dar 
unos resultados acordes con la petición. 
Alejándose del ámbito informático y yendo al territorio humano, podemos identificar a los 
Documentalistas de la redacción de un periódico. Estas personas se encargan de etiquetar 
las noticias que se publican en base a una o varias temáticas. Su trabajo es muy importante 

















3 Análisis y Diseño 
En este Trabajo de Fin de Grado se ha desarrollado una aplicación con la finalidad de crear 
una sucesión de noticias en el tiempo en base a una noticia propuesta. Para llevar a cabo esta 
labor, se han realizado dos desarrollos en línea, uno para poder obtener noticias de un 
periódico seleccionado, pudiendo tener así un banco de datos con el que trabajar, y el 
segundo desarrollo utilizaría los resultados del primero para poder lograr el objetivo de 
construir un historial de noticias. 
3.1 Análisis 
Como se han realizado dos desarrollos, se describirán los requisitos funcionales y no 
funcionales de cada uno de ellos. 
3.1.1 Requisitos Funcionales 
3.1.1.1 Módulo de recolección de noticias 
• RF: La aplicación será capaz de extraer la información de todas las noticias 
redactadas en un día seleccionado por uno de los periódicos propuestos elegidos, 
siendo estos: El País, El Mundo, 20 Minutos, El Confidencial y Marca. 
• RF: La aplicación será capaz de extraer la información de todas las noticias 
redactadas en un mes seleccionado por uno de los periódicos propuestos elegidos. 
• RF: La aplicación será capaz de extraer la información de todas las noticias 
redactadas en un rango de fechas seleccionado por uno de los periódicos 
propuestos elegidos. 
• RF: La aplicación hará uso de Spiders para navegar a las distintas páginas de la 
Web. 
• RF: La aplicación será capaz de seleccionar las noticias propias de la web, 
examinando el DOM, para su posterior revisión. 
• RF: La aplicación será capaz de rechazar noticias para su tratamiento si estas 
necesitan algún tipo de subscripción o método de pago para poder acceder a su 
contenido. 
• RF: La aplicación será capaz de rechazar artículos si estos pertenecen a un 
subdominio de uno de los dominios de los periódicos propuestos. 
• RF: La aplicación hará uso de un scrapper para la recolección de información de 
una noticia. 
• RF: La aplicación usará el DOM de la página de una noticia para extraer la 
información de ella. 
• RF: La aplicación será capaz de extraer los datos relevantes de una noticia en 
cualquiera de los periódicos propuestos.  
• RF: La aplicación guardará los datos recogidos en un fichero JSON. 
3.1.1.2 Módulo de construcción del historial de noticias 
• RF: La aplicación será capaz de brindar el historial de noticias antecesoras 
similares a una noticia dada. 
• RF: La aplicación será capaz de dar el resultado de la similitud entre los atributos 
elegidos (máximo dos) de la noticia a analizar y todas las demás. 
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• RF: La aplicación será capaz de eliminar las palabras o elementos no relevantes 
en un texto a través de la técnica de omisión de stopwords para optimizar el 
cálculo de similitud entre textos. 
• RF: La aplicación será capaz de modificar algunas palabras mediante la técnica 
de stemming para optimizar el cálculo de similitud entre textos. 
• RF: La aplicación será capaz de extraer y brindar los textos, tratados o no, de 
cualquiera de los atributos de una noticia dada. 
• RF: La aplicación tendrá la capacidad de descartar las noticias con fecha posterior 
a la noticia de estudio. 
• RF: La aplicación hará uso de herramientas sobre procesamiento del lenguaje 
natural para que el tratamiento de textos sea óptimo. 
• RF: La aplicación podrá calcular la similitud entre el contenido de los atributos 
de la noticia a estudiar y otra noticia diferente dentro del conjunto de noticias 
recopilado, mediante los algoritmos de similitud seleccionados. Los algoritmos 
que se utilizarán en este proyecto serán Similitud Jaccard y Similitud Coseno, 
donde con la última se probarán varias formas de vectorización de documentos 
como Word Embeddings, tf-idf o Bag of Words. 
• RF: La aplicación podrá construir un sistema por el cual pueda separar las 
noticias en rangos de fechas preestablecidos y calcular las similitudes entre las 
noticias que estén contenidas en estos grupos. Primero se analizarían las más 
nuevas hasta llegar a las más antiguas, para que la información a estudiar sea más 
precisa. 
3.1.2 Requisitos No Funcionales 
3.1.2.1 Módulo de recolección de noticias 
• RNF: El módulo contendrá un script que permitirá recolectar toda la información 
de todas las noticias publicadas por todos los periódicos propuestos escritas en 
un rango de fecha que proporcionemos. 
• RNF: El módulo contendrá un script que nos permita borrar todos los ficheros 
con datos de noticias que hayamos creado hasta el momento. 
3.1.2.2 Módulo de construcción del historial de noticias 
• RNF: Tras conocer las noticias similares a una dada, poder construir la historia 
de la misma atendiendo a la variable temporal de las publicaciones. 
3.2 Diseño 
3.2.1 Módulo de recolección de noticias 
En este desarrollo, como se ha comentado en apartados anteriores, el objetivo principal será 
poder obtener un cúmulo de noticias, cada una representada por una serie de atributos 
esenciales que las definen. Para hacer esto posible, a continuación se explicará la estructura 
que tendrá este módulo y el por qué se han tomado esta y otras decisiones. 
3.2.1.1 Estructura general 





Figura 3-1: Esquema de la estructura del módulo de recolección de noticias  
Como se ve, dispone de cuatro grandes entidades, tres de ellas definidas por nosotros 
mismos, el Crawler, el Scrapper y la Base de datos, y una cuarta que será la Web del 
periódico del cual se desean extraer las noticias. 
Para la navegación entre páginas de la Web de noticias, se hará uso de Spiders o Crawlers. 
Estos programas serán los que hagan peticiones al servidor del periódico, examinen el DOM 
de las diferentes portadas de noticias y extraigan los enlaces de las noticias contenidas en 
ellas. 
La forma en la que se examinarán las páginas de noticias obtenidas será mediante un 
Scrapper. Este programa es capaz de examinar la estructura HTML de la página de la noticia 
y mediante reglas, extraer los atributos que se hayan definido. 
Finalmente, habrá una Base de Datos donde se guardarán las noticias examinadas o, mejor 
dicho, los atributos que definen a cada noticia. 
Por último, la decisión de llevar a cabo así la estructura de este módulo es porque la 
implementación de un crawler y un scrapper es sencilla y eficaz, más aún con la herramienta 
elegida para desarrollarlos que será comentada en los próximos apartados. También es 
debido a que es una forma de mantener dos funcionalidades separadas una de la otra, donde 
la única interacción entre ellas es el envío de información para que sea procesada. 
3.2.1.2 Decisiones para la extracción de noticias 
Al principio del proyecto se pensó que la mejor manera de obtener noticias era hacer 
crawling, tomando como semilla la página principal del periódico. Esta idea es bastante 
trivial, ya que, definiendo las reglas necesarias, se podría llegar al objetivo. Aunque mirando 
los aspectos negativos, esas reglas que hay que definir podrían ser muy complicadas ya que 
se tendrían que hacer varios saltos de navegación, pudiendo conllevar a varios errores y 
mucho tiempo de ejecución.  
Pensando en este problema, los periódicos deben tener una forma de almacenar todas las 
noticias de modo que cualquier usuario interesado pueda consultar cualquier suceso en el 
pasado. Es primordial que un periódico informe a las personas de lo que pasa en la actualidad 
y de los temas del pasado, por ejemplo, para tareas de documentación de sucesos. Esto es lo 
que proponen las hemerotecas. 
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La RAE define las hemerotecas como “bibliotecas en que principalmente se guardan y 
sirven al público diarios y otras publicaciones periódicas”[29]. Los periódicos en sus 
versiones digitales presentan una hemeroteca donde el usuario puede seleccionar un día en 
específico (siempre una fecha posterior a la creación de dicha hemeroteca) para informarse 
de los sucesos que acontecieron ese día. Además, los periódicos suelen dividir los días en 
ediciones que pueden ser mañana, tarde y noche. Por tanto, si se selecciona la edición de un 
día en concreto, la Web del periódico brindará la portada con los sucesos de ese día.  
Finalmente, la forma en la que se recolectarán noticias será, para cada día en el rango de 
fechas seleccionado, coger cada edición y examinar todas las noticias que contenga. 
3.2.1.3 Atributos que definirán una noticia 
Hay diversidad de opiniones en cuanto a qué atributos definen una noticia, algunos pueden 
ser más importantes que otros, unos pueden no aportar nada de información, etc. En este 
proyecto, se ha decidido que los atributos que definan una noticia sean: 
• Titular. 
• Enlace a la noticia. 




• Fecha de publicación. 
• Pie de foto. 
• Firma del pie de foto. 
• Cuerpo. 
• Tags. 
Todos estos atributos son autodescriptivos, aunque puede haber dudas de la diferencia entre 
keywords y tags. El primero suele ser un metadato y representa las palabras que más se 
repiten y definen mejor la noticia, mientras que el segundo son etiquetas puestas por el 
Documentalista las cuales tratan de encasillar la noticia en unos temas. 
3.2.1.4 Decisiones para el almacenamiento de información 
En el proyecto se pensó en cuál sería la forma óptima para guardar los datos de las diferentes 
noticias obtenidas. Primero se vio la idea de montar una base de datos no relacional con 
MongoDB[30], ya que montar una base de datos relacional no sería lo óptimo ya que para 
este desarrollo solo es necesario tener una entidad “noticia”. Esta entidad tendría un atributo 
para cada una las características de esta, además una base de datos no relacional ofrece 
rapidez en las consultas cuando se tienen grandes cantidades de datos almacenados. 
Aunque montar una base de datos podría ser una buena idea de diseño y eficiencia, ha sido 
descartada para este TFG. Por tanto, se ha decidido que las noticias se guardarán en ficheros 
JSON. La estructura de estos ficheros será de una lista con tantos objetos como noticias se 
hayan registrado durante la ejecución del programa. Estos objetos contendrán los atributos 
que definen a una noticia. Esta decisión se ha tomado porque para este proyecto, el guardado 
de noticias en una base de datos o no, no aporta nada al resultado final del proyecto. No 
obstante, el almacenamiento de noticias en una base de datos se comentará en el apartado de 
Trabajo futuro. 
3.2.2 Módulo de construcción del historial de noticias 
Este módulo desarrollado tiene como objetivo abordar la meta de este proyecto, crear el 
historial de sucesiones a una noticia. En este apartado del diseño del módulo, se hablará 
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sobre la estructura global del programa, diferenciando los componentes involucrados y las 
ideas que han llevado a realizar el módulo de esta forma. 
3.2.2.1 Estructura general 
La siguiente imagen define la estructura del módulo que se está examinando. 
 
 
Figura 3-2: Esquema de la estructura del módulo de construcción del historial de noticias 
En la imagen se observa que hay cinco grandes entidades que entran en acción en este 
módulo, una de las cuales conecta directamente con el desarrollo comentado en el apartado 
anterior, la Base de Datos de Noticias.  
Empezando por una de estas cuatro entidades desarrolladas en este módulo, está el 
Extractor el cual, como su propio nombre indica, extrae las noticias de la base de datos 
donde permanecen guardadas las noticias y además trata los textos de estas para su posterior 
uso. Después se observa la entidad Similitud cuya función es calcular la similitud entre los 
diferentes textos aplicando los algoritmos propuestos en el apartado de Estado del Arte. La 
tercera entidad desarrollada para este módulo será la de Procesador donde reside la 
funcionalidad de guardado de puntuaciones entre una noticia y la noticia de la cual se quiere 
extraer su historial. Finalmente, la entidad Main realizará la función de orquestar todos los 
componentes anteriores, ya que según se han ido mencionando, el resultado de una es la 
entrada de la siguiente, y cada entidad se encarga de manejar el flujo principal de datos de 
la aplicación. 
El porqué se ha decidido diseñar de esta manera la aplicación es debido a qué se ha intentado 
dar un peso importante a la modularidad, que la funcionalidad esté separada de la mejor 
forma posible. Esto es porque si alguien quiere trabajar sobre este proyecto, la curva de 















Este apartado es en el que más tiempo se ha invertido en el TFG, debido a los requisitos que 
se han de cumplir a la hora de construir un historial de noticias.  
Como se explicó en el capítulo anterior, se han creado dos módulos, cuyos detalles de 
implementación se explicarán en este apartado con el enfoque necesario para entender qué 
herramientas se han utilizado, cómo funcionan los módulos entre sí y cuál es la funcionalidad 
de cada pieza que compone cada módulo. Asimismo, se explicarán las decisiones que se han 
tomado y por qué se creen que son las correctas en este proyecto. Después de que se tenga 
la idea de qué funciones realiza cada módulo y como se ha construido para hacerlas, se 
expondrá y explicará la ejecución de cada módulo, pudiendo así acabar de entender por 
completo cada parte. 
Para acabar con la introducción del capítulo, al igual que en anterior, primero se empezará 
enunciando las decisiones tomadas, funcionalidad creada y ejemplos del módulo de 
recolección de noticias, ya que así se da la visión de cómo se ha trabajado durante el 
proyecto, ya que el desarrollo empezó por esta parte. 
4.1 Módulo de recolección de noticias 
4.1.1 Decisiones de Desarrollo 
4.1.1.1 Crawling & Scrapping 
Sobre este tema se han estudiado varias opciones. La primera de ellas era hacer una 
implementación con un Crawler, para navegar por las Webs de los diferentes periódicos, y 
un Scrapper para que una vez extraído los diferentes HTML, se pueda localizar y guardar la 
información necesaria. 
Esta es la manera más extendida de realizar este tipo de tareas, pero investigando se ha dado 
con una que engloba estas dos funcionalidades. Esto se ha podido realizar ya que se ha 
utilizado el Framework de Scrappy, comentado en el apartado Estado del Arte de la 
memoria. Esta herramienta proporciona varias estructuras, como ficheros de configuración 
para cambiar parámetros, por ejemplo los encabezados de las peticiones HTTP, tiempos 
entre peticiones, etc. También proporciona un Middleware, que para este proyecto no se ha 
usado, pero es una buena herramienta si es necesario realizar alguna funcionalidad antes o 
después de enviar peticiones a las Webs. También, Scrapy cuenta con un constructor de 
objetos y funcionalidades de escritura en ficheros o en bases de datos. Por último, y el 
añadido más importante, son las Spiders, que funcionan como un Crawler y un Scrapper. 
Implementan una serie de reglas para restringir accesos a algunas páginas y definir las webs 
que se quieren visitar, una funcionalidad de callback, la cual cada vez que se haga una 
petición y se obtenga respuesta de una página definida como “interesante”, se invocará 
enviando como parámetro el código HTML de la página en cuestión. Así, teniendo la 
respuesta HTML de la página, se inspeccionará para extraer los datos que se precisen. 
Resumiendo, la idea de coger Scrapy como herramienta es por el potencial que ofrece en su 
funcionalidad, pudiendo desarrollar dos módulos englobándolos en uno solo, además de que 
el manejo de la herramienta es muy sencillo y no supone dificultades en su uso.  
4.1.1.2 Referencia de datos en páginas HTML 
Como se verá más adelante en este capítulo de la memoria, el módulo hará peticiones a las 
páginas Webs de los diferentes periódicos para obtener las noticias como páginas HTML. 
En el apartado 2.1.2 de la memoria se exponen dos formas de extraer información dentro de 
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una página HTML, estas son Selectores CSS y XPath. Después de valorar las dos 
alternativas, se decidió que trabajar con expresiones de XPath. Esto se debe a que se ha visto 
que es más sencilla la forma de crear este tipo de expresiones y que en el momento en que 
se tengan que actualizar, que como se explica en el apartado de Trabajo futuro es necesario 
realizar esta tarea, se reduzca en la medida de lo posible la dificultad de esta. 
4.1.1.3 Spiders 
El debate que se plantea en este apartado es decidir cuántas Spiders se han de desarrollar ya 
que hay dos opciones. La primera de ellas sería realizar un Spider único para todos los 
periódicos. Esta opción es buena si lo que interesa tener es toda la funcionalidad recogida 
en una sola clase. Con solo este beneficio, no compensa tener todos sus demás contras como 
por ejemplo: 
• Demasiada funcionalidad para una sola clase. 
• Funcionalidad no modularizada. 
• Dificultad de seguimiento de los datos. 
• Mejora del rendimiento de la aplicación. 
Por ello, la otra opción sería tener un Spider para cada periódico. Esto es mejor en cuanto 
a eficiencia en código ya que, si no se obtienen los datos requeridos, es más fácil detectar el 
error porque se sabe de cual Web proviene. Por otro lado, en temas de modularidad es un 
acierto, teniendo el código limpio sin repetir funcionalidades, separándolas en bloques 
definidos, lo cual es buena práctica. 
4.1.2 Estructuración de la funcionalidad 
En este apartado se definen los ficheros desarrollados y cuál es la función que desempeña 
cada uno.  
Como para llevar a cabo este módulo se ha utilizado el Framework de Scrapy, se debe seguir 
una estructura de proyecto impuesta por la herramienta, aunque después esta se modifique 
con el objetivo de crear la funcionalidad precisada. Por ello, los ficheros involucrados son: 
• settings.py: Fichero propio de Scrapy. En él se pueden realizar múltiples 
configuraciones que se adaptan a múltiples necesidades. Algunas que se han 
utilizado son: 
o La posibilidad de no tener que realizar la lectura del archivo 
robots.txt[31]. Este archivo define rutas de la propia página Web que los 
bots de indexación o Scrappers tienen o no permitido rastrear. Durante el 
desarrollo, se han encontrado algunas Webs de periódicos que restringen 
el acceso a los Crawlers a las hemerotecas por medio de este archivo. En 
este proyecto se ha tratado de respetar siempre el protocolo robots.txt, 
buscando que el proceso de scrapping sea lo menos intrusivo posible y no 
se provoque perjuicio alguno para el medio de comunicación oportuno. 
o Posibilidad de enviar cabeceras personalizadas. Las peticiones HTTP que 
Scrappy hace a las Webs no contienen información en la cabecera. 
Durante el desarrollo se ha detectado que algunas Webs detectan el uso 
de bots mediante el uso de estas cabeceras. Por tanto, con el envío 
personalizado de cabeceras a la hora de realizar peticiones, se puede 
simular a un usuario en un navegador web, para poder así tener acceso de 
manera automática a la Web. 
o Posibilidad de imponer un tiempo entre peticiones. Al igual que en el caso 
anterior, los bots suelen realizar peticiones con muy poco tiempo entre 
ellas. Por tanto, si una Web detecta esto, puede restringir el acceso a quien 
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esté haciendo estas peticiones tan frecuentes. Si se define un tiempo fijo 
entre peticiones, este problema se resuelve. 
Hay muchas más configuraciones que nos permite este archivo. Entre ellas, 
deshabilitar cookies, proponer varios middlewares con distintas prioridades de 
uso al igual que varios pipelines si se tuvieran, pero para este proyecto solo se 
necesitará uno el cual se comentará más abajo.  
• middlewares.py: Fichero propio de Scrapy. Proporciona herramientas para 
crear funcionalidades en puntos concretos de la ejecución de la fase de crawling. 
En concreto, antes o después de realizar una petición a una Web, antes o después 
de escribir los datos ya procesados, en saltos de excepciones cuando fallan 
peticiones, etc. Este fichero puede ser relevante en otro tipo de proyectos, pero 
para este no se ha visto ningún beneficio claro que ayude tanto como para hacer 
uso de él. 
• items.py: Fichero propio de Scrapy. Indica qué atributos tendrá el objeto a 
crear, poniendo el enfoque en una noticia, los atributos que la definen. Scrapy 
permite tener varias clases dentro de este fichero que propongan la misma lógica, 
pero para este proyecto, con tener uno nos valdrá. Los atributos que guardaremos 
aquí serán: 
o titularNoticia: Titular de la noticia. 
o linkNoticia: URL para acceder a la noticia. 
o keywordsNoticia: Palabras clave de toda la noticia. 
o resumenNoticia: Descripción que aparece después del título. 
o autorNoticia: Quien o quienes han creado la noticia. 
o localizaciónNoticia: De donde proviene la información. 
o fechaPublicacionNoticia: Fecha en la que se ha publicado la noticia. 
o pieDeFotoNoticia: Resumen situado debajo de la foto que describe la 
noticia. 
o firmaDeFotoNoticia: Quién ha capturado esa imagen o de donde viene 
el recurso. 
o cuerpoNoticia: El texto que redacta los sucesos acontecidos en la noticia. 
o tagsNoticia: Temas en los que el Documentalista ha encasillado una 
noticia. 
• pipelines.py: Fichero propio de Scrapy. Elemento que toma partido al principio 
y al final de la ejecución del programa y cada vez que se termina de registrar los 
datos necesarios de una página de una Web. Este fichero realiza las tareas de 
escritura de objetos en un fichero o en una base de datos. 
• spider_XXX.py: Fichero propio de Scrapy. En este documento se implementa 
una de las clases de del Framework de Scrapy, las Spiders. Se indica con los 
caracteres XXX ya que, como se ha comentado en el apartado anterior y 
ampliamos en este, se ha decidido que cada Web tendrá su propio Spider. Esto se 
debe a que cada periódico tiene una estructura diferente. Aunque los periódicos 
comparten formas de estructuración, donde la descripción de la noticia va 
después del título o el cuerpo va en un único contenedor, cada periódico atribuye 
IDs diferentes a los tags o incluso utiliza tags distintos. Como para la extracción 
de atributos se utilizan expresiones XPath, se ha priorizado que todas estas sean 
lo más generales posibles, sacando la mayoría de los atributos de los metadatos 
de las páginas (tags <meta> en HTML). Aun así, siempre habrá algún dato que 
precisemos y que estén situados fuera de los metadatos. Las Spiders de Scrapy 
almacenan varios atributos que son interesantes comentar para poder entender el 
funcionamiento de estas. Los atributos son: 
 
 19 
o name: String que da nombre a la Spider. 
o allowed_domains: Array con los dominios donde permitimos al Spider 
hacer Scrapping. Para cada Spider se definirá uno, qué será la Web del 
periódico a analizar. 
o Start_urls: Array que contiene las URLs semilla. 
o rules: Objeto Rule que propone reglas que deciden qué páginas se deben 
visitar y cuales no haciendo uso del objeto LinkExtractor. Este último, 
define la expresión XPath que lleva a la página objetivo, además de 
restringir rutas dentro de la Web del periódico que no se requiere analizar. 
Finalmente, el objeto Rule define la llamada de callback que se invocará 
cada vez que el servidor responda con una página que se haya catalogado 
como objetivo. Las páginas objetivo de este proyecto serán aquellas que 
contengan la información de una noticia. 
• Periodico.py: Fichero desarrollado por nosotros mismos. En él se generan 
todas las URL semilla que se van a examinar en la ejecución. Como se ha 
comentado en el apartado de diseño, se cogerán como URLs semilla todas las 
páginas de tipo portada, localizadas en la hemeroteca, que se hayan publicado 
entre los rangos de fechas especificados. Como cada periódico tiene su forma de 
estructurar la hemeroteca de ediciones, se ha tenido que estudiar como poder 
crear todas las URLs de la manera más eficiente y global posible, intentando no 
repetir funcionalidad. Además, esta clase se encarga de dar nombre al fichero 
JSON que contendrá los atributos de las noticias extraídas.  
4.1.3 Diagrama de secuencia 
Para concluir el bloque, se realizará una explicación del funcionamiento de una ejecución 
simple que el usuario puede hacer. Con esto, se pretende entender como cada bloque 
desarrollado entra en acción a lo largo de la ejecución. Para ello, la explicación se apoyará 
con un diagrama de secuencia de la ejecución del programa. En este ejemplo, el usuario 
requiere las noticias comprendidas entre el día 10/01/2020 y el día 17/01/2020 eligiendo el 




Figura 4-1: Diagrama de secuencia sobre la ejecución del módulo de extracción de noticias 
En cuanto el usuario ejecuta el programa, se leen los ficheros de configuración y se crean las 
definiciones de los objetos creados en items.py, en el caso de este proyecto solo uno. A 
continuación, se instancia el spider necesario para extraer noticias del periódico 
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seleccionado y enviado por parámetros de ejecución, “spider_ElPais”. Cuando se construye 
el spider se definen: 
• Los dominios permitidos, de los cuales el crawler no podrá salir. 
• Las reglas de navegación que definen los enlaces interesantes, de los cuales se va a 
extraer información. 
• Páginas dentro de la web a descartar para el análisis.  
• Una función de callback a la cual se le enviará la respuesta HTTP de una página que 
se haya definido como importante. 
Siguiendo con la ejecución, internamente se comprueba que los parámetros de fecha son 
correctos y en el caso de serlos, a partir de la creación del objeto Periódico, llamando a la 
función crea_startUrls(), se crean todas las URL semilla las cuales hacen referencia a cada 
edición de cada día dentro del rango de fechas proporcionado. 
Continuando con la ejecución, a través de la llamada a super().__init__(), se invoca al 
módulo de pipelines.py para realizar la apertura del fichero donde escribiremos todos los 
atributos de las noticias que se van a recoger. 
Una vez realizada toda la parte de inicialización, el programa está preparado para lanzar 
peticiones a las URL semilla, analizar las respuestas y obtener todos los enlaces interesantes, 
los cuales para nosotros son enlaces a noticias. Como se puede observar, para cada URL 
semilla se obtendrá el código HTML de dicha página, que se estudiará y se extraerán los 
enlaces importantes. Si estos enlaces cumplen con las reglas definidas, se enviará una 
petición HTTP al enlace de la noticia, se estudiará el HTML enviado en la respuesta por el 
servidor y se escribirán los atributos definidos en ítems.py en el archivo definido a partir de 
la funcionalidad de pipelines.py. 
Una vez se acabe de estudiar todas las URL semilla, se procederá al cierre del fichero JSON 
donde hemos escrito todos los datos extraídos y a eliminar los recursos utilizados por el 
programa aparte de otras tareas internas por parte del motor de Scrapy. 
Para finalizar este apartado, se debe notificar que en este diagrama no se explica nada sobre 
el funcionamiento del motor de Scrapy, como internamente crea los objetos o manda 
peticiones al servidor y las recibe. Esto se debe a que un usuario que quiera iniciarse en el 
uso de este Framework no en necesario que tenga conocimiento de ello. Aun así, en la 
siguiente figura, extraída de la Web de Scrapy, se explica cómo el motor orquesta todos los 
elementos que entran en juego en la ejecución. 
 
 
Figura 4-2: Diagrama sobre el funcionamiento del núcleo de Scrapy. Extraído de [32]. 
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4.2 Módulo de construcción del historial de noticias 
4.2.1 Decisiones de Desarrollo 
4.2.1.1 Tratamiento de textos 
El tratamiento de textos es una tarea importante para el desarrollo del lenguaje natural ya 
que permite la simplificación de estos. Se utiliza en problemas como la creación de índices 
para mejorar las puntuaciones de similitud entre una búsqueda y un documento. Para realizar 
un tratamiento existen varias opciones a la hora de modificar palabras o quitar elementos del 
texto. Algunos ejemplos serían pasar a infinitivo todas las conjugaciones de los verbos, 
cambiar palabras al género y número más utilizado. Estos ejemplos son en base a la lengua 
española, que es con la que están escritas la totalidad de noticias que se pueden recoger por 
los métodos desarrollados en este proyecto. 
Para realizar el procesamiento de los textos se pueden seleccionar muchas técnicas, aunque 
las elegidas para este proyecto y el porqué de estas son: 
• Omisión de signos de puntuación: Tarea necesaria para la limpieza del texto. 
• Eliminación de stopwords[33]: Término anglosajón el cuál hace referencia a las 
palabras que están en todos los textos y no aportan información. Estas palabras son 
determinantes, verbos auxiliares… 
• Lematización de palabras[33]: En este punto existen dos opciones, utilizar 
Stemming o Lemmatization para la simplificación de textos. Aunque los dos son 
buenas opciones a la hora de generalizar palabras y simplificar textos para su 
posterior análisis, la diferencia entre los dos es que la técnica de Stemming 
simplemente acorta las palabras para quedar con la raíz de estas y la de 
Lemmatization trabaja un poco más las palabras, mirando su análisis morfológico, 
obteniendo así el lema de la palabra o lo que es lo mismo, la forma de la palabra que 
es aceptada como la forma más simple de todas las que puede derivar. Él punto 
negativo de la Lematización es el coste en tiempo de ejecución debido a que es una 
operación más complicada que el Stemming. Aun teniendo en cuenta esta última 
desventaja, hemos decidido lematizar los textos para así generalizar textos 
perdiendo la menor cantidad de información posible. 
Por último, se ha decidido hacer uso de la librería Spacy[34] de Python para el manejo de 
textos. Spacy ofrece varias utilidades para el ámbito de procesamiento del lenguaje natural. 
En el desarrollo del módulo se hará uso de el para poder dividir el texto en tokens o en 
palabras y así poder llevar a cabo de forma más eficiente las labores de tratamiento de textos 
comentadas en este mismo apartado. Además, Spacy permite vectorizar textos en base a sus 
características. 
4.2.1.2 Algoritmos de similitud desarrollados 
Para este proyecto se ha decidido implementar varios tipos de algoritmos de similitud entre 
textos. Los algoritmos son los siguientes: 
• Similitud Jaccard: Algoritmo que toma en cuenta qué palabras coinciden entre 
textos. 
• Similitud Coseno: Algoritmo que, dependiendo de la vectorización utilizada, puede 
puntuar en mayor medida algunos factores. Las vectorizaciones implementadas para 
el uso de este algoritmo son: 
o Vectores de características Word2Vec: Representación de un texto en base 
a su estructura y a las propiedades de las palabras que contiene. Se utilizará 
la representación dada por la librería Spacy. 
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o Vectores de documento tf-idf: Representación de un texto en base a las 
palabras que contiene y a su importancia dentro de la colección de 
documentos.  
o Vectores de documento Bag of Words: Representación de un texto en base 
a las palabras que contiene. 
Las funciones matemáticas que se utilizarán para el cálculo de similitudes serán las que se 
explican en el apartado 2.3 de la memoria a excepción de la del cálculo de idf, qué para que 




𝑓𝑟𝑒𝑐(𝑡, 𝐷) + 0.5
 
 
4.2.1.3 Metodología para el análisis entre textos 
En este apartado se explicará cómo se ha decidido realizar la implementación de 
comparación de los textos de la colección con el texto de la noticia que estamos estudiando. 
Primero, antes de mencionar los tipos, los textos que se van a analizar serán los contenidos 
en los atributos de la noticia. Para hacer la similitud entre textos, siempre se analizarán 
entre sí los que provengan del mismo atributo, además podremos hacer similitud entre 
textos combinando hasta dos atributos, haciendo la concatenación entre los textos.  
Hay varias posibilidades de hacer esta tarea, pero nosotros hemos desarrollado dos: 
• Estudio simple: El estudio trivial. Aquí se ha propuesto comparar la noticia 
seleccionada con todas las demás noticias, una por una. 
• Estudio por fecha: Este estudio propone organizar todas las noticias de la 
colección por fecha en rangos de cuatro horas, para después reforzar la noticia a 
analizar con más información de las noticias más recientes. La forma en la que se 
realizará la ejecución será: 
1. División de noticias por grupos. 
2. Computar la similitud entre la noticia seleccionada y las demás noticias 
pertenecientes a su grupo. 
3. Extraer el texto de la noticia con mejor puntuación y concatenarlo al texto de 
la noticia a analizar. 
4. Repetir los pasos 2. y 3. con los grupos restantes en orden cronológico 
inverso. 
Este estudio solo se realizará para los algoritmos de similitud Jaccard y similitud coseno 
para vectores de características de documento. 
Como conclusión a este apartado, se indica que no se realizará nunca la comparación sobre 
las publicaciones posteriores a la fecha de la noticia que se está estudiando, ya que el objetivo 
es encontrar las noticias anteriores a ella. 
4.2.2 Diagrama de Clases 
En este apartado se mostrará un diagrama de clases para explicar cómo funciona cada 




Figura 4-3: Diagrama de clases del módulo de construcción del historial de noticias 
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Como se puede se observa en el diagrama, hay tres grandes clases que reparten la 
funcionalidad de todo el módulo en objetivos sencillos y bien divididos, además de un clase 
que necesita de las otras tres para orquestar la ejecución del programa.  
Citando cada clase con una breve descripción del funcionamiento que realiza, tenemos: 
• Extractor: Clase que implementamos en el archivo extractor.py. En ella reside la 
funcionalidad de extracción y tratamiento de textos. Este módulo lee los ficheros de 
noticias resultantes del módulo anterior y extrae la información contenida en ellos 
para lograr el objetivo de lematizar y quitar los stopwords de los textos de las noticias. 
• Similitud: Clase que implementa el fichero similitud.py. Esta clase implementa 
todos los algoritmos de similitud comentados en el apartado 4.2.1.2 de la memoria y 
toda la funcionalidad necesaria para poder calcular los vectores de documento, 
gestión de vectores y cálculo de conjuntos. Esta clase utiliza la librería Numpy[35] 
para el manejo y cálculo de vectores, ya que es una librería estándar y es la más 
optimizada. Además, para el cálculo de la similitud coseno se ha utilizado la librería 
Sklearn[36], otro estándar. 
• Procesador: Clase que implementa el fichero procesador.py. Realiza la 
funcionalidad de guardado de las puntuaciones de la similitud de las noticias de la 
colección con la noticia elegida para sacar su historial, además de la representación 
de los resultados obtenidos. 
• Main: Funcionalidad encargada de orquestar las anteriormente comentadas para 
obtener el objetivo de este proyecto.  
Todas las funciones junto a una descripción de esta, separadas por clase, se puede encontrar 
en el Anexo A. 
4.2.3 Pseudocódigo de la ejecución 
En esta sección se muestra cómo se ejecuta la aplicación que se ha desarrollado en este 
apartado para conseguir alcanzar la meta de este proyecto. Para ello, se explicará por fases, 
primero el caso general que comparten todas las formas de cálculo de similitudes y después 
cada similitud por separado. 





Figura 4-4: Pseudocódigo del flujo general del módulo de construcción del historial de 
noticias 
El primer paso que dé la ejecución del programa será, aparte de abrir los documentos donde 
se escriben los resultados, crear el objeto Extractor, el cual se reutilizará para el cálculo de 
todas las similitudes. Después se observa un bucle que repetirá la funcionalidad dentro de él 
6 veces, siendo estos los algoritmos de similitud implementados. Aquí se inicializa una lista 
que permitirá conocer si se está repitiendo una combinación de atributos, ya que, para los 
textos de dos atributos 𝐴 y 𝐵 diferentes, se cuenta como el mismo texto la combinación de 
los atributos de la forma 𝐴 +  𝐵 que 𝐵 +  𝐴. Siguiendo con el esquema, encontramos dos 
nuevos bucles, uno anidado al otro, que recorrerán todas las posibles combinaciones de 
atributos. En este punto hay dos posibilidades: 
1. El atributo del segundo bucle esté presente en la lista de atributos estudiados: 
Como se ha comentado antes, se omite esta iteración del segundo bloque para no 
computar dos veces los mismos resultados. 
2. El atributo del segundo bucle es distinto al del primero: Como es distinto, se crea 
una lista con los dos atributos para que, al realizar las similitudes, se concatenen los 
textos. Si el primer atributo fuera igual al segundo, la lista solo contendrá ese mismo 
atributo. 
Continuando con el esquema, se debe diferenciar entre los tres grandes grupos de cálculo de 
similitudes y que se explicará con detalle cada caso en los siguientes apartados. 
Concluyendo el bucle anidado, se realizará una impresión de los datos obtenidos en un 
fichero y finalizando el padre de este mismo bucle, se añade el atributo de este bucle a la 
lista que comprueba la repetición de atributos. 
Finalizando el programa, se cierra el fichero de datos abierto por el objeto Extractor y los 
ficheros donde se escriben las puntuaciones de las noticias y el historial. 
4.2.3.2 Flujo para algoritmos de similitud sin creación de vectores con estudio simple 
Este caso recoge las formas de cálculo de similitud Jaccard y Similitud Coseno para los 
Word Embeddings de Spacy. En estos casos, no se necesita un cálculo de vectores previo 
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al cómputo de las similitudes ya que, para Jaccard solo es necesario un set de palabras fácil 
de adquirir en Python y los vectores de características de los documentos los proporciona la 




Figura 4-5: Pseudocódigo del flujo para algoritmos de similitud sin creación de vectores con 
estudio simple 
Lo primero que se realiza en la ejecución es crear el objeto Procesador para el guardado de 
resultados y obtener la función de similitud con la que se computan la similitud entre textos. 
Después, se realiza una llamada a time para obtener la hora actual y después conocer el 
tiempo que tardamos en computar todas las similitudes. El siguiente paso será tratar el texto 
de la noticia maestra, aquí se obtiene el texto correspondiente al atributo seleccionado ya 
tratado. En caso de que sean dos atributos se concatenan los textos de cada atributo. A 
continuación, se obtienen todas las noticias de la colección para luego con cada una de ellas, 
realizar el mismo tratamiento que hemos hecho con la maestra y después calcular la similitud 
entre los dos textos, guardando los resultados en el objeto Procesador. Una vez acabado con 
este bucle, se calcula el tiempo invertido y se retorna este resultado junto al objeto 
Procesador el cual contiene todos los resultados. 
4.2.3.3 Flujo para algoritmos de similitud con creación de vectores con estudio simple 
Este caso calcula las similitudes entre textos con el algoritmo de Similitud Coseno con las 
vectorizaciones tf-idf y Bag of Words. Los vectores de documento que se requieren para 
aplicar la similitud tienen que ser creados en primera instancia para después poder operar 
con ellos. Por ello, habrá que recorrer dos veces la colección de documentos. La secuencia 





Figura 4-6: Pseudocódigo del flujo para algoritmos de similitud con creación de vectores con 
estudio simple 
Como se puede observar, al igual que en el caso anterior, primero se crea el objeto 
Procesador y se obtiene tanto la función de similitud como la hora actual. El siguiente paso 
será, para cada noticia, extraer los textos de los atributos seleccionados y añadir los datos 
necesarios, como palabras contenidas en el texto y su frecuencia o el número de documentos 
en el que sale cada palabra, al objeto Similitud. Una vez acabado este primer bucle, se 
calculan todos los vectores para cada documento con la función específica de vectorización. 
Finalmente, se tendrá que recorrer de nuevo la colección de documentos para obtener el 
resultado entre todos los vectores de documento y el vector de la noticia maestra. 
Finalmente, se retorna el tiempo invertido en todo este apartado y el objeto Procesador que 
contiene los resultados obtenidos durante el último bucle. 
4.2.3.4 Flujo para algoritmos de similitud sin creación de vectores con estudio por fecha 
El último caso que se ha creado para la obtención de resultados es el cálculo de similitud de 
noticias mediante algoritmos que no requieren vectorización previa y realizando un análisis 
de noticias por fechas. Como se ha explicado con anterioridad, se realiza este estudio para 
mejorar los datos de la noticia maestra pudiendo obtener mejores resultados. La secuencia 





Figura 4-7: Pseudocódigo del flujo para algoritmos de similitud sin creación de vectores con 
estudio por fecha 
Se puede observar que los primeros pasos de la ejecución son iguales que en el apartado 
4.2.3.4 de la memoria, donde primero se genera un objeto Procesador, se obtiene la 
función de similitud a utilizar, se guarda el tiempo actual y se extrae el texto de los atributos 
propuestos para el análisis. A continuación, el objeto Procesador crea el diccionario de 
noticias ordenadas por rangos de fecha el cual iteraremos sobre él. Por cada noticia dentro 
de cada rango obtenido, en orden cronológico inverso, se obtienen los datos de estas y se 
computa la similitud entre los textos extraídos. Mientras se estudia un rango de fechas, se 
actualiza una variable que recoge la noticia dentro del rango con mejor puntuación de 
similitud con el texto maestro. Una vez termina con el rango, se concatena el texto de la 
noticia con mejor resultado de similitud al texto de la noticia maestra, proporcionándola más 
información relevante. Una vez se termina con todos los rangos de fecha, se retorna el objeto 
Procesador con los resultados y el tiempo invertido en la ejecución para calcular todas las 
similitudes. 
 
Para concluir con el apartado de desarrollo, hay que comentar que tanto el Manual de 
instalación para descargar todos los contenidos para ejecutar todos los módulos explicados, 
como el Manual del programador para conocer cómo se ejecuta cada programa 




5 Pruebas y resultados 
Este capítulo se compone de dos grandes apartados. En el primero se desarrollará la forma 
en la que se ha valorado la veracidad de la extracción de noticias y los resultados obtenidos 
después de ejecutar el módulo de extracción de noticias. La segunda parte explica cómo se 
han definido las pruebas y los resultados obtenidos. 
5.1 Módulo de recolección de noticias 
5.1.1 Explicación de las pruebas 
Para la creación de las expresiones XPath y visualización de qué elementos de una Web se 
escogen, se ha utilizado el plugin de Google Chrome Xpath Helper[37]. Esta herramienta 
permite a los usuarios introducir una expresión XPath y ver resaltados los elementos de la 
Web a los que hace referencia esa expresión. Por ello, esta herramienta se ha utilizado 
durante el desarrollo para crear las expresiones necesarias para la recolección de todas las 
noticias de las diferentes portadas de los periódicos, así como para extraer la información de 
las noticias. 




Figura 5-1: Ejemplo de las noticias que se someterán a estudio. Extraído de [3]. 
Por otro lado, se debe hacer hincapié en que, si la noticia remarcada está en un domino 
diferente, se prescindirá de ella. Esto se debe a los requisitos funcionales mencionados en el 
apartado 3.1.1.1. 
5.1.2 Resultados obtenidos 





Fecha Periódico Número de noticias extraídas 
14/03/2019 – 25/03/2019 
El País 1250 
El Mundo 843 
20 Minutos 115 
El Confidencial 1014 
Marca 806 
15/04/2019 – 30/04/2019 
El País 1709 
El Mundo 1161 
20 Minutos 86 
El Confidencial 1244 
Marca 1001 
01/10/2019 – 20/10/2019 
El País 1913 
El Mundo 1343 
20 Minutos 93 
El Confidencial 1664 
Marca 1422 
10/10/2019 – 27/10/2019 
El País 1689 
El Mundo 1100 
20 Minutos 89 
El Confidencial 1493 
Marca 1236 
25/11/2019 – 05/12/2019 
El País 1085 
El Mundo 601 
20 Minutos 229 
El Confidencial 990 
Marca 707 
20/01/2020 – 10/02/2020 
El País 2081 
El Mundo 1148 
20 Minutos 126 
El Confidencial 1949 
Marca 1475 
05/03/2020 – 20/03/2020 
El País 52 
El Mundo 943 
20 Minutos 457 
El Confidencial 1515 
Marca 905 
Tabla 5-1: Número de noticias extraídas por fecha y por periódico 
Se puede observar que todos los periódicos suelen tener aproximadamente el mismo número 
de noticias por rango de fecha. Han de hacerse dos apuntes. El primero sería que el periódico 
20 Minutos tiene una cantidad menor de noticias con respecto a los demás periódicos. Esto 
se debe a que el 20 Minutos, además de informar sobre temas a nivel nacional, informa 
también a nivel provincial, las cuales no se quieren en el conjunto extraído. Como este 
proyecto estudia en un rango de sucesos nacionales o que afecten a todo el país, aunque las 
noticias se localicen en una zona, de este periódico solo se extraen las noticias de las 
temáticas “Economía”, “Internacional” y “Nacional”. 
El segundo punto se debe a que en los últimos meses, el periódico El País está cambiando 
el dominio de sus páginas dentro del archivo, antiguamente era “elpais.com” y ahora está 
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migrando a “static.elpais.com”, por tanto las URLs semilla no se están generando 
correctamente. Este tema se tratará en la sección de Trabajo futuro. 
Para concluir con este apartado de pruebas, en la siguiente figura se ha extraído un ejemplo 
de cómo queda la información de las noticias en los ficheros JSON. 
 
 
Figura 5-2: Ejemplo de la estructuración de la información de una noticia una vez analizada 
5.2 Módulo de construcción del historial de noticias 
5.2.1 Explicación de las pruebas 
La forma en la que se ha evaluado el propósito de este proyecto es creando varios datasets, 
uno por periódico, los cuales contienen noticias todas ellas etiquetadas con un tema que las 
define. Estos son algunos de los temas más representativos del ámbito nacional dentro de los 
años 2019 y 2020, los cuales se han utilizado para realizar las pruebas: 
• Juicio del Procés 
• El incendio de Nôtre Dame en París 
• Las Elecciones Generales del año 2019 
• La exhumación del dictador Francisco Franco 
• La Cumbre del Clima del año 2019 
• La salida del Reino Unido de la Unión Europea, el Brexit 
• El Día Internacional de la Mujer 
• La muerte del jugador de Baloncesto Kobe Bryant 
• La pandemia del COVID-19 
Una vez vistos los diferentes temas con los que se van a trabajar, se discutirán dos puntos 
que son muy relevantes a la hora de entender el funcionamiento de las pruebas: 
• No se utilizará como atributo válido tagsNoticia. Esto se debe a que, por temas de 
eficiencia, se han etiquetado los temas de las noticias en base a si una noticia tiene 
 
 33 
un determinado tag en su listado. Esto se ha hecho de esta manera para que el 
etiquetado sea de una forma automática. 
• No es un problema de clasificación. Este con diferencia es el punto más importante. 
Con el fin de validar los resultados obtenidos y que la validación sea automática, se 
han utilizado herramientas que se usan en problemas de clasificación, aunque el 
problema con el que nos encontramos en este TFG no es un problema de 
clasificación. Ya que se está comprobando el grado de similitud entre dos textos, se 
dirá que las noticias con mejor puntuación de similitud serán las que formen parte 
del historial de noticias. Este modelo de evaluación no es el ideal, por eso en los 
resultados obtenidos puede que el algoritmo de similitud puntúe muy alto una noticia 
que tenga etiquetado un tema diferente al de nuestra noticia, pero luego esta se 
analice en su totalidad y resulte que trata dos temáticas diferentes. Estas dos serían 
la asignada en la fase de etiquetado y la tratada en la noticia que se está estudiando. 
Una vez definidas estas bases, la función de clasificación que se ha utilizado para medir la 
calidad de este proceso es la de Sklearn classification_report()[38]. Esta función recibirá 
dos matrices (1, 𝑁), las cuales contendrán la información sobre la temática de las noticias, 
y un array con los nombres de los identificadores de los temas de las noticias, en este caso 
la temática a estudiar y una etiqueta que hace referencia a todas las demás noticias. De las 
dos matrices, una será y_true, que contendrá el resultado esperado y otra y_pred, que 
contendrá el resultado obtenido. Si el identificador de la temática de la noticia que estamos 
estudiando es el 01 y el identificador para todas las demás noticias es el 00, tendremos: 
𝑦𝑡𝑟𝑢𝑒 = [01, 01, 01, … , 01, 00, 00, 00, … , 00] 
𝑦𝑝𝑟𝑒𝑑 = [01, 00, 01, … , 00, 01, 01, 00, … , 00] 
 
Como se observa en las matrices, ordenadas por orden decreciente de puntuación de 
izquierda a derecha, en 𝑦𝑡𝑟𝑢𝑒 hay 2 secciones. La primera contendrá tantos valores de la 
temática de la noticia seleccionada como noticias con el mismo tema se hayan analizado. 
Esto se hace así porque se espera que las noticias con mayor puntuación ocupen siempre las 
primeras posiciones. La segunda sección solo contendrá el valor del identificador de todas 
las demás noticias y ocupará tantas dimensiones como sea necesario para alcanzar el total 
de noticias analizado. Esto se hace para no evaluar las demás temáticas debido a que este 
proyecto solo se necesita identificar una temática por ejecución. Por tanto, se observa que 
las secciones 1 y 2 de 𝑦𝑡𝑟𝑢𝑒 y la 1 de 𝑦𝑝𝑟𝑒𝑑 tienen el mismo tamaño e igual a la cantidad 
de noticias del analizadas en la ejecución.  
Por último, en los resultados que nos proporcionará la función de Sklearn, se tomará en 
cuenta el valor resultante de f1-score[39], ya que considera los valores de precision y recall 
y aporta información sobre los falsos positivos y falsos negativos. 
5.2.2 Resultados obtenidos 
Debido a la gran cantidad de resultados obtenidos durante el proyecto, en este apartado de 
resultados, se estudiarán los resultados obtenidos a partir de los datos recopilados del 
periódico El País, evaluando la temática de La Cumbre del Clima del año 2019 para la 
noticia que puede encontrarse en la siguiente url: 
https://elpais.com/sociedad/2019/12/02/actualidad/1575268228_449028.html. Dentro de 
este dataset hay 603 noticias, donde 52 de ellas pertenecen a la temática y anteriores a la de 
estudio hay 23. 
Analizando los datos resultantes de la Tabla 5-2, la combinación función similitud/ 
atributos que ha proporcionado el mejor resultado de f1-score es Similitud Coseno con 
Vectorización BOW / Keywords, con 0,7. Este resultado es bastante bueno ya que, mirando 
los resultados de similitud obtenidos, vemos que de las 22 noticias ha situado entre las 
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mejores a 15. El historial de noticias resultante para el método con mejor puntuación se 
muestra en la Tabla 5-3.  
Hablando de cada algoritmo por separado, empezando por la Vectorización con Word2Vec, 
pensamos que no se han obtenido buenos resultados debido a dos razones. Una de ellas el 
tratamiento de textos realizado, ya que esto puede empeorar los resultados debido a que 
aunque pensemos que estamos mejorando el procesamiento generalizando las palabras a 
partir de la lematización, le estamos empeorando la capacidad de conocer el contexto ya que 
estamos modificando las palabras. Por otra parte, ya que la temática escogida puede tener un 
carácter político, creemos que la segunda razón es debido a que no es una noticia tan 
destacada como otras que hemos estudiado en el proyecto. Además, mirando el estudio por 
fechas con esta vectorización, vemos que aunque incrementemos la información de los 
textos, estamos empeorando el contexto por lo que no salen buenos resultados. 
La vectorización de textos con tf-idf ha funcionado bien, sobre todo cuando los textos a 
estudiar tienen mucha información. Se puede ver que los mejores resultados obtenidos para 
este experimento han sido cuando hemos utilizado el cuerpo de la noticia, por lo que parece 
que este algoritmo se comporta mejor con textos abundantes. 
La similitud Jaccard, además de funcionar bastante bien con el estudio simple cuando los 
textos contienen el cuerpo, vemos que el estudio por fecha aumenta en unos puntos algunos 
resultados. Esto se debe a que estamos incrementando la información de la noticia, aunque 
pensamos que con otro método de adicción de información a los textos, podemos mejorar 
los resultados de todas las combinaciones de atributos. 
Por último, pensamos que en este experimento ha salido la combinación de función de 
similitud / atributos especificada en párrafos anteriores debido a que BOW al igual que 
Jaccard, se centra en la similitud entre la información contenida entre dos textos sin 
importar los demás del dataset, pero en BOW se cuenta la frecuencia de las palabras, ya que 
de la manera en la que se exponen las Keywords, hay palabras dentro de una Keyword que 
pueden estar en otra, por lo que ampliamos información.   
Antes de pasar con los resultados finales, interesante mirar qué combinación función 
similitud / atributos es la mejor para cada periódico, ya que hay dependiendo de cuál, hay 
algunos que funcionan mejor con una cierta característica ya que para ese periódico puede 
tener bastante peso. Las mejores combinaciones por periódico obtenidas, sacadas a partir de 
los datos resultantes, son: 
• El País: Similitud coseno con Vectorización BOW / Titular + Cuerpo 
• El Mundo: Similitud coseno con Vectorización BOW / Keywords 
• 20 Minutos: Similitud coseno con Vectorización Word2Vec y Estudio Simple / 
Keywords + Autor 
• El Confidencial: Similitud Jaccard y Estudio Simple / Keywords 
Como se ve, cada periódico tiene una distinta combinación de elementos para lograr la mejor 
puntuación. Esto se ha sacado a partir de todas las simulaciones realizadas, por lo que estos 
resultados pueden variar a medida que se hagan más pruebas. Además, ya que los resultados 
no se están obteniendo de la manera ideal, puede que varíen los resultados obtenidos.  
Una vez visto un experimento concreto y los resultados por periódico, se comentarán los 
resultados obtenidos de forma general, los cuales se pueden observar en la Tabla 5-4. 
Se observa que la combinación de elementos que mejor funciona con cualquier periódico es 
Similitud Jaccard y Estudio por Horas / Keywords. También se han anotado en la tabla 
la mejor combinación para dos atributos. Además, como el Estudio por Horas se ha creado 
como investigación para ver si se puede conseguir alguna mejora realizando una 
modificación en alguno de los métodos, se han indicado en verde las mejores puntuaciones 
obtenidas para los métodos de Estudio simple con uno y con dos atributos. Además, como 
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forma de curiosidad, se han añadido a los lados de la tabla las medias para cada atributo y 
función de similitud resaltando las que mejor funcionan.  
Con estos resultados se observa que, para todos los periódicos, se ha podido crear un historial 
de noticias con una buena tasa de acierto, por lo que se ha conseguido el objetivo de este 
proyecto. Aun así, volviendo a hacer hincapié en el segundo de los puntos relevantes 
comentados en el apartado 5.2.1, no se pueden tomar los datos como totalmente fiables, 
debido a que estos pueden variar ya que la evaluación no se ha hecho de la forma ideal. Esto 
se ha remarcado varias veces durante este apartado debido a que, en algunos historiales, 
aparecen noticias que han catalogado sobre otras temáticas, pero si se estudia la noticia en 
cuestión, se haga referencia a esta temática, aunque la noticia tenga otra temática principal. 
Los resultados obtenidos en los demás experimentos se pueden observar en el Anexo D de 
este documento. 
 











   
   

















   




















   
   
   
   
   





















   
   

























   
   

























   
   

















   






















   
   
   
   
   
   













Atributo f1-Score f1-Score f1-Score f1-Score f1-Score f1-Score 
Titular 0,26 0,3 0,3 0,3 0 0,35 
Titular + Keywords 0,35 0,35 0,39 0,65 0,22 0,43 
Titular + Resumen 0,26 0,39 0,3 0,52 0,22 0,39 
Titular + Autor 0,13 0,13 0,3 0,17 0,04 0,17 
Titular + Cuerpo 0,13 0,57 0,57 0,57 0,09 0,57 
Keywords 0,3 0,39 0,3 0,7 0,22 0,43 
Keywords + Resumen 0,26 0,43 0,3 0,52 0,17 0,43 
Keywords + Autor 0,35 0,43 0,26 0,61 0,22 0,48 
Keywords + Cuerpo 0,22 0,61 0,57 0,52 0,22 0,61 
Resumen 0,09 0,17 0,13 0,17 0,09 0,17 
Resumen + Autor 0,09 0,22 0,17 0,17 0,09 0,22 
Resumen + Cuerpo 0,13 0,57 0,52 0,43 0,22 0,57 
Autor 0 0 0 0 0,22 0,22 
Autor + Cuerpo 0,09 0,57 0,52 0,52 0,22 0,57 
Cuerpo 0,09 0,57 0,52 0,39 0,04 0,57 
Tabla 5-2: Resultados para la temática de La Cumbre del Clima 2019 en el periódico El País 
 
Fecha Enlace de la noticia 
2019-12-02 20:16 https://elpais.com/sociedad/2019/12/02/actualidad/1575268228_449028.html 
2019-12-02 16:41 https://elpais.com/sociedad/2019/12/01/actualidad/1575216281_908130.html 
2019-12-02 16:14 https://elpais.com/sociedad/2019/12/02/actualidad/1575284241_519772.html 
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2019-12-02 14:30 https://elpais.com/internacional/2019/12/02/mundo_global/1575287137_755469.html 
2019-12-02 10:26 https://elpais.com/sociedad/2019/12/01/actualidad/1575226197_240379.html 
2019-12-02 08:16 https://elpais.com/sociedad/2019/12/01/actualidad/1575197772_341810.html 
2019-12-02 07:57 https://elpais.com/sociedad/2019/11/30/actualidad/1575139278_315997.html 
2019-12-02 07:57 https://elpais.com/sociedad/2019/11/29/actualidad/1575022809_157378.html 
2019-12-01 23:00 https://elpais.com/elpais/2019/12/01/opinion/1575217702_776463.html 
2019-11-30 22:53 https://elpais.com/sociedad/2019/11/30/actualidad/1575127687_241694.html 
2019-11-30 13:51 https://elpais.com/elpais/2019/11/30/album/1575114080_862435.html 
2019-11-30 12:13 https://elpais.com/sociedad/2019/11/29/actualidad/1575060055_430396.html 
2019-11-30 07:22 https://elpais.com/sociedad/2019/11/29/actualidad/1575052843_713181.html 
2019-11-28 15:53 https://elpais.com/sociedad/2019/11/28/actualidad/1574934320_885860.html 
2019-11-27 13:17 https://elpais.com/sociedad/2019/11/13/actualidad/1573642954_149954.html 
2019-11-27 10:48 https://elpais.com/sociedad/2019/11/24/actualidad/1574621327_638200.html 
2019-11-26 20:00 https://elpais.com/sociedad/2019/11/26/actualidad/1574791719_143580.html 
2019-10-20 15:06 https://elpais.com/politica/2019/10/20/actualidad/1571576675_429915.html 
2019-10-20 07:20 https://elpais.com/politica/2019/10/19/actualidad/1571492029_312414.html 
2019-03-24 21:32 https://elpais.com/internacional/2019/03/22/actualidad/1553255888_370103.html 
2019-03-22 13:54 https://elpais.com/internacional/2019/03/21/actualidad/1553156753_130649.html 
2019-03-19 16:31 https://elpais.com/internacional/2019/03/19/actualidad/1552983067_837330.html 
2019-02-18 09:16 https://elpais.com/ccaa/2019/02/17/catalunya/1550430376_996364.html 
2019-02-02 18:03 https://elpais.com/ccaa/2019/02/02/catalunya/1549109317_249315.html 
Tabla 5-3: Historial de noticias resultante para la temática de La Cumbre del Clima 2019 en 



































   
   
















   




















   
   
   
   
   





















   
   
























   
   
























   
   
















   






















   
   
   
   
   













Atributo f1-Score f1-Score f1-Score f1-Score f1-Score f1-Score 
Titular 0,38 0,48 0,48 0,46 0,2 0,5 0,42 
Titular + Keywords 0,5 0,7 0,59 0,69 0,26 0,72 0,58 
Titular + Resumen 0,32 0,5 0,46 0,49 0,23 0,51 0,42 
Titular + Autor 0,36 0,49 0,47 0,49 0,21 0,49 0,42 
Titular + Cuerpo 0,32 0,51 0,49 0,59 0,22 0,5 0,44 
Keywords 0,52 0,7 0,61 0,7 0,25 0,73 0,59 
Keywords + Resumen 0,46 0,69 0,51 0,63 0,23 0,7 0,54 
Keywords + Autor 0,51 0,69 0,56 0,68 0,24 0,68 0,56 
Keywords + Cuerpo 0,33 0,55 0,5 0,6 0,25 0,54 0,46 
Resumen 0,21 0,3 0,28 0,3 0,23 0,33 0,28 
Resumen + Autor 0,21 0,34 0,32 0,33 0,16 0,35 0,29 
Resumen + Cuerpo 0,31 0,5 0,49 0,56 0,23 0,49 0,43 
Autor 0,26 0,22 0,26 0,22 0,21 0,45 0,27 
Autor + Cuerpo 0,3 0,51 0,48 0,56 0,23 0,5 0,43 
Cuerpo 0,3 0,5 0,48 0,55 0,21 0,5 0,42 
 0,35 0,51 0,47 0,52 0,22 0,53 










6 Conclusiones y trabajo futuro 
6.1 Conclusiones 
Se ha visto a lo largo del documento que es posible alcanzar el objetivo de crear un historial 
de noticias partiendo de una, con herramientas informáticas y algoritmos de comparación de 
textos. Esto ha supuesto mucho trabajo ya que una parte importante para alcanzar el objetivo 
del proyecto reside en tener un conjunto de datos con el qué operar, cosa que ha 
desembocado en realizar un desarrollo adicional para contar con la información de las 
diferentes noticias.  
Una vez cubierta la parte del conjunto de datos, se ha tenido que reflexionar sobre los 
algoritmos que se iban a utilizar para la similitud de textos y derivaciones de estos que 
podrían aportar mejores resultados, además de qué tipo de tratamiento iban a tener los textos 
y formas de combinar la información de las noticias para así poder obtener los mejores 
resultados posibles.  
Este TFG concluye aquí, donde se ha desarrollado una idea principal sólida que ha cumplido 
todos los objetivos propuestos. No obstante, quedan muchos experimentos por realizar, 
como un estudio donde se observen los resultados obtenidos realizando un tratamiento 
previo de los textos o no, probar el programa de creación de historiales con un dataset donde 
no todas las noticias estén tematizadas, etc. Por tanto, este proyecto puede servir de entrada 
o apoyo a otros que quieran investigar sobre esta rama de conocimiento. 
Ahora, dando una conclusión un poco más personal sobre el proyecto, quiero remarcar que 
tanto mi tutor como yo nos hemos compenetrado, a mi parecer, lo mejor posible ya que no 
solo íbamos aportando ideas para abordar los objetivos del proyecto, si no que siempre le 
intentamos dar una vuelta de complejidad para que se viesen diferentes puntos de vista. La 
realización de este proyecto, aunque gratificante, ha sido complicada ya que una parte se ha 
realizado durante la vigencia del Estado de Alarma decretado por el Gobierno Español, lo 
cual nos hizo replantearnos rutinas y métodos de trabajo al no poder reunirnos 
presencialmente. Aun con todo esto, me siento muy orgulloso de haber realizado este 
proyecto ya que supone un broche final a mi carrera al haber podido trasladar gran parte de 
los conocimientos adquiridos durante estos últimos años a este trabajo. 
6.2 Trabajo futuro 
Este proyecto ha supuesto un gran trabajo y aunque se han querido abordar muchas ideas, 
aún nos queda mucho trabajo por realizar, sobre todo en tareas de optimización y 
actualización de la aplicación.  
Algunas ideas para que mejore el proyecto y se estudien un poco más otras vías de 
comparación de textos son: 
• Realizar revisiones de las Webs de los periódicos. Este es el punto más importante 
de todos. Como bien se sabe, una Web siempre está cambiando, además aquellas que 
tienen que ir reinventándose para que la apariencia atraiga a la mayor cantidad de 
usuarios posible. Por ello, cada cierto tiempo, se debería de hacer una prueba para 
ver si se está extrayendo la información de las Webs de forma correcta. Un ejemplo 
de esto es que, hace poco tiempo, la Web de El País, ha cambiado el dominio de las 
páginas a las que se navega desde su hemeroteca de “elpais.com” a 
“static.elpais.com”, o la forma de la expresión Xpath a las noticias. Estos cambios 
podrían no englobar a toda la Web, si no solo a las páginas realizadas a partir de 
cierta fecha, por lo que supondría un trabajo adicional diferenciar entre épocas. 
• Creación de una base de datos para el guardado de noticias. Ya que en este 
proyecto se ha optado por guardar la información de las noticias en ficheros JSON, 
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pensamos que crear una base de datos para optimizar el espacio de la información 
sería interesante debido a que además se podría modificar el módulo de creación de 
historiales, pudiendo mejorar su rendimiento a la hora de trabajar con las noticias. 
• Creación de una base de datos para el almacenamiento de resultados. Ya que 
actualmente los resultados residen en ficheros de texto, pensamos que guardar esta 
información en una base de datos ayudaría a visualizar en mejor medida los 
resultados, así como poder realizar diagramas de resultados con mayor sencillez. 
• Estudiar otro tipo de representación de documentos y funciones de similitud. En 
este proyecto solo se han estudiado 4, con 2 más que son variaciones de algunas de 
estas, pero aún quedan muchas más. Algunos ejemplos serían otros tipos de Word 
Embeddings que se citan en el apartado 2.3.3.1, un estudio que pueda extraer las 
palabras clave de los textos o una mejora del estudio de noticias por fecha que se ha 
realizado en este proyecto entre muchas otras ideas. 
• Realizar un estudio de ablación de las características de las noticias. Con este 
tipo de estudio se podría conseguir la mejor combinación de atributos para una 
función de similitud. Este estudio realizaría pruebas escogiendo un algoritmo el cual 
parta realizando la similitud de entre las noticias cogiendo todos sus atributos, de esta 
manera, por etapas, se van extrayendo aquellos atributos que peores resultados den, 
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DOM Document Object Model. 
Dataset Conjunto de datos. 
HTML HyperText Markup Language. 
CSS Cascading Style Sheet. 
XML Extensible Markup Language. 
NLP Natural Language Processing. 
Crawler Programa que navega por los diferentes enlaces de una Web de forma 
automática. 
Scrapper Programa que analiza el código de una página Web y extrae 
automáticamente información de esta. 
Documentalista Persona de la redacción de un periódico encargada de etiquetar las 
noticias en base a una o varias temáticas. 
Hemeroteca digital Web la cual aloja un archivo donde se guardan diarios y otras 
publicaciones periodísticas 
URL Uniform Resource Locator. 





















A Funciones del módulo de construcción del historial de 
noticias 
En este Anexo se expondrán las funciones que componen cada entidad del módulo de 
construcción del historial de noticias.  
• Extractor: 
o __init__(): Constructor de la clase. Instancia el objeto nlp de Spacy para el 
tratamiento de objetos, además de inicializar variables para guardar las fechas 
en las que están comprendidas las noticias de la colección y la creación del 
diccionario con todos los datos de las noticias en memoria para que las 
búsquedas sean más rápidas. 
o createDiccExtractor(): Crea el diccionario de noticias en memoria, la clave 
de este serán los enlaces y el valor un diccionario que contendrá como clave 
los diferentes atributos y como valor sus respectivos textos. Además, 
habrá otro diccionario que ordena las noticias por el tema que tratan estas, 
necesario para la evaluación de los resultados. Su clave es el tema y el valor 
una lista de enlaces que tratan dicho tema. 
o getDataNoticiaMaster(): Función que devuelve el diccionario con los 
atributos de la noticia la cual queremos obtener su historial. 
o getLinkNoticiaMaster(): Devuelve el enlace de la noticia que estamos 
estudiando. 
o getDiccNoticiaEtiqueta(): Devuelve el diccionario con todos los temas que 
se tratan en la colección de noticias. 
o getEtiquetasTema(): Devuelve el conjunto de temas tratados en la 
colección. 
o getCountNoticiasConEtiqueta(): Devuelve el número de noticias que tratan 
un tema en específico. 
o getLinksNoticiasAnalizar(): Devuelve una lista con todas las noticias de la 
colección menos la maestra o de estudio. 
o getNumNoticiasAnalizar(): Devuelve el número de noticias en la colección 
sin contar la maestra. 
o getDataNoticia(): Devuelve el diccionario de atributos de una noticia dado 
su link si y solo si la fecha de publicación de dicha noticia es anterior a la de 
la noticia maestra. 
o getAtributosNoticia(): Dado el diccionario de una noticia y el atributo a 
extraer, se trata el texto del atributo en cuestión, realizando las técnicas 
propuestas en el punto 4.2.1.1  de la memoria, y se devuelve al usuario. Esta 
función tiene un modo en el que podemos saltarnos las tareas de tratamiento 
de textos si lo deseamos. 
o create_diccRangoFechasNoticias(): Crea el diccionario que organiza las 
noticias por rangos de fecha y lo guarda en memoria. La forma en la que 
trabaja esta función es, primero crea los rangos de fechas de 4 horas en 4 
horas y después coloca cada noticia en el rango que le corresponde. 
o getVectorAtributo(): Devuelve el vector de características del texto de un 
atributo. Este vector de características se obtiene a partir del atributo vector 





o getDoc(): Devuelve, en base a un texto, el objeto Documento de la librería 
Spacy. 
o do_lemmatize(): Realiza la tarea de lematizar un texto. Para ello, se 
convierten todos los tokens o palabras de un texto a su lema, que este es 
aportado por el atributo lemma_ del objeto Token de Spacy. 
o rm_stopWords(): Realiza la tarea de eliminar los stopwords de un texto. 
Para ello, se utiliza la librería nltk[40] (Natural Language Toolkit) que 
propone un conjunto de stopwords en español. 
o rm_punctuations(): Realiza la tarea de eliminación de signos de puntuación. 
o rm_blanks(): Realiza la tarea de eliminación de espacios en blanco que no 
sean necesarios, fruto de haber hecho el tratamiento de los textos. 
o openFile(): Abre el fichero donde se encuentran todos los datos de las 
noticias, devolviendo el puntero al fichero y su contenido. 
o closeFile(): Cierra el fichero donde se encuentran todos los datos de las 
noticias.  
• Similitud: 
o __init__(): Constructor de la clase Similitud. En él se inicializa el nombre de 
la similitud a crear. Dependiendo de la similitud se elegirá una función de 
similitud y se instanciaran diccionarios u otros objetos si fuera necesario. 
Dependiendo de cada caso podemos tener: 
▪ Similitud coseno con vectores de características: Únicamente nos 
hace falta instanciar la función de similitud que vamos a utilizar, en 
este caso similitud_coseno_spacy(). 
▪ Similitud Jaccard: Sucede lo mismo que en el caso anterior, aquí 
únicamente se asignará similitud_jaccard() como función de 
similitud a utilizar. 
▪ Similitud coseno con vectorización tf-idf: Aparte de inicializar la 
función de similitud, que en este caso será similitud_coseno_links(), 
se inicializan tres diccionarios. El primero con clave el identificador 
de una noticia, en este caso el enlace, y como valor otro diccionario 
que represente cada palabra de ese documento y la frecuencia de esta 
en él. El segundo representa cada palabra y el número de documentos 
en los que está presente. Por último, el tercero tiene como clave el 
identificador de la noticia y como valor el vector numpy que 
generaremos.  
▪ Similitud coseno con vectorización BoW: En este caso se inicializan 
las variables igual que en el caso anterior, excepto que aquí se elimina 
el segundo diccionario y se cambia por una lista de palabras, ya que 
en BoW solo se necesita conocer la frecuencia que tienen estas dentro 
de un texto. 
o similitud_coseno_spacy(): Función que realiza la operación de similitud 
coseno entre dos textos a partir de la función similarity(Doc) del objeto 
documento de Spacy. Esta función internamente aplica la fórmula de 
similitud coseno a los dos vectores de características que da Spacy para un 
texto. Estos vectores se sacan por realizar la media entre todos los vectores 
de características de cada palabra contenida en el texto. 
o similitud_jaccard(): Función que transforma cada documento a un Set de 
palabras y realiza el cociente entre los elementos de la unión y los 





o similitud_coseno_links(): Función que calcula la similitud coseno entre 
dos documentos dados sus identificadores. Aquí se tendrá que buscar en el 
objeto self.dicc_doc_vector los vectores de los documentos pedidos. 
o similitud_coseno_vecs(): Función que calcula la similitud coseno entre 
dos documentos dados sus vectores. 
o add_doc_wFrec_entry(): Función que añade o actualiza una entrada al 
diccionario de la frecuencia de cada palabra por documento. Este 
diccionario es el primero que comentamos en la función de __init__(), en el 
caso de la similitud coseno. 
o add_w_docsConW_entry(): Función que añade o actualiza una entrada 
al diccionario de frecuencias de las palabras en la colección. Este 
diccionario es el segundo comentado en la función de __init__(), en el caso 
de la similitud coseno con vectorización tf-idf. 
o create_dicc_doc_tfidf(): Función que crea todos los vectores de 
documento en base a la vectorización tf-idf. 
o add_doc_wFrec_entry_BoW(): Función idéntica a 
add_doc_wFrec_entry(). Está hecho de esta manera para optimizar los 
tiempos de ejecución y realizar las menos comparaciones posibles.  
o créate_vec_doc_BoW(): Función que crea todos los vectores de 
documento en base a la vectorización Bag of Words. 
o getNombreSimilitud(): Devuelve el nombre de la similitud contenida en 
el objeto instanciado. 
o getFuncionSimilitud(): Devuelve la función de similitud que utiliza el 
objeto instanciado. 
o getSetPalabras(): Devuelve el Set de palabras de un documento dado. 
Tener el Set es importante para el cálculo de Jaccard, ya que se necesitan las 
palabras que contiene el texto sin repeticiones. 
o getLinksNoticias(): Devuelve todos los enlaces de las noticias de la 
colección. 
o getDocVector(): Devuelve el vector de una noticia dado su identificador. 
• Procesador: 
o __init__(): Contructor de la clase Procesador. En él se inicializan el 
diccionario de resultados, que tendrá de clave el identificador de la noticia 
y como clave la puntuación de similitud, y una variable que guardará el 
score acumulado. 
o addResultado(): Función que añade un resultado al diccionario de 
resultados. 
o sortResultados(): Función que ordena el diccionario de resultados de 
mayor a menor puntuación. 
o getTopResultados(): Función que devuelve un String con todos los 
resultados obtenidos por cada noticia. A esta función, si se desea, se le 
puede pasar el parámetro top que indicaría el número de noticias con mejor 
puntuación que nosotros queremos ver. 
o __str__(): Función que proyecta las características del objeto 
Procesador, como el número de noticias evaluadas y el score medio 
obtenido. 
• Main: 
o do_similitud_noCreacionVecs(): Función encargada de realizar el bucle de 
cálculo de similitudes entre noticias utilizando algoritmos de similitud que 





o do_similitud_creacionVectores(): Función encargada de realizar el bucle de 
cálculo de similitudes entre noticias utilizando algoritmos de similitud que 
necesiten realizar una vectorización de los documentos primero y con el 
estudio simple. 
o do_similitud_noVecs_franjasHorarias(): Función encargada de realizar el 
bucle de cálculo de similitudes entre noticias utilizando algoritmos de 
similitud que no necesiten vectores y el estudio de noticias por fecha. 















































B Manual de instalación 
Para la instalación del proyecto primero hay que descargar todos los ficheros que los 




Una vez descargados los ficheros, tenemos: 
• /creacionDataset: Directorio donde está guardada toda la funcionalidad referente al 
primer módulo de recolección de noticias. 
• /creacionHistorial: Directorio donde está guardada toda la funcionalidad referente 
al segundo módulo de construcción del historial de noticias. 
• /resultados: Directorio donde se guardan todos los ficheros de texto con los 
resultados obtenidos durante todo el proyecto. 
• /scripts: Directorio que guarda diferentes scripts para la automatización de algunas 
tareas. 
o Extraer_noticias.sh: Script que extrae todas las noticias de todos los 
periódicos entre dos fechas preguntadas durante la ejecución. 
o Extraer_noticias_tematica.py: Script que en base a dar el directorio y el 
fichero donde están las noticias y un tag, extrae todas las noticias que 
contengan ese determinado tag en un fichero aparte, poniendo a estas noticias 
una temática propuesta por el usuario. 
o Remove_noticias.sh: Script que elimina todas los archivos de noticias 
contenidos en los directorios de los diferentes periódicos. 
Una vista la estructura de los archivos que se han descargado y explicado algunos otros que 
no se han explicado antes en este documento, se tendrán que realizar los siguientes pasos 
para que funcionen todos los ejecutables: 
• Descargar la librería nltk y los stopwords que esta tiene:  
Para ello primero se debe descargar la librería con: 
 
sudo pip3 install nltk 
 






• Descargar la librería Spacy y su módulo de palabras en español: 
Para ello, se abrirá una terminal y se ejecutarán los siguientes dos comandos: 
 
sudo pip3 install spacy 









C Manual del programador 
En este anexo se explicará cómo se debe hacer la ejecución de cada módulo. Los módulos 
que se pueden ejecutar son: 
• Módulo de recolección de noticias 
Para ejecutar el programa de extracción de noticias de una de las Webs seleccionadas, desde 




Una vez allí, puede realizar varias ejecuciones. Por ejemplo, si se quiere extraer las noticas 
en un rango de fechas, se debe ejecutar el siguiente comando: 
 
scrapy crawl <Spider> -a fechaIni=”dd-MM-YYYY” -a fechaFin=”dd-MM-YYYY” 
 
La variable <Spider> hace referencia al nombre del spider, o lo que es lo mismo, de qué 







También se puede realizar la extracción de noticias de un periódico de un mes entero. Esto 
se realizaría ejecutando: 
 
scrapy crawl <Spider> -a anio=”YYYY” -a mes=”MM” 
 
Además, también se puede realizar la ejecución de un día en concreto: 
 
scrapy crawl <Spider> -a anio=”YYYY” -a mes=”MM” -a día=”dd” 
 
Por último, si se desea, se puede atribuir nombre al fichero de salida. Esto se realizará 




• Módulo de construcción del historial de noticias 
Para ejecutar el módulo de construcción de una noticia se debe primero entrar al directorio 




Una vez aquí, para ejecutar el módulo se escribirá el siguiente comando en la consola: 
 
python historialNoticias.py <Periódico> <URL_Noticia> <Temática> <Identificador> 
 
Este módulo cogerá las noticias que estén situadas en el fichero 
“/creacionDataset/crawlerPeriodicos/dataset_pruebas_ficheros/dataset_pruebas_PER





todas las similitudes y la más nueva en la cronología del historial. Temática hace referencia 
al tema principal de la noticia para hacer bien la evaluación de las noticias y construir bien 
los historiales, e Identificador únicamente servirá para poner nombre al fichero 
distinguiéndolo de los demás. 
 
Una vez vistos los módulos principales, se explicará la ejecución de los distintos scripts 
creados: 
• Script de recolección de noticias 








Una vez lo ejecutemos, se nos preguntará por las fechas de inicio y fin de recolección. Se 
introducirán por input en el formato “dd-MM-YYYY” y el script ejecutará el módulo de 
recolección de noticias para todos los periódicos en ese rango de fechas especificado. 
 
• Script de borrado de noticias 
Este script borra todos los ficheros .json de los directorios donde se guardan las noticias de 















Una vez hecho, el programa pregunta al usuario si realmente quiere borrar todos los ficheros. 
Está pregunta es únicamente de seguridad, si el usuario responde afirmativamente se 
borrarán los ficheros y en caso contrario terminará la ejecución. 
 
• Script para crear el dataset de pruebas 
Este script es el que se ha usado para extraer automáticamente todas las noticias que tratan 
sobre un tema en especial de entre todas las noticias extraídas en un rango de fecha. Este 
programa observa si en tagsNoticia existe una etiqueta determinada y si la tiene, extrae esa 
noticia y le asigna una temática. Para ejecutar este script se debe ir al directorio de scripts 












Una vez hecho, el programa preguntará al usuario el directorio y el archivo donde están las 
noticias, después preguntará el tag que deben tener las noticias para que sean de esa temática 














































D Tablas de resultados por experimento 
En este Anexo se muestran todas las tablas de todos los experimentos restantes realizados. 













   
   
















   




















   
   
   
   
   





















   
   
























   
   
























   
   
















   






















   
   
   
   
   













Atributo f1-Score f1-Score f1-Score f1-Score f1-Score f1-Score 
Titular 0,34 0,25 0,36 0,25 0,22 0,22 
Titular + Keywords 0,45 0,82 0,36 0,36 0,15 0,81 
Titular + Resumen 0,23 0,31 0,36 0,28 0,15 0,35 
Titular + Autor 0,4 0,26 0,39 0,26 0,25 0,19 
Titular + Cuerpo 0,36 0,28 0,36 0,21 0,29 0,28 
Keywords 0,48 0,83 0,43 0,57 0,15 0,82 
Keywords + Resumen 0,35 0,78 0,44 0,6 0,18 0,76 
Keywords + Autor 0,59 0,81 0,36 0,57 0,15 0,78 
Keywords + Cuerpo 0,42 0,42 0,42 0,23 0,31 0,39 
Resumen 0,19 0,35 0,5 0,35 0,15 0,32 
Resumen + Autor 0,22 0,31 0,5 0,34 0,15 0,29 
Resumen + Cuerpo 0,31 0,3 0,38 0,22 0,31 0,26 
Autor 0,18 0,4 0,52 0,4 0,15 0,39 
Autor + Cuerpo 0,38 0,27 0,35 0,22 0,29 0,25 
Cuerpo 0,33 0,26 0,35 0,21 0,29 0,26 



























































































































































































































































































































































































































Tabla D-2: Historial de noticias resultante para la temática de El Juicio del Procés en el 

































   
   
















   




















   
   
   
   
   





















   
   
























   
   





























































   
   
   













Atributo f1-Score f1-Score f1-Score f1-Score f1-Score f1-Score 
Titular 0,08 0,19 0,27 0,19 0,1 0,19 
Titular + Keywords 0,5 0,89 0,98 0,87 0,1 0,89 
Titular + Resumen 0,23 0,24 0,26 0,16 0,18 0,24 
Titular + Autor 0,1 0,44 0,45 0,44 0,05 0,44 
Titular + Cuerpo 0,23 0,4 0,34 0,29 0,24 0,4 
Keywords 0,63 0,87 0,95 0,97 0,06 0,97 
Keywords + Resumen 0,66 0,89 0,26 0,87 0,11 0,89 
Keywords + Autor 0,29 0,87 0,84 0,94 0 0,94 
Keywords + Cuerpo 0,24 0,42 0,35 0,34 0,26 0,42 
Resumen 0,27 0,11 0,08 0,11 0,24 0,1 
Resumen + Autor 0,18 0,42 0,44 0,42 0,05 0,42 
Resumen + Cuerpo 0,24 0,39 0,35 0,27 0,23 0,39 
Autor 0,52 0,47 0,44 0,47 0,02 0,48 
Autor + Cuerpo 0,21 0,4 0,35 0,29 0,21 0,4 
Cuerpo 0,23 0,4 0,35 0,29 0,21 0,4 



















































































































































































































































































































































































































































Atributo f1-Score f1-Score f1-Score f1-Score f1-Score f1-Score 
Titular 0,75 0,62 0,5 0,62 0,4 0,65 
Titular + Keywords 0,35 0,65 0,57 0,78 0,3 0,65 
Titular + Resumen 0,28 0,62 0,48 0,6 0,2 0,62 
Titular + Autor 0,7 0,62 0,48 0,62 0,45 0,65 
Titular + Cuerpo 0,48 0,57 0,68 0,82 0,33 0,57 
Keywords 0,2 0,85 0,53 0,65 0,2 0,85 
Keywords + Resumen 0,17 0,8 0,53 0,55 0,17 0,8 
Keywords + Autor 0,23 0,85 0,55 0,65 0,25 0,85 
Keywords + Cuerpo 0,42 0,6 0,62 0,8 0,38 0,6 
Resumen 0,15 0,48 0,45 0,45 0,07 0,5 
Resumen + Autor 0,12 0,53 0,5 0,5 0,1 0,53 
Resumen + Cuerpo 0,4 0,57 0,65 0,78 0,3 0,57 
Autor 0,48 0,38 0,33 0,38 0,35 0,8 
Autor + Cuerpo 0,42 0,55 0,7 0,78 0,33 0,55 
Cuerpo 0,42 0,55 0,68 0,78 0,33 0,55 
Tabla D-5: Resultados para la temática de El Incendio de la Catedral de Nôtre Dame en el 











































































22:00:27  https://elpais.com/elpais/2019/04/16/opinion/1555425243_571004.html 
2019-04-16 


















18:30:36  https://elpais.com/elpais/2019/04/16/videos/1555431689_133615.html 
2019-04-16 


































23:00:38  https://elpais.com/elpais/2019/03/23/opinion/1553364300_398631.html 
2019-03-16 
23:00:09  https://elpais.com/elpais/2019/03/16/opinion/1552755194_878279.html 
2019-03-16 










23:31:58  https://elpais.com/ccaa/2019/01/31/catalunya/1548975109_119530.html 
Tabla D-6: Historial de noticias resultante para la temática de El Incendio de la Catedral de 























































































































































































Atributo f1-Score f1-Score f1-Score f1-Score f1-Score f1-Score 
Titular 0,27 0,23 0,25 0,23 0,17 0,29 
Titular + Keywords 0,13 0,35 0,35 0,37 0,21 0,38 
Titular + Resumen 0,13 0,37 0,29 0,37 0,21 0,38 
Titular + Autor 0,23 0,27 0,23 0,21 0,21 0,27 
Titular + Cuerpo 0,04 0,29 0,25 0,46 0,15 0,29 
Keywords 0,13 0,37 0,31 0,33 0,21 0,37 
Keywords + Resumen 0,13 0,35 0,29 0,38 0,21 0,38 
Keywords + Autor 0,08 0,27 0,31 0,27 0,17 0,25 
Keywords + Cuerpo 0,02 0,27 0,23 0,46 0,17 0,27 
Resumen 0,12 0,25 0,1 0,27 0,15 0,27 
Resumen + Autor 0,13 0,25 0,17 0,21 0,13 0,25 
Resumen + Cuerpo 0,02 0,27 0,25 0,44 0,15 0,27 
Autor 0,15 0,12 0,12 0,12 0,15 0,25 
Autor + Cuerpo 0,04 0,29 0,27 0,42 0,17 0,29 
Cuerpo 0,04 0,27 0,27 0,42 0,17 0,27 






































































































































































07:38:25  https://elpais.com/elpais/2019/02/14/opinion/1550169728_099422.html 
2019-02-13 









































Tabla D-8: Historial de noticias resultante para la temática de Las Elecciones Generales del 

































































































































































































Atributo f1-Score f1-Score f1-Score f1-Score f1-Score f1-Score 
Titular 0,67 0,67 0,67 0,67 0,33 0,73 
Titular + Keywords 0,67 0,73 0,47 0,8 0,67 0,73 
Titular + Resumen 0,6 0,8 0,6 0,8 0,4 0,8 
Titular + Autor 0,67 0,73 0,67 0,73 0,4 0,73 
Titular + Cuerpo 0,4 0,47 0,33 0,67 0,33 0,47 
Keywords 0,67 0,73 0,67 0,67 0,67 0,73 
Keywords + Resumen 0,4 0,73 0,73 0,73 0,53 0,73 
Keywords + Autor 0,73 0,73 0,67 0,73 0,6 0,73 
Keywords + Cuerpo 0,4 0,47 0,4 0,6 0,33 0,47 
Resumen 0,33 0,73 0,73 0,73 0,47 0,73 
Resumen + Autor 0,33 0,67 0,6 0,6 0,4 0,67 
Resumen + Cuerpo 0,4 0,47 0,33 0,6 0,33 0,47 
Autor 0,47 0,33 0,33 0,33 0,47 0,6 
Autor + Cuerpo 0,4 0,53 0,33 0,6 0,33 0,53 
Cuerpo 0,4 0,47 0,33 0,6 0,33 0,47 
Tabla D-9: Resultados para la temática de La Exhumación del Dictador Francisco Franco en 





































16:46:59  https://www.20minutos.es/noticia/4027006/0/abascal-muertos-tutankamon/ 
2019-10-23 

























Tabla D-10: Historial de noticias resultante para la temática de La Exhumación del Dictador 






















































































































































































Atributo f1-Score f1-Score f1-Score f1-Score f1-Score f1-Score 
Titular 0,1 0,85 0,85 0,7 0 0,84 
Titular + Keywords 0,5 1 0,95 1 0 1 
Titular + Resumen 0,15 0,8 0,85 0,8 0,05 0,79 
Titular + Autor 0,1 0,8 0,6 0,8 0 0,79 
Titular + Cuerpo 0,3 0,7 0,8 0,95 0 0,68 
Keywords 0,8 0,9 0,95 1 0 0,95 
Keywords + Resumen 0,65 0,9 0,85 0,95 0 0,95 
Keywords + Autor 0,85 0,95 0,75 1 0 0,95 
Keywords + Cuerpo 0,25 0,8 0,85 0,95 0 0,79 
Resumen 0 0 0 0 0,21 0,21 
Resumen + Autor 0,05 0,15 0,05 0,15 0 0,21 
Resumen + Cuerpo 0,3 0,65 0,8 0,9 0 0,63 
Autor 0,1 0,1 0,3 0,1 0 0,11 
Autor + Cuerpo 0,25 0,7 0,85 0,9 0 0,68 
Cuerpo 0,25 0,7 0,85 0,9 0 0,68 



























































































Tabla D-12: Historial de noticias resultante para la temática de La Muerte de Kobe Bryant 



















































































































































































Atributo f1-Score f1-Score f1-Score f1-Score f1-Score f1-Score 
Titular 0,41 0,47 0,41 0,41 0,12 0,47 
Titular + Keywords 0,82 0,76 0,59 0,41 0,24 0,82 
Titular + Resumen 0,47 0,24 0,29 0,18 0,24 0,24 
Titular + Autor 0,41 0,47 0,41 0,41 0,12 0,47 
Titular + Cuerpo 0,24 0,53 0,47 0,65 0,06 0,53 
Keywords 0,82 0,59 0,71 0,53 0,41 0,59 
Keywords + Resumen 0,82 0,65 0,59 0,24 0,18 0,65 
Keywords + Autor 0,82 0,59 0,71 0,41 0,47 0,59 
Keywords + Cuerpo 0,35 0,59 0,47 0,76 0,12 0,59 
Resumen 0,24 0,18 0,29 0,18 0,24 0,18 
Resumen + Autor 0,29 0,12 0,29 0,18 0,12 0,18 
Resumen + Cuerpo 0,29 0,53 0,53 0,71 0,06 0,53 
Autor 0 0 0 0 0,06 0,41 
Autor + Cuerpo 0,29 0,53 0,41 0,65 0,06 0,53 
Cuerpo 0,29 0,53 0,41 0,65 0,06 0,53 
Tabla D-13: Resultados para la temática de El Día Internacional de la Mujer del 2020 en el 














































































Tabla D-14: Historial de noticias resultante para la temática de El Día Internacional de la 


















































































































































































Atributo f1-Score f1-Score f1-Score f1-Score f1-Score f1-Score 
Titular 0,57 0,76 0,73 0,76 0,46 0,78 
Titular + Keywords 0,71 0,74 0,65 0,96 0,41 0,75 
Titular + Resumen 0,51 0,75 0,72 0,7 0,46 0,76 
Titular + Autor 0,5 0,73 0,72 0,73 0,41 0,74 
Titular + Cuerpo 0,66 0,75 0,58 0,71 0,47 0,75 
Keywords 0,66 0,76 0,62 0,92 0,34 0,82 
Keywords + Resumen 0,68 0,71 0,59 0,87 0,49 0,71 
Keywords + Autor 0,67 0,74 0,58 0,9 0,33 0,56 
Keywords + Cuerpo 0,67 0,76 0,58 0,75 0,48 0,76 
Resumen 0,47 0,41 0,28 0,41 0,43 0,45 
Resumen + Autor 0,44 0,39 0,16 0,4 0,39 0,42 
Resumen + Cuerpo 0,66 0,75 0,58 0,68 0,46 0,75 
Autor 0,46 0,22 0,33 0,22 0,46 0,77 
Autor + Cuerpo 0,66 0,74 0,58 0,69 0,48 0,74 
Cuerpo 0,66 0,75 0,58 0,69 0,48 0,75 




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Atributo f1-Score f1-Score f1-Score f1-Score f1-Score f1-Score 
Titular 0,43 0,38 0,35 0,38 0,19 0,43 
Titular + Keywords 0,28 0,45 0,44 0,6 0,24 0,49 
Titular + Resumen 0,22 0,46 0,36 0,5 0,21 0,46 
Titular + Autor 0,35 0,34 0,34 0,33 0,23 0,36 
Titular + Cuerpo 0,22 0,48 0,5 0,62 0,19 0,48 
Keywords 0,21 0,54 0,38 0,56 0,21 0,55 
Keywords + Resumen 0,19 0,53 0,37 0,48 0,18 0,54 
Keywords + Autor 0,22 0,52 0,37 0,51 0,21 0,53 
Keywords + Cuerpo 0,22 0,49 0,47 0,59 0,26 0,49 
Resumen 0,12 0,3 0,23 0,3 0,1 0,31 
Resumen + Autor 0,11 0,33 0,28 0,29 0,11 0,33 
Resumen + Cuerpo 0,18 0,47 0,47 0,55 0,22 0,47 
Autor 0,21 0,17 0,15 0,17 0,24 0,42 
Autor + Cuerpo 0,18 0,47 0,5 0,57 0,24 0,47 
Cuerpo 0,18 0,46 0,49 0,53 0,18 0,46 

























































































































































































Atributo f1-Score f1-Score f1-Score f1-Score f1-Score f1-Score 
Titular 0,25 0,6 0,62 0,55 0,19 0,6 
Titular + Keywords 0,57 0,88 0,86 0,94 0,17 0,88 
Titular + Resumen 0,3 0,6 0,61 0,55 0,23 0,6 
Titular + Autor 0,23 0,66 0,59 0,66 0,15 0,66 
Titular + Cuerpo 0,4 0,62 0,57 0,65 0,24 0,61 
Keywords 0,7 0,84 0,84 0,96 0,13 0,91 
Keywords + Resumen 0,66 0,83 0,57 0,9 0,2 0,85 
Keywords + Autor 0,6 0,85 0,72 0,95 0,11 0,82 
Keywords + Cuerpo 0,39 0,66 0,59 0,68 0,25 0,66 
Resumen 0,25 0,17 0,12 0,17 0,29 0,25 
Resumen + Autor 0,22 0,32 0,22 0,32 0,15 0,35 
Resumen + Cuerpo 0,4 0,6 0,58 0,62 0,23 0,59 
Autor 0,36 0,26 0,36 0,26 0,16 0,45 
Autor + Cuerpo 0,37 0,61 0,59 0,63 0,23 0,61 
Cuerpo 0,38 0,62 0,59 0,63 0,23 0,61 























































































































































































Atributo f1-Score f1-Score f1-Score f1-Score f1-Score f1-Score 
Titular 0,54 0,57 0,54 0,54 0,23 0,6 
Titular + Keywords 0,75 0,75 0,53 0,61 0,46 0,78 
Titular + Resumen 0,54 0,52 0,45 0,49 0,32 0,52 
Titular + Autor 0,54 0,6 0,54 0,57 0,26 0,6 
Titular + Cuerpo 0,32 0,5 0,4 0,66 0,2 0,5 
Keywords 0,75 0,66 0,69 0,6 0,54 0,66 
Keywords + Resumen 0,61 0,69 0,66 0,49 0,36 0,69 
Keywords + Autor 0,78 0,66 0,69 0,57 0,54 0,66 
Keywords + Cuerpo 0,38 0,53 0,44 0,68 0,23 0,53 
Resumen 0,29 0,46 0,51 0,46 0,36 0,46 
Resumen + Autor 0,31 0,4 0,45 0,39 0,26 0,43 
Resumen + Cuerpo 0,35 0,5 0,43 0,66 0,2 0,5 
Autor 0,24 0,17 0,17 0,17 0,27 0,51 
Autor + Cuerpo 0,35 0,53 0,37 0,63 0,2 0,53 
Cuerpo 0,35 0,5 0,37 0,63 0,2 0,5 























































































































































































Atributo f1-Score f1-Score f1-Score f1-Score f1-Score f1-Score 
Titular 0,34 0,25 0,36 0,25 0,22 0,22 
Titular + Keywords 0,45 0,82 0,36 0,36 0,15 0,81 
Titular + Resumen 0,23 0,31 0,36 0,28 0,15 0,35 
Titular + Autor 0,4 0,26 0,39 0,26 0,25 0,19 
Titular + Cuerpo 0,36 0,28 0,36 0,21 0,29 0,28 
Keywords 0,48 0,83 0,43 0,57 0,15 0,82 
Keywords + Resumen 0,35 0,78 0,44 0,6 0,18 0,76 
Keywords + Autor 0,59 0,81 0,36 0,57 0,15 0,78 
Keywords + Cuerpo 0,42 0,42 0,42 0,23 0,31 0,39 
Resumen 0,19 0,35 0,5 0,35 0,15 0,32 
Resumen + Autor 0,22 0,31 0,5 0,34 0,15 0,29 
Resumen + Cuerpo 0,31 0,3 0,38 0,22 0,31 0,26 
Autor 0,18 0,4 0,52 0,4 0,15 0,39 
Autor + Cuerpo 0,38 0,27 0,35 0,22 0,29 0,25 
Cuerpo 0,33 0,26 0,35 0,21 0,29 0,26 
Tabla D-20: Media de resultados obtenidos por el periódico El Confidencial 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
