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T
his contribution will introduce a novel concept for mechanistic modelling of complex
kinetic phenomena and will explore its potential for multi-phase reaction systems
modelling. The approach aims at the integration of high resolution measurements,
modelling on multiple scales and the formulation and solution of inverse problems in a uni-
fying framework. An incremental and iterative approach based on gradual refinement of
experimental techniques, mathematical models and identification problems forms the core
of the suggested methodology. The foundations of the approach developed in a collaborative
interdisciplinary research centre at RWTH Aachen will be reviewed. Illustrative examples
including chemical reaction kinetics, diffusion in liquids and heat transfer at a falling
liquid film are presented.
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INTRODUCTION
Kinetic phenomena drive the macroscopic behaviour of
process systems. Most notably, the kinetics of chemical
reactions play a decisive role in the manufacturing of
bulk and specialty chemicals, pharmaceuticals or advanced
materials. In single phase systems, macro- and micro-
mixing interferes with chemical conversion if the time-
scales of transport and reaction overlap. The correlation
between chemical kinetics and transport phenomena is
even more pronounced in multi-phase reactive systems
because the location and extent of reaction depends on
the kinetics of transport and reaction close to the interface.
Interfacial area and morphology determine the kinetics of
heat and mass transfer across the interface and hence the
selectivity and conversion in a multi-phase reaction
system. The situation is getting even more complicated if
complex fluids comprising small and large molecules
(such as proteins, oligomers and polymers) have to be con-
sidered. Then, reaction and transport kinetics strongly
depend on the details of the molecular structure.
Kinetic phenomena not only determine the behaviour of
the manufacturing process, but also the properties and
hence the quality of the manufactured product. In case of
simple fluid products, quality just relates to chemical
composition, which is strongly influenced by the selectivity
of the reaction. If however structured materials (e.g., par-
ticles, fibres, thin films and so on) or multi-phase systems
(foams, gels, porous solids and so on) are considered, kin-
etic phenomena become even more important, because
kinetics determine the morphology of the material during
its formation.
Last but not least, kinetic phenomena are a key to under-
stand the function of biological systems. The metabolism of
a single cell can be cast into a complex reaction network.
Signal transduction and regulation trigger switches between
alternative metabolic pathways or even cell differentiation.
These mechanisms again are implemented by means of
reaction networks. Transport phenomena in the cell but
also between cells in a cluster or even between organs
interact with the bio-reactions and together realize the over-
all function and behaviour of a biological system.
Hence, kinetic modelling is a key technology
. for the design, control and operation of manufacturing
processes;
. for the design and development of structured or func-
tional chemical products;
. for a better understanding of the micro-scale phenomena
in (bio-)chemical systems.
Though, chemical engineering has been largely focusing on
the first of these three areas, the most important drivers are
expected to result from the second and third area in the
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future. They are governed by kinetics on the micro- and the
meso-scales rather than on the macro-scale.
Kinetic modelling of process systems is still a challenge
despite the progress we have seen in the last two decades.
There is still no systematic means to derive and validate
models, which capture the underlying physico-chemical
mechanisms of an observed behaviour in particular if a
number of phenomena are interacting as it is the case in
multi-phase reactive systems.
There are clearly fundamental limitations. First, accord-
ing to Popper (1959) a model as well as any other theory
can never be strictly verified but only falsified. Therefore,
kinetic modelling has to be oriented at a certain engineering
objective in a pragmatic sense. Second, models are often
confined to represent phenomena on a certain scale. For
example, phenomena observed on the continuum scale
are driven by the mechanisms on the molecular scale.
Hence, continuum scale modelling is not truly mechanistic
since an abstraction of molecular processes is inevitable.
Typically, this abstraction has to be built partly on empiri-
cal elements in order to bridge the immanent gap between
both scales. Hence, any mechanistic model of a continuum
could be viewed as a hybrid model combining first prin-
ciples knowledge on both scales with observations gathered
during well-designed experiments.
Any successful kinetic modelling strategy requires
. a carefully designed experiment equipped with appropri-
ate measurement techniques;
. modelling and simulation on multiple scales including
the integration between adjacent scales;
. the formulation and solution of inverse problems to fit a
model to the data;
. methods for selecting the most suitable model structure
from a set of possible candidates.
This list of requirements implicitly defines a coarse-granular
research agenda. Experimentation should directly address
interacting kinetic phenomena. This is in contrast to current
practice, where their isolation is attempted by a suitably
designed experiment. Since interaction cannot be avoided
completely, largely unquantifiable levels of error result.
Measurement techniques have to be developed to provide
information on the major state variables in an experiment—
ideally at high resolution rather than at a few points in time
or spatial location. Consequently, large amounts of data
have to be processed during model identification. Model-
ling has to address kinetic phenomena on multiple scales.
Inevitably, modelling will move from differential-algebraic
equation systems and relatively few parameters to partial
differential-algebraic models and many parameters to prop-
erly capture the kinetic mechanisms on a high level of res-
olution. The resulting inverse problems are becoming much
more demanding for these types of equations. Intelligent
problem formulations and adaptive solution algorithms
are a key to successfully solve such estimation problems.
The generation of candidate model structures and the sub-
sequent selection of the best model structure for a given
purpose have to be addressed. Besides further develop-
ments within these areas, a systematic work process has
to be defined and supported by computational tools to
guide the modelling team in applying and efficiently com-
bining the various techniques.
The collaborative research centre CRC 540 ‘Model-
based Experimental Analysis in Fluid Multi-Phase Reactive
Systems’ (http://www.sfb540.rwth-aachen.de/) at RWTH
Aachen University has been addressing these issues since
1999. The interdisciplinary research is carried out by a
team of about 25 researchers from 13 different research
groups at RWTH Aachen with widely differing areas of
expertise including measurement techniques, transport
phenomena, thermodynamics, chemical and biochemical
reaction engineering, process systems engineering, scienti-
fic computing and numerical analysis. The research in CRC
540 is focussing on both, the development of a systematic
work process called Model-based Experimental Analysis
(or MEXA for short) and its ingredients, as well as a
number of challenging modelling problems on the micro-
and meso-scales in the area of fluid multi-phase reactive
systems. The combination of method development and
benchmarking creates a fruitful push and pull situation.
This paper reviews some of the work done in CRC 540 in
the last couple of years. The following section first intro-
duces the concept of model-based experimental analysis.
Next, the usually employed simultaneous model identifi-
cation method is contrasted to a novel framework called
incremental identification. The ingredient technologies
required for its implementation are introduced and their
state of the art is briefly reviewed. A number of applications
are discussed for illustration including the identification of
reaction kinetics, the determination of multi-component
diffusion coefficients and the estimation of the heat flux
function in a falling film. The concluding section addresses
open research issues.
MODEL-BASED EXPERIMENTAL ANALYSIS
The kinetic modelling strategy MEXA aims at the tight
integration of experimental techniques, mathematical mod-
elling and model identification. The most important activi-
ties of the MEXA work process are shown in the block
diagram of Figure 1.
Any experimental investigation is built on a priori
knowledge and on the intuition of the experimentalist.
However, this knowledge cannot only be used to design a
suitable experiment and to select appropriate measurement
techniques to provide more experimental insight. Rather,
the a priori knowledge could also be employed to develop
Figure 1. Model-based experimental analysis.
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a mathematical model of the experiment and the measure-
ment system first. Numerical simulation studies with this
model reveal the suitability of the experimental set-up. In
particular, the information content of the measurements
with respect to the kinetic process quantities of interest
can be assessed. Improvements of the experimental set-up
can be derived prior to laborious and time-consuming
experimental work. Inevitable model uncertainty has to
be accounted for by means of sensitivity analysis with
respect to major model assumptions. Typically, the
measurements do not directly reveal those quantities,
which are most useful for modelling purposes. Again, the
mathematical model can be employed to design estimation
techniques for inferring these quantities from the measure-
ments by formulating and solving inverse problems. Often,
data pre-processing and calibration are applied first. For
example, outliers are eliminated or a spectral model is
calibrated to deduce mixture concentrations. Model
identification refers to model selection, which includes
parameter estimation and model structure identification.
Pre-processing, calibration and subsequent model identifi-
cation could (and should for statistical reasons) also be
treated in an integrated manner (Amrhein et al., 1999;
Taavitsainen et al., 2003, Taavitsainen and Haario, 2001).
Since the inverse problems are typically ill-posed (Engl
et al., 1996), simulation-based tuning of the solution
algorithms is required for reliable results. Last but not
least, the model can be used to design experiments for
maximum information content to obtain best results
during the subsequent model selection and discrimination
steps (Walter and Pronzato, 1990).
Typically, the first model does not reflect the real
phenomena with sufficient detail and accuracy. Therefore,
iterative model refinement intertwined with iterative
improvement of the experiment and the measurement
techniques has to be carried out to improve the predictive
capabilities of the model, based on the extended under-
standing gained.
A work process consisting of design of experiments, data
interpretation and modelling dates back to at least the
1970s (e.g., Kittrell, 1970). However, its efficiency depends
on the sequencing of the work process steps, on the type
and quality of the methods applied during each of these
steps, and in particular, on the strategies for the refinement
of the experiment and the model structure. It has been only
recently, that the development and benchmarking of such a
work process has been formulated independently by the
CRC 540 team as well as by Asprey and Macchietto
(2000). While the focus of their work is on experimental
design, the research in CRC 540 emphasizes on incremen-
tal model structure refinement.
SIMULTANEOUS VERSUS INCREMENTAL MODEL
IDENTIFICATION
In contrast to the usually employed approach to model
identification (assuming some fixed model structure and
estimating the unknown parameters), an alternative strategy
is developed and benchmarked as part of MEXA in CRC
540. These strategies are called simultaneous and incre-
mental model identification, respectively. They will be
introduced subsequently.
Simultaneous Model Identification
Consider for example the modelling of a two-phase
(gas–liquid) stirred tank reactor where well-mixed segre-
gated phases can be safely assumed. A model of the reactor
would require kinetic models for (1) the heat and mass
transfer between the two phases; (2) the heat transfer
from the reactor to the cooling jacket; and (3) the rates of
the reactions in either of the phases or at their interface.
For each kinetic phenomenon several alternative model
structures based on different assumptions and theories
may exist. The aggregation of such sub-models with the
balance equations of both phases and the interface will
inevitably lead to a multitude of candidate reactor
models. Experimental data are required to discriminate
between these candidates using some measure of model
validity.
Usually, the model fit is not satisfactory and some
improvement strategy has to be employed to reduce the
deviations between experimental and simulated data. Typi-
cally, such model improvement is applied rather in an ad
hoc than a systematic manner. For example, alternative
sub-models are replacing those, which are suspect to be
the most responsible for the poor reactor model quality,
or, the detail captured by the sub-models is gradually
increased in an arbitrary sequence and combination.
In such an ad hoc improvement approach the number of
model structures is quickly growing due to nested sub-
models and the resulting combinatorial nature of the
model selection problem. An appropriate strategy for find-
ing the ‘best’ model at ‘least’ effort does not seem to be
available. In addition, there are other largely unresolved
issues, which have been experienced by all practitioners:
. What if there are no good candidate structures for the
kinetic model to start with?
. Which kinetic model contributes most to the lack of fit
and should be switched subsequently?
. Is the information content in the experimental data
sufficient for reliable identification?
. How to design an experiment for more valuable infor-
mation to improve the model structure?
. How to deal with convergence and robustness problems
of the nonlinear estimation algorithms?
Obviously, a more sensible modelling strategy would be
desirable to select and validate a model on scientific
grounds.
Incremental Model Development and Refinement
Before continuing the discussion on model identification,
we want to recall that the development of the model
equations itself can be carried out in a systematic manner
(Marquardt, 1995). In a first modelling step,
. the balance envelopes are chosen and their interactions
are determined;
. the intended spatio-temporal resolution of the model is
decided;
. extensive quantities are selected for balancing.
In case of the two-phase reactor example, well-mixed
liquid and gas phases, interacting through a common
Trans IChemE, Part A, Chemical Engineering Research and Design, 2005, 83(A6): 561–573
KINETIC PHENOMENA IN MULTI-PHASE REACTIVE SYSTEMS 563
interface, are chosen as balance envelopes. Mass and
energy are selected to be balanced.
Subsequently, the balance equations are formulated and
gradually refined as illustrated in Figure 2. The decision
on the structure of every balance equation on level B is
guided by an assessment of the relevance of the physico-
chemical processes occurring in the balance envelope.
The balance is formulated as a sum of generalized fluxes,
i.e., the hold-up variation, the inter- and intraphase transport
as well as the source/sink terms. No constitutive equations
are considered yet to determine these fluxes as a function of
the intensive thermodynamic states (i.e., pressure, tempera-
ture and concentrations). In case of the reactor example,
hold-up variation, convective flows into and out of the
vessel, interfacial mass and energy transfer, heat transfer
to the cooling jacket and chemical reaction in the liquid
phase need to be considered.
On the next decision level BF, constitutive equations are
specified for each flux term in the balances, i.e., the corre-
lations for the hold-up, the interfacial fluxes, the heat loss
as well as for the reaction rates in the reactor example.
Often, these correlations do not only depend on thermo-
dynamic state functions (i.e., density, heat capacity and so
on) but also on rate coefficients (i.e., reaction rate, heat and
mass transfer coefficients and so on in the reactor example),
which themselves depend on the states. Consequently, the
decision for choosing the structure of the expression relat-
ing rate coefficients and states has to be taken on yet
another level BFR.
This cascaded decision process can continue as long as
the sub-models considered do not only involve constant
parameters but also functions of the states.
The sub-models chosen on any of the decision levels do
not necessarily have to be based on first principles. Rather,
any mathematical correlation can be selected to fix the
dependency of a flux or a kinetic coefficient as a function
of intensive quantities in the sense of black-box modelling.
This way, a certain type of hybrid (or grey-box) model
(Psichogios and Ungar, 1992; Agarwal, 1997; Oliveira,
2004) arises in a natural way by combining first principles
models fixed on previous decision levels with an empirical
model on the current decision level.
Incremental Model Identification
The systematic specification of a process model and its
sub-models is also a perfect starting point for devising a
systematic work process for model identification as illus-
trated in Figure 3.
We assume to have a measurement system in place that
provides experimental data for the states x(z, t) at sufficient
resolution in time t and space z. This data is sufficient—at
least in principle—to estimate an unknown flux J(z, t) in the
balance equation on level B as a function of time and space
coordinates without the need for specifying a constitutive
equation. This estimation problem corresponds in fact to
an inversion of the balance equation to solve for the flux
J(z, t) as a function of quantities which are either measured
or inferred from the measurements. The flux estimates are
interpreted as inferential measurements, which, together
with the real measurements, can be used in the next
incremental identification step on level BF to determine a
rate coefficient k(z, t) as a function of time and space coor-
dinates, provided an appropriate flux model has been
selected. Often, the flux model can directly be solved for
the rate coefficient function k(z, t). Finally, a model for
the rate coefficients is identified on level BFR which is
assumed to only depend on the measured states and
constant parameters u. These parameters can be computed
from the estimated rate coefficients k(z, t) and the
measured states x(z, t) by solving an algebraic regression
problem.
Consider again the reactor example. Concentration
measurements [i.e., x(t)] are taken in both phases at a
number of points in time. The liquid phase reaction and
mass transfer fluxes [i.e., J(t)] can be estimated after differ-
entiating the concentration measurements and solving the
mass balances of both phases sequentially. Reaction rate
and mass transfer coefficient data [i.e., k(t)] can be deter-
mined by directly solving the reaction rate model (e.g.,
Arrhenius’ law) and the mass transfer model, respectively,
using the estimated fluxes and the driving forces, which
themselves can be computed from the measured concen-
trations. Finally, the kinetic coefficient data is correlated
with the measured concentrations by some model contain-
ing constant parameters (i.e., u).
This idea is not completely new. Two-step incremental
identification techniques have been applied before. In
particular, in the differential method of reaction kinetics
(Froment and Bischoff, 1990), reaction fluxes are measured
or inferred from inferential measurements first and sub-
sequently correlated with measured concentrations either
Figure 2. Incremental refinement during the development of model
equations.
Figure 3. Incremental model identification.
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by regression (Tholudur and Ramirez, 1996, 1999; Chang
and Hung, 2002; van Lith et al., 2002) or by mechanisti-
cally motivated (Yeow et al., 2003, 2004) models.
An Assessment of Incremental Identification
The incremental approach has the potential to at least
partially overcome the disadvantages of the simultaneous
approach.
Rather than postulating a potentially large number of
nested model structures during model improvement in a lar-
gely ad hoc manner, a structured, fully transparent process
is taken in incremental model refinement. Combinatorial
growth of the number of model candidates is avoided by
the structured search process. Any decision on the model
structure relates to a single physico-chemical phenomenon.
Sub-model selection is supported by the results of the pre-
vious estimation step, which provides the identification data
for the current step. Identifiability can be assessed on a sub-
model level. A lack of information content in the measure-
ments or an over-parameterization of the sub-model can be
discovered more easily. If there is no good candidate model
available, a black-box model can be fitted first. The corre-
lation quality obtained can then act as a target for sub-
sequent first-principles modelling. Incremental model
validation becomes possible. Full transparency of the
identification process is achieved.
The decomposition inherent to incremental model
refinement also offers computational advantages. The com-
putationally very demanding solution of many difficult
output least-squares problems with differential-algebraic
or even partial differential-algebraic constraints and a
possibly large number of data points resulting from high
resolution measurements is completely avoided. Rather, a
typically linear inverse problem involving differential
equations has to be solved first for flux estimation. The fol-
lowing problems are nonlinear regression problems with
typically algebraic constraints. This decomposition facili-
tates initialization and convergence of the estimation
algorithms and reduces the computational effort drasti-
cally. Largely intractable estimation problems (such as
those involving distributed parameter systems with many
point measurements) may become computationally
feasible.
INGREDIENTS OF THE MEXA WORK PROCESS
The technical ingredients of the MEXA work process
have been reviewed recently (Marquardt, 2004). A sum-
mary is given subsequently.
High Resolution Measurements
Measurements of the states should be carried out at high
resolution in time and space to facilitate model-free flux
estimation in the first step of incremental model identifi-
cation (cf. Figure 3). The resolution requirements depend
on the specific modelling problem. They can be assessed
analytically for simple problems (Bardow and Marquardt,
2004b) or by simulation studies. Recent developments
have been focussing on high resolution techniques applied
in situ and (if any possible) non-invasive to observe the
kinetic phenomena without disturbances due to invasive
probes. Transient temperature fields can be accessed by,
e.g., infrared thermography (Groß et al., 2005). Concen-
trations of all species are determined with high temporal
resolution even on a line (Bardow et al., 2003), on a
plain (Kyritsis et al., 2000) or even in a volume (Kador
et al., 2003) by means of optical spectroscopy. Velocities
can be measured in three dimensions by magnetic reson-
ance imaging (MRI) in a wide range of resolutions
(Fukushima, 1999; Gladden, 2003a, b). Alternatively, par-
ticle image velocimetry can be employed to get two- or
even three-dimensional measurements (Prasad, 2000).
Tomographic methods such as MRI (Gladden, 2003b),
ultrasound or electrical impedance imaging (Reinecke and
Mewes, 1997) are employed to observe the interfacial
area and its distribution in a multi-phase system rather in
a qualitative than in a quantitative manner.
The primary measurement signal is only implicitly carry-
ing the information of interest. Hence, calibration pro-
cedures have to be applied. A prominent example is the
conversion of raw spectral data into concentrations.
Chemometrics (or soft-modelling) methods (Martens and
Naes, 1989) are routinely employed for this purpose.
However, calibration effort is often high if a reasonable
accuracy and range of validity is requested. Indirect hard
modelling techniques are often more favourable since
they capture some a priori knowledge on the measured
signals (Antonov and Nedeltcheva, 2000; Alsmeyer et al.,
2004).
From our experience, the accuracy of current high resol-
ution measurement techniques is often not sufficient for
model identification and discrimination. Accurate cali-
bration and the quantification of systematic and statistical
errors are typically not attempted. There seem to be enor-
mous opportunities at the interface between measurement
technology and mathematical modelling to facilitate
proper interpretation of the raw measured data.
Model-Free Flux Estimation
The first step in incremental model identification (cf.
Figure 3) is model-free flux estimation, which always
involves an inversion of the dynamic model. Such problems
are ill-posed (Engl et al., 1996; Kirsch, 1996), because a
solution may (1) either not exist; (2) not be unique; or
(3) be unstable in the sense that small variations in the
measured data cause large variations in the flux estimate.
Existence and uniqueness of the inverse can be achieved
by replacing the inverse of the model by some generalized
inverse. Since even the generalized inverse is usually
unbounded, some kind of regularization has to be added
to stabilize the estimate (Engl et al., 1996). Such regulariz-
ation is inevitably introducing some bias to the flux esti-
mate but reduces the sensitivity (or variance) of the
estimated flux with respect to measurement errors. Hence,
a compromise between bias and variance has to be achieved
by an appropriate choice of the regularization.
Regularization can be introduced by filtering (Tikhonov
and Arsenin, 1977), by truncated singular value decompo-
sition or by Tikhonov regularization (Engl et al., 1996). Any
Luenberger observer or Kalman filter is also acting as some
kind of regularization (Mhamdi and Marquardt, 2001).
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Any kind of discretization, which in one way or the other has
to be employed for a numerical treatment of the estimation
problem, acts as regularization (Kirsch, 1996). In all practical
cases, the interplay between discretization and additional
regularization should be exploited to reduce the estimation
error (Ascher and Haber, 2001; Binder et al., 2002). Any
regularization procedure has to be complemented by a regu-
larization parameter choice method to establish a trade-off
between bias and variance in the estimate. Mozorov’s
discrepancy principle (Kirsch, 1996), the L-curve criterion
(Hansen, 1998) or generalized cross validation (Engl et al.,
1996) are generally applicable strategies.
For an application of the theory of inverse problems to
flux estimation, lumped and distributed parameter models
should be distinguished.
In lumped parameter models, fluxes only depend on time
and occur as additive terms in the balances. Examples
include the time varying reaction and mass transfer fluxes
in the gas–liquid reactor. Concentration and temperature
measurements are assumed to be available to infer the
flux functions. Flux estimation is identical to unknown
input estimation extensively studied in the control literature
for linear (Silverman, 1969; Meditch and Hostetter, 1974)
as well as nonlinear (Hirschorn, 1979; Daoutidis and
Kravaris, 1991; Kurtz and Henson, 1998) systems. The
methods are either based on model inversion or on
extended state estimation. The former avoids an assump-
tion on an input model and is therefore preferred. A sym-
bolic expression of the inverse can always be computed
provided the number of measured quantities is at least
equal to the number of unknown inputs. This solution
involves (potentially higher order) derivatives of the
measurements (Hirschorn, 1979; Daoutidis and Kravaris,
1991). A variety of numerical methods have been reported
for the differentiation of measured data in addition to the
general treatment in the inverse problems literature: (1)
the classical method of Reinsch (1967) uses spline smooth-
ing of the measurements and applies subsequent differen-
tiation (Wahba, 1990; Hanke and Scherzer, 2001); (2)
recursive filters are widely employed in signal processing
(Oppenheim and Schafer, 1999); (3) multi-resolution
methods have been suggested recently (Abramovich and
Silverman, 1998). All methods require a proper choice of
the (sometimes implicit) regularization parameter.
In distributed parameter models, fluxes may depend on
time and spatial coordinates. They can occur either in the
interior or on the boundary of a spatial domain and hence
show up as an additive term in the balance equation or in
a boundary condition. Examples are (1) the diffusive flux;
(2) the reaction source term in a stagnant liquid, both occur-
ring in the differential mass balance; or (3) the heat flux
from a falling liquid film to the surrounding gas, which
enters the boundary condition at the wavy film surface.
Point or field measurements are assumed to be available
in the interior or on part of the boundary of the system.
Boundary flux estimation has been studied extensively in
the applied mathematics (e.g., Alifanov et al., 1995) as well
as in the engineering (e.g., Beck et al., 1985) literature in
the context of inverse heat transfer problems. A Neumann
or Cauchy boundary condition (i.e., the boundary heat
flux in case of inverse heat conduction problems) has to
be determined on part of the boundary of a potentially
three-dimensional domain, the behavior of which is
governed by a linear parabolic partial differential equation.
It can be shown that the solution of such problems is also
closely related to measurement differentiation. Any solu-
tion has to resolve the temporal and the two-dimensional
spatial variation of the boundary flux. The resolution is
limited by the resolution of the measurements (e.g., Lu¨ttich
et al., 2005). Only few papers deal with multi-dimensional
problems, where (many) point measurements are available
for boundary flux estimation (e.g., Huang and Wang, 1999;
Lu¨ttich et al., 2005). These multi-dimensional inversion
problems are challenging even in the linear case.
In general, two additive terms, a source and a transport
term have to be determined from measurements during
interior flux estimation. Obviously, both quantities cannot
be determined simultaneously without hypothesizing model
structures due to their additive occurrence in the balance
equations (e.g., Abou Khachfe and Jarny, 2001). Estimation
of a source in case of a given flux term has been studied
extensively for parabolic partial differential equations
(e.g., Reeve and Spivack, 1994). The estimation of a flux
is usually treated for parabolic and elliptic equations by
introducing a constitutive flux-state correlation (e.g.,
Hanke and Scherzer, 2001). For example, the heat flux in
heat conduction is parameterized by Fourier’s law. A
quasi-linear identification problem is obtained to determine
the heat conductivity function, which, in general, is a func-
tion of time and space coordinates. Only very few papers
deal with the model free identification of transport fluxes.
For example, Mahoney et al. (2002) inferred growth
and nucleation rates from particle size measurements in a
population balance. Model free flux estimation in three-
dimensional problems is not straightforward because the
transport flux often is a vector which has to be estimated
from a scalar measured quantity.
Current work is focusing on the development of more
powerful numerical techniques for distributed parameter
systems (e.g., Ascher and Haber, 2001; Groß et al., 2005)
and on extensions to inverse transport problems in
fluids (e.g., Fourestey and Moubachir, 2005), which
involve Navier–Stokes or even more general transport
equations.
Kinetic Model Selection
As a result of flux estimation on level B of the incremen-
tal model identification strategy, rectified measurements as
well as estimated fluxes are available with high resolution
(sampled in time and space) for the identification of a con-
stitutive equation on levels BF and BFR in Figure 3. These
equations relate the (estimated) fluxes to the (measured)
states and to their (estimated) spatial gradients in case of
distributed parameter models. Models for fluxes and rate
coefficients have to be selected on levels BF and BFR,
respectively. The model selection problem consists of find-
ing a single or a sub-set of models, which are consistent
with the measured state and inferred state gradient and
flux data, and which are best suited for a particular purpose
(Verheijen, 2003). Model selection includes discrimination
between different candidate kinetic model structures
and the estimation of their parameters on levels BF and
BFR. These constitutive models are typically algebraic
(or may involve spatial differential operators in case of
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multi-dimensional distributed parameter models) by con-
struction of the incremental model identification procedure
regardless of the nature of the complete model.
Model selection requires a pre-selection of a set of can-
didate model structures, parameter fitting and the assess-
ment of the predictive quality of all candidate models.
Obviously, the pre-selection step is most crucial for success
(Ljung, 1987). It is of combinatorial nature, since the model
structures are typically nested. Different strategies are
employed to guide pre-selection. They may result from
(1) some molecular theory (e.g., Maxwell–Stefan for
multi-component diffusion or reaction rate expressions
for elementary reactions); (2) well-established empirical
models (e.g., Arrhenius’ law for the temperature depen-
dence of the reaction rate constant or Ergun’s equation
for the pressure drop in a porous media); or (3) an aggrega-
tion approach (e.g., for composing a formal reaction
kinetics expression from an understanding of individual
reaction steps) to mention just some examples. If a
fundamental understanding of the kinetic phenomena of
interest is lacking, purely hypothetical mathematical
structures may be selected. Such approximation problems
have been tackled in different communities from various
perspectives (e.g., Bates and Watts, 1988; Norgaard
et al., 2000; Hastie et al., 2001). The selection of an
appropriate model structure and resolution is crucial for
avoiding exponential growth in complexity and for trading
off bias and variance of the estimate (e.g., Garcke et al.,
2001).
After deciding on a set of candidate model structures,
every model has to be fitted to the data provided the
model parameters are identifiable (Walter and Pronzato,
1990; Asprey, 2003). Some measure of distance between
the measured state (or inferred flux) data and the model
predictions has to be minimized during parameter esti-
mation (Bates and Watts, 1988). Error-in-variables
methods (Britt and Luecke, 1973; Boggs et al., 1992)
have to be employed to account for errors in both the
dependent (flux) as well as the independent (state) data.
In case of black-box models with a large number of par-
ameters, bias and variance of the estimate have to be
balanced by some kind of regularization.
The models now available have to be tested and ranked
with respect to their adequacy. According to the principle
of parsimony, the model with the least complexity should
be favoured (Ljung, 1987). Inference (e.g., Verheijen,
2003), Bayesian (e.g., Stewart et al., 1998) or optimization
based approaches (e.g., McKay et al., 1997; Skrifvars et al.,
1998) can be distinguished.
Model adequacy ranking and parameter estimation are
integrated into one step in case of optimization based
methods where all model candidates are integrated into
one superstructure which is fitted to the data by deciding
on a model structure and the best parameters simul-
taneously. Such techniques are routinely employed for
black box models, where the level of detail in a given
regression model is adjusted during parameter fitting. Con-
structive learning algorithms (e.g., Chen et al., 1992) and
pruning methods (e.g., Psichogios and Ungar, 1994) have
been suggested for neural networks. An adaptive selection
of basis functions in a sparse grid regression has been
reported by Brendel and Marquardt (2003, 2005), who
extend results of Garcke et al. (2001).
Model-Based Experimental Design
Regardless the choice of an identification strategy, the
experiments have to be designed to maximize the infor-
mation content in the measurements (cf. Figure 1).
Model-based (or optimal) experimental design techniques
facilitate model selection as well as parameter estimation
(Walter and Pronzato, 1990; Atkinson and Donev, 1992;
Asprey and Macchietto, 2000; Asprey, 2003).
If the experiment is designed for parameter precision
some measure of goodness of fit is maximized with the
experimental conditions as the degrees of freedom and
the process model as the constraints. Typically, the objec-
tive function is defined as a measure (such as the determi-
nant or the trace) of an information matrix related to the
covariances of the estimated parameters. This criterion is
local and assumes a reasonable prior for the parameter
values. Alternatively, global approaches such as Markov
chain Monte Carlo methods have been advocated (e.g.,
Haario and Turunen, 2003). If candidate models have to
be discriminated by means of optimal experimental
design some discrimination criterion is maximized subject
to the model constraints adjusting the experimental con-
ditions. Often, the objective function comprises a norm of
the distance between all candidate models or employs a
Bayesian argument (Verheijen, 2003).
Optimal experimental design problems are computation-
ally demanding due to nonlinearity and non-convexity.
Further, second order derivatives are required in case of
gradient based solution algorithms, since the objective
already involves first order parametric sensitivities.
Though efficient numerical algorithms have been reported
for differential-algebraic models (Ko¨rkel et al., 2004) and
first commercial products are available, more research is
necessary to improve reliability and efficiency.
APPLICATIONS OF THE MEXA WORK PROCESS
The MEXA work process is being implemented to
address various challenging kinetic modelling problems
including
. reaction kinetics in homogeneous and heterogeneous
reactive systems (Mhamdi and Marquardt, 2003;
Bardow and Marquardt, 2004b; Brendel et al., 2003,
2005a, b);
. multi-component diffusion in liquids (Bardow et al.,
2003, 2005a, 2005b; Bardow and Marquardt, 2004a;
Merzliak and Pfennig, 2004);
. mass transfer to a single liquid droplet levitated in a
liquid phase (Groß-Hardt et al., 2004);
. multi-component diffusion and enzymatic reactions in
hydrogel beads (Ku¨ppers et al., 2002; Heinemann,
2003; Heinemann et al., 2004, 2005);
. transport in falling liquid films (Al-Sibai et al., 2002;
Heine et al., 2002; Groß et al., 2005; Modigell and
Schagen, 2005; Lel et al., 2005); and
. heat transfer in pool boiling (Hohl et al., 2001; Lu¨ttich
et al., 2005a, b).
Work on these problems is in different stages of completion
ranging from the establishment of high resolution measure-
ment techniques to the experimental validation of the
MEXA work process.
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In this section, we will focus on recent progress in
selected areas related to multi-phase reaction systems.
The complexity is gradually increased from reaction kin-
etics to diffusion in liquids and to heat transfer at liquid
films as steps towards the modelling of multi-phase
reactors.
Reaction Kinetics Identification
The identification of the mechanism and kinetics of
chemical reactions in homogeneous or heterogeneous
systems is still one of the most relevant and not yet fully
satisfactorily solved tasks in process systems modelling
(Connors, 1990; Berger et al., 2001). This is in particular
true for multi-phase reaction systems where heat and
mass transfer across the phase interface is complicating
any reaction kinetics investigation. Often, the mass transfer
limitations are not considered in case of multi-phase reac-
tion systems and a quasi-homogeneous state is assumed
(e.g., Wang et al., 2003). The true (or intrinsic) reaction
kinetics cannot be determined this way, but only some
overall, formal kinetic description is possible. Typically,
a certain reaction mechanism (comprising the stoichio-
metry and the kinetic rate laws) is postulated for the
(quasi-)homogeneous reaction system. The parameters of
the dynamic model of the experimental setup—most
often a batch or a semi-batch reactor—are estimated by
means of simultaneous identification (e.g., Bard, 1974).
This strategy is termed as integral as opposed to the differ-
ential method of reaction kinetics (Froment and Bischoff,
1990). While the measured concentration data are inte-
grated in the former, they are differentiated in the latter
approach. Hence, the first step of the differential method
requires reaction flux estimation. The pros and cons of
both approaches are well-documented in the reaction kin-
etics literature (Kittrell, 1970; Hosten, 1979). While the
integral method provides statistically optimal estimates in
case of a maximum likelihood estimation framework,
differential methods lack such properties. Nevertheless,
the differential methods are much simpler to apply and
lead to good results if carefully applied (e.g., Bardow and
Marquardt, 2004b). Recently, the differential method has
been applied and further developed by Kamenski and
Dimitrov (1993), Madar et al. (2003) and Yeow et al.
(2003, 2004). All these investigations have focussed on
the critical step of reaction flux estimation. Tholodur and
Ramirez (1996, 1999) as well as van Lith et al. (2002)
have applied a two-step approach related to the differential
method for hybrid modelling of fermentation processes.
After the estimation of reaction fluxes from measured
concentration data neural network or fuzzy models are
employed to correlate fluxes with concentrations.
Incremental identification generalizes and extends pre-
vious work on the differential method of reaction kinetics
identification (Bardow and Marquardt, 2004b). A general
incremental identification framework for chemical reaction
kinetics has been presented recently by Brendel et al.
(2003, 2005a, b) and Brendel (2005). The general pro-
cedure sketched in Figure 3 is tailored to reaction kinetics
identification as shown in Figure 4. We first assume a well-
mixed and isothermal homogeneous reaction system. A
sufficient number of species concentrations are measured
for example by optical spectroscopy. These measurements
can be reconciled using element or atomic balances in
case of redundancy. Next, all reaction fluxes are estimated
individually from concentration data for each measured
species on level B from material balances only. Tikhonov–
Arsenin filtering (Mhamdi and Marquardt, 1999) or
smoothing splines (Bardow and Marquardt, 2004b) with a
regularization parameter choice based on the L-curve or
on generalized cross-validation have been shown to result
in reliable estimates. If the reaction stoichiometry is
unknown, target factor analysis (TFA) (Bonvin and
Rippin, 1990) is used next to test possible stoichiometries
and to determine the number of relevant reactions. With
this stoichiometric information, the reaction rates can
then be calculated on level BF from the typically non-
square linear stoichiometric equation system relating reac-
tion rates and fluxes by the stoichiometric matrix. Estimates
of the concentration transients are calculated from these
rate functions. Either the concentration measurements are
smoothed by non-parametric methods (e.g., Wahba, 1990)
or unmeasured concentrations are reconstructed from
stoichiometry and mass balances (Brendel et al., 2005a).
Since a complete set of concentration and rate data is
now available, candidate reaction rate laws can be discrimi-
nated by nonlinear algebraic regression of concentration
and rate estimates on level BFR. This incremental identifi-
cation method has been worked out for arbitrary reaction
schemes with reversible or irreversible as well as dependent
or independent reactions. The minimum type of concen-
tration measurements required to guarantee identifiability
has been assessed theoretically.
Model identification may not result in reliable model
structures and parameters because of a lack of information
content in the data. Iterative improvement with optimally
chosen experimental conditions (Asprey and Macchietto,
2000) as suggested in the MEXA work process (cf.
Figure 1) can be employed. Brendel et al. (2005b) work
out such a concept in the context of incremental reaction
kinetics identification.
A simulated case study—the acetoacetylation of pyrrole
comprising three simultaneous reactions—has been used to
benchmark the method (Brendel et al., 2005a). Incremental
identification has been shown to be superior to simul-
taneous identification with respect to computational and
engineering effort. The computational time for the selection
Figure 4. Incremental identification of reaction kinetics for isothermal,
homogeneous systems.
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of a suitable model from a set of six to 10 kinetic models
for each of the four reactions has been 42 s on a standard
PC for the incremental approach, while it took about 34 h
to solve the same problem on the same PC with the simul-
taneous approach. The drastic increase in computational
time results from both, the combinatorial growth of the
number of model candidates for the reactor model, as
well as for the computationally much more demanding
dynamic optimization problems solved during simul-
taneous identification. This very high effort results from a
simple enumeration of all the model candidates and could
be reduced by other approaches (e.g., Schaich et al.,
2001). The slightly worse quality of fit with the incremental
approach could be overcome by a final simultaneous
parameter estimation run, which is based on the model
structure and initial parameter values from incremental
identification. This correction run took about 8 s of comput-
ing time on the same PC. While mechanistically motivated
model candidates have been employed in this case study, an
extension to hybrid reaction modelling is straightforward.
For example, neural networks (Brendel et al., 2003) and
sparse grids (Brendel, 2005) have been used to correlate
reaction rates with concentrations in the mass and energy
balances.
The basic framework can easily be extended to more
complicated situations. Non-isothermal systems can be
treated (Brendel et al., 2003; Brendel, 2005) by introducing
another incremental step in the hierarchy of Figure 4.
Rather than correlating concentration and rate data with
a kinetic law, a kinetic coefficient can be calculated as a
function of time just by division of rate and concentration
data at all time instants. This rate coefficient function is
then correlated with measured temperature data, e.g., by
means of an Arrhenius law.
Another important extension addresses the identification
of multi-phase fluid reaction systems. Incremental identifi-
cation directly carries over to this case if the reaction
occurs in just one phase and if carefully selected species
concentrations are measured in both phases (Brendel,
2005). Let us return to the gas–liquid reactor example. In
order to estimate not only reaction but also interfacial
mass transfer fluxes from concentration measurements,
mass transfer is formally cast into a reaction framework:
a liquid (gas) species is converted into a gas (liquid) species
if it may be transferred across the phase interface. An
extension of the stoichiometry by ‘mass transfer reactions’
is carried out to prepare model-free flux estimation. The
results not only comprise time-varying reaction but also
mass transfer fluxes. The remaining steps of incremental
identification for homogeneous reaction systems can now
be applied to identify the reaction kinetic laws. In contrast
to previous attempts accounting rigorously for the two-
phase nature of the reaction system during kinetic model-
ling (e.g., van Nhu et al., 2001) rather than assuming a
quasi-homogenous phase (e.g., Lekhal et al., 1999), the
intrinsic reaction kinetics can be determined without the
masking effects of mass transfer. If a suitable mass transfer
law is supposed to be identified in addition to the reaction
kinetic laws, the estimated mass transfer flux data can be
correlated with concentration data of both phases. Phase
equilibrium as well as diffusion models (Taylor and
Krishna, 1993) enter any candidate mass transfer model
as sub-models.
Multi-Component Diffusion in Liquids
While phase equilibrium models are available even for
complex multi-component mixtures (Chen and Mathias,
2002), there is a lack of experimentally validated diffusion
models in particular for multi-component liquid mixtures
(Bird, 2004). Hence, an appropriate modelling of diffusion
in multi-component mixtures is another key element to
improve multi-phase reactor modelling. Rigorous diffusion
model identification has recently been addressed by means
of incremental identification (Bardow and Marquardt,
2004a). A simple diffusion cell with two layered, liquid
mixtures is employed to facilitate one-dimensional
mixing by inter-diffusion along the cell axis. Concentration
profiles of all species are observed under isothermal con-
ditions by Raman spectroscopy with high resolution in
space and time (Go¨ke, 2005). The incremental identifi-
cation framework of Figure 3 is tailored to the diffusion
problem as sketched in Figure 5 (Bardow and Marquardt,
2004b). It has been successfully applied to the identifi-
cation of binary (Bardow et al., 2003) as well as multi-
component diffusion (Bardow et al., 2005b) from Raman
diffusion experiments.
Diffusive fluxes can easily be determined from material
balances as a function of time and the spatial coordinate
along the diffusion cell axis on level B even in case of
multi-component systems. This is due to the natural decou-
pling of the multi-component material balances, which just
require that the local variation of any species concentration
is equal to the negative spatial variation of the diffusive flux
of this species at any time. The time derivatives of the
measured species concentration can be computed at any
spatial location by a smoothing spline approach combined
with L-curve or generalized cross validation. The resulting
time derivatives are integrated over the spatial coordinate
numerically next to obtain estimates of the diffusive
fluxes of all species as a function of time and space
coordinates.
A flux model has to be introduced on level BF. For
example, Fick or Maxwell-Stefan models (Taylor and
Krishna, 1993) could be selected as candidates. In case of
binary mixtures, the Fick diffusion coefficient can be deter-
mined by dividing flux and concentration gradient data at
any point in time and space. These estimated diffusion
coefficient data can next be correlated with the measured
Figure 5. Incremental identification of multi-component diffusion models.
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concentration data to obtain a diffusion model on level
BFD. Error-in-variables methods and statistical model dis-
crimination techniques are employed to decide on the most
appropriate model for the concentration dependence of the
diffusion coefficient. This concentration dependency has
been shown to be even identifiable from a single Raman
diffusion experiment (Bardow et al., 2005a). In case of
multi-component diffusion, the levels BF and BFD have
to be merged (Bardow and Marquardt, 2004b), because
all species concentration gradients are determining the dif-
fusive flux of any species due to the cross-effects of multi-
component diffusion (Taylor and Krishna, 1993).
Optimal experimental design and iterative improvement
of the diffusion experiment is crucial for the successful
determination of diffusion models from Raman experi-
ments with limited experimental effort (Bardow, 2004).
For example, a proper choice of the measurement location,
the hold-ups of the inter-diffusing mixtures and the obser-
vation time interval reduces the duration of the experiment
to one to two hours and the variance of the binary diffusion
coefficient by a factor of three (Bardow et al., 2003). The
complete diffusion matrix can be determined in the ternary
and even in the multi-component case from few diffusion
experiments if they are carefully selected by optimal experi-
mental design (Bardow, 2004; Go¨ke, 2005). For example,
all the ternary diffusion coefficients can be reliably esti-
mated from two to three Raman diffusion experiments if
the concentrations of the layered inter-diffusing liquids are
chosen in the vicinity of the desired concentration at an
angle of about 908 in the concentration plane. Optimal
experimental design techniques also confirm the difficulty
of estimating reliable Maxwell–Stefan diffusion coefficients
(Bardow and Marquardt, 2003). If the phase equilibrium
experiments are designed to reduce the sensitivity of the
Maxwell–Stefan diffusion coefficients to errors in the ther-
modynamic factor, a significant reduction of the variance
in the Maxwell–Stefan diffusion coefficient is possible.
However, this variance is still quite high.
Heat Transfer at Falling Films
The behaviour of fluid multi-phase reaction systems is
determined to a large extent by the morphology and the
phenomena occurring at the interface. Reaction as well as
energy and mass transport are interrelated with momentum
transport and the dynamics of the free surface. An appli-
cation of the incremental identification approach to a gen-
eral multi-phase reactor problem is not possible at this
stage of development. A flowing liquid film on a vertical
rigid wall has been chosen in order to address this problem
in the longer run. Despite its macroscopic geometric sim-
plicity, the falling film shows all the relevant features of
a general multi-phase system. It is hence a perfect model
problem to develop and benchmark the incremental identi-
fication framework for multi-phase reactive flow problems.
In a first development step, the general inverse transport
and reaction problem is simplified to an inverse heat trans-
fer problem (Groß et al., 2005). A laminar-wavy falling
film is heated by resistance heating using the supporting
wall as the heater. Infrared thermography is employed to
measure a transient two-dimensional temperature field on
the backside of the wall. Model-free surface heat flux esti-
mation from these high resolution measurement data is
attempted by formulating a least-squares problem for the
three-dimensional wall. An inverse heat transfer problem
results because the boundary heat flux between the wall
and the falling film is unknown. The boundary flux esti-
mation problem is solved by means of a multi-grid finite
element discretization of the heat conduction equation in
conjunction with the conjugate gradient method. The dis-
cretized problem involves about three million variables.
The boundary heat flux has been successfully computed
with high spatial and temporal resolution on a desktop com-
puter using about 5 h of CPU time. A generalization of this
problem to work out the full incremental identification con-
cept for heat transfer problems in falling films is currently
in progress.
SUMMARY
We have introduced a promising methodology for the
incremental identification of kinetic models. The motiv-
ation for the methodological development has been stem-
ming from increasing needs for predictive models for
multi-phase reaction systems. However, the methodology
under development is addressing a broader problem class.
Incremental identification has become applicable largely
due to the advances in high resolution measurement tech-
niques and in the theory and computational tools for the
solution of inverse problems. The benefits of incremental
identification, namely
. the full transparency of the model identification process,
and
. the computational efficiency of the tailored estimation
algorithms
as a consequence of the exploitation of the inherent struc-
ture of the identification problem has been proven in
various case studies. However, a lot of method develop-
ment needs to be done to improve the individual steps
and to integrate across the complete MEXA work process
in particular for distributed parameter problems. Examples
of methodological issues include
. the incorporation of systematic identifiability analysis
into the MEXA process;
. the adaptation of optimal experimental design to incre-
mental identification;
. the exploration of the potential of merging calibration of
measurements with flux estimation;
. the development of systematic methods for the discovery
and subsequent modelling of unanticipated physico-
chemical phenomena during iterative refinement and, in
particular;
. the full extension of the incremental identification frame-
work to three-dimensional two-phase transport and reac-
tion problems.
Besides the development of the methods and tools
required to implement the MEXA work process, our atten-
tion is on continuing the benchmarking efforts on the
modelling problems sketched above. Our vision is the devel-
opment of a computer-assisted tool-kit to enable the experi-
mentalists in academia and industry to apply advanced
systems engineering methods to challenging kinetic model-
ling problems for higher productivity and better model
quality.
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