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Abstract—In most previous studies, distributed sensor net-
works are typically assumed to be memory less. In this paper, we
consider a distributed sensor network with feedback at both the
sensor level as well as at the fusion center. Specically, we analyze
(1) a local feedback system (LFS), where the most recent local
decision is fed back to its corresponding local sensor; (2) a local
and global feedback system 1 (LGFS1), where the most recent
local decision is fed back to its corresponding local sensor and
the most recent global decision is fed back to the fusion center,
and (3) a local and global feedback system 2 (LGFS2), where the
most recent global decision is fed back to all the local sensors
and to the fusion center in addition to the local decision being
fed back to its corresponding local sensor. For all the cases, we
derive the decision rule and compare the global probability of
error using simulations. We show that in an error-free channel,
any form of feedback improves GPE performance relative to no
feedback system. However, feeding the global decision back to
local sensors not only drains resources but also provides the worst
performance among feedback schemes.
I. INTRODUCTION
Decentralized sensor network have attracted signicant
interest over past several years [1], [2] because of their
reliability, survivability, and low communication bandwidth
requirements. In a typical decentralized sensor network, local
sensors make a decision about a phenomenon of interest based
on an observation. The local sensors then transmit their sensors
decisions to a fusion center. Global decision is made by the
fusion center based on the local decisions made by the local
sensors. A majority of prior efforts in decentralized detection
in sensor networks have been conned to memoryless local
sensors and fusion center. It is however possible to incorporate
memory and use past decisions for the synthesis of new
decisions.
Over the past decade, researchers ([3]-[9]), have shown that
the global probability of error performance of a decentralized
sensor network can be improved using decision feedback.
In [4], [5], the fusion center calculates a global decision
based on the decisions of local sensors, and this decision
is fed back to the local sensors to adjust their detection
thresholds. In an another approach [6], many local sensors
reach a consensus through parley. In [7], [8], the authors
proposed a concise feedback scheme where the previous global
decision is fed back to the fusion center. Two distributed
structures with decision feedback are considered in [9] where
in the rst distributed structure the fusion center decision is
fed back to all the local sensors and in the second distributed
structure all the local sensors are fully interconnected via
decision feedback. While all these works have reiterated the
importance of decision feedback at fusion center, they do not
explicitly consider the effects of decision feedback at the local
sensor level on the overall global probability of error (GPE)
performance.
Our main focus in this work is to study the effects of
feedback, at both sensor level and fusion center, on the GPE
performance of the sensor network. We consider three feed-
back schemes which offer a reasonable compromise between
detection performance and complexity. The rst proposed
sensor network, local feedback system (LFS), is a distrib-
uted decentralized sensor network, where the most recent
local decision is fed back to its corresponding local detector.
Global decision is obtained from threshold comparison of
the weighted local decisions. In the second proposed sensor
network, local & global feedback system 1 (LGFS1), the most
recent local decision is fed back to its corresponding local
sensor and the most recent global decision is fed back to fusion
center. The third sensor network, local & global feedback
system 2 (LGFS2), is an extension of sensor network LGFS1.
Here, in addition to feedback at local sensors and fusion center,
the most recent global decision is fed back to all the local
sensors. LGFS2 scheme requires an additional communication
path between the fusion center and the local sensors.
In this paper, we present a detailed description of these three
systems and analyze their global probability of error (GPE) us-
ing theory and simulations. The performance of these systems
is compared with decentralized sensor network without any
feedback (no feedback system (NFS)) and decentralized sensor
network presented in [8], where the previous global decision
is fed back to the fusion center (global feedback system
(GFS)). In case of an error-free channel, the GPE performance
of LFS and LGFS1 feedback systems are better than NFS.
The GFS provides the best GPE performance relative to any
other system illustrating that feedback at the fusion center is
more effective than feedback at local sensors. LGFS2 does
not provide any signicant gain in GPE performance relative
to NFS. Therefore, feeding global decision back to local
sensors is not effective from a complexity standpoint as well
as performance.
The three sensor network architectures with feedback (LFS,
LGFS1 and LGFS2) are described in Section II. GPE perfor-
mance of these three sensor networks is investigated with an
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example in section III and is compared with the decentralized
sensor networks NFS and GFS. Conclusions are discussed in
section IV.
II. SYSTEM MODEL
A typical parallel distributed sensor network consists of a
 local sensors that observe a common phenomenon and
make a binary decision. This binary decision could indicate
the presence (hypothesis 1) or absence (hypothesis 0) of
a target. For example, at each time instant, , the th local
detector obtains a new measurement, , and make a binary
decision, () , where 
()
 = 1 indicates the absence of
a target and hypothesis 0 is accepted; 
()
 = 1 indicates
the presence of a target and hypothesis 1 is accepted. We
assume that (1) the sensor observations and the decisions are
conditionally statistically independent in time as well as from
sensor to sensor; (2) in the observation time window, the true
hypothesis remains constant. It is also assumed that the local
decisions are transmitted to fusion center over a noiseless
communication channel. The fusion center makes a global
decision,  () , based on the local sensor decisions. Once again

()
 = 1 represents the acceptance of hypothesis 0 and

()
 = 1 indicates that hypothesis 1 is accepted. The global
decision is made by minimizing a Bayes risk [8] of the form

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where  is the cost of accepting  when  is true
(
  = 0
 1), 	 is the apriori probability of hypothesis 
( = 0
 1), at time instant , the global false alarm probability
is 	 () = 	{ () = 1|0} and the probability of detection
is 	 () = 	{ () = 1|1}. Assuming a uniform cost
function, i.e., 00 = 11 = 0 and 01 = 10 = 1, the
Bayes risk is the global probability of error (GPE). With this
general system model in place, we will discuss three different
feedback architectures that can be implemented in a parallel
decentralized sensor network.
1) Local Feedback System: In a local feedback system, the
previous local sensor decision is used to obtain the present
local decision as shown in Fig. 1. At time , the nal local
decision,  () , is made based on the local decision, 
()
 ,
which is obtained from the current observation, , and the
most recent local decision,  (1) . It is easy to show that the
generalized rule for the local decision for the  is given
by

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n
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sgn{.} is the algebraic sign function dened as
{} =
½
1   0
1   0 

	 , 	 are the false alarm probability and probability of
detection of the local detector. 	 	 , 	 	 are the false
alarm probability and the probability of detection of the local
detector with feedback.  is the decision threshold of the
global detector. X and Y functions are dened as
X(
 ) = 
·
(1 )
(1 )
¸

 Y(
 ) = 
·
(1 )
(1 )
¸
 (3)
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Fig. 1. Local Feedback System
The false alarm probability, 	 () 	 , and the probability of
detection, 	 () 	 , of the local detector with feedback at time
 = 1
 2
  can be expressed in terms of the 	 (1) 	 , 	
(1)
 	 ,
	 , 	 and  (where  is an integer) through the following
iterative scheme [8]:
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Here, 1() is a unit step function dened by
1() =
½
1   0
0   0

Intially, we assume that 	 (0) 	 and 	
(0)
 	 are equal to 05.
These equations are based on the denitions
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where E [] is an expectation function evaluated over all local
decisions. The fusion rule for global decision is obtained by

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X and Y are dened in Eqn. (3).
Using the global fusion rule Eqn. (5), the global probability
of error is found by [8]
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where 	 () and 	
()
 are the global false alarm probability and
global probability of detection given by
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where {+} is the smallest integer larger than or equal to
+ : +  {+}  + + 1. It is important to note that the analy-
sis presented above can be extended to the case where there is
feedback of more than one past local decision. However, since
the objective of this work is to compare the effectiveness of
various feedback architectures, we use the one-stage feedback
as a standard for all methods considered.
In the following sub sections, we present two additional
feedback structures referred to as LGFS1 and LGFS2. In both
these implementations, we propose a feedback of decisions
both at the local sensor level and at the fusion center. For these
cases, it is not straight forward to derive the optimal global
decision rule because the global decision is no longer based
on an independent set of decisions. The global decision is
based on local decisions which in turn depends on the previous
local decision (thanks to the feedback mechanism) introducing
dependance among the components contributing to the global
decision. Therefore, the decision rules for LGFS1 & LGFS2
presented in the next two sub-sections are sub-optimal with
respect to GPE performance. The simulation results provided
in section III provide the realistic !	" performance based
on these decision rules.
2) Local and Global Feedback System 1: In local and
global feedback system 1, shown in Fig. 2, the local decision
is made based on its current observation and its most recent
local decision. The global decision is made based on all nal
local decisions and the most recent global decision. At time
, the nal local decision, ()	1, is made based on the local
decision, () , which is obtained from the current observation,
, and the previous local decision, 
(1)
	1 . The generalized
Fig. 2. Global and Local Feedback System 1
rule of the nal local decision for the LGFS1 is expressed as
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	 	1 is the false alarm probability and 	 	1 is the
probability of detection of the local sensor with feedback and
could be found by using the following formula.
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where X, Y are dened in Eqn. (3) and F, D are dened in
Eqn. (4). The fusion rule for global decision is obtained by
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()
 	1 and 	
()
 	1 are the global false alarm probability
and global probability of detection respectively. Intially it is
assumed that 	 (0) 	1 = 	
(0)
 	1 = 05. Based on the decision
rule of Eqn. (8) the GPE for LGFS1 can be obtained and are
provided in section III.
3) Local and Global Feedback System 2: In local and
global feedback system 2, shown in Fig. 3, the global decision
is made based on all nal local decisions and the most recent
global decision. At time , the nal local decision, ()	2, is
made based on the local decision,  () , which is obtained from
the current observation, , and the previous local decision,

(1)
	2 , and the most recent global decision 
(1)
 	2. The
generalized rule of the nal local decision for the LGFS2 is
expressed as
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	 	2 is the false alarm probability and 	 	2 is the
probability of detection of the local sensor with feedback and
could be found by using the following formula.
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X, Y are dened in Eqn. (3) and F, D are dened in Eqn. (4).
	 	2 and 	 	2 are the global probability of false alarm
and the global probability of detection of the entire system
can be expressed as
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Fig. 3. Global and Local Feedback System 2
	
(0)
 	2 are equal to 0.5. The fusion rule for global decision
is obtained by
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In LGFS2, feeding back the global decision to local sensors
increases the complexity of the system as a dedicated com-
munication path from the fusion center to the local sensors is
required. Based on the decision rule of Eqn. (10) the GPE for
LGFS2 can be obtained and are provided in the next section.
III. PERFORMANCE RESULTS
In this section, the performance of LFS, LGFS1 and LGFS2
are investigated with an example and are compared with NFS
and GFS cases. Consider a 4 sensor system where the receiver
operating characteristic of the local detector is dened as:
	 = 	
1(1+)
 (11)
where , is the average signal-to-noise ratio. In many detection
problems, this kind of receiver operating characteristics occur
in classifying Gaussian signals with equal means and different
variances [10]. Let the variances under hypothesis 0 and 1
be -20 and -21 respectively. The signal-to-noise ratio is dened
as , = (-21  -20)-20 . For NFS, the GPE performance is given
by [8]
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and F, D are dened in (4). For  = 4, 	 = 0.2 and  = 05,
the global probability of error with respect to the signal-to-
noise ratio of the local detector is plotted. The performance
of the GPE vs. signal-to-noise ratio for LFS, NFS and GFS in
case of an error-free communication channel is shown in Fig.
4. The discontinuous nature of the GPE performance of LFS
and GFS feedback systems is a result of the discontinuities
in the functions F and D in Eqn. (4). From Fig. 4, it can
be observed that the GPE performance of global feedback
system is signicantly better relative to local feedback and
no feedback systems. The simulated performance of LFS is
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comparable with theoretical performance. Fig. 4 shows that
any form of feedback either at the local sensor level or at the
fusion center improves the GPE performance.
The GPE performance vs. signal-to-noise ratio for GFS,
LGFS1 and LGFS2 for an error-free channel is shown in Fig.
5. From Figs. 4 and 5, it can be observed that the GFS
system provides the best GPE performance relative to all
other feedback systems.The GPE performance of LGFS1 is
comparable to that of LFS. However, the LGFS2 provides
no performance gain relative to NFS inspite of the added
complexity. Hence this method is not efcient when compared
to any other feedback methods.
IV. CONCLUSIONS
In this paper, three feedback architectures for a parallel
distributed sensor network are considered. In the rst feedback
system (LFS), the local sensor decisions are made based on the
local sensor observation and its most recent local decision. In
the second feedback system (LGFS1), in addition to the local
feedback the most recent global decision is fed to the fusion
center. In the third feedback system (LGFS2), in addition to the
local and global feedback the most recent global decision is fed
back to all the local sensors. Global probability of error (GPE)
performance of these three feedback systems are evaluated.
The simulated GPE performance of LFS, LGFS1 and LGFS2
are compared with GFS and NFS for error-free communication
channel. It is observed that GFS provides the best performance
relative to any other feedback system. LGFS2 does not provide
any signicant gain in GPE performance relative to NFS.
Therefore, feeding global decision back to local sensors is not
effective from a complexity standpoint as well as performance.
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