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Abstract
We establish local well-posedness for small initial data in the usual Sobolev spaces Hs(R), s  1, and
global well-posedness in H 1(R), for the Cauchy problem associated to the nonlocal nonlinear Schrödinger
equation
∂tu = −iα∂2xu+ βu∂x
(|u|2)− iβuTh∂x(|u|2)+ iγ |u|2u,
where u = u(x, t), x, t ∈ R, Th is a singular integral operator, α > 0, β  0 and γ  0 are real constants.
Our method of proof is based on the smoothing effects produced by the linear Schrödinger equation.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Since the decade of 1960 the problem of self-modulation of small-amplitude nonlinear waves
has been investigated. The cubic nonlinear Schrödinger (NLS) equation
∂tu = i∂2xu + iγ |u|2u, (1.1)
where u = u(x, t) is a complex function and x, t, γ ∈ R, is a universal model for description of
the long-term evolution of the envelope wave. But an important case, the so-called shallow-deep
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R.P. de Moura / J. Math. Anal. Appl. 326 (2007) 1254–1267 1255limit of a stratified fluid (that is, the upper layer is shallow and the lower one is deep if compared
to length scale of quasi-harmonic wave packets) cannot be described by the cubic NLS equation.
So, the problem of deriving a kind of NLS equation modeling quasi-harmonic wave packets
arises. Taking into account first- and second-order effects in the long-wave expansion, Pelinovsky
and Grimshaw (see [18]) proposed the following universal evolution equation of the NLS type in
the shallow-deep limit of a continuous stratified fluid:
i∂tu = α∂2xu + βu(i + Th)∂x
(|u|2)− γ |u|2u, x, t ∈ R, (1.2)
where u = u(x, t) is a complex function representing the envelope (packet) of the waves, the real
positive coefficients α, β , and γ are expressed by the parameter of the fluid stratification (see
[18, Appendix A]), Th is the singular integral operator
Thu(x) = 12hp.v.
∞∫
−∞
coth
(
π(y − x)
2h
)
u(y)dy, (1.3)
with p.v. denoting the principal value of the integral and h is a parameter proportional to the deep
of the fluid.
Our aim in this work is to establish local and global well-posedness for the initial value prob-
lems (IVP) associated to Eq. (1.2) when 0 < h< +∞, and in the deep-water limit h → ∞,
i∂tu = α∂2xu + βu(i +H)∂x
(|u|2)− γ |u|2u, x, t ∈ R, (1.4)
where u = u(x, t) ∈ C and H is the Hilbert transform, defined by
Hu(x, t) = 1
π
p.v.
∞∫
−∞
u(y, t)
y − x dy. (1.5)
In [17] it was showed that Eq. (1.2) with γ = 0 is integrable. Its inverse scattering was
constructed in [19]. The Cauchy problem via inverse scattering for Eq. (1.4) and several other
physical properties of that equation has been studied specifically by Matsuno [6–14].
We mention that the structure of Eq. (1.2) (with α = β and 0 < h < ∞ or h → ∞) is similar
to the equation
∂tv = −i∂2x v +
i
4
|v|4v − ivTh∂x
(|v|2)+ iγ |v|2v, (1.6)
which is obtained via the following manner: Let u be a solution of (1.2) with sufficient smooth-
ness in space–time and integrability in space. Denote
ρ(x, t) =
x∫
−∞
∣∣u(y, t)∣∣2 dy (1.7)
and define
v = e i2 ρu. (1.8)
Then we have that
|v| = |u| and e i2 ρ∂xu = ∂xv − i2 |v|
2v. (1.9)
From Eq. (1.2) it follows that, ∂t (|u|2) = −2∂x Im(u∂xu¯)+ ∂x(|u|4), and so,
i∂tρ − ∂2xρ = −2v∂xv¯, (1.10)
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in Eq. (1.2). Conversely, if v satisfies Eq. (1.6) then
u = e− i2 ρv
satisfies Eq. (1.2) (here ρ(x, t) = ∫ x−∞ |v(y, t)|2 dy ≡ ∫ x−∞ |u(y, t)|2 dy). Hence, Eqs. (1.2)
and (1.6) are gauge equivalents. The same argument holds to prove that Eqs. (1.4) and (1.6)
with H in place of Th are gauge equivalents. Although the loss of regularity persists after the
change of variable (1.7), Eq. (1.6) will allow to extend globally in time the local result, this is
because it possesses appropriate conservation laws.
The work is organized as follows. In Section 2 we present the main results. In Section 3 we
prove the local well-posedness for the initial value problem (IVP) (1.4), for small initial data
in Hs(R), s  1, via the contraction principle. The smoothing effects determined by the group
{e−it∂2x }∞t=−∞, estimates for the maximal function sup[0,T ] |e−it∂2x · | and of Strichartz’ type will
be our main tools; with them we were able to transpose the loss of derivatives in the usual
interaction scheme. The result embraces the interesting case γ = 0. When s  k + 12 , k  2, our
procedure is analogous to that of Kenig et al. [3] (but even in that case Eq. (1.2) requires some
different tools), where a similar theorem for the IVP for the equation
∂tu = i∂2xu + P(u, ∂xu, u¯, ∂xu¯), u = u(x, t) ∈ C, t, x ∈ R, (1.11)
where P :C4 → C is a polynomial having no constants or linear terms, was proved. The contrac-
tion mapping principle will permit to conclude that the data-solution map is smooth. In Section 4
we extend globally in time the local solution for the IVP with data in the energy space, H 1(R);
that is possible due to the following conservation laws for the solution of Eq. (1.6):
Q(v) = ‖v‖0 and
E(v) =
∞∫
−∞
{
|∂xv|2 + 112 |v|
6 + γ
2
|v|4 − 1
2
|v|2Th∂x
(|v|2)}dx. (1.12)
Remark 1.1. If u is solution of the IVP associated to Eq. (1.2), with γ = 0, with initial data φ,
then
uλ(x, t) = λ1/2u
(
λx,λ2t
)
, ∀λ ∈ R − {0}, (1.13)
with data
uλ(0) = uλ(x,0) = λ1/2φ(λx)
is also a solution. So, we get∥∥Dsxuλ(0)∥∥0 = λs∥∥Dsxφ∥∥0. (1.14)
Therefore the highest derivative term in the Hs -norm is invariant under the scaling transform
(1.13) for s = 0. That argument suggests that the critical values for the IVP associated to Eq. (1.2)
with γ = 0 may be s = 0; notice that a similar scaling argument does not work if γ > 0, but since
the term γ |u|2u does not offer obstacle, we imagine that we can think the same upon Eqs. (1.4)
and (1.2) for any γ  0.
Notations. By F{u} or uˆ we will denote the Fourier transform of a function with respect to the
space variable x. The L2-norm will be written as ‖ · ‖ or ‖ · ‖0. S(R) will represent the Schwartz
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Dsx = (−∂2x )s/2. H s(R) is the usual Sobolev space with norm ‖ · ‖s = ‖J s · ‖0 := ‖J s · ‖. For
1 p,q < ∞ and f : R × [0, T ] → R we define
‖f ‖Lpx LqT =
( ∞∫
−∞
( T∫
0
∣∣f (x, t)∣∣q dt)p/q dx)1/p,
‖f ‖LqT Lpx is similarly defined, and when p = ∞ or q = ∞, ‖f ‖Lpx LqT is defined in the natural
form. Given any positives constants C, D, by C D we mean that there exists a constant c > 0
such that C  cD. B(X) will represent the space of bounded linear operators on X. We shall
denote the set of K-continuously differentiable maps from X to Y by Ck(X,Y ).
2. Main results
Consider the IVP for Eq. (1.2){
∂tu = −iα∂2xu+ βu∂x
(|u|2)− iβuTh∂x(|u|2)+ iγ |u|2u, x, t ∈ R,
u(x,0) = φ(x). (2.1)
The following results related to the IVP (1.2), for 0 < h < ∞ and h → ∞, will be proved in this
paper:
Theorem 2.1. There exists a δ > 0 such that for any φ ∈ Hs(R) with s  1 and ‖φ‖s < δ, there
is a unique solution u for the IVP (2.1) in the interval of time [0, T ], T = T (‖φ‖s) > 0 with
T (‖φ‖s) → ∞ when ‖φ‖s → 0, satisfying
u ∈ Zs,T ≡
{
v ∈ C([0, T ],H s(R)); ΛT (v) < ∞},
with
ΛT (u) = max
{
λiT (u) ≡ λi(u); i = 1,2, . . . ,5
}
, (2.2)
where
λ1(u) := sup
[0,T ]
∥∥u(t)∥∥
s
,
λ2(u) :=
∥∥Ds+1/2x u∥∥L∞x L2T ,
λ3(u) := (1 + T )−1‖u‖L2xL∞T ,
λ4(u) :=
∥∥Dsxu∥∥L6xL6T . (2.3)
Furthermore, for any T ′ ∈ (0, T ) there exists  > 0 such that the map ϕ → w(t) from {ψ ∈
Hs(R); ‖ψ − φ‖s < } into Zs,T is Lipschitz.
Remark 2.1. Zs,T is a complete metric space.
Corollary 2.1. Theorem 2.1 also holds if γ = 0. In this case, it is enough to consider ‖φ‖ < δ in
place of ‖φ‖s < δ, that is, that local well-posedness result holds also if we just assume that ‖φ‖
is small.
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Corollary 2.2. Consider the IVP for Eq. (3.12)⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂tv = −i∂2x v +
i
4
|v|4v − ivH∂x
(|v|2)+ iγ |v|2v, x, t ∈ R,
v(x,0) = ψ(x) = exp
{
i
2
x∫
−∞
∣∣φ(y)∣∣2 dy}φ(x). (2.4)
Then the IVP (2.4) is locally well-posed in the sense of Theorem 2.1.
Theorem 2.2. Let φ ∈ H 1(R). Then the solution u asserted by Theorem 2.1 can be extended to
any time interval [0, T ].
Remark 2.2. The method above can be applied successfully to solve the IVP, with small data in
Hs(R), s  1, for the following equations:
• The general DNLS
i∂tu + ∂2xu = ∂x
(
u|u|2)− μ∂x(uH(|u|2)), (2.5)
where μ  0 is a real constant and H is the Hilbert transform (see (1.5)). Equation (2.5)
describes the propagation of circularly polarized waves of Alfvén in a plasma, when the
propagation direction is almost parallel to the external magnetic field [15]. The nonlocal
term represents the dissipative effect of resonant particles on the wave modulation.
• The general NLS equation
i∂tu + ∂2xu+ u(i +L)∂x
(|u|2)= 0, (2.6)
whereL is a bounded linear operator on Lp(R), 1 < p < ∞. For example, ifL is a multiplier
(see [2, p. 58]) or an operator of Calderón type (see [2, Theorem 5.1]).
3. Local well-posedness: Proof of Theorem 2.1 and corollaries
3.1. Preliminary results
Here we list some estimates used in the proof of Theorem 2.1. We start proving that, as the
Hilbert transform (see [2, Section 5.5]), the singular integral operator Th (see (1.3)) is a bounded
operator on Lp, 1 < p < ∞, and that the vector-valued version of this fact is also valid.
Lemma 3.1. Let Th, 0 < h  ∞, be the singular integral operator defined in (1.3) in the
x-variable and let 1 < p,q < ∞. Then Th(·) ∈ B(Lp(R)). Furthermore, for f ∈ LpxLqT we have,
‖Thf ‖Lpx LqT C(p,q)‖f ‖Lpx LqT . (3.1)
Proof. We write
Thf (x) = 12hp.v.
∞∫
K(y − x)f (y) dy = 1
2h
p.v.(K ∗ f ), where K(x) = coth(πx/2h).
−∞
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T̂hf (ξ) = K̂(ξ)fˆ (ξ), where K̂(ξ) = i coth(hξ) − i
hξ
.
Then, K̂ ∈ L∞(R). Furthermore, since |∇K(x)| c|x|−2,∀x = 0, the Hörmander condition∫
|x|>2|y|
∣∣k(x − y)− k(x)∣∣dx  B, y ∈ R,
holds for K . Therefore, by the Calderón–Zigmund theorem (see [2, Theorem 5.1]) it follows that
Th ∈ B(Lp(R)), 1 < p < ∞.
Now supposing f ∈ LpxLqT , since Th ∈ B(Lp(R)), we have
‖Thf ‖Lpx LqT 
∥∥∥∥ 12h lim→0+
∫
|y−x|>
sign(y − x) coth{π(y − x)/2h}‖f ‖LqT dy
∥∥∥∥
L
p
x
 cp,q‖f ‖Lpx LqT (3.2)
as we wanted. 
Consider the initial value problem{
i∂tu = ∂2xu, x, t ∈ R,
u(x,0) = φ(x). (3.3)
Solutions of (3.3) are described by the unitary group {e−it∂2x }∞t=−∞, that is,
u(t) = e−it∂2x φ =
∞∫
−∞
ei(tξ
2+xξ)φˆ(ξ) dξ. (3.4)
From now on the unitary group {e−it∂2x }∞t=−∞ will be symbolized by {U(t)}∞t=−∞.
Lemma 3.2 (Homogeneous case). If u satisfies (3.4) then,∥∥D1/2x U(t)φ∥∥L∞x L2t  c‖φ‖. (3.5)
Its dual version is∥∥∥∥∥D1/2x
T∫
0
U(−τ)f (τ) dτ
∥∥∥∥∥ c‖f ‖L1xL2T . (3.6)
In [3] was established an inhomogeneous version for (3.5), which we now mention.
Lemma 3.3. Consider the IVP{
∂tu = −i∂2xu + F(x, t), x, t ∈ R,
u(x,0) = 0, (3.7)
with F ∈ S(R × R). If u(x, t) is the solution of the IVP (3.7), then
‖∂xu‖L∞x L2t  c‖F‖L1xL2t . (3.8)
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Lemma 3.4. For any r > 1/2 and ρ > 1/4,∥∥U(t)φ∥∥
L2xL
∞
T
 c(1 + T )ρ‖φ‖r . (3.9)
The next lemma was proved for the first time by Strichartz [20].
Lemma 3.5. If φ ∈ L2(R), then∥∥U(t)φ∥∥
L
q
t L
p
x
 c‖φ‖, (3.10)
with 2 p ∞ and 2
q
= 12 − 1p , where c = c(p) is a constant that depends only on p.
Last we list some vector-valued Leibnitz rule for fractional derivatives deduced by Kenig,
Ponce and Vega in [5] (Theorems A.12, A.8 and A.13, respectively).
Lemma 3.6. Let α ∈ (0,1), α1, α2 ∈ [0, α] with α = α1 + α2. Then:
(i) For 1 < p < ∞, holds∥∥Dαx (fg)− fDαx g − gDαx f ∥∥Lpx  c‖g‖L∞x ∥∥Dα2x f ∥∥Lpx .
(ii) For p,p1,p2, q, q1, q2 ∈ (1,∞), with 1p = 1p1 + 1p2 and 1q = 1q1 + 1q2 , we have∥∥Dαx (fg)− fDαx g − gDαx f ∥∥Lpx LqT  c∥∥Dα1x f ∥∥Lp1x Lq1T ∥∥Dα2x g∥∥Lp2x Lq2T .
(iii) If p1,p2, q1, q2 ∈ (1,∞) with 1 = 1p1 + 1p2 and 12 = 1q1 + 1q2 , we have∥∥Dαx (fg)− fDαx g − gDαx f ∥∥L1xL2T  c∥∥Dα1x f ∥∥Lp1x Lq1T ∥∥Dα2x g∥∥Lp2x Lq2T .
The lemma is still valid with HDαx in place of Dαx .
3.2. Proof of Theorem 2.1
Proof. Without loss of generality we can consider α = β = γ = 1 in the IVP (2.1). We will make
the case s = 1; the procedure is similar whenever 1 < s < 3/2, and the case s > 3/2 is made in
[1,16].
Given φ ∈ H 1(R), let us denote for Φ(v) = Φφ(v) the solution of the nonhomogeneous linear
problem{
∂tu = −i∂2xu+ v∂x
(|v|2)− ivTh∂x(|v|2)+ i|v|2v, x, t ∈ R,
u(x,0) = φ(x), (3.11)
where v ∈ ZaT = {v :R × [0, T ] → C | ΛT (v) a}. We will show that for an appropriate a and
a T , if v ∈ ZaT then u = Φ(v) solution of the integral equation
u(t) = Φ(v)(t) = U(t)φ +
t∫
0
U(t − τ)[i|v|2v + v∂x(|v|2)− ivTh∂x(|v|2)](τ ) dτ (3.12)
associated to the IVP (3.11) belongs to Za , and Φ :Za → Za is a contraction.T T T
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Banach algebra. Making use of the smoothing effect (3.6), Lemma 3.2 together with the Hölder
and Minkowski inequalities, we obtain
∥∥u(t)∥∥1  ‖φ‖1 + T sup[0,T ]∥∥v(t)∥∥31 +
∥∥∥∥∥Dx
t∫
0
U(t − τ)(v∂x(|v|2)− ivTh∂x(|v|2))(τ ) dτ
∥∥∥∥∥
 ‖φ‖1 + T sup
[0,T ]
∥∥v(t)∥∥31 + ∥∥D1/2x (v∂x(|v|2))∥∥L1xL2T
+ ∥∥D1/2x (vTh∂x(|v|2))∥∥L1xL2T . (3.13)
It is enough to estimate the last term on the right side from (3.13), because the others can be
controlled exactly in the same way. We shall make it via Lemma 3.6(iii), taking p1 = 4, p2 = 4/3,
q1 = q2 = 4, α1 = 1/2, α2 = 0 plus the Hölder and Minkowski inequalities and Lemma 3.1:∥∥D1/2x (vTh∂x(|v|2))∥∥L1xL2T  ∥∥D1/2x v∥∥L4xL4T ∥∥Th∂x(|v|2)∥∥L4/3x L4T
+ ∥∥vD1/2x Th∂x(|v|2)∥∥L1xL2T . (3.14)
Now, by Lemma 3.1, the Hölder and Minkowski inequalities, and Sobolev’s embedding theo-
rem, we get∥∥Th∂x(|v|2)∥∥L4/3x L4T  ∥∥∂x(|v|2)∥∥L4/3x L4T

{ +∞∫
−∞
‖v‖4/3
L∞T
‖∂xv‖4/3
L4T
dx
}3/4
 ‖v‖L2xL∞T ‖∂xv‖L4xL4T
 ‖v‖L2xL∞T
{ ∞∫
−∞
‖∂xv‖L2T ‖∂xv‖
3
L6T
dx
}1/4
 T 1/8‖v‖L2xL∞T ‖∂xv‖
3/4
L6xL
6
T
sup
[0,T ]
∥∥v(t)∥∥1/41 , (3.15)∥∥D1/2x v∥∥L4xL4T  T 1/4 sup[0,T ]∥∥v(t)∥∥1, (3.16)
and from Lemma 3.6(ii) with α1 = 1/2, α2 = 0 and p1 = p2 = q1 = q2 = 4, together with
Lemma 3.1 and inequalities (3.15), (3.16), we have∥∥vD1/2x Th∂x(|v|2)∥∥L1xL2T  ‖v‖L2xL∞T ∥∥D3/2x (|v|2)∥∥L2xL2T
 ‖v‖L2xL∞T
{∥∥D1/2x v∥∥L4xL4T ‖∂xv‖L4xL4T + ∥∥v¯D3/2x v∥∥L2xL2T }
 T 3/8‖v‖L2xL∞T ‖∂xv‖
3/4
L6xL
6
T
sup
[0,T ]
∥∥v(t)∥∥5/41
+ ‖v‖2
L2xL
∞
T
∥∥D3/2x v∥∥L∞x L2T . (3.17)
Thus, from (3.13)–(3.17) it follows that
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[0,T ]
∥∥v(t)∥∥31 + ‖v‖2L2xL∞T ∥∥D3/2x v∥∥L∞x L2T
+ T 3/8‖v‖L2xL∞T ‖∂xv‖
3/4
L6xL
6
T
sup
[0,T ]
∥∥v(t)∥∥5/41 ≡ E1, (3.18)
where λ1 is defined in (2.3).
Combining the smoothing effects (3.5) and (3.6) with the integral equation (3.12), Lemma 3.1
and estimates (3.13)–(3.18), we find that
λ2(u) :=
∥∥D3/2x u∥∥L∞x L2T
 ‖φ‖1 +
∥∥∥∥∥Dx
t∫
0
U(−τ)(i|v|2v + v∂x(|v|2)− ivH∂x(|v|2))(τ ) dτ
∥∥∥∥∥E1. (3.19)
For evaluating λ3(u), first we apply estimate (3.9) (Lemma 3.4 with ρ = r = 1) for the max-
imal function sup[0,T ] |U(t) · | upon the integral equation (3.12) and soon afterwards we use the
smoothing effect (3.6) together with estimates (3.13)–(3.17) for concluding that:
‖u‖L2xL∞T  (1 + T )
{
‖φ‖1 + T sup
[0,T ]
∥∥v(t)∥∥31
+
∥∥∥∥∥Dx
t∫
0
U(−τ)(v∂x(|v|2)− ivH∂x(|v|2))(τ ) dτ
∥∥∥∥∥
}
 (1 + T )E1,
and so,
λ3(u)E1, (3.20)
where λ3 is defined in (2.3).
Last, we evaluate λ4(u) (see (2.3)). By using Lemmas 3.2 and 3.5 on the integral equation
(3.12), we obtain the following:
λ4(u) ‖φ‖1 +
∥∥∥∥∥Dx
t∫
0
U(−τ)(i|v|2v + v∂x(|v|2)− ivH∂x(|v|2))(τ ) dτ
∥∥∥∥∥E1. (3.21)
Thus, by inequalities (3.18)–(3.21), we see that ΛT (v) satisfies
ΛT (u) c‖φ‖1 + c(1 + T )2
(
ΛT (v)
)3
, (3.22)
where ΛT (u) is defined in (2.2), and the constant c can be chosen greater than 1. We want
ΛT (u) a, so this motivates us to choose a = a(‖φ‖1) > 0 such that
a ∈ (2c‖φ‖1,4c‖φ‖1), (3.23)
since we must choose c‖φ‖1  a/2. Now, as we must have
c(1 + T )2(ΛT (v))3  c(1 + T )2(ΛT (v))2a  c(1 + T )2(4c‖φ‖1)2a  a2 , (3.24)
this (plus the contraction estimate) suggests us to choose an arbitrary T such that
4c(1 + T )2(4c‖φ‖1)2  1 . (3.25)2
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2(4c)3/2δ = 1.
Therefore, fixing a as in (3.23) and then T as in (3.25), it follows that u = Φφ(v) ∈ ZaT for
v ∈ ZaT .
To show that Φ is a contraction we apply the same arguments as in (3.13)–(3.21) to the integral
equation
Φ(v)−Φ(v1)
= u(t)− u1(t)
=
t∫
0
U(t − τ)[i|v|2v − i|v1|2v1 + |v|2∂xv − |v1|2∂xv1 + v2∂xv¯ − v21∂xv¯1]dτ
− i
t∫
0
U(t − τ)[vH(∂xvv)− v1H(∂xv1v1)+ vH(v∂xv¯)− v1H(v1∂xv¯1)]dτ,
where v, v1 ∈ ZaT . We arrive to the estimate
ΛT
(
Φ(v)− Φ(v1)
)
 c(1 + T )2[ΛT (v)+ΛT (v1)]2ΛT (v − v1)
 4c(1 + T )2a2ΛT (v − v1)
 4c(1 + T )2(4c)2‖φ‖21ΛT (v − v1). (3.26)
Now it is enough to choose T such as in (3.25).
To demonstrate the persistence property of u(t) in Hs(R), that is,
u ∈ C([0, T ];Hs(R)), (3.27)
we follow the argument used to prove Theorem 4.1 of [3]. It is enough to establish it in t = 0.
Consider a T0 small. Combining the integral equation
u(t)− φ = U(t)φ − φ +
t∫
0
U(t − τ)(i|u|2u + u∂x(|u|2)− iuTh∂x(|u|2))(τ ) dτ
with estimate (3.5) and group properties as in (3.13)–(3.21) together with the information that
u ∈ ZaT one obtains, for t ∈ (0, T0),∥∥u(t)− φ∥∥1  ∥∥U(t)φ − φ∥∥1 + T0 sup[0,T0]
∥∥u(t)∥∥31 + ‖u‖2L2xL∞T0∥∥D3/2x u∥∥L∞x L2T0
+ T 3/80 ‖u‖L2xL∞T0 ‖∂xu‖
3/4
L6xL
6
T0
sup
[0,T0]
∥∥u(t)∥∥5/41

∥∥U(t)φ − φ∥∥1 + {T0 + T 3/80 (1 + T0)}a3 + a2∥∥D3/2x u∥∥L∞x L2T0 . (3.28)
By making t → 0, is immediate that ‖U(t)φ − φ‖1 → 0, but it is not clear that the term
a2‖D3/2x u‖L∞x L2T0 tends to zero. So, we consider the integral equation Φφ(u) = u, i.e.,
u(t) = U(t)φ +
t∫
U(t − τ)[i|u|2u + u∂x(|u|2)− iuTh∂x(|u|2)](τ ) dτ. (3.29)0
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∥∥u(t)∥∥31 + ‖u‖2L2xL∞T0∥∥D3/2x u∥∥L∞x L2T0
+ T 3/80 ‖u‖L2xL∞T0 ‖∂xu‖
3/4
L6xL
6
T0
sup
[0,T0]
∥∥u(t)∥∥1/21

∥∥D3/2x U(t)φ∥∥L∞x L2T0 + {T0 + T 3/80 (1 + T0)}a3 + a2∥∥D3/2x u∥∥L∞x L2T0 ,
and therefore,∥∥D3/2x u∥∥L∞x L2T0  2c∥∥D3/2x U(t)φ∥∥L∞x L2T0 + c{T0 + T 3/80 (1 + T0)}a3. (3.30)
For  > 0 let φ ∈ H∞(R) such that, ‖φ − φ‖1  . Then, we have from (3.5) that∥∥D3/2x U(t)φ∥∥L∞x L2T0  ∥∥D3/2x U(t)(φ − φ)∥∥L∞x L2T0 + ∥∥D3/2x U(t)φ∥∥L∞x L2T0
 c + c∥∥D3/2x U(t)φ∥∥L∞x L2T0  c + cT 1/20 ∥∥φ∥∥3. (3.31)
Thus from (3.30) and (3.31) follow that,∥∥D3/2x u∥∥L∞x L2T0   + T 1/20 ∥∥φ∥∥3 + T 3/80 (1 + T0)a3. (3.32)
Therefore, the persistence follows by substituting (3.32) in (3.28) and taking T0 sufficiently
small.
The proof of uniqueness and continuous dependence of the solution can be established via a
standard argument (see, for example, [3, Theorem 4.1] and references therein) and so, they will
be omitted. 
Since the proof of Theorem 2.1 was based on the contraction mapping principle, we are able
to extend the result of continuous dependence. Let us see:
Corollary 3.1. Under the hypotheses of Theorem 2.1, we have that there exists a neighborhood
V˜ of φ ∈ Hs(R), s  1, such that, the map φ → u(t) from V˜ into Zs,T , is smooth.
Proof. The proof is very similar to that of Corollary 2.7 in [16], but we shall present it here. The
main tool is the implicit function theorem. We write
F(u) = i|u|2u + u∂x
(|u|2)− iuTh∂x(|u|2)
and for a neighborhood V of φ, we define G :V × Zs,T → Zs,T by
G(ψ,v)(t) = v(t)−
(
U(t)ψ +
t∫
0
U(t − τ)F (v)(τ ) dτ
)
.
So, G is well defined, by Theorem 2.1 G(φ,u) ≡ 0, and it is smooth, since Th commutes with
derivatives. Its Gateau derivative with respect to u is
DuG(φ,u)v(t) = v(t)−
t∫
0
U(t − τ)(2i|u|2v + iu2v¯ + v∂x(|u|2)+ 2iu∂x(uv¯)
− ivTh∂x
(|u|2)− 2iuTh∂x(uv¯))(τ ) dτ.
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and let us write
(I − DuG)v(t) =
t∫
0
U(t − τ)(2i|u|2v + iu2v¯ + v∂x(|u|2)+ 2iu∂x(uv¯)
− ivTh∂x
(|u|2)− 2iuTh∂x(uv¯))(τ ) dτ.
Estimating λiT ((I − DuG)v(t)), i = 1,2,3,4, as in Theorem 2.1, since u ∈ ZaT , the following
inequality holds:
ΛT
(
(I −DuG)v(t)
)
 c(1 + T )2a2ΛT (v) < 12ΛT (v), (3.33)
where c > 1 is as in (3.22), a as in (3.23) and T as in (3.25). Therefore, I − (I −DuG) = DuG ∈
B(Zs,T ,Zs,T ) is invertible. Thus, by the Implicit Function Theorem, there exists a neighborhood
V˜ ⊂ V of φ ∈ Hs(R) and a map g : V˜ → Zs,T such that, G(ψ,g(ψ)) = 0, that is,
g(ψ) = U(t)ψ +
t∫
0
U(t − τ)F (g(ψ))(τ ) dτ ≡ u(t)
is the solution of IVP (2.1) with data ψ ∈ V˜ and g, that is the flow-map is smooth. 
3.3. Proof of Corollary 2.1
Proof. The local well-posedness for ‖φ‖s < δ follows immediately from Theorem 2.1. It re-
mains only to prove that we can take ‖φ‖ small instead of ‖φ‖s small. We shall use the scaling
argument done in Remark 1.1. If u(x, t) is the solution of Eq. (1.2) on [0, T ] with initial data
φ ∈ Hs(R), then λ1/2u(λx,λ2t) is the solution of the IVP for Eq. (1.2) on [0, λ−2T ] with data
φλ = λ1/2φ(λx) in Hs(R). From (1.14) we have that
‖φλ‖s  ‖φ‖ + λs
∥∥Dsxφ∥∥ (3.34)
and so, taking ‖φ‖ < δ/2 and λ = o(‖φ‖−2s ) we obtain ‖φλ‖s < δ. Then there exists a solution uλ
for the IVP associated to Eq. (1.2) with uλ(x,0) = φλ(x) and therefore there exists a u solution
of the IVP (1.4) on [0, T ] with ‖φ‖ < δ and γ = 0. 
4. Global well-posedness: Proof of Theorem 2.2
In this section we extend globally in time the solution of Eq. (1.2) by mean of conservation
laws (1.12). The hypothesis of smallness on the data is not necessary here.
Lemma 4.1. Let Th, 0 < h∞, be the operator defined in (1.3) and let v be the local solution
of the IVP for Eq. (1.6); then
∞∫
−∞
|v|2Th∂x
(|v|2)dx < 0.
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∞∫
−∞
|v|2Th∂x
(|v|2)dx = ∞∫
−∞
∣∣|̂v|2(ξ)∣∣2(1
h
− ξ coth (hξ)
)
dξ  0,
since 1
h
− ξ coth (hξ) 0, ∀ξ ∈ R. 
In [1,16] we found appropriate laws of conservation; here are them:
Proposition 4.1. Let φ ∈ H 1(R) and let v be the solution of (1.6) with v(0) = ψ = e i2
∫ x
−∞ |φ|2φ,
assured by Corollary 2.2. Then∥∥v(t)∥∥= ‖φ‖, (4.1)
E
(
v(t)
) := ∞∫
−∞
{
|∂xv|2 + 112 |v|
6 + γ
2
|v|4 − 1
2
|v|2Th∂x
(|v|2)}dx = E(φ), (4.2)
on the time interval of local existence.
Proof. By the continuous dependence, it is enough to prove (4.1) and (4.2) formally.
(4.1) is obtained by multiplying Eq. (1.6) for v¯, integrating by part and taking the real part in
both sides of the resulting expression.
Multiplying Eq. (1.6) for i∂t v¯ and integrating by parts with relation to x we get:
i
+∞∫
−∞
|∂tv|2 dx =
+∞∫
−∞
{
∂xv∂t ∂xv − 14 |v|
4v∂tv + v∂t v¯Th∂x
(|v|2)− γ |v|2v∂t v¯}dx. (4.3)
Now we obtain (4.2) taking the real part in both sides of (4.3) and integrating from 0 to t . 
Remark 4.1. Derivation of similar conserved quantities can be found in [19, Section 6]. Although
Ref. [19] deals with the case γ = 0 and in Eq. (1.2), the cubic term with γ in (4.2) is standard
and the transformation of (1.2) to (1.6) is elementary.
Proof of Theorem 2.2. We shall see that the conserved quantities (4.1) and (4.2) provide an
a priori estimate of the H 1(R) norm of the local solution. Using expression (1.9) together with
Lemma 4.1 (plus the fact that γ  0), Lemma 3.1 and Sobolev’s embedding theorem, we obtain
∥∥u(t)∥∥21  ∥∥v(t)∥∥21 = ‖φ‖2 +E(φ)−
∞∫
−∞
{
1
12
|v|6 + γ
2
|v|4 − 1
2
|v|2Th∂x
(|v|2)}dx
 ‖φ‖2 +E(φ)
 ‖φ‖21 + ‖φ‖41 + ‖φ‖61 + ‖φ‖2L4
∥∥Th∂x(|v|2)∥∥
 ‖φ‖21 + ‖φ‖41 + ‖φ‖61.
This a priori estimate and a standard argument yield the result. 
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