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The large number of available HIV-1 protease struc-
tures provides a remarkable sampling of conforma-
tions of the different conformational states, which
can be viewed as direct structural information about
the dynamics of the HIV-1 protease. After structure
matching, we apply principal component analysis
(PCA) to obtain the important apparent motions for
both bound and unbound structures. There are sig-
nificant similarities between the first few key motions
and the first few low-frequency normal modes calcu-
lated from a static representative structure with an
elastic network model (ENM), strongly suggesting
that the variations among the observed structures
and the corresponding conformational changes are
facilitated by the low-frequency, global motions in-
trinsic to the structure. Similarities are also found
when the approach is applied to an NMR ensemble,
as well as to molecular dynamics (MD) trajectories.
Thus, a sufficiently large number of experimental
structures can directly provide important information
about protein dynamics, but ENM can also provide
similar sampling of conformations.
INTRODUCTION
The Protein Data Bank (Berman et al., 2000) continues to grow
rapidly: as of November 2007, over 43,000 protein structures
have been deposited there. Among them, many proteins have
multiple X-ray structures determined under different conditions.
The static X-ray structures may not directly reflect the dynamics
of proteins, but they certainly must provide snapshots of the po-
tential motions of proteins. Thus, identifying essential motions by
the analysis of multiple structures of the same protein may reveal
key information about its dynamics. In addition, there are many
structures that have been determined by NMR spectroscopy.
The conformational ensembles reported for NMR structures
also contain multiple conformers that can reveal aspects of pro-
tein dynamics. Molecular dynamics (MD) (Rahman, 1964; Stillin-Structure 16ger and Rahman, 1974; McCammon et al., 1977) has long been
a source for sampling the multiple conformations for the same
protein. Through the use of a force field that approximates the
atomic interactions within a given protein (and with solvent),
MD calculations can yield information about the time-dependent
behavior of the molecular system and provide detailed informa-
tion about the atomic positional fluctuations. At present, MD is
widely used for modeling various issues such as ligand binding
and protein folding. An MD simulation can generate a large set
of conformations starting from a single protein structure, which
enables one to study proteinmotionswhen only a limited number
of structures (or a single structure) is available.
In general, these data sets of multiple structures display con-
formational changes in high-dimensional spaces, reflecting the
cooperativity present in the structures. However, the large num-
bers of atoms and the complexity of the motions mean that
dimensionality reduction is required to comprehend the key
motions. One common approach is principal component analy-
sis (PCA) (Pearson, 1901; Hotelling, 1933; Manly, 1986), a statis-
tical method based on covariance analysis. PCA can transform
the original space of correlated variables into a reduced space
of independent variables (i.e., principal components or PCs).
By performing PCA, most of a system’s variance will usually be
captured by a small subset of the PCs. PCA has been applied
frequently to analyze trajectory data from MD simulations to
find the essential dynamics (Amadei et al., 1993, 1996). Recently,
Teodoro et al. (2002, 2003) applied PCA to the data set com-
posed of many conformations for the same protein (HIV-1 prote-
ase). They found that PCA can transform the original high-dimen-
sional representation of protein motions into a low-dimensional
one that captures the dominant modes of the protein motions.
For a typical protein, the system’s dimensionality is thereby
reduced from tens of thousands to fewer than 50 degrees of free-
dom. Howe (2001) used PCA to classify the structures in the
NMR ensemble automatically, according to the correlated struc-
tural variations, and the results have shown that the two different
representations of the protein structure, the Ca coordinatematrix
and the Ca-Ca distance matrix, gave equivalent results and
permitted the identification of structural differences between
conformations.
An alternative method for studying protein motions is normal
mode analysis (NMA) (Brooks and Karplus, 1985; Brooks et al.,, 321–330, February 2008 ª2008 Elsevier Ltd All rights reserved 321
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are expressed in terms of a set of collective variables (normal
modes). Based on the pioneering studies of Tirion’s (1996), who
adopted a single-parameter Hookean potential between nearby
atoms for describing protein motions, elastic network models
(ENMs) have been extended to coarse-grained models with
a simplified single-parameter harmonic potential for modeling
(Bahar et al., 1997; Atilgan et al., 2001). The isotropic ENM-
Gaussian networkmodel (GNM) (Haliloglu et al., 1997)wasdevel-
oped byBahar et al. (1997). Thismodel applied to coarse-grained
proteinswithonepointmassper residue showssignificant agree-
ment with experimental crystallographic B factors for many
proteins. Atilgan et al. (2001) extended the model to include the
directions of motions with the anisotropic network model (ANM)
(Atilgan et al., 2001).
ENMs can yield a large number ofmodes (n-1 for GNMand 3n-
6 for ANM, where n is the number of points or residues for
a coarse-grained protein). Because analyzing all modes in detail
is unrealistic, especially for large proteins, it is always useful to
identify a few key modes for protein motions. Recently, Krebs
et al. (2002) performed NMA of macromolecular motions and
found that most of the 3814 known protein motions can be de-
scribed well along the directions of a few low-frequency normal
modes. In most cases, only one or two low-frequency normal
modes are sufficient to capture the major protein motions.
Tama and Sanejouand (2001) carried out NMA on a data set con-
taining 20 proteins, each of which has two conformations—open
and closed. They compared the overlap between the conforma-
tional change (i.e., the displacement vectors between the ‘‘open’’
and ‘‘closed’’ forms) and the normal modes for each given pro-
tein, and they found that, for most proteins, there exists a single
low-frequency normal mode that displays a significantly large
overlap with the conformational change. Moreover, compared
with the experimental conformational change, the overlap values
are higher for the normal modes obtained from the ‘‘open’’ form
than from the ‘‘closed’’ form. Leo-Macias et al. (2005) conducted
an analysis of core deformations in protein superfamilies. They
applied PCA to a set of 35 representative protein families and ex-
tracted the main deformation modes. They then computed the
normalmodesbyusing theprotein that is the closest to the center
of the protein family after structural alignments. They found a sig-
nificant correlation between the deformation modes by PCA and
20 low-frequency normal modes. These findings suggested
that it is possible to identify the key motions that are related to
the functions of a protein by analyzing multiple structures of the
same protein.
Here, we present an approach that can be applied to find the
essential protein motions from multiple structures of the same
protein, in contrast to using just the two ‘‘open’’ and ‘‘closed’’
conformations in the studies of Krebs et al. (2002) and Tama
and Sanejouand (2001). To demonstrate our approach, we use
HIV-1 protease for the application, an enzyme that plays a critical
role in the life cycle of HIV (Jenwitheesuk and Samudrala, 2003),
since there are abundant experimentally determined structures
and the size of the protein is relatively small. The HIV-1 protease
functions as a homodimer with a single active site and has three
domains: the terminal domain (residues 1–4 and 95–99 of each
chain), which is important for the dimerization and stabilization
of an active HIV-1 protease; the core domain (residues 10–32322 Structure 16, 321–330, February 2008 ª2008 Elsevier Ltd All rigand 63–85 of each chain), which is useful for dimer stabilization
and catalytic site stability; and the flap domain, which includes
two solvent-accessible loops (residues 33–43 of each chain) fol-
lowed by two flexible flaps (residues 44–62 of each chain) and is
important for ligand-binding interactions. The conserved Asp25-
Thr26-Gly27 active site triad is located at the interface between
the parts of the core domains. The active site of HIV-1 protease is
formed by the homodimer interface and is capped by the two
flexible flaps. A large conformational change occurs during the
process of ligand binding, which consists of the opening and
closing of the flaps over its binding site. Such principal motions
were identified by applying PCA to multiple HIV-1 protease
structures, including a set of 150 crystal structures and a set
of conformations generated by MD simulation (Teodoro et al.,
2002, 2003). Many computational studies of the motions of this
protein have been carried out. Zoete et al. (2002) performed
MD and NMA studies on a data set containing 73 X-ray struc-
tures of HIV-1 protease inhibitor complexes. They found that
the backbone rmsd differences of these X-ray structures showed
the same variation as those obtained from MD and NMA and
those reflected in the X-ray B factors. They also found that inter-
domain motions observed from the X-ray data set agree with
those from MD and NMA. These results suggested that the ob-
served structural fluctuations may be used for measuring the
intrinsic protein flexibility. Kurt et al. (2003) studied the dynamics
of HIV-1 protease by using GNM on observed X-ray structures
and MD-simulated snapshots. They found that the GNM mode
motions from different conformations of the HIV-1 protease are
conserved along theMD simulations. The conservation of overall
dynamic behavior supports the applicability of GNM for protein
motion studies. Chen andBahar (2004) utilized theGNM (a scalar
ENM) motions to identify the most conserved residues within
three subfamilies of proteases.
In the present study, essential motions are first identified by
PCA from a large set of X-ray structures of HIV-1 protease,
from an NMR ensemble, and from a conformational ensemble
generated from an MD simulation. Next, we calculated the nor-
mal modes from ENMby using a representative structure closest
to the center of each data set. Significant similarities are found
between these essential motions for all three data sets and the
low-frequency normal modes calculated from ENM, strongly
suggesting that the dynamics encoded in these data sets is facil-
itated by the low-frequency, global motions that are intrinsic to
the structure. ENM thus provides a coarse-grained, structure-
based explanation for the experimentally observed conforma-
tional changes upon inhibitor binding or the conformational
changes found through MD simulations.
RESULTS AND DISCUSSION
The Rmsd Distribution in the Three Data Sets
The initial X-ray data set (X-ray-I) contains 164 X-ray structures.
The rmsd with respect to the reference structure is shown
in Figure 1A. There are four structures, 1b6l, 1b6m, 1b6p, and
1mtr, that are especially close to each other (rmsd < 0.22 A˚),
but far from the reference structure (rmsd > 3.31 A˚). These four
structures are complexes bound to macrocyclic peptidomimetic
inhibitors. Three structures, 1rq9, 1rv7, and 1rpi, are close to
each other (rmsd < 0.58 A˚), but far from the reference structurehts reserved
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HIV-1 proteases. The structure 1aid is 1.40 A˚ from the reference
structure, and is 1.38 A˚ and 3.81 A˚ from the average of the
groups (1b6l, 1b6m, 1b6p, and 1mtr) and (1rq9, 1rv7, and 1rpi),
respectively. The aforementioned eight structures, which are
the same ones we have excluded by defining the X-ray-II data
set, appear to be quite different from the rest of the structures
in their rms distances to the reference structure. However, the
reason why they are considered to be outliers is more evident
from the PCA scatter plot analysis in the next section. The struc-
tural differences between these outliers and the rest are likely
due to the different ligands they bind, the mutational differences,
or the experimental conditions, etc. For instance, members of
the first group (1b6l, 1b6m, 1b6p, and 1mtr) all have a macrocy-
clic or cyclic inhibitor bound to the enzyme, whereas the three
structures in the second group (1rq9, 1rv7, and 1rpi) are multi-
drug-resistant mutants, each having an expanded active-site
cavity. The NMR data set is an ensemble with 28 conformations.
The rmsd with respect to the reference structure is shown in
Figure 1B. MD is carried out by using NAMD2, and 10,000 struc-
tures are obtained from the MD trajectory. The rmsd of each
conformation with respect to the starting structure for the MD
simulations is shown in Figure 1C. The rmsd with respect to
the reference structure is shown in Figure 1D. Thus, immediately
it can be seen that each of our data sets includes a range of con-
formations with rather similar extents of deviations from their
characteristic conformation.
Dimensionality Reduction by PCA
PCA is performed on the X-ray data sets. The fraction of variance
and the cumulative fraction of variance explained by the first six
PCs are shown in Figures 2A and 2B. It can be seen that the first
Figure 1. Rmsd with Respect to the Refer-
ence Structure for Different Data Sets
(A) The X-ray-I data set, with the rmsd values
sorted in ascending order. The X-ray-II data set
is the same as that of X-ray-I, excluding the eight
structures that have significantly larger rmsd
values than the rest.
(B) The NMR data set, sorted by the rmsd values in
ascending order.
(C) TheMD data set, shown in the order of the time
steps along the 10 ns simulation.
(D) The MD data set, sorted by the rmsd values in
ascending order.
two PCs explain 50% and 16% of the
variance, respectively, and that the first
six PCs together explain over 85% of the
variance for the X-ray-I data set. For the
X-ray-II data set, the first two PCs explain
28% and 15% of the variance, respec-
tively, and the first six PCs together
explain over 67% of the variance. PCA is
alsoperformedon the 28NMRstructures.
The fraction of variance and the cumula-
tive fraction of variance explained by the
first six PCs are shown in Figure 2C. It
can be seen that the first two PCs explain 38% and 23% of the
variance, respectively. The first six PCs together explain over
79% of the variance. Lastly, PCA is performed on the MD-simu-
lated structures. From the fraction of variance and the cumulative
fraction of variance plots (Figure 2D), it can be seen that the first
two PCs explain 22% and 10%of the variance, respectively, and
that the first six PCs together account for 55% of the variance.
The above-described results indicate that most of the internal
motions of the protein can be captured by only a few principal
motions (the first several PCs). It is also noted that the first six
PCs capture variance better for X-ray and NMR structures than
for the MD structures.
PCA Scatter Plots
The PCA scores can provide a simple overview of all of the struc-
tures in the data set. Scatter plots of two PCA scores show the
distribution of the actual structure’s deviations from the charac-
teristic structure plotted along the directions of these two PCs.
An ideal representation by the PCs will have the structures quite
uniformly distributed about the center of these plots. For the
X-ray-I data set, the scatter plot of PC 1 and PC 2 (Figure 3A)
shows that most structures are close to the reference structure
and are clustered into one group. The classified small groups
(1b6l, 1b6m, 1b6p, 1mtr), (1rq9, 1rv7, 1rpi), and 1aid appear as
outliers, which is consistent with their rmsd distributions seen
earlier. The scatter plot of PC 1 and PC 3 (Figure 3B) further con-
firms the above-described classification. The scatter plots for the
X-ray-II data set, after excluding the outliers, are shown in Figures
3C and 3D. In the NMR case, the scatter plot of PC 1 and PC 2
(Figure 3E) and the scatter plot of PC 1 and PC 3 (Figure 3F)
show the 28 structures distributed along the 2-PC projection. In
the MD case, the scatter plot of PC 1 and PC 2 (Figure 3G) andStructure 16, 321–330, February 2008 ª2008 Elsevier Ltd All rights reserved 323
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structures (represented by 100 data points) distributed along
the 2-PC projection. It is seen that the results from the unpruned
X-ray data set (X-ray-I) are characteristically different from the
others, which are more comparable to one another. The first
two PCsof the unpruned X-ray data setmainly reflect the charac-
teristics of those eight outliers whose large rms deviations enable
them to dominate the rest of the X-ray structures by influencing
the directions of the first two PCs. Therefore, it has been neces-
sary to exclude these and to form a separate data set, X-ray-II, in
order to identify the keymotions of the remaining 156X-ray struc-
tures. Unless otherwise specified, X-ray-II is the data set we will
use for the X-ray structures henceforth.
Identification and Visualization of the Principal Motions
Because most of the protein displacements, in terms of the var-
iance of the structures, can be captured by only a few PCs, these
PCs can thus be used to characterize the dominant dynamical
behaviors of the protein. The X-ray data set is direct experimen-
tal evidence (snapshots) of protein dynamics. PCA enables us to
analyze these experimental data and identify a few key directions
of motions, i.e., those along the first few PCs. Note that most
X-ray structures of HIV-1 protease have some drug molecules
bound; thus, their conformational displacements reflect the ef-
fects of such ligand binding. Therefore, the key directions of mo-
tions identified after applying PCA to the X-ray data may provide
valuable insights for drug design, and they may answer ques-
tions regarding the available conformational subspace, the geo-
metric variance of the binding site, the accessibility of the binding
site, and the potential pathways for a candidate ligand to reach it
(Singh et al., 1999; Bayazit et al., 2000).
Figure 2. The Fraction of Variance, ‘o’, and
the Cumulative Fraction of Variance, ‘x’,
Represented by the First Six PCs for
Different Data Sets
(A) The X-ray-I data set.
(B) The X-ray-II data set.
(C) The NMR data set.
(D) The MD data set.
Figure 4 shows the residue fluctuations
of the first three principal motions (the
first three PCs) of each data set. As men-
tioned earlier, the first two PCs of the
original X-ray data set (X-ray-I) mainly re-
flect the deviations of the eight outliers
(namely, 1b6l, 1b6m, 1b6p, 1mtr, 1rq9,
1rv7, 1rpi, and 1aid) and their distinct fea-
tures of motions. For the PC 1motion, the
second half of each protein chain has sig-
nificantly larger amplitudes of fluctua-
tions than the first half and is nearly sym-
metric for the two chains that form the
dimer. Since structures 1b6l, 1b6m,
1b6p, and 1mtr have a dominant PC 1
component (see Figures 3A and 3B), the
PC 1 motion mainly reflects their ‘‘mo-
tions’’ (or deviations) relative to the refer-
ence structure. For the PC 2 motion, there are large amplitudes
of fluctuations at the two flaps, and, again, the two chains are
nearly symmetric, which is a feature distinguishing structures
1rq9, 1rv7, 1rpi, and 1aid from the rest. The symmetry between
the two chains of this homodimer, however, is much less obvi-
ous, sometimes even hardly visible, in the PC 1 and PC 2 fluctu-
ation plots (and higher PCs as well) for the other data sets, such
as the X-ray-II data set (see Figure 4 [X-ray-II]), in which the am-
plitudes of the conformational displacements are much smaller.
The decreased data/noise ratio is the main reason for the appar-
ent loss of symmetry. Visualization of the first dominant motion
direction (PC 1) of X-ray-II is shown in Figure 5A together with
that of the ENM mode that closely resembles it (see Figure 5B).
Similarly, PCA is also applied to the NMR ensemble and the
MD data set to identify the key motions. An NMR ensemble
can be more advantageous than a single X-ray structure in that
it provides more than the mean-square fluctuations of each
atom, but it also may provide some directional information on
protein dynamics. In our case, the NMR ensemble for HIV-1 pro-
tease (PDB code: 1bve) includes 28 conformers. A few key direc-
tions of motion are revealed and visualized (see Figure 5C for PC
1) that may represent the dominant motion directions of the pro-
tein in solution. Interestingly, the direction of PC 1 aligns ex-
tremely well with one mode predicted by ENM, which is shown
in Figure 5D. PCA applied to the MD data set (10,000 structures)
reveals the dominant motions of the protein in simulation (see
Figure 5E for the visualization of PC 1 of MD data set). One ad-
vantage of MD is that it can easily be used to generate many
structures by computer simulation; however, on the other
hand, to its disadvantage, it is difficult to know how well the con-
formational space is represented or how biased the datamay be.
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nant directions identified by PCA and those calculated from
ENM (see Figures 5E and 5F and more in the next section).
It is noted that the fluctuationprofiles of the first several PCs are
quite different between the data sets (X-ray, NMR, and MD) (Fig-
Figure 3. Distribution of Individual Struc-
tures along Pairs of the First Three Principal
Component Directions
(A–H) Shown are the planes of PC 1 and PC 2 and
of PC 1 and PC 3 for the X-ray-I, X-ray-II, NMR,
and MD data sets respectively. (For the MD data
set, the 10,000 data points are represented by
100 data points by coarse graining.)
ure 4). Such differences in the fluctuation
profiles reflect the difference in dynamics
among the data sets. The PC axes in one
data setmay not perfectly alignwith those
in another data set. For instance, it is not
expected that the PC 1 of an X-ray data
set would match perfectly with the PC 1
in the NMR data set, but, rather, it may
be expressed as a combination of a few
PCs of the NMR data set. Yet, as will be
seen later, these distinct PC profiles can
all be described by a set of low-frequency
ENM modes. As shown in Table 1, the
subspace of the first several PCs can be
well captured by the first several low-fre-
quency ENM modes for all of the data
sets. This is quite remarkable, and it sug-
gests that the ENM normal modes have
captured well the essential motions found
in all data sets, although there are some
differences in dynamics encoded in the
different data sets.
Large Overlaps between PCs and
Normal Modes: A Structure-Based
Explanation of Observed Motions
The dominant directions of motions rep-
resented by the first few PCs have been
obtained by direct PCA of experimental
data (X-ray or NMR) and MD trajectories.
In this section, wewill investigate whether
there are structure-based and physics-
based explanations for these directions
of motions. In other words, are there in-
trinsic reasons why these directions of
motions are preferred?
For this purpose, we compare these di-
rections ofmotionswith the computation-
ally predicted modemotions by ENM.We
calculate the overlaps between the first
few PCs and low-frequency modes ac-
cording to Equation 5 for the three data
sets. In all of the cases, we observe
some large overlap values between the
first several PCs and a few low-frequency modes. The results
imply that theobserved structures and thecorresponding confor-
mational changes are likely facilitated by the low-frequency,
global motions that are intrinsic to the structure. ENM thus pro-
vides a coarse-grained, structure-based explanation for the
Structure 16, 321–330, February 2008 ª2008 Elsevier Ltd All rights reserved 325
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mostly upon inhibitor binding (for the X-ray structures), as well
as for the dynamics revealed from both the NMR ensemble and
the simulated MD data set.
In addition to providing a structure-based explanation for the
experimentally observed conformational changes, the mode
motions of the protein from ENM can also be used to predict
the collective motions of the protein that have not been detected
in crystal or NMR structures. Further, when combined with the
experimentally observed conformational changes, they can
deepen our understanding of the dynamics of the protein and
provide specific information regarding the dynamics in the vicin-
ity of the binding site, e.g., the motion of the flaps. Such an un-
derstanding (and visualization) of the dynamics may provide
key insights for better ways to design new drugs for protein
targets.
Matching a Single PC with a Single Mode
The overlaps between the first three PCs and the first three low-
frequencymodes (Modes 1–3) are shown in Table 2. In the X-ray-
II data set, the largest overlap is 0.52, between PC 1 andMode 2.
The overlap between PC 2 and Mode 3 is 0.51. In the NMR data
set, the largest overlap is 0.91, between PC 1 and Mode 2. The
overlap between PC 2 and Mode 1 is 0.88. In the MD data set,
the largest overlap is 0.74, between PC 1 and Mode 1. The over-
lap between PC 3 andMode 3 is 0.65. These results indicate that
the principal motions (i.e., the first few PCs) can be explained
well by a single low-frequency normal mode in each of the
X-ray, NMR, and MD cases.
The largest overlaps found for the first two PCs of the NMR en-
semble are highly significant, at 0.91 and 0.88, respectively (see
Table 2). This significance has two implications. On one hand, as
mentioned above, the dynamics revealed from applying PCA to
Figure 4. Residue Positional Fluctuations of
the First Three PCs in Each Data Set
Note that the PC 1 and PC 2 in the X-ray-I data set
have symmetrical fluctuations for the two protein
chains (the first chain, residues 1–99; the second
chain, residues 100–198). However, no symmetri-
cal fluctuations are observed for the X-ray-II,
NMR, and MD data sets.
the NMR ensemble yields a structure-
based explanation. On the other hand,
the NMR ensembles promise improved
agreements over the X-ray structures;
thus, the dynamics revealed may provide
an important validation tool of the accu-
racy of the ENM modes of motion. The
large overlaps suggest that the ENM,
even though coarse grained, can capture
well the essential dynamics of protein in
solution (for the NMR case). In a recent
study by Yang et al. (2007), they applied
GNM to both X-ray structures and NMR
ensembles of the same proteins, and
they found that GNM is able to reproduce
the residue fluctuations in NMR structures better than that from
X-ray structures. These results also support the applicability of
ENM to capture the dynamics of NMR structures.
However, we also see that the larger overlap for the third PC of
theNMRdata set is far smaller (0.30). This ismainly because there
are only 28 structures in the NMR ensemble, which means that
higher PCs may quickly become unreliable. Therefore, a larger
ensemble or more ensembles are desired. Unfortunately, there
is no other NMR structure available for HIV-1 protease in the
Protein Data Bank. A more thorough study with other NMR
ensembles of structures is under way.
Principal Motion Represented by A Few Modes
Since ENM is a coarse-grained model, it is possible that each in-
dividual mode may not be so precise. The details of each normal
mode will, of course, depend on the force field details. However,
the subspace of the low-frequency modes is much less affected
by such details (Hinsen et al., 1999; Song and Jernigan, 2007),
and it has been shown that the overall shape is dominant in de-
termining the motions of the slower modes (Doruker and Jerni-
gan, 2003; Lu and Ma, 2005; Ming et al., 2002). Therefore, it is
worthwhile to determine how well a given principal motion (PC)
can be represented by a few low-frequency normal modes col-
lectively. To do so, we calculate the cumulative overlap (CO)
for each PC, with the subspace defined by the first few low-fre-
quency normal modes.
The results in Table 3 show that even with three modes, over-
lap values are usually significantly improved. More improve-
ments are gained across the board when the first 20 low-
frequency modes are used. The CO for PC 3 of the NMR
set remains relatively low. As pointed out earlier, this is mainly
due to the small size of the NMR ensemble, which renders its
high PCs undependable. In summary, the principal motions
326 Structure 16, 321–330, February 2008 ª2008 Elsevier Ltd All rights reserved
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low-frequency normal modes.
Overlaps between PC and Mode Subspaces
The first few PCs collectively capture the majority of the total
variance. Thus, the subspace spanned by these PCs reflects
the dominant motion space of the protein. To measure how
well this motion space can be captured by the first several
low-frequency normal modes, we calculated the RMSIP (see
Equation 7) between the two spaces. Intuitively, RMSIP mea-
sures the percentage of the PC subspace that is covered by
the subspace spanned by the selected low-frequency modes.
Table 1 lists the RMSIP values between the subspaces spanned
by thefirst6PCswith thosespannedbythefirst3,6,and20modes.
LargeRMSIP values are seen evenwith 3modes, andmarginal im-
provements are achieved as more modes are included, until the
RMSIP values reach0.7 (or 70%)when the first 20 low-frequency
modes are considered. These results suggest that the majority of
the dynamics displayed in these data sets can be explained by
a small set of the ENMmodes. This, in addition to ENM’s success
in interpreting the crystal B factorsof X-ray structures and theNMR
ensembles (Yanget al., 2007), confirms thevalidity of using ENM to
study protein dynamics, including those from a broad range of
cases—in crystals, in solution, or from MD simulations.
Though ENMs are coarse-grained models, their usefulness in
capturing the collective dynamics of macromolecules has been
proved over the last decade. Here, we can see again in Table 1
that the subspace spanned by the first 20 low-frequency modes
of the ENM matches quite well with the subspace spanned by
the PCs of the X-ray and the NMR structures, as well as that of
the MD trajectory.
Significance Test of Overlap Values
To test whether the large overlaps we have obtained in Table 2
are statistically significant, we have conducted a permutation
test. In the following section, we carry out a test on the overlap
between PC 1 and Mode 2 (0.52) of the X-ray-II data set to
demonstrate our approach. In the test, at each iteration, the or-
der of the columns in the coordinate matrix X is permuted ran-
domly. PCA is then performed on the permuted X, and the
overlap is computed. The simulation is carried out 1000 times,
and an empirical distribution of overlaps is generated. This em-
pirical distribution plays the role of the null distribution for hy-
pothesis testing and enables us to estimate the probability of
observing an overlap at least as large as the one observed if,
in fact, there was no association between the motion spaces
estimated under the two approaches. Based on the simulation,
the observed value, 0.52, is larger than most of the values
obtained from the permuted data set, corresponding to a p
value below 0.0001.
Figure 5. Visualizations of the Motions of the Dominant PCs and the
Most Similar Corresponding Modes Predicted by ENM
(A and B) In the X-ray-II data set, the overlap between (A) PC 1 and (B) Mode 2
is 0.52.
(C and D) In the NMR data set, the overlap between (C) PC 1 and (D) Mode 2 is
0.91.
(E and F) In the MD data set, the overlap between (E) PC 1 and (F) Mode 1 is
0.74. Blue, the flap domain; green, the core domain; cyan, the terminal domain;
yellow, other residues. The motions of PCs and modes are shown as red
sticks; the directions are indicated. The stick lengths represent the relative
amplitudes of fluctuations of the corresponding residue.
Table 1. The RMSIP between the PC and Mode Spaces
X-Ray-II NMR MD
3 PCs 6 PCs 3 PCs 6 PCs 3 PCs 6 PCs
3 modes 0.61 0.53 0.78 0.61 0.64 0.59
6 modes 0.65 0.57 0.80 0.66 0.71 0.70
20 modes 0.74 0.68 0.83 0.74 0.80 0.81
Overlap between PC and mode subspaces.
Table 2. Overlaps between the First Three PCs and the First
Three Low-Frequency Normal Modes
X-Ray-II NMR MD
PC 1 PC 2 PC 3 PC 1 PC 2 PC 3 PC 1 PC 2 PC 3
Mode 1 0.46 0.27 0.24 0.25 0.88 0.02 0.74 0.03 0.12
Mode 2 0.52 0.31 0.20 0.91 0.28 0.05 0.23 0.26 0.28
Mode 3 0.17 0.51 0.31 0.02 0.04 0.30 0.16 0.14 0.65
Overlap between a single PC and one mode. The bold values are the
largest values for each data set.
Table 3. The Cumulative Overlap between the First Three PCs
and a Set of Low-Frequency Normal Modes
X-Ray-II NMR MD
PC 1 PC 2 PC 3 PC 1 PC 2 PC 3 PC 1 PC 2 PC 3
3 modes 0.71 0.66 0.43 0.94 0.92 0.31 0.79 0.30 0.72
6 modes 0.74 0.68 0.48 0.95 0.94 0.35 0.82 0.49 0.77
20 modes 0.84 0.73 0.62 0.96 0.95 0.46 0.89 0.67 0.83
Overlap between one PC and a set of modes.
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In this study, we have identified the key directions of motion of
the HIV-1 protease from crystal structures, in solution, and
from MD simulations. This is accomplished by applying PCA to
the more than 150 available X-ray structures of the protein, an
NMR ensemble (28models), and the simulated structures gener-
ated from a 10 nsMD simulation. These keymotions reveal some
important dynamic behaviors of the protein and thus should be
able to provide valuable new insights for drug design. Moreover,
large overlaps between the first few of these key motions (or
PCs) and the first few low-frequency normal modes of ENM
are seen, suggesting that the observed structures and the corre-
sponding conformational changes are facilitated by the low-
frequency, global motions that are intrinsic to the structure.
ENM thus provides a coarse-grained, structure-based explana-
tion for the experimentally observed conformational changes.
This, in addition to ENM’s success in interpreting the crystal B
factors of X-ray structures, confirms its validity for studying pro-
tein dynamics, including those in crystals, in solutions, and from
simulations. Even though the dynamics encoded in these differ-
ent data sets are not necessarily fully identical, the ENM normal
modes nonetheless have been shown to capture well the essen-
tial motions found in all of these data sets (see Table 1).
Our approach may also help identify which modes contribute
most to the functional motions. For example, from the normal
mode calculations alone, it cannot be directly established which
normal mode is actually the most important one functionally. By
using our approach, onemay first employ PCA to obtain the prin-
cipal motions, and then identify the most important normal
mode(s) by comparing them with the principal motions—the
modes with the largest overlaps as the obvious candidates.
EXPERIMENTAL PROCEDURES
Data Sets
X-Ray Structure Data Set I, X-Ray-I
The X-ray structures of the HIV-1 protease were downloaded from the Protein
DataBank (Bermanet al., 2000) (seeFigure 6). Those structureswithmissing res-
iduesareexcluded, and the remaining164structures formourX-raydata set.We
adopt a coarse-grained simplification inwhich eachCa atom is used to represent
itscorresponding residue.The representativestructure ischosenafteraligningall
of the structures to a reference structure. For the alignment, itmatters little which
structures are used as the beginning structures since these structures are all
quite similar to one another. Since averagingwould result in physically unrealistic
structures,weuse the structure that is the nearest to the average; in thiscase, the
PDB1ebwstructure is taken tobe the reference structure for subsequent normal
mode calculations andMDsimulations. The use of slightly different structures for
normalmodecalculationhas little effect upon the results (data not shown).That is
due to the insensitivity of the ENM calculations to structural details.
X-Ray Structure Data Set II, X-Ray-II
As will become clear from the initial analysis of X-ray structures, there are eight
X-ray structures, namely, 1b6l, 1b6m, 1b6p, 1mtr, 1rq9, 1rv7, 1rpi, and 1aid,
that are significantly different from the remainder of the X-ray structures and
represent outliers for the PCA. We therefore create a separate slightly smaller
data set named X-ray-II that is a subset of the X-ray-I data set, by excluding
these eight outliers. This modified data set thus contains 164  8 = 156 struc-
tures. The reference structure is chosen by using the same procedure as for
the X-ray-I data set, and it actually leads to the same structure (PDB code:
1ebw) as for the X-ray-I data set.
NMR Structures
One PDB file, 1bve, including 28 structures of the HIV-1 proteasewas obtained
from the Protein Data Bank (Berman et al., 2000). Similar to the X-ray case,
these NMR structures are aligned and averaged. The structure nearest the
average (number 19 in the ensemble) is used as the reference structure for
the normal mode calculation.
MD Structures
The initial structure for the MD simulation is taken to be the same as the
reference structure (1ebw) of the X-ray data set. The simulation was performed
with the NAMD2 program (Kale´ et al., 1999) by using the CHARMM27 force
field (MacKerell et al., 1998). The simulation was carried out in a TIP3 water
box by using periodic boundary conditions. Electrostatic interactions were
treated with a particle mesh Ewald integration (Darden et al., 1993; Cheatham
et al., 1995). After 100 ps of initial equilibration, the simulation was continued
for 10 ns at 300 K, and 10,000 structures are collected from the MD trajectory.
The structure near the middle of the trajectory that is found to be closest to the
average of the 10,000 structures (number 1,583 along the trajectory) is chosen
as the reference structure for normal mode calculation.
Principal Component Analysis
Principal component analysis (PCA) is performed on the X-ray, NMR, and MD
data sets. The input is an n by p coordinate matrix, X, where n is the number of
structures and p is three times the number of residues (Teodoro et al., 2002,
2003). Each row in X represents the Ca coordinates of each structure. From
X, the elements of the covariance matrix, C, are calculated as
cij = hðxi  hxiiÞðxj  hxjiÞi; (1)
where averages over the n structures are indicated by the brackets hi. The
covariance matrix, C, can be decomposed as
C=PDPT ; (2)
where the eigenvectors, P, represent the principal components (PCs) and the
eigenvalues are the elements of the diagonal matrix, D. The eigenvalues are
Figure 6. Cartoon Representation and the a Carbon Trace of the
HIV-1 Protease Structure
(A and B) Blue, the flap domain; green, the core domain; cyan, the terminal
domain; yellow, other residues. The red spheres represent the conserved
Asp25-Thr26-Gly27 active site triad. The figure was created by using PyMOL
(DeLano, 2002).
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Motions of HIV-1 Proteasesorted in descending order. Each eigenvalue is directly proportional to the
variance it captures in its corresponding PC.
Anisotropic Network Model
The anisotropic network model (ANM) is used to calculate the normal modes
on the reference structures for the X-ray, NMR, and MD data sets. In ANM,





where g is the force constant for all spring interactions of residues (here, we
used a cutoff distance of 13 A˚ to establish the spring connections between
residues), and H is the Hessian matrix containing the second derivatives of
the energy function, which is assumed to be harmonic. For a structure with n
residues, the Hessian matrix, H, contains n 3 n superelements of size 3 3 3.

























where Xi, Yi, and Zi are the positional components of residue i, and V repre-
sents the harmonic potential between residues i and j, given that residues i
and j are in contact and that there is a Hookean spring connecting them.
















0 is the equilibriumdistance between residues i and j, andg is the spring
constant (Atilgan et al., 2001). The Hessian matrix, H, can be decomposed as
H=MLMT ; (6)
where L is a diagonal matrix of the eigenvalues, and the eigenvectors form the
columns of the matrix, M. This decomposition generates 3n-6 normal modes
(the first six modes account for the rigid-body translations and rotations of the
system) reflecting the vibrational fluctuations. The eigenvalues are sorted in
descending order. Each eigenvalue represents the importance as well as the
frequency of the correspondingmode, whereas the corresponding eigenvector
represents the directions and relative magnitudes of the motions of residues.
Overlaps between PCs and Normal Modes
The alignment between the directions of a given PC and a given normal mode





where Pi is the i
th PC, andMj is the j
th normal mode. A perfect match yields an
overlap value of 1. We define the cumulative overlap (CO) between the first k








which measures how well the first kmodes together can capture the motion of
a single PC.
Relating the PC and Mode Spaces
The overlap between the motion spaces of the first I PCs and the first J low-
frequency modes is defined by the root mean-square inner product (RMSIP)












; (9)Structure 16,where Pi is the i
th PC, andMj is the j
th normal mode. This RMSIP indicates how
well the motion space spanned by the first I PCs is represented by the first
J modes.
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