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Abstract
Manufacturing could be an example of a typical system. Various manufacturing systems are reported to be failed
because of the simultaneous onslaught of failure modes. The classic RPN (Risk Priority Number) formulation used in
the failure mode and effects analysis was not successful to prevent the system failures and system improvements.
Hence, this article proposes an improvement of the RPN formulation. The aim of the proposed formulation is to
expand the RPN to a better system-oriented model. The proposed formulation is able to consider the manufacturing
system with its several components in RPN calculation. This system-oriented formulation can reduce the classic RPN
defects.
Keywords: Failure Modes and Effects Analysis (FMEA); Risk Priority Number (RPN); System Improvement Process
(SIP); Pair-wise Comparison (PWC).
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1. Introduction
There is an increasing interest in implementing the concepts
of systems (Xiulan Zhang, 2014) for evaluating manufacturing
systems. To ascertain all probable failures in a manufacturing
system, a step-by-step approach is adopted through failure
modes and effects analysis (FMEA). FMEA is an important
method for analysing risks for every component of a ma-
nufacturing system, and hence it plays an essential role in
improving the performance of the manufacturing system (Eva
Nedeliaková, 2015). A fundamental part of the FMEA approach
is the formulation of the Risk Priority Number (RPN). RPN
specifically analyses the system-failure modes and their
probable reasons and rates them on a scale of 10 for three
aspects: detection rating (D), occurrence rating (O), and severity
rating (S) (Sorooshian, 2014; Sorooshian, 2015; Ansah et al.,
2017). A system component that has a high RPN should be
treated with high priority (Thanh-Lam Nguyen, 2016; Rapinder
Sawhney, 2010; Sorooshian an Ze En, 2017). RPN is an
efficient tool in prioritising the system components that require
corrective measures in order to enhance the system’s function.
The calculation of RPN is simple to understand. But it has a
scope for severe defects (Zhao, 2013; Thanh-Lam Nguyen,
2016; Rapinder Sawhney, 2010; Jr, 2008). Another area of
concern in this is that the evaluation criteria for S, O and D
rankings are not clearly defined (Zhao, 2013). Hence, the
selection of rankings of failure modes becomes difficult and
obscure for the experts (Zhao, 2013). The RPN also has another
challenge where it fails to offer adequate discrimination power
under certain circumstances as it employs the same weight for
all the ratings of S, O, and D (Rapinder Sawhney, 2010; Thanh-
Lam Nguyen,2016; Jr, 2008; Cox LA Jr, 2005; Zambrano et al.,
2007). Also, RPN does not provide clear differences between
the adjacent levels in a system (Zhao, 2013).
Therefore, it is necessary to implement a system enhance-
ment process that aims to reduce the failure rate of a system
and emphasises on the behaviour of all components of the
system. It is also important to analyse and compare the risks
aspects of the components in order to enable the system
improvement plan and to manage the system-failure risk
effectively. In reality, to ensure improvement of the system
functionality, the RPN for system-improvement should study
every component of the system. The conventional RPN
evidently fails to deliver such a system-based decision in the
analytical environment as a result of its slow discrimination
power. Hence, the objective of this study is to propose a new
way of calculating RPN that is based on a system-approach.
2. Method
This paper suggests the use of pairwise comparison (PWC)
for analysing the instances of failures in a manufacturing
system, before the classic-RPN is calculated. The recommen-
ded approach uses paired comparison to analyse the extent of
importance of each predetermined and predefined criterion S,
O, and D, as the selected criteria is in agreement with the RPN
calculation. In PWC, the analysis of the level of importance of
the predetermined criteria is performed on the basis of expert
judgement, where every criterion is weighed against each other
before the criterion is assigned with a degree of importance
(Štefan et al,2017).
The first step is the construction of Comparative Judgements
(PWC Matrices) for each criterion [S, O, and D]. On completion
of the hierarchy construction, the next step is to ascertain the
priorities of the variables at every level by creating a set of
comparison matrices for all variables in relation to each other.
The values are saved in a discrete matrix for every criterion, in
which the rows and columns are composed of written com-
ponents of the manufacturing-system in the same sequence as
they occur. It is expressed as follows: if the i-th variable is a
times more favourable than the j-th variable, then, Aij = a. The
measurement of these logical preferences takes place with the
help of a judgement scale of point one to ten (1-10). For
example, if in the row of component i, in the column of
component j has a written value 10, then the component i is
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much more important than the component j. Similarly, in the row
of criterion j and the column of criterion, i is the written inverse
value of 0.1. The rows and columns with the same number have
a written value of 1. The mathematical representation of a
sample matrix is in equation (1):
A = n × n n signifies the comparison numbers of the system-
components, “A” indicates the criteria (S, O, and D), and a11 -
a1n and the other variables in the equation denote the PWC(s).
To find the weights of all the criteria and the local weight of the
alternatives from the PWC matrices, every value in a column ‘j’
is divided by the sum of the values in a column ‘j’. The total value
of the columns in the matrix must be equal to 1, which implies
the normalisation of the PWC matrix (Ansah et al., 2017). This
is depicted in the form of the given equation (2):
The next step in this process is to determine the global
weights of the alternatives through the synthesis of the local
weights. The eigenvector of matrix A is obtained by calculating
Ci as the average; the Ci as the average values in the row ‘i’ of
Aw matrix will be determined for the column vector C where the
Ci value denotes the relative degree of significance. It is
illustrated as equation (3):
Since people's assessments are inconsistent to a con-
siderable extent, the modified-RPN does not need the judgment
matrix's consistency to be entirely matched or complemented.
However, it is expected to be less than a certain upper limit. One
of the benefits of this system-based RPN calculation with PWC
is the scope for a consistency test. This enables the detection of
judgement errors through the calculation of the consistency ratio
(CR). The CR shows the degree of deviation of the judgement
result (Štefan et al, 2000). The consistency vector needs to be
calculated (A x C Matrix) for the synthesis of CR. After this, the
xi is calculated by multiplying A and C (Ansah et al., 2017). It is
shown in equation (4):
In the subsequent step, the λmax is estimated. The λmax is
calculated with the help of the following equation (5):
Where λmax is the eigenvalue of the PWC matrix.
Following this, the approximation to the consistency index
(CI) is made (Ansah et al., 2017). This is expressed as equation
(6):
In the final step, the consistency judgement for appropriate
value of n by CR has to be determined to ensure the consistency
of the PWC matrix, as shown in the equation (7):
RI denotes the random consistency index and the RI values
for different numbers of n as shown in Table 1. If CR ≤ 0.10
(10%), then the degree of consistency is considered to be
satisfactory; if CR is more than 10%, then it indicates major
inconsistencies.
Next, after consistency tests, is to use the global weights of
the alternatives (Ai) for each criterion S, O, and D to construct
the final RPN decision-matrix. This is shown in equation (8):
The Risk Priority Number (RPN) represents the overall level
of risk for every component of the system being analysed. The
conventional RPN formula (Sorooshian, 2015): RPN = S × O × D;
is used for calculation, as shown in equation (9):
Lastly, from comparison of RPN(Ai)s, the decision maker
could identify the riskiest component of the system for
prioritizing the correction actions.
3. Conclusion
The foremost reason for the defects mentioned in the
conventional RPN approach is the selection of inappropriate
factors (S, O and D) for evaluating the data gathered in the
production line. On the other hand, the comparison method is
simpler to comprehend and more intuitive for the workers to
analyse the RPN criteria (Zhao, 2013). This study presented a
quantitative analysis method for calculating RPN for each
component of a system. There are three main steps in this
method: establishment of judgement matrix, consistency test,
and calculation of RPN. This method is simple, practical, and
flexible. It also uses a mathematical formula to determine the
weights which reflect the relative S, O, and D for each com-
ponent of the system. To conclude, the method calculates the
comparative weights of all the RPN criteria by taking into
consideration the membership of the components in a
functioning system.
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n 1 2 3 4 5 6 7 8 9 10
RI 0.00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49
(7)
(6)
(5)
(1)
(2)
(4)
(9)
(8)
(3)
Table 1. Random Consistency Table
(Aziz et al., 2015; Ansah et al., 2017)
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