We present a novel approach for studying the kinetics of protein folding. The framework has evolved from robotics motion planning techniques called probabilistic roadmap methods (PRMS) that have been applied in many diverse fields with great success. In our previous work, we used a PRMbased technique to study protein folding pathways of several small proteins and obtained encouraging results. In this paper, we describe how our motion planning framework can be used to study protein folding kinetics. In particular, we present a refined version of our PRM-based framework and describe how it can be used to produce potential energy landscapes, free energy landscapes, and many folding pathways all from a single roadmap which is computed in a few hours on a desktop PC. Results are presented for 14 proteins. Our ability to produce large sets of unrelated folding pathways may potentially provide crucial insight into some aspects of folding kinetics, such as proteins that exhibit both two-state and three-state kinetics, that are not captured by other theoretical techniques.
INTRODUCTION
There are large and ongoing research efforts whose goal is to determine the native structure of a protein from its amino acid sequence (see, e.g., 126, 331) . In this paper, we assume the native structure is known, and our focus is on the study of protein folding kinetics and mechanisms. This is also a very important research area which has taken on increased practical significance with the realization that m&folded or only partially folded proteins are associated with many devastating diseases [zz] . Yet, despite intensive efforts by both experimentalists and theorists to understand the behavior and mechanism of the folding process, there are still many questions to be answered.
In previous work [36] , we proposed a technique for computing protein folding pathways that was based on the successful probabilistic madmap (PRM) [Zl] method for robotics motion planning. We were inspired to apply this methodology to protein folding based on our success 1351 in applying it to folding problems such as carton folding (with applications in packaging and assembly [ZS] ), and paper crafts (studied in computational geometry [31] ). For example, note the parallels between the periscope paper model folding and the small polypeptide folding in the path snapshots shown in Figures 1  and 2 , respectively. In [36] , promising results were obtained for several small proteins (-60 amino acids) and we validated our pathways by comparing the secondary structure formation order with known experimental results.
As evidence of the insight that might be provided with our approach, we demonstrated in [36] how an analysis of the pathways contained in our roadmaps showed evidence of the two classes of folding kinetics described by Baldwin and Roses [s] . For example, we noted that in our simulations, the three alpha helices in Protein A always formed first before packing into the final tertiary structure. In contrast, Protein G (domain Bl), a small protein with one alpha helix and a four strand beta sheet, seemed to form the secondary structure gradually on the way to the tertiary structure. Moreover, as we will also see, this behavior could in fact be inferred from the distribution of the conformations contained in our roadmaps.
Related work. There are many interesting experimental results that have yet to be adequately explained or captured by theoretical models. For example, Baldwin and Rose [S] noted that the folding kinetics of small proteins display two classes of folding behavior. In some cases, a protein folds by forming native-like secondary structure (e.g., Cytochrome C), and in other cases the protein .seems to fold rapidly through a possible tertiary nucleation mechanism (e.g., CIZ). Theoretical approaches capable of identifying both behaviors are needed.
Another interesting experimental result [l] suggests that the folding process for small proteins is mainly determined by native state topolgy. Based on this experimental observation, Baker et al. [Z, 71 proposed a statistical mechanical model that uses the topology of the native state to predict folding rates and mechanisms. This insight had been made earlier by Murioz et al. [30] in their study of P-hairpin kinetics and was later used in the kinetics study of 20 plus proteins [29] with quite impressive results. However, despite the SUCCESS of these models, there still exist many questions and uncertainties about the choices for the free energy functions and the restrictions on the structure of the conformations analyzed, which strongly affect the results of the models. Finally, there is experimental data suggesting that some proteins, such as hen egg-white Lysozyme, display different kinetic behavior (e.g., two-state or three-state) along different pathways [12, 321, which would be very difficult (if not impossible) to capture with statistical mechanical models.
Other theoretical methods include analytical approaches [ll] , simulation of lattice models [ll] , and all-atom molecular dynamics simulations [15] . While each method has unique strengths and advantages, they all have weaknesses as well. For example, molecular dynamics simulations axe computationally intensive and time-dependent, arc very sensitive to the initial conformation, and can easily result in local minima. In general, most of the proposed techniques have tremendous computational requirements because they attempt to simulate complex kinetics and thermodynamics at every point visited in conformation space.
Our contribution. In this paper, we present a refined version of our motion planning framework and describe how it can be used to map a protein's potential and free energy landscapes. Our work provides an alternative approach that finds approximations to the folding pathways while avoiding local minima and detailed simulations. In particular, our technique can produce potential energy landscapes, free energy landscapes, and many folding pathways all from a single madmap which is computed in a few hours on a desktop PC. This computational efficiency enables us to compute roadmaps containing a representative set of feasible folding pathways from many (hundreds or thousands) denatured conformations to the native state. To illustrate our technique, we analyze folding pathways in terms of secondary structure formation order for many proteins, and compare and validate them with experimental results when available.
The unique ability of our method to produce large sets of unrelated folding pathways may potentially provide crucial insight into some aspects of folding kinetics that are not captured by other theoretical techniques. In particular, the large set of unrelated folding pathways present in our roadmaps provides an opportunity to study folding kinetics by directly analyzing folding pathways. This appears to be a more natural way to study kinetics, and should in principle enable us to capture multi-state folding kinetic behaviors if they exist. For example, both two-state and three-state folding kinetics of hen egg-white Lysozyme should be present in a good roadmap. Folding pathways have not been used to study such complex behaviors since it was difficult, if not impossible, to find witnesses of mechanisms with previous simulation methods.
A PROBABILISTIC ROADMAP METHOD FOR PROTEIN FOLDING
Our approach to protein folding is based on the probabilistic roadmap (PRM) approach for motion planning [21] . Typically, PRMS are used to construct a map of the feasible regions of the environment which can be used subsequently to answer many, varied motion planning queries. Briefly, PRMS work by sampling points 'randomly' from the movable object's configuration space', and retaining those that satisfy certain feasibility requirements (e.g., collision-free configurations, see Figure 3 (a)). Then, these points are connected to form a graph, or roadmap, using some simple 'local' planning method to connect 'nearby' points (see Figure 3 (b)). During query processing, paths connecting the start and goal configurations are extracted from the roadmap usini standard graph search techniques (see Figure 3 A major strength of PRMS is that they are quite simple to apply, even for problems with high-dimensional configuration spaces, requiring only the ability to randomly generate points in C-space, and then test them for feasibility (local connection can often be performed using multiple applications of the feasibility test).
In previous work, we proposed the PKM framework as a methodology for studying protein folding when the native structure is known 1361. The main difference from the usual PRM application is that the collision detection feasibility test is replaced by a preference for low energy conformations. We obtained very promising results for several small proteins (e.g., proteins A and GBl, both with approximately 60 residues), and in particular, we showed that the pathways extracted from our roadmaps seemed to be in agreement with known experimental results [27] .
'The movableobject's conJiguration space, or C-space, is the set of all positions and orientations of the movable object, feasible or not [23] .
Modeling proteins (C-space)
The amino acid sequence is modeled as a multi-link treelike articulated 'robot', where flexible positions (e.g., atomic bonds) correspond to joints and rigid portions (e.g., atoms) correspond to links. Using a standard modeling assumption for proteins [37] , the only degrees of freedom (dof) in our model of the protein are the backbone's phi and psi torsional angles, which we model as two revolute joints (2 dof); all atomic bond lengths and bond angles are assumed to be fixed. Moreover, side chains are modeled as spheres and have zero dof. Thus, the model for a Ic residue sequence will consist of 21c links and 2(lc -1) revolute joints. (The two rotations at the ends don't contribute.)
Since we are not concerned with the absolute position and orientation of the protein, a conformation of an n + 1 amino acid protein can be specified by a vector of 2n phi and psi angles, each in the range [0,27r) , with the angle 27r equated to 0, which is naturally associated with a unit circle in the plane, denoted by S'. That is, the conformation space (Cspace) of interest for a protein with n + 1 amino acids can be expressed as:
Note that C simply denotes the set of all possible conformations, but says nothing about their feasibility. For protein folding, the validity of a point in C will be determined by potential energy computations.
Node generation
Recall that in our work we begin with the known native structure and our goal is to map the protein-folding landscape leading to the native fold. The objective of the node generation phase is to generate a representative sample of conformations of the protein. Due to the high dimensionality of the conformation space, simple uniform sampling would take too long to provide sufficiently dense coverage of the region surrounding the native structure. In our previous work [36] , sampling was biased by sampling from a selected set of normal distributions centered around the native structure. This worked well for small proteins (% 60 residues), but was not as effective in generating unstructured conformations for larger proteins.
In this paper, we use another biased sampling strategy which has been more successful for larger proteins (> 100 residues). It still focuses sampling around the native state, but instead of sampling from a set of normal distributions always centered around the native state, we generate new conformations by iteratively applying small perturbations to existing conformations. This version appears to produce smoother distributions and is much faster.
Similar biased sampling strategies have been applied successfully in robotics applications [3, 10, 17, 18, 20, 24, 381 , where oversampling in and near narrow passages in C-space is crucial for some problems. Also, as described in Section 1, Alm and Baker [7, 21 and Mmioz and Eaton [29] have used knowledge of the topology of the native state to predict the folding rates and mechanisms of some proteins.
Sampling strategy
To ensure we obtain an adequate coverage of the conformation space, we partition conformations into sets, or bins, according to the number of native contacts present, and continue generating nodes until all bins have enough conformations A native contact is a pair of C, atoms of hydrophobic residues that are within 7 A of each other in the native state. The contact number of a conformation is defined as the number of native contacts it has. Our bins are based on the contact number and are equal-sized (we choose a bin size of 10). The number of bins is proportional to the total number of native contacts in the native state.
We initiate the process by generating a number of conformations very close to the native state by slightly perturbing the native phi/psi angles, e.g., by sampling from a normal distribution with a small standard deviation (e.g., 1"). After the joint angles are known, the coordinates of each atom in the system are calculated, and these are then used to determine the potential energy of the conformation (see Section 3.1).
A node q is accepted and added to the roadmap based on its potential energy E(q) with the following probability:
We set Emin = 50000 KJouls/mol and E,,, = 89000 KJouls/mol which favors configurations with well separated side chain spheres. This acceptance test, which helps us retain more nodes in low energy regions, was also used when building PRM roadmaps for ligand binding [9, 341 and in our previous work on protein folding [36] .
We also compute the contact number of the accepted nodes and place them in the appropriate bins. Then, we begin an iterative process of generating more nodes ~ our goal is to fill all bins with at least Nfrontier nodes. We randomly pick
Nfrontier nodes from the lowest filled bin (conformations with high contact number) as seed nodes for the current round.
(The initial sampling phase produces at least iVf*ontier in the lowest bin.) Each selected seed node qO will be used to generate as many as Nchildren nodes -these new nodes will be sampled from normal distributions with origin qO and standard deviations selected by cycling through the ,list (3") 5", lo", 20", 40"). Each new node that passes the acceptance test is placed in the appropriate bin for its contact number. If the next bin has enough nodes (Le., at least N frontier), then the next iteration moves to that bin. Otherwise, more nodes are generated using seeds from the current bin. The process continues until all bins are filled. To reduce the dependence between rounds, we use seeds from the same bin only a limited number of times. This approach is more efficient than our original technique [36] in covering the conformation space for larger proteins.
Distribution of nodes
An interesting effect starts to emerge after node generation. The potential vs. RMSD distributions for several proteins are shown in Figure 4 . Note the contrast between the distributions for all alpha (a and d) and all beta (c and f) proteins, even though our sampling technique does not utilize information regarding secondary structure. These distributions seem to reflect the fact that all alpha proteins tend to fold differently from all beta proteins. In particular, all alpha proteins tend to form the helices first, and then the helices pack together to form the final tertiary structure. In the figure, this packing of helices is seen as the narrow 'tail' in the distribution where the potential changes very little as the RMSD approaches zero. In contrast, the distributions for the all beta proteins axe much smoother, indicating that the secondary and the tertiary structure may be formed simultaneously. For the mixed alpha and beta proteins, the plots share some features of the plots for both the all alpha and the all beta proteins. And moreover, the degree of similarity seems to be related to the proportion of the protein composed of a particular secondary structure. For example, hen egg-white Lysozyme (e), whose secondary structure is mainly alpha, has a similar distribution to the all alpha Cytochrome C (d), and the distribution for protein GBl (b), which is more beta than alpha, is similar to the all beta protein CTX III (c).
It is important to note that this distinctive behavior does not result from our choice of potential E(q). Even though our potential requires knowledge of the hydrogen bonds present in the native state (see Section 3.1), it does not distinguish between helices and beta sheets because we set the same energy for all hydrogen bonds. That is, the potential E(q) does not favor one kind of secondary structure over another. One explanation for the observed behavior is that proteins tend to maximize the formation of favorable interactions while minimizing conformational entropy loss, as observed by other researchers (e.g., [16] ). Here, we capture this behavior in the very early stages of our approach, i.e., after the initial sampling phase. One reason could be that since the formation of helices causes little entropy loss, the corresponding conformation space remains large, while for beta sheets, the conformation space is quickly constrained by the larger entropy losses. Therefore, beta sheets appear later, close to the native state (when the surrounding conformation space is already small and entropy loss is not as significant), while alpha helices form much earlier (since this doesn't affect the conformation space as much). Interestingly, this is captured and reflected by our sampling.
Connecting the roadmap
Connection is the second phase of roadmap construction. The objective is to obtain a roadmap encoding representative, low energy paths. For each roadmap node, we first find its k nearest neighbors, for some small constant k, and then try to connect it to them using some simple local planner. In our results, k = 20 and the distance metric used was Euclidean distance in C. We also experimented with RMSD distances, and found that the Euclidean distance was not only faster (by a factor of 5.lo), but also resulted in better, denser connection.
Each connection attempt performs feasibility checks for n intermediate conformations between the two corresponding nodes as determined by the chosen local planner (the number of such conformations is determined by the desired resolution which may be set by the user). In our simulations, we use the common straight-line local planner, which interpolates without bias along the straight line in C connecting the two roadmap nodes [4].
When two nodes 41 and qz are connected by the local planner, the corresponding edge (ql, q2) is added to the roadmap. Each edge (ql,qz) is assigned a weight that depends on the sequence of conformations {q, = co, CI, ~2,. , cn-1, cn = 92) on the straight line in C connecting q1 and qz. For each pair of consecutive conformations c, and c,+l, the probability Pi of moving from ci to cz+i depends on the difference between their potential energies b. E, = E(c;+l) -E(c;) .
This keeps the detailed balance between two adjacent states, and enables the weight of an edge to be computed by summing the logarithms of the probabilities for consecutive pairs of conformations in the sequence. (Negative logs are used since each 0 < Pi 5 1.)
By assigning the weights in this manner, we can find the most energetically feasible path in our roadmap when performing queries. A similar weight function, with different probabilities, was used in [34].
Extracting Folding Pathways
The roadmap is a map of the protein-folding landscape of the protein. One way to study this landscape is to inspect and analyze the pathways it contains.
The resulting roadmap can be used to find a feasible path between a given initial conformation (e.g., any denatured conformation) and the native structure. If the start conformation is not already in the roadmap, then we can simply connect it to the roadmap just as was done for the other roadmap nodes during the connection phase (Section 2.3), and then use Dijkstra's algorithm [13] to find the smallest weight path between the start and goal conformations.
One important feature of our approach is that the roadmap contains many folding pathways, which together represent the folding landscape. We can extract many such paths by computing the single-source shortest-path (SSSP) tree from the native structure. Using Dijkstra's algorithm, this takes 0(V2) time, where V is the number of roadmap nodes.
To facilitate the analysis of the roadmap's pathways, it is useful to reduce the number that must be analyzed by clustering 'similar' pathways. We do this by truncating our SSSP tree at denatured conformations, i.e., those with very little structure. While there are many possible definitions of little structure, we classify a conformation as such if it has no formed secondary structures (such as alpha helices) and no contacts between secondary structures (such as between two beta strands of a beta sheet). We determine that a structure is not present if less then 10% of the necessary native contacts for that secondary structure are present.
ENERGY COMPUTATIONS
Our technique uses the potential energy of a conformation during roadmap construction. We also use the free-energy to assist in the analysis of our paths.
Potential energy
As previously mentioned, the way in which a protein folds The first term is exactly the same as in Equation (4), i.e., depends critically on the potential energies of the conformait represents constraints which favor the known secondary tions on the folding pathway. Our PRM framework incorstructure through main-chain hydrogen bonds and disulporates this bias by accepting conformations based on their phide bonds. The hydrogen bond and disulphide bond inpotential energy (Section 2.2) and by weighting roadmap edges according to their energetic feasibility (Section 2.3). Our framework is flexible enough to use any method for computing potential energies. Our current work uses a very simplistic potential As the strengths and weaknesses of our approach are better understood, we can easily incorporate more sophisticated computations as deemed necessary. For example, we might retain a simple function for roadmap construction, but use a more sophisticated and expensive function for the query process, or for evaluating and/or improving already computed folding pathways.
We now describe the simple potential energy function we used. We start with:
which is similar to the potential used in [25] . The first term represents constraints which favor the known secondary structure through main-chain hydrogen bonds and disulphide bonds. The parameter Kd is set to 100 KJ/mol, and the distances are de = d, = 2A, and di is the separation between the hydrogen and oxygen atoms. The second term corresponds to the van der Waals interaction among the atoms. The parameters for the van der Waals interaction can be found in [25] , which encodes strong preference for interactions between oxygon and hydrogen atoms.
However, even for relatively small proteins with about 60 residues, there are nearly one thousand atoms. Non-hydrogen atoms also number in the hundreds. Therefore, performing all pairwise van der Waals potential calculations (the second summation) can be computationally intensive. To reduce this cost, we use a step function approximation of the van der Waals potential component. Our approximation considers only the contribution from the side chains. Additionally, in our model of each amino acid, we treat the side chain as a single large 'atom R located at the Cp atom; R is modeled with a fixed-size rigid sphere and is treated as an "extended carbon atom" for the van der Waals interaction in [25] . For a given conformation, we calculate the coordinates of the R 'atoms (our spherical approximation of the side chains) for all residues. If any two R 'atoms are too close (less then 2.4 A during node generation and 1.0 A during roadmap connection), a very high potential is returned. (See [6] for more details.) The side chain is chosen for this purpose because it mainly reflects the geometric configuration of a residue. By doing this, the computational cost is reduced by two orders of magnitude. Our results indicate that enough accuracy seems to be retained to capture the main features of the interaction for the proteins we study.
If all the distances between all R 'atoms' are larger than 2.4 A, then we proceed to calculate the potential as follows (we don't have van der Waals term):
Utot = c &{[(d, -do)' + d:]1'2 -d,} + Ehp, (5) restraints
formation is obtained from a program called "DSSP" [19] , and is then passed to our code as part of the input. The second term is the hydrophobic effect and is considered in the following simplistic way. We assign a hydrophobicity value of 1 to all non-polar amino acids, and 0 to the rest.
When the sidechains (the R 'atoms' to be exact) of any two non-polar amino acids come within a distance of &, the potential is decreased by Eh. In our case, we set Rh = 6 A and Eh = 20KJ/Mol. The hydrophobicity information of a given protein is also passed to our code.
Entropy and Free Energy
While the potential energy is used to construct the roadmap, the free-energy is used to analyze roadmap paths and allows us to estimate and compare folding rates.
There are three main components of our free energy function: the hydrogen bond interaction, the entropy, and the hydrophobic term. The van der Waals term is not considered. Similar approximations were used in Munoz and Eaton [29, 301 and Baker et al. [2] in their statistical mechanical models. The strength for the three terms is very similar to those used by Munoz and Eaton [30] .
For the hydrogen bond interaction, we check the distance between all pairs of donors and acceptors found in the native fold for a given conformation. If any pair of atoms are within 3.0 A of each other, we consider that the hydrogen bond exists. We count the total number of hydrogen bonds formed in that conformation (Nhb), and then the hydrogen bond contribution to the free energy is Fhb = -0.86kca~l/mol * Nhb.
For the entropy, we consider it as follows. Each time a hydrogen bond is formed, the protein becomes more constrained and loses some entropy, or its free energy increases. For a given conformation with Nhb hydrogen bonds, we calculate the entropy by first calculating the effective contact order (ECO) for each hydrogen bond. Then the total entropy loss can be written as [16] . As = C>" log ECOi, and then the total free energy change is: Fentropy = G.Ocal/mol/K * (300K) *As.
For the hydrophobic effect, for a given conformation we check the distances between the C, atoms for all hydrophobic residues. We count the number (Nilydro) that are within 7 4 and determine the effect on free energy: Fhydrophobic = -2.1%kCd/mOl * Nhy&o.
There are at least two things reflected in this free energy function. One is that the free energy increase by entropy loss is normally bigger than the free energy decrease due to the formation of hydrogen bonds. However, proteins are still driven to fold because of the third term, the hydrophobic effect. Another point is the way entropy is calculated reflects that proteins normally prefer to form local contacts first to save entropy loss [16] .
RESULTS AND DISCUSSION
In this work, our goal is to understand how proteins fold to a known native structure, or more generally, to understand the protein-folding landscape. Our focus is therefore not on fold prediction, but rather we aim to understand folding kinetics to the known native state and to gain insight into the underlying folding mechanism since we desire to reproduce, 1BDD  1SHG  1COA  1SRL  1CSP  1NYF  1MJC  2AIT  1UBQ  1PKS  1PBA  2ABD  1BRN  -res   56  60  62  64  64  67  67  69  74  76  79  81  86  110   iz+   58  lcuS4P  5P  7P  5P  7P  7P  ld$5P  laS5P  3oi+3p 5a 301$7B or at least approach, results close to experimental observations.
In this section we investigate how well the roadmaps constructed using our PRM-based technique map the potential and free energy landscapes of the proteins. We test our method on 14 small proteins that have been the subject of other protein folding kinetics studies [2, 291, In all cases, we construct the PRM-based roadmaps, compute the contact number of each roadmap node, and analyze all folding pathways contained in the SSSP tree as described in Section 2.4. For each such pathway, we compute the formation order of secondary structure on it, and compare this with experimental results, if available. Finally, we try to compare and contrast our results with those of previous protein folding kinetics studies [2, 291.
The Proteins
In this paper, we study 14 proteins listed in Table 1 . In addition to protein G (Bl domain) and protein A, which we have been working with since the beginning, we have selected 12 proteins that were studied in Munoz and Eaton's [29] work studying the folding kinetics of small proteins. Our work is greatly motivated by theirs, as well as the work of Baker's group [2] . For all proteins, we determine the secondary structure formation order from the paths in our roadmaps, and we also study whether our approach can be used to produce results similar to theirs [2, 291 when only considering the global free energy landscape structure.
Running time and statistics
Traditional simulation methods usually produce folding pathways by choosing a proper force or potential to drive the protein molecule in the conformation space. Therefore, each execution produces only one folding pathway, each of which has large computational requirements. Roadmap methods sacrifice accuracy (as much as is desired, which is a parameter) in favor of rapid coverage, and hence are very effective in avoiding entrapment in local minima. Roadmap construction takes 2-15 hours for the 14 proteins studied (see Table 2 ). However, this, plus another few minutes or so analyzing the roadmap's connectivity graph, is all that is needed to produce (approximately) the potential energy landscape (see Figure 4) , the free energy landscape (see Figure 6) , and multiple folding pathways, all in a single run.
Secondary structure formation order
In [36], we presented folding pathways for a few small proteins in terms of their secondary structure formation order. These results were obtained in a rather ad hoc fashion. Here, we describe a more rigorous method of determining formation order which is based on the formation order of the native contacts between hydrophobic residues as in [16] . First, to determine the hydrophobic contacts in the native state, we compare all pairs of C, atoms of hydrophobic residues, and those that are within 7 A of each other are said to form a native contact. Then, when analyzin the corresponding C, atoms are 5 71 a conformation q, if apart, we determine the contact is present in q; for each native contact, we record the time step on our path when it appears. To determine when a secondary structure appears, we compute the average appearance time for the contacts which determine that structure. In addition to providing a more formal method of validation, computing contact formation orders provides us with a tool for performing more detailed analysis of the folding pathways.
Contact formation analysis was performed on the paths for proteins GBl and A. The results for protein GBl are shown in Figure 5 . (See [5] for Protein A results.) In the figures, the full contact matrix (among hydrophobic residues) is shown on the right, and blow-ups of the indicated regions are shown on the left. The cells of the blow-ups contain the time step in which the indicated contact formed in our path. For example, for protein GBl, blow-up I shows the contact between residues 34 and 38 appeared at time step 122 on our path. To get an approximation of the time step in which a particular structure appeared, we average the appearance time steps for all of its contacts. For protein GBl (Figure 5 ), the alpha helix (I) formed around time step 114 (the average of the time steps in I), the C-terminal hairpin (III, beta strands 3 and 4) formed around time step 131, the N-terminal hairpin (II, beta strands 1 and 2) formed around time step 135, and the two hairpins come together (IV, contacts form between beta strands 1 and 4) around time step 141. One may note that in some blowups, for example (I) and (III), there are some outliers, i.e., contacts of the same secondary structure that formed significantly later than others. This could occur as follows. Suppose a hairpin of eight residues forms contacts between residues 1-8, 2-7, 3-6, and 4-5. The formation of these contacts alone defines the hairpin structure. However, it is likely that, e.g., residues 1 and 7 also form a contact and that this contact could form later and appear as outliers.
Results for the 14 proteins studied are shown in al. 83.84. 01-m "1-44 a2;a3, '01; a2-"3, al-a3
Agreed Agreed (Pa, !33 , 01.p4, N Here, we list the potential secondary structure formation order for all proteins. The formation order for each protein shown in the table is the dominant one found. For the proteins that are also listed in Li and Woodward's paper describing hydrogen-exchange experimental results [El, our results seem to be in good agreement with known results. This gives us some confidence of our pathways before using them to facilitate further study. Moreover, the results could be used to check or predict for those proteins without experimental data. One fact clearly seen in the formation order for all proteins is that they all seem to form local contacts first, and then those with increasing sequence contact order, like a zipper process as shown in [14, 161.
Folding Kinetics: the 'global' approach vs. pathway level approach
Some recent statistical mechanical models have shown impressive success in predicting folding kinetics of many small proteins [Z, 291. In this approach, they use a simple model to calculate a protein's free energy. To reduce the number of conformations that must be tested, structure is only allowed to form in a restricted number of localized regions in the sequence (e.g., one, two or three distinct regions at any given time). Then, the free energy of the conformations is plotted with respect to the number of native contacts present. The result is a free energy profile. It was observed that for several small two-state proteins, the folding rate could be computed from these profiles. Note that these profiles are not related to any folding pathway.
In terms of our method, these profiles are roughly equivalent to a plot of our roadmap nodes showing free energy vs. contact number. That is, this plot represents a global analysis and can possibly yield average folding rates, which may be accurate for small proteins with single feature folding pathways. In Figure 6 , we show the free energy distribution vs. native contacts for proteins A, GBl, CIZ, and Ubiquitin. We chose these four since we have their secondary structure formation order from experimental data. In all casts, the results are in agreement with our simulations. (More plots for other proteins can be found in [5] .) One can see that any folding rates that might be inferred clearly averages of the conformations with same number of native contacts. As a result, it could easily miss detailed information of the energy landscape.
Therefore, this averaging approach is limited and potentially will miss subtle behavior. Moreover, for proteins like Hen egg white Lysozyme, which displays two unique folding pathways, one with two-state behavior, and one with three-state behavior [12, 321, averaging techniques like the statistical mechanical model would not discover both bchaviors. This is one example where it seems to be crucial to have more detailed pathway information, such as is available in our roadmaps. In Figure 7 , the free energy profile, as well as the native contacts, are plotted for proteins G, A, C12, and Ubiquitin. Similar plots for the other proteins are available in [5] . From the figure one can see the free energy profile is quite different from pathway to pathway, suggesting that protein molecules might undergo different folding kinetics at different regions of the conformation space. What is still needed is some good way of analyzing and summarizing all the pathways in our roadmaps which will enable us to retain the important details while reducing the total volume of data. The development of such techniques is the subject of on-going work.
CONCLUSION
In this paper, we present a refined version of our motion planning framework for studying protein folding kinetics. We describe how it can be used to produce potential energy landscapes, free energy landscapes, and many folding pathways all from a single roadmap which is computed in a few hours on a desktop PC.
Results are presented for 14 proteins, and are also compared with results obtained by other methods such as statistical mechanical models. Our ability to produce large sets of unrelated folding pathways may potentially provide crucial insight into some aspects of folding kinetics that are not captured by other theoretical techniques, such as proteins that exhibit both two-state and three-state kinetics. Thus, our technique provides a way to study folding kinetics at the pathway level.
Future work includes more detailed analysis of pathways (e.g., grouping similar pathways) and calculation of protein folding rates.
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