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Abstract
We consider a class of nonlinear Schro¨dinger equation in three space dimensions with an attractive
potential. The nonlinearity is local but rather general encompassing for the first time both subcritical
and supercritical (in L2) nonlinearities. We study the asymptotic stability of the nonlinear bound states,
i.e. periodic in time localized in space solutions. Our result shows that all solutions with small initial
data, converge to a nonlinear bound state. Therefore, the nonlinear bound states are asymptotically
stable. The proof hinges on dispersive estimates that we obtain for the time dependent, Hamiltonian,
linearized dynamics around a careful chosen one parameter family of bound states that “shadows” the
nonlinear evolution of the system. Due to the generality of the methods we develop we expect them to
extend to the case of perturbations of large bound states and to other nonlinear dispersive wave type
equations.
1 Introduction
In this paper we study the long time behavior of solutions of the nonlinear Schro¨dinger equation (NLS) with
potential in three space dimensions (3-d):
i∂tu(t, x) = [−∆x + V (x)]u + g(u), t ∈ R, x ∈ R3 (1.1)
u(0, x) = u0(x) (1.2)
where the local nonlinearity is constructed from the real valued, odd, C2 function g : R 7→ R satisfying
|g′′(s)| ≤ C(|s|α1 + |s|α2), s ∈ R 0 < α1 6 α2 < 3 (1.3)
which is then extended to a complex function via the gauge symmetry:
g(eiθs) = eiθg(s) (1.4)
The equation has important applications in statistical physics describing certain limiting behavior of Bose-
Einstein condensates [7, 17, 9].
It is well known that this nonlinear equation admits periodic in time, localized in space solutions (bound
states or solitary waves). They can be obtained via both variational techniques [1, 26, 21] and bifurcation
methods [20, 21, 15], see also next section. Moreover the set of periodic solutions can be organized as a
manifold (center manifold). Orbital stability of solitary waves, i.e. stability modulo the group of symmetries
u 7→ e−iθu, was first proved in [21, 28], see also [11, 12, 22].
In this paper we show that solutions of (1.1)-(1.2) with small initial data asymptotically converge to the
orbit of a certain bound state, see Theorem 3.1. Asymptotic stability studies of solitary waves were initiated
in the work of A. Soffer and M. I. Weinstein [23, 24], see also [2, 3, 4, 6, 13]. Center manifold analysis was
introduced in [20], see also [27].
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The main contribution of our result is to allow for subcritical and critical (L2) nonlinearities, 0 < α1 6 1/3
in (1.3). To accomplish this we develop an innovative technique in which linearization around a one parameter
family of bound states is used to track the solution. Previously a fixed bound state has been used, see the
papers cited in the previous paragraph. By continuously adapting the linearization to the actual evolution
of the solution we are able to capture the correct effective potential induced by the nonlinearity g into a time
dependent linear operator. Once we have a good understanding of the semigroup of operators generated by
the time dependent linearization, see Section 4, we obtain sharper estimates for the nonlinear dynamics via
Duhamel formula and contraction principles for integral equations, see Section 3. They allow us to treat a
large spectrum of nonlinearities including, for the first time, the subcritical ones.
The main challenge is to obtain good estimates for the semigroup of operators generated by the time
dependent linearization that we use. This is accomplished in Section 4. The technique is perturbative, and
similar to the one developed by the first author and A. Zarnescu for 2-D Schro¨dinger type operators in [15],
see also [16]. The main difference is that in 3-D one needs to remove the non-integrable singularity in time
at zero of the free Schro¨dinger propagator:
‖ei∆t‖L1 7→L∞ ∼ |t|−3/2.
We do this by generalizing a Fourier multiplier type estimate first introduced by Journe´, Soffer, and Sogge
in [14] and by proving certain smoothness properties of the effective potential induced by the nonlinearity,
see the Appendix.
Since our methods rely on linearization around nonlinear bound states and estimates for integral operators
we expect them to generalize to the case of large nonlinear ground states, see for example [6], or the presence
of multiple families of bound states, see for example [25], where it should greatly reduce the restrictions on
the nonlinearity. We are currently working on adapting the method to other spatial dimensions. The work
in 2-D is almost complete, see [15, 16].
Notations: H = −∆+ V ;
Lp = {f : R2 7→ C | f measurable and ∫
R2
|f(x)|pdx < ∞}, ‖f‖p =
(∫
R2
|f(x)|pdx)1/p denotes the
standard norm in these spaces;
< x >= (1 + |x|2)1/2, and for σ ∈ R, L2σ denotes the L2 space with weight < x >2σ, i.e. the space of
functions f(x) such that < x >σ f(x) are square integrable endowed with the norm ‖f(x)‖L2σ = ‖ < x >σ
f(x)‖2;
〈f, g〉 = ∫
R2
f(x)g(x)dx is the scalar product in L2 where z = the complex conjugate of the complex
number z;
Pc is the projection on the continuous spectrum of H in L
2;
Hn denote the Sobolev spaces of measurable functions having all distributional partial derivatives up to
order n in L2, ‖ · ‖Hn denotes the standard norm in this spaces.
Acknowledgements: The authors would like to thank Wilhelm Schlag and Dirk Hundertmark for useful
discussions on this paper. Both authors acknowledge the partial support from the NSF grants DMS-0603722
and DMS-0707800.
2 Preliminaries. The center manifold.
The center manifold is formed by the collection of periodic solutions for (1.1):
uE(t, x) = e
−iEtψE(x) (2.1)
where E ∈ R and 0 6≡ ψE ∈ H2(R3) satisfy the time independent equation:
[−∆+ V ]ψE + g(ψE) = EψE (2.2)
Clearly the function constantly equal to zero is a solution of (2.2) but (iii) in the following hypotheses on
the potential V allows for a bifurcation with a nontrivial, one parameter family of solutions:
(H1) Assume that
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(i) There exists C > 0 and ρ > 3 such that:
1. |V (x)| 6 C < x >−ρ, for all x ∈ R3;
2. ∇V ∈ Lp(R3) for some 2 6 p 6∞ and |∇V (x)| → 0 as |x| → ∞;
3. the Fourier transform of V is in L1.
(ii) 0 is a regular point1 of the spectrum of the linear operator H = −∆+ V acting on L2.
(iii) H acting on L2 has exactly one negative eigenvalue E0 < 0 with corresponding normalized eigenvector
ψ0. It is well known that ψ0(x) is exponentially decaying as |x| → ∞, and can be chosen strictly
positive.
Conditions (i)1. and (ii) guarantee the applicability of dispersive estimates of Murata [18] and Goldberg-
Schlag [10] to the Schro¨dinger group e−iHt. Condition (i)2. implies certain regularity of the nonlinear bound
states while (i)3. allow us to use commutator type estimates, see Theorem 5.2. All these are needed to obtain
estimates for the semigroup of operators generated by our time dependent linearization, see Theorems 4.1
and 4.2 in section 4. In particular (i)1. implies the local well posedness in H1 of the initial value problem
(1.1)-(1.2), see section 3.
By the standard bifurcation argument in Banach spaces [19] for (2.2) at E = E0, condition (iii) guarantees
existence of nontrivial solutions. Moreover, these solutions can be organized as a C1 manifold (center
manifold), see [15, section 2]. Since our main result requires, we are going to show in what follows that the
center manifold is C2. We note that for three and higher dimensions this has been sketched in [13], however
they show smoothness by formal differentiation of certain equations without proof that at least one side has
indeed derivatives.
As in [15] we decompose the solution of (2.2) in its projection onto the discrete and continuous part of
the spectrum of H :
ψE = aψ0 + h, a = 〈ψ0, ψE〉, h = PcψE .
Projecting now (2.2) onto ψ0 and its orthogonal complement = Range Pc we get:
0 = h+ (H − E)−1Pcg(aψ0 + h) (2.3)
0 = E − E0 − a−1〈ψ0, g(aψ0 + h)〉 (2.4)
Although we are using milder hypothesis on V the argument in the Appendix of [20] can be easily adapted
to show that:
F(E, a, h) = h+ (H − E)−1Pcg(aψ0 + h)
is a C2 function from (−∞, 0)×C×L2σ ∩H2 to L2σ ∩H2 and F(E0, 0, 0) = 0, DhF(E0, 0, 0) = I. Therefore
the implicit function theorem applies to equation (2.3) and leads to the existence of δ1 > 0 and the C
2
function h˜(E, a) from (E0 − δ1, E0 + δ1) × {a ∈ C : |a| < δ1} to L2σ ∩ H2 such that (2.3) has a unique
solution h = h˜(E, a) for all E ∈ (E0 − δ1, E0 + δ1) and |a| < δ1. Note that, by gauge invariance, if (a, h)
solves (2.3) then (eiθa, eiθh), θ ∈ [0, 2π) is also a solution, hence by uniqueness we have:
h˜(E, a) =
a
|a| h˜(E, |a|). (2.5)
Because ψ0 is real valued, we could apply the implicit function theorem to (2.3) under the restriction a ∈ R
and h in the subspace of real valued functions as it is actually done in [20]. By uniqueness of the solution
we deduce that h˜(E, |a|) is a real valued function.
Consider now the restriction of h˜(E, a) to a ∈ R, |a| < δ1. This is now a real valued C2 function on
(E0 − δ1, E0 + δ1) × (−δ1, δ1) which, by (2.5), is odd in the second variable. We now differentiate (2.3)
with h = h˜(E, a), to obtain the following estimates for the first and second derivatives of h˜ on (E, a) ∈
1see [10, Definition 6] or Mµ = {0} in relation (3.1) in [18]
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(E0 − δ1, E0 + δ1)× (−δ1, δ1) :
∂h˜
∂a
(E, a) = −(DhF)−1(E, a, h˜(E, a))[(H − E)−1Pcg′(aψ0 + h˜(E, a))ψ0] = O(|a|1+α1)
∂h˜
∂E
(E, a) = (DhF)−1(E, a, h˜(E, a))[(H − E)−2Pcg(aψ0 + h˜(E, a))] = O(|a|2+α1 )
∂2h˜
∂a2
(E, a) = −(DhF)−1
(H − E)−1Pcg′′(aψ0 + h˜(E, a))(ψ0 + ∂h˜
∂a
)2 = O(|a|α1)
∂2h˜
∂E∂a
(E, a) = O(|a|1+α1) = (DhF)−1
[
(H − E)−2Pcg′(aψ0 + h˜)
(
ψ0 +
∂h˜
∂a
)]
− (DhF)−1
[
(H − E)−1Pcg′′(aψ0 + h˜)
(
ψ0 +
∂h˜
∂a
)
∂h˜
∂E
]
∂2h˜
∂E2
(E, a) = O(|a|2+α1) = +(DhF)−1
(H − E)−1Pcg′′(aψ0 + h˜)( ∂h˜
∂E
)2
− (DhF)−1
[
2(H − E)−3Pcg(aψ0 + h˜)− 2(H − E)−2Pcg′(aψ0 + h˜) ∂h˜
∂E
]
where we used DhF(E, a, h˜(E, a)) is invertible with bounded inverse and DhF(E, 0, 0) = I, (H − E)−1 is
bounded and analytic operator in E ∈ (E0 − δ1, E0 + δ1), and g′(s) = O(s1+α1), g′′(s) = O(sα1 ) as s→ 0.
Replacing now h = h˜(E, a), (E, a) ∈ (E0 − δ1, E0 + δ1)× (−δ1, δ1) in (2.4) we get:
E − E0 = a−1〈ψ0, g(aψ0 + h˜(E, a))〉. (2.6)
To this we can apply again the implicit function theorem by observing thatG(E, a) = E−E0−a−1〈ψ0, g(aψ0+
h˜(E, a))〉 is a C1 function from (E0 − δ1, E0 + δ1) × (−δ1, δ1) to R with the properties G(E0, 0) = 0,
∂EG(E0, 0) = 1.We obtain the existence of 0 < δ 6 δ1, and the C
1 even function E˜ : (−δ, δ) 7→ (E0−δ, E0+δ)
such that, for |E−E0|, |a| < δ, the unique solution of (2.4) with h = h˜(E, a), is given by the E = E˜(a). Note
that E˜ is C2 except at a = 0 because G is C2 except at a = 0, and:
dE˜
da
(a) = − ∂aG(E(a), a)
∂EG(E(a), a)
= O(|a|α1)
d2E˜
da2
(a) = O(|a|α1−1) for a 6= 0, recall that 0 < α1 6 1.
If we now define the odd function:
h(a) ≡ h˜(E(a), a), −δ < a < δ
we get a C2 function because, for a 6= 0, based on the previous estimates on the derivatives of h˜ and E˜, we
have
d2h
da2
(a) =
∂h˜
∂E
d2E˜
da2
+
∂2h˜
∂E2
(
dE˜
da
)2
+ 2
∂2h˜
∂E∂a
dE˜
da
+
∂2h˜
∂a2
= O(|a|α1),
hence, by L’Hospital
d2h
da
(0)
def
= lim
a→0
dh
da (a)− 0
a
= lim
a→0
d2h
da2
(a) = 0.
We now extend h to complex values via the rotational symmetry (2.5):
h(a) =
a
|a| h˜(E(|a|), |a|).
We have just proved:
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Proposition 2.1 There exist δ > 0, the C2 function
h : {a ∈ R× R : |a| < δ} 7→ L2σ ∩H2,
and the C1 function E : (−δ, δ) 7→ R such that for |E − E0| < δ and |〈ψ0, ψE〉| < δ the eigenvalue problem
(2.2) has a unique solution up to multiplication with eiθ, θ ∈ [0, 2π), which can be represented as a center
manifold:
ψE = aψ0 + h(a), E = E(|a|), 〈ψ0, h(a)〉 = 0, h(eiθa) = eiθh(a), |a| < δ. (2.7)
Moreover E(|a|) = O(|a|1+α1), h(a) = O(|a|2+α1 ), and for a ∈ R, |a| < δ, h(a) is a real valued function with
d2h
da2 (a) = O(|a|α1)
Since ψ0(x) is exponentially decaying as |x| → ∞ the proposition implies that ψE ∈ L2σ. A regularity
argument, see [23], gives a stronger result:
Corollary 2.1 For any σ ∈ R, there exists a finite constant Cσ such that:
‖ < x >σ ψE‖H2 6 Cσ‖ψE‖H2 .
Remark 2.1 By standard regularity methods, see for example [5, Theorem 8.1.1], one can show ψE ∈ H3.
Hence by Sobolev imbeddings both ψE and ∇ψE are continuous and converge to zero as |x| → ∞.
Remark 2.2 By standard variational methods, see for example [21], one can show that the real valued
solutions of (2.2) do not change sign. Then Harnack inequality for H2
⋂
C(R3) solutions of (2.2) implies
that these real solution cannot take the zero value. Hence ψE given by (2.7) for a ∈ R is either strictly
positive or strictly negative.
In section 4 we also need some smoothness for the effective (linear) potential induced by the nonlinearity
which modulo rotations of the complex plane is given by:
Dg|ψE [u+ iv] = g′(ψE)u+ i
g(ψE)
ψE
v, ψE > 0
namely:
(H2) Assume that for the positive solution of (2.2) we have ĝ′(ψE),
ĝ(ψE)
ψE
∈ L1(R3) where fˆ stands for the
Fourier transform of the function f.
In concrete cases the hypothesis may be checked directly using the regularity of ψE , the solution of an
uniform elliptic e-value problem. In general we can prove the following result:
Proposition 2.2 If the following holds
(H2’) g restricted to reals has third derivative except at zero and |g′′′(s)| < C
s1−α1
+Csα2−1, s > 0, 0 < α1 6
α2;
then for the nonnegative solution of (2.2), ψE , we have ĝ′(ψE) ∈ L1 and ĝ(ψE)ψE ∈ L1.
We will give the proof in the Appendix.
We are going to decompose the solution of (1.1)-(1.2) into a projection onto the center manifold and
a correction. For orbital stability the projection which minimizes the H1 norm of the correction is used,
see for example [28], while for asymptotic stability one wants to remove periodic in time components of
the correction. Currently there are two different ways to accomplish this. First and most used one is to
keep the correction orthogonal to the discrete spectrum of a fixed linear Schro¨dinger operator “close” to the
dynamics, see [15, 20]. For example in [15] the linear Schro¨dinger operator is −∆+ V and the correction is
always orthogonal on its sole eigenvector ψ0, hence the decomposition becomes
u = aψ0 + h(a) + correction, where a = 〈ψ0, u〉.
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Second technique is to use the invariant subspaces of the actual linearized dynamics at the projection, see
for example [13]. While more complicated the latter is the only one capable to render our main result. Since
there are slight mistakes in the previous presentations of this decomposition we are going to describe it in
what follows.
Consider the linearization of (1.1) at function on the center manifold ψE = aψ0 + h(a), a = a1 + ia2 ∈
C, |a| < δ :
∂w
∂t
= −iLψE [w]− iEw (2.8)
where
LψE [w] = (−∆+ V − E)w +DgψE [w] = (−∆+ V − E)w + lim
ε∈R, ε→0
g(ψE + εw)− g(ψE)
ε
(2.9)
Properties of the linearized operator:
1. LψE is real linear and symmetric with respect to the real scalar product ℜ〈·, ·〉, on L2(R3), with domain
H2(R3).
2. Zero is an e-value for −iLψE and its generalized eigenspace includes
{
∂ψE
∂a1
, ∂ψE∂a2
}
The real linearity of LψE follows from (2.9). For symmetry consider first the case of a real valued
ψE = aψ0 + h(a), a ∈ (−δ, δ) ⊂ R. Then for w = u+ iv ∈ H2(R3), u, v real valued we have
LψE [u+ iv] = L+[u] + iL−[v]
with L+[u], L−[v] being real valued and symmetric:
L+[u] = (−∆+ V − E)u+ g′(ψE)u
L−[v] = (−∆+ V − E)v + g(ψE)
ψE
v.
To determine the expression for L− we used the rotational symmetry (1.4):
g(eiθψE) = e
iθg(ψE)
and we differentiate it with respect to θ at θ = 0 to get
DgψE [iψE ] = ig(ψE). (2.10)
Now,
ℜ〈LψE [u+iv], u1+iv1〉 = ℜ〈L+[u], u1〉+ℜ〈L−[v], v1〉 = ℜ〈u, L+[u1]〉+ℜ〈v, L−[v1]〉 = ℜ〈u+iv, LψE [u1+iv1]〉
hence LψE is symmetric for real valued ψE .
For a complex valued function on the center manifold ψE = aψ0 + h(a), a ∈ C, |a| < δ there exists
θ ∈ [0, 2π) such that a = |a|eiθ and
ψE = e
iθ(|a|ψ0 + h(|a|)) = eiθψrealE
where ψrealE is real valued and on the center manifold. Using again the rotational symmetry of g (1.4) we
get:
LψE [w] = e
iθLψrealE [e
−iθw]. (2.11)
Since eiθ is a unitary linear operator on the real Hilbert space L2(R3) and, due to the argument above,
LψrealE is symmetric we get that LψE is symmetric.
For the second property, we observe that substituting w = iψE in (2.9) and using (2.10), (2.2) we get
LψE [iψE ] = i[(−∆+ V − E)ψE + g(ψE)] = 0.
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Hence zero is an e-value for −iLψE and iψE|a| for a 6= 0 and iψ0 = lima→0 iψEa for a = 0 are the corresponding
eigenvectors. Moreover by differentiating (2.2) with respect to a1 = ℜa ∈ R or a2 = ℑa ∈ R we get
−iLψE
[
∂ψE
∂aj
]
= − ∂E
∂aj
iψE , j = 1, 2.
Since ∂E∂aj = E
′(|a|)∂|a|∂aj ∈ R we deduce that
∂ψE
∂aj
, j = 1, 2 are in the generalized eigenspace of zero. Note
that, by differentiating h(eiθa) = eiθh(a) with respect to θ at θ = 0 we get Dh|a[ia] = ih(a) and, via (2.7),
DψE |a[ia] = iψE . Since the differential can be written with the help of the gradient:
iψE = DψE |a[ia] = ∂ψE
∂a1
ℜ[ia] + ∂ψE
∂a2
ℑ[ia],
we infer that
iψE ∈ span
{
∂ψE
∂a1
,
∂ψE
∂a2
}
or equivalently ψE ∈ span
{
i
∂ψE
∂a1
, i
∂ψE
∂a2
}
where the span is taking over the reals2.
One can now decompose L2(R3) into invariant subspaces with respect to −iLψE :
L2(R3) = span
{
∂ψE
∂a1
,
∂ψE
∂a2
}
⊕Ha.
The standard choice is to use the projection along the dual basis:
Ha = {φ1, φ2}⊥
where the orthogonality is with respect to the real scalar product, and φ1, φ2 are in the generalized eigenspace
of the adjoint of −iLψE corresponding to the eigenvalue zero, and φ1 is orthogonal to ∂ψE∂a2 but not to
∂ψE
∂a1
while φ2 is orthogonal to
∂ψE
∂a1
but not to ∂ψE∂a2 . Since LψE is symmetric we have (−iLψE)∗ = LψE i and a
direct calculations shows that one can choose
φ1 = −i∂ψE
∂a2
, φ2 = i
∂ψE
∂a1
as long as ℜ〈i∂ψE∂a1 ,
∂ψE
∂a2
〉 6= 0. But
ℜ〈i∂ψE
∂a1
,
∂ψE
∂a2
〉 = ℜ〈iψ0, iψ0〉 = 1, at a = 0
and since ψE is C
2 in a1, a2 we have:
Remark 2.3 By possible choosing δ > 0 smaller than the one in Proposition 2.1 we get:
ℜ〈i∂ψE
∂a1
,
∂ψE
∂a2
〉 = ℜ〈iψ0, iψ0〉 > 1
2
. (2.12)
Consequently, for |a| < δ,
Ha =
{
−i∂ψE
∂a2
, i
∂ψE
∂a1
}⊥
, and L2(R3) = span
{
∂ψE
∂a1
,
∂ψE
∂a2
}
⊕Ha. (2.13)
Our goal is to decompose the solution of (1.1) at each time into:
u = ψE + η = aψ0 + h(a) + η, η ∈ Ha
which insures that η is not in the non-decaying directions (tangent space of the central manifold) span
{
∂ψE
∂a1
, ∂ψE∂a2
}
of the linearized equation (2.8) around ψE . The fact that this can be done in an unique manner is a conse-
quence of the following lemma3:
2One can actually show that, for small |a|, zero is the only e-value of −iLψE and the corresponding eigenspace is spanned
by ∂ψE
∂aj
, j = 1, 2. However this is not needed in our argument.
3This is an immediate consequence of the implicit function theorem but we find the proof in [13] to be incomplete.
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Lemma 2.1 There exists δ1 > 0 such that any φ ∈ L2(R3) satisfying ‖φ‖L2 6 δ1 can be uniquely decomposed:
φ = ψE + η = aψ0 + h(a) + η
where a = a1 + ia2 ∈ C, |a| < δ, η ∈ Ha. Moreover the maps φ 7→ a and φ 7→ η are C1 and there exist
constant C independent on φ such that
|a| 6 2‖φ‖L2, ‖η‖L2 6 C‖φ‖L2 .
Proof: Consider the map F : {a = (a1, a2) ∈ R2 : |a| < δ} × L2(R3) 7→ R× R :
F (a1, a2, φ) =
(
ℜ〈−i∂ψE
∂a2
, φ− ψE〉,ℜ〈i∂ψE
∂a1
, φ− ψE〉
)
(2.14)
where ψE = aψ0 + h(a), a = a1 + ia2. Since h(a) is C
2, F is a C1 map and:
F (0, 0, 0) = 0
∂F
∂(a1, a2)
(0, 0, 0) = IR2
where for the calculation of the Jacobi matrix we used (2.12).
The implicit function theorem implies that there exist δ2 6 δ and a C
1 map:
F˜ = (F˜1, F˜2) : B(0, δ2) ⊂ L2(R3) 7→ R× R
such that the only solutions of
F (a1, a2, φ) = 0
in |a| = |a1 + ia2| < δ2, ‖φ‖L2 < δ2 are given by
(a1 = F˜1(φ), a2 = F˜2(φ), φ).
Now, for an arbitrary φ ∈ B(0, δ2) ⊂ L2(R3), since
φ = ψE + η = aψ0 + h(a) + η
with a = a1 + ia2 ∈ C, |a| < δ2 6 δ, η ∈ Ha is equivalent to F (a1, a2, φ) = 0 we get that there is a unique
choice:
a1 = F˜1(φ), a2 = F˜2(φ), η = φ− aψ0 − h(a).
Moreover, by choosing δ1 6 δ2 such that
‖DF˜φ‖ 6 2 ∀φ ∈ L2(R3), ‖φ‖L2 6 δ1
where the norm is the operator norm from L2(R3) into R× R, we get, for all φ ∈ L2(R3), ‖φ‖L2 6 δ1 :
|a| =
√
a21 + a
2
2 6 2‖φ‖L2
and
‖η‖L2 6 ‖φ‖L2 + ‖ψE‖L2 6 ‖φ‖L2 + |a|+ ‖h(a)‖L2 6 C‖φ‖L2
where C > 3 + 2 supa∈C,|a|6δ2 ‖Dha‖. Note that the existence of δ1 is insured by the continuity of DF˜ and,
from the implicit function theorem:
DF˜0 = DφF |φ=0
and the latter has norm one being the projection operator onto ψ0.
This finishes the proof of Lemma 2.1. 
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Remark 2.4 Both the decomposition (2.13) and Lemma 2.1 can be extended without modifications toH−1(R3)
the dual of H1 because ∂ψE∂aj ∈ H1, j = 1, 2. In this case 〈u, φ〉 denotes the evaluation of the functional
φ ∈ H−1 at u ∈ H1.
We need one more technical result relating the spaces Ha and the space corresponding to the continuous
spectrum of −∆+ V :
Lemma 2.2 There exists δ > δ2 > 0 such that for any a ∈ C, |a| 6 δ2 the linear map Pc|Ha : Ha 7→ H0 is
invertible, and its inverse Ra : H0 7→ Ha satisfies:
‖Raζ‖L2
−σ
6 C−σ‖ζ‖L2
−σ
, σ ∈ R and for all ζ ∈ H0 ∩ L2−σ (2.15)
‖Raζ‖Lp 6 Cp‖ζ‖Lp , 1 6 p <∞ and for all ζ ∈ H0 ∩ Lp (2.16)
Raζ = Raζ (2.17)
where the constants C−σ, Cp > 0 are independent of a ∈ C, |a| 6 δ2.
Proof: Since ψ0 is orthogonal to H0, by continuity we can choose δ > δ˜2 > 0 such that ψ0 /∈ Ha for
|a| < δ˜2. Consequently Pc|Ha is one to one, otherwise from φ ∈ Ha, φ 6= 0, Pcφ = 0 we get φ = zψ0 for some
z ∈ C, z 6= 0 which contradicts ψ0 /∈ Ha.
Next, for |a| < δ˜2 we construct Ra : H0 7→ Ha such that:
PcRaζ = ζ, ∀ζ ∈ H0. (2.18)
Since Pc is the projection onto {ψ0}⊥, condition (2.18) is equivalent to
Raζ = ζ + zψ0 (2.19)
for some z ∈ C. To insure that the range of Ra is in Ha we impose
ℜz〈−i∂ψE
∂a2
, ψ0〉 = −ℜ〈−i∂ψE
∂a2
, ζ〉, ℜz〈i∂ψE
∂a1
, ψ0〉 = −ℜ〈i∂ψE
∂a1
, ζ〉. (2.20)
This linear system of two equations with two unknowns, ℜz and ℑz, is uniquely solvable whenever ψ0 /∈ Ha.
Note that for a = 0 the system becomes: z = 〈ψ0, ζ〉.
In (2.19) we now choose z to be the unique solution of (2.20) and obtain a well defined linear map
Ra : H0 7→ Ha satisfying (2.18).
Consequently, Pc|Ha is also onto, hence invertible and its inverse is Ra. Moreover, by the continuity of
the coefficients of (2.20) with respect to a we can choose δ2 6 δ˜2 such that, for all |a| 6 δ2 :
|z| 6 2
√
(ℜ〈−i∂ψE
∂a2
, ζ〉)2 + (ℜ〈i∂ψE
∂a1
, ζ〉)2. (2.21)
Hence, via (2.19) and Ho¨lder inequality we get:
‖Raζ‖Y 6 ‖ζ‖Y + 2‖ψ0‖Y ‖ζ‖Y
√∥∥∥∥∂ψE∂a2
∥∥∥∥2
Y ∗
+
∥∥∥∥∂ψE∂a1
∥∥∥∥2
Y ∗
,
which, for the choice Y = L2−σ(R
3), Y ∗ = L2−σ(R
3) respectively Y = Lp(R3), Y ∗ = Lp
′
(R3), 1p +
1
p′ = 1
give (2.15), respectively (2.16). The constants are independent of a due to the continuous dependence of
∂ψE
∂aj
, j = 1, 2 on a ∈ C in the compact |a| 6 δ2, and their exponential decay in time, see proposition 2.1 and
corollary 2.1.
Now, Pc commutes with complex conjugation because it is the orthogonal projection onto ψ0
⊥ and ψ0 is
real valued. Then (2.17) follows from Ra being the inverse of Pc.
The proof of Lemma 2.2 is now complete. 
We are now ready to prove our main result.
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3 Main Result
Theorem 3.1 Assume that the nonlinear term in (1.1) satisfies (1.3) and (1.4). In addition assume that
hypothesis (H1) and either (H2) or (H2’) hold. Let p1 = 3 + α1, p2 = 3 + α2. Then there exists an ε0 such
that for all initial conditions u0(x) satisfying
max{‖u0‖Lp′2 , ‖u0‖H1} ≤ ε0,
1
p′2
+
1
p2
= 1
the initial value problem (1.1)-(1.2) is globally well-posed in H1 and the solution decomposes into a radiative
part and a part that asymptotically converges to a ground state.
More precisely, there exist a C1 function a : R 7→ C such that, for all t ∈ R we have:
u(t, x) = a(t)ψ0(x) + h(a(t))︸ ︷︷ ︸
ψE(t)
+η(t, x) (3.1)
where ψE(t) is on the central manifold (i.e it is a ground state) and η(t, x) ∈ Ha(t), see Proposition 2.1 and
Lemma 2.1. Moreover there exists the ground states states ψE±∞ and the C
1 function θ : R 7→ R such that
lim|t|→∞ θ(t) = 0 and:
lim
t→±∞
‖ψE(t)− e−it(E±−θ(t))ψE±∞‖H2 TL2σ = 0,
while η satisfies the following decay estimates:
‖η(t)‖L2 ≤ C0(α1, α2)ε0
‖η(t)‖Lp1 ≤ C1(α1, α2) ε0
(1 + |t|)3( 12− 1p1 )
, p1 = 3 + α1
and, for p2 = 3 + α2 :
(i) if α1 ≥ 13 or 13 > α1 > 2α23(3+α2) then
‖η(t)‖Lp2 ≤ C2(α1, α2) ε0
(1 + |t|)3( 12− 1p2 )
(ii) if α1 =
2α2
3(3+α2)
then
‖η(t)‖Lp2 ≤ C2(α1, α2)ε0 log(2 + |t|)
(1 + |t|)3( 12− 1p2 )
(iii) if α1 <
2α2
3(3+α2)
then
‖η(t)‖Lp2 ≤ C2(α1, α2) ε0
(1 + |t|) 1+3α12
where the constants C0, C1 and C2 are independent of ε0.
Remark 3.1 Note that the critical and supercritical cases 13 ≤ α1 < 3 are contained in (i). Our results for
these cases are stronger than the ones in [20, 23, 24] because we do not require the initial condition to be in
L2σ, σ > 1. Compared to [13] we have sharper estimates for the asymptotic decay to the ground state but we
require the initial data to be in Lp
′
2 . To the best of our knowledge the subcritical case α1 < 1/3 has not been
treated previously.
Remark 3.2 One can obtain estimates for the radiative part η in Lp, 2 ≤ p ≤ p1 = 3 + α1, or p1 ≤ p ≤
p2 = 3 + α2 by Riesz-Thorin interpolation between L
2 and Lp1 respectively between Lp1 and Lp2 .
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Proof of Theorem 3.1 It is well known that under hypothesis (H1)(i) the initial value problem (1)-(2) is
locally well posed in the energy space H1 and its L2 norm is conserved, see for example [5, Cor. 4.3.3 at p.
92]. Global well posedness follows via energy estimates from ‖u0‖H1 small, see [5, Remark 6.1.3 at p. 165].
We choose ε0 6 δ1 given by Lemma 2.1. Then, for all times, ‖u(t)‖L2 6 δ1 and we can decompose the
solution into a solitary wave and a dispersive component as in (3.1):
u(t) = a(t)ψ0 + h(a(t)) + η(t) = ψE(t) + η(t)
Moreover, by possible making ε0 smaller we can insure that that ‖u(t)‖L2 6 ε0 implies |a(t)| 6 δ2, t ∈ R
where δ2 is given by Lemma 2.2. In addition, since
u ∈ C(R, H1(R3)) ∩ C1(R, H−1(R3)),
and u 7→ a respectively u 7→ η are C1, see Remark 2.4, we get that a(t) is C1 and η ∈ C(R, H1)∩C1(R, H−1).
The solution is now described by the C1 function a : R ∈ C and η(t) ∈ C(R, H1)∩C1(R, H−1). To obtain
their equations we plug in (3.1) into (1.1). Then we get
∂η
∂t
+DψE |aa′ = −i(LψE + E)η − EiψE − iF2(ψE , η) (3.2)
where LψE is defined by (2.9)
LψEη = (−∆+ V − E)η − i
d
dε
g(ψE + εη)|ε=0
and F2(ψE , η) denotes the nonlinear terms in η
F2(ψE , η) = g(ψE + η)− g(ψE)− d
dε
g(ψE + εη)|ε=0︸ ︷︷ ︸
F1(ψE,η)
(3.3)
Then projecting (3.2) onto the invariant subspaces of −iLψE , Ha, see (2.13) and the span{∂ψE∂a1 ,
∂ψE
∂a2
}, we
obtain the equations for η(t) and a(t) :
∂η
∂t
= −i(LψE + E)η − iF2(ψE , η)− F˜2(ψE , η) (3.4)
DψE |aa′ = −EiψE + F˜2(ψE , η) (3.5)
where
F˜2(ψE , η) =
ℜ〈−i∂ψE∂a2 ,−iF2(ψE , η)〉
ℜ〈−i∂ψE∂a2 ,
∂ψE
∂a1
〉︸ ︷︷ ︸
β1(ψE ,η)
·∂ψE
∂a1
+
ℜ〈i∂ψE∂a1 ,−iF2(ψE , η)〉
ℜ〈i∂ψE∂a1 ,
∂ψE
∂a2
〉︸ ︷︷ ︸
β2(ψE ,η)
·∂ψE
∂a2
(3.6)
In order to obtain the estimates for η(t), we analyze (3.4). The linear part of (3.4) is:
∂ζ
∂t
= −i(LψE + E)ζ = (−∆+ V )ζ − i
d
dε
g(ψE(t) + εζ)|ε=0 (3.7)
ζ(s) = v
Define Ω(t, s)v = ζ(t). Then using Duhamel’s principle (3.4) becomes
η(t) = Ω(t, 0)η(0)−
∫ t
0
Ω(t, s)[iF2(ψE , η) + F˜2(ψE , η)]ds (3.8)
It is here where we differ from the approach [6, 20, 23, 24]. The right-hand side of our equation contains
only nonlinear terms in η. However the challenge is to obtain good dispersive estimates for the propagator
Ω(t, s) of the linearization (3.7), see Theorems 4.1 and 4.2.
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In order to apply a contraction mapping argument for (3.8) we use the following Banach spaces. Let
p1 = 3 + α1 and p2 = 3 + α2,
Yi = {u ∈ L2 ∩ Lp1 ∩ Lp2 : sup
t
(1 + |t|)3( 12− 1p1 )‖u‖Lp1 <∞, sup
t
(1 + |t|)ni
[log(2 + |t|)]mi ‖u‖Lp2 <∞, supt ‖u‖L2 <∞}
endowed with the norm
‖u‖Yi = max{sup
t
(1 + |t|)3( 12− 1p1 )‖u‖Lp1 , sup
t
(1 + |t|)ni
[log(2 + |t|)]mi ‖u‖Lp2 , supt ‖u‖L2}
for i = 1, 2, 3, where n1 = n2 = 3(
1
2 − 1p2 ), n3 =
1+3α1
2 , m1 = m3 = 0 and m2 = 1.
Consider the nonlinear operator in (3.8):
N(u) =
∫ t
0
Ω(t, s)[iF2(ψE , u) + F˜2(ψE , u)]ds
Lemma 3.1 Consider the cases:
1. α1 ≥ 1
3
or
1
3
> α1 >
2α2
3(3 + α2)
; 2. α1 =
2α2
3(3 + α2)
; 3. α1 <
2α2
3(3 + α2)
.
Then, for each case number i: N : Yi → Yi is well defined, and locally Lipschitz, i.e. there exists C˜i > 0,
such that
‖Nu1 −Nu2‖Yi ≤ C˜i(‖u1‖Yi + ‖u2‖Yi + ‖u1‖1+α1Yi + ‖u2‖1+α1Yi + ‖u1‖1+α2Yi + ‖u2‖1+α2Yi )‖u1 − u2‖Yi .
Note that the Lemma gives the estimates for η in the Theorem 3.1. Indeed, if we denote:
v = Ω(t, 0)η(0),
then
‖v‖Yi ≤ C0‖η(0)‖Lp′2∩H1 ,
where C0 = max{C,Cp}, see theorem 4.1. We choose ǫ0 in the hypotheses of theorem 3.1, such that
C0ǫ0 6
1
2
(√
1 + 2/C˜i − 1
)
Then by continuity there exists 0 6 Lip 6 1 such that:
‖v‖Yi ≤
2− Lip
4
(√
1 + 2Lip/C˜i − 1
)
.
Let R = L‖v‖Yi/(2 − Lip) and B(v,R) be the closed ball in Yi with center v and radius R. A direct
calculation shows that the right-hand side of (3.8):
Ku = v +Nu
leaves B(v,R) invariant, i.e. K : B(v,R) 7→ B(v,R), and it is a contraction with Lipschitz constant Lip on
B(v,R).
By the contraction mapping argument, (3.8) has a unique solution in Yi. We now have two solutions of
(3.4), one in C(R, H1) from classical well posedness theory and one in C(R, L2 ∩ Lp1 ∩ Lp2), p1 = 3 + α1,
p2 = 3+α2 from the above argument. Using uniqueness and the continuous embedding ofH
1 in L2∩Lp1∩Lp2 ,
we infer that the solutions must coincide. Therefore, the time decaying estimates in the spaces Y1−3 hold
also for the H1 solution.
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Proof of Lemma 3.1 Let u1, u2 be in one of the spaces Yi, i = 1, 2, 3. Then at each s ∈ R we have:
F2(ψE(s), u1(s))−F2(ψE(s), u2(s)) = g(ψE + u1)− g(ψE + u2)− F1(ψE , u1) + F1(ψE , u2)
=
∫ 1
0
[ d
dτ
g(ψE + u2 + τ(u1 − u2))− d
dτ
g(ψE + τ(u1 − u2))|τ=0
]
dτ
=
∫ 1
0
∫ 1
0
d
ds
· d
dτ
g
(
ψE + s(u2 + τ(u1 − u2))
)
ds dτ
Using the hypothesis (1.3) we have |g(u)| ≤ C(|u|2+α1 + |u|2+α2), then taking the derivatives with respect
to τ and s and estimating the integral we get:
|F2(ψE , u1)− F2(ψE , u2)| ≤ C
[
(|ψE |α1 + |ψE |α2)(|u1|+ |u2|)|u1 − u2|︸ ︷︷ ︸
A1
(3.9)
+ (|u1|1+α1 + |u2|1+α1)|u1 − u2|︸ ︷︷ ︸
A2
+(|u1|1+α2 + |u2|1+α2)|u1 − u2|︸ ︷︷ ︸
A3
]
.
By (3.6) and Ho¨lder inequality, for any 1 6 q 6∞ we have:
‖F˜2(ψE , u1)− F˜2(ψE , u2)‖Lq ≤ C˜
(∥∥∥∂ψE
∂a2
∥∥∥
Lp2
∥∥∥∂ψE
∂a1
∥∥∥
Lq
+
∥∥∥∂ψE
∂a1
∥∥∥
Lp2
∥∥∥∂ψE
∂a2
∥∥∥
Lq
)
(‖A1‖Lp′2 + ‖A3‖Lp′2 )
+ C˜
(∥∥∥∂ψE
∂a2
∥∥∥
Lp1
∥∥∥∂ψE
∂a1
∥∥∥
Lq
+
∥∥∥∂ψE
∂a1
∥∥∥
Lp1
∥∥∥∂ψE
∂a2
∥∥∥
Lq
)
‖A2‖Lp′1 (3.10)
≤ C(‖A1‖Lp′2 + ‖A2‖Lp′1 + ‖A3‖Lp′2 ),
where the uniform bounds on ∂ψE∂aj ∈ H2(R3), j = 1, 2, follow from their continuous dependence on scalar a,
and |a(t)| 6 δ2, t ∈ R.
Now let us consider the difference Nu1 −Nu2
(Nu1−Nu2)(t) =
∫ t
0
Ω(t, s)
[
iF2(ψE(s), u1(s))− iF2(ψE(s), u2(s)) + F˜2(ψE(s), u1(s))− F˜2(ψE(s), u2(s))]ds
(3.11)
• Lp2 Estimate :
‖Nu1 −Nu2‖Lp2 ≤
∫ t
0
‖Ω(t, s)‖
Lp
′
2→Lp2C
(
2‖A1‖Lp′2 + ‖A2‖Lp′2 + ‖A2‖Lp′1 + 2‖A3‖Lp′2
)
ds
To estimate the term containing A1, observe that
‖(|ψE |α1 + |ψE |α2)(|u1|+ |u2|)|u1 − u2|‖Lp′2 ≤ ‖|ψE|α1 + |ψE |α2‖Lβ(‖u1‖Lp2 + ‖u2‖Lp2 )‖u1 − u2‖Lp2
with 1β +
2
p2
= 1p′2
. Using Theorem 4.2 (see also Remark 4.1), we have for each case number i: and
u1, u2 ∈ Yi :
∫ t
0
‖Ω(t, s)‖
Lp
′
2→Lp2 ‖A1‖Lp′2ds
≤
∫ t
0
C(p2)
|t− s|3( 12− 1p2 )
‖|ψE|α1 + |ψE |α2‖Lβ
[log(2 + |s|)]2mi
(1 + |s|)2ni (‖u1‖Yi + ‖u2‖Yi)‖u1 − u2‖Yids
≤ C(p2)C1C2
(1 + |t|)3( 12− 1p2 )
(‖u1‖Yi + ‖u2‖Yi)‖u1 − u2‖Yi
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where C2 = supt
(1+|t|)ni
[log(2+|t|)]mi
∫ t
0
[log(2+|s|)]2mids
|t−s|3(
1
2
− 1
p2
)
(1+|s|)2ni
< ∞ since 2ni > 1 and C1 = supt ‖|ψE|α1 +
|ψE |α2‖Lβ . The uniform bounds in t ∈ R for ‖ψE‖αjLαjβ , j = 1, 2 follow from the continuous dependence
of ψE = a(t)ψ0 + h(a(t)) ∈ H2(R3) on a(t) and |a(t)| 6 δ2, t ∈ R.
To estimate the terms containing A2, observe that
‖(|u1|1+α1 + |u2|1+α1)|u1 − u2|‖Lp′1 ≤
(‖u1‖1+α1Lp1 + ‖u2‖1+α1Lp1 )‖u1 − u2‖Lp1
since 1p′1
= 2+α1p1 and
‖(|u1|1+α1 + |u2|1+α1)|u1 − u2|‖Lp′2 ≤
(
‖u1‖θ(1+α1)Lp1 ‖u1‖(1−θ)(1+α1)L2 + ‖u2‖
θ(1+α1)
Lp1 ‖u2‖(1−θ)(1+α1)L2
)
×‖u1 − u2‖θLp1‖u1 − u2‖1−θL2
where 1p′2
= (2 + α1)(
1−θ
2 +
θ
p1
), 0 6 θ 6 1. Again using Theorem 4.2 (see also Remark 4.1), we have∫ t
0
‖Ω(t, s)‖
Lp
′
2→Lp2 ‖A2‖Lp′2ds
≤
∫ t
0
C(p2)
|t− s|3( 12− 1p2 )
· (‖u1‖
1+α1
Yi
+ ‖u2‖1+α1Yi )‖u1 − u2‖Yi
(1 + |s|)3(
α1
2 +
1
p2
)
ds
≤ C(p2)C3[log(2 + |t|)]
mi
(1 + |t|)ni (‖u1‖
1+α1
Yi
+ ‖u2‖1+α1Yi )‖u1 − u2‖Yi
where the different decay rates ni depend on the case number in the hypotheses of this Lemma:
1. corresponds to 3(α12 +
1
p2
) > 1, and C3 = supt(1 + |t|)3(
1
2− 1p2 )
∫ t
0
ds
|t−s|3(
1
2
− 1
p2
)
(1+|s|)3(
α1
2
+ 1
p2
)
<∞;
2. corresponds to 3(α12 +
1
p2
) = 1, and C3 = supt
(1+|t|)3(
1
2
− 1
p2
)
log(2+|t|)
∫ t
0
ds
|t−s|3(
1
2
− 1
p2
)
(1+|s|)
<∞;
3. corresponds to 3(α12 +
1
p2
) < 1, and C3 = supt(1 + |t|)
1+3α1
2
∫ t
0
ds
|t−s|3(
1
2
− 1
p2
)
(1+|s|)3(
α1
2
+ 1
p2
)
<∞.
To estimate the term containing A3, observe that
‖(|u1|1+α2 + |u2|1+α2)|u1 − u2|‖Lp′2 ≤
(‖u1‖1+α2Lp2 + ‖u2‖1+α2Lp2 )‖u1 − u2‖Lp2
since 1p′2
= 2+α2p2 . Again using Theorem 4.2 (see also Remark 4.1), we have∫ t
0
‖Ω(t, s)‖
Lp
′
2→Lp2‖A3‖Lp′2ds
≤
∫ t
0
C(p2)
|t− s|3( 12− 1p2 )
· [log(2 + |s|)]
(2+α2)mi
(1 + |s|)(2+α2)ni (‖u1‖
1+α2
Yi
+ ‖u2‖1+α2Yi )‖u1 − u2‖Yids
≤ C(p2)C4C5[log(2 + |t|)]
mi
(1 + |t|)ni (‖u1‖
1+α2
Yi
+ ‖u2‖1+α2Yi )‖u1 − u2‖Yi
where C5 = supt
(1+|t|)ni
[log(2+|t|)]mi
∫ t
0
[log(2+|s|)](2+α2)mids
|t−s|3(
1
2
− 1
p2
)
(1+|s|)(2+α2)ni
<∞ since (2 + α2)ni > 1.
• Lp1 Estimate : From (3.11) we have
‖Nu1 −Nu2‖Lp1 (t) 6 ‖
∫ t
0
Ω(t, s)[iF2(ψE(s), u1(s))− iF2(ψE(s), u2(s))]ds‖Lp1
+ C
∫ t
0
‖Ω(t, s)‖
Lp
′
1 7→Lp1‖F˜2(ψE(s), u1(s))− F˜2(ψE(s), u2(s))‖Lp′1ds
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For the second integral we use (3.10) with q = p′1 and the previous estimates on A1, A2, A3 to
obtain the required bound. For the first integral moving the norm inside the integration and applying
Lp
′
1 7→ Lp1 estimates for Ω(t, s) and (3.9) for the nonlinear term would require the control of A3 in Lp′1 .
The latter, unfortunately, can no longer be interpolated between L2 and Lp2 . To avoid this difficulty we
separate and treat differently the part of the nonlinearity having an A3 like behavior by decomposing
R3 in two disjoints measurable sets related to the inequality (3.9):
V1(s) = {x ∈ R3 | |F2(ψE(s, x), u2(s, x))−F2(ψE(s, x), u1(s, x))| 6 CA3(s, x)}, V2(s) = R3 \V1(s)
On V2(s), using polar representation of complex numbers, we further split the nonlinear term into:
iF2(ψE(s, x), u1(s, x)) − iF2(ψE(s, x), u2(s, x)) = eiθ(s,x)CA3(s, x)
+ eiθ(s,x)[|iF2(ψE(s, x), u1(s, x)) − iF2(ψE(s, x), u2(s, x))| − CA3(s, x)]︸ ︷︷ ︸
G(s,x)
where, due to inequality (3.9), |G(s, x)| 6 C(A1(s, x) +A2(s, x)) on V2(s). Then we have:∫ t
0
Ω(t, s)[iF2(ψE(s), u1(s))− iF2(ψE(s), u2(s))]ds =
∫ t
0
Ω(t, s)(1− χ(s))G(s)ds
+
∫ t
0
Ω(t, s)[χ(s)(iF2(ψE(s), u1(s))− iF2(ψE(s), u2(s))) + (1− χ(s))eiθ(s)CA3(s)]ds︸ ︷︷ ︸
I(t)
,
where χ(s) is the characteristic function of V1(s). Now
‖
∫ t
0
Ω(t, s)(1 − χ(s))G(s)ds‖Lp1 6
∫ t
0
‖Ω(t, s)‖
Lp
′
1 7→Lp1C(‖A1(s)‖Lp′1 + ‖A2(s)‖Lp′1 )ds
and estimates as in the previous step for A1 and A2 give the required decay. For I(t) we use interpo-
lation:
‖I(t)‖Lp1 ≤ ‖I(t)‖1−θL2 ‖I(t)‖θLp2 ≤ ‖I(t)‖1−θL2
(∫ t
0
‖Ω(t, s)‖
Lp
′
2 7→Lp2‖A3‖Lp′2ds
)θ
where 1p1 =
1−θ
2 +
θ
p2
. We know from previous step that the above integral decays as (1 + |t|)−3( 12− 1p2 )
and below we will show its L2 norm will be bounded. Therefore
sup
t
(1 + |t|)3( 12− 1p1 )‖I(t)‖Lp1 <∞
and the Lp1 estimates are complete.
• L2 Estimate : To estimate L2 norm we cannot use L2 → L2 estimate for Ω(t, s) because that would
force us to control L2(α2+2) which cannot pe interpolated between L2 and Lp2 , p2 = α2 + 3. We avoid
this by using the decomposition:
T (t, s)v = [PcΩ(t, s)− e−iH(t−s)Pc]v i.e. Ω(t, s) = Ra(t)T (t, s) +Ra(t)e−iH(t−s)Pc
For T (t, s) we will use Lp
′ → L2 estimates, see Theorem 4.1, while for e−iH(t−s)Pc we will use Stricharz
estimates L∞t L
2
x. We will also use a decomposition of the nonlinear term similar to the one for L
p1
estimates that will allow us to estimate in a different manner this time the terms behaving like A2, see
(3.9). All in all we have:
‖Nu1 −Nu2‖L2 ≤
∫ t
0
‖Ω(t, s)‖L2→L2‖F˜2(ψE , u1)− F˜2(ψE , u2)‖L2ds
+ ‖Ra(t)‖L2 7→L2
∫ t
0
‖T (t, s)‖
Lp
′
2→L2C(‖A1‖Lp′2 + ‖A3‖Lp′2 )ds
+ ‖Ra(t)‖L2 7→L2
∫ t
0
‖T (t, s)‖
Lp
′
1→L2C‖A2‖Lp′1ds
+ ‖Ra(t)‖L2 7→L2‖
∫ t
0
e−iH(t−s)Pc(A1(s) +A3(s)ds‖L2 + ‖Ra(t)‖L2 7→L2‖
∫ t
0
e−iH(t−s)PcA2ds‖L2
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For the first integral we use Theorem 4.2 part (i), (3.10) with q = 2 and the estimates we have already
obtained for A1, A2 and A3. We deduce that this integral is uniformly bounded in t ∈ R. Similarly we
get uniform boundedness of the second and third integral by using Theorem 4.1 part (iv).
For the fourth integral we use Stricharz estimate:
sup
t∈R
‖
∫ t
0
e−iH(t−s)PcA1ds‖L2 ≤ Cs
[(∫
R
‖A1(s)‖γ
′
2
Lp
′
2
ds
) 1
γ′
2
+
(∫
R
‖A3(s)‖γ
′
2
Lp
′
2
ds
) 1
γ′
2
]
where 1γ′2
+ 1γ2 = 1, and
2
γ2
= 3
(
1
2 − 1p2
)
. Using again the estimates we obtained before for A1 and
A3. we get:
‖A1‖
L
γ′
2
s L
p′
2
≤ C11
[ ∫
R
(log(2 + |s|))2miγ′2
(1 + |s|)2niγ′2 ds
] 1
γ′2 (‖u1‖Yi + ‖u2‖Yi)‖u1 − u2‖Yi
≤ C11C8(‖u1‖Yi + ‖u2‖Yi)‖u1 − u2‖Yi
where C8 =
∫
R
(log(2+|s|))2miγ′1
(1+|s|)2niγ′1 ds <∞ since 2niγ
′ > 1 and:
‖A3‖
L
γ′
2
s L
p′2
≤ C12
[ ∫
R
(log(2 + |s|))(2+α2)miγ′3
(1 + |s|)(2+α2)niγ′3 ds
] 1
γ′3 (‖u1‖1+α2Yi + ‖u2‖1+α2Yi )‖u1 − u2‖Yi
≤ C9(‖u1‖1+α2Yi + ‖u2‖1+α2Yi )‖u1 − u2‖Yi
where C9 =
∫
R
(log(2+|s|))(2+α2)miγ′3
(1+|s|)(2+α2)niγ′2 ds <∞ since (2 + α2)n1γ
′
3 > 1.
Similarly, for the fifth integral:
sup
t∈R
‖
∫ t
0
e−iH(t−s)PcA2ds‖L2 ≤ Cs
( ∫
R
‖A2‖γ
′
1
Lp
′
1
ds
) 1
γ′
1
where 1γ′1
+ 1γ1 = 1, and
2
γ1
= 3
(
1
2 − 1p1
)
. Furthermore we have
‖A3‖
L
γ′1
s L
p′1
≤ C13
[ ∫
R
ds
(1 + |s|)3(2+α1)γ′2( 12− 1p1 )
] 1
γ′
2 (‖u1‖1+α1Yi + ‖u2‖1+α1Yi )‖u1 − u2‖Yi
≤ C13C10(‖u1‖1+α1Yi + ‖u2‖1+α1Yi )‖u1 − u2‖Yi
where C10 =
∫
R
ds
(1+|s|)3(2+α1)γ
′
2(
1
2
− 1
p1
)
ds <∞ since 3(2 + α1)γ′2(12 − 1p1 ) > 1 .
The L2 estimates are now complete and the proof of Lemma 3.1 is finished. 
We now finish the proof of Theorem 3.1 by analyzing the dynamics on the center manifold and showing
it converges to a ground state. Using the fact that
iψE = DψE |a[ia] = ∂ψE
∂a1
ℜ[ia] + ∂ψE
∂a2
ℑ[ia]
equation (3.5) becomes
DψE |a(a′ + iEa) = ∂ψE
∂a1
ℜ[a′ + iEa] + ∂ψE
∂a2
ℑ[a′ + iEa] = F˜2(ψE , η) = β1(ψE , η)∂ψE
∂a1
+ β2(ψE , η)
∂ψE
∂a2
Hence
|a′ + iEa| =
√
β21 + β
2
2 = b(t)
and ∣∣∣[a(t)ei R t0 E(s)ds]′∣∣∣ = b(t)
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Since b(t) =
√
β21 + β
2
2 , and
β1 ≤
∥∥∥∥∂ψE∂a2
∥∥∥∥
Lp2
(‖A1‖Lp′2 + ‖A3‖Lp′2 ) +
∥∥∥∥∂ψE∂a2
∥∥∥∥
Lp1
‖A2‖Lp′1 ≤ C(‖η‖2Lp2 + ‖η‖
2+α2
Lp2 + ‖η‖2+α1Lp1 )
β2 ≤
∥∥∥∥∂ψE∂a1
∥∥∥∥
Lp2
(‖A1‖Lp′2 + ‖A3‖Lp′2 ) +
∥∥∥∥∂ψE∂a1
∥∥∥∥
Lp1
‖A2‖Lp′1 ≤ C(‖η‖2Lp2 + ‖η‖
2+α2
Lp2 + ‖η‖2+α1Lp1 )
we get 0 6 b(t) 6 C(1 + |t|)1+δ for some δ > 0, in each of the cases (i), (ii) and (iii) in the Theorem 3.1.
Then, for any ε > 0 we have ∣∣∣a(t)ei R t0 E(s)ds − a(t′)ei R t′0 E(s)ds∣∣∣ 6 ∫ t
t′
b(s)ds < ε (3.12)
for t, t′ sufficiently large respectively sufficiently small. Therefore a(t)ei
R
t
0
E(s)ds has a limit when t→ ±∞.
This means
ei
R
t
0
E(s)dsψE = a(t)e
i
R
t
0
E(s)dsψ0 + e
i
R
t
0
E(s)dsh(a(t)) = a(t)ei
R
t
0
E(s)dsψ0 + h(a(t)e
i
R
t
0
E(s)ds)→ ψE±∞
Above we used h(eiθa) = eiθh(a), see Proposition 2.1. In addition |a(t)| → a± as t → ± at a rate |t|−δ.
Since E(s) = E(|a(s)| is C1 in |a| on |a| 6 δ2, we deduce |E(±s) − E±| 6 C(1 + s)−δ for s > 0 and some
constant C > 0. If we denote
θ(±t) = 1±t
∫ ±t
0
E(s)− E±ds, t > 0
then lim|t|→∞ θ(t) = 0 and
lim
t→±
eit(E±−θ(t))ψE(t) = ψE± .
This finishes the proof of Theorem 3.1. 
4 Linear Estimates
Consider the linear Schro¨dinger equation with a potential in three space dimensions:
i
∂u
∂t
= (−∆+ V (x))u
u(0) = u0
It is known that if V satisfies hypothesis (H1) (i) and (ii) then the radiative part of the solution, i.e. its
projection onto the continuous spectrum of H = −∆+ V , satisfies the estimates:
‖e−iHtPcu0‖L2
−σ
≤ CM 1|t| 32 ‖u0‖L
2
σ
(4.1)
for σ > 1 and some constant CM > 0 independent of u0 and t ∈ R, and
‖e−iHtPcu0‖Lp ≤ Cp 1|t|3( 12− 1p )
‖u0‖Lp′ (4.2)
for some constant Cp > 0 depending only on 2 ≤ p. The case p = ∞ in (4.2) is proved by Goldberg and
Schlag in [10]. The conservation of the L2 norm gives the p = 2 case:
‖e−iHtPcu0‖L2 = ‖u0‖L2
The general result (4.2) follows from Riesz-Thorin interpolation.
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We would like to extend these estimates to the linearized dynamics around the center manifold. We
consider the linear equation, with initial data at time s,
i
dζ
dt
= Hζ + F1(ψE , ζ)
ζ(s) = v
where F1(ψE , ζ) =
d
dεg(ψE + εζ)|ε=0 = ∂∂ug(u)|u=ψE ζ + ∂∂u¯g(u)|u=ψEζ. For the sake of simpler notation, we
will use F1(ζ).
By Duhamel’s principle we have:
ζ(t) = e−iH(t−s)v(s)− i
∫ t
s
e−iH(t−τ)F1(ζ)dτ (4.3)
In the next theorems we will extend estimates of type (4.1)-(4.2) to the operators Ω(t, s) and T (t, s)
considering the fact that ψE(t) is small. Recall that
T (t, s) = PcΩ(t, s)− e−iH(t−s)Pc i.e. Ω(t, s) = Ra(t)T (t, s) +Ra(t)e−iH(t−s)Pc
Theorem 4.1 There exists ε1 > 0 such that for ‖〈x〉σψE‖H2 < ε1 there exist constants C, Cp > 0 with the
property that for any t, s ∈ R the followings hold:
(i) ‖Ω(t, s)‖L2σ→L2−σ ≤
C
(1 + |t− s|) 32
(ii) ‖T (t, s)‖L1→L2
−σ
≤

C
|t−s| 12
for s ≤ t ≤ s+ 1
C
(1+|t−s|) 32
for t > s+ 1
(iii) T (t, s) ∈ L2t (R, L2 → L2−σ) ∩ L∞t (R, L2 → L2−σ)
(iv) ‖Ω(t, s)‖Lp′→L2
−σ
≤ C
|t− s|3( 12− 1p )
for all 2 ≤ p ≤ L∞
‖T (t, s)‖Lp′→L2
−σ
≤

C
|t−s|(
1
2
− 1
p
)
for s ≤ t ≤ s+ 1
C
(1+|t−s|)3(
1
2
− 1
p
)
for t > s+ 1
Proof of Theorem 4.1 Fix s ∈ R.
(i) By definition, we have Ω(t, s)v = ζ(t) where ζ(t) satisfies equation (4.3). We project (4.3) onto
continuous spectrum of H = −∆+ V :
ξ(t) = e−iH(t−s)Pcv − i
∫ t
s
e−iH(t−τ)PcF1(Raξ)dτ (4.4)
where ξ = Pcζ. We are going to prove the estimate for PcΩ(t, s) by showing that the nonlinear equation
(4.4) can be solved via contraction principle argument in an appropriate functional space. To this extent let
us consider the functional space
X1 := {u ∈ C(R, L2−σ(R3))| sup
t>s
(1 + (t− s)) 32 ‖u(t)‖L2
−σ
<∞}
endowed with the norm
‖u‖X1 := sup
t>s
{(1 + (t− s)) 32 ‖u(t)‖L2
−σ
} <∞
Note that the inhomogeneous term in (4.4) ξ0 = e
−iH(t−s)Pcv satisfies ξ0 ∈ X1 and
‖ξ0‖X1 ≤ CM‖v‖L2σ (4.5)
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because of (4.1). We collect the ξ dependent part of the right hand side of (4.4) in a linear operator
L(s) : X1 → X1
[L(s)ξ](t) = −i
∫ t
s
e−iH(t−τ)Pc[F1(Raξ)]dτ (4.6)
We will show that L is a well defined bounded operator from X1 to X1 whose operator norm can be made
less or equal to 1/2 by choosing ε1 sufficiently small. Consequently Id − L is invertible and the solution of
the equation (4.4) can be written as ξ = (Id− L)−1ξ0. In particular
‖ξ‖X1 ≤ (1− ‖L‖)−1‖ξ0‖X1 ≤ 2‖ξ0‖X1
which in combination with the definition of Ω, the definition of the norm X1 and the estimate (4.5), finishes
the proof of (i).
It remains to prove that L is a well defined bounded operator from X1 to X1 whose operator norm can
be made less than 1/2 by choosing ε1 sufficiently small.
‖L(s)ξ(t)‖L2
−σ
≤
∫ t
s
‖e−iH(t−τ)Pc‖L2σ→L2−σ‖F1(Raξ)‖L2σdτ
(4.7)
On the other hand
‖F1(Raξ)‖L2σ ≤ ‖〈x〉2σ(|ψE |1+α1 + |ψE |1+α2)‖L∞‖Raξ‖L2−σ ≤ (ε
1+α1
1 + ε
1+α2
1 )‖ξ‖L2−σ
and using the last three relations, as well as the estimate (4.1) and the fact that ξ ∈ X1 we obtain that
‖L(s)‖X1→X1 ≤ (ε1+α11 + ε1+α21 ) sup
t>0
(1 + |t− s|) 32
∫ t
s
1
(1 + |t− τ |) 32 ·
1
(1 + |τ − s|) 32 dτ
≤ (ε1+α11 + ε1+α21 ) sup
t>0
(1 + |t− s|) 32 1
(1 + | t−s2 |)
3
2
≤ C(ε1+α11 + ε1+α21 )
Now choosing ε1 small enough we get
‖L‖X1→X1 <
1
2
Therefore
‖PcΩ(t, s)‖L2σ→L2−σ ≤
C˜
(1 + |t− s|) 32
and
‖Ω(t, s)‖L2σ→L2−σ ≤ ‖Ra(t)‖L2−σ→L2−σ‖PcΩ(t, s)‖L2σ→L2−σ 6
C
(1 + |t− s|) 32
by Lemma 2.2.
(ii) Recall that
PcΩ(t, s)v = T (t, s)v + e
−iH(t−s)Pcv (4.8)
Denote:
T (t, s)v = W (t) (4.9)
then, by plugging in (4.4), W (t) satisfies the following equation:
W (t) = −i
∫ t
s
e−iH(t−τ)Pc[F1(Rae−iH(τ−s)Pcv)]dτ︸ ︷︷ ︸
f(t)
+[L(s)W ](t) (4.10)
By definition of T (t, s) (4.9) it is sufficient to prove that the solution of (4.10) satisfies
‖W (t)‖L2
−σ
≤

C‖v‖L1
|t−s| 12
for s ≤ t ≤ s+ 1
C‖v‖L1
(1+|t−s|) 32
for t > s+ 1
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Let us also observe that it suffices to prove this estimate only for the forcing terms f(t) because then we
will be able to do the contraction principle in the functional space in which f(t) will be, and thus obtain the
same decay for W as for f(t).
This time we will consider the functional space
X2 = {u ∈ C(R, L2−σR3)| sup
|t−s|>1
(1 + |t− s|) 32 ‖u‖L2
−σ
<∞, sup
|t−s|≤1
|t− s| 12 ‖u‖L2
−σ
<∞}
endowed with the norm
‖u‖X2 =
{
supt |t− s|
1
2 ‖u‖L2
−σ
for |t− s| ≤ 1
supt(1 + |t− s|)
3
2 ‖u‖L2
−σ
for |t− s| > 1
Now we will estimate f(t). First we will investigate the short time behavior of this term. If s ≤ t ≤ s+ 1.
Recall that F1(u) =
d
dτ g(ψE + τu) =
∂
∂ug(u)|u=ψEu+ ∂∂u¯g(u)|u=ψEu = guu+ gu¯u.
‖f(t)‖L2
−σ
≤ ‖〈x〉−σ
∫ t
s
e−iH(t−τ)PcF1(Rae−iH(τ−s)Pcv)dτ‖L2
For the term guRae
−iH(τ−s)Pcv we have
‖〈x〉−σ
∫ t
s
‖e−iH(t−τ)PcguRae−iH(τ−s)Pcvdτ‖L2
≤‖〈x〉−σ‖L2
∫ t
s
‖e−iH(t−s)eiH(τ−s)PcguRae−iH(τ−s)Pcv‖L∞dτ
≤
∫ t
s
C
|t− s| 32 sup ‖ĝu‖L
1‖v‖L1dτ ≤ C
‖v‖L1
|t− s| 12 sup ‖ĝu‖L
1 <∞
and for the term gu¯Rae
iH(τ−s)Pcv we have
‖〈x〉−σ
∫ t
s
‖e−iH(t−τ)Pcgu¯RaeiH(τ−s)Pcvdτ‖L2
≤ ‖〈x〉−σ‖L2
∫ s+ t−s4
s
‖e−iH(t+s−2τ)e−iH(τ−s)Pcgu¯RaeiH(τ−s)Pcv‖L∞dτ
+
∫ t
s+ t−s4
‖e−iH(t−τ)Pc‖L2σ→L2−σ‖〈x〉
σgu¯Rae
−iH(τ−s)Pcv‖L2dτ
≤
∫ s+ t−s4
s
C
|t+ s− 2τ | 32 sup ‖ĝu¯‖L
1‖v‖L1dτ +
∫ t
s+ t−s4
C
(1 + |t− τ)3/2 ‖〈x〉
σgu¯‖L2‖e−iH(τ−s)Pcv‖L∞dτ
≤ C ‖v‖L1|t− s| 12 sup(‖ĝu¯‖L
1 + ‖〈x〉σgu¯‖L2) <∞
There we used J-S-S type estimate; see Appendix for t = τ − s; |τ − s| ≤ 1. For the long time behavior of
f(t), we will split this integral into three parts to be estimated differently. For t > s+ 1,
f(t) =
∫ s+ 12
s
· · ·︸ ︷︷ ︸
I1
+
∫ t+s
2
s+ 12
· · ·︸ ︷︷ ︸
I2
+
∫ t
t+s
2
· · ·︸ ︷︷ ︸
I3
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Then for t > s+ 1,
‖I1‖L2
−σ
≤ ‖〈x〉−σ
∫ s+ 12
s
e−iH(t−s)PcF1(Rae−iH(τ−s)Pcv)dτ‖L2
≤ ‖〈x〉−σ‖L2
∫ s+ 12
s
‖e−iH(t−s)eiH(τ−s)PcguRae−iH(τ−s)Pcv‖L∞dτ
+ ‖〈x〉−σ‖L2
∫ s+ 12
s
‖e−iH(t+s−2τ)e−iH(τ−s)Pcgu¯RaeiH(τ−s)Pcv‖L∞dτ
≤ ‖〈x〉−σ‖L2
∫ s+ 12
s
C
|t− s| 32 ‖e
iH(τ−s)PcguRae−iH(τ−s)Pcv‖L1dτ
+ ‖〈x〉−σ‖L2
∫ s+ 12
s
C
|t+ s− 2τ | 32 ‖e
−iH(τ−s)Pcgu¯RaeiH(τ−s)Pcv‖L1dτ
≤ C‖〈x〉−σ‖L2
( 1
|t− s| 32 +
1
|t− s− 1| 32
) ∫ s+ 12
s
sup(‖ĝu‖L1 + ‖ĝu¯‖L1)‖v‖L1dτ
≤ C‖〈x〉−σ‖L2 sup(‖ĝu‖L1 + ‖ĝu¯‖L1)
1
(1 + |t− s|) 32 ‖v‖L
1
For the second integral we have
‖I2‖L2
−σ
≤
∫ t+s
2
s+ 12
‖e−iH(t−τ)Pc‖L2σ→L2−σ‖F1(Rae
−iH(τ−s)Pcv)‖L2σdτ
≤
∫ t+s
2
s+ 12
C
(1 + |t− τ |) 32 ‖〈x〉
σ|ψE |1+α‖L2‖e−iH(τ−s)Pcv‖L∞dτ
≤ C‖v‖L1
(1 + | t−s2 |)
3
2
∫ t+s
2
s+ 12
dτ
|τ − s| 32 ≤
C‖v‖L1
(1 + |t− s|) 32
I3 is estimated similiar to I2.
(iii) From (4.10) we have
〈x〉−σW (t) =
∫ t
s
〈x〉−σe−iH(t−τ)Pc[F1(Rae−iH(τ−s)Pcv)]dτ +
∫ t
s
〈x〉−σe−iH(t−τ)Pc[F1(RaW (τ))]dτ
Then
‖〈x〉−σW (t)‖L2tL2x ≤
∥∥∥ ∫ t
s
C
(1 + |t− τ |)3/2 ‖〈x〉
σF1(Rae
−iH(τ−s)Pcv)‖L2dτ
∥∥∥
L2t
+
∥∥∥ ∫ t
s
C
(1 + |t− τ |)3/2 (‖〈x〉
2σgu‖L∞ + ‖〈x〉2σgu¯‖L∞)‖〈x〉−σW (τ)‖L2xdτ
∥∥∥
L2t
≤ C‖K‖L1‖v‖L2 + ε1C‖K‖L1‖〈x〉−σW‖L2xL2t
Where K(t) = (1 + |t|)−3/2. For the term 〈x〉σF1(Rae−iHtPcv) = 〈x〉σ(guRae−iHtPcv + gu¯RaeiHtPcv) we
used ‖〈x〉2σgu‖L∞ and ‖〈x〉2σgu¯‖L∞ is uniformly bounded in t since |gu| = |gu¯| ≤ C(|ψE |1+α1 + |ψE |1+α2)
and the Kato smoothing estimate ‖〈x〉−σe−iHtPcv‖L2t (R,L2x) ≤ C‖v‖L2x . Choosing ε1 small enough we get
‖〈x〉−σW‖L2xL2t <∞. In other words T (t, s) ∈ L2t (R, L2 → L2−σ). And similarly
‖〈x〉−σW (t)‖L2x ≤
∫ t
s
C
(1 + |t− τ |)3/2 ‖〈x〉
σF1(Rae
−iH(τ−s)Pcv)‖L2dτ
+
∫ t
s
C
(1 + |t− τ |)3/2 (‖〈x〉
2σgu‖L∞ + ‖〈x〉2σgu¯‖L∞)‖〈x〉−σW (τ)‖L2xdτ
≤ C‖v‖L2 + ε1C‖〈x〉−σW‖L2x
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This finishes the proof of (iii), T (t, s) ∈ L2t (R, L2 → L2−σ) ∩ L∞t (R, L2 → L2−σ).
(iv) By Riesz-Thorin interpolation between (ii) and (iii) (the L∞t part) we get the desired estimates. 
The next step is to obtain estimates for Ω(t, s) and T (t, s) in unweighted Lp spaces.
Theorem 4.2 Assume that ‖〈x〉σψE‖H2 < ε1 (where ε1 is the one used in Theorem 4.1). Then there exist
constants C2, C
′
2 and C∞ for all t, s ∈ R the following estimates hold:
(i) ‖Ω(t, s)‖L2→L2 ≤ C2, ‖T (t, s)‖L2→L2 ≤ C2
(ii) ‖Ω(t, s)‖L1→L∞ ≤
C∞
|t− s| 32 , ‖T (t, s)‖L
1→L∞ ≤
{
C∞|t− s| 12 for |t− s| ≤ 1
C∞
|t−s| 32
for |t− s| > 1
(iii) ‖T (t, s)‖Lp′→L2 ≤ C′2, for p = 6
Remark 4.1 By Riesz-Thorin interpolation from (i) and (ii), and from (i) and (iii) we get
‖Ω(t, s)‖Lp′→Lp ≤
Cp
|t− s|3( 12− 1p )
, for all 2 ≤ p ≤ ∞
‖T (t, s)‖Lp′→Lp ≤
{
Cp|t− s|(
1
2− 1p ) for |t− s| ≤ 1
C
|t−s|3(
1
2
− 1
p
)
for |t− s| > 1 , for all 2 ≤ p ≤ ∞
‖T (t, s)‖Lp′→L2 ≤ Cp, for all 2 ≤ p ≤ 6
Proof of Theorem 4.2 Because of the estimate (4.2) and relation PcΩ = T + e
−iH(t−s)Pc, It suffices to
prove the theorem for T (t, s).
(i) To estimate the L2 norm we will use duality argument to make use of cancelations.
‖f(t)‖2L2 = 〈f(t), f(t)〉
=
∫ t
s
∫ t
s
〈e−iH(t−τ)PcF1(Rae−iH(τ−s)Pcv), e−iH(t−τ
′)PcF1(Rae
−iH(τ ′−s)Pcv)〉dτ ′dτ
=
∫ t
s
∫ t
s
〈F1(Rae−iH(τ−s)Pcv), e−iH(τ−τ
′)PcF1(Rae
−iH(τ ′−s)Pcv)〉dτ ′dτ
=
∫ t
s
∫ t
s
〈〈x〉σF1(Rae−iH(τ−s)Pcv), 〈x〉−σe−iH(τ−τ
′)PcF1(Rae
−iH(τ ′−s)Pcv)〉dτ ′dτ
≤
∫ t
s
∫ t
s
‖F1(Rae−iH(τ−s)Pcv)‖L2σ‖e−iH(τ−τ
′)PcF1(Rae
−iH(τ ′−s)Pcv)‖L2
−σ
dτ ′dτ
≤
∫ t
s
‖〈x〉σF1(Rae−iH(τ−s)Pcv)‖L2
∫ t
s
C
(1 + |τ − τ ′|)3/2 ‖〈x〉
σF1(Rae
−iH(τ ′−s)Pcv)‖L2dτ ′dτ
≤ C‖〈x〉σF1(Rae−iH(τ−s)Pcv)‖L2τL2x
∥∥∥ ∫ t
s
C
(1 + |τ − τ ′|)3/2 ‖〈x〉
σF1(Rae
−iH(τ ′−s)Pcv)‖L2xdτ
∥∥∥
L2τ
≤ C‖K‖L1‖〈x〉σF1(Rae−iHtPcv)‖2L2tL2x ≤ C‖v‖
2
L2 <∞
At the last line, K(t) = (1+ |t|)−3/2 and we used convolution estimate. For the term 〈x〉σF1(Rae−iHtPcv) =
〈x〉σ(guRae−iHtPcv + gu¯RaeiHtPcv) we used the Kato smoothing estimate ‖〈x〉−σe−iHtPcv‖L2t (R,L2x) ≤
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C‖v‖L2x . We will estimate L2 norm of L similiar to f .
‖L(s)W‖2L2 = 〈L(s)W,L(s)W 〉
= 〈
∫ t
s
e−iH(t−τ)PcF1(W (τ))dτ,
∫ t
s
e−iH(t−τ
′)PcF1(W (τ
′))dτ ′〉
=
∫ t
s
∫ t
s
〈F1(W (τ)), e−iH(τ−τ
′)PcF1(W (τ
′))〉]dτ ′dτ
≤
∫ t
s
(‖〈x〉σgu‖L∞ + ‖〈x〉σgu¯‖L∞)‖〈x〉−σW‖L2
×
∫ t
s
CK(τ − τ ′)(‖〈x〉σgu‖L∞ + ‖〈x〉σgu¯‖L∞)‖〈x〉−σW‖L2dτ ′dτ
≤ C‖〈x〉−σW‖L2xL2τ
∥∥∥ ∫ t
s
CK(τ − τ ′)‖〈x〉−σW‖L2xdτ ′
∥∥∥
L2τ
≤ C‖K‖L1‖〈x〉−σW‖L2τL2x <∞
By Theorem 4.1 (iii), ‖〈x〉−σW‖L2τL2x <∞.
Therefore we conclude ‖T (s, t)‖L2→L2 ≤ C and ‖Ω(s, t)‖L2→L2 ≤ C
(ii) Let us first investigate the short time behavior of the forcing term f(t). We will assume s ≤ t ≤ s+1,
‖f(t)‖L∞ = ‖
∫ t
s
e−iH(t−τ)PcF1(Rae−iH(τ−s)Pcv)dτ‖L∞
≤
∫ t
s
‖e−iH(t−s)Pc‖L1→L∞‖eiH(τ−s)PcguRae−iH(τ−s)Pcv‖L1dτ
+
∫ s+ t−s4
s
‖e−iH(t+s−2τ)Pc‖L1→L∞‖e−iH(τ−s)Pcgu¯RaeiH(τ−s)Pcv¯‖L1dτ
+
∫ t− t−s4
s+ t−s4
‖e−iH(t−τ)Pc‖L1→Linfty‖gu¯RaeiH(τ−s)Pcv¯‖L1dτ
+
∫ t
t− t−s4
‖e−iH(t+s−2τ)Pc‖L1→L∞‖e−iH(τ−s)Pcgu¯RaeiH(τ−s)Pcv¯‖L1dτ
≤
∫ t
s
C
|t− s| 32 sup ‖ĝu‖L1‖v‖L1dτ +
∫ s+ t−s4
s
C
|t+ s− 2τ | 32 sup ‖ĝu¯‖L1‖v‖L1dτ
+
∫ t− t−s4
s+ t−s4
C
|t− τ | 32 ‖gu¯‖L
1‖v‖L1dτ +
∫ t
t− t−s4
C
|t+ s− 2τ | 32 sup ‖ĝu¯‖L
1‖v‖L1dτ
≤ C ‖v‖L1|t− s| 12 (‖gu¯‖L1 + sup(‖ĝu‖L1 + ‖ĝu¯‖L1))
Now let us investigate the long time bevaviour of the forcing term f(t). We will assume t > s + 1 and
seperate f(t) into four parts as follows,
f(t) =
∫ s+ 14
s
· · ·︸ ︷︷ ︸
I1
+
∫ t− 14
s+ 14
· · ·︸ ︷︷ ︸
I2
+
∫ t
t− 14
· · ·︸ ︷︷ ︸
I3
We will start with I2 for which we are away from the singularities around τ = s and τ = t. Then for I1 and
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I3 we will use J-S-S type estimate to remove the singularities.
‖I2‖L∞ ≤
∫ t− 14
s+ 14
‖e−iH(t−τ)Pc(guRae−iH(τ−s)Pcv + gu¯RaeiH(τ−s)Pcv¯)‖L∞dτ
≤
∫ t− 14
s+ 14
C
|t− τ | 32 (‖guRae
−iH(τ−s)Pcv‖L1 + ‖gu¯RaeiH(τ−s)Pcv¯‖L1)dτ
≤
∫ t− 14
s+ 14
C
|t− τ | 32 (‖gu‖L1 + ‖gu¯‖L1)‖e
−iH(τ−s)Pcv‖L∞dτ
≤
∫ t− 14
s+ 14
C
|t− τ | 32 (‖gu‖L
1 + ‖gu¯‖L1)
‖v‖L1
|τ − s| 32 dτ
≤ C ‖v‖L1|t− s| 32 (‖gu‖L
1 + ‖gu¯‖L1)
‖I1‖L∞ ≤
∫ s+ 14
s
‖e−iH(t−s)PceiH(τ−s)PcguRae−iH(τ−s)Pcv‖L∞dτ
+
∫ s+ 14
s
‖e−iH(t+s−2τ)e−iH(τ−s)Pcgu¯RaeiH(τ−s)Pcv¯‖L∞dτ
≤
∫ s+ 14
s
C
|t− s| 32 ‖e
iH(τ−s)PcguRae−iH(τ−s)Pcv‖L1dτ
+
∫ s+ 14
s
C
|t+ s− 2τ | 32 ‖e
−iH(τ−s)Pcgu¯RaeiH(τ−s)Pcv¯‖L1dτ
≤
∫ s+ 14
s
C
( 1
|t− s| 32 +
1
|t− s− 1| 32
)
sup(‖ĝu‖L1 + ‖ĝu¯‖L1)‖v‖L1dτ
≤ C ‖v‖L1|t− s| 32
‖I3‖L∞ ≤
∫ t
t− 14
‖e−iH(t−τ)PcguRaeiH(t−τ)Pce−iH(t−s)Pcv‖L∞dτ
+
∫ t
t− 14
‖e−iH(t−τ)Pcgu¯RaeiH(t−τ)PceiH(t+s−2τ)Pcv¯‖L∞dτ
≤ C ‖v‖L1|t− s| 32
Now it remains to show that L(s)W is bounded in L∞. Again to remove the singularities we will split
the integral in different parts. Let us consider s ≤ t ≤ s+ 1,
L(s)W =
∫ t
s
e−iH(t−τ)PcF1(RaW (τ))dτ
=
∫ t
s
e−iH(t−τ)PcguRa
[ ∫ τ
s
e−iH(τ−τ
′)Pc[F1(Rae
−iH(τ ′−s)Pcv) + F1(RaW (τ ′))]dτ ′
]
dτ
+
∫ t
s
e−iH(t−τ)Pcgu¯Ra
[ ∫ τ
s
eiH(τ−τ
′)Pc[F1(Rae−iH(τ
′−s)Pcv) + F1(RaW (τ ′))]dτ ′
]
dτ
All the terms will be either of the following forms
L1 =
∫ t
s
e−iH(t−τ)PcguRa
∫ τ
s
e−iH(τ−τ
′)PcX(τ
′)dτ ′dτ
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L2 =
∫ t
s
e−iH(t−τ)Pcgu¯Ra
∫ τ
s
eiH(τ−τ
′)PcX(τ ′)dτ ′dτ
where X(τ ′) = guRae−iH(τ
′−s)Pcv, gu¯RaeiH(τ
′−s)Pcv¯, guRaW (τ ′), gu¯RaW (τ ′)
In what follows we will add eiH(t−τ) and e−iH(t−τ) terms after guRa and gu¯Ra then we will estimate the
terms in a similiar way as we estimated I1 and I3.
L1 =
∫ t
s
e−iH(t−τ)PcguRaeiH(t−τ)
∫ τ
s
e−iH(t−τ
′)PcX(τ
′)dτ ′dτ (4.11)
L2 =
∫ t
s
e−iH(t−τ)Pcgu¯RaeiH(t−τ)
∫ τ
s
e−iH(t−2τ+τ
′)PcX(τ ′)dτ ′dτ (4.12)
• For X(τ ′) = guRae−iH(τ ′−s)Pcv we have
‖L1‖L∞ ≤
∫ t
s
‖e−iH(t−τ)PcguRaeiH(t−τ)‖L∞→L∞
∫ τ
s
‖e−iH(t−s)Pc‖L1→L∞‖eiH(τ
′−s)PcguRae−iH(τ
′−s)Pcv‖L1dτ ′dτ
≤
∫ t
s
‖ĝu‖L1
∫ τ
s
C
|t− s| 32 ‖ĝu‖L
1‖v‖L1dτ ′dτ ≤ C
√
t− s‖v‖L1 ≤ C‖v‖L1 for s ≤ t ≤ s+ 1
‖L2‖L∞ ≤
∫ t− t−s4
s
‖e−iH(t−τ)Pc‖L1→L∞‖gu¯Ra
∫ τ
s
e−iH(τ−s)Pce−iH(τ
′−s)Pcgu¯RaeiH(τ
′−s)Pcv¯‖L1dτ ′dτ
+
∫ t
t− t−s
4
‖e−iH(t−τ)Pcgu¯RaeiH(t−τ)‖L∞→L∞
×
∫ τ
s
‖e−iH(t+s−2τ)Pc‖L1→L∞‖e−iH(τ
′−s)Pcgu¯RaeiH(τ
′−s)Pcv¯‖L1dτ ′dτ
≤
∫ t− t−s4
s
C
|t− τ | 32 ‖gu¯‖L
1
∫ τ
s
C
|τ − s| 32 ‖ĝu¯‖L
1‖v‖L1dτ ′dτ
+
∫ t
t− t−s4
‖ĝu¯‖L1
∫ τ
s
C
|t+ s− 2τ | 32 ‖ĝu¯‖L
1‖v‖L1dτ ′dτ ≤ C
√
|t− s|‖v‖L1
• For X(τ ′) = gu¯RaeiH(τ ′−s)Pcv¯ we have
‖L1‖L∞ ≤
∫ t
s
‖e−iH(t−τ)PcguRaeiH(t−τ)‖L∞→L∞
×
[ ∫ s+ t−s4
s
‖e−iH(t+s−2τ ′)Pc‖L1→L∞‖e−iH(τ
′−s)Pcgu¯RaeiH(τ
′−s)Pcv¯‖L1dτ ′
+
∫ t− t−s4
s+ t−s4
‖e−iH(t−τ ′)‖L1→L∞‖gu¯RaeiH(τ
′−s)Pcv¯‖L1dτ ′
+
∫ τ
t− t−s4
‖e−iH(t+s−2τ ′)Pc‖L1→L∞‖e−iH(τ
′−s)Pcgu¯RaeiH(τ
′−s)Pcv¯‖L1dτ ′
]
dτ
≤
∫ t
s
‖ĝu‖L1
[ ∫ s+ t−s4
s
C
|t+ s− 2τ ′| 32 ‖ĝu¯‖L
1dτ ′ +
∫ t− t−s4
s+ t−s4
C
|t− τ ′| 32 ‖gu¯‖L
1
C
|τ − s| 32 dτ
′
+
∫ τ
t− t−s4
C
|t+ s− 2τ ′| 32 ‖ĝu¯‖L1dτ
′
]
‖v‖L1dτ
≤ C
√
|t− s|‖v‖L1
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‖L2‖L∞ ≤
∫ t
s
‖e−iH(t−τ)Pcgu¯RaeiH(t−τ)‖L∞→L∞
[ ∫ s+ t−s4
s
‖e−iH(t−2τ+2τ ′−s)eiH(τ ′−s)PcguRae−iH(τ
′−s)Pcv‖L∞dτ ′
+
∫ τ
s+ t−s4
‖e−iH(t−2τ+τ ′)Pc‖L1→L∞‖guRae−iH(τ
′−s)Pcv‖L1dτ ′
]
dτ
≤
∫ t
s
‖ĝu¯‖L1
[ ∫ s+ t−s4
s
C
|t− 2τ + 2τ ′ − s| 32 ‖ĝu¯‖L
1‖v‖L1dτ ′ +
∫ τ
s+ t−s4
C
|t− 2τ + τ ′| 32 ‖gu¯‖L
1
‖v‖L1
|τ ′ − s| 32 dτ
′
]
dτ
≤ C
√
|t− s|‖v‖L1
• For X(τ ′) = guRaW (τ ′) and gu¯RaW (τ ′) we will change the order of integration,
‖L1‖L∞ ≤
∫ t
s
∫ t
τ ′
‖e−iH(t−τ)PcguRaeiH(t−τ)‖L∞→L∞‖e−iH(t−τ
′)Pc‖L1→L∞‖guRaW (τ ′)‖L1dτdτ ′
≤
∫ t
s
∫ t
τ ′
‖ĝu‖L1
C
|t− τ ′| 32 ‖〈x〉
σgu‖L2‖W‖L2
−σ
dτdτ ′
≤
∫ t
s
‖ĝu‖L1
C
|t− τ ′| 12 ‖〈x〉
σgu‖L2
C‖v‖L1
(1 + |τ ′ − s|) 12 dτ
′
≤ C
√
|t− s|‖v‖L1
‖L2‖L∞ ≤
∫ t
s
∫ t− t−τ′4
τ ′
‖e−iH(t−τ)Pc‖L1→L∞‖guRae−iH(τ−τ
′)PcguRaW (τ
′)‖L1dτdτ ′
+
∫ t
s
∫ t
t− t−τ′4
‖e−iH(t−τ)PcguRaeiH(t−τ)‖L∞→L∞‖e−iH(t+τ
′−2τ)PcguRaW (τ ′)‖L∞dτdτ ′
≤
∫ t
s
∫ t− t−τ′4
τ ′
C
|t− τ | 32 ‖gu¯‖L
2‖e−iH(τ−τ ′)Pc‖L2→L2‖guRaW (τ ′)‖L2dτdτ ′
+
∫ t
s
∫ t− t−τ′4
τ ′
‖ĝu‖L1
C
|t+ τ ′ − 2τ | 32 ‖guRaW (τ
′)‖L1dτdτ ′
≤
∫ t
s
C
|t− τ ′| 12 ‖gu¯‖L
2‖〈x〉σgu‖L∞‖W (τ ′)‖L2
−σ
dτ ′
+
∫ t
s
‖ĝu‖L1
C
|t− τ ′| 12 ‖〈x〉
σgu‖L2‖W (τ ′)‖L2
−σ
dτ ′
≤ C
√
|t− s|‖v‖L1
Similarly we will investigate the long time behavior of the operator L(s) for t > s+ 1.
L(s)W (t) =
∫ t− 14
s
· · ·︸ ︷︷ ︸
L3
+
∫ t
t− 14
· · ·︸ ︷︷ ︸
L4
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‖L3‖L∞ ≤
∫ t− 14
s
‖e−iH(t−τ)PcF1(RaW (τ))‖L∞dτ
≤
∫ t− 14
s
‖e−iH(t−τ)Pc‖L1→L∞‖F1(RaW (τ))‖L1dτ
≤
∫ t− 14
s
C
|t− s| 32 (‖〈x〉
σgu‖L2 + ‖〈x〉σgu¯‖L2)‖W‖L2
−σ
dτ
≤ C|t− s| 32
∫ t− 14
s
‖v‖L1
(1 + |τ − s|) 32 dτ ≤
C
|t− s| 32 ‖v‖L
1
In L4 we will plug in (4.10) once more:
L4 =
∫ t
t− 14
e−iH(t−τ)PcF1(RaW (τ))dτ
=
∫ t
t− 14
e−iH(t−τ)PcguRa
[ ∫ τ
s
e−iH(τ−τ
′)Pc[F1(Rae
−iH(τ ′−s)Pcv) + F1(RaW (τ ′))]dτ ′
]
dτ
+
∫ t
t− 14
‖e−iH(t−τ)Pcgu¯Ra
[ ∫ τ
s
eiH(τ−τ
′)Pc[F1(Rae−iH(τ
′−s)Pcv) + F1(RaW (τ ′))]dτ ′
]
dτ
Again we will add eiH(t−τ) and e−iH(t−τ) terms after guRa and gu¯Ra. Then all the terms will be similar
to L1, L2, (4.11)− (4.12) respectively. After seperating the the inside integrals into pieces, we will estimate
short time step integrals exactly the same way we did short time behavior by using JSS estimate, and the
other integrals will be estimated using the usual norms.
• For X(τ ′) = guRae−iH(τ ′−s)Pcv we have
‖L1‖L∞ ≤
∫ t
t− 14
‖e−iH(t−τ)PcguRaeiH(t−τ)‖L∞→L∞
[ ∫ s+ 14
s
‖e−iH(t−s)Pc‖L1→L∞‖eiH(τ
′−s)PcguRae−iH(τ
′−s)Pcv‖L1dτ ′
+
∫ t− 14
s+ 14
‖e−iH(t−τ ′)Pc‖L1→L∞‖guRae−iH(τ
′−s)Pcv‖L∞dτ ′
+
∫ τ
t− 14
‖e−iH(t−s)Pc‖L1→L∞‖eiH(τ
′−s)PcguRae−iH(τ
′−s)Pcv‖L1dτ ′
]
dτ
≤ C‖v‖L1|t− s| 32
‖L2‖L∞ ≤
∫ t
t− 14
‖e−iH(t−τ)Pcgu¯RaeiH(t−τ)‖L∞→L∞
×
[ ∫ s+ 14
s
‖e−iH(t+s−2τ)Pc‖L1→L∞‖e−iH(τ
′−s)Pcgu¯RaeiH(τ
′−s)Pcv¯‖L1dτ ′
+
∫ t− 14
s+ 14
‖e−iH(t−2τ+τ ′)Pc‖L1→L∞‖gu¯RaeiH(τ
′−s)Pcv¯‖L1dτ ′
+
∫ τ
t− 14
‖e−iH(t+s−2τ)Pc‖L1→L∞‖e−iH(τ
′−s)Pcgu¯RaeiH(τ
′−s)Pcv¯‖L1dτ ′
]
dτ
≤ C‖v‖L1|t− s| 32
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• For X(τ ′) = gu¯RaeiH(τ ′−s)Pcv¯ we have
‖L1‖L∞ ≤
∫ t
t− 14
‖e−iH(t−τ)PcguRaeiH(t−τ)‖L∞→L∞
×
[ ∫ s+ 14
s
‖e−iH(t+s−2τ ′)Pc‖L1→L∞‖e−iH(τ
′−s)Pcgu¯RaeiH(τ
′−s)Pcv¯‖L1dτ ′
+
∫ t− 14
s+ 14
‖e−iH(t−τ ′)‖L1→L∞‖gu¯RaeiH(τ
′−s)Pcv¯‖L1dτ ′
+
∫ τ
t− 14
‖e−iH(t+s−2τ ′)Pc‖L1→L∞‖e−iH(τ
′−s)Pcgu¯RaeiH(τ
′−s)Pcv¯‖L1dτ ′
]
dτ
≤
∫ t
t− 14
‖ĝu‖L1
[ ∫ s+ 14
s
C
|t+ s− 2τ ′| 32 ‖ĝu¯‖L
1dτ ′ +
∫ t− 14
s+ 14
C
|t− τ ′| 32 ‖gu¯‖L
1
C
|τ − s| 32 dτ
′
+
∫ τ
t− 14
C
|t+ s− 2τ ′| 32 ‖ĝu¯‖L
1dτ ′
]
‖v‖L1dτ
≤C ‖v‖L1|t− s| 32
‖L2‖L∞ ≤
∫ t
s
‖e−iH(t−τ)Pcgu¯RaeiH(t−τ)‖L∞→L∞
[ ∫ s+ 14
s
‖e−iH(t−2τ+2τ ′−s)eiH(τ ′−s)PcguRae−iH(τ
′−s)Pcv‖L∞dτ ′
+
∫ τ
s+ 14
‖e−iH(t−2τ+τ ′)Pc‖L1→L∞‖guRae−iH(τ
′−s)Pcv‖L1dτ ′
]
dτ
≤
∫ t
s
‖ĝu¯‖L1
[ ∫ s+ 14
s
C
|t− 2τ + 2τ ′ − s| 32 ‖ĝu¯‖L
1‖v‖L1dτ ′ +
∫ τ
s+ 14
C
|t− 2τ + τ ′| 32 ‖gu¯‖L
1
‖v‖L1
|τ ′ − s| 32 dτ
′
]
dτ
≤ C‖v‖L1|t− s| 32
• L1, L2 terms corresponding to X(τ ′) = guRaW (τ ′) and gu¯RaW (τ ′)
‖L1‖L∞ ≤
∫ t
t− 14
‖e−iH(t−τ)PcguRaeiH(t−τ)‖L∞→L∞
∫ τ
s
‖e−iH(t−τ ′)Pc‖L1→L∞‖guRaW (τ ′)‖L1dτ ′dτ
≤
∫ t
t− 14
‖ĝu‖L1
∫ τ
s
C
|t− τ ′| 32 ‖〈x〉
σgu‖L2
C‖v‖L1
(1 + |τ ′ − s|) 32 dτ
′dτ
≤
∫ t
t− 14
[ ∫ t+s
2
s
C
|t− τ ′| 32
C‖v‖L1
(1 + |τ ′ − s|) 32 dτ +
∫ τ
t+s
2
C
|t− τ ′| 32
C‖v‖L1
(1 + |τ ′ − s|) 32 dτ
]
dτ ′
≤ C‖v‖L1|t− s| 32
‖L2‖L∞ ≤
∫ t
t− 14
‖e−iH(t−τ)Pcgu¯RaeiH(t−τ)‖L∞→L∞
∫ τ
s
‖e−iH(t+τ ′−2τ)Pc‖L1→L∞‖guRaW (τ ′)‖L1dτ ′dτ
≤
∫ t
t− 14
‖ĝu¯‖L1
∫ τ
s
C
|t+ τ ′ − 2τ | 32 ‖〈x〉
σgu‖L2
C‖v‖L1
(1 + |τ ′ − s|) 32 dτ
′dτ
≤
∫ t
t− 14
[∫ τ+s
2
s
C
|t+ τ ′ − 2τ | 32
C‖v‖L1
(1 + |τ ′ − s|) 32 dτ +
∫ τ
τ+s
2
C
|t− τ ′| 32
C‖v‖L1
(1 + |τ ′ − s|) 32 dτ
]
dτ ′
≤ C‖v‖L1|t− s| 32
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Now combining all the above estimates we get
‖W (t)‖L∞ ≤
{
C|t− s| 12 for |t− s| ≤ 1
C
|t−s| 32
for |t− s| > 1
This finishes the proof of (ii).
(iii) We split f given by (4.10):
f =
∫ s+1
s
· · ·︸ ︷︷ ︸
I1
+
∫ t
s+1
· · ·︸ ︷︷ ︸
I2
For I1 integral, it suffices to show that ‖gu(τ)Rae−iH(τ−s)Pcv‖L2 ∈ L1τ [s, s + 1]. Since gu(τ) has bounded
derivatives we have ‖gu(τ)− gu(s)‖L3 ≤ C|τ − s|, then by Ho¨lder inequality in space,
‖(gu(τ) − gu(s))Rae−iH(τ−s)Pcv‖L2 ≤ ‖gu(τ) − gu(s)‖L3‖e−iH(τ−s)Pcv‖L6 ∈ L1τ
Now it suffices to show ‖gu(s)Rae−iH(τ−s)Pcv‖L2 ∈ L1τ . For any v˜ ∈ L2 we have
‖gu(s)Rae−iH(τ−s)Pcv‖L2 = 〈v˜, gu(s)Rae−iH(τ−s)Pcv〉 = 〈eiH(τ−s)Pcgu(s)Rav˜, v〉 ≤ ‖eiH(τ−s)PcRagu(s)v˜‖L6︸ ︷︷ ︸
∈L2τ
‖v‖L6/5
Since L2τ [s, s+ 1] →֒ L1τ [s, s+ 1], ‖eiH(τ−s)PcRagu(s)v˜‖L6 ∈ L1τ .
‖I2‖L2 ≤ C
( ∫ t
s+1
‖guRae−iH(τ−s)Pcv‖γ
′
Lρ′
dτ
) 1
γ′
+ C
( ∫ t
s+1
‖gu¯RaeiH(τ−s)Pcv¯‖γ
′
Lρ′
dτ
) 1
γ′
≤ C
( ∫ t
s+1
‖〈x〉σgu‖γ
′
L
3γ
2
‖e−iH(τ−s)Pcv‖γ
′
L2
−σ
dτ
) 1
γ′
+ C
( ∫ t
s+1
‖〈x〉σgu¯‖γ
′
L
3γ
2
‖eiH(τ−s)Pcv¯‖γ
′
L2
−σ
dτ
) 1
γ′
≤ C
( ∫ t
s+1
dτ
|τ − s|3( 12− 1p )γ′
) 1
γ′
<∞
At the first inequality we used Strichartz estimate with (γ, ρ) with γ > 2 and the last inequality holds since
3(12 − 1p )γ′ > 1 for p = 6 and γ > 2. Similarly we will estimate L(s)W .
‖L(s)W (t)‖L2 ≤ C
( ∫ t
s
‖guRaW + gu¯RaW‖γ
′
Lρ′
dτ
) 1
γ′
≤ C
( ∫ t
s
‖〈x〉σ(gu + gu¯)‖γ
′
L
3γ
2
‖W‖γ′
L2
−σ
dτ
) 1
γ′
≤ C
( ∫ t
s
1
(1 + |τ − s|)3( 12− 1p )γ′
) 1
γ′
<∞
Hence T (t, s) : Lp
′ → L2 is bounded for p = 6. This finishes the proof of part (iii) and the theorem. 
5 Appendix
5.1 J-S-S type estimates
In [14] the authors obtain the following estimate4:
Theorem 5.1 If W : Rn 7→ C has Fourier transform Ŵ ∈ L1(Rn) then for any t ∈ R and any 1 6 p 6 ∞
we have:
‖e−i∆tWei∆t‖Lp 7→Lp 6 ‖Ŵ‖L1
4Their theorem is stated differently but the proof can be easily adapted to obtain the advertised estimate
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In what follows we are going to generalize the estimate to the semigroup of operators generated by −∆+V :
Theorem 5.2 Assume V : Rn 7→ R and W : Rn 7→ C have Fourier transforms in L1(Rn). Then for any
T > 0 there exist a constant CT independent of W such that for any −T 6 t 6 T and any 1 6 p 6 ∞ we
have:
‖e−i(−∆+V )tWei(−∆+V )t‖Lp 7→Lp 6 CT ‖Ŵ‖L1.
One can choose CT = exp(2‖V̂ ‖L1T ).
The proof relies on existence of finite time wave operators:
Lemma 5.1 If V : Rn 7→ R has Fourier transform in L1(Rn) then for any T > 0 there exist a constant CT
such that for any −T 6 t 6 T and any 1 6 p 6∞ we have:
‖e−i(−∆+V )te−i∆t‖Lp 7→Lp 6 CT ‖Ŵ‖L1, ‖ei∆tei(−∆+V )t‖Lp 7→Lp 6 CT ‖Ŵ‖L1 .
One can choose CT = exp(‖V̂ ‖L1T ).
Proof of Lemma: Let
H = −∆+ V
then H is a self adjoint operator on L2 with domain H2, (note that V ∈ L∞,) hence it generates a group of
isometric operators:
e−iHt : L2 7→ L2, t ∈ R.
Consequently:
Q(t) = e−iHte−i∆t : L2 7→ L2, t ∈ R, (5.1)
is also a family of isometric operators. Their infinitesimal generators are:
dQ
dt
= −ie−iHtV e−i∆t = −i e−iHte−i∆t︸ ︷︷ ︸
Q(t)
ei∆tV e−i∆t︸ ︷︷ ︸
Q0(t)
Hence
Q(t) = Id − i
∫ t
0
Q(s)Q0(s)ds (5.2)
where
Q0(t) = e
i∆tV e−i∆t : Lp 7→ Lp, 1 6 p 6∞
is bounded uniformly by ‖V̂ ‖L1, see Theorem 5.1.
The contraction principle shows that for any T > 0 and any 1 6 p 6 ∞ the linear equation (5.2) has a
unique solution in the Banach space C([−T, T ], B(Lp, Lp)). Since on L2⋂Lp the solution is given by (5.1)
and L2
⋂
Lp is dense in Lp we obtain that for any −T 6 t 6 T and any 1 6 p 6∞, e−iHte−i∆t has a unique
extension to a bounded operator on Lp. Applying the Lp norm in (5.2) we get:
‖Q(t)‖Lp 6 1 +
∫ t
0
‖Q(s)‖Lp‖V̂ ‖L1ds
and by Gronwall inequality:
‖Q(t)‖Lp 6 e‖bV ‖L1 |t| 6 e‖bV ‖L1T , for− T 6 t 6 T.
A similar argument can be made for Q∗(t) = ei∆teiHt.
The Lemma is now completely proven.
Proof of Theorem 5.2: For H, Q and Q∗ as in the proof of the previous Lemma we have:
e−iHtWEiHt = e−iHte−i∆t︸ ︷︷ ︸
Q(t)
ei∆tWe−i∆t︸ ︷︷ ︸
Lp 7→Lp bounded
ei∆teiHt︸ ︷︷ ︸
Q∗(t)
.
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Hence using Theorem 5.1 and Lemma 5.1 we get for any 1 6 p 6∞ :
‖e−iHtWEiHt‖Lp 7→Lp 6 e2‖bV ‖L1T ‖Ŵ‖L1 , for − T 6 t 6 T.
The theorem is now completely proven.
Remark 5.1 To obtain the linear estimates in Section 4 we used Theorem 5.2 in the form:
‖eiHtWRae−iHt‖Lp 7→Lp 6 C‖Ŵ‖L1, for 0 6 t 6 1
where W is the effective potential induced by the nonlinearity, see next subsection, while Ra is the linear
operator defined in Lemma 2.2.
To see why the above estimate holds consider f ∈ Lp⋂L2⋂H0. Then by (2.19) we have for a certain
z = z(f) ∈ C :
eiHtWRae
−iHtf = eiHtWe−iHtf + zeiHtWψ0.
Theorem 5.2 applies directly to the first term on the right hand side, while for the second term we use, see
(2.21):
|z| 6 2‖f‖Lp
√∥∥∥∥∂ψE∂a2
∥∥∥∥
Lp′
+
∥∥∥∥∂ψE∂a1
∥∥∥∥
Lp′
,
1
p
+
1
p′
= 1
and the fact that ψ0 is an e-vector of H with e-value E0 < 0 hence
‖eiHtWψ0‖Lp = ‖eiHtWe−iHteiE0tψ0‖Lp 6 C‖Ŵ‖L1‖ψ0‖Lp ,
where again we used Theorem 5.2.
5.2 Smoothness of the effective potential
In this section we will prove Proposition 2.2 i.e. ĝ′(ψE) and
̂
( g(ψE)ψE )
From by Corollary 2.1, we have ψE ∈ H2 which implies ψE ∈ Lp for 2 ≤ p ≤ ∞. Also from (1.3), by
integrating, we get |g′(s)| ≤ C(|s|1+α1 + |s|1+α2). Hence |g′(ψE)| ≤ C(|ψE |1+α1 + |ψE |1+α2) ∈ L2 and
|g′′(ψE)| ≤ C(|ψE |α1 + |ψE |α2) ∈ L∞. Now we have
‖ĝ′(ψE)‖L1 = ‖
1
1 + |ξ|2 (1 + |ξ|
2)ĝ′(ψE)‖L1
≤ ‖ 1
1 + |ξ|2 ‖L2‖(1 + |ξ|
2)ĝ′(ψE)‖L2
≤ C(‖ĝ′(ψE)‖L2 + ‖∆̂g′(ψE)‖L2)
≤ C(‖ g′(ψE)︸ ︷︷ ︸
∈L2
‖L2 + ‖∆g′(ψE)‖L2)
So it suffices to show that ∆g′(ψE) ∈ L2. Similarly it is enough to show that ∆( g(ψE)ψE ) ∈ L2.
∆g′(ψE) = g′′′(ψE)|∇ψE |2 + g′′(ψE)︸ ︷︷ ︸
∈L∞
∆ψE︸ ︷︷ ︸
∈L2
(5.3)
and
∆(
g(ψE)
ψE
) = (
g′′(ψE)
ψE
− 2g
′(ψE)
ψ2E
+ 2
g(ψE)
ψ3E
)|∇ψE |2 + (g
′(ψE)
ψE
− g(ψE)
ψ2E︸ ︷︷ ︸
∈L∞
)∆ψE︸ ︷︷ ︸
∈L2
(5.4)
We will use the following comparison theorem proved in [8, Theorem 2.1] to get the upper bound for the
∇ψE and lower bound for ψE :
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Theorem 5.3 Let ϕ ≥ 0 be continuous on R3 \K and A ≥ B ≥ 0 for some closed set K. Suppose that on
R3 \K, in the distributional sense,
∆|ψ| ≥ A|ψ|; ∆ϕ ≤ Bϕ
and that |ψ| ≤ ϕ on ∂K and ψ, ϕ→ 0 as x→∞. Then |ψ| ≤ ϕ on all of R3 \K.
Note that ∂ψE∂x1 and ψE are continuous and
∂ψE
∂x1
, ψE → 0 as |x| → ∞. Hence
∣∣∣ g(ψE)ψE ∣∣∣ ≤ C(|ψE |1+α1 +
|ψE |1+α2)→ 0 as x→∞.
First we need the standard upper bound for ψE ≥ 0. For any A < −E, there exists CA depending on A such
that ψE ≤ CAe−
√
A|x|. Indeed if R is sufficiently large, on R3 \B(0, R) we have
∆ψE = [−E + V (x) + g(ψE)
ψE
]ψE ≥ AψE , and ∆ϕ = Aϕ− 2
√
A
|x| ϕ ≤ Aϕ
and on ∂B(0, R) we have ψE ≤ CAe−
√
A|x| for CA big enough. Then by Theorem 5.3 we have ψE ≤
CAe
−
√
A|x| on R3 \B(0, R).
To get the lower bound for ψE we will choose ϕ = ψE and ψ = Ce
−√A2|x| in Theorem 5.3. On R3 \B(0, R),
fix ε > 0, A2 ≥ −E + 2ε and choose R large enough such that 2
√
A2
|x| ≤ ε for |x| ≥ R. Then from (2.2) we
have
∆ψE = [−E + V (x)]ψE + g(ψE) ≤ [−E + V + g(ψE)
ψE
]ψE ≤ (−E + ε)ψE
and for A2 ≥ −E + 2ε we have
∆ψ = A2ψ − 2
√
A2
|x| ψ ≥ (−E + ε)ψ
Choose C such that Ce−
√
A2|x| ≤ ψE on ∂B(0, R). Then by theorem 5.3, we have Ce−
√
A2|x| ≤ ψE for
|x| > R.
We will show that for ψ = ∂ψE∂x1 and ϕ = Ce
−√A1|x| where A1 < −E hypothesis of the theorem 5.3 is satisfied.
Differentiating the eigenvalue equation (2.2) with respect to x1 we get
∆
∂ψE
∂x1
= [−E + V (x)]∂ψE
∂x1
+ g′(ψE)
∂ψE
∂x1
+
∂V
∂x1
ψE
Let
f± = max{0,±f} and S≤ = {x ∈ R3|
∣∣∣∂ψE
∂x1
∣∣∣ ≤ ψE} and S≥ = {x ∈ R3|∣∣∣∂ψE
∂x1
∣∣∣ ≥ ψE}
Fix A1 < −E, choose R large enough such that −E + V (x) + g′(ψE) −
∣∣∣ ∂V∂x1 ∣∣∣ ≥ A1 on |x| ≥ R. Let
S = S≤ ∪B(0, R), then on R \ S we have
∆
∣∣∣∂ψE
∂x1
∣∣∣ ≥ A1∣∣∣∂ψE
∂x1
∣∣∣
Now, by continuity of ∂ψE∂x1 there exists C1 such that
∣∣∣∂ψE∂x1 ∣∣∣e√A1|x| ≤ C1 on |x| = R. Since both on ∂ψE∂x1 and
ψE are continuous we have
∣∣∣∂ψE∂x1 ∣∣∣ = ψE ≤ C2e√A1|x| on ∂S≤. So on ∂S, we have ∣∣∣∂ψE∂x1 ∣∣∣ ≤ max{C1, C2}e√A1|x|
Therefore by theorem 5.3, we have |∇ψE | ≤ Ce−
√
A1|x|
Now we can prove Proposition 2.2
Proof of Proposition 2.2 By (H2’) we have |g′′′(s)| < C
s1−α1
+ Csα2−1, s > 0, 0 < α1 6 α2; then
|g′′′(ψE)|∇ψE |2| ≤ C
ψ1−α1E
|∇ψE |2
and
|(g
′′(ψE)
ψE
− 2g
′(ψE)
ψ2E
+ 2
g(ψE)
ψ3E
)|∇ψE |2| ≤ C
ψ1−α1E
|∇ψE |2
Using the estimates for |∇ψE | and ψE and choosing 2
√
A1 >
√
A2, we get that ∆g
′(ψE),∆(
g(ψE )
ψE
) ∈ L2.
Hence we get the desired estimates for ĝ′(ψE) and
ĝ(ψE)
ψE
.
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