This paper proposes a content-based temporal video segmentation system that integrates syntactic (domain-independent) and semantic (domain-dependent) features for automatic management of video data. Temporal video segmentation includes scene change detection and shot classi cation. The proposed scene change detection method consists of two steps: detection and tracking of semantic objects of interest speci ed by the user, and an unsupervised method for detection of cuts, and edit e ects. Object detection and tracking is achieved using a region matching scheme, where the region of interest is de ned by the boundary of the object. A new unsupervised scene change detection method based on 2-class clustering is introduced to eliminate the data dependency of threshold selection. The proposed shot classi cation approach relies on semantic image features and exploits domain-dependent visual properties such as shape, color, and spatial con guration of tracked semantic objects. The system has been applied to segmentation and classi cation of TV programs collected from di erent channels. Although the paper focuses on news programs, the method can easily be applied to other TV programs with distinct semantic structure.
Introduction
Content-based data access is a fundamental requirement for networked multimedia applications, including video-on-demand, news-on-demand and interactive video 1], 2]. A video stream is a temporally evolving medium, where content changes occur due to object/camera motion, cuts, and special e ects. Temporal video segmentation, which constitutes the rst step in content-based video analysis, refers to breaking the input video into temporal segments with uniform content. Manually partitioning an input video and annotating it with keywords or text 3], 4] is ine cient and inadequate: Manual segmentation is an expensive, time consuming process, and the assigned textual attributes tend to be subjective and vary from one user to another. Thus, visual content descriptors that facilitate automatic annotation of the input video need to be developed to complement textual descriptors. Contentbased temporal video segmentation is mostly achieved by detection of camera shots, where each shot refers to a sequence of frames generated during a single operation of the camera. Shot detection is usually performed by computing frame similarity metrics to distinguish intrashot variations (introduced by object/camera movement, and changes in lighting) from intershot variations (introduced by cuts and gradual transitions). The nature of frame similarities in broadcast TV was rst systematically studied by Seyler 5] , who proved that the gamma distribution provides a good t to the probability density function of frame di erences. Coll and Choma 6] used the average of the magnitudes of the di erences between corresponding blocks of consecutive frames as a frame di erence measure and showed that this measure is able to locate scene changes. They also performed an extensive experimental study on di erent types of video data and showed that time intervals between successive scene changes follow a Poisson distribution whose parameters depend upon the nature of the underlying video.
A vast majority of frame similarity comparison methods proposed in the literature employ pixel or histogram-based techniques; the comparison may be carried out on the entire frame or be limited to certain regions of interest in each frame 7] . The use of histograms for comparison is the more favored approach, since the histogram takes into account the global intensity/color characteristics of each frame, and is more robust to noise and object motion. Several modi cations to the basic scheme of frame-by-frame comparison have been proposed to improve detection performance. A ve-frame comparison scheme was proposed by Otsuji et al. in 8] . Otsuji and Tonomura 9] introduced the projection detection lter to detect the highest di erence in consecutive frame histogram di erences over a period of time. Zhang et al. 10] proposed the twin-comparison approach which performs an extensive motion analysis to check whether an actual scene change has occurred or not. A model-driven approach to video segmentation was presented by Hampapur et al. 11] , where models for video edit e ects are developed and shot boundary extraction is carried out based on these models. These temporal video segmentation methods are independent of the type of the video and called syntactic methods. A number of syntactic temporal segmentation methods were also proposed in the compressed video domain 12], 13], 14] .
In addition to syntactic methods, domain-dependent techniques have been proposed to describe the semantic characteristics of video streams; these methods rely on speci c application data models to characterize the input data, and are aptly dubbed semantic methods 1]. Swanberg et al. 15] introduced such a method for identifying desired objects, shots, and episodes prior to insertion of the video clips into databases. The method exploits the spatial structures of the video data without analyzing object motion, and identi es prede ned key data features to detect camera cuts. Zhang et al. 16] have used an extended form of this approach for knowledge-guided parsing of news videos. Their model rst segments the video data into shots, and locates candidate anchorperson shots. These candidate shots are then classi ed by region-based model matching which investigates motion variations within di erent image regions.
Both syntactic and semantic segmentation methods have certain desirable properties as well as disadvantages. The fundamental drawback of syntactic methods is that while the assumption of domain independence is valid for computation of similarity metrics, it clearly does not apply to the decision criteria, i.e. selection of the scene change detection threshold. Furthermore, localization of the temporal regions of interest within the video sequence is not possible when only syntactic techniques are employed. On the other hand, selection and extraction of the appropriate semantic features with which to describe a video sequence, and developing a general semantic model for the video process is a challenging task 1], 17].
As a practical solution, this paper proposes an automatic method for temporal video segmentation and shot classi cation by integration of syntactic and semantic techniques. Speci cally, we propose (i) a practical method for localization of TV programs by semantic object detection and tracking, and (ii) an unsupervised syntactic temporal segmentation method that eliminates the need for threshold selection. The proposed system consists of two processing modules -temporal segmentation and domain-speci c shot classi cationeach of which is described in Sections 2 and 3, respectively. An application data model which describes the application-related semantic properties of the video is also described.
We present our results on the news portion of the TV broadcast, since a TV news program is a good example of video with a distinct structural model. The temporal syntax (episode) of a news video is usually very straightforward -a series of news units interleaved with commercials. Each news unit includes anchorperson shot(s) at its beginning and/or end, with some relevant news footage. Furthermore, each TV channel has a representative semantic object, i.e. the channel logo, that is displayed only during news programs. A detailed block diagram of the system is given in Figure 1 . In particular, in the temporal segmentation module, we perform channel logo detection and tracking to specify a frame as a news frame if it includes the channel logo. An unsupervised syntactic shot detection technique is then employed over the selected news frames to extract news shots. Next, each news shot is classi ed by the classi cation module as anchorperson or news footage, on the basis of the semantic properties imposed by the application data model (possible anchorperson shot layouts). This is achieved by color classi cation for face detection. Shot classi cation is nalized by rule-based merging of anchorperson and news footage shots into news units; a structural model of the entire news program is used to construct each unit. Metadata 18], e.g. frame number, the rst and the last frames of each shot, number of shots included in each news unit, and edit information, is provided at the output index le to facilitate retrieval. The presented scheme aims to answer such queries as \ nd news programs in a TV broadcast video," \skip to next news item," \ nd the weather report," \ nd all edit e ects," \ nd channel X news," etc. Although the results focus on news programs, the method can easily be applied to other TV programs with distinct semantic structure. Section 5 summarizes results obtained on real video sequences collected from di erent TV channels. Conclusions and further directions are given in Section 6.
Temporal Video Segmentation
Temporal video segmentation can be de ned as \choosing a temporal interval based on a certain criterion " 4, 17] . In the following, we propose a temporal segmentation method which integrates domain-dependent video features, i.e. color and shape of semantic objects, object locations, with domain-independent video features to nd the location of cuts, gradual transitions, edit e ects. The proposed method consists of two steps: the rst step (Section 2.1) uses semantic properties of the video, speci cally applies an initial temporal segmentation by extracting semantic video object(s), while the second (Section 2.2) uses only syntactic elements and detects camera shots by unsupervised clustering of color histogram similarities between video frames. It should be noted that the ordering of syntactic and semantic segmentation steps can be interchanged depending on the properties of the semantic object of interest (size, frequency of occurrence, duration of existence within a shot, etc.) and the input video stream. If the object of interest is encountered in only a brief portion of the input video, or if it exists only in certain frames within some of the shots (e.g. TV rating logos), it may be computationally more e cient to employ syntactic shot detection rst, followed by semantic processing of the selected shots. On the other hand, initial semantic processing generally reduces the size of the input data set, and hence alters the class means the clustering algorithm of syntactic segmentation converges to. This in turn may change the number and locations of the detected shot boundaries and the sensitivity to gradual transitions. A priori information about the input video characteristics and the semantic object(s) should be used to determine the optimum ordering for a particular application.
Video Partitioning by Tracking of Semantic Objects
Semantic temporal segmentation aims to distinguish video frames that contain a certain semantic video object from those that do not. This approach yields accurate localization of the temporal region(s) of interest in the video, and helps reduce the data for further processing. Object tracking using region matching, where the boundary of the object is modeled by a polygon, is the technique we employ for semantic temporal segmentation. A owchart of the semantic segmentation algorithm is depicted in Figure 2 . It is assumed that template frames containing semantic objects of interest are stored in the application data model database. Detection and tracking can be performed using all the available template frames, or a subset selected by the user. Tracking is initialized by rst detecting a model template frame that matches the initial input video frame. Detection is based on thresholding the matching error between the region de ned by the boundaries of the semantic object(s) in the template frame and the corresponding region in the input frame. If the error is less than a threshold, the object is then tracked in subsequent frames, until the region matching error exceeds the threshold, in which case it is deduced that the object does not exist in that frame. This scheme is repeated for the all remaining semantic objects in the model database. If no match can be established, it is decided that no semantic object exists in that frame. Threshold selection is relatively simple, since there is a large gap in the value of the match error function for the frames with and without the semantic object.
Region Tracking
The region tracking scheme integrates three semantic features-shape, motion, and luminanceof the object. The main idea of our region tracking scheme is to estimate interframe motion vectors at a number of feature points, and then perform forward motion compensation by means of a global or local parametric mapping. Assuming that the semantic object is a rigid object, object tracking can be performed by nding displacement vectors at the vertex points of the boundary polygon and then warping the contents of the object in the reference frame onto the current frame by means of a global parametric model (a ne, bilinear, etc.) T accounts for spatial translations, s x and s y are scale factors in the x and y directions, and x and y are the corresponding rotation angles. In case the semantic object undergoes a more complex interframe spatial transformation, a ne, bilinear or perspective mappings can also be employed for object tracking. The parameters of the spatial mapping can be easily estimated from correspondences between vertex points at times t = t 1 and t = t 2 24] .
We can also account for possible intensity variations within the semantic object-to-betracked by modeling the pixel intensity levels as G c = G r + , where G c is the intensity of a pixel in the current frame, G r is the intensity of the same pixel at the reference frame, and and are the contrast and brightness parameters, respectively. The optimal parameters , and M, d are found to minimize the region matching error function Since we present results on TV news programs, we use the channel logo as a semantic object for labeling frames as \news frames" and \others." Furthermore, the size and location of the logo can be used as additional features in distinguishing the weather forecast frames within the news program (see Figure 9 (c), (d)).
Unsupervised Scene Change Detection
We have implemented an unsupervised syntactic segmentation scheme on the detected temporal region of interest frames to extract potential camera shots. The syntactic approach for temporal segmentation is domain-independent; i.e. the procedure is robust and applicable to all types of input data without any a priori knowledge.
As discussed in Section 1, syntactic segmentation techniques rely on appropriate thresholding of frame similarity metrics for detection of scene changes. Reported studies on the statistical behavior of frame di erences 6], 26] clearly show that a threshold that is appropriate for one type of video data will not yield acceptable results for another type of input. To overcome this major drawback, we suggest an alternative method which is unsupervised for scene change detection. We formally treat syntactic video segmentation as a 2-class clustering problem, where the two class labels are \scene change" or \no scene change", and propose to determine frames of interest applying the K-means clustering algorithm 27] on color histogram similarity measure between successive frames. The main obstacle in the K-means algorithm, the selection of the number of classes, is thus avoided; it is also possible to increase the number of features used, or to enhance the results by selecting alternative performance indices.
Our scene change detection algorithm can be summarized in two steps. First, we compute the color-content dissimilarity of each frame pair using a frame comparison metric 2], 4]; these metric values are then classi ed into two classes using the K-means algorithm. The performance index used is Euclidean distance, and the initial cluster means for the K-means algorithm are selected arbitrarily. From among the di erent comparison metrics reported in the literature 1], we have selected two that are histogram-based; namely, the 2 -test and histogram di erence:
Here, H k (i) and H k+1 (i) denote the color histograms of the kth and (k + 1)th frames in the sequence, respectively; i denotes one of the G possible gray levels. The main advantage of the use of color histograms is that they are rotation and translation invariant for a constant background. Along with the RGB color coordinates, we have also considered the YUV color space, motivated by its adoption in MPEG applications. It has also been shown 14] that the luminance and chrominance information in the YUV color space can be interpreted independently for scene change detection. Note that this clustering scheme also provides us with video edit e ect information. The location of edit e ects, i.e. dissolve, fade-in and fade-out frames, are speci ed as those temporally adjacent frames (or closer than a speci ed number of frames, T e ) which are all detected as scene change frames. Furthermore, the length of the edit e ect is set equal to the number of these successive change frames. We summarize the steps of the unsupervised scene change detection algorithm in the following:
Step 1: Specify frame proximity parameter T e for edit e ect detection.
Step 2: Compute the color histogram comparison metric (Eq. (3) or (4)) for each video frame pair within the region of interest.
Step 3: Cluster frame dissimilarities into two classes using K-means algorithm:
Step 3a: Artbitrarily select initial cluster means,
1 ;
(1) 2
Step 3b: Assign each sample to the class of the nearest cluster mean
Step 3c: Update the cluster means Step 3d: If Step 4: Label all frames in the cluster with the largest mean as scene changes
Step 5: Label frames between two successive scene changes as scene changes if the two scene change point are closer than T e
Step 6: Label temporally adjacent scene change frames as edit e ect (fade, dissolve or wipe) frames.
Step 7: Mark camera shot boundaries.
Shot Classi cation and Grouping
In this section we present our shot classi cation and grouping method which utilizes application-dependent semantic properties of TV programs. The speci c application that we consider here is news-on-demand; thus, in the rest of the section, we will present the proposed scheme in a form compatible with news-on-demand systems. The domain-speci c content-based shot classi cation and interpretation module shown in Figure 1 takes as its input the potential news shots obtained by the temporal segmentation module. It involves classi cation of each segmented video shot, and construction of news units. This is followed by selection of a set of key frames to represent the visual content of each news unit. The rst step considers classi cation of potential news shots into two classes, \anchorper-son" and \news footage," based on the spatial con guration of the semantic objects of interest (anchorpersons and channel logo) within a frame. Analysis for shot classi cation is carried out on a limited number of frames within each shot. Ideally, performing shot classi cation of any arbitrary frame of a given shot would yield the same outcome, since it is assumed that content remains relatively uniform within each shot (esp. the anchorperson shots). However, due to errors that may be committed during shot boundary detection, some news footage and anchorperson frames may be falsely merged into a single shot. In order to undo such errors and to re ne the shot boundaries, we have devised the technique depicted in Figure 3 . We initially consider the rst and the last frames of each shot, and perform classi cation on these. If both frames are assigned the same label, that label is assigned to the entire shot. Otherwise, the last frame of the shot is dropped, and classi cation is repeated for the frame before last. This procedure continues until a frame whose label matches that of the rst frame is found; the dropped frames are added to the next shot. Other reference points can also be used in the shot re nement process; e.g. the rst frame may be dropped instead of the last and merged with the previous shot in the case of a label mismatch.
Separation of Objects of Interest Based on Skin Detection
This step involves separation of objects of interest (in our case, faces) from the rest of the image, followed by geometric hashing 28], 29], 30]. The detection of skin regions (for face detection) is performed using an adaptive thresholding scheme 31]. The color threshold for facial skin is estimated automatically from a \skin example." The method can be rendered more robust through the addition of a training module for threshold selection; however, since studio lighting in anchorperson frames tends to remain fairly constant, the training step is skipped. The possible location(s) of anchorperson(s) within a frame are generally limited and can be accurately described by the cinematic properties of the frame 32]. The types of shots that can be used to characterize anchorperson shots are shown in Figure 4 . In order to take advantage of this quality, we have selected 5 template frames that are depicted in Figure 12 ; the fth template is the mirror image of Figure 12 (d). The spatial con gurations of the objects included in these shots, shown in Figure 13 , are used to limit the region of interest during skin detection and reduces the possiblity of false labeling. Let ROI de ne the region of interest at each anchorperson template, and y i;j = Y i;j U i;j V i;j ] denote the observed color vector at pixel (i; j) 2 ROI for the color channels Y , U and V . Let x i;j = c, c = 1; 2 indicate that the pixel (i; j) belongs to class c. Using Bayes' rule, the classi cation of the ROI into \skin" and \background" classes can be achieved by maximizing the a posteriori probability of the classi cation labels given the observed data, p(xjy), where x and y denote the lexicographic ordering of the classi ed and observed ROI, respectively. By assuming the conditional independence of color channels, the joint conditional a posteriori probability density function, p(yjx), can be expressed as ];
where the initial values of (8) in the YUV color space. Therefore, c and C c determine the center and principal axes of this ellipse. At each pixel, c ij values can be calculated for the skin and background classes using Eq. (7). Then, for each pixel, we perform pixel-based color classi cation using the binary hypothesis test described as follows: c ij > < t b ; c = 1; 2:
Here t b indicates the estimated skin color threshold. The hypothesis testing is followed by the MAP rule to classify pixels which are found to belong to more than one class.
Spatial Template Matching
The spatial con gurations of objects (anchorpersons and channel logo) are checked before a shot is labeled, even though detected skin regions distinctly specify the location and the number of anchorpersons. This is achieved by geometric hashing, an e cient method for indexing spatial image features that allows spatial structure-based searches in a contentbased image indexing/retrieval system. First the objects of interest are speci ed by the minimum bounding rectangles of skin segments within the ROI and the channel logo, based on all anchorperson templates in the application model database. Figure 13 illustrates the minimum bounding rectangles for anchorperson templates considered in our application data model. A hashing table (O i ; O j ; r ij ) is then de ned for these anchorperson templates. Let O i and O j denote two objects selected in an anchorperson template and r ij be the spatial relationship between these objects. Using the centroid of each object for its spatial position, each object is considered as a point in the video frame. Therefore, a hashing function (in our application, the Euclidean metric) that ranks each object in the x and y directions can be used to hash the set of (O i ; O j ; r ij ). This allows us to map the relationship between any two objects in an anchorperson frame and to nd the mapping in a way that satis es all the spatial constraints speci ed by the anchorperson templates stored in the application model database. These spatial constraints are that the hash table should not allow any collisions (perfect hash function), and that it should be developed using a minimal space (minimal perfect hash function). The complexity of a matching operation depends on the number of possible pairings of objects and it is given by O(m), where m is the number of di erent triplets in the hashing table.
Three of the templates used in the classi cation of TV news programs include two objects (anchorperson and logo), while the remaining two have three (two anchorpersons and logo) and four (three anchorpersons and logo) objects, respectively. Note that none of these templates contain the same object con guration, nor is any of them a subset of another template; hence the hash table does not allow any collisions. Obviously, skin detection followed by the spatial con guration matching prevents most of the false alarms which may arise during shot classi cation, but cannot eliminate all misclassi cations, like classifying an interview shot as an anchorperson shot.
Grouping of Shots into News Units
Shot classi cation is nalized by grouping individual shots using the news episode, i.e. by combining consecutive anchorperson-news footage shot(s) into news units according to a set of prede ned rules. In general, the manner in which shots are grouped will be individual to di erent types of programs and applications. The scheme presented is appropriate for applications that aim to provide direct access to content in a news program. It may be argued that, since anchor shots convey little or no visual information about the subject matter, they need not be considered in a visual representation of the news program. However, the audio or close-captioning data associated with the anchor shots can later be utilized to provide a textual summary about the related news footage. Moreover, maintaining the anchorperson shots during grouping provides a compact representation with well-de ned boundaries and a structure that is familiar to the user. How di erent shots will be grouped is de ned by the application data model that characterizes the input video stream. For news programs we consider di erent combinations: the anchorperson shot(s) followed by a commercial are combined with the last news unit; the anchorperson shot(s) between two commercial breaks are taken as a news unit; the news footage shot(s) following a commercial are considered as a part of the next news unit. These and other rules used for shot grouping are shown in Figure 5 for all possible shot combinations. Because each shot consists of many frames, in practice, it is desirable to reduce the data using key frames that represent the content. For each news unit, the rst frame of each \anchorperson" and \news footage" shot is taken as the representative key frame for that particular shot. Thus, the number of key frames used to represent the news unit is equal to the number of shots included in the news unit. This simple key frame selection method is well suited to our application, since the idea behind our shot classi cation scheme is to distinguish the anchorperson shots from others, rather than to give a conceptual interpretation of each detected shot. However, other application dependent key frame selection methods, i.e. object-33] or similarity-based 14] techniques, can also be used.
Annotation of News Units for Indexing
After the extraction of news units, each individual unit is annotated by a set of descriptive features, which can then be used to index the units into a database. The selected descriptive features, stored in a separate le or a le header along with the video data, are designed to serve several purposes. At the simplest level, the annotation le provides a textual summary or transcript of the news program. Searching the le using text-based methods facilitates browsing and also allows for low-level searches on the news video. The ultimate goal of the proposed system is to index news video according to its content for e cient storage in a database and to provide quick browsing capabilities. The descriptive features that are provided for news units are summarized below. Also listed are the functionalities that are provided by each feature.
Feature Functionality
A set of key frames * Representing the visual content of the shot for each shot * Quick browsing through all news units * Facilitate content-based searches * Find patterns of interest in video stream News unit number * Quick access to desired news unit Number of shots * Determinelength/structure of news unit in each news unit * Facilitate production/style-related queries Start and endpoints * Quick browsing through shots in news unit for each shot * Facilitate production/style-related queries Edit e ect info * Facilitate production/style-related queries (fades/dissolves) Table 1 : Set of descriptive features used for annotation of news units.
Apart from these attributes, which are derived automatically by the news parser, the complete framework provided in the paper is capable of the following functionalities for high-level semantic processing of the video data:
Automatic channel identi cation Tracking a semantic object (e.g. channel logo, program credits)
Finding patterns of interest through histogram matching
Detecting skin patches
Textual descriptions about the news content can also be input by an operator or extracted from the close-captioning information present in the broadcast signal.
In the near future, it is expected that most of the video data will be stored in compressed format. Recently, there has been a big e ort to develop an object-based coding standard for video compression, namely MPEG-4. MPEG-4 has a distinctly di erent syntax from the former compression standards, i.e. MJPEG, MPEG-1, and MPEG-2; it is therefore important to have an indexing system compatible with MPEG-4 compressed data. The proposed temporal segmentation based on tracking a semantic object in the scene is well suited to object-based indexing of MPEG-4 compressed video. It should be pointed out that using spatial con gurations of objects in the video sequences is also fully compatible with the MPEG-4 syntax 34]. Furthermore, the unsupervised syntactic temporal segmentation method introduced in this work can easily be implemented on the Y, U, V data provided by MPEG-4 bitstreams.
Results
The prototype video database used in this study was created by digitizing TV broadcasts recorded from di erent TV channels, at di erent dates and time instances, using a Panasonic AG-7750 Editing VTR. An ACCOM WSD XL Workstation Disk and an SGI workstation were used to digitie the taped video data at a spatial resolution of 240 180 pixels/frame. In order to determine the true performance of the proposed automatic video partitioning and classi cation scheme, recorded TV programs were rst analyzed by a human operator and correct localizations of cuts, shots, and edit e ects were determined. This provided us the news episode shown in Figure 6 .
Since we consider TV channel logo as the semantic object for news programs, logo templates representing di erent TV channels are stored in the application data model database. Figure 8 (a)-(b) illustrate video frames including the two channel logos. Since the channel logo remains (almost) at a xed position within a single shot, and since the number of frames in each news shot is in the order of tens, the tracking of the logo is carried out with a frame sampling rate of 15:1. For our application this corresponds to 1 frame/sec., as the original video data was digitized at 15 frames/sec. The required CPU time for tracking the logo at each frame was 0.8 sec. on a 50MHz SPARC20; the separation of news frames from the rest of the video can thus be achieved in real-time. Note that this time does not include the speci cation of the rst logo frame. We took = x = y = 0, because the logo does not rotate, and assumed non-uniform scaling (s x 6 = s y ). The displacement vector d is constrained to be within a (5 5) window around pixel p, where the maximum expected displacement in each direction is 2 pixels. Thus, tracking the channel logo requires a search in 4-D parameter space. Figure 9 illustrates tracked regions matching the Channel 13 (WOKR-TV) logo template speci ed in the application data model. We have detected the Channel 13 logo at 16,563 frames out of 25,132, with 100% accuracy (see Table 2 (a)). The plot of region matching error (dark solid line) vs. frame number is given in Figure 7 . News segments are easily extracted from the rest of the input data by thresholding the matching error, which remains signi cantly small for news frames. Frames where the semantic object is occluded by other objects (as shown in Figure 11 ) may not be classi ed correctly; this is due to the fact that the region tracking algorithm depends on the gray level variations within the region. Hence the channel is detected in Figure 9 (b), even though it is mostly occluded. However, for video frames shown in Figures 11 (c) and (d) , it is easily detected from the tracking error that the semantic object exits the scene. Another source of di culty in semantic object tracking is encountered during edit e ect regions, where the luminance characteristics of the entire frame change dramatically. However, the channel logo is a special type of composited object that is not a ected by the global changes in luminance, and can be tracked through edit e ects. Figure 10 depicts tracking of the logo object over a dissolve. This example illustrates the importance of proper semantic object selection for accurately locating the temporal regions of interest in the video sequence.
We have tested the validity of the unsupervised syntactic scene change detection scheme on the 16,563 news frames that have been semantically segmented in the previous step. The scene change detection performance of each of the four similarity metric considered are given in Table 2 (b). Of the 167 actual scene changes, of hits with 137; however, when the overall performance (i.e. the number of false alarms as well as correct detections) of the comparison metrics are taken into account, histogram di erence-YUV is clearly the better choice. Figure 7 illustrates tracking error (dark solid line) and detected cut locations by histogram di erence-YUV (light broken line) vs. frame number. Each detected scene change was further labeled as an edit e ect if scene changes were registered over a series of temporally adjacent frames. As discussed in Section 2.2., edit e ects are localized by combining scene change frames that are closer than a prespeci ed parameter T e . Since the duration of a shot can not be shorter than 1/2 sec., T e = 7 is a good choice for a sampling rate of 15 frames/sec. Our experimental results on the news sequence suggest that the performance of the unsupervised clustering techniques does not change considerably (only two scene changes are missed) if the initial semantic segmentation step is skipped. This may be due to the fact that color characteristics of anchorperson shots do not vary rapidly; morover, they constitute a signi cant portion of the entire sequence.
In the classi cation and re nement of news shots as \anchorperson" or \news footage," we use 5 di erent anchorperson con gurations speci ed by the application data model (Figure 12) . The rectangles shown are used to de ne the region(s) of interest on template images. Spatial object con gurations for each template are shown in Figure 13 . Figures 14 and 15 illustrate anchorperson faces detected by implementing color classi cation on anchorperson frames from Channel 13 and Channel 10, respectively. Note that skin detection is carried out within the rectangular regions speci ed by the cinematographic properties of the frame (see Figure 12) . The rectangular patch shown in Figure 14 (c) is used as the skin example to compute the color threshold for all of the shot classi cations. Since anchorperson shots are produced under studio lighting conditions, this small skin example was adequate to obtain good results. The performance of the classi cation over 147 representative frames of detected shots was 97% (see Table 2 (c)). Classi cation of detected news shots by skin detection and geometric hashing through the news episode yielded 15 news units. The rst frame of each shot included in a news unit was taken as the representative key frame. Figure 16 illustrates the key frames of one of the extracted news units and the corresponding indexing information.
Conclusions
We have proposed a content-based temporal video segmentation system which allows automatic management of TV programs; speci cally, extraction of news units. The system employs both semantic and syntactic content features. Semantic features include video objects of interest (e.g. logos), the episode structure, and other domain-speci c inofrmation available, while syntactic features include color and histogram similarity metrics. The novelties of this work are (i) localization of temporal region(s) of interest by semantic object tracking; (ii) a new unsupervised temporal segmentation method that is free of threshold selection; and (iii) a rule-based news unit formation method based on the news episode structure.
The unsupervised clustering method has been successfully tested with lower resolution video, e.g. on sequences of DC images, for compressed domain temporal video segmentation. This two-class clustering concept may also be applied for clustering of motion or shape similarities 33].
The proposed system has some limitations: It is di cult to track ocluded and/or transparent semantic objects; furthermore, the scene classi cation algorithm may confuse an anchorperson shot with a news clip during an interview if the interviewed person occupies the same spatial location as an anchorperson.
Future work deals with modeling of the semantic structures of di erent TV programs ans assiging content-based indexing features to each program to provide functionalities necessary for conceptual access. To achieve this, we are also looking for text descriptions abouth the news unit content, based on close-captioning information 35]. Work is also in progress for labeling of various edit e ects. 
