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Introduction
Consider the equation w(µ) ∂ψ ∂x (x, µ) = ∂ 2 ψ ∂µ 2 (x, µ) − q(µ)ψ(x, µ) (0 < x < τ < ∞, µ ∈ R), (1.1) and the associated boundary value problem
Here w and q are locally summable on R and µw(µ) > 0, µ ∈ R. So the weight function w changes its sign at 0. We assume also that the Sturm-Liouville operator
defined on the maximal domain in the Hilbert space L 2 (R, |w(x)|dx) is self-adjoint. Boundary value problems of this (forward-backward) type arise as various kinetic equations (e.g., [6, 21, 18, 52] ; for other applications see [39, 53, 51] and references).
In this paper we will consider the the following abstract version of equation (1.1):
Here L and J are operators in an abstract Hilbert space H such that L is a self-adjoint (bounded or unbounded) operator and J is a signature operator in H, that is J = J * = J −1 . By P ± we denote the orthogonal projections onto H ± := ker(J ∓ I). Clearly, H = H + ⊕ H − and J = P + ⊕ P − .
The aim is to find strong solutions of the associated boundary problem, i.e., to find continuous functions ψ : [0, τ ] → H (ψ ∈ C([0, τ ]; H)) which is strongly continuously differentiable on (0, τ ) (ψ ∈ C 1 ((0, τ ); H)) and satisfies Eq. (1.4) with the following boundary conditions 5) where ϕ + ∈ H + and ϕ − ∈ H − are given vectors. If we define L by (1.3) and put H = L 2 (R, |w(µ)|dµ), (Jf )(µ) := (sgn µ)f (µ), (1.6) we get problem (1.1)-(1.2). For the case when L is nonnegative and has discrete spectrum, problem (1.4)-(1.5) has been described in great detail (see [3, 45, 6, 49, 5, 18, 32, 50] and references therein). For methods used in these papers, the assumption σ(L) = σ disc (L) or the weaker assumption inf σ ess (L) > 0 is essential. Generally, the latter assumption is not fulfilled for Eq. (1.1). The simplest example is the equation (sgn µ)|µ| α ∂ψ ∂x (x, µ) = ∂ 2 ψ ∂µ 2 (x, µ) (0 < x < τ ≤ ∞, µ ∈ R), α > −1, (1.7)
which arises in kinetic theory and in the theory of stochastic processes (see [44, 18, 52] and references in [43] ). Indeed, for this equation the operator L = −|µ| −α d 2 dµ 2 is self-adjoint in L 2 (R, |µ| α dµ) and σ(L) = σ ess (L) = [0, +∞).
In the case τ < ∞, problem (1.7), (1.2) was studied in [53] with α = 0. In the case τ = ∞ (the half-space problem), one has a boundary condition of the type (1.2) at x = 0 and, in addition, a growth condition on ψ(x, µ) for large x. The half-space problem for Eq. (1.7) was considered in [43, 44, 17] in connection with stationary equations of Brownian motion. Note that the methods of [43, 44, 17, 53] use the special form of the weight w and corresponding integral transforms. The results achieved in [44] for the sample case α = 1 was used in [45] , where a wider class of problems was considered under the hypotheses that the weight w is bounded (1.8) and w(µ) = µ+o(µ) as µ → 0. However, all these results were obtained under additional assumptions on the boundary data. In particular, it was supposed that ϕ ± are continuous. The case when L may be unbounded and may have a continuous spectrum was considered in [16, Section 4] , where the half-space problem is studied (in an abstract setting) under the assumptions (1.8) and L > δ > 0. This assumption was changed to L > 0 in [7] . However, it is difficult to apply the results of [7] to equation (1.7) since an additional assumption on the boundary values φ ± appears. This assumption is close to assumption of [43, 44, 45] . The method of [16, 7] is based on the spectral theory of self-adjoint operators in Krein spaces.
The aim of this paper is to modify the Krein space approach of [16, 7] and to prove that problem (1.4)-(1.5) has a unique solution for arbitrary ϕ ± ∈ H ± . In particular, it will be shown that the problem (1.7), (1.2) has a unique solution for arbitrary ϕ ± ∈ L 2 (R ± , |µ| α dµ). More general equations of the Fokker-Plank type will be considered also.
Recall that two closed operators T 1 and T 2 in a Hilbert space H are called similar if there exist a bounded and boundedly invertible operator S in H such that S dom(T 1 ) = dom(T 2 ) and T 2 = ST 1 S −1 . The central result is the following theorem. The proof is given in Subsection 2.2. The half-space problem (τ = ∞) is considered in Subsection 2.3. In Section 3 we consider correctness and nonhomogeneous equations.
The formal similarity between Eqs. (1.1)-(1.2) and certain problems of neutron transport, radiative transfer, and rarefied gas dynamics has given rise to the emergence of abstract kinetic equation
see [19, 4, 40, 21, 18, 16] and references therein. When Eq. (1.9) is considered in a Hilbert space H, the operator T is self-adjoint and injective. The operator A is called a collision operator, usually it satisfies certain positivity assumptions (see e.g. [18] ). For unbounded collision operators, equation (1.9) is usually considered in the space H T that is a completion of dom(T ) with respect to (w.r.t.) the scalar product ·, · T := (|T |·, ·) H . The interplay of dom(T ) and dom(A) may be various. This leads to additional assumptions on the operators T and A. It is assumed in [16, Section 4] that T is bounded and A > δ > 0; in [7] , ran(T ) ⊂ ran(A). Note that equation (1.7) can not be included in these settings. The second goal of the present paper is to remove the assumptions mentioned above. We will show that the following condition is natural for the case when A is unbounded: the operator A is a positive self-adjoint operator from H T to the space H ′ T that is a completion of dom(T −1 ) w.r.t. the scalar product (|T | −1 ·, ·) H , see Section 4 for details. It is weaker than the assumptions mentioned above. On the other hand, it characterizes the case when equation (1.9) may be reduced to equation (1.4) . Theorem 1.1 leads to the similarity problem for J-positive differential operators. In Section 5, we use recent results concerning the similarity [8, 15, 29, 34, 30, 35, 36, 28] (see also [23, 24, 12] and references in [30, 28] ) to prove uniqueness and existence theorems for various equations of the type (1.1).
Note also that abstract kinetic equations with nonsymmetric collision operators may be found in [21, 18, 16, 7, 41, 51] . From other point of view, equation (1.1) belongs to the class of second order equations with nonnegative characteristic form. Boundary problems for this class of equations were considered by various authors (see [33, 42] and references). But some restrictions imposed in this theory makes it inapplicable to Eq. (1.1) (see a discussion in [45] ). The case when w is dependent of µ or the operator L is dependent of x was considered, e.g., in [1, 48] .
The main results of this paper were announced in the short communications [26, 25] . Notation. Let A be a linear operator from a Banach space H 1 to a Banach space H 2 . In what follows, dom(A), ker A, ran A, A H 1 →H 2 are the domain, kernel, range, and norm of A, respectively. If M is a subset of H 1 , then AM := {Ah : h ∈ M}. In the case H 1 = H 2 , σ(A) and ρ(A) denote the spectrum and the resolvent set of A, respectively. As usual, σ disc (A) denotes the discrete spectrum of A, that is, the set of isolated eigenvalues of finite algebraic multiplicity; the essential spectrum is σ ess (A) := σ(A) \ σ disc (A). By E A (·) we denote the spectral function of a self-adjoint (or J-selfadjoint) operator A. We write f ∈ AC loc (R) if the function f is absolutely continuous on each bounded interval in R. Put R + := (0, +∞), R − := (−∞, 0), and R := R ∪ ∞.
2 Existence and uniqueness of solutions
Preliminaries
In this section basic facts from the theory of operators in Krein spaces are collected. The reader can find more details in [2, 38] . Consider a complex Hilbert space H with a scalar product (·, ·) H and the norm that the norms · H ± and · H are equivalent on H ± ; moreover, 
Let A be a densely defined operator in H. The J-adjoint operator of A is defined by the relation
on the set of all g ∈ H such that the mapping
. It is easy to see that A [ * ] := JA * J and the operator A is J-self-adjoint if and only if JA is self-adjoint. Note that
Let S be the semiring consisting of all bounded intervals with endpoints different from 0 and their complements in R := R ∪ ∞.
Let A be a J-positive J-self-adjoint operator in H with a nonempty resolvent set, ρ(A) = ∅. Then A admits a spectral function E(∆). Namely,
(ii) there exist a mapping ∆ → E(∆) from S into the set of bounded linear operators in H with the following properties (∆, ∆ ′ ∈ S):
According to [38, Proposition II.4 .2], a number s ∈ {0, ∞} is called a critical point of A, if for each ∆ ∈ S such that s ∈ ∆, the form [·, ·] is indefinite on E(∆)H (i.e., there exist h ± ∈ E(∆)H such that [h + , h + ] < 0 and [h − , h − ] > 0 ). The set of critical points is denoted by c(A).
exist in the strong operator topology. If α ∈ c(A) and the above limits do still exist, then the critical point α is called regular, otherwise it is called singular. Here we agree that, if α = ∞, then λ > α, λ < α, λ ↓ α, and λ ↑ α mean λ > −∞, λ < +∞, λ ↓ −∞, and λ ↑ +∞, respectively. The mapping ∆ → E(∆) can be extended to the semiring generated by those intervals whose endpoints are not singular critical points of A. For this extension Properties (E1)-(E5) are preserved.
Proof of Theorem 1.1.
Let L be a positive operator in a Hilbert space H and let J be a signature operator in H. Put If these assertions hold and P 4) and suppose that ψ is a solution of (2.4), (1.5).
We put ψ ± (x) := P 
The integrals converge in the norm topologies of H B ± as well as in the norm topology of H. Recall that, by (2.1), these topologies are equivalent.
It follows immediately from Proposition 2.3 that for all h ∈ H B ± ,
So for each pair
The boundary conditions (1.5) becomes
It follows from (2.3) and Proposition 2.1 (i) that there exist operators
Let us introduce operators
Using the operators R ± and G ± , we write (2.8) in the form
Combining these equations, one gets
Proof. Let us prove that for h ± ∈ H B ± ,
with certain constants β ± < 1. (2.12)
Indeed, since
− is a fundamental decomposition of the Krein space K and H + is a uniformly positive subspace in K. Hence Proposition 2.1 (ii) implies
with a certain β + < 1. Further,
Therefore (2.14) yields
From this and (2.13), we get (2.12) for h + ∈ H B + . The proof of (2.12) for h − ∈ H B − is the same. To conclude the proof, it remains to combine (2.12) and (2.7).
Lemma 2.4 implies that
Let us consider Eqs. (2.8) as a system for the unknowns ψ + (0) and ψ − (τ ).
Lemma 2.5 ([7]
). System (2.8) has a unique solution
Remark 2.6. Lemma 2.5 was obtained in other form in [7] (see Lemma 2.2 and the end of the proof of Theorem 3.4 there). Earlier, it was proved under the additional condition σ(B) = σ disc (B) in [6] , see also [49, 18] . We give another proof, which is based on Lemma 2.4 and is an improvement of treatments from [49] .
Proof. First note that system (2. 
Combining these two equalities, we get
Note that G ± (I − G ∓ G ± ) = (I − G ± G ∓ )G ± and therefore, using (2.15), one obtains (2.10).
This lemma shows that the function
is a unique solution of problem (1.4)-(1.5).
One can check that the functions ψ ± are continuous on [0, τ ], the strong derivatives dψ ± /dx exist and are (strongly) continuous on (0, τ ) (see Subsection 3). This completes the proof of Theorem 1.1.
Half-space problems
Under the same assumptions, let us consider the equation 19) on the infinite interval (0, +∞). The boundary conditions
corresponds to this feature of the problem (see e.g. [18] ). As above, ϕ + ∈ H + is a given vector. The proof is simpler than the proof of Theorem 1.1. It is similar to the treatments from [16, Section 4], where equation (1.9) with bounded T and uniformly positive A was considered. We give a sketch here.
Theorem 2.7. Assume that L = L * > 0 and that the operator B := JL is similar to a self-adjoint operator in the Hilbert space H. Then for each ϕ + ∈ H + there is a unique solution ψ of (2.19)-(2.20)-(2.21). This solution is given by
Proof. Let ψ be a solution of problem (2.19)-(2.21) and ψ ± (·) := P B ± ψ(·). It follows from (2.6) that for all x ∈ (0, +∞),
Since B − < 0, we see that
Taking into account (2.1) and (2.21), we get ψ − (0) = ψ − (x) = 0 for all x ∈ (0, ∞). Hence, ψ(x) = ψ + (x), x ≥ 0, and therefore (2.20) yields P + ψ + (0) = ϕ + . Combining this with (2.20) and (2.9), one can see that ψ(x) = ψ + (x) = e −xB + R + ϕ + is an only function that satisfies (2.19) and (2.20). Finally, note that (2.21) follows from (2.7) and (2.1).
Remark 2.8. Clearly, Theorem 2.7 is valid with the condition ψ(x)
= o(1) as x → +∞ instead of (2.21).
Correctness and nonhomogeneous problems
Let the assumptions of Subsection 2.2 be fulfilled.
Since B + is a positive self-adjoint operator in H B + , we see that U + (z) := e −zB + is a bounded holomorphic semigroup in the sector | arg z| < π/2 (see e.g. [31, Subsection IX.1.6]). The same is true for the function U − (z) := e zB − . In particular, this implies that for any ψ ± ∈ H B ± problems (i) ψ are infinitely differentiable on (0, τ ),
One can obtain similar statements for the solution of problem (2.19)-(2.21).
Now consider the nonhomogeneous equation
where f is an H-valued function. We assume that f is Hölder continuous on all finite intervals [0, x 1 ], i.e.,
for each x 1 ∈ R + there are numbers
Evidently, the functions f ± (x) := P B ± f (x) possess the same property. Let us start from the case τ < ∞ and boundary conditions (1.5). The fact that U ± (z) are bounded holomorphic semigroups enables us to apply [31, Theorem IX.1.27]. This theorem yields that the functions
are continuous for x ∈ [0, τ ], continuously differentiable for x ∈ (0, τ ) and dψ 
The representation of ψ 0 may be obtained from (2.18). Thus we prove the following statement. 
Proof. For 0 < x < X, we write ψ
, where 
Abstract kinetic equations
Let H be a complex Hilbert space with scalar product ·, · and norm · H . Assume that T is a (bounded or unbounded) self-adjoint operator in H and that T is injective (i.e., ker T = 0).
Let
) be the orthogonal projection of H onto the maximal Tinvariant subspace on which T is positive (negative). Then |T | := (Q + −Q − )T is a positive self-adjoint operator. Note that
Following [4] , let us introduce the scalar product h, g T = |T |h, g for h, g ∈ dom(T ) with corresponding norm · T and denote by H T the completion of dom(T ) with respect to (w.r.t.) this norm. Clearly, H ∩ H T = dom(|T | 1/2 ) and h T = |T | 1/2 h H for h ∈ dom(|T | 1/2 ). Similarly, we may introduce another scalar product h, g It is easy to see that for each g ∈ ran(|T |) = dom(T −1 ), the linear functional ·, g is continuous on dom(T ) w.r.t. the norm · T . Besides, its norm is equal to
So one can use the H-scalar product as a pairing to identify H ′ T with the dual H * T of H T . The operator |T | (|T | −1 ) has a natural isometric extension from
. We use the same notation for the extensions.
By (4.1), we may extend the orthogonal projection Q ± onto H T and H
supplemented by "half-range" boundary conditions in the form
In the abstract kinetic theory the operator A is called a collision operator. It may have any of a number of properties (see [21, 18] ).
Here we consider the case when A is a positive self-adjoint operator from
A = A * , i.e., dom(A) coincides with the set of all g ∈ H T such that the mapping h → Ah, g is a continuous linear functional w.r.t. the H T -norm.
We seek H T -strong solutions (week solutions in terms of [18, Section 2]) of problem (4.2)-(4.4).That is, it is supposed that d/dx is the strong derivative in H T and that Proof. Put P ± := Q ± ↾ H T . Then P + and P − are mutually complementary orthogonal projections in H T and J = P + − P − is a signature operator. Note that L := JB is a positive self-adjoint operator in H T (that is, B is J-positive and J-self- 2)-(4.4) is reduced to correspondent problems for equation (3.3) . Thus Theorem 4.1 follows from Propositions 3.1 and 3.2.
The form of the solutions is described by Propositions 3.1, 3.2 and formula (2.18).
Remark 4.2. Actually, assumption (A3) is equivalent to the self-adjointness of the operator
L = (Q + − Q − )B in H T .
Note also that (A3) follows from (A1),(A2) and (4.5).
Indeed, (4.5) implies that L is closed and dom(L)(= dom(B)) is dense in
, and L L. Further, the operator B := J L is a J-non-negative J-self-adjoint extension of B. Therefore [2, Theorem II.3.25] implies σ p ( B) ⊂ R. But (4.5) yields that ran(B − λI) = H T for all λ ∈ C \ R. From this and B B, one gets C \ R ⊂ σ p ( B). This contradiction concludes the proof.
Examples
If the spectrum σ(B) is real and discrete, then assumption (2.2) is equivalent to the Riesz basis property for eigenfunctions of B. For ordinary and partial differential operators with indefinite weights, the Riesz basis property was studied in great detail (see [22, 49, 5, 8, 14, 50, 47] and references therein). Below we consider several classes of differential equations with B(= JL) such that σ(B) = σ disc (B). The theorems obtained in the previous sections are combined with known similarity results for Sturm-Liouville operators with an indefinite weight. First, we consider in details a nonhomogeneous version of equation (1.7). Other applications will be indicated briefly (for homogeneous equations and the case τ < ∞ only). Using Propositions 3.1 and 3.2, one can extend these treatments on the half-space problems and the nonhomogeneous case.
The equation
Let us consider the equation
where α > −1 is a constant. In the case τ < ∞, the associated boundary conditions take the form
If τ = ∞, we should change them to
To write (5.1) in the form (4.2), one can put H = L 2 (R), (T y)(µ) = (sgn µ)|µ| α y(µ) and
It is assumed that A is an operator from H T to H ′ T and that it is defined on the natural domain dom(A) = {y ∈ H T : y, y ′ ∈ AC loc (R) and y ′′ ∈ H ′ T }.
One can find the operators Q ± (see Section 4) and check that J := (Q + − Q − ) ↾ H T coincides with J defined by (1.6). Consider the operators B := T −1 A and L := JB. Both operators are defined on dom(A) by the following differential expressions
Clearly, By, Ly ∈ H T for all y ∈ dom(A). So B and L are operators in H T . It is easy to check (see e.g. [15] ) that
It follows from (5.4), Remark 4.2 and (4.6) that conditions (A1)-(A3) from Section 4 are fulfilled for the operator A. It was proved in [15] (see also [10, 23, 34] ) that the operator B is similar to a self-adjoint operator in the Hilbert space L 2 (R, |µ| α dµ). By Theorem 4.1, we obtain the following result.
Assume Remark 5.1. In the case τ < ∞ and α = 0, problem (5.1)-(5.2) was considered in [53] under additional assumptions that ϕ belongs to a certain Hölder class. The half-space problem (τ = ∞) was studied in [43, 17] (see also remarks in [45, Appendix II] ). More precisely, in [43] , the homogeneous equation was considered for all α > −1 under the assumption R + (|ϕ| 2 |µ| α + |ϕ ′ | 2 )dµ < ∞. In [17] , the nonhomogeneous case was considered for α = 1 and ϕ(·), f (·) from certain classes of continuous functions. Explicit integral representations for solutions were obtained in [43, 17, 53] . Note also that Eq. (5.1) was studied in [3] for µ in a finite interval [−a, a], however, the latter makes the spectrum of B discrete.
The case when L is uniformly positive
, the operator L is uniformly positive in the Hilbert space H. As before, put B = JL, where J is a signature operator in H. In this case, B is similar to a self-adjoint operator iff ∞ is not a singular critical point of B (see Proposition 2.2). For ordinary differential operators with indefinite weights, the regularity of the critical point ∞ is well studied even in the case of a finite number of turning points (i.e., the points where the weight w changes sign). We will use one result that follows from [8] .
Let the functions w, p, q be such that
Assume that the maximal operator
i.e., it is in the limit point case both at +∞ and −∞. Assume also that the sets I + := {µ ∈ R : w(µ) > 0} and I − := {µ ∈ R : w(µ) < 0} are both of positive Lebesgue measure. The elements of the set I + ∩ I − are called turning points of w. Put (Jf )(µ) := (sgn w(µ))f (µ) for f ∈ L 2 (R, |w(µ)|dµ), and B = JL. Then
The following definition is an improved version of Beals' condition [5] . Example 5.4 (cf. [46] ). Consider the equation Improvements of condition (5.6) may be found in [8] (the end of Subsection 3.1) and [14] . Note also that [8, Theorem 3.6 ] is valid for higher order ordinary differential operators.
The Fokker-Plank equation
In the case when inf σ ess (L) = 0, the similarity problem for the operator B : y → 1 w (−(py ′ ) ′ + qy) is more difficult. This question was considered in [10, 15, 23, 12, 29, 34, 30, 35, 27] (see also references therein). A general method was developed in [29, 30] , where the operator B with w(µ) = sgn µ and p(µ) ≡ 1 was studied. However, all results contained in [30, are valid without changes in proofs for the general Sturm-Liouville operator B with one turning point. The approach of [30] was applied to the case q ≡ 0 in [35, 36, 28] , where the following theorem was proved. Applying Theorem 1.1, we obtain the existence and uniqueness theorem for the time-independent Fokker-Plank equation of the simplest kind (see e.g. [52] and also references in [6] Remark 5.7. The case when B is an ordinary differential operator of higher order and inf σ ess (L) = 0 was considered in [10, 23, 24] . For partial differential operators, see [9, 13, 11, 20] .
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