Abstract: This paper presents a method for fitting a copula-driven generalized linear mixed models. For added flexibility, the skew-normal copula is adopted for fitting. The correlation matrix of the skew-normal copula is used to capture the dependence structure within units, while the fixed and random effects coefficients are estimated through the mean of the copula. For estimation, a Monte Carlo expectation-maximization algorithm is developed. Simulations are shown alongside a real data example from the Framingham Heart Study.
Introduction
The key component driving the development of linear mixed models is the ability of such models to handle data with correlated observations; a data structure where predictors and response variables are measured at more than one level. Such structure is common with repeated observations as in medical studies, where patient characteristics are measured at several time points, not necessarily the same set for each patient. Fisher (1918) proposed the addition of a random effects term to the linear model, which introduced heteroscedasticity. As a result, the linear mixed model takes the form
where Y i is an (n i × 1) vector of observed response variable for sample unit i, i = 1, ...., m. X i is an (n i × p) fixed effects design matrix with coefficient β of dimension (p × 1). D i is an (n i × q) random effects design matrix with coefficient b i of dimension (q × 1), and i is an (n i × 1) vector of random errors. Inference from linear mixed model becomes slightly more tedious by the introduction of the random coefficient b i . This requires an identifiability assumption of independence between b i and i . A popular modeling assumption is then
where Ω = Ω(α) and ψ i = ψ i (γ) are associated dispersion matrices that capture possible variability among -and within-individuals, parametrized by α and γ. In many literature reviews, the extra restrictiveness associated with specifying the distribution functions of b i and i is deemed unnecessary. Thereupon, proposed the use of skew-normal in lieu of arXiv:1707.09565v1 [stat.ME] 29 Jul 2017 the normal distribution for both b i and i , in an attempt to capture any slight departures from normality. Moreover, they have explicitly characterized the likelihood function of the resulting model, and fitted it by the constrained expectation maximization algorithm (CEM). Nevertheless, many researchers discussed other techniques and models for inference, for instance the use of mixture of normals as in Verbeke and Lesaffre (1996) , semi-parametric models as in Zhang and Davidian (2001) , non-parametric or smoothed non-parametric technique in maximum likelihood estimation as in Newton and Zhang (1999) and predictive recursion algorithm as in Tao et al. (1999) . This paper follows the approach by modelling the dependence structure in hierarchical multivariate distributions via a copula-driven generalized linear mixed model. Given response variables Y ij , i = 1, . . . n, j = 1, . . . , n i , we assume that Y i = (Y i1 , . . . , Y in i ) follows an n i -variate distribution with a predefined mean and covariance matrix. We model such distribution by using an n i -variate skewnormal copula SN n i (.), where the random effects are integrated in the mean structure of the copula. We chose the covariance matrix Σ i = Σ(ξ i , t i ) to be of an autoregressive structure in order to include the time-variant parameters. Formally,
where X i , β, b i , D i as defined in (1.1) and (1.2), ξ i is the dispersion autoregressive time-variant parameter with respect to t i = (t i1 , . . . , t in i ), and η(.) is a link function. F k (η, Σ) is a k-variate distribution function with mean η and covariance Σ. Moreover, we assume the marginal densities Y ij |b i are a function of {x ij , t ij , D i , b i , β} via the same link function η. The rest of this paper is organized as follows. Section 2 introduces a specific characterization of the skew-normal distribution and the copula used in this paper. Section 3 introduces the model, and constructs the likelihood using a skew-normal copula within a GLM framework. Section 4 discusses the use of numerical Monte Carlo EM algorithm to estimate parameters. Section 5 illustrates simulation results under different models. Section 6, a real data analysis is performed to illustrate the application of our study. Section 7 ends with a general discussion.
Skew-normal distribution and copula
For a better understanding, we begin this section with the definition of the multivariate skew-normal distribution considered through this paper.
Definition 2.1. An n-dimensional random vector X ∈ R n follows a skewnormal distribution with location vector µ ∈ R n , dispersion matrix Σ (a n × n positive definite matrix) and a skewness vector λ ∈ R n , if its density function is given by
In the univariate case
Here φ n (.|µ, Σ) and Φ n (.|µ, Σ) denote respectively an n-variate density and distribution function of a normal random variable with mean vector µ and covariance matrix Σ (σ 2 in the univariate case). This notation is used throughout this paper. A special case is when λ = 0, which reduces the skew-normal to the normal distribution.
The skew-normal characterization in (2.1) is attributed to Arellano-Valle and Genton (2005) , and the one in (2.2) is attributed to Azzalini (1985) and expanded further by Azzalini and Dalle-Valle (1996) . Many authors have proposed different forms. However, for convenience, a variation of the characterization in (2.1) is the only one used in this paper. Azzalini and Dalle-Valle (1996) proposed a simplified parametrization of λ, in (2.1), in terms of an arbitrary n × n positive definite matrix ∆, as
3) where δ ∆ −1 δ < 1 for some δ ∈ R n . This characterization is used later to define the likelihood function.
Skew-normal copula
A principal part of constructing the copula is defining the marginal distribution of Y ij |b i . In (1.3), denote the marginal distribution and density function of Y ij |b i by F (y ij |θ ij ) and f (y ij |θ ij ), where θ i = (θ i1 , . . . , θ in i ) are the parameters of interest.
For the same notations in (1.3), conditionally on b i define
where the jth marginal is 4) where λ * ij is the univariate skewness parameter, which is not equivalent to the components of the skewness vector λ i = (λ i1 , . . . , λ in i ) , rather it is derived using a linear transformation of the multivariate response variable, see Chapter 5 of Azzalini (2013) for a detailed review. Note that (D i b i ) j is the jth element of the vector D i b i and Σ i = Σ(ξ i , t i ) is a correlation matrix, which has all its diagonal elements equal to 1.
Since the random number F (Y ij |θ ij ) ∼ uniform(0,1), we link the two marginal distributions of Z ij and Y ij in a way that for each observation y ij we have
and
where SN k is a k-variate skew-normal distribution function. For presentation simplicity,
By the transformation in (2.5), we attempt to estimate the joint distribution of Y i |b i using a copula as
The corresponding density is then
See Landsman (2009) for a good reference on skew elliptical copulas and Lambert and Vandenhende (2002) for copula-based longitudinal models.
Log-likelihood function
Despite the defined copula in (2.6) and (2.7), writing down the complete loglikelihood function is still difficult. The skew-normal density in (2.1) is defined partially by the normal distribution function, noted as Φ. Therefore, we first show that the skew-normal copula in (2.1) could be simplified by conditioning on latent random variable with a half-normal distribution. By Proposition 1 and Corollary 1 of , based on a characterization due to Henze (1986) , we can rewrite the skew-normal distribution of Z i as follows.
In other words,
Similarly in the univariate case,
where,
The above reparametrization facilitates in defining posterior distribution of b i |z i , v i as given by the following proposition.
Proposition 3.1. Given the settings in (3.1), the conditional density function of b i |z i , v i is specified by
where
Moreover,
Note that λ b i in (3.4) is completely specified, therefore, it does not increase the dimension of estimable vector of parameters. The proof of Proposition 3.1 is essentially based on Bayes' Theorem where
Under general regularity conditions and by (2.7), the complete conditional log-likelihood is
where by the hierarchical representation in (3.2) and (3.1)
Autoregressive correlation matrix
To characterize the covariance matrix in a plausible manner, one needs to take in to account different sources of random variation within observations. Under the multiple observations per unit settings, these sources generally fall into three categories: measurement error, random effect, and serial correlation. The first source is controlled during the fitting process. The random effect source of variation is accounted for within the model as a random intercept b i . Therefore, we would only consider integrating the serial correlation source of variation, and as noted earlier the covariance matrix Σ i presented in (1.3) is modeled as a function of time and a dispersion variable ξ i . Assuming a homogeneous variance within units, (σ 2 i ), the correlations amongst each unit observations (Y i ) are determined by the autocorrelation function ρ i (.) as
(3.8)
The simplest form to express the serial correlation above is to assume an explicit dependence of the current observation Y ij on previous observations Y i(j−1) , . . . , Y i1 , which could be modeled using n-th order autoregressive model. For example, considering a first order autoregressive model as
(3.9)
Note that it would be difficult to give an explicit interpretation of the α parameter if the measurements are not equally spaced in time or when times of measurements are not common to all units. One way of solving this issue is to implement an exponential autocorrelation function ρ(.), where
The correlation between two response variables is then
This correlation structure is used to construct the correlation coefficient matrix
in the copula structure and likelihood.
Monte Carlo based EM algorithm
The expectation-maximization (EM) algorithm (Dempster et al. (1977) ) is an iterative approach for obtaining the maximum likelihood estimates. It consists of two steps from which the name is derived; an expectation (E-step) and a maximization step (M-step). Typically the likelihood of interest involved a set of observed data x and unobserved latent data u, where the conditional distribution of u given x is known. At iteration r, the E-step computes the expectation of the log-likelihood function with respect to the conditional distribution u|x, θ (r) . The M-step computes a new set of (provisional) parameter estimates θ (r+1) that maximize the expectation of the earlier E-step. Those two steps alternate to find a set of parameters that maximize the likelihood function. Let (θ|u, x) be the log-likelihood, then, for r = 1, 2 . . . the alternating steps are as follows:
• M-step: find θ (r+1) = arg max θ Q(θ|θ (r) ).
Under certain regularity conditions discussed in Wu (1983) , the log-likelihood function converges to a local or global maximum.
The earliest detailed explanation and naming of the EM algorithm was published by Dempster et al. (1977) , where they generalized earlier attempts by Sundberg (1974) , and sketched a convergence analysis for a wider class of problems. Meng and Rubin (1993) studies computational difficulties encountered in the M-step, where they proposed smaller maximization steps over the parameter space. They argued that instead of maximizing the whole set of parameters one can maximize in a sequential manner a subset of parameters independently, while the other subset is held fixed. Such modification is called a constrained maximization step (CM). A second important advancement to the EM algorithm was proposed by Wei and Tanner (1990) , and is called the Monte Carlo (MC) EM algorithm. By applying the law of large numbers on the E-step above, one can approximate Q(θ|x, θ (r) ) as
where R is relatively a large sample size.
In relation to the results discussed in earlier sections, the unobserved latent random variable is b i , where its conditional distribution b i |z i , θ i is found to be a skew-normal as illustrated in Proposition (3.1). Therefore, let θ (r) be a vector of parameter estimates in the r-th iteration, then the two MC-EM steps are
• MC E-step: for the i-th unit at (r + 1) EM iteration,
i is the j-th draw generated from the distribution of b i |z i , θ (r) , R i is the number of replication on the i-th unit.
• M-step: solving the score equation
It is important to mention the work of Wu (1983) , which outlined a list of conditions ensuring the convergence of the EM algorithm. Conditions as the boundedness of the log-likelihood, compactness of the parameter space and the continuity of the expectation in the E-step with respect to the estimated parameter. The log-likelihood of the proposed model in (3.7) involves a term of the form log(|Ψ|), which could reach infinity and compromise the convergence of the EM algorithm. To follow Wu (1983) conditions, heuristic methods of initiating the algorithm from different starting points is enforced in the MC-EM algorithm used in this paper. Similar heuristic methods were successfully used by . The following sections illustrate some numerical and real data results of the proposed model and algorithm.
An M-step for an exponential response
This subsection derives the likelihood and its partial derivatives when the response variable Y ij |x ij , b i follows an exponential distribution with mean function η ij = exp(x ij β + b i ), and density f (y ij |η ij ) = η From (3.7) the unit log-likelihood is
where parameters are as defined in (3.7). Therefore, the marginal partial derivatives become
where I = (1, 1, . . . , 1) and D −1 is an inverse diagonal matrix. Similar results could be obtained using Gamma marginals with canonical link function.
Simulation design and analysis
To assess the efficiency of the proposed likelihood and model, a univariate and a bivariate model settings are used to infer parameters. Under both settings the number of units is fixed to 200 and the number of observations n i is fixed to 5 for each unit. To generate the response variable Y i |b i , since the true parameters are known, we first generate the per-unit multivariate skew-normal variable Z i |b i as in (2.1) with a specified skewness vector λ. Then, we use the inverse of the link of the marginal distributions of Z ij and Y ij defined in (2.5) to generate the per-unit multivariate response Y i |b i . The following two subsections discuss each model specific settings.
Univariate model
Here we use a model of a fixed intercept α and a univariate random effect as
where F n i is a multivariate distribution from the exponential family with link function η, as in Section (4.1). The fixed and random effects coefficients are set as α + b i ∼ N 1 (3, 2) such that E[α + b i ] = 3. The time difference per observation within each unit is set to a unit difference, that is the elements of Σ(ξ i ) are
where ξ i = ξ = 0.2. Finally, since we are simulating first the skew-normal variable Z i |b i to get the response Y i |b i we set the skewness vector λ = (1, . . . , 1).
Bivariate model
This model investigates the convergence under extra variables, binary and categorical, which in some cases could represent a measurement deviation caused by certain events. We use a model structure similar to the one in Section 6 of Arellano-Valle et al. (2005) as 
Exponential and gamma distributed response
This section illustrates simulation results of the proposed copula-driven GLMM using the derived likelihood and the proposed MC-EM algorithm, and compares it numerically to the ordinary normal copula, where the skewness vector λ is set to 0.
The final missing piece of the likelihood in (3.7) is the specification of the marginal distribution of the response variable. Here we assume a response variable first from the exponential and then the gamma distribution with a log-link function. For each simulation a 100 Monte Carlo data sets are generated under the univariate and bivariate settings discussed in the previous subsections. Tables 1 and 2 , show the parameter estimates of the skew-normal on the left, and normal copula on the right, using exponential marginals, under the univariate and bivariate settings respectively. The MC Mean and MC SD represent the Monte Carlo mean and standard deviation. MSE is the average standard error between Monte Carlo simulation and the true value of the parameter. EC represents the empirical coverage probability computed using Fisher information matrix assuming a 95% confidence interval. Note that in the bivariate model we calculate the EC for β 1 and β 2 using a 95% elliptical confidence interval. Theλ is the average skewness. Figures 1 and 2 depict the convergence approximation graphically, under both models respectively for the skew-normal copula. Figure 3 and Table 3 show the simulation results of the bivariate model, while assuming gamma marginals. Table 3 also shows the estimated parameters when using the normal copula instead. The shape parameter of the gamma marginal is fixed to k = 3 and a log-link function is used. The results presented above suggest good inference results for the proposed model, since we are able to estimate the fixed parameters, the first and second moments of the random effects, and to some degree the autoregressive coefficient ξ. Nevertheless, we intentionally fixed the number of observation per unit to 5, since it allows the use of a uniform λ vector and an autoregressive parameter ξ for all units. In this sense, we can estimate the uniform parameters by drawing information from all observations. The reduction of the number of parameters is critical, since otherwise one has more parameters than observations. In our examples, using uniform autoregressive and skewness parameters, we only needed to estimate 1 + 5 parameters, while in general we have m + 5m parameters.
For the case when the normal copula is used, the estimation results of the fixed effects parameter is largely similar to the proposed model. This result is evident from (2.7), since the choice of the copula is independent from the likelihood of marginals. On the other hand, the estimation results for the random effect show systematic bias when compared to the results of the skew-normal model. This estimation bias arises from the fact that the skew-normal mean includes the skewness coefficient in its structure, thus it relates directly to the conditional distribution of b i |z i , v i , as seen in Proposition 3.1. In the case of the correlation parameter ξ, the results are comparable with smaller differences in the bivariate setting, though a bit larger in the univariate setting, arguably due to the heavier influence of the random effects on the likelihood in the latter.
It is worth mentioning that the product form of the density in (2.7) allowed the likelihood in (3.7) to decomposed into three main parts. This in turn streamlined the estimation procedure of the fixed effects coefficient β to the maximum-likelihood estimate when assuming independent marginal densities. One is then able to compute the information matrix analytically or by using methods as in Louis (1982) to obtain the observed information matrix. In this section we presented examples where the information matrix is readily available. Nevertheless, we find it to be much more complex to calculate the observed information matrix for the dispersion ξ and skewness λ variables, since it requires deriving the autoregressive correlation Σ in (3.7) for the former and Ψ for the latter. As a result, the coverage probabilities for both in the tables above are left blank.
The simulation was implemented in R using mainly the packages sn and mnormt, which are both maintained by Adelchi Azzalini. The sn package was used to sample from the skew-normal distribution and fit the skew-normal parameters, mainly Σ andλ. Consequently, we estimate the dispersion parameter ξ by minimizing the L 2 norm between the empirical estimate Σ and the correlation matrix Σ(ξ) construed using (5.2), aŝ
In respect toξ we then realign Σ to Σ(ξ). Likewise, one could also use the general-purpose optimization package optim with L-BFGS-B method with a lower bound of τ > 0, less than an upper bound of max{δ δ}, to avoid singularities in computing the inverse of the matrix Ψ in (3.1) and (3.3). Note that depending on the time measurement of observations t i , the lower bound τ cannot be very small, otherwise one will arrive at an all-ones matrix Σ.
An application
As an illustration, we apply our methodology to the famous Framingham Heart Study that consists of longitudinal data for a wide set of cohorts. This data has been analyzed earlier in Zhang and Davidian (2001) and . The primary objective is to model the change of cholesterol levels over time withing patients. The data provides cholesterol levels of 200 randomly selected patients, measured at the beginning of the study and every two years for a total of 10 years. However, we only use the first 3 observations per patient since it is the minimum number of visits seen in the data. The gender and age of those patients are also available. Since the normal linear mixed model analyzed by Zhang and Davidian (2001) is a particular case of GLMM, we apply our methodology to a simpler mixed model under more general distributional (copula based) setup. In view of the model proposed in Section 5, we consider the following model
where the jth component y ij of Y i is the cholesterol level at the jth time point for unit i (the observations are normalize by a 100), t ij = (time − 5)/10 (time measured in years), b i is the unit specific random effect as in (3.2), and the correlation coefficients are defined as
where t * i is the time of the first visit. As in (2.5), the modeling is performed with a gamma marginals and a log-link function. Figure 4a Figure 5a represents the densities of the centralized observed skew-normal variable resulted from each of the 100 MC-EM runs, where the high positive skewness is evident. Figure 5b shows the density of the average centralized skew-normal variable in solid, versus the density of a zero location skew-normal generated using the fitted parameters. To see this better, the off-diagonal elements of the estimated correlation matrix Σ(ξ) suggest a strong autoregressive structure in the data despite the low value ofξ.Σ Moreover, β 2 and β 3 estimates are close to zero, suggesting that patients age or time of observations are not a predictor of cholesterol levels. Both β 1 and V ar[α + b] seem relatively significant, emphasizing the importance of the patients gender and the random effects coefficient. The average skewness variablē λ suggests a highly skewed copula, as also indicated in 5a. Nevertheless, given the number of observations, the model has many variables to estimate, which dampen the estimation accuracy. In this case, we are estimating 9 coefficients for around 200 observations. (2005) used a linear mixed model formulation which differs from the copula formulation used here. For these differences, the average mean squared error of surpasses the fit of the proposed model. Nonetheless, we believe the copula formulation allows more flexibility in modelling the response variable given a robust estimation procedure. In addition, this is the first step to estimate mixed models via a skew-normal copula, and future research is required to determine better fits, and most importantly, to integrate a random effects design matrix, and improve the estimation of the skewness and autoregressive variables.
Discussion and future work
The current investigation is based on the development of a copula-driven GLMM, where the focus was on modeling the marginals in lieu of the joint distribution. Oftentimes marginal distributions from the exponential family do not necessarily lead to a multivariate distribution of the same form. Nonetheless, we feel that copula based general multivariate distributions may be of more interest to applied statisticians. Our proposal intended to illustrate such a typical situations. In regard to the methodology, the MCEM seems to be appealing, though computationally expensive. We feel that estimation accuracy of the proposed model is pigged to the theoretical limitation of the EM algorithm, specially in large dimensions. Oftentimes, the MCEM algorithm converged to local maximums, and we feel that a post-EM optimization procedure, such as gradient descend, might improve the fit. One can also get rid of computational hassle to some extent by adopting a MCMC in the Bayesian paradigm.
In our subsequent investigations, we are planning to work with a Bayesian paradigm in a more broad setup. More importantly, we are planning to integrate a design matrix for the random effects to extend it beyond the univariate case. To improve the accuracy, we are attempting different optimization techniques. For computational convenience, an autoregressive structure was used to model the correlation matrix, which is not always applicable in real data, thus, we are planning to investigate more flexible correlation models.
