Introduction
Stochastic frontier models have been widely used to describe productivity and firm efficiency. These models were introduced by Aigner et al. (1977) and, Meeusen and van den Broeck (1977) . A stochastic frontier production function decomposes output into three components. The first is a deterministic component that includes inputs in the production function and other variables that affect productivity and are correlated with the inputs. The second is an asymmetric stochastic component that captures the inefficiency of each producer (measured as the distance to the frontier). The moments of the distribution of the inefficiency component might depend on a set of variables-not all of which are observed. The third component of the model is a random disturbance. There are different proposals in the literature for the distribution of the inefficiency component: the exponential (Meeusen and van den Broeck, 1977) , the half-normal (Aigner et al., 1977) , the truncated normal (Stevenson, 1980) , the gamma (Greene, 1990) and, the log-normal (Migon, 2006) .
In many real world examples of production, local conditions affect productivity. In the context of agriculture, for example, differences across localities in transportation infrastructure, soils and climate, human capital of the local labor force, and other factors, can create systematic variation in the efficiency of agricultural production across localities. Local determinants of efficiency can be estimated with fixed or random effects. Alternatively, when information is available to describe the local determinants, these variables can be included directly in the stochastic frontier model. In the first case, local effects are measured fully but it is not possible to interpret the determinants of the effects, while in the second case interpretation is feasible but the vector of determinants included in the model does not exhaust the list of possible determinants. An additional local effect remains, and failure to account for this will lead to bias in the estimated coefficients on the included variables.
The novelty of our approach lies in the introduction of a municipal level latent effect in the modelling of the inefficiencies. More specifically, we believe that the inefficiency of unit j, j = 1, · · · , n i in municipality i, i = 1, · · · , n depends on which municipality it is located in. Our model combines models from the stochastic frontier and spatial econometric literatures. Inference is conducted following the Bayesian paradigm. See Koop and Steel (2001) and Kumbhakar and Tsionas (2005) for a review of the use of the Bayesian paradigm for this class of models and, Anselin (1988) and Gamerman and Moreira (2004) for a review on spatial econometric models.
A priori, we assume that the inefficiencies, u ij , for i = 1, · · · , n and j = 1, · · · , n i are conditionally exchangeable within each municipality i. More formally, the inefficiency u ij of agent j = 1, · · · , n i , located in municipality i = 1, · · · , n, is estimated conditioned on the unobserved local characteristics α i , u ij ∼ g(i), where g is a positive and asymmetric probability density function, depending on α i . This component α i , which represents the unobserved local characteristics in each municipality, is a common component among the inefficiencies of all agents in each municipality. Therefore, the inefficiencies of units which are in the same municipality are generated from the same distribution. However, these distributions are allowed to differ across the region. This is because we assume that agents are heterogeneous, and that part of this heterogeneity might derive from the location of the agents. One might assume, a priori, that these latent effects are either independent or spatially structured. The latter means that α i − α k , ∀i = k = 1, · · · , n would tend to be smaller for municipalities that are closer together. Therefore, we also discuss the prior distribution of these latent effects.
Frequently, in the stochastic frontier literature, the observations are available in the form of panel data. Here, however, the replicates are obtained across space and not time, and we have many observations within each of the n municipalities. Our aim is to model this spatial heterogeneity even after accounting for a possible set of covariates at the municipality level which might affect the productivity of each unit. Tsionas (2002) proposes stochastic frontier models with random coefficients to separate technical inefficiency from technological differences across firms. On the other hand, Greene (2005) extends fixed effects models in the context of the stochastic frontier literature with a variety of approaches to incorporate firm specific heterogeneity. From a spatial perspective, Druska and Horrace (2004) consider generalized moments estimation of panel data assuming a decomposition of the error term as the sum of two components: one that is spatially structured and the other that is white noise. This spatial component is modelled through a simultaneous autoregressive model. See Anselin (1988) for details. Helfand and Levine (2004) and Sampaio de Souza et al. (2005) employ a similar approach. First, they estimate Data Envelopment Analysis (DEA) technical efficiency scores for municipalities spread over a region. After computing the efficiency scores, they use either a spatial SUR or a simultaneous autoregressive model, respectively, to investigate the determinants of those scores. In other words, both papers mentioned above perform the inference procedure in two steps, taking no explicit account of the uncertainty in the estimation of the efficiencies. This paper is organized as follows. Section 2 provides the economic motivation for the problem and describes the data set to be analyzed. Section 3 discusses the proposed model, and in Section 4 the inference procedure is described. Section 5 presents the analysis of the data under the proposed model. As we explore different model specifications for the data, two model comparison criteria, one based on that suggested by Gelfand and Ghosh (1998) and the other on that by Spiegelhalter et al. (2002) , are described and performed. Finally, Section 6 concludes the paper and describes future avenues for research.
Motivation
This article is part of a larger research project which uses microdata from the 1995/96 Agricultural Census in Brazil to study the determinants of agricultural productivity. The project is motivated by the observation that Brazil has one of the most unequal distributions of land holdings in the world, and an extremely high rate of rural poverty. In the past decade, a series of governments have pursued an aggressive policy of land reform. Brazil is also among the largest producers and exporters in the world of many agricultural products. A deeper understanding of the determinants of productivity in Brazilian agriculture has important implications for reducing rural poverty by increasing productivity and income among small farmers, and for relaxing constraints on macroeconomic growth by increasing foreign exchange earnings.
Here we concentrate on a sample of farms in the Center-West region of Brazil. This region contained three states, 426 municipalities, and over 240,000 farms in 1996. From this region, we chose a random sample of 25,494 farms spread over n=370 municipalities. In order to reduce certain types of heterogeneity that are not the principal focus of this paper, we restricted the sample to (a) owner operated farms, (b) farms that hired one or more permanent workers, and (c) farms that used inputs relatively intensively (identified as farms in the upper half of the distribution of input expenditures per hectare)
1 . Because the choice of which outputs to produce is endogenous, and we are interested in comparing the efficiency with which agricultural producers transform inputs into numerous outputs through the Center-West, we follow standard practice of using an output quantity index as our dependent variable (see e.g. Coelli et al. (1998) ; Koop and Steel (2001) ).
Proposed Model
Assume observations are available in the form of panel data. However, here, replications are at the municipal level. Let y ij be the logarithm of output for municipality i, i = 1, 2, · · · , n and unit j, j = 1, 2, · · · , n i . We consider that observations are being generated through the following structure
where N (0, σ 2 ) denotes the zero mean normal distribution with variance σ 2 , f (x ij , β) represents the production function, with x ij being a vector of dimension q 1 of farm specific inputs, and β a vector of their respective coefficients. The vector z i comprises all the covariates, say q 2 , which vary at the municipal level, and might influence the outputs. c ih , of dimension q 3 , corresponds to dummy variables indicating farms size classes.
The component u ij (.) models the inefficiency of unit j at location i and is independent of ij . It is described as a function of a latent effect, α i , which varies across the municipalities. We consider two different distributions for the inefficiency component, u ij (.) in equation (1). More specifically, we either model u ij as
or as u ij | θ i ∼ exp(1/θ i ) with log θ i = α i ,
where N + (a, b) denotes the normal distribution truncated at zero, whose associated normal has mean a and variance b, and exp(1/θ) denotes the exponential distribution with mean θ. It is worth noting that the distribution in equation (2) states that the u ij are exchangeable at the municipal level, conditioned on α i and τ 2 . On the other hand, in equation (3), they are exchangeable, at the municipal level, conditioned only on θ i . Notice that these latent effects are introduced in the second level of hierarchy, therefore they do not affect the Y ij 's directly. If the random effects were introduced in the mean of Y ij we might get some correlation between z i and α i . This kind of centering provides more stable computation. See, for example, Gelfand et al. (1996) and Papaspiliopoulos et al. (2003) . If there are no municipality level covariates, one might consider introducing α i directly in the mean structure of Y ij . We discuss this further in Section 5.
As the inference procedure is made through the Bayesian Paradigm, an important issue is the effect of the prior distribution associated to the random effects α i 's. The simplest choice is to assume a priori that the α i 's are all independent among themselves, that is α i ∼ N (0, ψ 2 ), ∀i = 1, 2, · · · , n. However, as the observations are being made across municipalities, we would expect these random effects to be spatially correlated. Due to the geographical characteristics of the data, it is natural to expect that the inefficiencies of units which are located in neighboring municipalities are of similar magnitude. That is, the magnitude of the inefficiencies might vary smoothly across the region. For this reason, following Besag et al. (1991) , we assume a conditional autoregressive (CAR) prior for α = (α 1 , · · · , α n ) , that is
where
where ς i is the set containing the neighboring municipalities of i. We denote this prior as α ∼ CAR(ψ 2 ). It is common practice to consider a 0 − 1 neighborhood structure, such that W ik = 1 if i and k share boundaries and 0 otherwise. In this case, we have that
where n * i is the number of neighbors of municipality i. Notice that here, ψ 2 is the variance of the conditional distribution of (α i | α k , k = i), therefore its interpretation is not straightforward, that is, it is not the same as when we assume that these random effects are independent a priori. It is worth mentioning that the conditional distribution in equation (4) leads to an improper joint distribution for α. This is not a problem, as we make clear in Section 4.
Assigning a CAR prior to the random effects α i means that they are correlated a priori, therefore, if we model u ij as in equation (2) we are implicitly assuming that the Y ij are independent among themselves conditioned on the inefficiencies, u ij 's.
Let y = (y 11 , · · · , y 1n 1 , · · · , y n1 , · · · , y nnn ) represent a random sample of the logarithm of the outputs at location i = 1, 2, · · · , n and unit j = 1, 2, · · · , n i . Under the specification in (2) or in (3), the likelihood is given by
Assuming u ij is distributed as in (2), Stevenson (1980) and Broeck et al. (1994) show that when integrating the likelihood above with respect to u ij one obtains
which is a skew normal distribution as described in Domínguez-Molina and González-Farías (2003) . On the other hand, following the specification for u ij as in (3) and, marginalizing the likelihood with respect to u ij , Stevenson (1980) and Broeck et al. (1994) show that
is the cumulative distribution and φ(x) is the probability density function of the standard normal distribution evaluated at point x. These marginalizations with respect to u ij will prove useful in the simulation methods which will be described in the next Section.
Inference Procedure
Following the Bayesian paradigm the model specification is complete after assigning a prior distribution to all unknowns (parameters) in the model. In the previous Section we only discussed the prior distribution of the latent random effects α i , and of the one-sided disturbance term. Here we will discuss the prior distribution of the remaining parameters in the model. Then, following Bayes' theorem, we will obtain the kernel of the posterior distribution of the parameter vector. Lastly, we will describe how to make inference from the resultant posterior distribution.
Let θ comprise the parameter vector, such that θ = (β 0 , β, γ, δ, α, ψ 2 , τ 2 , σ 2 ) . Initially, we assume that all components of θ are independent a priori. Therefore, the joint density prior distribution for θ is given by
Following standard procedures, for the coefficients β i , γ j , and δ k i = 1, · · · , q 1 , j = 1, · · · , q 2 , k = 1, · · · , q 3 we assign a zero mean normal prior distributions with variance (σ 2 β ) fixed at some big value. For the variances τ 2 and σ 2 we assign inverse gamma prior distributions with both parameters equal to ε, i.e. τ 2 ∼ IG(ε, ε), where ε is fixed at some small number, say 0.1, to describe our prior ignorance about these parameters. Some care must be taken when assigning the prior distribution for ψ 2 , the variance of the CAR distribution. This prior cannot be too uninformative, as this is a non-identifiable parameter in the sense of Dawid (1979) . We assign an inverse gamma prior, IG(a ψ , b ψ ), whose mean is equal to the OLS estimate based on an independent stochastic frontier model, with some fixed variance. Once the prior distribution has been assigned, following Bayes' theorem, the posterior distribution of θ is proportional to the likelihood function times the prior, which considering, for example, the specification in (2) , results in
The equation above does not have an analytical closed form. Therefore, simulation methods are needed to make inference about p(θ | y). We make use of Markov chain Monte Carlo (MCMC) methods, in particular the Gibbs sampling algorithm (Gelfand and Smith, 1990) with some steps of the Metropolis-Hastings (Hastings, 1970) and the slice sampling (Neal, 2003) algorithms. Gamerman and Lopes (2006) give more details about these sampling schemes. As described in Gamerman and Lopes (2006) , the Gibbs sampler is a MCMC scheme where the transition kernel of the Markov chain is based on the full conditional posterior distributions, π(θ i | θ −i ), where
and p is the dimension of the parameter vector. Because of the marginalization in (6) or in (7), the full conditional distributions of the elements of β do not follow any known distribution. We make use of a Metropolis-Hastings random walk to sample from this full conditional. From our experience, the speed of convergence of the chains might be sensitive to the starting values of the elements of β, γ, and δ. We suggest to start the chain from their OLS estimates based on a multiple regression without the inefficiency component. In the case of the variances, σ 2 and τ 2 , their full conditionals do not have an analytical closed form. Here we also suggest the use of a Metropolis-Hastings random walk step for log σ 2 and log τ 2 , respectively.
On the other hand, ψ 2 has an inverse gamma posterior full conditional distribution regardless of whether an independent normal or a CAR prior is assigned to α.
Our main challenge when implementing the algorithm is the sampling of each α i . Notice, that we have as many α i 's as the number of municipalities in the sample. As the use of a random walk Metropolis-Hastings step requires the tuning of the variance of the proposal distribution, we prefer to use the slice sampling algorithm (Neal, 2003) to sample from π(α i | θ −α i , y). The slice sampler is an auxiliary variable MCMC algorithm. It is based on the idea of slicing the target distribution (the full conditional of α i in our case) horizontally at the contour level of a uniformly distributed variable U (0, π(α i | .)). See Gamerman and Lopes (2006) for more details. Recall that the CAR prior as defined in (4) results in an improper joint distribution for the spatial effects. Following Besag et al. (1995) as a remedy we impose the constraint i α i = 0 after each iteration of the Gibbs sampler.
It is worth mentioning the computational advantage of marginalizing the likelihood with respect to u ij . While running the MCMC, we avoid updating these parameters and the algorithm becomes faster. After convergence has been reached, we can use the samples from the elements of θ to obtain posterior samples of the efficiencies, exp(−u ij (.)), through the posterior of u ij .
Empirical Analysis
In this Section we fit the proposed model to the sample described in Section 2. We assume that the relationship between inputs and outputs along the frontier can be described by a constant returns to scale translog production function 2 . This is augmented by a number of variables that are relevant for explaining efficiency. More specifically, an output quantity index (y) is specified as a function of production inputs (x), a farm size fixed effect (c), the conditions (z) of each locality (i), the existence of local public goods and institutions specific to each farm size group and locality (ih), an asymmetric stochastic term u ij (.), and a random error. We clarify below the different model structures fitted to the data.
The factors of production (x) include a) area of the establishment, b) the quantity of family labor, c) the value of machines, d) the value of other forms of capital (trees, stock of animals), and e) expenditure on variable inputs such as fertilizer, pesticides, seeds, and hired labor. With the exception of the last variable, all inputs are determined prior to the production cycle and endogeneity is not a major concern. Variable inputs for each farm, in contrast, are clearly endogenous and were instrumented for by using the mean value from each locality and farm size group (ih). Finally, input and output quantity indices were constructed using constant prices in order to eliminate the effect of spatial variation in the prices of these goods and services.
Local characteristics are described by a vector of variables that includes: a) four indices of temperature and rainfall that capture the suitability of each location for temporary and/or permanent crop production, b) five variables that capture soil, slope, and other physical attributes, c) transport costs to the city of São Paulo, the dominant consumption center of Brazil, d) distance to the sea, and to the relevant state capital, and e) average years of schooling used as a measure of human capital in each municipality.
Initially, we propose six different models to fit the data. The models differ in terms of the inefficiency term (truncated normal and exponential distributions); the inclusion or not of the latent effect α i ; and, the specification of the prior distribution of α i . Therefore, assuming the model in (1), we propose to fit the following specifications:
Notice that models M 1 and M 4 are the standard stochastic frontier models. Models M 2 and M 5 assume that the α i 's are independent a priori, with the inefficiencies following a truncated normal or exponential distribution, respectively. Finally, M 3 and M 6 assume that the α i 's follow a CAR prior as specified in (4), again with the u ij 's following, respectively, a truncated normal or an exponential distribution.
In order to explore all the possibilities with regard to the spatial heterogeneity present in the data, we also fit the 6 specifications above removing the municipal level covariates, z i , in equation (1). We will label these specifications as M k z , k = 1, · · · , 6. When removing the z i one might also consider fitting the model with municipal level random effects, that is, assuming
In this case, one might consider fitting 4 other specifications, which are:
M 10: α ∼ CAR(ψ 2 ), and u ij ∼ exp(1/τ 2 ) with τ 2 ∼ IG(ε, ε).
Therefore, we are considering 16 different model specifications. The aim is to check which model fits the data best. In the next Subsection we describe the two criteria we use to make the model comparisons.
Model comparison criteria
As we are proposing different model specifications, model choice techniques emerge as an important tool to indicate which model, among those proposed, fits the data best. A well known model comparison criterion in the Bayesian literature is the Bayes factor. However, its limitation lies in the use of noninformative priors, as in this case, they are not well defined. As we are using the CAR prior, which is improper, we compute two other criteria, the posterior predictive loss (EPD) which was introduced by Gelfand and Ghosh (1998) and the deviance information criterion (DIC), proposed by Spiegelhalter et al. (2002) . They are briefly described below.
Posterior predictive loss
This measurement is based on replicates of the observed data, Y rep i,j , i = 1, · · · , n, j = 1, · · · , n i , and the selected models are those that perform well under a loss function. This loss function penalizes actions both for departure from the corresponding observed value as well as for departure from what we expect the replicate to be (Banerjee et al., 2004) . Assuming a normal model as in (5), and a squared loss function, the criterion is computed as
In the equation above, µ i,j = E(Y They go on to say that the fundamental difference is that the latter works in the parameter space with the likelihood, while the former works in the predictive space with posterior predictive distributions. They suggest that if the objective is to use the model for explanation, DIC should be preferred; whereas if the objective is prediction, EPD should be used.
Results
The implementation of the MCMC algorithm was made in Ox 3 . For each of the models above, we run two parallel chains, each of length L = 60, 000. We discarded the first 10, 000 iterations and kept one at each 50th iteration, in order to avoid autocorrelation among the sampled values. Convergence was checked following standard procedures such as those described in Gamerman and Lopes (2006) . Table 1 shows the values of EPD and DIC, and their respective components, under each of the sixteen fitted models. Many different comparisons emerge from this Table. First, it is clear that the standard models, M 1, M 1 Z and M 4, M 4 Z , which do not assume the inclusion of a latent effect α i provide the worst results, both for the truncated normal and the exponential distributions for the inefficiencies. Recall that models M 1 Z and M 4 Z do not consider municipal level covariates, and they result in the highest values of both EPD and DIC. In other words, both criteria are pointing to the fact that the spatial information must be taken into account. When we compare between models M i and M i Z , i = 1, · · · , 6, those which have both the spatial latent effect and spatial level covariates (M i's) perform better under both EPD and DIC. This suggests that (a) the municipal level covariates belong in the model, and (b) even when they are in included, there is still some structure left at the municipal level which is being captured by the latent effects α. On the other hand, depending on the distribution we assume for the inefficiencies, both criteria choose either the CAR prior (in the truncated normal case) or the independent prior (in the exponential case) for α i . When we compare between the distribution of the inefficiencies (u ij ), both criteria have smaller values when the truncated normal is assumed. This might be an indication that we need more flexibility in the model that is, another parameter is needed to describe the variance of the inefficiencies. Among all fitted models, if we had to choose one, this would be M 3, which results in the smallest values of both EPD and DIC. From now on, we will present results only for models M 1, M 2, · · · , M 6, as they were the ones that performed best under both model comparison criteria.
In Table 2 , we present the posterior summary of the sources of variability for the different components of the model in (1). That is of σ 2 , τ 2 , the ratio κ = τ 2 /(τ 2 +σ 2 ) (only when the inneficiencies follow a truncated normal distribution) and ψ 2 . As described in Section 3, ψ 2 , the variance of α i , does not have a straight forward interpretation when the CAR prior is assumed. We notice that σ 2 , the variance of the white noise, is the smallest for M 3, which is in agreement with EPD and DIC. We also notice that κ is relatively big, supporting the inclusion of the inefficiency term to model this dataset. It is worth mentioning that under M 4, τ 2 , as reported there, is the mean of the exponential distribution of u ij . We do not show the summary of τ 2 for M 5 and M 6 as in these cases, the mean of the exponential varies across the municipalities.
In Figure 1 we present the comparison of the posterior median of the α i 's, i = 1, · · · , n amongst the six models. This Figure shows that the magnitude of these effects vary according to the prior, as well as the distribution of the inefficiencies we assume. Figure 2 , in contrast, presents the box plots of the posterior samples obtained for each of the coefficients of the covariates Z i , which carry information at the municipal level. Even though they are present in the model, both, EPD and DIC, indicate M 3 as the best model, suggesting the importance of the inclusion of the latent effect α i with a prior spatial structure. In other words, this is an indication that there is still some spatial structure left even after the inclusion of Z i in the model. We also notice from this Figure that the coefficients do not change much across the different models. As expected, for some coefficients, the inclusion of α i increases the uncertainty in their estimation.
In Figure 3 , we present the boxplots of the posterior of those coefficients whose covariates are related to farm size (δ). Apparently, the distribution assumed for the inefficiencies does not influence much the resultant distributions (compare the panels in the first row with those in the second) whereas, the inclusion or not of the latent effect at the municipal level, seems to affect the significance of these coefficients. Figure 4 presents the description of the variation of the spatial effects α i , i = 1, · · · , n under models M 2 and M 3 , across the region under study. We notice that under the CAR prior (M 3 ) the change of the magnitude in these effects is slightly smoother than under the independent prior (M 2 ). 
Concluding Remarks and Future Work
This paper proposed a stochastic frontier model with latent spatial components in the one-sided disturbance term. The model is of particular interest for units which are observed across a geographical region. Inference procedure was conducted under the Bayesian paradigm. Therefore, it was performed in a single framework, taking explicit account of the uncertainty involved in the estimation procedure of the parameters. We also discussed the prior distributions one can consider for these latent effects. We proposed either the assignment of independent zero mean normal distributions or of a nearest neighbour Markov random field model, which carries spatial information and imposes a prior spatial structure on the inefficiencies.
A sample of the outputs of farms spread over the Center West region of Brazil was analyzed. Different model structures were fit to this data set and following two model comparison criteria, the EPD and DIC, both indicated the importance of including the latent effect at the municipal level, even after the inclusion of covariates which vary at the municipal level. In other words, some spatial structure remained that was not completely explained by the covariates we had available for this study.
As an extension of the model proposed here, and following Tsionas (2002) and Gamerman et al. (2002) , one might consider models which allow the frontier to vary at the municipal level. In this context we could assign a prior distribution for β with a spatial structure. This might be done following the multivariate CAR prior proposed by Gelfand and Vounatsou (2003) . This is our current topic of research. Koop, G. and Steel, M. F. J. (2001) Table 2 : Posterior summary, median and 95% credible intervals (in brackets), for
and ψ 2 for all fitted models.
