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In this paper, He’s variational iteration method is applied for solving linear systems of
ordinary differential equations with constant coefficients. A theorem for the convergence
of the method is presented. Some illustrative examples are given to show the efficiency of
the method.
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1. Introduction
Consider the system of ordinary differential equations (ODEs) with constant coefficients{
Y ′(t) = AY (t)+ F(t), 0 ≤ t ≤ `,
Y (0) = Y0, (1)
where Y (t) = (y1, y2, . . . , yn)T in which yi, i = 1, . . . , n are unknown real functions of variable t , A ∈ Rn×n, F(t) =
(f1, f2, . . . , fn)T in which fi, i = 1, . . . , n are known real functions of t and Y0 is a given vector in Rn. As we know well, the
solution of Eq. (1) is of the form (see for example [1])
Y (t) = eAtY0 + eAt
∫ t
0
e−AsF(s)ds. (2)
Hence, for computing the solution Y (t) to Eq. (1), eAtZ(t) should be computed for some vector function Z(t). It is well-known
that the computation of eAt leads to the eigenvalue problem for the matrix A. Indeed, in general the computation of a matrix
exponential leads to the computation of the Jordan canonical form of the matrix which has its own difficulties [2,3]. For a
fixed t , there are severalmethods for computing an approximation of etAZ(t): Pade approximation [4];methods based on the
Krylov subspace [5]; restrictive Taylor method [6]. Also, there are several methods for computing the analytical solution for
the linear and nonlinear equations. Among them are the homotopy perturbation technique [7–9], Adomian decomposition
method [10,11] and the variational iterationmethod presented byHe [12–17]. The variational iterationmethod is a powerful
mathematical tool for finding solutions of linear and nonlinear problems and it can be implemented easily in practice. It has
been successfully applied for solving various PDEs and ODEs [18,12–17]. Recently, Darvishi et al. in [18] have applied the
variational iterationmethod for solving systemsof linear andnonlinear stiff ODEs. Particularly, theyhave considered systems
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of stiff ODEs with two equations. In this paper, we apply He’s variational iteration method for computing an approximate-
analytical solution to (1) by generalizing the method presented in [18]. The convergence of the method is also studied.
This paper is organized as follows. In Section 2, we give a brief description of He’s variational iteration method. Section 3
is devoted to the proposedmethod and its convergence. In Section 4, some illustrative examples are given. Some concluding
remarks are given in Section 5.
2. A brief description of the variational iteration method
Consider the following differential equation
Lu(t)+N u(t) = g(t), (3)
whereL is a linear operator,N a nonlinear operator and g(t) is an inhomogeneous term. In the variational iterationmethod
a correctional functional such as
um+1(t) = um(t)+
∫ t
0
λ(Lum(s)+N u˜m(s)− g(s))ds, m = 0, 1, 2, . . . ,
is constructed, where λ is a general Lagrangian multiplier [12–17], which can be identified optimally via the variational
theory. Obviously the successive approximations uj, j = 0, 1, . . . can be computed by determining λ. Here the function u˜m
is a restricted variation which means δ˜um = 0.
3. He’s variational iteration method for solving problem (1)
For solving problem (1) by means of the variational iteration method, the matrix A = (aij) is decomposed into two
matrices D and B such that A = D+ B, where D = diag(a11, a22, . . . , ann) and B = A− D. Then we construct the following
correction functional for Y
Ym+1(t) = Ym(t)+
∫ t
0
Λ(Y ′m(s)− DYm(s)− BY˜m(s)− F(s))ds, (4)
where Λ = diag(λ1, λ2, . . . , λn), in which λi, i = 1, 2, . . . ,m are the Lagrange multipliers and Y˜m denotes the restrictive
variation, i.e., δY˜m = (δ˜y1, . . . , δ˜yn)T = 0. Note that although BY is not a nonlinear term, we consider it as a nonlinear term.
By using integration by parts and constructing the correction functional
δYm+1(t) = δYm(t)+ δ
∫ t
0
Λ(Y ′m(s)− DYm(s)− BY˜m(s)− F(s))ds
= δYm(t)+Λ(s)δYm(s)|s=t − δ
∫ t
0
(Λ′ +ΛD)Ym(s)+Λ(BY˜ (s)+ F(s))ds,
the stationary conditions would be as follows
I +Λ(s)|s=t = 0,
Λ′(s)+Λ(s)D = 0.
Here, the prime stands for differentiation with respect to the s. The latter equations can be written as
1+ λi(s)|s=t = 0
λ′i(s)+ aiiλi(s) = 0
}
, i = 1, 2, . . . , n.
For a fixed iwe consider two cases. If aii = 0 then it follows that λi(s) = −1 and if aii 6= 0, then λi = −e−aii(s−t). Hence we
haveΛ = −e−(s−t)D. Therefore, from (4) the following iteration formula for computing Ym(t)may be obtained
Ym+1(t) = Ym(t)−
∫ t
0
e−(s−t)D(Y ′m(s)− AYm(s)− F(s))ds, m = 0, 1, . . . . (5)
Now, we show that the sequence {Ym(t)}∞m=1 defined by (5) with Y0(t) = Y0 converges to the solution of (1). To do this
we state and prove the following theorem.
Theorem 1. Let Y (t), Yi(t) ∈ (C1[0, `])n, i = 0, 1, . . .. The sequence defined by (5) with Y0(t) = Y0 converges to Y (t), the
exact solution of (1).
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Proof. Obviously from (1) we have
Y (t) = Y (t)−
∫ t
0
e−(s−t)D(Y ′(s)− AY (s)− F(s))ds. (6)
Now from (5) and (6) we get
Em+1(t) = Em(t)−
∫ t
0
e−(s−t)D(E ′m(s)− AEm(s))ds, (7)
where Ej(t) = Yj(t) − Y (t), j = 1, 2, . . .. By using the fact that Em(0) = 0,m = 0, 1, . . ., and integration by parts we
conclude
Em+1(t) = Em(t)−
∫ t
0
es(A−D)+tD
d
ds
(e−sAEm(s))ds,
= Em(t)−
∫ t
0
esB+tD
d
ds
(e−sAEm(s))ds,
= B
∫ t
0
e−(s−t)DEm(s)ds. (8)
Therefore
‖Em+1(t)‖2 ≤ ‖B‖2
∫ t
0
‖e−(s−t)D‖2‖Em(s)‖2ds. (9)
Since s ≤ t ≤ `, we deduce that
‖e−(s−t)D‖2 ≤ e‖−(s−t)D‖2 = e|s−t|‖D‖2 ≤ e2t maxi |aii| ≤ e2`maxi |aii|.
Let
M = ‖B‖2e2`maxi |aii|.
Hence, from (9) we obtain
‖Em+1(t)‖2 ≤ M
∫ t
0
‖Em(s)‖2ds.
Now we proceed as follows
‖E1(t)‖2 ≤ M
∫ t
0
‖E0(s)‖2ds ≤ M max
s∈[0,t]
‖E0(s)‖2
∫ t
0
ds ≤ M max
s∈[0,`]
‖E0(s)‖2t,
‖E2(t)‖2 ≤ M
∫ t
0
‖E1(s)‖2ds = M
∫ t
0
max
s∈[0,`]
‖E0(s)‖2sds = M2 max
s∈[0,`]
‖E0(s)‖2 t
2
2! ,
‖E3(t)‖2 ≤ M
∫ t
0
‖E2(s)‖2ds = M
∫ t
0
max
s∈[0,`]
‖E0(s)‖2 s
2
2!ds = M
3 max
s∈[0,`]
‖E0(s)‖2 t
3
3! ,
...
‖Em(t)‖2 ≤ M
∫ t
0
‖Em−1(s)‖2ds = Mm
∫ t
0
max
s∈[0,`]
‖E0(s)‖2 s
m−1
(m− 1)!ds
= Mm max
s∈[0,`]
‖E0(s)‖2 t
m
m! = maxs∈[0,`] ‖E0(s)‖2
(Mt)m
m! .
We have
max
s∈[0,`]
‖E0(s)‖2 (Mt)
m
m! ≤ maxs∈[0,`] ‖E0(s)‖2
(M`)m
m! → 0,
asm →∞, and this completes the proof. 
In practice, for improving the convergence rate of the method, as in the classical Gauss–Seidel method [3] for solving
linear system of equations, as soon as a component of Ym+1 is computed then it is used in computing the next component
of Ym+1.
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Table 1
Results for Example 1
ti Approximate solution Exact solution Absolute error
0.1 2.448720833 2.448713952 6.881e−6
0.2 3.011593125 3.011592396 7.29e−7
0.3 3.718617048 3.718613248 3.800e−6
0.4 4.607546336 4.607581997 3.566e−5
0.5 5.726041793 5.726144013 1.022e−4
0.6 7.134164775 7.134305877 1.411e−4
0.7 8.907651809 8.907592651 5.916e−5
0.8 11.14075942 11.14099929 2.399e−4
0.9 13.95386085 13.95393329 7.244e−5
1.0 17.49583613 17.49639403 5.579e−4
4. Illustrative examples
In this section, three illustrative examples are given to show the efficiency of the method proposed in Section 3. All of
the computations have been done using theMaple software. For all of the examples in this section we used 8 iterations of
the variational iteration method.
Example 1. In this example we consider the problem (1) with
A =
( 4 6 6
1 3 2
−1 −5 −2
)
,
F(t) = 0, and Y0 = (7, 2,− 92 )T. The exact solution of this problem is
Y (t) =

4et + 3(1+ t)e2t
et + (1+ t)e2x
−3et −
(
3
2
+ 2t
)
e2t
 .
By using the proposed method in the previous section the computed approximate solution for the second entry of Y (t)
is as follows
y˜2 = 563 t
3e4t − 88471543
11664
e4t − 315752834
11390625
e−2t + 42319
1296
− 7662572
151875
te−2t
− 42
25
t5e−2t − 8
45
t6e−2t + 2618281
972
te4t − 19505
54
t2e4t − 46376
2025
t3e−2t
− 146734
3375
t2e−2t − 212
27
t4e−2t + 9602392676
1265625
e3t + 412856648
84375
te3t
+ 293776
1125
t3e3t + 8197192
5625
t2e3t + 2152
75
t4e3t + 48
25
t5e3t .
The exact and approximate solutions are depicted in Fig. 1. Aswe see, there is very good agreement between the approximate
solution obtained by the variational iteration method and the exact solution. For more investigation, we give the values of
the approximate and exact solutions of the problem for some points in Table 1. As the numerical results in this table show,
the proposed method is effective.
Example 2. In this example we consider the initial value problem
y(5)(t)− 32y(t) = cos t − 32 sin t,
y(0) = 1, y′(0) = 3, y′′(0) = 4, y(3)(0) = 7, y(4) = 16.
The exact solution of this problem is y(t) = e2t + sin t . This problem can be easily converted to a system of ODEs as (1) in
which
A =

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
32 0 0 0 0
 ,
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Fig. 1. Depiction of the approximate and exact solutions of Example 1.
Fig. 2. Depiction of the approximate and exact solutions of Example 2.
and F(t) = (0, 0, 0, 0, cos t − 32 sin t)T. The approximate solution obtained by the proposed method is
y˜ = −31+ 2t + 18t2 + 4
3
t3 − 2
3
t4 + 4
15
t5 + 2
15
t6 + sin (t)+ 32 cos (t) .
The exact and approximate solutions are plotted in Fig. 2. As the figure shows, the method gives a very good approximation
of the exact solution. We give the values of the approximate and exact solutions of the problem for some points in Table 2.
As the numerical results in this table show, the proposed method is effective.
Example 3. In this example we give the numerical results of a large problem. Let n = 50,
A =

−2 1
1 −2 1
. . .
. . .
. . .
1 −2 1
1 −2
 ,
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Table 2
Results for Example 2
ti Approximate solution Exact solution Absolute error
0.1 1.321236173 1.321236175 2.e−9
0.2 1.690494020 1.690494029 9.e−9
0.3 2.117639006 2.117639007 1.e−9
0.4 2.614959231 2.614959270 3.9e−8
0.5 3.197707050 3.197707367 3.7e−7
0.6 3.884757430 3.884759396 1.966e−6
0.7 4.699408281 4.699417654 9.373e−6
0.8 5.670352190 5.670388515 3.632e−5
0.9 6.832854033 6.832974374 1.203e−4
1.0 8.230174764 8.230527084 3.523e−4
Table 3
Results for Example 3
ti Approximate solution Exact solution Absolute error
0.1 1.105174422 1.105170918 3.504e−6
0.2 1.221435103 1.221402758 3.234e−5
0.3 1.349785055 1.349858808 7.375e−5
0.4 1.491712703 1.491824698 1.120e−4
0.5 1.648594345 1.648721271 1.269e−4
0.6 1.822137927 1.822118800 1.913e−5
0.7 2.013914047 2.013752707 1.613e−4
0.8 2.225575203 2.225540928 3.428e−5
0.9 2.459397174 2.459603111 2.059e−4
1.0 2.718268325 2.718281828 1.350e−5
Fig. 3. Depiction of the approximate and exact solutions of Example 3.
F(t) = (f1(t), f2(t), . . . , fn(t))T where f1(t) = fn(t) = 2et and fi(t) = et , i = 2, . . . , n − 1 and Y (0) = (1, 1, . . . , 1)T.
The exact solution of this problem is yi(t) = et , i = 1, 2, . . . , n. These kinds of problems arise in many areas of science
and engineering such as discretization of PDEs. By the proposed method this problem was solved. To show the efficiency of
the method we give the results of y10(t). Since, the expression of the approximate solution is large we do not give it here.
The graphs of the approximate solution and exact solutions are displayed in Fig. 3. This figure shows the efficiency of the
method. The value of the approximate and exact solutions of the problem for some points are given in Table 3.
5. Conclusion
We have successfully used the variational iteration method for solving a system of ordinary differential equations with
constant coefficients. A theorem for the convergence of themethod has been given. Results obtained by themethod confirm
the robustness and efficiency of the method. The method can also be implemented easily.
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