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The effect of a constant applied external force, induced for instance by an electric or gravitational
field, on the dispersion of Brownian particles in periodic media with spatially varying diffusivity,
and thus mobility, is studied. We show that external forces can greatly enhance dispersion in the
direction of the applied force and also modify, to a lesser extent and in some cases non-monotonically,
dispersion perpendicular to the applied force. Our results thus open up the intriguing possibility
of modulating the dispersive properties of heterogeneous media by using externally applied force
fields. These results are obtained via a Kubo formula which can be applied to any periodic advection
diffusion system in any spatial dimension.
PACS numbers: 05.60.Cd, 02.50.Ey, 05.10.Gg, 05.40.a
In diverse systems ranging from fluid mechanics, hy-
drology, soft matter to solid state physics, at mesoscopic
length and time scales, the dynamics of tracer particles is
described by stochastic differential equations (SDEs) and
their associated Fokker-Planck equations [1–3]. In het-
erogeneous media, the local transport coefficients such as
the diffusivity and the mobility can vary in space depend-
ing on the local material properties. In a locally isotropic
material where a uniform force F acts on a tracer par-
ticle, the probability density function (PDF) p(x, t) for
the tracer position at time t obeys
∂tp(x, t) = ∇ · [κ(x)∇p− β κ(x) F p ] . (1)
The first term on the right hand side of Eq. (1) above
corresponds to diffusion with a spatially varying diffu-
sion constant. The second term represents the drift
due to a constant applied external force and the term
βκ(x) = µ(x) is the local mobility. The factor of the in-
verse temperature β results from the local Einstein rela-
tion between mobility and diffusivity. Physical examples
include charge carriers in heterogeneous media, where
µ(x) is proportional to the local electrical conductivity,
in the presence of an external electric field, as well as
colloidal diffusion in porous media, with local diffusivity
κ(x), with an external field induced by gravitational or
buoyancy forces. Here we study the effect that a constant
external applied field has on the late time dispersion as
characterized by the effective drift of a cloud of tracer
particles
Vi = lim
t→∞
〈Xi(t)−Xi(0)〉
t
, (2)
(where X(t) denotes the position of a tracer particle and
〈·〉 denotes ensemble averaging) and the effective diffu-
sivity
Dii = lim
t→∞
〈[Xi(t)−Xi(0)]2〉c
2t
, (3)
(c denotes the connected part, thus the variance of the
displacement Xi(t) − Xi(0)) characterizing the disper-
sion the cloud about its mean position. Effective trans-
port coefficient are important for estimating the spread
of pollutants and chemical reaction times [4].
When F = 0, the problem of determining Dii and Vi
dates back to Maxwell [5], where the equivalent problem
of determining the dielectric constant of heterogeneous
media was addressed. The Wiener bounds [6] state that
(κ−1)−1 ≤ D ≤ κ, where · indicates spatial averaging.
In higher dimensions there are few exact results [7] but
numerous approximations schemes exist [8–12]. However,
the case where there is a finite external force appears not
to have been studied and in this Letter we will address
the force’s effect on the dispersion of tracer particles.
To gain a flavor for the phenomenology of this prob-
lem we consider diffusion in a two dimensional medium,
where κ(x, y) is shown in Fig. 1(a), with an applied force
F oriented in the x direction. We show in Fig. 1(c)
the results of numerical simulations of the correspond-
ing SDE for the quantities Dxx, Dyy and Vx/βF . At
zero force, all the quantities shown are equal, this is a re-
sult of the Stokes-Einstein relation Dxx = β∂FVx which
holds only [13] when F = 0. At small F upon increas-
ing F , we see that both Dxx and Vx/F decrease while
Dyy increases. As F increases further, Vx/F continues
to decrease monotonically, however Dxx and Dyy attain
minimal and maximal values respectively and eventually
cross. This remarkable behavior shows that the fast and
slow directions of dispersion can be interchanged by an
applied force and that Dyy(F ) is a non-monotonic func-
tion. In Fig. 1(d), we see that Dxx grows as F
2 at large
forces and can thus be made arbitrarily large (thus ex-
ceeding the upper Wiener bound for the forceless case),
giving rise to force induced dispersion enhancement. The
key difference between systems with and without an ex-
ternal force is that in the latter case the steady state
probability distribution Ps(x, y) on the periodic unit cell
of the system is constant, whereas in the presence of the
field it becomes non-trivial as shown in Fig. 1(b).
To explain these results we will derive a Kubo-type
formula for the transport coefficients for general Fokker-
Planck equations with arbitrary periodic diffusion tensors
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FIG. 1. (color online) (a) The 2D periodic diffusivity field
κ(x, y) = κ0[1 + 0.8 cos(2pix/L) cos(2piy/L)], in units of κ0 on
the fundamental rectangular unit cell. The arrow indicates
the direction of the external force. (b) Stationary PDF in the
diffusivity field shown in (a) with an external force of magni-
tude βFL = 10. (c) Components Dxx and Dyy of the effective
diffusion tensor predicted by Eqs. (18,19) and the normalized
effective drift Vx/βF from Eq. (6) (lines) along with simu-
lations results for the SDE (5) (symbols). (d) Same as (c)
with different scales. The dashed line represents the behavior
Dxx ' cF 2 with the coefficient c predicted by Eq. (23).
and advection fields. This formula generalizes a number
of existing results for convection by incompressible ve-
locity fields with constant molecular diffusivity as in the
case of Taylor dispersion [16]. Examples include diffusion
in Rayleigh-Be´nard convection cells [17–19], diffusion in
frozen turbulent flows [20] and transport by a fluid in
porous media [21–24]. Our formula also encapsulates re-
sults for diffusion in periodic potentials [25–29]. In one
dimension, results on diffusion in periodic potentials plus
constant forces have been derived [30–34], as well as the
more general case where the noise amplitude is a periodic
function of position [35–37].
The Kubo formula we derive here is valid in any dimen-
sion. The terms in the Kubo formula can be analytically
evaluated when the diffusivity varies only in one direc-
tion, and we give analytical results for such stratified
systems. We also solve the generic problem analytically
in the limit of large forces, proving that the coefficient of
Dii, where i is the direction of the force, is generically
proportional to F 2. Finally, the Kubo formula can be
evaluated by solving a set of associated partial differen-
tial equations numerically [13], the excellent agreement
between this calculation and the simulations is shown in
Figs. 1(c,d).
Kubo formula for the dispersion. Consider the general
Fokker-Planck equation
∂tp =
d∑
i,j=1
∂xi{−ui(x)p+ ∂xj [κij(x)p]} ≡ Lx p, (4)
where κij(x) is a local (symmetric) diffusion tensor, u(x)
is the drift field, and Lx is the transport operator. Our
only assumption in the following is that the fields ui(x)
and κij(x) are periodic in space. Let Ω denote the fun-
damental unit cell of the periodic structure. We call
p(x, t|y) the propagator of the stochastic process in infi-
nite space, defined as the solution of Eq. (4) in infinite
space with initial condition p(x, 0|y) = δ(x − y). We
distinguish this infinite space propagator p(x, t|y) from
the propagator calculated with periodic boundary con-
ditions on the boundaries of Ω, denoted P (x, t|y), and
representing the probability density to observe a parti-
cle at time t at a position x modulo an integer number
of translations along the lattice vectors of the periodic
structure. Finally, we define Ps(x) = limt→∞ P (x, t, |y)
the stationary PDF of the particles with periodic bound-
ary conditions.
In the Ito prescription, the SDE corresponding to the
Fokker-Planck equation (4) in the direction i [2, 3] is
dXi = ui(X(t)) dt+
d∑
j=1
(κ1/2(X(t)))ijdWj , (5)
where κ1/2 represents the square-root matrix of the pos-
itive symmetric matrix κ. The noise increments dWi are
Gaussian, independent, of zero mean and are only cor-
related at equal times as 〈dWidWj〉 = 2δijdt. Ensemble
averaging Eq. (5) yields the Stratonovich result [38]
Vi =
∫
Ω
dx Ps(x) ui(x). (6)
To calculate the effective diffusivity we first substract
uidt from both sides of Eq. (5), integrate over time,
square both sides of the resulting equation and then av-
erage to find
〈[Xi(t)−Xi(0)]2〉+
∫ t
0
dt1
∫ t
0
dt2〈ui(X(t1))ui(X(t2))〉
−2
∫ t
0
dt′〈{Xi(t)−Xi(t′) +Xi(t′)−Xi(0)}ui(X(t′))〉
= 2t
∫
Ω
dx Ps(x)κii(x). (7)
The average of the right hand side of Eq. (7) follows from
the independence of the dWi at different time steps. Ex-
ploiting the periodicity of the field u(x), we can evaluate
the second term of Eq. (7) for t1 < t2 as
〈ui(X(t1))ui(X(t2))〉 =∫∫
Ω
dx1dx2ui(x2)ui(x1)P (x2, t2 − t1|x1)Ps(x1). (8)
3The second line of Eq. (7) contains the term [39]
〈[Xi(τ)−Xi(0)]ui(X(0))〉 =∫
Rd
dx
∫
Ω
dy p(x, τ |y)Ps(y)(xi − yi)ui(y). (9)
Differentiating with respect to τ , using Eq. (4) and inte-
grating by parts over x, we obtain
∂τ 〈[Xi(τ)−Xi(0)]ui(X(0))〉 =
∫
Ω
dy Ps(y) ui(y)×∫
Rd
dx
[
ui(x)p(x, τ |y)−
d∑
j=1
∂xjκij(x)p(x, τ |y)
]
. (10)
Finally, exploiting the periodicity of the field u, we can
replace the integral over x over the infinite space by an in-
tegral over the unit cell Ω if one replaces the infinite space
propagator p by the propagator with periodic boundary
conditions P , yielding for any t > t′ [40]
∂t〈[Xi(t)−Xi(t′)]ui(X(t′))〉 =∫
Ω
dx
∫
Ω
dy ui(y)ui(x)P (x, t− t′|y)Ps(y). (11)
The last term to be computed in Eq. (7) is
〈[Xi(t)−Xi(0)]ui(X(t))〉 =∫
Rd
dx
∫
Ω
dy p(x, t|y)Ps(y)(xi − yi)ui(x). (12)
Due to the periodicity, we can exchange the integration
domains of y and x in this equation. We now use the
backward Fokker-Planck equation [3] ∂tp(x, t|y) = L†yp,
(where L† is the adjoint of the transport operator L) to
find
∂t〈[Xi(t)−Xi(0)]ui(X(t))〉 =∫
Ω
dx
∫
Rd
dy [L†yp(x, t|y)]Ps(y)(xi − yi)ui(x). (13)
Using the definition of the adjoint operator, we write
∂t〈[Xi(t)−Xi(0)]ui(X(t))〉 =∫
Rd
dy
∫
Ω
dx ui(x)p(x, t|y)Ly{Ps(y)(xi − yi)}. (14)
Again exploiting the periodicity of u and explicitly cal-
culating Ly{Ps(y)(xi − yi)} gives
∂t〈[Xi(t)−Xi(0)]ui(X(t))〉 =
∫
Ω
dx ui(x)×∫
Ω
dyP (x, t|y)
{
Js,i(y)−
d∑
j=1
∂yj [κij(y)Ps(y)]
}
, (15)
where Js(y) the local current in the stationary state at
position y, given by
Js,i(y) = ui(y)Ps(y)−
d∑
j=1
∂yj [κij(y)Ps(y)]. (16)
Finally, all the terms in Eq. (7) can be evaluated by using
Eqs. (9,11,15). Taking the large time limit, we obtain the
Kubo formula for the effective diffusion tensor
Dii =
∫
Ω
dy Ps(y)κii(y) +∫∫
Ω
dxdy ui(x)G(x|y)[2Js,i(y)− ui(y)Ps(y)], (17)
where G(x|y) = ∫∞
0
dt{P (x, t|y)−Ps(x)} is the pseudo-
Green function [41] of L on Ω. The equation (17) gives
in an explicit way the dispersion properties in terms of
quantities that are defined at the level of an individual
cell Ω, with periodic boundary conditions. We may re-
express Dii by introducing f(x), the solution of
Lxfi(x) =− 2Js,i(x) + ui(x)Ps(x)
+ Ps(x)
∫
Ω
dy [2Js,i(y)− ui(y)Ps(y)], (18)
again with periodic boundary conditions on Ω, and with
the integral condition
∫
Ω
dx f(x) = 0. The diffusion ten-
sor is then given by
Dii =
∫
Ω
dx {Ps(x)κii(x) + ui(x)fi(x)} . (19)
Non-equilibrium effects are manifested in Eq. (17) by the
presence of the local currents of the stationary state, gen-
eralizing similar Kubo formulas derived for equilibrium
problems. In the case of transport by incompressible fluid
flows, Ps(x) is uniform, Js is equal to the flow u and
one recovers the equations describing dispersion in in-
compressible hydrodynamic flows (compare for example
Eqs. (18,19) to Eqs. (35,48) of Ref. [24]).
Periodic diffusivity with an external uniform force.
We now focus on advection-diffusion systems described
by Eq. (1), which fall in the class of the general equation
(4) with
κij(x) = δijκ(x), u(x) = κ(x)βF+∇κ(x). (20)
The effective dispersion tensor Dii can be obtained
by solving numerically the partial differential equations
(18,19), leading to the results on Fig. 1, which compare
very well to numerical simulations of the SDE (5).
Stratified media. In systems where the local diffu-
sivity varies only in one dimension, κ(x, y) = κ(x) as
illustrated in Fig. 2(a), f depends only on x and can be
calculated analytically [13]. For vanishing forces, the dif-
fusivity tensor reads
Dxx = 1/κ−1, Dyy = κ, Dxy = 0 (|F| → 0). (21)
Here the anisotropy of the dispersion is imposed by the
anisotropy of the field κ ; from Jensen’s inequality we see
that Dxx ≤ Dyy, indicating that dispersion is faster in
the direction parallel to the strata of the medium [Fig.
2(b)]. For large forces however, we find that
Dij = (κ−1)−1
{
δij +
FiFj
|F · ex|2
[
κ−2
(κ−1)2
− 1
]}
, (22)
4so the dispersion becomes larger in the direction paral-
lel to the force than in the perpendicular direction [42].
The dispersion is highly sensitive to the projection of the
force normal to the strata [Fig. 2(c)], and the diffusion
coefficients in the planes of the strata diverge when F is
in the plane of the strata (in fact they grow as |F|2).
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FIG. 2. (color online) (a) The 2D periodic diffusivity field
for our example of stratified medium, κ(x, y) = κ0[1 +
0.95 cos(2pix/L)], shown in units of κ0 on the fundamental
rectangular unit cell. (b) and (c): Cloud of particles diffusing
in the local diffusivity field shown in (a) in the presence of
external force at a time t = 10L2/κ0. In (b) no external force
and in (c) the force has magnitude given by βFL = 100, and
acts in the direction indicated by the arrow. The ellipses rep-
resent the region in which 95% of the points should fall and
are determined from Eqs. (21,22).
Force induced dispersion enhancement in 2D. Consider
the general 2D problem in the case of large forces. For
large forces, it is natural to suppose that the equilibration
time in the direction (here x) of the force is much shorter
than in the other direction. We thus make the quasi-
static approximation P (x, y, t) ' pi(y, t)Ps(x|y), where
Ps(x|y) ∼ κ−1(x, y) is the stationary probability to ob-
serve x given the value of y. An effective Fokker-Planck
equation can then be derived for the PDF pi(y, t) by in-
tegrating over x, and using Eqs. (18,19), to obtain [13]
Dxx =
[βFR(L)]2
W (L)
∫ L
0
dy
[
W (y)
W (L)
− R(y)
R(L)
]2
e−lnκ(y),
(23)
where L is the length of the period in the direction y,
the notation g(y) representing uniform spatial averaging
over x for any function g(x, y), and where
R(y) =
∫ y
0
du elnκ(u);W (y) =
∫ y
0
du κ−1(u)elnκ(u).
(24)
Equation (23) shows that local heterogeneities generically
give rise to diffusion coefficients scaling as the square of
the force for large forces, implying that the force-induced
diffusivity can be much larger than the microscopic diffu-
sion coefficients. Quadrature of the integrals in Eq. (23)
give a coefficient of F 2 which is in agreement with the
simulations, as seen in Fig. 1(d).
Conclusion. Taylor dispersion [16] is a textbook exam-
ple of a phenomenon where spatial variations of a time-
independent compressible velocity field, along with lo-
cally constant molecular diffusivity, lead to enhanced dis-
persion. Here, external uniform forces lead to increased
dispersion in the direction of the force. The mechanism
is similar to that behind Taylor dispersion in that par-
ticles with different trajectories experience very different
advection by the applied force due to its coupling to the
local mobility/diffusivity. We have also seen that an ex-
ternal force can non-monotonically modify the dispersion
in the direction perpendicular to the applied force. This
surprising effect is due to the fact that an applied force
yields a non-uniform stationary distribution over the fun-
damental periodic cell. It is possible that one may con-
struct experimental systems where the effects predicted
here could be observed. Periodic optical potentials, in
which colloidal particles can be tracked, can be gener-
ated by lasers [43, 44] and it would be interesting to see
if experimental realizations of media with spatially mod-
ulated diffusivities could be similarly produced in order
to observe the effects predicted in this Letter. Finally, we
stress that the results here can be applied to any periodic
advection-diffusion system and thus have a wide range of
applicability. For instance, one can use the formulas to
study the dispersion in periodic potentials in any dimen-
sion in the presence of an external force [30, 31] (even
with varying local mobility) as well as in systems with no
local detailed balance, such as active particle systems.
5SUPPLEMENTAL MATERIAL
Appendix A: The Generalized Stokes-Einstein
Relation
The Stokes-Einstein relation is a relationship between
effective diffusivity and effective drift or mobility which
applies in equilibrium systems, and is often used to de-
duce diffusivity from mobility (for a recent example see
[14]). Here we show how, beyond the regime of linear
response, the Stokes-Einstein relation breaks down due
to the presence of currents associated with the stationary
distribution.
The effective drift is given by the Stratonovich formula
[38] (Eq. (6) of the main text)
Vi =
∫
Ω
dx Ps(x) ui(x), (A1)
where Ps is the stationary distribution on the unit cell
Ω. Now consider a system where the local drift ui is
perturbed by a small external force F so that the local
drift ui changes to
u′i(x) = ui(x) + β
d∑
j=1
κij(x)Fj . (A2)
The induced local drift due to the force F takes this
form as the local mobility tensor is given, using the
local Stokes-Einstein formula or detailed balance, by
µij = βκij , where β = 1/kBT is the inverse of the ther-
mal energy and κij is the local diffusivity tensor. From
the above formulas we then see that
∂Vi
∂Fi
= β
∫
Ω
dx Ps(x)κii(x) +
∫
Ω
dx
∂Ps(x)
∂Fi
ui(x). (A3)
Differentiating the stationary Fokker-Planck equation
LxPs = 0 with respect to Fi then yields
Lx ∂Ps(x)
∂Fi
− β
d∑
j=1
∂
∂xj
[κji(x)Ps(x)] = 0. (A4)
The boundary conditions for ∂Ps(x)/∂Fi are clearly that
it is periodic on the boundaries of Ω, but also we must
have, by conservation of probability, that∫
Ω
dx
∂Ps(x)
∂Fi
= 0. (A5)
By definition (see e.g. Ref. [41]), the pseudo-Green’s
function G(x|y) for Lx on Ω obeys
LxG(x|y) = −δ(x− y) + Ps(x). (A6)
We can use this pseudo-Green’s function G(x|y) to con-
struct the solution of Eq. (A4) as
∂Ps(x)
∂Fi
= −
∫
Ω
dy G(x|y)β
d∑
j=1
∂
∂yj
[κji(y)Ps(y)] ,
(A7)
which clearly satisfies the integral condition Eq. (A5).
Substituting this solution into Eq. (A3) then yields
∂Vi
∂Fi
=β
{∫
Ω
dx Ps(x)κii(x)
−
∫∫
Ω
dxdy ui(x)G(x|y)
d∑
j=1
∂
∂yj
[κji(y)Ps(y)]
}
.
(A8)
Now, using Eq. (17) of the main text and the definition
Eq. (16) of the current Js,i we can write
∂Vi
∂Fi
= βDii − β
∫∫
Ω
dxdy ui(x)G(x|y)Js,i(y). (A9)
The Stokes Einstein relation ∂Vi/∂Fi = βDii between
the effective drift and diffusivity thus in general holds
only when the current of the stationary state Js vanishes.
We also note that the first term of Eq. (A9), being the
diffusion constant, it clearly positive. However, the sign
of the second term is not obvious. In Ref. [15], it was
found that a particle with constant applied force in a two
dimensional periodic, ratchet-like, potential can exhibit
absolute negative mobility - it would be interesting to see
if the formalism developed here could be used to better
understand this phenomenon.
Appendix B: Results in one dimension
In more than one dimension the resolution of the par-
tial differential equation Eq. (18) to evaluate the Kubo
formula for the diffusion equation is not possible ana-
lytically. However, in one dimension the corresponding
differential equation can be evaluated analytically and
we give the general result for any diffusion advection in
one dimension and then specialize the result to the case
of diffusion in a medium of varying diffusivity subject
to an external field. Refs [29–31, 34–37] are landmark
papers in the study of diffusion in non-equilibrium sys-
tems, as the problem of diffusion in a periodic potential
plus a constant force was first studied in Refs. [30, 31]
and the result generalized to arbitrary advection diffusion
was obtained in Refs. [35–37] (although in Ref. [35] a
Stratonovich prescription for the Langevin equation was
used and in Ref. [36, 37] a specific problem related to
Fick-Jacobs diffusion was studied, the results given are
in fact the most general possible in one dimension). The
approach of Refs. [29–31, 34–37] was based on an expres-
sion for the diffusion constant in one dimension deduced
from moments of first passage times, we will show here
how the general result can be rederived via the Kubo
formula Eq. (17).
In what follows, we compute the dispersion properties
for the model described by Eq. (4) of the main text in
one dimension, and we show how to use these formulas
to derive the effective diffusion tensor in stratified media.
We use notation based on the aforementioned references
6to aid the reader who wished to compare the results. In
one dimension, the stationary probability distribution is
given by
Ps(x) = JsI+(x), (B1)
where Js is the (constant) current in one dimension and
I+(x) =
exp (Γ(x))
κ(x)
∫ ∞
x
dx′ exp (−Γ(x′)) , (B2)
Γ(x) =
∫ x
0
dx′
u(x′)
κ(x′)
. (B3)
Due to the periodicity of u and κ the function Γ obeys
the relation
Γ(x+ L) = Γ(x) + Γ(L). (B4)
When Γ(L) = 0 the system clearly has a steady state
equilibrium distribution with no current. In writing Eq.
(B2) we have assumed, without loss of generality, that
Γ(L) > 0 so that the integral on the right hand side con-
verges. The steady state current is then obtained from
the condition of normalization of Ps and is thus given by
Js =
1∫ L
0
dxI+(x)
. (B5)
and thus the effective drift is given by V = J0L. The
Eq. (18) of the main text can be solved in terms of the
function I+ and the function I− defined as
I−(x) = exp (−Γ(x))
∫ x
−∞
dx′
exp (Γ(x′))
κ(x′)
. (B6)
After some algebra we obtain the general compact ex-
pression for the effective large scale diffusivity
D =
L2
∫ L
0
dx κ(x)I±(x)2I∓(x)∫ L
0
dx I±(x)3
, (B7)
where ± indicates that one may (consistently) take the
sign + or − in the above. The formula Eq. (B7) agrees
with those given in Refs. [29–31, 34–37].
In the case of the diffusion in a periodic diffusivity field
with constant applied force we find
I+(x) = exp(βFx)
∫ ∞
x
dx′
exp(−βFx′)
κ(x′)
, (B8)
I−(x) =
1
βFκ(x)
. (B9)
Now, we write the inverse of κ(x) as a Fourier series, i.e.
κ(x) =
1
κ−1
∑
k ak exp(
2pikix
L )
(B10)
where a0 = 1 and a−k = ak. This then gives
I+(x) = κ−1
∑
k
ak exp(
2pikix
L )
βF − 2pikiL
, (B11)
which yields the following expression for the effective dif-
fusivity
D(F ) =
1
κ−1
[
1 + 2β2F 2
∑
k>0
|ak|2
β2F 2 + 4pi
2k2
L2
]
. (B12)
When F = 0 we recover the classic result (Eq. (21))
D(0) = κ−1
−1
, that is to say that D(0) only depends on
the mean value of the inverse diffusivity. We see that for
finite F the diffusivity depends on all the Fourier coeffi-
cients of the inverse diffusivity, this means that in princi-
ple that measurements of the effective diffusion constant
with applied external forces could be used to reconstruct
the diffusivity field in one dimension. For large F , D(F )
saturates at the value
D(∞) = 1
κ−1
[
1 + 2
∑
k>0
|ak|2
]
=
κ−2
κ−1
3 . (B13)
The above formula recovers Eq. (22) for Dxx when the
force is directed in the x direction (here the diffusion in
the y direction has no effect on that in the x). Note that
this saturation is specific to the case of one dimension or
for diffusion in stratified media in the direction parallel
to the force when there are no variations of the diffusivity
in the direction perpendicular to the applied force.
Appendix C: Details on numerical calculations and
simulations.
Numerical solution of Eqs (18,19) of the main
text. The numerical resolution of Eq. (18) of the main
text was carried out with the finite element software Flex-
PDE (www.pdesolutions.com). In the examples consid-
ered the unit cell Ω was a square, with periodic boundary
conditions. First the equation for the steady state distri-
bution Ps(x) was solved, either directly or by relaxing an
initially uniform probability solution to its steady state
fixed point by numerically integrating the time depen-
dent Fokker-Planck equation (in cases where there were
convergence problems with the direct solution). This so-
lution was then used to solve Eq. (18) for the two com-
ponents of f . Finally the diffusion coefficients Dxx and
Dyy were obtained by numerical evaluation of the two
integrals in Eq. (19) within the same software.
Numerical simulations. Numerical simulation
of the stochastic differential equation for particles in a
medium of varying diffusivity with applied external force
were based upon integrating the simple discrete version
of the Ito stochastic differential equation
Xi(t+ ∆t) =Xi(t) + [∂xiκ(X(t)) + βFiκ(X(t))] ∆t
+ σi
√
2κ(X(t))∆t. (C1)
Here σi are independent Gaussian random variables of
zero mean and unit variance. Performing several runs
7enables the measurement of Xi(t)−Xi(0) and therefore
to evaluate the effective drift and diffusivities defined in
Eq. (2,3) of the main text. For the simulations shown
in Fig.1. and Fig.2. of the main text, the time step
was chosen to be ∆t = 10−5L2/κ0, where L is the size
of the square unit cell and κ0 is the diffusivity averaged
over the unit cell. The effective diffusivity was obtained
by evaluating the variance of [Xi(t) − Xi(0)]/
√
2t and
a time t large enough to be in the diffusive regime (we
took t = 10L2/κ0). Averages were taken over more than
150, 000 runs, and controls were made to ensure that the
simulation results do not depend on the time step.
Appendix D: Effective diffusivity at large forces in
2D
In this section, we derive Eq. (23) of the main text,
giving the effective diffusivity of particles submitted to
a large force in a varying periodic two-dimensional diffu-
sivity field. Here, we assume that the force is oriented in
the direction x, and we call h = βFx the external field,
and for simplicity, we assume that the fundamental unit
cell of the structure is a rectangle of sides Lx, Ly. The
Fokker-Planck equation is Eq. (1) of the main text:
∂tp(x, y, t) = ∂x[κ(x, y)∂xp− h κ(x, y)p] + ∂yκ(x, y)∂yp.
(D1)
At high fields, h → ∞, the stationary distribution Ps
satisfies
0 = ∂x [h κ(x, y) Ps(x, y) ] . (D2)
so that the leading order term in h vanishes. Therefore,
the stationary distribution Ps takes the following general
form:
Ps(x, y) ' C(y)κ−1(x, y), (D3)
where C(y) is a still unknown function of y. At high
forces, it is natural to assume that the equilibration time
in the direction x is much shorter than the one in the
direction y. Therefore, we approximate the propagator
of the process by
p(x, y, t) ' pi(y, t)Ps(x|y), (D4)
where Ps(x|y) is the probability to observe a particle with
an x-coordinate of value x, given that the coordinate in
the other direction is y, and pi(y, t) is the marginal dis-
tribution of particles in the direction y at time t. From
(D3) and the normalization condition, we find that
Ps(x|y) = 1
κ(x, y) Lx κ−1(y)
. (D5)
where we call g(y) = L−1x
∫ Lx
0
dx g(x, y) for any function
g, with Lx the length of the period in the direction x.
Inserting the approximation (D4) into (D1) and integrat-
ing over x leads to an effective Fokker-Planck equation
for pi(y, t):
∂tpi(y, t) '
∫ Lx
0
dx ∂y{κ(x, y)∂y[pi(y, t)Ps(x|y)]}. (D6)
Performing explicitly the integral over x by using (D5),
we find
∂tpi(y, t) = ∂
2
y [κe(y)pi(y, t)]− ∂y{[∂ylnκ(y)]κe(y)pi(y, t)},
(D7)
where we have posed κe(y) = 1/κ−1(y). For large times,
the stationary distribution of the effective Fokker-Planck
equation (D7) is
pis(y) =
elnκ(y)
κe(y)
∫ Ly
0
du elnκ(u)/κe(u)
. (D8)
Now, selecting the term of order h2 in the equation (19)
of the main text, we get:
Dxx 'h2
∫ Ly
0
dy
∫ Ly
0
dy0 κe(y)
× κe(y0)
∫ ∞
0
dt [pi(y, t|y0)− pis(y)]pis(y0), (D9)
where pi(y, t|y0) is the propagator for the effective dy-
namics in the direction y. It is useful to introduce the
function fe defined as the solution of
∂2y [κe(y)fe(y)]− ∂y{[∂ylnκ(y)]κe(y)fe(y)} =
−κe(y)pis(y) + pis(y)
∫ Ly
0
du κe(u)pis(u), (D10)
with the orthogonality condition
∫ Ly
0
dyfe(y) = 0. From
Eqs. (D7,D9), we deduce that the effective diffusion co-
efficient can be written in terms of fe as
Dxx ' h2
∫ Ly
0
dy κe(y)fe(y). (D11)
Now, we introduce the functions R and W introduced in
Eq. (24) of the main text:
R(y) =
∫ y
0
du elnκ(u);W (y) =
∫ y
0
du κ−1e (u)e
lnκ(u).
(D12)
Rewriting the right-hand side of Eq. (D10) by using (D8)
and expressing the result in terms of these two functions
R and W , we find:
∂2y [κe(y)fe(y)]− ∂y{[∂ylnκ(y)]κe(y)fe(y)} =
−∂yR(y)
W (Ly)
+
∂yW (y)R(Ly)
W (Ly)2
. (D13)
8Then, we can integrate once with respect to y. The re-
sulting equation is a first order differential equation of
a single variable function, and can be solved analyti-
cally. Taking into account the orthogonality condition
∫ 1
0
dyfe(y) = 0, we arrive after some lines of algebra, at
the expression (23) of the main text.
[1] N. Van Kampen, Stochastic Processes in Physics and
Chemistry, Third Edition (North-Holland personnal li-
brary, Amsterdam, 2007).
[2] B. Øksendal, Stochastic Differential Equations (Springer,
2003).
[3] C. Gardiner, Stochastic Methods for Physics, Chem-
istry and the Natural Sciences, Second edition (Springer-
Verlag Berlin Heidelberg New-York, 1985).
[4] S. Condamin, O. Be´nichou, V. Tejedor, R. Voituriez, and
J. Klafter, Nature 450, 77 (2007).
[5] J. C. Maxwell, Electricity and Magnetism (Clarendon
Press, Oxford, 1873).
[6] O. Wiener, Abh. Math-Phys. K1. Ko¨nigl., Saechs. Ges.,
32, 509 (1912).
[7] A. Dykhne, Sov. Phys. JETP 32, 63 (1971).
[8] D. J. Jeffrey, Proc. R. Soc. Lond. A. Math. Phys. Sci.
335, 355 (1973).
[9] I. Drummond and R. Horgan, J. Phys. A- Math. Gen.
20, 4661 (1987).
[10] A. De Wit, Phys. Fluids 7, 2553 (1995).
[11] B. Abramovich and P. Indelman, J. Phys. A - Math. Gen.
28, 693 (1995).
[12] D. S. Dean and C. Touya, J. Phys. A - Math. Theor. 41,
335002 (2008).
[13] See Supplementary Material where we show that the
steady state distribution in presence of a force has a non-
zero current steady state Js, which we will see is respon-
sible for the deviation from the Stokes-Einstein relation.
The Supplementary Material includes Refs. [14, 15].
[14] G. G. Putzel, M. Tagliazucchi, and I. Szleifer, Phys. Rev.
Lett. 113, 138302 (2014).
[15] R. Eichhorn, P. Reimann, and P. Ha¨nggi, Phys. Rev.
Lett. 88, 190601 (2002).
[16] G. Taylor, Proc. R. Soc. Lon. Ser. - A 219, 186 (1953).
[17] M. Rosenbluth, H. Berk, I. Doxas, and W. Horton, Phys.
Fluids 30, 2636 (1987).
[18] B. I. Shraiman, Phys. Rev. A 36, 261 (1987).
[19] P. McCarty and W. Horsthemke, Phys. Rev. A 37, 2112
(1988).
[20] A. J. Majda and P. R. Kramer, Phys. Rep. 314, 237
(1999).
[21] H. Brenner, Philos. Tr. R. Soc. S. - A 297, 81 (1980).
[22] H. P. A. Souto and C. Moyne, Phys. Fluids 9, 2253
(1997).
[23] A. Alshare, P. Strykowski, and T. Simon, Int. J. Heat
Mass Trans. 53, 2294 (2010).
[24] R. G. Carbonell and S. Whitaker, Chem. Eng. Sci. 38,
1795 (1983).
[25] D. S. Dean, I. Drummond, and R. Horgan, J. Stat. Mech.
- Theory Exp P07013 (2007).
[26] B. Derrida, J. Stat. Phys. 31, 433 (1983).
[27] R. Zwanzig, Proc. Natl. Acad. Sci. U S A 85, 2029 (1988).
[28] P. De Gennes, J. Stat. Phys. 12, 463 (1975).
[29] S. Lifson and J. L. Jackson, J. Chem. Phys. 36, 2410
(1962).
[30] P. Reimann, C. Van den Broeck, H. Linke, P. Ha¨nggi,
J.M. Rubi, and A. Pe´rez-Madrid, Phys. Rev. Lett. 87,
010602 (2001).
[31] P. Reimann, C. Van den Broeck, H. Linke, P. Ha¨nggi,
J.M. Rubi, and A. Pe´rez-Madrid, Phys. Rev. E 65,
031104 (2002).
[32] P. Reimann and R. Eichhorn, Phys. Rev. Lett. 101,
180601 (2008).
[33] L. Machura, M. Kostur, F. Marchesoni, P. Talkner,
P. Ha¨nggi, and J. Luczka, J. Phys.:Cond. Matt. 17, S3741
(2005).
[34] B. Lindner, M. Kostur, and L. Schimansky-Geier, Fluct.
Noise Lett. 1, R25 (2001).
[35] B. Lindner and L. Schimansky-Geier, Phys. Rev. Lett.
89, 230602 (2002).
[36] D. Reguera, G. Schmid, P. S. Burada, J.M. Rubi,
P. Reimann, and P. Ha¨nggi, Phys. Rev. Lett. 96, 130603
(2006).
[37] P. Burada, G. Schmid, P. Talkner, P. Ha¨nggi, D. Reguera,
and J. Rubi, BioSystems 93, 16 (2008).
[38] R. Stratonovich, Radiotekhnika i elektronika 3, 497
(1958).
[39] As we are in a steady state time translation invariance
holds and the earlier time t′ can be shifted to 0 while the
later time t is shifted to τ = t− t′.
[40] The term involving κij in Eq. (10) is of a divergence
form in the integral over x and we again invoke time
translation invariance in the steady state.
[41] G. Barton, Elements of Green’s functions and propaga-
tion (Clarendon Press, 1989).
[42] The Cauchy-Schwartz inequality means that κ−2 >
(κ−1)2.
[43] C. Dalle-Ferrier, M. Kru¨ger, R. D. Hanes, S. Walta, M. C.
Jenkins, and S. U. Egelhaaf, Soft Matt. 7, 2064 (2011).
[44] M. Evstigneev, O. Zvyagolskaya, S. Bleil, R. Eichhorn,
C. Bechinger, and P. Reimann, Phys. Rev. E 77, 041107
(2008).
