Abstract. We consider non-negative and integrable classical solutions to the Cauchy problem ut −∆u+|∇u| p = 0 when p ∈ (0, +∞). For p ∈ (0, N/(N +1)) we prove that any such solution vanishes identically after a finite time. For higher values of p temporal decay estimates are obtained.
Introduction and main results
We consider the Cauchy problem
where p ∈ (0, +∞) and u 0 is a non-negative function in BC(R N ) ∩ L 1 (R N ). Here BC(R N ) denotes the space of bounded and continuous functions in R N . For such initial data existence and uniqueness of non-negative classical solutions to (1)- (2) have been obtained by Gilding, Guedda & Kersner [11] . Within the framework of non-negative solutions the term |∇u| p in (1) acts as an absorption term and the smaller the exponent p is, the stronger the absorption. The aim of this work is then to investigate some qualitative properties of non-negative solutions to (1)- (2) according to the values of p. More precisely we prove the noteworthy fact that any non-negative solution to (1)- (2) with initial data in BC(R N ) ∩ L 1 (R N ) vanishes identically after a finite time when p ∈ (0, N/(N + 1)), a property also called extinction in finite time. Our result reads as follows.
Theorem 1. Let u 0 be a non-negative function in BC(R
and denote by u the unique non-negative classical solution to (1)- (2) . If p ∈ (0, N/(N + 1)) the solution u vanishes identically after some finite time; that is, there exists T ∈ [0, +∞) such that
It is well-known that the property of extinction in finite time is enjoyed by bounded non-negative solutions to nonlinear parabolic equations with absorption such as
when p ∈ (0, 1) (see [13, 8, 12, 10] and the references therein). For both equations (1) and (3) there is a competition between the diffusion term and the absorption term. Furthermore, for p sufficiently small, the absorption is strong enough to drive any bounded non-negative solution to zero in finite time. It is worth mentioning at this point that the fact that bounded non-negative solutions to (3) vanish identically after a finite time for p ∈ (0, 1) follows easily by comparison with the corresponding ordinary differential equation. Such a device does not seem to be available for (1) and the proof of Theorem 1 requires a different approach. We also point out that the exponent below which the extinction in finite time is guaranteed does depend on the space dimension N for (1) and that we require the integrability of the solution to (1) in addition to its boundedness for extinction in finite time to occur, both facts being in contrast with (3). A natural question is then whether solutions to (1) decaying faster for large values of |x| could exhibit this extinction phenomenon for p ∈ [N/(N + 1), 1). In this connection it has been pointed out to us by Professor Brian Gilding that, if u 0 ∈ BC(R N ) is non-negative and compactly supported, the corresponding solution to (1)-(2) vanishes identically after a finite time for every p ∈ (0, 1). This follows from [11, Theorem 19] . Further results in that direction are still in progress.
Remark 1. The proof of Theorem 1 relies on a precise study of the behaviour of global quantities involving u such as L q -norms, and does not provide information about the way extinction takes place. Such information is already available for (3) when N = 1 (see, e.g., [12] and the references therein).
For higher values of p we establish some temporal decay estimates for the L ∞ -norm of non-negative and integrable solutions to (1) . More precisely our result reads:
and denote by u the unique non-negative classical solution to (1)- (2) . There is a constant κ depending only on p, N , u 0 L 1 and u 0 L ∞ such that: It follows from (5) 
Then u ≡ 0. −N/2 is the optimal polynomial decay rate for u(t) L ∞ in that case. Notice however that, in view of the results already known for (3) (see [9] and the references therein), it is expected that u(t) L ∞ could decay exactly as t −N/2 (ln t) −(N +1) for some initial data, this decay rate being the largest of this kind allowed by Proposition 3.
The proofs of Theorems 1 and 2 are actually split into three parts: we first consider the case p ∈ (0, 1) and establish a differential inequality for a suitable auxiliary function. Exploiting this inequality yields Theorem 1 and Theorem 2 for p ∈ [N/(N + 1), 1). Theorem 2 for p = 1 follows next from a Sobolev inequality by a Moser technique borrowed from [7, Section 4] . The proof of Theorem 2 for p > 1 relies on gradient estimates derived in [2, Theorem 1]. We finally end up the paper with a sketch of the proof of Proposition 3.
2. The case p ∈ (0, 1)
In this section we assume that p ∈ (0, 1) and we consider a non-negative function 
to (1)-(2) enjoying the following properties:
where C 0 is a positive constant depending only on p and N . Furthermore it is easy to check by integration of (1) 
belongs to W 2,∞ (0, +∞) and satisfies the differential inequality
for some constant C 1 depending only on N , p, ϑ and u 0 L 1 , and
Proof of Lemma 4.
In the following we denote by C any positive constant depending only on N , p, ϑ and u 0 L 1 . We put
and notice that t > 0 as u 0 ≡ 0. Also, as u(t) belongs to L 1 (R N ), an equivalent definition of t is t = inf {t > 0, |∇u(t)| ≡ 0}. Consider T ∈ (0, t ) and t ∈ (0, T ). We integrate (1) over (t, T ) × R N and use the non-negativity of u and (9) to obtain
As p ∈ (0, 1) we are not able to use directly a Sobolev inequality. We thus proceed as follows. Recalling that b = N (ϑ + 1) − p > 0 the above inequality yields
On the one hand the Gagliardo-Nirenberg inequality [14, Theorem II.2.2] and (9) ensure that
On the other hand it follows from (8) that
Combining (12)- (14) then yields
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Letting T → t we conclude that
A first consequence of (15) is that
Indeed, if δ is a fixed real number in (0, t ), we have by (6) and (10) 
Now the right-hand side of the above inequality is finite by (15), hence (16). Consequently the function y defined in Lemma 4 is well-defined on [0, +∞) and belongs to W 2,∞ (0, +∞) by (16) and (6) with
In addition, as u 0 ≡ 0, y(0) > 0. Another consequence of (15) is a differential inequality for y. Indeed recalling (10) and (16) we infer from the Jensen inequality that, for t ∈ (0, t ),
which yields, together with (15),
Consequently y satisfies the following differential inequality:
We multiply the above inequality by (−y (t)) and integrate over (t, t ) to obtain, since y (t) ≤ 0,
As 2 + (1 − p/b)a = (1 + a)/(1 + α) and α > −1 by (10), the inequality (11) follows at once from the above inequality for t ∈ [0, t ). The extension of (11) to [t , +∞) (if t < +∞) is then straightforward as y identically vanishes on [t , +∞).
We are now in a position to prove Theorems 1 and 2 for p ∈ [N/(N + 1), 1). First observe that α = 0 if p = N/(N + 1) while α < 0 if p ∈ (0, N/(N + 1)) and α > 0 if p ∈ (N/(N + 1), 1). We thus distinguish three cases below.
Proof of Theorem 1. As p ∈ (0, N/(N + 1)) we have 1 + α ∈ (0, 1). Consequently we infer from Lemma 4 that y(t) = 0 for t ≥ T e where
We thus conclude that u(t) a L ∞ = y (t) = 0 for t ≥ T e and the proof of Theorem 1 is complete. [N/(N + 1), 1) ). We first consider the case p = N/(N + 1). Then α = 0 and it follows from Lemma 4 that
Proof of Theorem 2 (for p ∈
Let t ∈ (0, +∞). By (6) we have
Combining the above two inequalities yields (4) for t ∈ [1, +∞) and a further application of (6) entails (4) for t ∈ [0, 1]. We next turn to the case p ∈ (N/(N + 1), 1). Then 1 + α > 1 and it follows from Lemma 4 that
We then proceed as above to conclude that (5) holds true for p ∈ (N/(N +1), 1).
Recalling (8) temporal decay estimates for ∇u L ∞ follow from Theorem 2 for p ∈ [N/(N + 1), 1).
Corollary 5. Let u 0 be a non-negative function in
and denote by u the unique non-negative classical solution to (1)- (2) . There is a constant
As in Theorem 2 (see Remark 2) the constant κ 1 in Corollary 5 only depends on p, N and u 0 L 1 if p ∈ (N/(N + 1), 1).
The case p = 1
Let u 0 be a non-negative function in BC(R N )∩L 1 (R N ). By [11] there is a unique classical solution u to (1)- (2) satisfying (6)-(7). In the following we denote by C any positive constant depending only on N and u 0 L 1 .
In order to prove Theorem 2 for p = 1 we employ a Moser technique as in [7, Section 4] . Consider r ≥ 1, s 2 ∈ (0, +∞) and s 1 ∈ [0, s 2 ). It follows from (1) after multiplication by r u r−1 and integration over (
We next use the Sobolev inequality [6, Théorèmes VIII.7 & IX.9] to conclude that
where 1 * = ∞ if N = 1 and 1 * = N/(N − 1) otherwise. Fix t ∈ (0, +∞). If N = 1, we choose r = 1, s 1 = 0 and s 2 = t in (17) and use (6) to obtain (5) for p = 1. Assume now that N ≥ 2. As u is non-negative,
Introducing for k ≥ 0 the sequences r k = (N/(N − 1) ) k and t k = t(1 − 2 −(k+1) ), we proceed as in [7, Section 4] and write (18) with r = r k , s 1 = t k and s 2 = t k+1 . Arguing by induction we eventually arrive at the following inequality:
We may now let k → +∞ in (19) to obtain (5) for p = 1.
The case p > 1
Let u 0 be a non-negative function in BC(R N )∩L 1 (R N ). By [11] there is a unique classical solution u to (1)- (2) satisfying (6)- (7) and the non-negativity of u and (1) entails that (9) also holds true. We moreover infer from [2, Theorem 1] that there is a constant γ p depending only on p such that
In the following we denote by C any positive constant depending only on p, N and u 0 L 1 . Let t ∈ (0, +∞). By (9) and the Gagliardo-Nirenberg inequality [ 
Combining the above two estimates yields
hence (5) for p ∈ (1, (N + 2)/(N + 1)).
Observe finally that u is a subsolution to the linear heat equation from which we deduce that u(t) L ∞ ≤ C t −N/2 , t ∈ (0, +∞). 
A sketch of the proof of Proposition 3
It follows from (1) that, for t ≥ s ≥ 2,
We infer from [2, Eq. (17)] and (9) that
But it is easy to check that the assumptions (a) or (b) imply σ → u(σ)
belongs to L 1 (1, +∞). Consequently we may find s 0 large enough such that
We argue as in the proof of [1, Corollary 3.5] to conclude that u ≡ 0.
