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Abstract
A self-contained review on spin-half mass dimension one fermions and their higher-
spin generalizations is presented. Starting from the two-component left-handed Weyl
spinors, the Dirac spinors and Elko (eigenspinors of the charge conjugation operator)
are constructed. After elaborating on their similarities and differences, we general-
ize the spin-half Elko to higher-spin. The field operators constructed from Elko and
their higher-spin generalizations are shown to be of mass dimension one with positive-
definite free Hamiltonians. The physical significance of higher-spin mass dimension one
particles and further extensions in the context of Lounesto classification are discussed.
1 Introduction
In 1928, Dirac wrote down an equation that revolutionized our understanding of the uni-
verse [1]. Ninety years later, it remains to be one of the most beautiful equations in science.
Enamoured by its rich mathematical structure and empirical successes, an unspoken consen-
sus has quietly but surely permeated through the scientific community - a massive spin-half
fermion must be described by the Dirac equation.
In 2005, Ahluwalia and Grumiller made a fundamental theoretical discovery - a massive
spin-half fermion of mass dimension one [2, 3]. This was an unexpected result contrary to
the longstanding consensus with important implications for quantum field theory (QFT) and
physics beyond the Standard Model (SM). These fermions have two surprising properties -
They satisfy the Klein-Gordon but not the Dirac equation and are of mass dimension one
instead of three-half. Therefore, they have renormalizable quartic self-interactions, making
them potential dark matter candidates.
What underlies this construct was a structure already known to mathematicians studying
spinors and Clifford algebra [4]. A systematic classification shows that the Dirac and Weyl
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spinors are not the only possible spin-half representations of the Lorentz group. In fact, there
exists two other classes of spinors known as the flag-pole and flag-dipole spinors. Elko, the
eigenspinor of the charge-conjugation operator associated with mass dimension one fermions,
was shown to be a flag-pole spinor [5].
The works of Ahluwalia and Grumiller have received increasing attentions in various
areas ranging from cosmology [6–19], quantum field theory [20–25], particle phenomenolo-
gies [26–30] and mathematics [5, 31–41]. The works accomplished so far strongly suggest
that the relationships between spinors and QFT have an even deeper and richer structure
than previously expected.
In this paper, we present a self-contained review on the construct of spin-half Elko, mass
dimension one fermions and their higher-spin generalizations. Our construct begins by con-
structing and comparing the Dirac spinors and Elko. This naturally leads to a new set of
duals for Elko that is different from its Dirac counterpart. By construction, we show that
Elko do not satisfy the Dirac equation and that their spin-sums are not Lorentz-covariant.
The non-covariance can be removed by introducing a new dual with an infinitesimal defor-
mation [25].
The spin-half construct has a natural higher-spin generalizations [22]. The resulting
higher-spin particles have mass dimension one and are physically well-defined with positive-
definite free Hamiltonians. The bosonic fields are however, non-local. In this paper, the
non-locality is resolved by a careful choice of coefficients.
The paper is organized as follows. In sec. 2, we review the construction of Dirac spinors
and Elko. Particular emphasis is placed on their similarities and differences. In sec. 3,
the spin-half mass dimension one field and its adjoint are constructed. The kinematics and
locality structure are discussed in detail. In sec. 4, we review the results in ref. [22] where
the spin-half construct was generalized to higher spin. This work established the fact that
the spin-half construct is only a special case. There exists an infinite tower of higher-spin
particles of mass dimension one with well-defined physical properties.
2 The Dirac spinors and Elko
Our story begins with the two-component left-handed Weyl spinors of the (1
2
, 0) representa-
tion of the Lorentz group in the helicity basis. Let χ(, σ) be the rest spinor where  denotes
the direction of the spin-projection and σ = ±1
2
being the eigenvalues of J · . In the chosen
2
representation, we have J = 1
2
σ so that(
1
2
σ · 
)
χ(, σ) = σχ(, σ). (1)
The positive and negative eigenvalues have the physical interpretation that the spins are
parallel and anti-parallel with respect to . We choose to work in the spherical coordinate
with
 = (sin θ cosφ, sin θ sinφ, cos θ) (2)
where 0 ≤ θ ≤ pi, 0 ≤ φ < 2pi are the polar and azimuthal angles respectively. The solutions
to eq. (1), with the appropriate normalization are given by
χ(, 1
2
) =
√
m
2
[
cos(θ/2)e−iφ/2
sin(θ/2)eiφ/2
]
, χ(,−1
2
) =
√
m
2
[ − sin(θ/2)e−iφ/2
cos(θ/2)eiφ/2
]
(3)
with m being the mass of the particle.
The boost and rotation of χ(, σ) are given by
χ(p, σ) = exp(iK ·ϕ)χ(, σ)
= exp
(
−1
2
σ ·ϕ
)
χ(, σ) (4)
and
χ(R, σ) = exp(iJ · θ)χ(, σ)
= exp
(
i
2
σ · θ
)
χ(, σ). (5)
In eq. (4), the boost generator is K = iσ/2 and the rapidity parameter is defined as ϕ = pˆϕ,
coshϕ = E/m, sinhϕ = |p|/m. Since we are working in the helicity basis, the direction
of boost can either be parallel pˆ =  or anti-parallel pˆ = − with respect to the spin. In
eq. (4), we have chosen pˆ = .
The right-handed Weyl spinors of the (0, 1
2
) representation can also be constructed in
the same manner as above. They have the same rotation transformation as χ(, σ) but the
boost is given by1
ρ(p, σ) = exp
(
1
2
σ ·ϕ
)
ρ(, σ). (6)
As we will show below, for the construction of Dirac spinors and Elko, the relationships
between the left- and right-handed spinors are very important.
1Here, ρ(, σ) are eigenspinors of J ·  so their solutions are also given by eq. (3). The only difference
from χ(, σ) is the boost transformation.
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2.1 Dirac spinors
We will now construct the Dirac spinors and derive the field equation. From eqs. (4) and
(6), we observe that under parity p→ −p,2 the spinor ρ(−p, σ) transforms as a left-handed
spinor
ρ(−p, σ) = exp
(
−1
2
σ ·ϕ
)
ρ(, σ). (7)
Therefore, using eqs. (6) and (7), we can construct a four-component spinor that transforms
under the (1
2
, 0)⊕ (0, 1
2
) representation of the form3
ψ(p, σ) =
[
ρ(p, σ)
αρ(−p, σ)
]
(8)
where α is a phase to be determined. When α = ±1, ψ(p, σ) becomes the Dirac spinor and
satisfies the Dirac equation. To see this, we rewrite eq. (8) as[
ρ(p, σ)
αρ(−p, σ)
]
= α
[
exp
(
1
2
σ ·ϕ) O
O exp
(−1
2
σ ·ϕ)
] [
αρ(, σ)
ρ(, σ)
]
= α
[
exp
(
1
2
σ ·ϕ) O
O exp
(−1
2
σ ·ϕ)
] [
O I
I O
] [
ρ(, σ)
αρ(, σ)
]
= α
[
O exp (σ ·ϕ)
exp (−σ ·ϕ) O
] [
ρ(p, σ)
αρ(−p, σ)
]
. (9)
A straightforward calculation yields[
O exp (σ ·ϕ)
exp (−σ ·ϕ) O
]
=
1
m
γµpµ (10)
where
γ0 =
(
O I
I O
)
, γi =
(
O −σi
σi O
)
. (11)
Therefore, ψ(p, σ) satisfies the Dirac equation when α = ±1 as claimed.
In eq. (8), there exists a freedom of a global phase that cannot be determined by the field
equation and does not seem to be important at first. However, when one constructs the field
operators which consists of a linear combination of spinors, the choice of phases are no longer
arbitrary since they are now relative. Up to an overall constant, the phase is determined by
the demand of locality and Lorentz-invariance of the field operator. Additionally, assigning
2In spherical coordinate, this means θ → pi − θ, φ→ φ± pi where the top and bottom sign applies when
the y-comonent of p is positive or negative respectively.
3Our choice for constructing ψ(p, σ) is a matter of convention, it is also possible to use χ(, σ). In the
next section, we will construct Elko using χ(, σ).
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the spinors to the correct annihilation and creation operators are also non-trivial. Here, we
will simply present the final solutions. For more details, please see [42, Sec. 5.5]. The Dirac
field, with the appropriate normalization is given by
ψ(x) = (2pi)−3
∫
d3p√
2E
∑
σ
[
e−ip·xu(p, σ)a(p, σ) + eip·xv(p, σ)b†(p, σ)
]
(12)
where a(p, σ) and b(p, σ) satisfy the canonical anti-commutation relations
{a(p, σ), a†(p′, σ′)} = {b(p, σ), b†(p′, σ′)} = (2pi)3δ(p− p′)δσσ′ . (13)
In the helicity basis, the spinors are given by4
u(p, σ) =
[
ρ(p, σ)
ρ(−p, σ)
]
, v(p, σ) = (−1)1/2−σ
[
ρ(p,−σ)
−ρ(−p,−σ)
]
. (14)
In the context of Elko to be constructed below, it is instructive to note that the left- and
right-handed component of the Dirac spinors are constrained by the field equation. Taking
the Dirac spinors to be
ψ(p, σ) ≡
[
ψR(p, σ)
ψL(p, σ)
]
(15)
one finds that [
ψR(p, σ)
ψL(p, σ)
]
= ±
[
O (σ¯µpµ/m)
(σµpµ/m) O
] [
ψR(p, σ)
ψL(p, σ)
]
(16)
where σµ = (I,σ) and σ¯µ(I,−σ). Therefore, the Dirac spinors can also be written as
ψ(p, σ) =
[±(σ¯µpµ/m)ψL(p, σ)
ψL(p, σ)
]
=
[
ψR(p, σ)
±(σµpµ/m)ψR(p, σ)
]
. (17)
2.2 Elko
We have shown in the previous section how the Dirac spinors can be obtained by relating
the (1
2
, 0) and (0, 1
2
) representation via parity. By applying a different operation, Elko can
also be obtained in a similar manner. There are two equivalent, but slightly differently
approaches to construct Elko. We will start with the original one given by Ahluwalia and
Grumiller [2, 3], utilizing the Wigner time-reversal matrix Θ which satisfies the identity
ΘσΘ−1 = −σ∗ (18)
4There is a subtle difference between the Dirac field in the helicity and polarization basis. In the latter,
the spin does not have to be aligned to the momentum. As a result, when one integrates over the momentum
to obtain the field operator, it includes helicity eigenstates as well as states whose spins are not aligned to
the momentum. On the other hand, in the helicity basis, when one integrates over the momentum, only the
helicity eigenstates are included.
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from which we find that ϑΘχ∗(, σ) where ϑ is a phase to be determined, transforms as a
right-handed spinor
ϑΘχ∗(p, σ) = exp
(
1
2
σ ·ϕ
)
[ϑΘχ∗(, σ)] . (19)
Therefore, we can construct a four-component spinor of the form
λ(p, σ) =
[
ϑΘχ∗(p, σ)
χ(p, σ)
]
. (20)
Elko is obtained by setting the phase to ϑ = ±i. They are eigenspinors of the charge-
conjugation operator
C =
(
O −iΘ
iΘ O
)
K (21)
where K is the complex conjugation operator that acts to its right. The operator C is
identified with charge-conjugation by virtues of its action on the Dirac spinors
Cu(p, σ) = iv(p, σ), Cv(p, σ) = iu(p, σ). (22)
An explicit calculation yields
Cλ(p, σ)|ϑ=±i = ±λ(p, σ)|ϑ=±i. (23)
Th spinors with positive and negative eigenvalues are called self-conjugate and anti-self-
conjugate spinors respectively.
Elko has an important property called dual helicity where the left- and right-handed
component of λ(p, σ) have opposite helicity eigenvalues(
1
2
σ · 
)
[ϑΘχ∗(, σ)] = ∓σ [ϑΘχ∗(, σ)] . (24)
In fact, it is related to χ(,−σ) by the identity
Θχ∗(, σ) = (−1)1/2−σχ(,−σ). (25)
Equation (25) presents the second approach to construct Elko. Given a left-handed Weyl
spinor χ(, σ) in the helicity basis, it follows that χ(,−σ) transforms as a right-handed Weyl
spinor. In other words, the Dirac spinors utilizes parity p→ −p while Elko utilizes helicity
flip σ → −σ. This construct allows us to draw comparison with its Dirac counterpart but
it is only applicable in the helicity and not the polarization basis. The original construct
based on the Wigner time-reversal operator does not have this limitation and is applicable
in both basis.
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A direct comparison with eq. (17) is also possible. Firstly, we note that by virtue of
eq. (1) and
exp
(
−1
2
σ ·ϕ
)
=
√
E +m
2m
[
I − σ · p
E +m
]
, (26)
we may write χ(p, σ) as
χ(p, σ) =
√
E +m
2m
[
I − σ|p|
E +m
]
χ(, σ) (27)
so that
Θχ∗(p, σ) =
√
E +m
2m
[
I − σ|p|
E +m
]
(−1)1/2−σχ(,−σ). (28)
Secondly, the helicity flip on χ(, σ) can also be achieved by introducing the following matrix
g(φ) ≡ i
(
0 −e−iφ
eiφ 0
)
(29)
where
g(φ)χ(, σ) = i(−1)1/2−σχ(,−σ). (30)
Using eqs. (28) and (30), we obtain
g(φ)χ(p, σ) = iΘχ∗(p, σ) (31)
which allows us to write Elko as
λ(p, σ) =
[−iϑg(φ)χ(p, σ)
χ(p, σ)
]
. (32)
In this form, the difference between Dirac spinors and Elko can be understood from the
different constraints imposed on the left- and right-handed spinors. From eq. (32), we also
obtain an identity for λ(p, σ)
G(φ)λ(p, σ) = ±λ(p, σ) (33)
where
G(φ) ≡
[
O g(φ)
g(φ) O
]
. (34)
This is analogous to the Dirac equation with (γµpµ/m) replaced by G(φ). But since G(φ)
has no energy dependence, eq. (33) contains no dynamics and cannot be regarded as a field
equation for Elko. The introduction of G(φ) may seem arbitrary, but it is in fact a defining
feature of the theory. But as we will show in the latter sections, it appears in the spin-sums
and propagator. The matrix, being non Lorentz-covariant, also characterizes the effects of
Lorentz-violation.
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From the apparent difference between ψ(p, σ) and λ(p, σ) and the fact that they are
both constructed using the same Lorentz generators, it is simple to show that Elko does
not satisfy the Dirac equation. For this purpose, we write down the solutions for the field
operator to be constructed [20,21]
λS(p, σ) =
[
iΘχ∗(p, σ)
χ(p, σ)
]
, λA(p, σ) = (−1)1/2−σ
[−iΘχ∗(p,−σ)
χ(p,−σ)
]
(35)
where the subscripts S and A stand for self-conjugate and anti-self-conjugate respectively.
The phases and labels of λS,A(p, σ) are chosen to ensure the locality of the field operators.
Acting the Dirac operator γµpµ on Elko yields
γµpµλ
S(p, σ) = im(−1)1/2−σλS(p,−σ), (36)
γµpµλ
A(p, σ) = im(−1)−1/2+σλA(p,−σ). (37)
Applying γµpµ from the left again on eqs. (36) and (37) yields the Klein-Gordon equation.
This should not however be viewed as a derivation of the field equation since the Klein-
Gordon equation is simply a statement of the energy-momentum relation. A proper analysis
for the kinematics will be presented in sec. 3 where we perform canonical quantization.
2.3 Elko dual and spin-sums
We now come to the most important part of the theory - defining the Elko dual. To see why
this is necessary, we start with the usual Dirac dual namely5
λ(p, σ) = λ†(p, σ)Γ, Γ =
(
O I
I O
)
. (38)
An explicit evaluation of the inner-product shows that the norm identically vanishes
λ(p, σ)λ(p, σ) = 0. (39)
To construct an orthonormal system for Elko, a new dual is needed. For this purpose, we
note that the Elko inner-products satisfy
λ
S
(p, σ)λS(p,−σ′) = +im(−1)1/2−σδσσ′ , (40)
λ
A
(p, σ)λA(p,−σ′) = −im(−1)1/2−σδσσ′ . (41)
Therefore, we define a new dual6
λ˜(p, σ) ≡ −i(−1)1/2−σλ(p,−σ) (42)
5Whenever no possible confusion arises, we use λ(p, σ) to represent both the self-conjugate and anti-self-
conjugate Elko.
6The Elko dual initially introduced by Ahluwalia and Grumilelr reads
¬
λ(p, σ) [2, 3]. Here, we adopt the
convention in ref. [25] and will reserve the symbol ¬ for later purposes. Further details on the dual can be
found in refs. [43–45].
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which forms an orthonormal
λ˜S(p, σ)λS(p, σ′) = −λ˜A(p, σ)λA(p, σ′) = mδσσ′ (43)
and complete system
1
m
∑
σ
[
λS(p, σ)λ˜S(p, σ)− λA(p, σ)λ˜A(p, σ)
]
= I (44)
just like their Dirac counterparts. However, their spin-sums are different. For definitiveness,
the spin-sums under the Dirac and Elko dual are given by∑
σ
λS(p, σ)λ
S
(p, σ) =
1
2
γµpµ [I + G(φ)] , (45)∑
σ
λA(p, σ)λ
A
(p, σ) =
1
2
γµpµ [I − G(φ)] (46)
and ∑
σ
λS(p, σ)λ˜S(p, σ) =
m
2
[G(φ) + I] , (47)∑
σ
λA(p, σ)λ˜S(p, σ) =
m
2
[G(φ)− I] . (48)
The Elko dual λ˜(p, σ) gives us an orthonormal and complete system. But owing to the
G(φ) matrix, the theory is Lorentz-violating. The non-covariance can be removed using a
new dual proposed by Ahluwalia [25]. The new dual is based on the observation that the
matrix ±I + τG(φ), where τ is an arbitrary parameter has the following inverse [23]
[±I + τG(φ)]−1 = ±I − τG(φ)
1− τ 2 . (49)
Therefore, the Elko spin-sums given in eqs. (47) and (48) are not invertible due to the poles
at τ ± 1. But by applying an infinitesimal deformation, replacing G(φ) with τG(φ), the
spin-sums become invertible. Using the deformed spin-sums, we may introduce a new set of
duals for Elko
¬
λ
S
(p, σ) ≡ λ˜S(p, σ)A, ¬λA(p, σ) ≡ λ˜A(p, σ)B (50)
where
A =
[
I − τG(φ)
1− τ 2
]
, B =
[
I + τG(φ)
1− τ 2
]
(51)
9
such that the resulting spin-sums are Lorentz-invariant in the limit τ → 1. For example, the
spin-sum for the self-conjugate spinors are∑
σ
λS(p, σ)
¬
λ
S
(p, σ) =
∑
σ
λS(p, σ)
{
λ˜S(p, σ)
[
I − τG(φ)
1− τ 2
]}
≡
[∑
σ
λS(p, σ)λ˜S(p, σ)
](τ) [
I − τG(φ)
1− τ 2
]
=
m
2
[
I + τG(φ)
1− τ 2
] [
I − τG(φ)
1− τ 2
]
=
(m
2
)
I. (52)
An important point is that in evaluating the spin-sums, the order of operation matters.
While the use of τ -deformation to define the inverses for [±I + τG(φ)] can be justified via
the theory of Moore and Penrose as shown in ref. [41], the spin-sum and its deformation
must be applied before multiplying it from the right by their pseudo-inverses as shown on
the second line of eq. (52). That is, the order of operator is non-associative. Whether
this choice of ordering is mathematically justified needs further investigation. In light of
the deformation, a subtle issue in the evaluation of Elko norm arises. To see this, we note
that the inner-product between two spinors is equivalent to taking the trace of a term that
contributes to the spin-sum
¬
λ(p, σ)λ(p, σ′) = tr
[
λ(p, σ′)
¬
λ(p, σ)
]
. (53)
Therefore, to evaluate eq. (53), we must deform λ(p, σ′)
¬
λ(p, σ). Using the identities
λS(p, σ) =
[
gχ(p, σ)
χ(p, σ)
]
, λA(p, σ) = (−1)1/2−σ
[−gχ(p,−σ)
χ(p,−σ)
]
(54)
the deformations are given by
λS(p, σ)λ˜S(p, σ)→
[
λS(p, σ)λ˜S(p, σ)
](τ)
≡ i(−1)1/2+σ
[
gχ(p, σ)χ†(p,−σ) τgχ(p, σ)χ†(p,−σ)g
τχ(p, σ)χ†(p,−σ) χ(p, σ)χ†(p,−σ)g
]
,
(55)
λA(p, σ)λ˜A(p, σ)→
[
λA(p, σ)λ˜A(p, σ)
](τ)
≡ i
[
gχ(p,−σ)χ†(p, σ) −τgχ(p,−σ)χ†(p, σ)g
−τχ(p,−σ)χ†(p, σ) χ(p,−σ)χ†(p, σ)g
]
.
(56)
A straightforward calculation shows that the norms remain unchanged
¬
λ
S
(p, σ)λS(p, σ′) = −¬λA(p, σ)λA(p, σ′) = mδσσ′ . (57)
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3 Mass dimension one fermions
In the previous section, we have obtained all the necessary ingredients to construct a quantum
field. The mass dimension one fermionic field, with the appropriate normalization is given
by
f(x) = (2pi)−3
∫
d3p√
2mE
∑
σ
[
e−ip·xλS(p, σ)a(p, σ) + eip·xλA(p, σ)b‡(p, σ)
]
. (58)
For its dual, there are two possibilities based on λ˜(p, σ) and
¬
λ(p, σ). Here, we will focus on
the dual obtained from
¬
λ(p, σ) and present the results for λ˜(p, σ) in app. A. The dual of
f(x) is given by
¬
f (x) = (2pi)−3
∫
d3p√
2mE
∑
σ
[
e−ip·x
¬
λ
S
(p, σ)a‡(p, σ) + eip·x
¬
λ
A
(p, σ)b(p, σ)
]
. (59)
The annihilation and creation operators for particles and anti-particles satisfy the canonical
anti-commutation relations
{a(p, σ), a‡(p′, σ′)} = {b(p, σ), b‡(p′, σ′)} = (2pi)3δ3(p− p′)δσσ′ (60)
where all other anti-commutators identically vanish.
In eqs. (58) and (59), we have used the symbol ‡ instead of Hermitian conjugation for
the creation operators. There is one main reason for this. Presently, we have an incomplete
knowledge of the underlying symmetry for the theory. The properties of Elko have given us
a few clues. One of the most important being the non-trivial dual in the form of λ˜(p, σ)
and
¬
λ(p, σ), neither of which can be directly obtained by Hermitian conjugation. This
observation tentatively suggests that the adjoint for the operators and states may also be
different though we do not know all of its properties. Nevertheless, for ‡ to have the usual
physical interpretation, it should satisfy
a‡‡(p, σ) ≡ a(p, σ), [a‡(p, σ)b(p′, σ′)]‡ ≡ b‡(p′, σ′)a(p, σ). (61)
Having identified the appropriate field operator and dual associated with Elko, it is
straightforward to obtain the Lagrangian and carry out canonical quantization. Towards
this end, we first note that
¬
f (x) satisfies an important property that its counterpart f(x)
does not, it anti-commutes with f(x) at space-like separation
{f(t,x), ¬f (t,y)} = O. (62)
This ensures that the Lagrangian as well as interactions constructed from f(x) and
¬
f (x) are
local and preserves causality.
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The Lagrangian can be directly inferred from the propagator which is obtained by sim-
ply computing the two-point time-ordered product 〈 |T [f(x) ¬f (y)]| 〉. Using the deformed
Lorentz-invariant spin-sums, we obtain a Klein-Gordon propagator
S(x− y) = i
2
∫
d4q
(2pi)4
e−iq·(x−y)
I
q2 −m2 + i (63)
which shows that the field and its dual are indeed of mass dimension one. Therefore, the
Lagrangian is given by
L = ∂µ
¬
f ∂µf−m2 ¬f f. (64)
The canonical momentum is simply p(x) = ∂
¬
f (x)/∂t and they satisfy the canonical anti-
commutation relations
{f(t,x), f(t,y)} = {pi(t,x), pi(t,y)} = O, (65)
{f(t,x), pi(t,y)} =
(
i
2
)
δ3(x− y)I. (66)
The Lagrangian has another important physical property - it yields the correct free
energy-momentum tensor. Under an infinitesimal space-time translation µ(x), we have
δf = µ∂µf, δ
¬
f = µ∂µ
¬
f . (67)
Therefore, the variation on the action is
δS =
∫
d4x
[
δ
¬
f
δL
∂
¬
f
+ δ(∂µ
¬
f )
∂L
∂(∂µ
¬
f )
+
δL
∂f
δf +
∂L
∂(∂µf)
δ(∂µf)
]
=
∫
d4x
[
µ∂µL + (∂µ
ν)(∂ν
¬
f )
∂L
∂(∂µ
¬
f )
+
∂L
∂(∂µf)
(∂µ
ν)(∂νf)
]
. (68)
Integrating by parts and demanding δS = 0, we obtain the energy-momentum tensor
T µν = −ηµνL + (∂ν ¬f ) ∂L
∂(∂µ
¬
f )
+
∂L
∂(∂µf)
(∂νf)
= −ηµνL + ∂ν ¬f ∂µf + ∂µ ¬f ∂νf (69)
so that the free Hamiltonian
H0 =
∫
d3x
(
∂t
¬
f ∂tf− ∂i ¬f ∂if +m2 ¬f f
)
. (70)
Substituting eqs. (58) and (59) into H0, we obtain
H0 =
∫
d3p
(
E
m
)∑
σσ′
[
¬
λ
S
(p, σ)λS(p, σ′)a‡(p, σ)a(p, σ′) +
¬
λ
A
(p, σ)λA(p, σ′)b(p, σ)b‡(p, σ′)
]
.
=
∫
d3pE
∑
σ
[
a‡(p, σ)a(p, σ) + b(p, σ)b‡(p, σ)
]
. (71)
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Similarly, it is straightforward to show that
P i0 =
∫
d3p pi
∑
σ
[
a‡(p, σ)a(p, σ) + b(p, σ)b‡(p, σ)
]
. (72)
Our evaluation of P µ0 reveals an interesting fact. In general, when the expansion coeffi-
cients for the field operator and its dual form an orthonormal system, a Klein-Gordon-like
Lagrangian will always yield a physical energy-momentum operator. Of course, this result
is only a necessary but not sufficient condition. The Lagrangian must also yield a set of
local commutators/anti-commutators at space-like separation. For instance, a Klein-Gordon
Lagrangian for the Dirac field would indeed give us a physical P µ0 , but the resulting field-
momentum anti-commutator is non-local. Additionally, a Klein-Gordon Lagrangian would
also be inconsistent with the propagator obtained from evaluating 〈 |T ψ(x)ψ(y)| 〉. In a
nutshell, while the Klein-Gordon Lagrangian for f(x) and
¬
f (x) appears to be trivial, there
is an intricate underlying structure that ensures the self-consistency of the theory.
Upon introducing
¬
f (x), there is another important issue that we have to address. The
Lagrangian we have constructed is not real. A related issue is that if ‡ is not Hermitian
conjugation, then the Hamiltonian is not Hermitian. Nevertheless, from eq. (71), the Hamil-
tonian still has a real physical spectrum and it also has the property H‡0 = H0. Therefore,
instead of demanding the Lagrangian to be real, the property of the Hamiltonian tentatively
suggests the condition L ‡ = L . This condition can be satisfied by introducing the following
operation on Elko
λ‡(p, σ) ≡ −i(−1)1/2−σλ†(p,−σ) (73)
from which we may write λ˜(p, σ) = λ‡(p, σ)Γ in an analogous form to the Dirac dual. Using
eq. (73), it is straightforward to show that
λ‡‡(p, σ) = λ(p, σ), (74)
[
¬
λ(p, σ)λ(p′, σ′)]‡ =
¬
λ(p′, σ′)λ(p, σ) (75)
and hence L ‡ = L . It is tempting to extend the definition of eq. (73) to a‡(p, σ) and
b‡(p, σ). However, such an extension maybe going a step too far and for now, it is beyond
the scope of this paper. Apart from the basic properties of ‡ given in eq. (61) that ensures
a physical particle interpretation, it would be desirable to determine other properties from
the underlying symmetries of the theory. It has been noted in ref. [43] that eq. (73) can also
be written as
λ‡(p, σ) = [Ξ(p)λ(p, σ)]† (76)
where Ξ(p) = G(φ)γµpµ/m. This is an elegant relation between λ‡(p, σ) and λ†(p, σ) that
seems to render the former definition redundant. But since Ξ(p) is momentum-dependent,
we find that by substituting eq. (76) into (75), the equality is violated. In other words, the
scope of applicability of Ξ(p) is limited. In our opinion, eq. (76) is an important algebraic
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identity that should be satisfied for all momentum. Therefore, one should view ‡ as a general
operation that is a composition of Hermitian conjugation and σ → −σ.
The dual that we have introduced is not only important for the free theory, they also play
an important role in our attempt to formulate a consistent interacting theory. For instance,
demanding the Lagrangian to satisfy L = L ‡ would constrain the allowed interactions.
There is also the issue on whether we should compute observables based on the standard
S-matrix. These results will be presented elsewhere in a future publication.
4 Higher-spin generalizations
The theory of spin-half Elko and mass dimension one fermion have a natural generalization
to the (j, 0)⊕(0, j) representation [22].7 The approach parallels the spin-half construct. This
time, we start with a function χj(, σ) belonging to the (j, 0) representation in the helicity
basis so that8
(J · )χj(, σ) = σχj(, σ) (77)
where J is the rotation generator of dimension 2j + 1 and σ = −j, · · · , j. Their solutions
are given by
(Jx ± iJy)σσ¯ = δσ,σ¯±1
√
(j ∓ σ¯)(j ± σ¯ + 1), (78)
(Jz)σσ¯ = σδσσ¯. (79)
Using the identity
J∗σ¯σ = −(−1)σ¯−σJ−σ¯−σ, (80)
up to a sign, we obtain the Wigner time-reversal operator for spin-j
(Θj)σ¯σ = (−1)−j−σ¯δ−σ¯σ (81)
where it satisfies
ΘjJΘ
−1
j = −J∗. (82)
Here, the sign is fixed by demanding that when j = 1
2
, we obtain Θ = −iσy. Therefore, we
obtain a function of the form
λj(p, σ) =
[
ϑΘjχ
∗
j(p, σ)
χj(p, σ)
]
. (83)
7In the process of preparing this article, we have found mistakes in ref. [22] on the construction of bosonic
fields. The corrected results are presented here.
8We reserve the word ’spinor’ strictly for the spin-half representation.
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They become eigenfunctions of the charge-conjugation operator Cj
Cj =
(
O −iΘ−1j
−iΘj O
)
K (84)
when the phase is fixed to ϑ = ±i. A straightforward calculation reveals
Cjλj(p, σ)|ϑ=±i = ∓(−1)2jλj(p, σ)|ϑ=±i. (85)
The explicit solutions of χj(, σ) can be directly obtained from eq. (77) but the calculation
becomes tedious for higher-spin. Here, it is more convenient to use the following relation 9
χj(, σ) = Sχj(0, σ) (86)
where χj(0, σ) is an eigenfunction of Jz and SJzS
−1 = (J ·). The matrix S can be obtained
by diagonalizing J · . However, by imposing some reasonable ansatz, we do not need the
explicit solution of S to evaluate the norms and spin-sums.
We take the self-conjugate and anti-self-conjugate functions to be
λSj (0, σ) = λj(0, σ)|ϑ=i,χj(0,σ)→ω(0,σ), λAj (0, σ) = λj(0,−σ)|ϑ=−i,χj(0,σ)→ε(0,σ)
(87)
with
ω`(0, σ) = cj
√
m
2
δ`σ, ε`(0, σ) = dj
√
m
2
δ`σ (88)
where cj and dj are constants to be determined. The norms of the functions are basis- and
momentum-independent.10 Like the spin-half construct, we find
λj(p, σ)λj(p, σ) = 0 (89)
and the general inner-products are given by
λ
S
j (p, σ)λ
S
j (p, σ
′) = +
im(−1)−j−σ
2
[
c∗2j − (−1)−2σc2j
]
δσ,−σ′ , (90)
λ
A
j (p, σ)λ
A
j (p, σ
′) = −im(−1)
−j−σ
2
[
d∗2j − (−1)−2σd2j
]
δσ,−σ′ . (91)
Therefore, we define the dual
λ˜Sj (p, σ) ≡ β(σ)λS†j (p,−σ)Γ, (92)
λ˜Aj (p, σ) ≡ β(σ)λA†j (p,−σ)Γ (93)
9While it is possible to construct local mass dimension one fields in the polarization basis, non-trivial
phases containing information about the direction of boosts must be encoded in the rest spinors/functions [21,
22]. In our opinion, this is not entirely satisfactory so further investigation is required.
10Here, the functions χj(p, σ) and λj(p, σ) are always in the helicity basis.
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where β(σ) is a phase to be determined. These inner-products satisfy the relation
λj(p, σ)λj(p,−σ) = −λj(p, σ ± 1)λj(p,−σ ∓ 1). (94)
We would like the self-conjugate and anti-self-conjugate functions to have the same norm in
their respective sectors so the phases are fixed to
β(σ) = −β(σ ± 1) (95)
which can be rewritten as
β(σ) = (−1)j−σβ(j). (96)
The norms now take the form
λ˜Sj (p, σ)λ
S
j (p, σ
′) =
{
imβ(j)(c∗2j + c
2
j)δσσ′/2 j =
1
2
, 3
2
, · · ·
imβ(j)(c∗2j − c2j)δσσ′/2 j = 1, 2, · · ·
(97)
λ˜Aj (p, σ)λ
A
j (p, σ
′) =
{
−imβ(j)(d∗2j + d2j)δσσ′/2 j = 12 , 32 , · · ·
−imβ(j)(d∗2j − d2j)δσσ′/2 j = 1, 2, · · · .
(98)
Demanding the norms to be real, the constants squared must be either real or imaginary.
We fix them to
c∗2j = −(−1)2jc2j , d∗2j = −(−1)2jd2j (99)
to obtain
λ˜Sj (p, σ)λ
S
j (p, σ
′) = imβ(j)c∗2j δσσ′ , (100)
λ˜Aj (p, σ)λ
A
j (p, σ
′) = −imβ(j)d∗2j δσσ′ . (101)
Computing the spin-sums in the helicity basis requires a bit more work. We will first
compute them in the polarization basis at rest before transforming to the helicity basis. We
find ∑
σ
λSj (0, σ)λ˜
S
j (0, σ) =
1
2
[
imβ(j)c∗2j
(
I O
O I
)
+mβ(j)|cj|2(−1)2j
(
O Θj
Θj O
)]
, (102)
∑
σ
λAj (0, σ)λ˜
A
j (0, σ) =
1
2
[
−imβ(j)d∗2j
(
I O
O I
)
+mβ(j)|dj|2(−1)2j
(
O Θj
Θj O
)]
.
(103)
The spin-sums in the helicity basis are obtained by performing a similarity transformation
using the direct sum of S. The results are∑
σ
λSj (, σ)λ˜
S
j (, σ) =
1
2
[
imβ(j)c∗2j
(
I O
O I
)
+mβ(j)|cj|2(−1)2j
(
O SΘjS
†
SΘjS
† O
)]
,
(104)
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∑
σ
λSj (, σ)λ˜
S
j (, σ) =
1
2
[
−imβ(j)d∗2j
(
I O
O I
)
+mβ(j)|dj|2(−1)2j
(
O SΘjS
†
SΘjS
† O
)]
.
(105)
The spin-sum at arbitrary momentum is given by
∑
σ
λj(p, σ)λ˜j(p, σ) = exp(iK ·ϕ)
[∑
σ
λj(, σ)λ˜j(, σ)
]
exp(−iK ·ϕ) (106)
where the boost generator is given by
K =
(
+iJ O
O −iJ
)
. (107)
Using eq. (82) and the relation exp(J · ϕ) = S exp(Jzϕ)S−1, we find that the spin-sums in
the helicity basis to be boost-independent∑
σ
λSj (p, σ)λ˜
S
j (p, σ) =
m
2
[
+iβ(j)c∗2j I + |c|2jGj
]
, (108)∑
σ
λAj (p, σ)λ˜
A
j (p, σ) =
m
2
[−iβ(j)d∗2j I + |d|2jGj] (109)
where
Gj ≡
(
O gj
gj O
)
, gj ≡ β(j)(−1)2jSΘjS−1. (110)
The remaining task is to determine gj and the proportionality constants. Towards this
end, we shall use the j = 1
2
spin-sums given in eqs. (47) and (48) as the initial ansatz. Using
eq. (82) and SJzS
−1 = (J · ), we obtain the condition
{gj,J · } = O. (111)
From the form of G1/2(φ), we assume that gj is off-diagonal and is of the form
(gj)`m = β(j)(−1)2jf`(φ)δ`,−m. (112)
Substituting the solutions of J and eq. (112) into (111), we obtain
fσ(φ) = −f−σ+1(φ)e2iφ. (113)
When j = 1
2
, without the loss of generality, we make the following choices
f−1/2(φ) = eiφ, β(12) = −i, c1/2 = d1/2 = 1. (114)
It is tempting to extrapolate the solutions for β(1
2
), c1/2 and d1/2 to all spin which then
according to eqs. (100) and (101), would determine the norms of the functions. But such an
17
extrapolation turns out to be incorrect. Instead, the correct choices that ensures locality,
spin-statistics and positivity of the free Hamiltonian are
βj = −i, cj = 1, dj = (−1)2j. (115)
Extrapolating the solution for f−1/2(φ), we obtain
f`(φ) = (−1)j+`e−2i`φ, ` = −j, · · · , j. (116)
Therefore, the matrix gj(φ) is determined to be
(gj)`m(φ) = i(−1)j−`+1e−2i`φδ`,−m. (117)
For example, when j = 1
2
and j = 1, we have
g1/2(φ) = i
(
0 e−iφ
eiφ 0
)
, g1(φ) = −i
 0 0 e−2iφ0 −1 0
e2iφ 0 0
 . (118)
The final form of the spin-sums are given by∑
σ
λSj (p, σ)λ˜
S
j (p, σ) =
m
2
[I + Gj(φ)] , (119)∑
σ
λAj (p, σ)λ˜
A
j (p, σ) =
m
2
[
(−1)2jI + Gj(φ)
]
. (120)
Similar to the spin-half construct, using the generic property G2j (φ) = I, we may introduce
a new set of duals
¬
λ
S
j (p, σ) ≡ λ˜Sj (p, σ)Aj,
¬
λ
A
j (p, σ) ≡ λ˜Aj (p, σ)Bj (121)
with
Aj = I − τGj(p)
1− τ 2 , Bj =
I − (−1)2jτGj(p)
1− τ 2 (122)
so that their spin-sums are ∑
σ
λSj (p, σ)
¬
λ
S
j (p, σ) =
(m
2
)
I, (123)∑
σ
λAj (p, σ)
¬
λ
A
j (p, σ) =
(m
2
)
(−1)2jI. (124)
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4.1 Locality structures and Hamiltonians
Having determined the spin-sums and norms, it is straightforward to construct the field
operators and their duals. Using λj(p, σ) and
¬
λj(p, σ), we obtain
fj(x) = (2pi)
−3
∫
d3p√
2mE
∑
σ
[
e−ip·xλS(p, σ)a(p, σ) + eip·xλA(p, σ)b‡(p, σ)
]
, (125)
¬
f j(x) = (2pi)
−3
∫
d3p√
2mE
∑
σ
[
eip·x
¬
λ
S
(p, σ)a‡(p, σ) + e−ip·x
¬
λ
A
(p, σ)b(p, σ)
]
. (126)
By virtues of the spin-sums, we find
[fj(t,x),
¬
f j(t,y)]± = O. (127)
The propagator and Lagrangian are given by
Sj(x− y) = i
2
∫
d4q
(2pi)4
e−iq·(x−y)
I
q2 −m2 + i , (128)
Lj = ∂
µ ¬f j∂µfj −m2
¬
f jfj. (129)
The canonical quantization is straightforward. Taking pj(x) = ∂
¬
f j(x)/∂t, we obtain the
standard results with the usual spin-statistics for bosons and fermions
[fj(t,x), fj(t,y)]± = [pj(t,x), pj(t,y)]± = O, (130)
[fj(t,x), pj(t,y)]± =
(
i
2
)
δ3(x− y)I. (131)
The Hamiltonian is given by eq. (70) with λ(p, σ) and
¬
λ(p, σ) replaced by their higher-
spin generalizations. Here, the proportionality constants for λS,Aj (p, σ) are chosen such that
the theory is local and respects the spin-statistics. Additionally, the norms of the self-
conjugate and anti-self-conjugate functions naturally admits the correct signatures such that
the vacuum energy for bosons and fermions are positive and negative respectively.
5 Conclusions
The theory of Elko and mass dimension one fermion was an unexpected discovery made
by Ahluwalia and Grumiller in 2005. Since then, the theory has been extended beyond its
original domain of particle physics to cosmology and mathematics.
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In this review, we have provided a self-contained introduction on the kinematics of spin-
half Elko, mass dimension one fermions and their higher-spin generalizations. At the kine-
matics level, the theory is physical in the sense that the free Hamiltonians are positive-definite
and the fields commute/anti-commute with their adjoints at space-like separation. These
properties provide a solid foundation towards formulating a consistent interacting theory.
The theory in its original formulation is Lorentz-violating. By introducing a new dual
supplemented with the infinitesimal deformation, the theory becomes Lorentz-invariant [25].
In our opinion, while this represents important progress, it is not yet the complete solution. A
complete solution should derive Elko from symmetry considerations following the formalism
presented in ref. [42]. Towards this end, we feel that it is also important to study the Lorentz-
violating theory and identify the underlying space-time symmetries. The Lorentz-violation
encountered here is encoded in the G(φ) matrix which has many interesting properties in its
own right. In particular, one should attempt a path-integral formulation based on eqs. (136)
and (137). This would provide valuable insights to the existing theory.
An important problem is to formulate a consistent interacting theory. In ref. [24], it
was shown that using the standard S-matrix prescription, the Yukawa interaction involving
mass dimension one fermions violates unitarity at one-loop. This problem can be resolved
by introducing a new prescription to compute observables. The results will be presented
elsewhere in future publications.
The condition we have imposed on the Lagrangian L = L ‡ will also impose constraints
on the allowed interactions. Further investigations on the properties of ‡ is required. But
based on what we know so far, it is possible to formally obtain certain conditions. Given a
conserved matter current that satisfies Jµ(x) = J
‡
µ(x), the vector field Aµ(x) which couples
to the current must then satisfy A‡µ(x) = Aµ(x). Depending on the definition of ‡, this would
constrain the possible interactions between mass dimension one particles and the SM.
The higher-spin construct is only one of the many possible generalizations. According
to the Lounesto classification, there exists six different classes of spinors from which Elko
belongs to the so-called flag-pole spinors. Following the works of Lounesto, one should
systematically classify all higher-spin representations of the Lorentz group and study the
corresponding quantum field theories. From what has been discovered so far, we expect
the classification of higher-spin representations to also be endowed with rich structures and
possibly provide a platform to explore physics beyond the SM. An even more expansive
program is to study Elko and its generalizations in curved space-time. On this front, the
gravitational dynamics of Elko and their applications to inflationary cosmology have been
extensively studied in the literature though a systematic study remains to be carried out. In
particular, it would be interesting to explore whether Elko furnishes representations associ-
ated with the maximally symmetric space-times in general relativity.
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A Non-deformed theory
The original theory without the deformed field adjoint is formulated using fj(x) and f˜j(x)
where
f˜j(x) = (2pi)
−3
∫
d3p√
2mE
∑
σ
[
e−ip·xλ˜Sj a
‡(p, σ) + eip·xλ˜Aj (p, σ)b(p, σ)
]
. (132)
Using eqs. (119) and (120), we obtain
[fj(t,x), f˜j(t,y)]± = O. (133)
The propagator and Lagrangian are given by
Sj(x− y) = i
2
∫
d4q
(2pi)4
e−iq·(x−y)
I + Gj(φ)
q2 −m2 + i , (134)
L = ∂µ˜fj∂µfj −m2˜fjfj (135)
so that the conjugate momentum is pj(x) = ∂ f˜j(x)/∂t. A straightforward calculation yields
the following locality anti-commutator/commutators
[fj(t,x), fj(t,y)]± = [pj(t,x), pj(t,y)]± = O, (136)
[fj(t,x), pj(t,y)]± =
i
2
∫
d3p
(2pi)3
eip·(x−y) [I + Gj(φ)] . (137)
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