To determine whether studies that used propensity score (PS) methods in the urology literature provide sufficient detail to allow scientific reproducibility and whether appropriate statistical tests were used to obtain valid measures of effect.
Introduction
Unlike randomized controlled trials, causal effects cannot be obtained by direct comparison of groups in observational studies because of the potential for treated subjects to differ systematically from untreated subjects [1] . To control for baseline differences between groups that may occur in observational studies, propensity score (PS) methods are frequently used [1] .
The PS is defined as the probability of treatment assignment conditional on measured baseline covariates [1] . The PS acts as a balancing score such that, conditional on the PS, the distribution of measured baseline covariates is similar between exposed and unexposed subjects. An important limitation of PS methods is that they do not account for unmeasured covariates. Different methods of using PS have been described and include PS stratification (or subclassification), covariate adjustment using the PS, PS weighting and PS matching [1, 2] . The advantages and disadvantages of these approaches have been previously described [3] .
While PS methods are a useful tool in observational studies, proper implementation is necessary to obtain valid results from their use. Diagnostic evaluation is important to understand whether, conditional on the PS, observed systematic differences between groups have been successfully removed, as was intended by the researcher [1] . Furthermore, statistical analyses should take into account the method of PS used [4] [5] [6] . Finally, as the scientific method is based on reproducibility, sufficient detail on the methods used should be reported to fulfill this aspect. Given this context, we undertook a critical review of the urological literature for studies using PS methods.
Materials and Methods

Literature Search
We identified studies that used PS methods in five major general urology journals; namely, BJUI, European Urology, Journal of Urology, Urology and World Journal of Urology, using a previously described strategy [7, 8] . Briefly, we searched OVID Medline from inception to week beginning 4 November 2016 using the keywords 'Propensity score' OR 'propensity.mp' in the aforementioned journals. Furthermore, we used the Science Citation Index to identify studies from these journals that have cited one of the important manuscripts on PS methods [1, 6, [9] [10] [11] [12] [13] . Articles were excluded if they were a commentary, editorial, brief correspondence, or letter to the editor.
Data Extraction
From each included article, the following information was abstracted: year of publication; urology subspecialty; method used to estimate the PS; whether the covariates included in the PS model were described and whether justification for their inclusion was provided; and use of balance diagnostics. In studies that used PS matching, information was also extracted on the method used to match subjects, the caliper (prespecified value denoting the maximum permissible difference in the PS between matched subjects), if any, which was used, whether matching with replacement was allowed (whether an unexposed subject could be matched to more than one exposed subject), and the matching ratio (i.e. the ratio of controls to treated/exposed subjects). Finally, because PS matching requires analytical consideration for the matched nature of the data, we evaluated whether appropriate statistical tests were used to account for the paired nature of the matched sample [14] .
These criteria were selected based on previous appraisals of PS methods in clinical research [7, [15] [16] [17] . All data were abstracted by a urology resident (M.N) with a PhD in clinical epidemiology, in consultation with a senior statistician with expertise in PS methods (P.C.A).
Results
Literature Search
Using our search strategy, we identified 208 studies from OVID Medline and 95 studies from the Science Citation Index. From these, 88 duplicate records were excluded, resulting in 215 unique records for evaluation. After screening the title, abstracts, and full texts, 114 articles met inclusion criteria (Fig. 1 ). Of these, 61 (53.5%) used PS matching, 18 (15.8%) used PS stratification, 11 (9.6%) used covariate adjustment with the PS, and 20 (17.6%) used PS weighting. For one study (0.9%), we were unable to determine which PS method was used. The remainder used more than one PS method.
The first identified study in urology using PS methods was published in 2004. The number of studies using PS methods has increased over the years (Fig. 2 ). The vast majority of studies using PS methods were in oncology (81.6%).
Estimating the Propensity Score
To estimate the PS, 86 studies (75.4%) used logistic regression, one study (0.9%) used linear discriminant analysis, while the remaining 27 studies (23.7%) did not specify the method used. A total of 103 studies (90.4%) described covariates included in the model to estimate the PS; however, only 24 provided justification for the selected covariates. Of these, 10 studies described the covariates as confounders, four studies related covariates to the exposure, two studies related covariates to the outcome, five used statistical significance testing, one study described the covariates as the 'most important clinical variables', one study used a high-dimensional PS algorithm, and one study used confounders and comorbidities at baseline.
Matching on the Propensity Score
Of the 62 studies that used PS matching, 26 (41.9%) did not specify the method by which matched pairs were formed. Of the remaining studies, 18 reported the use of nearestneighbour matching, four studies used greedy matching, three used optimal matching, and one study used greedy nearestneighbour matching. The remaining 10 studies used unclear terminology, such as 'best comparable propensity score', 'best match', 'closest propensity score', 'most similar propensity score', and 'nearest number'.
To determine whether studies that used PS matching provided information on the required similarity between matches, we further evaluated whether a description for calipers or digit matching was provided. Twenty studies provided such a description and they included calipers of 10% (one study), 0.02 (one study), 0.05 (two studies), 0.1 (three studies), 0.2 (two studies), 0.1 of the standard deviation of the logit (one study), 0.2 of the standard deviation (two study), 0.2 of the standard deviation of the logit (three studies), 0.6 of the standard deviation (three studies), a 'unit' (one study), and 5-1 digit matching (one study).
The majority (79.0%) of studies used a matching ratio of 1:1.
Other studies used 0.5:0.5 (two studies), 2:1 (two studies), 3:1 (one study), 4:1 (four studies), and variable matching (three studies). For one study, we could not determine the ratio. The majority of studies (83.9%) did not report whether matching was carried out with or without replacement. Of the 10 studies that did report this aspect, one allowed replacement while the remainder did not.
Balance Diagnostics
Of the 114 studies, 80 (70.2%) performed some sort of balance diagnostic evaluation of the PS. When grouped by PS method, four (30.8%) of the 13 studies that used PS covariate adjustment, five (25.0%) of the 20 studies that used PS stratification, 55 (88.7%) of the 62 studies that used PS matching, and 15 (71.4%) of the 21 studies that used weighting performed balance diagnostics.
The majority of studies (44 studies) used statistical significance testing for balance diagnostics, followed by standardized differences (17 studies), statistical significance testing and standardized differences (11 studies), visual inspection of a density plot (one study), visual inspection of the distribution of covariates (one study), histogram and statistical significance testing (one study), and the c-statistic (one study). Four studies did not specify how balance diagnostics were performed, but used statements such as 'Patients in the propensity-matched sample. . .were comparable on all included model covariates (results available on request)', 'The balancing property was satisfied for comparisons', 'After adjustment, covariate balance was assessed', and 'Covariate balance was checked after adjustment to ensure that there were no statistically significant differences'. Furthermore, 14 studies reported the use of statistical significance testing or standardized differences, but did not provide the actual results of these tests and instead provided statements suggesting that appropriate balance had been achieved.
Of the 36 PS matching studies that used statistical significance testing for balance diagnostics, 28 studies (77.8%) explicitly used statistical methods that did not incorporate the matched nature of the data, three studies explicitly stated that correct statistical methods were used for matched-pairs data, two studies used appropriate methods for some variables but not others, and three studies did not provide sufficient detail on the methods used. Table 1 Recommendations for using propensity score methods.
Estimating the propensity score
• Describe the method used to estimate the propensity score.
• Describe which covariates were included in the estimation of the propensity score, and why these covariates were chosen.
Balance diagnostics Matching [33]*
• Numerically compare means and prevalence of measured baseline covariates in the matched sample using standardized differences.
• Numerically compare higher-order moments and interactions between continuous variables in the matched sample.
• Graphically evaluate cumulative distribution functions and quantile-quantile plots for continuous variables in the matched sample.
Weighting [35] • Numerically compare means and prevalence of measured baseline covariates in the weighted sample using weighted standardized differences.
• Numerically compare higher-order moments and interactions between continuous variables in the weighted sample.
• Numerically compare the distribution of continuous baseline covariates between treatment groups in the weighted sample using the Kolmogorov-Smirnov test statistic.
• Graphically evaluate cumulative distribution functions and quantile-quantile plots for continuous variables in the weighted sample.
Stratification [23, 36] • Numerically compare means and prevalence of measured baseline covariates within each stratum using standardized differences.
• Graphically evaluate quantile-quantile plots for continuous variables within each stratum.
Covariate [37] • Numerically compare means and prevalence of measured baseline covariates in the sample using weighted conditional standardized differences.
• Graphically evaluate the conditional distribution of measured continuous baseline covariates using quantile regression.
Analysis
Matching [4, 7] • Unadjusted analysis:
○ Continuous outcome: paired t-test or Wilcoxon signed rank test. ○ Binary outcome: compare proportions using McNemar test. Also report the number needed to treat and relative risks. ○ Time to event outcome: estimate survival curves using Kaplan-Meier method, compare survival using the stratified log-rank test.
• Regression-based estimate of effect:
o Continuous outcome: linear regression models estimated using generalized estimating equations, clustering on the matched pair. o Binary outcome: do not report odds ratios. The risk difference, number need to treat, and relative risk (above) are superior. o Time to event (Cox regression) outcome: Cox proportional hazard models with robust standard errors that account for the clustering in matched pairs. Weighting [4, 5, 38] • Unadjusted analysis: ○ Continuous outcome: estimate the weighted mean in each treatment group and then compute the difference in weighted means. ○ Binary outcome: estimate the weighted proportion in each treatment group and then compute the difference in weighted proportions. ○ Time to event outcome: estimate survival curves using Kaplan-Meier method, compare survival using the log-rank test.
• Regression-based estimate of effect: ○ Continuous outcome: linear regression weighted least squares. ○ Binary outcome: logistic regression with robust variance estimation. ○ Time to event (Cox regression) outcome: Cox proportional hazard models with bootstrap variance estimator. Stratification [30, 39] • Continuous outcome: estimate stratum-specific difference in means and then pool or average these to obtain an overall treatment effect.
• Binary outcome: estimate stratum-specific risk differences (differences in proportions) or relative risks. Then pool or average the stratum-specific risk differences and relative risks to report an overall effect estimate. Do not report odds ratios.
• Stratification is not recommended for time to event outcomes.
Covariate [39]
• Include the PS as an independent variable in the regression model ○ This approach is not recommended for binary or time-to-event outcomes.
• Alternatively, fit the regression model to the sample. For each participant, obtain two predicted probabilities: the probability of the outcome if the participant had been treated and the probability of the outcome if the participant had been untreated. The average probability of the outcome if untreated can then be determined over all participants in the full study sample. Similarly, the average probability of the outcome if treated can then be determined over all participants in the sample. The difference between these two probabilities is the average treatment effect. *In the context of 1:n matching, weighted standardized differences and estimates should be used [34] .
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Estimating the Effect of Exposure on the Outcome in PS Matching
Five (8.1%) of the 62 PS matching studies explicitly stated that methods of analysis that accounted for the matched nature of the data were used to estimate the effect of the exposure on the outcome. These studies used McNemar's test, conditional logistic regression, adjusted log rank tests, Cox proportional hazards regression stratified on the matched pairs, and hierarchical models that accounted for clustering within matched sets (while all of these methods account for the matched nature of the sample, not all of these methods are recommended; see subsequent recommendations in Table 1 ). Two additional studies used appropriate methods for some outcomes but not others, while seven studies did not provide sufficient detail on the statistical methods used.
The remaining 48 studies (77.4%) that used PS matching explicitly stated that inappropriate statistical methods were used for the matched data. In the matched sample, these studies used the independent samples t-test, ANOVA, KruskalWallis test, Mann-Whitney U-test, chi-squared test, Fisher's exact test, Mantel-Haenszel test, logistic regression, log rank or Gray test, Cox proportional hazards or competing risk regression, Poisson regression, or generalized estimating equations not clustering on the matched subject.
Discussion
We reviewed the urology literature for studies that used PS methods and found several deficiencies in their reporting and implementation. Our findings have important implications for the interpretation of results from studies that use PS methods and we provide recommendations for future studies that use PS methods (Table 1 ).
Our review found that PS methods were used with increasing frequency over time. Interestingly, we noted that the majority of studies using PS methods were in oncology, despite our search strategy including general urology journals. Although PS methods have typically been used in studies comparing treatments [18] [19] [20] , they can also be used in non-intervention studies [21, 22] .
While many methods to estimate the PS have been proposed including boosting, recursive partitioning, random forests, and neural networks [1] , we found that logistic regression was the most commonly used method in urology. This may be attributable to its familiarity among clinical researchers and relative ease of implementation. Still, many studies did not report the method used to estimate the PS, opposing the concept of scientific reproducibility. The majority of studies described which covariates were included in the model, but very few provided justification for their choice of covariates. Although there is a lack of consensus on which variables to include in the PS model, it has been suggested that only confounders [23] or variables related to the outcome be included [24] , rather than variables only related to the exposure. Our review of the urology literature found that, of the studies that provided justification for the covariates in the PS model, approximately one quarter of studies included variables based on their potential to be related to the exposure. Another quarter of studies used statistical significance testing to determine which variables to include in the PS model. This latter method is particularly problematic as balancing selected variables based on statistical significance testing may result in residual imbalance of important confounders or variables related to the outcome that were excluded from the PS model, particularly in settings in which there is low statistical power to detect which covariates are confounders or are related to the outcome. In the case where it is difficult to classify baseline variables as related to the exposure only, outcome only, or as confounders, it has been suggested to include all measured baseline characteristics in the PS model [1] .
As mentioned earlier, the PS acts as a balancing score such, that conditional on the PS, the distribution of measured baseline covariates is similar between treated and untreated subjects [1] ; however, simply estimating the PS does not guarantee the balance of measured baseline characteristics included in the PS model and there may be residual imbalances between the groups resulting in a biased estimate of the association under evaluation. This concept emphasizes the need for PS balance diagnostics. Our review found that the majority of studies performed some assessment of balance, although there was wide variation depending on the PS method used, which has also been observed by others [17] . Statistical significance testing was most commonly used, however, for balance diagnostics and the limitations of this approach have been reviewed previously [7, 17] . Briefly, the measure for assessing balance should be a property of the sample, and not of a hypothetical super-population, and should not be influenced by sample size, both of which are shortcomings of using statistical significance testing [7] . In contrast, standardized differences are not prone to these limitations and are therefore one of the methods recommended to ensure that the PS model has achieved balance between groups (Table 1) .
We found that PS matching was the most commonly used method and appeared to be increasing in use over time compared with other PS methods. Very few studies, however, provided adequate details on the matching strategy used; although optimal matching does not use calipers, and there is no requirement to use a caliper with nearest-neighbour matching, if no caliper width is used then any unexposed subject could be a potential match for an exposed subject as there is no requirement for their PS to fall within a similar range. Of the few studies that reported a caliper width, there was wide variation in the choice of caliper. It has been shown that using a caliper width of 0.2 of the standard deviation of the logit has superior performance compared with other caliper widths, and this caliper width has been recommended when using PS matching [25] . Additionally, very few studies reported whether matching was carried out with replacement or not; if matching was carried out with replacement then appropriate statistical methods are needed to estimate the variance of the estimated effect of treatment to account for the same control subject being matched to multiple exposed subjects [26] . The one study in the present review that matched with replacement did not estimate variance accordingly. Finally, the majority of studies used a 1:1 ratio for matching unexposed subjects to exposed subjects. It has been shown that increasing the number of unexposed subjects to each exposed subject increases bias in the estimated treatment effect, but decreases the sampling variability. As such, it has been recommended that researchers match either one or two unexposed individuals to each exposed individual when using PS matching [27] (note that using more than one control per treated subject can complicate some of the subsequent statistical analyses). Recommendations on describing how the matched sets were formed have been provided previously [7] .
When using PS matching, the statistical analysis of the effect of treatment needs to take into account the nature of the matched-pair data. In the present review we found that the majority of studies using PS matching explicitly used incorrect statistical tests for matched data and several did not provide sufficient detail on the methods used. Assuming independent samples when data are correlated can result in an overly conservative test with a type I error rate that is <0.05 [14] . Given the above, it is important for researchers to be explicit in the description of the methods used to ensure scientific reproducibility and to obtain valid results from the analysis.
Finally, some PS methods may be more suitable in reducing bias compared with other PS methods, depending on the context. For example, when estimating the marginal odds ratio, matching on the PS has been shown to be superior to stratification and covariate adjustment [28] . Furthermore, matching and weighting using the PS induce greater balance on baseline covariates than do PS covariate adjustment or stratification on the PS [29] . Similarly, it has been shown that PS matching or weighting with inverse probability of treatment weights performed better than stratification or covariate adjustment when estimating the marginal hazard ratio [30] . In our review of 52 studies reporting hazard ratios, 27 used matching, seven used weighting with inverse probability of treatment weights, 13 used stratification, and seven used covariate adjustment (note that some studies used more than one PS method). Researchers are, therefore, encouraged to select the PS method best suited for their outcome of interest.
Our review of the urology literature yielded similar findings to other reviews of PS methods from different subspecialties. A 2007 review of the cardiovascular surgery literature of studies that used PS matching found that 28% of studies did not report the manner in which the PS-matched pairs were formed, 18% of studies did not report whether matching on the PS achieved balance on baseline characteristics and no study used appropriate methods to compare baseline characteristics between exposed and unexposed subjects in the matched sample [7] . Furthermore, 65% of studies explicitly used statistical methods that were inappropriate for the matched data [7] . Similar results have been noted in reviews of PS matching in cardiology and the general medical literature [15, 16] . A more recent review of studies that used any PS method found that the majority did not explicitly mention how variables were selected for the PS model and balance was assessed in 60% of studies, with the majority using statistical significant testing [17] . Matching on the PS was the mostly commonly used approach and the matching algorithm was reported in only 33% of studies, and reporting of caliper width was poor and inconsistent. Overall, PS methods remain poorly described in urology and other fields; improvement in their reporting and implementation is needed for scientific reproducibility and valid interpretation of the results obtained from their use. We have provided recommendations for their use in Table 1 , which reflect recommendations provided elsewhere [7, 15, 16] .
Although PS methods are being used with increased frequency in clinical research, their value compared with traditional regression is debated. A correctly specified regression model may result in more precise (narrower 95% CIs) estimates of conditional treatment effects compared with PS methods; however, it is difficult to assess whether the regression model has been correctly specified or formulated. By contrast, when using PS methods, it is much simpler to assess whether matching or weighting using the PS has balanced baseline covariates between treatment groups. Similarly, PS methods may have superior performance when sample sizes are small or the number of observed events is low. Taken together, PS methods should not be viewed as superior to traditional regression in all situations and researchers should be aware of the advantages and disadvantages of these methods, which have been described previously [1, 31, 32] .
The present study has some limitations. First, our search strategy may have missed some studies that used PS methods; however, we used a similar search strategy to that used by others [7, 8] , and there is no reason to believe that studies not identified in our review would be meaningfully different in terms of reporting the use of PS methods compared with studies that were included. Second, all of the journals included in our search strategy have a word limit for research articles and authors may have omitted some details regarding methodology as a result of this restriction. Nevertheless, our 878 © 2017 The Authors BJU International © 2017 BJU International review noted several errors in employing PS methods, suggesting that these are errors of commission rather than of omission [7] . Furthermore, we suggest that in the context of manuscript length restrictions, details regarding methodology should be included in an appendix to encourage scientific reproducibility. Finally, it is worth noting that there is no universal consensus among statisticians on the appropriate application of PS methods; however, the recommendations provided are reflective of those provided in previously published reviews of the use of PS methods.
Despite these limitations, the present study is the first comprehensive review of PS methods in urology and provides recommendations to improve reporting and implementation in future studies.
