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2Bevezeto˝. A kutata´sok ce´lja a sztochasztikus rendszerek legkorszeru˝bb mo´dszereinek az alka-
lmaza´sa a pe´nzu¨gyi piacok modelleze´se´ben e´s maguknak a mo´dszereknek a tova´bbfejleszte´se. A
pe´nzu¨gyi matematika ma egyik legnagyobb kihı´va´sa jo´ fedezeti strate´gia´k kialakı´ta´sa nem-teljes
piacokon. Ez matematikailag egy saja´tos sztochasztikus adaptı´v kontrol proble´ma´t jelent, ahol a
dinamika´t egy olyan sokdimenzio´s diffo´zio´s folyamat ı´rja le, amely maga is fu¨gg egy Markov-
folyamatto´l. Kutata´saink javare´szt PhD hallgato´k a´ltal is megoldhato´ mo´dszertani proble´ma´khoz
ko¨to˝dnek. A fo˝ teru¨letek: rejtett Markov-folyamatok, to˝zsdemodellek, sztochasztikus volatilita´s,
valamint a kontroll elme´let e´s az opcio´a´raza´s kapcsolata. Ezen to´l munka´inkban a sztochasztikus
adaptı´v kontrol ne´ha´ny alapveto˝ ke´rde´se´t is vizsga´ltuk. A besza´molo´ le´nyege´ben a PhD prog-
ramok szerinti bonta´st ko¨veti, a kisebb te´ma´kat a ve´ge´n ismertetju¨k.
Rejtett Markov folyamatok. Ezt a kutata´st elso˝sorban Molna´r Sa´ska Ga´bor PhD hallgato´val
(BME Matematikai e´s Sza´mı´ta´studoma´nyok Doktori Iskola, 1999-2006) ve´geztu¨k, az MTA SZ-
TAKI Sztochasztikus Rendszerek Kutato´csoport tagjainak a re´szve´tele´vel, valamint Michaletzky
Gyo¨rgy (ELTE TTK) e´s Tusna´dy Ga´bor (MTA Re´nyi Ine´zet) re´szve´tele´vel. A munka eredme´nye
to¨bbek ko¨zo¨tt a 2006-ban megve´dett PhD disszerta´cio´.
A sztochasztikus rendszerek elme´lete´nek egy alapveto˝ jelento˝se´gu˝ modern eszko¨ze a rejtett
Markov modellek. Sikere´nek titka, hogy ez egy ele´g a´ltala´nos, de me´g matematikailag kezel-
heto˝, e´s valo´di kihı´va´st jelento˝ modelloszta´ly, amely sza´mos teru¨leten nyert alkalmaza´st. Rejtett
Markov folyamatok elme´lete´nek egy alapproble´ma´ja a dinamika (a´llapot-valo´szı´nu˝se´ga´tmenetek
ill. kiolvasa´si valo´szı´nu˝se´gek) identifika´cio´ja. Rejtett Markov modellre egy klasszikus pe´lda az
Yn = h(Xn) + σ(Xn) ²n,
modell, ahol (Xn), egy ve´ges a´llapotu´ Markov-folyamat, (²n) egy Gauss fehr zaj, h, σ : X → R
pedig tetszo˝leges leke´peze´sek. Kutato´munka´nk egy alapveto˝ eszko¨ze a Markov-folyamatok egy
keve´sse´ ismert realiza´cio´ja, amely elo˝szo¨r V. Borkar 1993-as dolgozata´ban szerepel, [3]. En-
nek segı´tse´ge´vel kapcsolat teremtheto˝ a linea´ris sztochasztikus rendszerek e´s a rejtett Markov-
folyamatok ko¨zo¨tt, ld. [17], tova´bba´ [26]. Egy idetartozo´ eszko¨z az u´n. prediktı´v szu˝ro˝ sta-
bilita´sa´nak a vizsga´lata is, ld. [27] ill. [16].
Egy ma´sik fontos kutata´si ira´ny a rekurzı´v becsle´sek Benveniste, Metivier e´s Priuroet, [1] a´ltal
kifejlesztett, (ro¨viden BMP) elme´lete´nek adapta´la´sa rejtett Markov folyamatokra, ez a kutata´s
ko¨zel van a befejeze´shez. Ve´gu¨l a fenti dolgozatokra is ta´maszkodva kidolgoztunk egy mo´dszert
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3rejtett Markov folyamatok va´ltoza´sdetekta´la´sa´ra, a matematikai statisztika´bo´l jo´l ismert Hinkley
detektor adapta´la´sa´val, ld. [21],[20].
Kvanta´lt Gauss modellek. Ez a te´ma szelleme´ben a rejtett Markov-folyamatok te´ma´hoz kap-
csolo´dik. Ezt a kutata´st me´g a pa´lya´zati ciklus elo˝tt do¨nto˝en Kmecs Ildiko´ PhD hallgato´val
(ELTE TTK, Matematika Doktori Iskola, 1996-2003) ve´geztu¨k. A disszerta´cio´ 2003 szeptem-
bere´ben keru¨lt benyu´jta´sra, azo´ta uto´munka´latok folytak, elso˝sorban L. Finesso (CNR ISIB, Pa-
dova), tova´bba´ Szila´gyi Tu¨nde egyetemi hallgato´ (PPKE ITK) ko¨zremu˝ko¨de´se´vel. Ce´lunk a
kvanta´lt linea´ris sztochasztikus Gauss-modellek, ezen belu¨l kvanta´lt Gauss ARMA-folyamatok
vizsga´lata. Egy terme´szetes eszko¨z a statisztika´ban jo´l ismert u´n. EM (Expectation Maxi-
mization) mo´dszer, A felle´po˝ felte´teles va´rhato´ e´rte´k kisza´mı´ta´sa´hoz egy Markov Chain Monte
Carlo (MCMC) mo´dszert alkalmazunk, ı´gy az u´n. M -le´pe´st egy sztochasztikus approxima´cio´s
elja´ra´ssal realiza´ljuk, ld. [6].
Pe´nzu¨gyi piacok viselkede´si modelljei. Ma´tya´s Zala´n PhD hallgato´val (ELTE TTK, Matem-
atika Doktori Iskola, 2002-2005), e´s Sza´z Ja´nos (Corvinus Egyetem) ko¨zremu˝ko¨de´se´vel ki-
dolgoztuk pe´nzu¨gyi piacok egy sztochasztikus feedback modellje´t. Ebben - a tipikus me´rno¨ki
proble´ma´kkal szemben - a rendszer dinamika´ja ismert, ezt a to˝zsdeszaba´lyok pontosan meghata´-
rozza´k. Ezzel szemben a piaci szereplo˝k egyma´s kereskede´si strate´gia´it nem ismerik, ebbo˝l
ado´dik a rendszer bizonytalansa´ga. Az egyes a´gensek do¨nte´seit egyre´szt az o˝ bea´llı´tottsa´guk,
kereskede´si strate´gia´juk, ma´sre´szt az a´rfolyammozga´sokkal kapcsolatos va´rako-
za´saik hata´rozza´k meg. Vannak kocka´zatkedvelo˝ e´s kocka´zatkeru¨lo˝ a´gensek, e´s ezen belu¨l a
viselkede´seknek egy sze´les ska´la´ja´t ta´rta fel a kı´se´rleti pszicholo´gia.
Az a´ltalunk kialakı´tott modellt, ld. [13], [15], legegyszeru˝bben egy u´j, jelento˝s su´llyal ren-
delkezo˝ piaci szereplo˝ szemszo¨ge´bo˝l lehet e´rtelmezni. Az u´j szereplo˝ elo˝zetes piaci elemze´sei
alapja´n alakı´tja ki do¨nte´seit, amelyek ugyanakkor a teljes piac dinamika´ja´t eltolja´k valamilyen
ira´nyban. A megva´ltozott a´rfolyamdinamika´ra a piaci szereplo˝k, ezen belu¨l a bele´po˝ piaci sz-
ereplo˝ is reaga´l.
Az adapta´cio´s mechanizmus forma´lisabban ı´gy ı´rhato´ le: a p a´rfolyam elo˝zetes vizsga´lata
alapja´n az u´j szereplo˝ kialakı´t egy M prediktort, amely a modelljeinkben egy FIR szu˝ro˝, ez
le´trehoz egy pˆ elo˝rejelze´st. Az elo˝rejelze´s e´s a saja´t bea´llı´tottsa´ga -f - alapja´n, amelyet egy
statikus nemlinearita´s ad meg, kialakul egy ve´teli ill. elada´si aja´nlat: egy b a´r ill. egy d men-
nyise´g. Ezt az ege´sz leke´peze´st C(M)-mel jelo¨lju¨k:










Az u´j a´rfolyamdinamika´hoz egy u´j prediktor tartozik, mondjuk M+. Az adapta´cio´ egy le´pe´se
teha´t:
M → C(M)→M+.
A ke´rde´s, hogy milyen felte´telek mellettt le´tezik piaci egyensu´ly, e´s hogy ezt a piaci szereplo˝k
egyma´sto´l fu¨ggetlen teve´kenyse´ge milyen mechanizmusokon a´t valo´sı´tja meg. Piaci egyensu´ly
akkor jo¨n le´tre, amikor a felte´telezett a´rfolyam dinamika alapja´n szu¨letett beavatkoza´sok nem
va´ltoztatja´k meg az a´rfolyamdinamika´t. Ez egy nem-szokva´nyos sztochasztikus adaptı´v kontrol
feladatra vezet, amelyben a ce´l egy M∗ fixpont meghata´roza´sa.
Az adapta´cio´s mechanizmus egy on-line, valo´s ido˝ben implementa´lhato´ va´ltozata´nak a vizs-
ga´lata´t a BMP elme´let alapja´n ve´geztu¨k el. A BMP elme´letet maga´t is tova´bbfejlesztettu¨k: az
eredeti 1− δ valo´szı´nu˝se´gu˝ konvergencia´t 1valo´szı´nu˝se´gu˝ konvergencia´va´ javı´tottuk egy alkal-
mas u´jraindı´ta´si mechanizmussal, [14]. A szimula´cio´s vizsga´latokben do¨nto˝en egyetlen szereplo˝
adapta´cio´ja´t vizsga´ltuk, egy azo´ta megkezdett u´jabb PhD projekt (Torma Bala´zs, ELTE IK,
Informatika Doktori Iskola, 2006-) kerete´ben vizsga´ljuk to¨bb szereplo˝ egyiedeju˝ adapta´cio´ja´t
e´s ko¨lcso¨nhata´sa´t rea´lis korla´tozo´ felte´telek mellett, ezen belu¨l a bennfentes kereskede´s de-
tekta´la´sa´ra keresu¨nk algoritmusokat.
Sztochasztikus volatilita´s modellek. A te´ma´n Orlovits Zsanett PhD hallgato´val (ELTE TTK,
Matematika Doktori Iskola, 2003-2006) dolgoztunk, Michaletzky Gyo¨rgy (ELTE TTK) e´s Va´go´





ke´plet definia´lja. A log-hozam ido˝sorok egy jellemzo˝ tulajdonsa´ga az u´n. ”volatility clustering”,
ami azt jelenti, hogy hosszu´ alacsony volatilita´su´, nyugodt ido˝szakokat ro¨vid, magas volatilita´su´
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5ido˝szakok ko¨vetnek. A fenti ido˝sorok egy egyszeru˝, matematikailag is formaliza´lhato´ tulaj-
donsa´ga, hogy a felte´teles szo´ra´s ido˝ben va´ltozo´, szemben a linea´rsi modellekkel. Az elso˝ nem-
linea´ris modell, amelyet a log-hozam folyamatok modelleze´se´re hoztak le´tre R. Engle, 1982, [5]
neve´hez fu˝zo˝dik, aki eze´rt a munka´ja´e´rt 2002-ben megosztott ko¨zgadasa´gi Nobel-dı´jat kapott.
Ez az u´n. ARCH model (autoregressive conditionally heteroscedasticity) model, amelyben a
log-hozamot az
yn = σnεn (1)
egyenlet definia´lja, ahol εn egy fu¨ggetlen azonos eloszla´su´ zajforra´s, σn pedig a felte´teles szo´ra´s,
amelyet egy AR szu˝ro˝t e´s statikus nem-linearita´sokat tartalmazo´ visszacsatola´ssal, kora´bbi log-
hozam e´rte´kekbo˝l sza´mı´tunk ki. Ennek a modellnek egy kiterjeszte´se a GARCH modell, [2],
amelyben a visszacsatola´sban egy ARMA szu˝ro˝ jelenik meg. A feladat a visszacsatola´sban
szereplo˝ ismeretlen parame´terek meghata´roza´sa a regisztra´lt adatokbo´l.
GARCH folyamatok identifika´cio´ja´ra a szoka´sos u´t egy kva´zi-likelihood mo´dszer alkalmaza´sa.
A ke´rde´s az, hogy ez milyen felte´telek mellett lesz konzisztens statisztikai e´rtelemben. A szak-
irodalomban fellelheto˝, nem tu´l nagy sza´mu´ dolgozat az off-line identifika´cio´ proble´ma´ja´t ta´-
rgyalja. Ugyanakkor a pe´nzu¨gyi ido˝sorok elemze´se´re terme´szetesebb valo´s ido˝ben is alka-
lmazhato´ rekurzı´v vagy on-line mo´dszereket kifejleszteni. Ennek terme´szetes eszko¨zta´ra a
BMP elme´let, amelynek alkalmazhato´sa´ga´t a [22] dolgozatban va´zoltuk. Az elme´let alka-
lmaza´sa sora´n tiszta´ztunk egy e´rdekes, trivia´lisnak tu¨no˝ technikai ke´rde´st is: megmutattuk, hogy





sorozata´ra, minima´lis technikai felte´telek mellett, a top-Ljapunov exponensekre a
λ(P ) = max(λ(A), λ(C))
egyenlo˝se´g teljesu¨l, ld. [18], [28]. A BMP elme´lettel valo´ kapcsolat kidolgoza´sa sza´mos ma´s,
linea´ris sztochasztikus rendszerekben ele´rt eredme´ny adapta´la´sa´t is leheto˝ve´ teszi. Pe´ldake´ppen
emlı´tu¨nk egy GARCH folyamatok valo´s ideju˝ va´ltoza´s-detekta´la´sa´ra kidolgozott mo´dszert, [21].
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6Kontrol-elme´let a pe´nzu¨gyi matematika´ban. Ezek a munka´k elso˝sorban Ra´sonyi Miklo´s
kutata´saihoz kapcsolo´dnak. A [34] e´s [32] dolgozatokban optima´lis portfolio´k le´teze´se´t bi-
zonyı´tottuk egy U konka´v monoton no¨vo˝ fu¨ggve´ny hasznossa´gi fu¨ggve´ny mellett. Minden eddi-
gine´l gyenge´bb felte´telek esete´n bizonyı´tottuk optima´lis portfolio´ le´teze´se´ diszkre´t ido˝ben nem
felte´tlenu¨l differencia´lhato´ U mellett. Olyan opcio´a´raza´si mo´dszereket dolgoztunk ki, amelyek
a befekteto˝ preferencia´it is figyelembe veszik. A [31] dolgozatban megmutattuk, hogy ero˝s
kocka´zatkeru¨le´s esete´n az opcio´k a´ra az u´n. szintetiza´la´si ko¨ltse´ghez ko¨zeli e´rtekre a´llnak be.
Pe´nzu¨gyi piacok elme´lete´ben fontos ke´rde´s az u´n. nevezett nagy piacok vizsga´lata, pontosab-
ban az a ke´rde´s, hogy milyen mo´dszerekkel lehet az arbitra´zsmentesse´get definia´lni ill. veri-
fika´lni. Ehhez a te´mako¨rho¨z kapcsolo´dik a [29] dolgozat. A [30] cikk a nagy pe´nzu¨gyi piacok
arbitra´zselme´lete´be nyu´jt bevezete´st.
A magyar dia´khitel rendszer vizsga´lata. Ezt a munka´t do¨nto˝en Berlinger Edina (Corvinus
Egyetem) inspira´cio´ja´ra ve´geztu¨k. A magyar dia´khitelrendszer modelleze´se´re kifejlesztettu¨nk
egy sztochasztikus modellt, [4], amelyben ke´t alapveto˝ kontrol parame´ter, a kocka´zati pre´mium
ill. a to¨rleszte´si ha´nyad hata´sa´t vizsga´ltuk a fenntarthato´sa´g szempontja´bo´l. A vizsga´latok egy
fontos, de kontrol elme´leti szempontbo´l nem meglepo˝ konklu´zio´ja, hogy a rendszert egy szubop-
tima´lis munkapont ko¨ru¨l kell tartani ahhoz, hogy a mu˝ko¨de´se robusztus legyen modelleze´si
hiba´kkal szemben.
Log-optima´lis portfo´lio´k. Ezeket a munka´kat re´szben Gyo¨rfi La´szlo´ (BME) kezdeme´nyeze´-
se´re ve´geztu¨k. A befektete´selme´let egyik alapfeladata a maxima´lis no¨vekede´si ra´ta´t biztosı´to´ u´n.
log-optima´lis portfo´lio´ meghata´roza´sa. A legegyszeru˝bb matematikai modell T. Cover neve´hez
ko¨theto˝, amelyben nincsenek tranzakcio´s ko¨ltse´gek. A feladat le´nyegesen nehezebb az u´n.
surlo´da´sos piacokon. Egy lehetse´ges megko¨zelı´te´s a strate´gia´k parametriza´la´sa, e´s ezen belu¨l
az optima´lis parame´ter meghata´roza´sa. Ez egy parame´terfu¨ggo˝ ve´letlen ma´trix-folyamat top-
Lyapunov-exponense´nek a maximaliza´la´sa´ra vezet, amelyet a [24], [23] dolgozatokban vizsga´l-
tunk.
Sztochasztikus adaptı´v kontrol e´s optimaliza´la´s. Rekurzı´v becsle´sek elme´lete´nek egy alap-
veto˝ eredme´nye´t dolgoztuk ki a [7]
Gerencse´r, L.: A representation theorem for recursive estimators. SIAM Journal on Control and
Optimization, 44 (2005), pp. 2123-2188,
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7dolgozatban, amelyben a becsle´si hiba´nak egy ”za´rt formula´val” to¨rte´no˝ nagyon pontos ko¨zelı´te´-
se´t adtuk meg, ld. me´g [8]. A hangsu´ly nem a za´rt formula´n, hanem a ko¨zelı´te´s pontossa´ga´n
van, amely leheto˝ve´ teszi sza´mos kora´bban csak nagyon specia´lis esetben ismert eredme´ny
kiterjeszte´se´t. To¨bbek ko¨zo¨tt leheto˝ve´ teszi adaptı´v kontrollerek alkalmaza´sa sora´n felle´po˝
vesztese´gek (performance degradation) pontos meghata´roza´sa´t. Az elme´let egy sze´p alkalmaza´sa
az adaptı´v input terveze´s, [11], [12], amely H. Hjalmarssonnal (KTH, Stockholm) ko¨zo¨s munka.
Michaletzky Gyo¨rgy e´s Va´go´ Zsuzsa ko¨zremu˝ko¨ko¨de´se´vel a Van Schuppen e´s Stoorvogel
a´ltal va´zlatosan kidolgozott kocka´zate´rze´keny identifika´cio´ a´ltala´nosabb e´s precizı´z megalapo-
za´sa´t adtuk a [19] dolgozatban. A megolda´s a sztochasztikus realiza´cio´elme´let eszko¨zta´ra´t
haszna´lja.
SPSA. A rekurzı´v becsle´sek elme´lete´nek egy sepcia´lis e´s viszonylag u´j fejezete az u´n. SPSA
(simultaneous perturbation stochastic approximation), amelyet elso˝sorban olyan optimaliza´si
feladatok megolda´sa´ra alkalmazunk, ahol a ko¨ltse´gfu¨ggve´ny csak szimula´cio´val sza´molhato´, e´s
a gradiensre me´g ez a leheto˝se´g sem adott, ld. [33]. Egy potencia´lis, de me´g csak keve´sse´
kiakna´zott alkalmaza´si teru¨lete az adaptı´v kontrol. A H. Hjalmarsson-to´l sza´rmazo´ u´n. IFT
mo´dszer to¨bbdimenzio´s va´ltozata´nak a megalapoza´sa´t adja a [25] dolgozat.
Az SPSA mo´dszer egyre´szt e´rtelmezheto˝ u´gy, mint egy sztochasztikus gradiens mo´dszer,
ma´sre´szt u´gy is, mint egy Markov-la´nc, amely egy MCMC mo´dszernek lehet a kezdo˝la´nca.
Ezt a dua´lis szemle´letet akna´zza´k ki a [10],[9] dolgozatok.
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