Abstract-We analyze a class of high performance, low decoding-data-flow error-correcting codes suitable for high bit-rate optical-fiber communication systems. A spatially coupled split-component ensemble is defined, generalizing from the most important codes of this class, staircase codes and braided block codes, and preserving a deterministic partitioning of component-code bits over code blocks. Our analysis focuses on low-complexity iterative algebraic decoding, which, for the binary erasure channel, is equivalent to a generalization of the peeling decoder. Using the differential equation method, we derive a vector recursion that tracks the expected residual graph evolution throughout the decoding process. The threshold of the recursion, for asymptotically long component codes, is found using potential function analysis. We generalize the analysis to mixture ensembles consisting of more than one type of component code. We give an example of a mixture ensemble consisting of two component codes, which has better performance than spatially-coupled split-component ensembles consisting of only one component code. The analysis extends to the binary symmetric channel by assuming miscorrection-free componentcode decoding. Simple upper bounds on the number of errors correctable by the ensemble are derived. Finally, we analyze the threshold of spatially coupled split-component ensembles under beyond bounded-distance component decoding.
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Block-wise braided block codes (BBCs) [2] , [3] are a related class of codes with good performance under iterative algebraic decoding. Each component code in a BBC is split into three or more sections, filled either with information or parity bits. Encoding follows a similar procedure initiated by two or more blocks of zeros. The sliding window decoder is used for decoding. A modified braided block code was proposed in [4] for high bit-rate optical-fiber communication systems, with performance and decoding data-flow similar to staircase codes.
In this paper, we generalize the structure of staircase codes and braided block codes by defining the class of spatially-coupled split-component (SCSC) codes. We terminate staircase and braided block codes after L blocks of information have been encoded. We consider the iterative algebraic decoding of SCSC codes over the received blocks. This is equivalent to a non-sliding window decoder containing D ≥ L (accounting for termination) received blocks.
In Sec. II, we define the spatially-coupled split-component ensemble. In Secs. III and IV, we focus on the binary erasure channel (BEC). In Sec. III, we derive a vector recursion that tracks the ensemble's performance throughout the iterative algebraic decoding process. A potential function technique [5] is used to determine the threshold channel parameter for successful convergence of the vector recursion for asymptoticallylong component codes. In Sec. IV, we define and analyze the thresholds of ensembles having a mixture of different asymptotically-long component codes.
In Sec. V, we focus on the binary symmetric channel (BSC). In Sec. V-A, we approximate the BSC performance of spatially-coupled split-component ensembles by applying the BEC analysis under a miscorrection-free decoding assumption. In Sec. V-B, we analyze spatially-coupled splitcomponent ensembles over the BSC, exploiting the fact that the component-code decoders can decode some error patterns beyond their unique decoding radius.
B. Prior Works
Infinite block-length performance of product codes with iterative algebraic decoding was studied in [6] . The work used a bipartite graph to model the code. For a codeword transmitted over the BEC, vertices corresponding to bits received correctly by the channel were deleted along with their edges. Iterative algebraic decoding was modelled by an iterative vertex-deletion process on the bipartite graph.
A similar approach was used to analyze the performance of iterative algebraic decoding of infinite block-length product codes and related code structures over the BEC and BSC, with application to fiber-optic communication, in [7] and [8] .
For the BEC, a Poisson probability mass function (pmf) was used to approximate the vertex degree distributions in the bipartite graph. The approximation allowed the vertex degree distributions to be parametrized by a scalar, namely the mean of the Poisson pmf, as they were modified throughout the iterative vertex-deletion process. The BEC analysis was used to approximate the BSC performance, under the assumption that the miscorrection probability of algebraic decoding was very low.
The performance of generalized LDPC (GLDPC) ensembles, transmitted over the BEC and BSC, under harddecision, iterative message-passing decoding was studied in [9] and [10] . In GLDPC codes, parity-check constraints of LDPC codes are replaced by constraints based on a block code, such as a Hamming or BCH code [10] , [11] . Decoding of the generalized constraints in these works were based on hard-decision syndrome decoders, which were highly efficient but sub-optimal.
An important distinction exists between different definitions of iterative, hard-decision, message-passing decoders. For the decoder studied in [9] , syndrome decoding at a generalized constraint node depends on all of the incoming messages. Each outgoing message on an edge is dependent on the incoming message on that edge prior to decoding. Such decoders are known as intrinsic message-passing (IMP) decoders. The dependence between incoming and outgoing messages on an edge complicates the analysis of IMP decoders. Tang and Koetter [9] analyzed the BEC performance of the IMP decoder by using a vertex-deletion process over a bipartite graph (as in [6] ), then used the results to approximate the BSC performance of the IMP decoder assuming low miscorrection probability.
For the decoder studied in [10] , at each generalized constraint or variable node update, the outgoing message on an edge is independent of the incoming message on that edge prior to the update. Such decoders are known as extrinsic message-passing (EMP) decoders. An ensemble decoded by an EMP decoder can be analyzed by using the density evolution (DE) technique [12] . For example, the BSC thresholds of GLDPC ensembles under EMP decoding were determined using DE in [10] .
Jian et al. [13] , [14] introduced a spatially-coupled GLDPC (SC-GLDPC) ensemble with iterative, hard-decision, boundeddistance decoding (BDD) of generalized constraint nodes. The decoder was explicitly defined to be an EMP decoder, which is only slightly more complex (additional combinatorial logic) than an IMP decoder [14] . The EMP decoder is shown to moderately improve the coding gain of a braided block code over an IMP decoder [4] . For the BSC, the DE recursion for the SC-GLDPC ensemble is shown to be an admissible system [5] , hence its threshold channel parameter (for successful decoding) can be determined by using a potential function technique [5] . Most significantly, the BSC analysis in [13] and [14] rigorously accounts for miscorrections during decoding.
Häger et al. [15] , [16] introduced and analyzed generalized product codes (GPC) transmitted over the BEC and decoded by an iterative, hard-decision IMP decoder. The class of GPCs is defined to include codes such as half product-codes [7] , [8] , staircase codes, and braided block codes. The main contribution of these works is that no code ensemble is needed for the analysis, i.e., their graphical representations are deterministic. For example, the technique can be applied to analyze an exact row-column interleaved staircase code.
In this paper, we focus on the analysis of the iterative, hard-decision, IMP staircase code decoder. Our decoder definition maintains the low data-flow of staircase code decoding.
We note that over the BEC, IMP and EMP decoders have the same performance and outputs from the channel do not need to be stored. However, we are ultimately interested in analyzing the performance of the IMP decoder for codes transmitted over the BSC.
We define a graph ensemble that includes graphical representations of staircase codes and analyze its performance over the BEC and BSC, under iterative, hard-decision IMP decoding. Due to the dependency of messages during IMP decoding, we follow the approaches given in [7] - [9] . First, we analyze the performance of the ensemble for the BEC, modelled by a vertex-deletion process over bipartite graphs. The BEC analysis is then used to approximate the BSC performance of the ensemble, assuming the miscorrection probability is low. We introduce a simple upper bound on the threshold of the ensemble under IMP decoding. We also extend the ensemble definition and analysis to incorporate mixtures of different component codes and hard-decision decoders which can decode beyond the radius of a BDD.
This paper shares a number of similarities with [15] , [16] . One difference is that the analysis of deterministic GPCs can be used to determine the performance of codes with particular interleavers, e.g., staircase codes with row-column interleavers. Our ensemble-based analysis is focused on determining the average performance of a large collection of code graphs, which contains many possible interleaver combinations.
Moreover, the recursion resulting from our ensemble and decoder definitions is always an admissible system, hence its threshold can be determined by using a potential function technique [5] . The recursions of deterministic GPCs are not always admissible systems (although some are, see [15, Sec. IV] ). In the cases where a recursion is not an admissible system, a numerical method is needed to determine the threshold of the ensemble.
C. Notation
In this paper, we denote the set of natural numbers including 0 by N. For any positive integer a, we denote the set {0, 1, . . . , a − 1} by [a] . For any integer i , we denote the set
We denote matrices and vectors by boldface variables, where an upper-case variable such as X denotes a matrix and a lower-case variable such as x denotes a vector. The dimensions of a matrix or vector will be explicitly given when they are first defined.
We use the summary notation
the sum over index vectors (i 0 , . . . , i w−1 ) of length w with the kth component fixed. The indicator function I[P] indicates the truth of predicate P, taking value 1 when P is true, and taking value 0 when P is false.
We denote a binomial probability mass function with para-
Similarly, we denote a Poisson probability mass function with mean α > 0 as
II. ENSEMBLE DEFINITION

A. Spatially-Coupled Split-Component Codes
In this section, we define an ensemble of graphs that represent the class of spatially-coupled split-component codes, which contains staircase codes and braided block codes as special instances. Throughout this section, all component codes are fixed to some binary linear (n c , k c , d c ) code C. The coupling width of the ensemble is denoted by w, where w ≥ 2, and we assume that w divides n c . The spatial length of the ensemble, denoted by L, is the total number of blocks B i that we consider in an ensemble. The meaning of these parameters will become clear in the ensemble definition.
Define k ∈ [L] to be an index of spatial location, or simply index. Associated with each index are M constraint nodes and N variable nodes. We associate n c half-edges with each constraint node and v half-edges with each variable node. In other words, each constraint node is of degree n c and each variable node is of degree v. The parameters M, N, v and w will need to satisfy certain relations, given below.
The half-edges incident on each constraint node at index k are partitioned or split deterministically into w edge-types, so that there are exactly n c /w half-edges of each type τ ∈ [w]. Since a constraint node represents a component code of length n c , a split constraint node represents the partition of a component codeword
Hence, a bit-ordering of the component code must be given in order to specify an ensemble. We also assume an arbitrary but fixed labelling of the constraint nodes at each spatiallocation by the set [M] . Every constraint node half-edge in the ensemble is specified by three parameters: spatial index, constraint node label, and bit label.
The collection of all Mn c /w half-edges of type τ at index k is referred to as the constraint edge-bundle, or simply bundle, of type τ at index k. Each half-edge in this bundle will be connected to some variable half-edge at index k − τ .
At each index k, there are a total of Nv half-edges incident on variable nodes to be connected to w constraint edge-bundles originating from indices k + τ for τ ∈ [w]. The balance between constraint and variable half-edges gives rise to the constraint N = Mn c /v, assuming M is chosen so that N is an integer. At each spatial location, we make connections between the variable and constraint half-edges by using an interleaver of size Nv (equivalently Mn c ). Fig. 2 illustrates the corresponding graph for the case when w = 3.
A variable half-edge inherits the type of the constraint halfedge it is connected to via the interleaver. One interleaver is associated with the group of variable nodes at each spatial location. We define the variable edge-bundle of type τ at an index k to be the collection of all half-edges incident on variable nodes at index k which inherited type τ . Since w constraint edge-bundles of distinct types entered each interleaver, there are exactly w variable edge-bundles of distinct types τ ∈ [w] at each index k.
Because we have assumed a finite spatial length L, the connection pattern described above must be modified near the ends of the graph. We introduce w − 1 termination indices k ∈ {L, ..., L +w −2} with which we associate only constraint nodes. When connecting a constraint-bundle of type τ at any position k, if k − τ < 0 or k − τ ≥ L, the corresponding variable half-edge bundle is absent. Therefore, these constraint bundles are simply deleted, and the corresponding constraint is modified by assuming that the missing bits have value zero. We refer to such deleted edge-bundles as suppressed edge-bundles. For termination, bits in spatial locations k ∈ {L − w + 1, . . . , L − 1} must be chosen for compatibility with the modified constraints.
The design rate of the ensemble is given by
which can be seen by considering a parity-check matrix H which corresponds to an arbitrary sample graph in the ensemble. The maximum number of linearly independent rows in H is (L + w − 1)M(n c − k c ), which is an upper bound on its rank. The rate is given by the dimension of the null-space of H , normalized by the number of variable nodes L N.
Note that in the case of parallel edge-connections between a variable node and a constraint node, e.g. m parallel edges, the column vector in H corresponding to the variable node contains the mod-2 sum of m columns of the component code parity-check matrix, selected according to the interleaver connections. The rank of the resulting local parity-check matrix cannot increase, hence the presence of parallel edges does not affect the design rate. Although such parallel edges are permitted for the purposes of analysis, in practice (as with LDPC codes) interleavers producing such parallel edges would be avoided.
As L → ∞ the design rate converges to the asymptotic design rate
Throughout this paper, we assume that L is some fixed large value. Therefore, we only consider the rate given by (1) and will not indicate dependence on L in our notation. Furthermore, we only consider positive design rates, which requires the additional constraint on the rate of the component code 
Each interleaver connects one half-edge of a variable node at index k to a half-edge in the constraint edge-bundle of type 0 at index k + 0. It connects the other half-edge of a variable node to a half-edge in the constraint edge-bundle of type 1 at index k + 1. It is easy to verify that braided block codes are also elements of spatially-coupled split-component ensembles with the appropriate parameters and interleavers.
In Appendix A, we consider the probability of sampling interleavers which decouple the spatially-coupled chain. We show in Theorem 7 that the probability of sampling such decoupling interleavers quickly approaches 0 as M → ∞. Hence, in the rest of this paper, we assume that the sample graphs from a spatially-coupled split-component ensemble are connected.
B. Related Ensembles
A spatially-coupled split-component ensemble can be viewed as the spatial coupling of a multi-edge-type ensemble [12, pp. 382-384] , where the parity-check nodes are replaced by generalized constraint nodes. They are also similar to spatially-coupled GLDPC protograph ensembles [18] . A key distinguishing feature of spatially-coupled split-component ensembles is that edge-bundles of different edge-types are allowed to mix within an interleaver, while they are distinct in protograph ensembles.
A spatially-coupled split-component ensemble can also be considered to be a restriction of the SC-GLDPC ensemble [13] , [14] in terms of the distribution of constraint node degree-types (see definition in Sec. III-A). In SC-GLDPC ensembles, the random assignment of constraint-node edges to adjacent spatial locations results in a multinomial distribution over constraint node degree-types. A spatially-coupled split-component ensemble only contains the degree type (n c /w, . . . , n c /w).
Olmos and Urbanke [19] define a spatially-coupled LDPC (SC-LDPC) ensemble with structure similar to a spatially-coupled split-component ensemble (if we consider parity-check nodes to be a particular instance of generalized constraint nodes). Their goal was to analyze the finite blocklength performance of SC-LDPC codes transmitted over the BEC. The ensembles are defined with a deterministic splitting of edges at the variable nodes. The analysis focuses on a vertex-deletion process that removes one degree-one paritycheck node at each iteration from the entire spatially-coupled graph. The key parameter tracked throughout the decoding process is the fraction of degree-one parity-check nodes in the graph.
In a spatially-coupled split-component ensemble, edges are deterministically split at the constraint nodes. Moreover, the analysis of spatially-coupled split-component ensembles tracks a vector of parameters throughout the decoding process, where each element of the vector describes the constraint node degree-distribution at a spatial location. Hence, the analysis can reveal more details of the decoding process at different spatial locations than a single-parameter-based analysis.
III. BEC ANALYSIS OF SPATIALLY-COUPLED SPLIT-COMPONENT CODES
In this section, we study the threshold of spatially-coupled split-component ensembles transmitted over the BEC in the asymptotic component-code block-length regime (or simply the asymptotic block-length regime), defined as the regime where n c → ∞ with erasure probability p → 0 while their product λ n c p remains constant. We will refer to these conditions as the asymptotic block-length conditions.
Thresholds for this regime can provide good estimates for the performance of spatially-coupled split-component ensembles with large n c . We note that the same regime has been the focus of the analysis of the related spatially-coupled GLDPC ensembles in [13] , [14] , and [20] .
A. Preliminaries
We assume that the all-zero codeword is transmitted. Since the channel and component decoders are symmetric and the code is linear, this assumption does not affect the overall performance [12] .
A code graph is sampled from a spatially-coupled splitcomponent ensemble by sampling, independently and uniformly at random, one interleaver at each spatial-location. Channel realizations are sampled for each coded bit and variable nodes corresponding to correctly received bits are removed. Any edges incident on these variable nodes are also removed. The resulting graph is referred to as the initial residual graph.
Each constraint or variable node y in the initial residual graph is assigned a vector deg(y) = (i 0 (y) Remove all edges incident on x end for l ← l + 1 end while
We model the iterative, hard-decision, IMP decoding of staircase codes by Algorithm 1, referred to as the batch peeling decoder. In this algorithm, l ∈ N counts iterations. We are motivated by the ideas of prior works on the analysis of product codes and GLDPC codes transmitted over the BEC and decoded by iterative, hard-decision IMP decoders [6] - [9] .
Peeling decoders have also been used to analyze the performance of asymptotic and finite-length LDPC ensembles transmitted over the BEC [12, Sec. 3.19] [21]- [23] . The peeling decoders studied in these works are sequential, i.e., at each decoding iteration, only one recoverable node is removed, along with its edge and the variable node connected to that edge.
For batch and sequential peeling decoders, we define their decoding schedule to be the given rule for choosing the set of recoverable and recovered nodes (and edges) to remove at each iteration. The decoding schedule for batch peeling decoding is all of the recoverable nodes, edges, and recovered nodes. The decoding schedule for sequential peeling decoding is a randomly chosen recoverable node, its edge, and the associated recovered node.
In Theorem 1, we show that the graph at the end of peeling decoding of residual graphs from a spatially-coupled splitcomponent ensemble, under any decoding schedule, is the same. Hence, we can safely change the decoding schedule of the peeling decoder as required, as long as we are only interested in the graph at the end of decoding.
In the following, let G 0 be any residual graph sampled from a spatially-coupled split-component ensemble. Let PEEL(G) (referred to below as PEEL) be any algorithm that removes a non-empty subset of recoverable constraint nodes, their edges, and recovered variable nodes and their edges from G. If no recoverable constraint nodes exist in G, then PEEL(G) = G and PEEL is said to stop. Let G i be the graph remaining after i nested applications of PEEL to G 0 , for example:
PEEL(PEEL(G 0 )). Given any PEEL and G 0 , let s denote the smallest non-negative integer such that G s = G s+1 .
Since nested applications of PEEL result in a decreasing sequence of subgraphs starting from a finite graph, s is finite; we call s the stopping time of PEEL given G 0 .
As the following theorem shows, all PEEL algorithms stop at the same (possibly empty) graph.
Theorem 1: For every G 0 , there exists a graphĜ such that G s =Ĝ under nested applications of any PEEL algorithm.
Proof: See Appendix B. An immediate corollary of this theorem is that the batch and seqential peeling decoders (or any other decoder that follows the rules of PEEL) have the same performance when decoding residual graphs of spatially-coupled split-component ensembles transmitted over the BEC. Indeed, since no further removals can be made to G s by any PEEL, the number of erased bits remaining once decoding reaches G s is the same for any PEEL. In fact the locations of the erased bits are identical, given by the variable nodes ofĜ.
We denote a degree-type by the vector i (i 0 , . . . , i w−1 ). The set of all constraint-node degree-types is denoted by
which gives the number of constraint nodes at spatiallocation k, at the beginning of decoding iteration l, with degree-type i.
Given a BEC with erasure probability p. Initially at iteration l = 0, each component of the degree of a constraint node, when averaged over all sample graphs and channel realizations, follows a binomial distribution with mean n c p/w. In the case where the degree-type contains a suppressed edge-bundle, the component corresponding to the suppressed bundle is fixed to zero throughout the decoding process. Since the distribution of each component is independent of the other components, the initial expected values of the degree distribution are given by
B. Analysis Outline
We give a brief outline of the BEC analysis contained in Secs. III-C to III-G. Our goal is to determine the threshold parameter λ * for which decoding of the residual graphs of a spatially-coupled split-component ensemble in the asymptotic block-length regime by the batch peeling decoder will succeed (or fail) with high probability. For clarity, the analysis is first given in Secs. III-C to III-E for fixed values of n c and p. Asymptotic block-length conditions are applied in Sec. III-F, where we derive a vector recursion that describes the decoding process.
The threshold is determined only by the graphs that remain at the end of decoding, hence, using Theorem 1, we base the analysis on a peeling decoder with a more tractable decoding schedule, called the incremental decoder.
In Sec. III-C, we review the differential equation method, which has been used extensively in the analysis of sequential peeling decoders [21] - [23] and will be used in the analysis of the incremental decoder.
In Sec.
III-D, we analyze the incremental decoding of collections of residual graphs containing only the edges and nodes connected to an interleaver at spatial index k. One such collection is shown in Fig. 2 as the edges and nodes that are fully enclosed by the dotted line. Under a decoupling assumption, we consider L such collections independently, one for each index k. Following the differential equation method, trend functions and a system of differential equations are derived. The expected evolution of DDs is given by the solutions of the system of differential equations. Since we are not interested in the dynamics of DDs during decoding, the main results of Sec. III-D are the values of the expected DDs (and asymptotically almost surely, realizations of the DDs, by Theorem 2) when incremental decoding of the decoupled collections stops. They are given by the solutions to the system of differential equations.
In Sec. III-E, we consider the parallel decoding of all collections under incremental decoders. From Sec. III-D, we obtain the values of the DDs at the stopping times of incremental decoding, i.e., when a decoder can no longer make progress, at each spatial index k. We define a decoding round of the entire coupled ensemble to be the progression of every collection of residual graphs from an initial time to the largest stopping time in all L collections. The DDs are coupled at the end of each decoding round, resulting in possibly more recoverable edges. In the next decoding round, decoupling is again assumed and stopping times are again given by the results of Sec. III-D. In Proposition 2, we show that the DDs of un-recoverable constraint nodes at the end of each decoding round determine a necessary and sufficient condition for the residual graphs of a spatially-coupled split-component ensemble to progress to the empty graph under incremental decoding.
In Sec. III-F, we apply the asymptotic block-length conditions and derive a vector recursion that describes the expected DDs of the residual graphs at the end of each decoding round is obtained. Finally, in Sec. III-G, we apply the potential function method to this recursion to find the threshold parameter λ * .
C. The Differential Equation Method
The BEC decoding analysis relies on a technique known as the differential equation method (DEM). It was was developed by Wormald [24] , [26] and Pittel et al. [25] to analyze random graph processes. It was introduced into coding theory for the analysis of random ensembles of irregular LDPC codes transmitted over the binary erasure channel [21] , [22] . It has also been used to analyze the finite block-length performance of random ensembles of irregular LDPC codes [23] and spatiallycoupled LDPC codes [19] , and to analyze the performance of certain message-passing algorithms [27] , [28] .
It is well-known that EMP decoding algorithms can be analyzed by density evolution, for example, in the case of SC-GLDPC ensembles [13] , [14] . The key advantage of the DEM, in prior work and in this paper, is that it can be applied to the analysis of IMP decoding algorithms modelled by a random vertex-deletion process over a graph.
Let m ∈ N be a parameter related to the size of the graph ensemble, for example, the maximum number of vertices in a sample graph. Let
n , . . . ) be a sequence of discrete-time random processes, indexed by m. Note that n denotes the time index. A realization of the random process is called a sample path and is denoted by
Let be the underlying sample space of each Q (m) n , assumed to be the same for all n. For a positive integer d, 
Finally, recall that a function f :
Theorem 2 (Wormald's Theorem [24] ): Suppose that the following conditions are fulfilled: 1) (Boundedness) For all i ∈ [d] and all t, there exists a constant b such that
and a constant c such that 
2) (Trend functions) For all i ∈ [d], m, and t we have
This solution extends arbitrarily close to the boundary of D.
2) There exists a strictly positive constant a such that
for all t and all i , where z i (t/m) is the solution in 1) [24] , [26] . In our BEC analysis, the parameter m will correspond to the initial number of edges in a portion of the ensemble, a linear function of M and N (see Sec. III-D). The random process will correspond to random residual graphs at the start of each iteration of decoding by Algorithm 1. The discrete time index t will correspond to decoding iteration index l.
Given fixed m and t, the set of random variables Y (i,m) t will correspond to a set of degree-type distributions (i.e., number of nodes having degree-type i) R(k , l, i) with l = t and i ∈ D, for fixed index k ∈ [L + w − 1]. The dependence of R on m is implicit, and we avoid the extra index to simplify the notation. We establish a correspondence between these two sets of random variables by setting d = |D| and assuming some fixed bijection between i ∈ [d] (for indexing Y ) and i ∈ D (for indexing R).
The main derivations in applying Theorem 2 consist of finding the trend functions f i in condition 2) and finding the solutions z i (x) in result 1). Both derivations are given in Sec. III-D. Here we give a high-level overview of the steps involved. First, we find the expected change in R(k , l, i) between decoding iteration l and l + 1. Normalizing the resultant expressions and time index by m gives the trend functions.
For M → ∞ hence m → ∞, the trend functions define a system of differential equations in the normalized time variable x l/m. Solutions of the system of differential equations, z i (u), give the expected evolution of each DD (normalized by m) in normalized time. Result 2) then states that realizations of the DD evolution (normalized by m) are asymptotically almost surely (a.a.s.) equal to the expected evolutions given by z i (u). We note that similar derivations had been reported in numerous prior applications of DEM, such as [19] , [22] , [27] , [29] , and in the textbook [12, Sec. C.4].
D. Single-Interleaver Ensemble
We focus on the sub-graphs of a spatially-coupled splitcomponent ensemble induced by the edges belonging to an interleaver at an arbitrary spatial-location index k ∈ [L]. This is the collection of sub-graphs containing all variable nodes at index k, their edges, all constraint nodes at indices k + τ for τ ∈ [w] and their type τ edge-bundles (but no edge-bundles of any other type). An example of this collection of subgraphs is shown in Fig. 2 for k = 0, as the interleaver, edges, and nodes completely enclosed by the dotted line. We refer to this collection as the single-interleaver ensemble at index k, or simply the sub-ensemble at index k.
For residual graphs of the sub-ensemble at index k, we analyze a modified peeling decoder which we call an incremental decoder. We are motivated by the goal to extend the analysis of the sequential peeling decoder for LDPC codes, where component codes have minimum distance d c = 2 and only degree-1 constraint nodes are removed, to the case where component codes have d c ≥ 3. In the latter case, all recoverable edges incident on a recoverable constraint node may be removed at the same time. We consider a slower version of such a peeling decoder, where the recoverable edges are removed incrementally, one edge at a time.
For the incremental decoder, at the beginning of decoding iteration l, one recoverable edge is randomly selected from the set of all recoverable edges. This is the only difference between the incremental and sequential peeling decoder. The chosen edge is removed, creating a recovered variable node. This node and its edges are removed to complete decoding iteration l. The decoder iterates until no recoverable edges remain. Since the decoder only removes recoverable edges (which by definition are only incident on recoverable nodes), by Theorem 1, it must terminate in exactly the same residual graph as decoding under the batch peeling decoder.
Let G be a sample graph from the sub-ensemble at index k. Let E be the total number of edges in G, given by E = Nv = Mn c . For this application, the size parameter m in Theorem 2 is chosen to be E. Note that m is a trivial upper bound on the number of decoding iterations l, since at most E edges can be removed. Let the random process (Q
l , . . . ) denote the sequences of randomly chosen edges removed by the incremental decoder at each iteration.
Since incremental decoding is applied to all sub-ensembles in parallel, each DD at index k is influenced by the decoding of sub-ensembles at other indices. For example, R(k, l, i) can be modified by the decoding of sub-ensembles at indices k −τ for τ ∈ [w] (unless the edge-bundle of type τ was suppressed). We decouple the DDs in the spatially-coupled chain by the following assumption.
Consider the sub-ensemble at index k. Each DD at index k + τ , τ ∈ [w] contributes a type τ edge-bundle to the sub-ensemble. We make the assumption that throughout the incremental decoding of the spatially-coupled chain, the DDs at k +τ are constant, except for those edge-bundles involved in the sub-ensemble. For the sub-ensemble at index k, τ ∈ [w], and l > 0, this condition is given as
For this condition to hold, at the start of decoding, each DD R(k, 0, i) at index k is duplicated into w copies. Each copy is assigned to a sub-ensemble at index k − τ for τ ∈ [w] and no copy is
. Each of these copies will be modified differently by the incremental decoding of the subensemble at index k − τ . The resulting DDs and their copies will be combined later, when we consider the entire coupled chain in Sec. III-E (see Proposition 1).
Let d = |D|. We fix some bijection g :
. In other words, these functions give the constraint-node degree-distribution of the residual graph at the end of iteration l.
Compared to the notation in Sec. III-C, these functions are indexed by the ordered pair (i,
by some fixed bijection. As it will be be more convenient to index these functions by using the ordered pair than a single index, we will continue to use the ordered pair notation in the following derivations. To avoid cumbersome notation, we suppress the dependence on (m) in our notation for the moment.
We verify condition 1) in Theorem 2 as follows. As un-normalized constraint node DDs, y Denote the set of all constraint-node degree-distributions at the end of iteration l of incremental decoding by
Observe that the functions y (i,τ ) l and hence the constraintnode degree-distributions form a Markov process. Given l , in iteration l + 1, the incremental decoder randomly selects a recoverable edge from among all recoverable edges. This choice only depends on l and not on the entire history H l . Hence, we can replace the conditioning on H l in condition 2) of Theorem 2 by l .
Define the set of recoverable degree-types V {i| τ i τ ≤ d c − 1} and the set of un-recoverable degree-types U D \ V. Given l , let E τ denote the number of edges of type τ . Let E τ denote the number of recoverable edges of type τ . Recall that E = Nv = Mn c is the total number of edges in the initial graph G. On the variable side, let F denote the number of edges and letF denote the number of recoverable edges. By counting the number of constraint and variable node edges,
The incremental decoder can continue as long asF > 0 and there are recoverable edges to be removed. If edges were not separated into distinct edge-types, then one iteration of incremental decoding is equivalent to one iteration of the LDPC peeling decoding analyzed in [21] and [22] . With distinct edge-types, we must average over all edge-types. For τ ∈ [w], let 1 τ denote the τ th row of a w × w identity matrix.
Lemma 1: For all un-recoverable degree-types i ∈ U
Proof: See Appendix C.
Normalizing the above quantities by E, we define
and write (3) as
We use the ordered pair (i, τ ) to index the functions f (i,τ ) . By condition 2) of Theorem 2, we identify f (i,τ ) as the trend functions.
To verify condition 3) of Theorem 2, observe that for any η > 0, each expression in (4) satisfies a Lipschitz condition as long as e(u) > η. Hence, Theorem 2 applies to all steps during the decoding process for which an arbitrarily small fraction of edges remain in the graph.
Following result 1) of Theorem 2, for i ∈ U, we have the differential equations
with initial conditions
These differential equations can be solved following by the steps given in [22, Appendix B] . Making a change of variables x(u) = exp(− u 0 1/e(s)ds), the solutions under the initial conditions (6) for i ∈ U are given by
where
Note that under the change of variables the time variable u, which increases with decoding progress, is replaced by the variable x, which decreases with decoding progress. By result 2) of Theorem 2, we conclude that there exists a strictly positive constant a such that
We now derive a necessary and sufficient condition for the progress of incremental decoding. Apply the change of variables to the edge-count functions, we have e(x) = e(x(u)) andẽ(x) =ẽ(x(u)). The incremental decoder can proceed as long asẽ(x) > 0. By definition
For all x such thatẽ(x) > 0, at every decoding iteration, v edges are removed from the sub-graph at index k. The differential equation for e(u) is simply
Its solution in the variable x is
with the initial condition given by
. Combining (7) to (10), we obtaiñ
Although the sum over degree-types i ∈Û appears to require differential equation solutions of degree-types i / ∈ U, this is due to a change of variable. The solutions given by (7) are indeed sufficient to determineẽ(x).
The conditionẽ(x) > 0 is the necessary and sufficient condition for the continuation of incremental decoding of the sub-ensemble at index k. This condition is local to the subensemble, since we had fixed the edge-bundles of edge-types not belonging to the sub-ensemble.
Remark 1: For the (v, n c /w)-regular ensemble with w = 1 and (n c /w, n c /w −1, 2) single parity-check component codes, the above condition onẽ(x), along with the requirement that it holds for all x ∈ (0, 1], is equivalent to the successful convergence condition given in [22, Proposition 2].
E. Coupled Ensemble
In the following, we will use the subscript k to distinguish between variables and functions associated with a singleinterleaver ensemble at index k. For example, the variable x associated with the sub-ensemble at index k will be denoted by x k . Furthermore, functions such as e(x) and r (k + τ, x, i) will be distinguished by the subscript k on its x variable. For example, those functions associated with the sub-ensemble at index k will be denoted by e(x k ), r (k + τ, x k , i).
Consider the following decoding process over the spatiallycoupled split-component ensemble. For all k ∈ [L], at time x k = 1 (recall that the variable x decreases with decoding progress) the initial residual graphs are sampled from the ensemble. Average constraint-node degree-distributions of the initial residual graphs are given by the initial conditions in (6) . We apply incremental decoding in parallel to every subensemble at index k ∈ [L]. This results in a complicated evolution of DDs, with coupling between edge-bundles of different types within the entire ensemble.
If we assume that (2) holds for each sub-ensemble at index k, then the edge-bundles of different types are decoupled for each constraint-node degree-distribution. Under this assumption, in Sec. III-D we found the expected DD evolution for degree-types i ∈ U, given by (7). By Theorem 2, given initial conditions, we can determine, asymptotically almost-surely, the stopping DDs for each decoupled sub-ensemble for each k ∈ [L]. Furthermore, we can determine the exact time x k when incremental decoding of a decoupled sub-ensemble at index k will stop.
Define the stopping time for the sub-ensemble at index k as
Define decoding round q ∈ {1, 2, . . . } of the coupled ensemble under parallel incremental decoding (with the decoupling assumption (2)) to be the progression from an initial set of stopping times {x 
Proposition 1: For all
Proof: For decoding round q = 1, the edge-types in the average initial residual-graph DDs are independent and have the form in (6) . Under the decoupling assumption (2), for each index k ∈ [L + 1], each edge-bundle of type τ is independently modified by incremental decoding of the sub-ensemble at index k − τ , unless the bundle had been suppressed. The product form of the DD at index k, as shown in (6) , is preserved throughout decoding round q = 1. At x s,1 , the DD for i ∈ U at index k is given by
where we evaluated (7) at stopping times x s,1 k . By the definition of K τ ,
The above expression for r (k, x s,1 , i) is in the same form as the initial DDs (6), except for the parameters of the binomial pmf. Therefore, the above argument applies without change to any decoding round q > 1.
Remark 2: We do not claim the independence of edge types within a degree-type, even though the above expression appears to be a product of marginals. Clearly, after the first decoding iteration, the edge types within a degree-type become dependent, since the condition for whether a constraint node is recoverable depends on the total degree of a degree-type. The above expression gives the DD at index k as a product of marginals obtained from different DDs at k −τ , τ ∈ [w] at the end of a decoding round. The product form is a consequence of the deterministic splitting of constraint nodes and is unrelated to independence.
At the end of decoding round q, the DDs given by (12) become the initial conditions for decoding round q + 1. An additional round of decoding is possible, since the updated DDs may allow the condition in (11) to be satisfied at certain sub-ensembles.
Proposition 2: The necessary and sufficient condition for the a.a.s. convergence of a residual graph from the E ((n c , k c , d c ) , v, M, w) spatially-coupled split-component ensemble to the empty graph, with transmission over a BEC with erasure probability p is given by 1 w 
Under initial conditions 
Proof: At the end of decoding round q, all expected DD evolutions have stopped at stopping time x s,q k for each index k. This is due to the violation of the conditionẽ(x) > 0 under the assumption (2) .
From Proposition 1, the actual DDs at the end of round q, without the decoupling assumption, are given by (12) for all i ∈ U. Update the conditionẽ(x) > 0 by using (12) in (11). 
Nowẽ(x) is a function of (x
F. Asymptotic Block-Length Regime
We now apply the asymptotic block-length conditions: n c → ∞, p → 0 with λ = n c p constant. Under these conditions, we can use the convergence of Bi[n c , p](i ) to Po[λ](i ) to re-write Proposition 2, which we use to prove the following important theorem.
Define
and let
We use f (x, λ) and g(x) to denote the vector obtained by the evaluation of f and g at the components of vector x. Let ((n c , k c , d c ) , v, M, w) spatially-coupled split-component ensemble, transmitted over a BEC and decoded by Algorithm 1, in the asymptotic block-length regime, has constraint-node DDs at the end of decoding given a.a.s. by the fixed points of the recursion
with initial and boundary conditions on x q k as given in Proposition 2.
Proof: Applying the asymptotic block-length conditions with λ = n c p, the sum in (13) can be written as
s:s≥d c −1
The above expression can be re-written as A g (A T f (x q , λ) ). Hence, all x which satisfy x = A g(A T f (x, λ)) are also sets of stopping times at which coupled decoding must stop. Since the recursion y q is a "half-iteration shift" of the recursion x q , they have the same fixed points.
Conversely, since (13) is the normalized number of recoverable edges, it is non-negative. Therefore, when the conditions are violated and the decoder stops, (13) must hold with equality for all k, which is equivalent to a fixed point of the above recursion.
Remark 3: We note that the recursion in (15) is identical to the density evolution recursion of SC-GLDPC ensembles derived in [13] and [14] . A detailed discussion of the differences between SC-GLDPC and SCSC ensembles is given in Sec. II-B.
G. Potential Threshold
After verifying the conditions in [5, Definition 34], we conclude that the recursion (15) in Theorem 3 is an unconditionally-stable admissible system. Hence, we can apply the potential function analysis of [5] 
The fixed-point potential is
The potential threshold can then be obtained by using Lemma 5. The potential threshold for the asymptotic block-length regime, λ * , can be used to accurately approximate the threshold of spatially-coupled split-component ensembles with moderately large n c at high rates. In these approximations, given component code block-length n c , we define the erasure probability threshold to be p * λ * /n c .
Given a spatially-coupled split-component ensemble of rate R with threshold p * , we define the multiplicative gap to capacity to be the such that R = (1 − )C( p * ), where C( p * ) is the capacity of the channel with parameter p * . Figure 3 shows the analytical approximations (labeled Threshold) and simulated (labeled Simulation) thresholds of the E(C, 2, M, 2) ensemble in terms of the multiplicative gap to capacity. The component codes C were shortened BCH codes with n c = 2 m c − 2, m c ∈ {7, 9, 11}, and d c ∈ {5, 7, . . . , 21}. Code graphs used in the simulations were sampled uniformly at random from the ensemble with M = 2 × 10 6 /n c . The simulated thresholds are given by the maximum input erasure probability that results in an output erasure probability of 10 −6 .
Observe the near-exact match between the analytical and simulated thresholds, over a wide range of code rates. Both types of thresholds approach capacity as R → 1. In fact, this property has been rigorously proven to be true for both the BEC and BSC [13] , [14] .
H. Weight-Pulling Threshold
We now give an upper bound on the potential threshold. Each local decoder can recover at most d c − 1 erasures. Since there are M(L +w −1) constraint nodes in the graph, the code can recover at most M(L + w − 1)(d c − 1) erasures, and this only if each decoder is operating at its maximum erasurerecovering capability, i.e., each decoder "pulls its own weight." Note that a total of N L bits are transmitted. This motivates the following definition.
Define the weight-pulling erasure probability for a E(C, v, M, w) ensemble with finite n c as
In the asymptotic block-length regime, the weight-pulling threshold is then defined as Definition 1: Proof:
.
Re-writing (17) usingQ(z), we havẽ 
The design rate of a mixture ensemble is given by
The same initialization, decoding algorithm, and definition of y q in Sec. III for spatially-coupled split-component ensembles apply to the mixture ensemble.
In the following, we focus on the analysis of the potential threshold of mixture ensembles in the asymptotic block-length regime, i.e., with n i,c → ∞, p → 0 and λ = n i,c p constant
Theorem 4: Any residual graph obtained by sampling from a E(T , v, M, w) mixture ensemble, transmitted over a BEC and decoded by Algorithm 1, in the asymptotic block-length regime, has constraint-node DDs at the end of decoding given a.a.s. by the fixed points of the recursion given by (15) , with functions f, g defined as
Proof: Straightforward modification of the derivation in Sec. III and proof of Theorem 3, with an additional sum over the set of component codes T with weights ρ. This modification directly leads to the new definition of g(x) in the theorem statement.
The single-system potential function and fixed-point potential for the recursion in Theorem 4 are and
We again use the potential threshold for the asymptotic block-length regime, λ * , to accurately approximate the threshold of mixture ensembles with moderately large component code block-lengths n i,c , at high rates. In these approximations, we define the erasure probability threshold to be p * λ * i∈[T ] ρ i /n i,c . In Fig. 4 we plot the analytical approximations of thresholds of E(T , 2, M, 2) mixture ensembles with T = {(510, 492, 5), (126, 112, 5)} and a set of mixture ratios. The potential thresholds of the mixture ensemble are found between the potential thresholds of single-component spatially-coupled split-component ensembles. Using pairs of component codes with the same d c , a small threshold increase for certain rates between the rates of single-component ensembles is be obtained, between R = 0.85 and R = 0.9. The mixture ensemble allows for a greater range of rates to be achieved than shortening of a single component code.
Define the weight-pulling erasure probability of a E(T , v, M, w) mixture ensemble as
In the asymptotic block-length regime, the weight-pulling threshold for mixture ensembles is defined as Definition 2:
. We re-write (20) as
Evaluating Q(x 0 ), we see that since π ρ (x 0 ) → 1 and the second term in the sum tends to 0 as
and (20) is a convex combination of (17), the convexity argument in the proof of Proposition 3 also holds in this case. Hence, x 0 is the unique root. The potential threshold is given bỹ
The weight-pulling threshold provides a simple estimate of the threshold of mixture ensembles where d i,c = d c . It is useful in the design of mixture ensembles, where a large number of choices, such as the number of different component codes, the fraction of each type of component code, the parameters of each type of component code, etc. must be made.
V. BSC ANALYSIS OF SPATIALLY-COUPLED SPLIT-COMPONENT ENSEMBLES
A. BSC Performance
The analysis of Sec. III for the BEC can be used to approximate the potential threshold of spatially-coupled splitcomponent ensembles for the BSC. Let t c = (d c − 1)/2 denote the unique decoding radius of a (n c , k c , d c ) binary linear code. We refer to a component-code decoder as miscorrection-free if it makes corrections when ≤ t c bit errors are present in the received word and declares failure otherwise. In the following, we assume that all component-code decoders are miscorrection-free. It is known that the miscorrection probability of Reed-Solomon codes is proportional to 1/t c ! [8] , [13] . Hence, we expect our analysis to be inaccurate for small values of t c and to improve quickly with increasing t c .
The BEC analysis in Theorem 3 can be modified to the miscorrection-free BSC case by simply replacing d c − 1 with t c in (14) and re-defining the parameter p from BEC erasure probability BSC error probability, which in the asymptotic block-length regime is assumed to approach 0. The potential threshold for the modified vector recursion then gives the potential threshold for the BSC. The weight-pulling erasure probability for the BEC can also be modified to the BSC case by replacing d c − 1 in Definition 1 by t c to obtain the weightpulling error probability
In the asymptotic block-length regime, the weight-pulling threshold for the BSC is defined as Definition 3: Accurate approximations of finite-length threshold error probabilities can be obtained from BSC potential thresholds by calculating p * λ * /n c for a given n c . Figure 5 shows the approximate analytical (labeled Threshold) and simulated (labeled Simulation) thresholds of spatially-coupled splitcomponent ensemble E(C, 2, M, 2). Component codes are shortened BCH codes with n c = 2 m c − 2, m c ∈ {7, 9, 11}, and d c ∈ {5, 7, . . . , 19}. Code graphs for simulations were sampled uniformly at random from the ensemble with M = 2 × 10 6 /n c . The syndrome decoding thresholds were based on syndrome decoding of component codes, with the possibility of mis-corrections.
Observe that the analytical thresholds are inaccurate for small values of t c and improves as t c increases. This is due to the vanishing probability of miscorrections with increasing t c . Since the potential threshold approaches the weight-pulling threshold as t c → ∞ according to Proposition 3, we conclude that the threshold of spatially-coupled split-component ensembles for the BSC approaches (22) , for large t c . This convergence is clearly shown by Fig. 5 .
B. Beyond Bounded-Distance Decoding
The potential and weight-pulling thresholds for the BSC suggest that spatially-coupled split-component ensembles are bounded away from capacity, even if component-code decoders are miscorrection-free. The key reason is that the bounded-distance decoding of component codes neglects the full error-correcting capability of each component code. In this section, we consider the theoretical potential threshold improvements assuming that component-code decoders can correct a fraction of errors beyond the unique decoding radius.
In this section, we continue to make the miscorrectionfree assumption and use the residual graph model as defined in Sec. V-A for the BSC. We again focus on the asymptotic block-length regime, where component block-length n c → ∞ while channel bit-error probability p → 0, with λ = n c p constant.
To model beyond bounded-distance decoding for any  (n c , k c , d c ) binary linear code and decoder, let β = {0, . . . , 0,  β t c +1 , . . . , β t m , 1, 1, . . . } be the decoding profile, where β i is the fraction of weight i error patterns the decoder cannot correct and t m is the maximum weight of an error pattern that can be corrected. We modify Algorithm 1 as follows: at each iteration l, a constraint node with total degree i is deemed correctable with probability 1 − β i .
Remark 5: Decoding beyond the unique decoding radius of a component code increases the probability of miscorrection. Since we assume miscorrection-free component decoding, the resulting thresholds will be optimistic. Nevertheless, the resulting thresholds can help explain for the loss of performance at lower code rates.
Theorem 5: Consider a sequence of residual graphs sampled from a E(C, v, M, w) spatially-coupled split-component ensemble with M → ∞, transmitted over a BSC and decoded by Algorithm 1 with decoding profile β. In the asymptotic block-length regime, for all w ≥ w 0 where w 0 only depends on β, the residual graph at the end of decoding has constraint-node DDs given a.a.s. by a subset of the fixed points of the recursion in (15) , with functions f, g defined as
Proof: Following the steps given in Sec. III, we only modify the arguments for constraint nodes of total degree in the set {t c + 1, . . . , t m }, which we refer to as fractionallyrecoverable constraint nodes. We generalize the sets V = {i| τ ∈[w] i τ ≤ t m } and U = {i| τ ∈[w] i τ ≥ t c + 1}, which now have non-empty intersection. Since the decoding profile only applies to the total degree of a constraint node, given degree type i, we denote its total degree by u(i) = τ ∈[w] i τ . At the end of the first round of decoding, i.e. from initialization to the first set of stopping times, at each spatial-location a fraction of (1−β u(i) ) fractionally-recoverable constraint nodes of total degree u(i) have been removed, leaving a fraction of β u(i) . A straightforward extension of the derivation of (7) gives the differential equation solutions
for all i ∈ U. Here we write the constant K τ in a more explicit way by using K (i γ ) (c.f. (7) and discussions therein).
Given decoding profile β, Proposition 1 is modified to
, and w ≥ w 0 for some positive integer w 0 < ∞. The inequality is obtained by first recognizing that for bounded-distance decoding without miscorrections, where β s = 1 for all t c < s ≤ n c and β s = 0 otherwise, the rightmost factor in (25) is equal to 1, identical to the derivation of Proposition 1. For any other decoding profile, the rightmost factor in (25) is upperbounded by a non-negative constant less than 1 raised to the wth power. Hence, there must exist a w 0 such that $
. Now, applying the asymptotic block-length conditions and using (26), we obtain an upper bound on the recursion expression (13) 1 w
The potential function analysis can be applied to find the potential threshold of the coupled recursion in Theorem 5, which is an upper bound on the potential threshold of beyond bounded-distance decoder. One detail in the potential function analysis is that the potential threshold only applies for w > w 1 where w 1 < ∞ is a positive integer (see Appendix D). Here, we take w 1 = max(w 0 , w 1 ) where w 0 was given in Theorem 5.
The potential thfind approximations of error probability thresholds of spatially-coupled split-component ensembles with finite n c , decoded by beyond bounded-distance decoders. For a particular (n c , k c , d c ) binary linear code, Theorem 6 gives upper and lower bounds on the decoding profile of the code. For a given n c , the potential threshold is calculated based on decoding profile of the finite block-length component code.
Theorem 6 [30] : For any (n, k, d) binary linear code with unique decoding radius t, for i ∈ {t + 1, . . . , t m } its decoding profile satisfies 1
. Moreover, there exists a code such that
The resulting potential threshold is then converted to the (approximate) threshold error probability by p * = λ * /n c . Figure 6 shows the approximate analytical thresholds of Thresholds calculated from decoding profile lower bounds (dash-dotted lines) suggest that some improvement is possible with beyond bounded-distance decoding. For example, at t c = 7 (left-most points), the existence lower bound thresholds improved by approximately 25% for m c = 7, 45% for m c = 9, and 50% for m c = 11 over the same ensembles under bounded-distance decoding. However, whether such error-correction capabilities can be achieved with an efficient decoder is an open problem.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed the spatially-coupled splitcomponent ensemble, a generalization of the code structures in a number of efficiently-decodable error-correction coding schemes for high bit-rate optical-fiber communication systems. In our definition, the deterministic splitting of the edges of constraint nodes was preserved, as was the efficient intrinsic hard-decision iterative algebraic decoding algorithm. We analyzed the threshold of spatially-coupled split-component ensembles in the asymptotic component-code block-length regime, transmitted over the BEC, by using a generalized peeling decoder and the differential equation method. A vector recursion describing the expected behavior of the ensemble throughout the decoding process was derived and analyzed using known techniques. We showed the convergence of the threshold to the upper bound v(d c − 1), with increasing component code minimum distance. We defined the mixture ensemble, in which a number of different component codes were present at each spatial location, and studied their thresholds in the asymptotic block-length regime.
By assuming miscorrection-free decoding, we used the BEC analysis to approximate the BSC thresholds of spatially-coupled split-component ensembles in the asymptotic block-length regime. We demonstrated that the effects of miscorrection were significant for t c ≤ 4 and became negligible as t c increases. We proved that spatial-coupling achieves the theoretical upper bound for bounded-distance decoding, vt c , for large values of t c . Finally, we studied the thresholds of spatial-coupled split-component ensembles over the BSC, assuming component decoders can correct some fraction of error-patterns of weights beyond t c . Our results indicate that thresholds may be improved by using such decoders, however the complexity cost is likely significant.
An immediate topic of future work is to extend the analysis to the finite-length regime where M < ∞. The generalized peeling decoding studied in this paper can be extended to the finite-length regime by considering the covariance evolution around some critical parameter (e.g. the fraction of recoverable constraint nodes at each spatial-location) throughout the decoding process. A similar technique was used for the finite block-length analysis of spatially-coupled LDPC ensembles over the BEC [19] , where the critical parameter was the fraction of degree-one check nodes in the entire spatially-coupled chain.
Another topic of future work is to study possible threshold improvements when list decoders are used to decode a fraction of the constraint nodes. We may consider a mixture of BCH and Reed-Solomon (RS) component codes at each spatiallocation. For such an ensemble, using a list decoder to decode a fraction of the RS component codes may partially achieve the threshold gains shown by our analysis in Sec. V-B. The added complexity and latency may be reduced by amortizing over the decoding window, e.g. only apply list decoding at the newest received block. List decoding may also incorporate soft information, either from the channel or between componentdecoding iterations, to further improve performance.
APPENDIX
A. Decoupling Interleavers
Within our ensemble definition, there exist interleaver realizations which may result in a spatially uncoupled chain of component codes. Consider an interleaver in which the halfedges incident on the same variable node are all connected to the same constraint half-edge bundle, i.e. all half-edges incident on a variable node have the same edge-type. Such an interleaver is necessary for an uncoupled sample graph. Moreover, a sample graph containing w − 1 such interleavers at consecutive spatial-locations is uncoupled. Here we consider the probability of sampling one such interleaver uniformly at random from the set of all possible interleavers and show that such an event becomes exceedingly rare as M → ∞. Since interleavers at different spatial-locations are sampled independently, this is an upper bound on the probability of sampling decoupled sample-graphs from an ensemble.
We refer to an interleaver of size Mn c (or equivalently Nv) as a decoupling interleaver if it connects all half-edges incident on the same variable node to constraint half-edges belonging to the same bundle. Since we assume M is arbitrarily large, we can assume that v divides Mn c /w (i.e. the number of constraint half-edges in a bundle). Then, for an interleaver constructed by the above procedure, each constraint half-edge bundle is connected to an integer number of variable nodes. Moreover, all half-edges of each variable node are connected to the same constraint halfedge bundle. Therefore, an interleaver constructed according to the above procedure is a decoupling interleaver. Conversely, given an arbitrary decoupling interleaver, partition the variable half-edges according to the edge-type. Since all variable halfedges incident on the same variable node have the same type, this also partitions the variable nodes. By arbitrarily assigning labels from the set {v, 2v, . . . , Nv} to the partitioned variable nodes, one can verify that every decoupling interleaver can be obtained by following the above construction.
There are N!(v!) N possible decoupling interleavers under the above construction, out of (v N)! interleavers in total. Evaluating the probability using upper and lower bounds on the factorial and upper-bounding v! by v v gives Pr{decoupling interleaver}
for some c > 0.
B. Proof of Theorem 1
We begin by defining G 0 as a multi-hypergraph (or simply hypergraph). A multi-hypergraph is a pair H = (V, E) where V is a set of vertices and E is a multiset of un-ordered non-empty subsets of V .
Let |e| denote the cardinality of any set e. Each element e ∈ E is associated with a multiplicity, defined as
An element e ∈ E is called a hyperedge (or simply edge) of H . A k-uniform hypergraph is a hypergraph with |e| = k for all e ∈ E.
An edge e is incident on a vertex ν if ν ∈ e. The degree of a vertex ν, denoted by deg(ν), is the number of edges that are incident on ν when we take into account the multiplicity of edges
The minimum degree of all vertices in a hypergraph H is denoted by δ(H ). Vertices ν, ν ∈ V are said to be adjacent if there exists e ∈ E such that ν ∈ e and ν ∈ e.
Recall that a residual graph of a spatially-coupled splitcomponent ensemble is a bipartite graph G 0 = (X, Y, F) where X are constraint nodes, Y are variable nodes, and F is a set of un-ordered non-empty subsets {x, y} for x ∈ X and y ∈ Y .
Let f ∈ F denote an edge in G 0 . Given any y ∈ Y , let F y be the set of edges that contains y, i.e., F y { f ∈ F : f ∩ y = ∅}. We can now convert any G 0 into an equivalent hypergraph H by assigning
and edge multiplicities using (27) . Since residual graphs have variable degree v, the resulting hypergraphs are v-uniform hypergraphs. A hypergraph created from G 0 by this assignment procedure is referred to as an equivalent hypergraph.
A hypergraph H = (V , E ) is called an induced subhypergraph (or simply sub-hypergraph) of a hypergraph H = (V, E) if V ⊆ V , E ⊆ E and a vertex and edge in H are incident if and only if they are incident in H . Note that induced sub-hypergraphs can be obtained by removing vertices and all incident edges. A sub-hypergraph is denoted by H ⊆ H .
The k-core of a hypergraph H is a maximal induced subhypergraph C such that δ(C) ≥ k [31] , [32] . If no such induced sub-hypergraph C exists, then the k-core is taken to be the empty hypergraph. Here, maximal is used in the sense of containment, i.e., if there is a C ⊆ H with δ (C ) ≥ k, and C ⊆ C , then C = C.
In fact, the k-core is unique. Lemma 2: k-core of a hypergraph H is unique. Proof: The following proof is adapted from the proof of [33, Proposition 2] .
Let
Since no edges are removed, δ(C) ≥ k. If C 1 = C 2 , since C 1 ⊆ C and C 2 ⊆ C, they cannot be maximal. Hence,
Without loss of generality, assume that in any PEEL algorithm, a constraint node is recoverable if it has degree less than or equal to k − 1. A recoverable node in an equivalent hypergraph is a vertex ν with deg(ν) ≤ k −1. Here, we refer to such vertices as recoverable vertices. The application of any PEEL algorithm to an equivalent hypergraph consists of the removal of a set of recoverable vertices and all incident edges.
Lemma 3: Nested applications of any PEEL algorithm to an equivalent hypergraph H results in the k-core of H .
Proof: The following proof is adapted from the proof of [33, Th. 8] .
Let H be the equivalent hypergraph obtained from G 0 . Let s be the iteration at which PEEL stops. Let H s = (V s , E s ) denote the hypergraph remaining at iteration s. Since PEEL(H s ) = H s , H s must either be empty or has δ (H s ) ≥ k, otherwise PEEL can progress for at least one more iteration.
We claim that H s is the k-core of H . Let C be the k-core of H . If H s is maximal, then it is the k-core. If it is not maximal, then H s ⊆ C, since otherwise H s ∪ C violates the maximality of C (see proof of Lemma 3).
If H s = C, then at least one vertex was removed from C during an application of PEEL. This cannot happen, since every ν ∈ C is adjacent to at least k other vertices in C during all applications of PEEL. Therefore, H s = C.
Let I = {1, 2, . . . , |E s |} be an index set for E s . The proof is completed by converting H s intoĜ = (X,Ŷ ,F) by the assignmentX = V s ,Ŷ = {ν i for all i ∈ I}, where ν i are placeholder variables for variable nodes, and F = {{ν i , x} : x ∈ e i for all e i ∈ E s , i ∈ I}.
C. Proof of Lemma 1
Proof: Since all constraint nodes with degree type i ∈ U are un-recoverable, they are not affected by the initial removal of the single recoverable edge. Hence, we only consider the effects of the removal of the v − 1 edges incident on the recovered variable node.
Let E u τ denote the event that u out of v −1 removed variable edges are of type τ . Conditioned on E u τ , the expected change in the degree distribution at k + τ is the same as in peeling decoding where a degree-1 check node is removed along with a corresponding variable node of degree u [22, Sec. III-B]. The conditional expected change is given by
If none of the removed edges are of type τ , then The potential threshold λ * is defined as
The stability threshold λ * stab is defined as λ * stab = sup{λ ∈ |∃δ > 0, ∀x ∈ (0, δ], h(x, λ) < x}. An admissible system is called unconditionally stable if there is a δ > 0 such that h(x, λ max ) < x for all x ∈ (0, δ].
Lemma 4 [5, Th. 1, Lemma 32(iv) ]: If λ < λ * ≤ λ * stab then there is a w 0 < ∞ such that the admissible system converges to 0 for all w > w 0 .
For an unconditionally stable coupled scalar recursion, the potential threshold is only determined by λ * . By the above lemma, the potential threshold is the ensemble threshold with W → ∞ and w > w 0 . Recall that we assume M → ∞ in the analysis. The potential threshold is thus an upper bound on the threshold of the spatially-coupled split-component ensemble. The potential threshold can also be defined via the fixed-point potential.
Definition 7 (Fixed Point Potential [5, Definition 37] ): For admissible systems, define the fixed-point support set
Letλ(x) = min {λ ∈ | h(x, λ) = x, x ∈ X f }, the fixed-point potential is a function Q : X f → R
Q(x) = U s (x,λ(x)).
Lemma 5 [5, Lemmas 41(iii) and 42(iii)]:
For an unconditionally stable admissible system, if λ * ∈ [0, λ max ) then
where X f is the closure of X f . 
