This paper addresses the problem of evaluating virtual view synthesized images in the multi-view video context. As a matter of fact, view synthesis brings new types of distortion. The question refers to the ability of the traditional used objective metrics to assess synthesized views quality, considering the new types of artifacts. The experiments conducted to determine their reliability consist in assessing seven different view synthesis algorithms. Subjective and objective measurements have been performed. Results show that the most commonly used objective metrics can be far from human judgment depending on the artifact to deal with.
INTRODUCTION
Recently, multi-view video processing has gained a growing interest. 3D video refers to two main applications: 3D television (3DTV), that provides a depth feeling, and Free Viewpoint Video (FVV) , that allows navigation inside the scene [1] . These emerging applications make the problem of evaluating the 3D visual experience a huge subject of investigation. As pointed out in [2] , the assessed factors are more numerous than in traditional 2D video: image quality, visual comfort and depth are to be taken into consideration. This paper focuses on image quality.
Multi-view video plus depth (MVD) data [3] can be used to offer 3DTV or FTV. MVD data consist of two types of videos: a first set of conventional video sequences acquired from the same scene at slightly different viewpoints, referred as "texture data"; a second set of associated depth video sequences, referred as "depth data". Depth data provide information on scene geometry and help in virtual intermediate view generation. When targeting either 3DTV or a FTV application, virtual view generation is very likely to be required. Indeed, the appreciation of a 3D content relies on the stereopsis phenomenon: an observer needs to be presented a pair of stereoscopic images with a strong binocular disparity. Human brain is then able to fuse the pair of images and to interpret the 3D scene. Thus, 3DTV displays should provide the appropriate stereoscopic pairs to ensure the immersion feeling. On the other hand, for FTV applications, a user may wish to navigate around the scene, which makes virtual view synthesis generation essential. Finally, depending on the available bandwidth or on the decoder, all the acquired video sequences may not be available. In this case, virtual view generation is also needed. Considering the users demand for acceptable image quality as a minimum, the quality of reconstruction of virtual views cannot be ignored.
Many new distortions have been listed in [4] . Among them, the keystone effect that makes the image look like a trapezoid; the ghosting effect that is a shadow-like artifact; the cardboard effect when depth is perceived as unnatural, as discrete incoherent planes. Synthesis errors can be added to this list as projection errors can occur. These new types of artifacts have to be taken into consideration when evaluating synthesized views.
However, up to now, there is no dedicated assessment framework, nor objective metric for 3D video quality evaluation. [5] addressed the problem of measuring the quality of a synthesized view from encoded color and depth video. When trying to determine the optimal ratio between color and depth data in the context of 3D video compression, the authors observed that PSNR (Peak Signal to Noise ratio) and VSSIM (Video Structural SIMilarity index) led to different conclusions, regarding the compression choices. PSNR seemed unstable depending on the direction of the targeted virtual viewpoint. Though, the subjective scores correlated the VSSIM scores. Recently, [6] reconsidered the synthesis quality evaluation framework. The authors showed the importance of the chosen reference for synthesis quality evaluation: they pointed out the fact that depending on the chosen reference (original view or control synthesis, i.e. image synthesized from uncompressed data), PSNR scores do not measure the same distortion. They showed that distortions from compression may be masked by distortion from synthesis process. Consequently, they recommend to use the control synthesis as a reference when assessing a codec performances. Peak Signal to Perceptual Noise Ratio (PSPNR) [7] derived from PSNR, is the metric used by the 3D Video (3DV) group of MPEG. In [8] , the authors proposed a new full reference metric that takes into consideration depth data and consequently the regions that are more likely to be distorted in the synthesis. The new framework is validated by its high correlation score with the perceptual-like metric Video Quality Metric (VQM) [9] results, and subjective assessments from 15 nonexpert observers.
This paper investigates the reliability of different objective metrics on still synthesized images as still images can be a plausible case for FTV. The test objective metrics are pixelbased as well as perceptual-like metrics. The images are synthesized with seven different Depth Image Based Rendering (DIBR) algorithms. Subjective assessments allow to evaluate the correlation between human perception and objective measurements.
ALGORITHMS
In this section different depth-image-based rendering (DIBR) methods are presented. DIBR defines the process of synthesizing "virtual" views at a slightly different viewing perspective using an image or video and the associated per pixel depth information. A critical problem in DIBR is that regions occluded in the original view may become visible in the "virtual" view, an event also referred to as disocclusion. In the absence of original image data two extrapolation paradigms address this inherent problem: 1) One can preprocess the depth information in a manner that no disocclusion occur in the "virtual" view, or 2) replace the missing image areas (holes) with known suitable image information. In the following, a short overview will be given on relevant work in disocclusion handling in 3D video.
Fehn preprocesses the per pixel depth information with a 2D Gaussian low-pass filter [10] . This way large discontinuities are smoothed out in the depth map and dissoclusions do not appear in the "virtual" image. However, this leads to geometric distortions in the virtual view. Larger baselines yielding to more disturbing artifacts. In a rectified camera setup this method fails to close holes on the left or right border image. Therefore, these areas are treated in two different ways. Either the border is cropped and the image is resized to the original size or the holes on the border are inpainted with [11] . These methods are referred to as A1 and A2 respectively in the rest of the paper. The cropping method is suitable for a stereo video where one view only is transmitted and the other one is rendered at the decoder side. In multi-view scenarios, this method is not applicable because all views, the original as well as the virtual views, have to be cropped to preserve the stereo impression. This would lead to image information losses in all views.
Tanimoto et al. [12] proposed a 3D view generation system. They are using an inpainting method [11] to fill missing parts in the "virtual" image. This algorithm is adopted as the reference software for MPEG standardization experiments in the 3D Video group. This method is referred to as A3 in the rest of the paper.
Müller et al. [13] proposed an hole filling method embedded in a 3D video system. Holes are filled linewise with neighboring background information. The corresponding depth values at the hole boundary are examined row-wise to find background color samples to copy into the hole. This color extrapolation of the suitable background pixel leads to better results than a simple linear interpolation. Generally, due to depth estimation, some boundary background pixels in fact belong to foreground objects. Thus their color information would lead to foreground color propagation into the hole. This method is referred to as A4 in the rest of the paper.
In texture synthesis methods the unknown regions are synthesized by copying content from the known parts of the image to the missing regions. Ndjiki-Nya et al. [14] proposed a hole filling approach for DIBR systems based on patch-based texture synthesis. Holes with small spatial extend are closed by solving Laplacian equations. Larger holes are initialized by median filtering and then optimized via texture synthesis. This method is referred to as A5 in the rest of the paper.
Köppel et al. [15] extended the A5 approach by a background sprite. The sprite stores valuable background image information and is updated frame-wise. Using the original and synthesized image information from previous frames temporally consistency is achieved in a sequence. This method is referred to as A6 in the rest of the paper. In the conducted subjective tests only images are analyzed. Thus, the capabilities of the approach to achieve temporal consistency in a sequence is not investigated. Algorithms A2-A6 support multi-view scenarios.
Non-filled sequences (i.e. with holes) are referred to as A7 in the rest of the paper.
EXPERIMENTAL PROTOCOL
The experiments have two main objectives: first to determine the tested algorithms performances and second, to assess the reliability of objective metrics for 3D images. Three test sequences have been used to generate four different viewpoints, that is to say twelve synthesized sequences for each test algorithm (84 synthesized sequences in total): Book Arrival (1024×768, 16 cameras with 6.5cm spacing), Lovebird1 (1024×768, 12 cameras with 3.5cm spacing) and Newspaper (1024×768, 9 cameras with 5cm spacing). Altogether 43 naive observers participated in the subjective assessment session. The session was conducted in an ITU conforming test environment. Absolute categorical rating (ACR) [16] was used to collect perceived quality scores: stimuli are presented in a random order and are evaluated through a coarse resolution rating scale. Observers notes are then averaged, which is called MOS (Mean Opinion Score). The stimuli were displayed on a TVLogic LVM401W, and according to ITU-T BT.500 [17] . Considering the large size of the tested database, only key frames of the rendered sequences were presented to the observers, as still images can also be a plausible scenario for FTV. Key frames were also evaluated through different objective metrics through MeTriX MuX Visual Quality Assessment Package [18] . For both objective metrics, the reference was the original acquired image.
RESULTS
Subjective ratings are illustrated on Figure 1 . Algorithms are ordered by MOS ratings. For a given algorithm its rank varies depending on the data set. This suggests that the algorithms performances depend on the inner sequences properties (i.e. the depth range, the camera acquisition parameters).
On Figure 2 , subjective scores are plotted over objective scores in order to find a correlation. Let d be the camera baseline of a sequence. Top graph shows the performances when synthesizing with large baseline between reference and target view (2 × d), and bottom graph corresponds to a shorter baseline (d). As expected, it is observed that the shorter the baseline, the higher the scores (for objective as subjective measurements). For a view synthesized with short baseline, it can be observed that two PSNR scores varying from 20dB to 28dB (A1 and A4), MOS score remain nearly constant (from 2.6 to 2.5). As well, a variation of 2dB (A1 and A7) corresponds to about 1 MOS point. This is significant considering the coarse scale of MOS scores (from 1 to 5).
Statistical analyses have been conducted over the objective and subjective measurements. In order to determine whether classes of algorithms could emerge, a Student's ttest has been performed over the MOS scores for each test algorithm: on Table 1 , statistically dependent pairs can be distinguished. It clearly indicates the statistical divergence of three algorithms: A7, A3 and A1 distributions differ from the other algorithms'. A7 and A3 count no statistically dependent pair, and A1 counts only one. In addition, Table  1 also indicates the required minimum number of observers that allows the statistical distinction (values in bold are higher than 24). It shows that the final ranking is obtained when 32 observers participate (VQEG recommends 24 observers).
The test with metrics other than PSNR led to nearly the same observations regarding the algorithms performances and their correlation with MOS scores. Besides, Table 2 confirms that all metrics are very correlated, even pixel-based ones compared to perceptual-based ones. Note that perceptuallike SSIM is very correlated to pixel-based PSNR (83.9%). Table 3 expresses the correlation coefficients between objective metrics and MOS scores, for the whole fitted measured points. It can be observed that the metrics closest to human judgment are WSNR (Weighted Signal-to-Noise Ratio), PSNR and NQM (Noise Quality Measure), (42.3%, 38.6% and 38.6% respectively). WSNR is a CSF-based weighting function and PSNR and NQM are pixel-based metrics. These metrics are also highly correlated according to Table 2 . However, Figure 2 reveals the inconsistency between MOS and Fig. 1 . MOS scores for the different sequences. PSNR. And indeed, the algorithms rankings according to each metric, listed on Table 4 , show a very important difference between human scores and metrics for A1 algorithm. It is ranked as the best of this set by humans but worst by the metrics. A6 generates the best objective results but subjective evaluations assign its quality as not as good. A5 generates coherent objective and subjective results. For A5, A2, A3 and A4 the results of objective metrics correspond with human scores. This suggests that the reliability of the objective metrics differ depending on the rendering algorithm used, i.e. on the induced artifact. Algorithms can induce nonperceptible or non-annoying artifacts. Then, this implies that commonly used metrics are not suited for assessing virtual synthesized views as they inflict serious costs to relatively acceptable degradations. These results point out the need for a new 3D-adapted metric. Table 4 . Rankings according to measurements.
CONCLUSION
This paper addresses the issue of evaluating virtual synthesized views with the traditional objective metrics. The assessments of the seven test algorithms by objective measurements and subjective ratings show that among all tested objective metrics, WSNR and pixel-based PSNR and NQM are the most correlated with perceptual evaluation provided by MOS scores. However, the results also show PSNR's inability to predict human experience. New methods are then required for assessing virtual synthesized views as pixel-based and perceptual-based metrics fail. Depth should be taken into account in such a metric as recently proposed in [8] , because view synthesis produces geometric distorsions. Registration process according to the original view coupled with weighted critical areas could be investigated in future work to build a new metric. In addition, paired comparisons experiments should be hold on still images and video sequences in the future to refine the presented results.
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