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Abstract
The Ben Geloun-Rivasseau quantum field theoretical model is the first tensor
model shown to be perturbatively renormalizable. We define here an appropriate
Hopf algebra describing the combinatorics of this new tensorial renormalization. The
structure we propose is significantly different from the previously defined Connes-
Kreimer combinatorial Hopf algebras due to the involved combinatorial and topo-
logical properties of the tensorial Feynman graphs. In particular, the 2- and 4-point
function insertions must be defined to be non-trivial only if the superficial divergence
degree of the associated Feynman integral is conserved.
1
1 Introduction & Motivation
The manuscript at hand concerns the combinatorics of renormalization of tensor field the-
ory (TFT) models. TFT models are a path integral formulation of quantum field theories
(QFT), whose Feynman graphs correspond combinatorially to discrete geometries. In the
perturbative expansion of the partition function of a TFT model, to each such Feynman
graph is associated a probability (called the Feynman amplitude in QFT), and accordingly
we may understand the TFT model as a quantum model of discrete geometry. Recently,
the first renormalizable rank four TFT model with Lie group valued field variables was
formulated and studied by Ben Geloun and Rivasseau [1]. Since then, the renormalizability
of several other TFT models has further been established [2, 3, 4, 5].
On the combinatorial level of Feynman graphs the renormalizability property can be
phrased in a purely algebraic way, as was shown by Connes and Kreimer [6]. This was
followed by the formulation in terms of a Riemann-Hilbert correspondence for categories
of differential systems by Connes and Marcolli [7, 8].
The Connes-Kreimer combinatorial approach to renormalization was initially applied to
local QFT models. When one generalizes to QFT models on non-commutative spaces, such
as the Moyal space, locality is lost due to the quantum uncertainty relations between space
coordinates. However, it was shown in [9, 10] that by replacing the notion of locality with a
new concept, the so-called ‘Moyality’ property for interactions, the Hopf algebraic structure
of Feynman graphs allowing for the renormalization of particular non-commutative models
can be established. The Connes-Kreimer formalism of matrix field theory, whose two-
stranded ribbon Feynman graphs are dual to two-dimensional triangulated surfaces, was
also considered in [11]. In addition, Hopf algebraic structures of quantum gravity spin
foams, closely related to TFT models, have been considered in [12]. The Hopf algebra
of tensorial Feynman graphs of group field theory and the associated Schwinger-Dyson
equations have also been considered in [13].
The goal of the current paper is then to continue in the above direction of research by
formulating the combinatorial Connes-Kreimer Hopf algebraic structure of the Ben Geloun-
Rivasseau (BGR) model. Let us emphasize that this constitutes the first application of
the Connes-Kreimer combinatorial renormalization to a TFT model of rank-D for D > 2.
First important difference we note to the usual case of local QFT is the structure of
external constraints, namely, the momentum conservation of local QFT is replaced by
the so-called tensorial invariance. Moreover, the implementation of the Connes-Kreimer
formalism requires particular attention at the level of the n-point function insertions. This
follows from the fact that the divergencies of the BGR n-point functions are not only
dependent on the external topological data of the Feynman graph, as in ordinary local
QFT models. Thus, only when the superficial divergence degree is conserved, a BGR
tensor graph insertion is defined to be non-trivial. This is a crucial difference with respect
to the previously defined Connes-Kreimer structures for local QFT.
2
2 Connes-Kreimer algebra for local QFT
2.1 Feynman graphs of quantum field theory
The basic feature of any QFT model is that it gives a prescription for associating quantum
probability amplitudes (taking values in C) to physical processes. In the path integral
formulation of a QFT model, these amplitudes can be extracted from the generating func-
tional W of the model that is typically expressed as an infinite dimensional functional
integral of the type
W[J ] =
∫
Dφ e−S[φ]+φ·J , (1)
where φ and J denote some fields (usually taken to be smooth sections of a fiber bun-
dle), or collections of fields, on a fixed background manifold X . S[φ] is called the action
functional defining the model, and the integral measure can typically be informally writ-
ten as an infinite product of Lebesgue measures over the field values at each point in X ,
Dφ :=
∏
x∈X dφ(x). Then, the correlation functions 〈· · · 〉 for the monomials in the field
variables, which correspond to the basic physical observables of the model, can be written
as functional derivatives of the generating functional,
〈φ(x1) · · ·φ(xn)〉 ≡
∫
Dφ φ(x1) · · ·φ(xn)e
−S[φ] =
δ
δJ(x1)
· · ·
δ
δJ(xn)
W[J ]
∣∣∣∣
J=0
. (2)
The well-definedness of such an expression is, of course, highly questionable. Indeed, apart
from rare exceptions, these expressions are highly divergent.
Nevertheless, one can extract finite quantities from these formal divergent expressions,
which have been shown to match experimental results with remarkable accuracy. The
main tool in this direction is perturbation theory. Typically the action functional is of
the form S[φ] = Skin[φ] + Sint[λ;φ], where Skin[φ] is quadratic in the field variables, and
the higher order polynomial interaction part Sint[λ;φ] is proportional to a collection of
parameters λ, the coupling constants of the model. Thus, the kinetic part Skin[φ] by itself
gives a simple (infinite dimensional) Gaussian measure, whose correlation functions can
be computed explicitly. One can then expand the integrand in equation (2) in powers of
the coupling constant(s) λ, and in each finite order one ends up with a sum over products
of correlation functions of the Gaussian measure with given weights. It is these terms
in the perturbative expansion, and their combinatorial structure in particular, for which
Feynman graphs provide a very convenient bookkeeping device. The contribution to the full
correlation function associated to a particular Feynman graph is called the corresponding
Feynman amplitude, and can be obtained from the graph by applying the set of Feynman
rules of the particular model. Any finite order contribution is then obtained as a sum over
the amplitudes of a finite number of Feynman graphs.
However, individual terms in this perturbative series are generically divergent. This
particular problem is addressed by the framework of perturbative renormalization. The
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Connes-Kreimer combinatorial Hopf algebra of Feynman graphs is aimed at organizing the
renormalization of the individual Feynman amplitudes in the perturbative expansion in a
coherent unifying algebraic structure.
Let us then give a standard example of the general points discussed above about the
relationship of Feynman graphs to QFT models: the λφ4 scalar field model on R4 (with
Euclidean metric). This model is determined by the action functional S[φ] = Skin[φ] +
Sint[λ;φ], where
Skin[φ] =
1
2
∫
R4
d4x φ(∆ +m2)φ and Sint[λ;φ] =
λ
4!
∫
R4
d4x φ4 . (3)
Here, the single field φ takes values in R, and the parameters of the model m, λ ∈ R+
correspond to the mass of the particle species modelled and the coupling strength, re-
spectively. ∆ denotes the Laplace operator. The interaction is local in the sense that it
couples the field values only at the same point in space. It is usual to consider the model
in the momentum space, obtained through Fourier transform, instead of the direct space,
since due to the translation symmetry of the model the total momentum is conserved. In
momentum space, the action (3) reads explicitly
Skin[φ˜] =
1
2
∫
R4
d4p φ˜(p)(|p|2 +m2)φ˜(p) , (4)
Sint[λ; φ˜] =
λ
4!
∫
(R4)4
[ 4∏
i=1
d4pi
]
φ˜(p1)φ˜(p2)φ˜(p3)φ˜(p4)δ
4(p1 + p2 + p3 + p4) , (5)
where φ˜(p) :=
∫
R4
d4x e−ip·xφ(x) is the Fourier transform of the field φ. In the interaction
term, the Dirac delta distribution δ4(p1 + p2 + p3 + p4) imposes the so-called momentum
conservation. The covariance of the kinetic part, i.e., the (free) propagator, can be explicitly
computed to yield
P(p1, p2) := 〈φ˜(p1)φ˜(p2)〉kin =
∫
Dφ˜ φ˜(p1)φ˜(p2)e
−Skin[φ˜] =
1
|p1|2 +m2
δ4(p1 − p2) . (6)
Moreover, due to Wick’s theorem, any correlation function of such Gaussian measure can
be expressed as a sum of products of propagators
〈φ˜(p1)φ˜(p2) · · · φ˜(p2n)〉kin =
∑
σ∈Σ2n/∼
(
n∏
i=1
〈φ˜(pσ(2i−1))φ˜(pσ(2i))〉kin
)
, (7)
where Σ2n/ ∼ is the set of (2n)! permutations of 2n elements modulo the n! permutations
of pairs of elements with indices (2i − 1, 2i) and the 2n permutations of elements within
the pairs, i.e., the set of all possible pairings of indices.1 For a monomial of odd degree
1For example, Σ6/ ∼ = {(1, 2, 3, 4, 5, 6), (1, 2, 3, 6, 5, 4), (1, 3, 2, 4, 5, 6), (1, 3, 2, 6, 5, 4), (1, 4, 3, 2, 5, 6),
(1, 4, 3, 6, 5, 2), (1, 5, 3, 4, 2, 6), (1, 5, 3, 6, 2, 4), (1, 6, 3, 4, 5, 2), (1, 6, 3, 2, 5, 4)}.
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Figure 1: On the right: The Feynman graph representation of the propagator and the 4-
point-interaction for the λφ4-model. On the left: An example of a second order Feynman
graph with four external edges.
the correlation function vanishes, since the Gaussian measure is symmetric. The QFT
perturbation expansion is based on this fact. For example, the k’th order contribution to
the full correlation function of n field values, the n-point function, is obtained by expanding
the interaction part of the exponential integrand, and picking out the k’th order term
〈φ˜(p1)φ˜(p2) · · · φ˜(pn)〉k =
(−1)k
k!
∫
Dφ˜ φ˜(p1)φ˜(p2) · · · φ˜(p2)(Sint[λ; φ˜])
ke−Skin[φ˜] . (8)
By substituting the explicit expression for the interaction term (5), and writing all the
resulting correlation functions of the free theory in terms of propagators using (6) and
(7), one can explicitly calculate this k’th order contribution to the n-point function of
the theory. In QFT, the physical interpretation of this quantity is that it gives the (non-
normalized) probability amplitude for a scattering process from an initial state with m
free particles having momenta (pi)i=1,...,m to a final state with n−m free particles having
momenta (pi)i=m+1,...,n.
Let us introduce:
Definition 2.1. A Feynman graph Γ of a QFT model is a graph that consists of a set of
vertices Γ[0] and a set of edges Γ[1]. The edges Γ
[1]
int ⊆ Γ
[1] that are connected to vertices (or
to the same vertex) at both ends are called internal, while the remaining edges Γ
[1]
ext ⊆ Γ
[1]
(either connected to a vertex only at one end, or not connected to a vertex at all) are
called external. The external edges eexti ∈ Γ
[1]
ext are labelled by incoming external momenta
eexti 7→ ~pi. The external momenta obey the momentum conservation
∑
i ~pi = 0. We denote
the space of the external momenta of Γ by PΓ ≡ {(~pi) ∈ ×iP
i
Γ :
∑
i ~pi = 0}, where ~pi ∈ Pi.
Let us denote the set of all Feynman graphs of a model by G
Let us briefly describe the Feynman graphs and the associated Feynman rules of the
λφ4-model. Each Feynman graph corresponds to an individual summand in the pertur-
bative expansion of the correlation functions with respect to λ. The Feynman graphs of
the λφ4-model consist of a single type of edges (the propagator) labelled by a momentum
variable and four-valent vertices (the interaction), as depicted in Fig. 1. The number of
vertices in a Feynman graph equals the order of the corresponding summand in the pertur-
bative expansion. An arrow on an edge denotes the direction of the momentum flow p, and
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can be assigned arbitrarily; the opposite orientation corresponds to −p. In the following
we will often just drop the momentum labels and arrows, since their specific assignment
is immaterial — they can always be reintroduced arbitrarily. The Feynman amplitude
associated to a particular Feynman graph is constructed as follows:
1. Let pl be the momenta labels on the edges l ∈ Γ of the Feynman graph Γ. We form
the product of free propagators ∏
l∈Γ
1
|pl|2 +m2
. (9)
2. For each vertex v ∈ Γ, multiply by the coupling constant λ, and impose momentum
conservation by multiplying the above product by∏
v∈Γ
δ4(
∑
l∼v
σvlpl) , (10)
where l ∼ v denotes that the edge l is connected to the vertex v, and σvl = ±1
according to whether pl is incoming or outgoing with respect to the vertex v.
3. Integrate over pl associated to the internal edges of the graph.
The quantity that results from applying these rules to a Feynman graph is the Feynman
amplitude of that graph.
For any Feynman graph, the amplitude factorizes to the product of the amplitudes of
its connected parts, so one can just focus only on connected Feynman graphs. On the
level of the generating functional, the disconnected graphs can be removed by replacing
W[J ] with the logarithm lnW[J ] in (2). Moreover, it is common to restrict to consider
the so-called one-particle-irreducible (1PI) Feynman graphs, or what are called bridgeless
graphs in graph theory language.
Definition 2.2. A Feynman graph Γ is called one-particle-irreducible (1PI), if |Γ
[1]
ext| > 1
and it is bridgeless, i.e., it cannot be disconnected by removing a single edge. We will also
require |Γ
[1]
int| ≥ 1. We denote the set of all 1PI Feynman graphs by G1PI.
If there did exist a bridge, i.e., an edge connecting two separate parts of the graph, the
momentum conservation would fix the momentum flow on this edge, and make it trivial to
consider the amplitude in two separate contributions, glued together simply through the
identification of the momentum variables on both sides of the bridge.
For example, by applying the above Feynman rules to the Feynman graph on the right-
hand side of Fig. 1, we obtain for the corresponding Feynman amplitude the expression
λ2
∫
R4
d4p5
∫
R4
d4p6
[
6∏
l=1
1
|pl|2 +m2
]
δ4(p1 + p2 − p5 − p6)δ
4(p5 + p6 − p3 − p4)
=
[
4∏
l=1
1
|pl|2 +m2
]
δ4(p1 + p2 − p3 − p4)× λ
2
∫
R4
d4p5
1
|p5|2 +m2
1
|p1 + p2 − p5|2 +m2
,
(11)
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where we integrated over p6. The first part of the bottom line contains the propagators
and momentum conservation associated to the external edges of the graph. The second
part corresponds to the internal structure, in particular, to the loop formed by edges 5
and 6 that allows for one free momentum integration, unconstrained by the momentum
conservation at the vertices. In the limit |p5| → ∞ one has:
λ2
∫
d4p5
1
|p5|2 +m2
1
|p1 + p2 − p5|2 +m2
∼ lim
Λ→∞
λ2
∫ Λ d|p5|
|p5|
∼ λ2 lim
Λ→∞
ln Λ , (12)
i.e., the momentum integration related to the loop is logarithmically divergent for large
momentum — thus it exhibits the so-called ultraviolet divergencies of QFT.
This is where renormalization comes in (when possible). In order to establish renormal-
izability, of paramount importance is the so-called power counting theorem that provides
bounds on the divergence of Feynman amplitudes in terms of the combinatorial structure
of the corresponding Feynman graphs. Denote by Nint and V the number of internal
edges and the number of vertices, respectively. Then, the number of independent momen-
tum integrations is Nint − V + 1, and thus the superficial divergence degree in this case
reads ω := 4(Nint − V + 1) − 2Nint = 2Nint − 4(V − 1). On the other hand, we have
4V = 2Nint + Next, where Next is the number of external edges, so ω = 4 − Next. This
is the power counting theorem for the λφ4-model. Due to this theorem, only graphs with
two or four external edges can be superficially divergent.
These considerations prompt us to give the following definitions concerning the analyt-
ical aspects of Feynman amplitudes associated to Feynman graphs.
Definition 2.3. The regularized Feynman rules of a local QFT model is a map Γ 7→
φΛ(Γ) ∈ EΓ for any Γ ∈ G, where we denote by EΓ the linear vector space of generalized
functions on the space PΓ of the external parameters ~pi associated to the external edges
eexti ∈ Γ
[1]
ext of Γ. We call φΛ(Γ) the regularized Feynman amplitude of the graph Γ ∈ G.
The parameter Λ ∈ R+ is the regularization cut-off, such that in the limit Λ → ∞ we
recover the unregularized Feynman rules Γ 7→ φ(Γ).
Remark 2.1. In the following, we will consider the propagators associated to the external
edges of Γ not to be included in φ(Γ). Otherwise, one can also simply factor these out of
the Feynman amplitudes.
Definition 2.4. A renormalization scheme is specified by a linear operator R, which
extracts the divergent part of a Feynman amplitude, so that limΛ→∞ ρΛ(Γ)−R(ρΛ(Γ)) <∞.
Remark 2.2. There is inherent ambiguity in choosing the renormalization scheme, but
all the schemes should lead to the same results, when only differences of amplitudes are
considered. Also in practise, there are many different choices for implementing the regu-
larization. In order to define the R-operator, one may consider the regularized Feynman
amplitudes to lie in the space of formal Laurent series in a cut-off parameter ǫ ∼ Λ−1,
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and then the R-operator projects onto the series with negative powers of ǫ. Nevertheless,
most renormalization scheme used in QFT are not specified by a Rota-Baxter operator
(for example, this is the case of the celebrated BPHZ scheme). The interested reader may
refer to [14] for details.
Definition 2.5. A superficial divergence degree is a map ω : G → Z such that for any
Feynman graph Γ with limΛ→∞ ρΛ(Γ) < ∞ it satisfies ω(γ) < 0 ∀γ ⊂ Γ. Let us call
Γ ∈ G1PI with ω(Γ) ≥ 0 superficially divergent, and denote G
ω
sd := {Γ ∈ G1PI : ω(Γ) ≥ 0}
the set of superficially divergent 1PI Feynman graphs according to ω.
Remark 2.3. Such a superficial divergence degree is usually obtained via a power counting
theorem, which relates features of the combinatorial and topological structure of Feyn-
man graphs to the divergence of the corresponding Feynman amplitudes. Notice that the
superficial divergence degree only sets bounds on the divergence. That is, not all super-
ficially divergent graphs necessarily have divergent Feynman amplitudes. Conversely, a
superficially convergent graph may have divergent subgraphs.
2.2 Hopf algebra of Feynman graphs
Let us then proceed to describe the Connes-Kreimer algebra for local QFT. A Hopf algebra
over C is a tuple (H, u,m, ǫ,∆, S), where
• H denotes the set of elements,
• u : C→ H denotes the unit,
• m : H⊗H → H denotes the product,
• ǫ : H 7→ C denotes the counit,
• ∆ : H → H⊗H denotes the coproduct, and
• S : H → H denotes the antipode.
These objects are required to satisfy several compatibility conditions in order for (H, u,m, ǫ,∆, S)
to form a Hopf algebra. (See, e.g., [15] for an exposition of Hopf algebras.)
Let us then paraphrase a fundamental result:
Lemma 2.1 ([15], Corollary II.3.2.). A connected graded bialgebra is a Hopf algebra. The
antipode map S : H → H may be obtained through the recursive formula
S(Γ) = −Γ−m ◦ (id⊗ S) ◦∆′(Γ) (13)
or, alternatively,
S(Γ) = −Γ−m ◦ (S ⊗ id) ◦∆′(Γ) (14)
by setting S(1) = 1.
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Γ γ/γ′
7→
Γ/(γ/γ′)Γ γ
7→
γ′
2
Figure 2: An example of subgraph contractions for λφ4-model.
We now proceed to define the corresponding operations on a set of Feynman graphs
of a given QFT model, here the λφ4 scalar field model already introduced in the previous
subsection.
Definition 2.6. The residue Res(Γ) of Γ ∈ G is the graph obtained by contracting all
internal edges of Γ to a point (or points, one for each connected component, if Γ is discon-
nected). Clearly, PRes(Γ) = PΓ, since any Feynman graph of a local QFT model satisfies
momentum conservation.
Definition 2.7. A graph γ ∈ G is a (proper) subgraph of a graph Γ ∈ G, denoted by
γ ⊆ Γ (γ ( Γ), if its internal edges are a (proper) subset of the internal edges of Γ. Two
subgraphs are disjoint, if they do not share any internal edges.
Now, let us introduce some algebraic structure on the set H of disjoint unions of 1PI
Feynman graphs of a local QFT model. Consider the associative commutative product
m : H ⊗ H → H of graphs as given by the disjoint union m(Γ ⊗ Γ′) = Γ ∪ Γ′. The unit
with respect to this product is given by u : C → H such that u(1) = 1, where 1 ∈ H
denotes the empty graph. Thus, H ≡ C[1,G1PI], the C-module of polynomials generated by
the elements of G1PI and the empty graph 1, equipped with the above operations linearly
extended to H constitutes a unital associative algebra.
Next, let us formulate a coalgebra structure onH. First we need to define the operation
of subgraph contraction.
Definition 2.8. Define the operation of subgraph contraction as follows: For γ ⊂ Γ
such that Res(γ) corresponds to an interaction vertex of the model, let Γ/γ ∈ G be
the graph that is obtained from Γ by replacing γ ⊂ Γ with Res(γ) inside Γ. This def-
inition of subgraph contraction has an obvious extension to the case of γ being a dis-
joint union γ = ∪ni=1γi of disjoint subgraphs γi ⊂ Γ (|(γi)
[1]
int ∩ (γj)
[1]
int| = 0), such that
Γ/γ ≡ (· · · ((Γ/γ1)/γ2) · · ·/γn) is obtained from Γ by replacing all γi by Res(γi) inside Γ.
Now, we may introduce an operation ∆ acting on the generators Γ ∈ G of H as
∆(Γ) = Γ⊗ 1+ 1⊗ Γ +
∑
γ∈∪Gω
sd
γ(Γ
γ ⊗ Γ/γ . (15)
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Γ γ
∆′
7→
γ′
Γ γ/γ′
⊗
γ′
+
Γ/(γ/γ′)
⊗
γ
γ′
2
Figure 3: An example of the coproduct structure for λφ4-model.
Notice that here the sum runs over all disjoint unions γ = ∪iγi ∈ ∪G
ω
sd of superficially
divergent disjoint 1PI subgraphs γi of Γ. Since ∆ is an algebra homomorphism, it may be
extended to H. It may be proved
Lemma 2.2 ([7], Theorem 1.27). ∆ : H → H⊗H is a coassociative coproduct.
The counit of H with respect to ∆ is given by the linear extension of ǫ : G → C such
that ǫ(1) = 1 and ǫ(Γ) = 0 for all Γ 6= 1. H equipped with the above structure thus forms
a bialgebra.
Moreover, we have a natural grading for the elements of H given by the number of
internal edges, which is compatible with the coproduct ∆. Clearly, H(0) = C1 = u(C).
Thus, H constitutes a graded connected bialgebra, and accordingly we have
Theorem 2.1 ([7], Theorem 1.27). (H, u,m, ǫ,∆, S) is a Hopf algebra, where the antipode
S is given by the formula (13) (or (14)).
Consequently, the combinatorial algebraic properties of Feynman graphs and ampli-
tudes join their forces in the following theorem by Connes and Kreimer [6].
Theorem 2.2 ([6]). For a local perturbatively renormalizable QFT model the renormalized
Feynman amplitudes are given by the formula
φR(Γ) = S
φ
R(φ(Γ)) ⋆ φ(Γ) , (16)
where
SφR(φ(Γ)) = −R[φ(Γ)]−R

∑
γ(Γ
γ∈Gω
sd
SφR(φ(γ))φ(Γ/γ)

 (17)
is given through recursion. Here, the R-operator defines the corresponding renormalization
scheme. Notice that we have SφR(φ(Γ)) = −R(φ(Γ)) for Γ without superficially divergent
subgraphs, which facilitates the recursion.
Finally, let us describe the dual operation to subgraph contraction.
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Definition 2.9. The operation of subgraph insertion is defined as follows: Let Γ ∈ G and
v ∈ Γ[0]. Then, for γ ∈ Gωsd such that Res(γ) ∼ v, denoting Res(γ) is of the type of v, we
define γ ◦v Γ as the graph obtained from Γ by replacing v with γ. Let us also define
γ ◦ Γ =
∑
v∈Γ[0]
v∼Res(γ)
γ ◦v Γ . (18)
Notice that, in general, there may be several inequivalent ways of inserting γ into a vertex
v of Γ. In this case we must provide additional gluing data and sum also over all different
ways of insertion in (18).
In the λφ4-model considered above Feynman graphs consist originally of a single type
of edge and a single type of 4-valent vertex. The external edges are labelled by the external
4-momentum variables ~pi, which for any connected component of a Feynman graph satisfy
the momentum conservation constraint
∑
i ~pi = 0. It is important in the view of subgraph
insertions and contractions to note the almost trivial fact that any graph consisting of
vertices, which satisfy the momentum conservation constraint, and propagators, which
preserve momentum, satisfies itself the momentum conservation constraint.
As we have already seen, the superficial degree of divergence for a Feynman graph Γ of
the λφ4-model is given by the formula ω = 4−Next, where Next := |Γ
[1]
ext| denotes the cardi-
nality of Γ
[1]
ext. Thus, only graphs with two or four external edges need to be renormalized.
Accordingly, we must consider in addition two types of 2-valent vertices corresponding to
mass and wave function renormalization counter-terms, which arise as residues of super-
ficially divergent graphs. We decorate them with the label ”2”, as an indication of the
quadratic character of the corresponding divergence. The notion of external structure in
local QFT is introduced in order to distinguish the contributions of 2-point functions to
mass and wave-function renormalization.
Definition 2.10. The external structure of a Feynman graph Γ is specified by the action of
a set of distributions {σv ∈ E
∗
Γ} labelled by the vertices of the model, such that 〈σv, φ(Γ)〉 =
ρv(Γ)〈σv, φ(Res(Γ))〉, where ρv(Γ) ∈ EΓ are characters of H, and 〈σv, φ(Res(Γ))〉 is the
kernel of the interaction functional associated to v.
However, we do not make a distinction here at the level of graph drawing. For a graph
with two external edges, its contributions to wave function and mass renormalization are
given by the external structures for each corresponding vertex. In Figures 2 and 3 we have
provided some basic examples of the subgraph contraction operation and the coproduct,
respectively, for λφ4-model.
Before ending this section, let us emphasize the following fact of particular importance
for the sequel. The 2-valent vertices are associated with a quadratic divergence, since the
power-counting simply gives ω = 4 − Next = 2 for them. Due to this simple fact one
11
Figure 4: The two orientations of the stranded representation of the combinatorics of a
4-simplex, where we consider the colors to be: blue, red, green, grey and yellow.
may insert any graph with two external edges into a bare propagator of any Feynman
graph without changing the divergence degree of the graph, because one simultaneously
needs to add a propagator, which adds a counter-balancing −2 to the divergence degree.
Similarly, all 4-valent graphs are associated with a logarithmic divergence, which allows one
to insert any graph with four external edges into a vertex without affecting the divergence
degree. We already anticipate that this simple behavior does not hold for models with
more complicated power-counting, such as the BGR model, in which case the notions of
subgraph contraction insertion must be treated more carefully.
3 The Ben Geloun-Rivasseau tensor field theory model
The form of the BGR model derives from the combinatorics of 4-dimensional simplicial
geometry. Consider a 4-simplex. Its boundary is given by five 3-simplices, i.e., tetrahedra.
Each pair of these boundary tetrahedra shares one boundary triangle. This combinatorial
structure can be illustrated by a stranded graph, as in Fig. 4. Here, each individual strand
represents a triangle, while the five rectangular boxes, each connected to four strands
entering the graph, represent the five boundary tetrahedra. The tetrahedra are considered
colored, and we allow for two opposite orientations of the coloring. One considers colored
tetrahedra and only two orientations of the coloring in order to simplify the combinatorics
and the topology of this type of models (see, for example, the paper [16], where this type
of model was first introduced).
One can then build larger stranded graphs from these building blocks by identifying
boundary tetrahedra with matching colors. Moreover, we allow only for identification of
tetrahedra belonging to 4-simplices of opposite orientations, taken into account by align-
ment of arrows in the boxes representing tetrahedra. The resulting stranded graph will
then be combinatorially dual to a 4-dimensional simplicial pseudo-manifold.
A (quantum) statistical description of such simplicial geometries can be formulated as
a colored tensor model. This is a QFT model, whose Feynman graphs have exactly such
stranded structure. The model has fields of five different colors (each colored block in
Fig. 4 being a field) and each such field is a complex-valued function on U(1)×4. The two
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Figure 5: The kinetic term.
stranded graphs in Fig. 4 correspond to the two interaction terms of the model, while the
propagator simply identifies the strands of the same color associated to interaction terms
with opposite orientations. Such models are sometimes called combinatorially non-local
due to the combinatorial nature of the non-locality of their interaction terms.
The Feynman graphs of the BGR model are obtained from such stranded representa-
tions of simplicial geometry by removing four of the five fields (namely the blue, the red,
the green and the yellow fields in Fig. 4 above). Thus, one considers interaction terms such
as those illustrated in Fig. 6 and Fig. 7. These terms correspond to one-to-one relations
between particular colored graphs and new “uncolored” vertices which, by construction,
only have grey field on the boundaries.
These vertices are dual to four-dimensional polytopes, whose boundaries are composed
of six or four tetrahedra. Again, the combinatorial connectivity of the strands represents
the identifications of boundary triangles of the boundary tetrahedra.
Note that these are not the only possible “uncolored” vertices that one can construct.
However, these are the only type of vertices considered in the BGR model in order to
ensure renormalizability (see again [1] for details).
In addition, a non-trivial kinetic term is added in order to induce dynamics, which
allow for renormalization (see Fig. 5 for a graphical representation). Note that propagators
cannot shuffle strands.
In Fig. 8 we illustrate a simple example of a Feynman graph of the BGR model, where
the propagators are represented by transparent rectangles, while the external lines end in
solid rectangles.
Let us then describe in detail the action functional of the BGR model. The fields
of the model live on a direct product of four copies of the group U(1). The momentum
representation considered in the following is obtained through harmonic analysis, which
yields the momentum space Z4. In the momentum representation the kinetic term of the
action functional reads explicitly
Skin[φ] =
∑
~p∈Z4
φ(~p)(|~p|2 +m2)φ(~p) , (19)
where |p|2 =
∑4
i=1 |pi|
2. This leads to the propagator
P(~p, ~q) =
1∑
i |pi|
2 +m2
4∏
i=1
δpiqi. (20)
13
⇔⇔
Figure 6: Stranded structures of the vertices V6;1 (upper) and V6;2 (lower) of the BGR
model.
⇔
Figure 7: Stranded structure of the vertex V4;1 of the BGR model.
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Figure 8: A simple example of a Feynman graph of the BGR model. There is a V6;1 vertex
on the left and a V6;2 vertex on the right. ~k,~l, ~m,~n, ~p, ~q ∈ Z
4 label the external momenta,
while ~r, ~s,~t ∈ Z4 label momenta running through internal propagators. The momentum
components ki ∈ Z, i = 1, 2, 3, 4, are associated to the strands as indicated by the numbers
(and similarly for the other momenta).
In the direct (i.e. U(1)) representation, by Fourier transform, the kinetic term reads
Skin[φ˜] =
∫
φ˜1,2,3,4
(
−
4∑
s=1
∆s +m
2
)
φ˜1,2,3,4, (21)
where the integral is performed for the Haar measure over the respective group variables,
∆s denotes the Laplacian operator on U(1) acting on the strand index s. Note that φ˜
denotes the Fourier transform of the function φ.
The interaction terms are based on a completely different principle — instead of lo-
cality, they are build on the notion of simplicial combinatorics, as described above. The
interaction terms read
S6;1int[φ] = λ6;1
∑
~p,~p′,~p′′∈Z4
∑
σ∈Σ4
φσ1,σ2,σ3,σ4 φσ′1,σ2,σ3,σ4 φσ′1,σ′2,σ′3,σ′4 φσ′′1 ,σ′2,σ′3,σ′4
× φσ′′1 ,σ′′2 ,σ′′3 ,σ′′4 φσ1,σ′′2 ,σ′′3 ,σ′′4 , (22)
and
S6;2int[φ] = λ6;2
∑
~p,~p′,~p′′∈Z4
∑
σ∈Σ4
φσ1,σ2,σ3,σ4 φσ′1,σ′2,σ′3,σ4 φσ′1,σ′2,σ′3,σ′4 φσ′′1 ,σ2,σ3,σ′4
× φσ′′1 ,σ′′2 ,σ′′3 ,σ′′4 φσ1,σ′′2 ,σ′′3 ,σ′′4 , (23)
where we denoted for simplicity φ(p1, p2, p3, p4) =: φ1,2,3,4, φ(p
′
1, p2, p3, p4) =: φ1′,2,3,4,
φ(p1, p
′
2, p3, p4) =: φ2′,1,3,4, etc., and we sum over all permutations σ ∈ Σ4 of the four
color indices. These interactions lead exactly to the identifications of the field variables
represented by the stranded Feynman graphs of the type in Fig. 6 modulo permutations
of the ordering of the strands.
In addition to the above 6-valent interaction vertices, there are also two 4-valent vertices
in this model. The first one is depicted in Fig. 7, while the second one is a disconnected
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7→
Figure 9: Vertex V4;2 of the BGR model obtained through the contraction of a self-loop
from the vertex V6;2.
combination of two propagators, which arises from the vertex V6;2 through the insertion of
a propagator, as in Fig. 9. The corresponding interaction terms of the action functional
read
S4;1int[φ] = λ4;1
∑
~p,~p′∈Z4
∑
σ∈Σ4
φσ1,σ2,σ3,σ4 φσ′1,σ2,σ3,σ4 φσ′1,σ′2,σ′3,σ′4 φσ1,σ′2,σ′3,σ′4 , (24)
and
S4;2int[φ] = λ4;2
∑
~p,~p′∈Z4
∑
σ∈Σ4
φσ1,σ2,σ3,σ4 φσ1,σ2,σ3,σ4 φσ′1,σ′2,σ′3,σ′4 φσ′1,σ′2,σ′3,σ′4 . (25)
Notice the peculiar disconnected structure of the vertex V4;2. This can be interpreted
geometrically as a four-sphere with two holes of the form of four-simplices.
The Feynman amplitude associated to a particular Feynman graph is constructed as
follows:
1. Let ~pe ∈ Z
4 be the momenta labels on the lines e ∈ Γ[1] of the Feynman graph Γ. We
construct the product of free propagators
∏
e∈Γ[1]
1
|~pe|2 +m2
. (26)
2. For each vertex vt ∈ Γ
[0], multiply by the coupling constant λt, where t labels the
type of the vertex, and impose identifications of strands (momentum variables) by
multiplying the above product by∏
v∈Γ[0]
∏
k
δ(c
t(v)
k (~pl)) , (27)
where {ckt(v)(~pl) = 0} is the set of constraints imposed on the incoming momenta by
the vertex type t(v) of vertex v ∈ Γ[0]. Explicitly, these are given by the following
•
∏
k δ(c
6;1
k (~pl)) = δp1n1δp2q2δp3q3δp4q4δq1k1δk2l2δk3l3δk4l4δl1m1δm2n2δm3n3δm4n4 ,
•
∏
k δ(c
6;2
k (~pl)) = δp1n1δp2l2δp3l3δp4q4δq1k1δq2k2δq3k3δk4l4δl1m1δm2n2δm3n3δm4n4 ,
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•
∏
k δ(c
4;1
k (~pl)) = δp1l1δp2q2δp3q3δp4q4δq1k1δk2l2δk3l3δk4l4,
•
∏
k δ(c
4;2
k (~pl)) = δp1q1δp2q2δp3q3δp4q4δk1l1δk2l2δk3l3δk4l4,
where ~p,~k, ~m are incoming and ~q,~l, ~n outgoing momenta. Notice that the vertex
functions are not symmetric with respect to all permutations of the edges, so in
addition to specifying the type of vertices, one must also specify the orientations.
(This is naturally taken care of in the stranded representation.)
3. Sum over ~pe ∈ Z
4 associated to the internal edges e ∈ Γ
[1]
int of the graph.
The quantity that results from applying these rules to a Feynman graph is the Feynman
amplitude of that graph.
Since the momenta are conserved by a simple identification of variables in the prop-
agator and the vertices, as mentioned above, the momentum vector components may be
associated to the individual strands s ∈ Γs of a Feynman graph in the stranded represen-
tation. We emphasize that this combinatorial identification of field variables is, in fact,
what allows for the stranded representation in the first place. As a result, the Feynman
amplitude of a stranded graph consists of a product over Kronecker deltas identifying the
external momentum vector components through the strands, multiplied by the product
over internal propagators of the graph, which depend on the momenta associated to the
strands that pass through them, summed over the momenta associated to internal (looped)
strands. For example, for the Feynman graph in Fig. 8 the amplitude reads
φ(ΓFig. 8) := λ6;1λ6;2 δk1q1δk2l2δk3l3δk4l4δl1m1δm2n2δm3n3δm4n4δn1p1δp2q2δp3q3δp4q4
×
∑
r2,r3,
r4∈Z
(
1
k21+r
2
2+r
2
3+r
2
4+m
2
)∑
s4∈Z
(
1
l21+p
2
2+p
2
3+s
2
4+m
2
)(
1
k21+p
2
2+p
2
3+s
2
4+m
2
)
,(28)
where ~k,~l, ~m,~n, ~p, ~q ∈ Z4 are the momenta associated to the external edges and ri (i =
2, 3, 4) and s4 are the momentum vector components associated to the internal strands.
We observe that for large absolute values of the internal momenta r2, r3, r4, s4 the sums
behave asymptotically as
φ(ΓFig. 8) ∝
∑
r2,r3,
r4∈Z
1
r22 + r
2
3 + r
2
4
∑
s4∈Z
1
s44
≈
∫
R3
d3r
r2
∫
R
ds
s4
∝ Λ× Λ−3 = Λ−2 , (29)
where Λ is a cut-off on the momentum summation. Here, the first factor leading to a linear
divergence in the limit Λ→∞ corresponds to the three strand loops in the upper left part
of the graph and the second convergent factor corresponds to the single strand loop in
the middle. Although the first factor leads to a subdivergence, the superficial divergence
degree of the total graph ΓFig. 8 is −2, and therefore the graph is superficially convergent.
Similarly, the Feynman amplitude for the graph in Fig. 10 reads
φ(ΓFig. 10) := λ6;1λ6;2 δk1l1δk2l2δk3l3δk4l4δm1n1δm2n2δm3n3δm4q4δn4p4δp1q1δp2q2δp3q3
×
∑
r2,r3,
r4∈Z
(
1
k21+r
2
2+r
2
3+r
2
4+m
2
)(
1
l21+p
2
2+p
2
3+m
2
4+m
2
)(
1
k21+p
2
2+p
2
3+m
2
4+m
2
)
, (30)
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⇔ V 12346;1
V 23416;2
Figure 10: An example of the correspondence between stranded and non-stranded repre-
sentation of a Feynman graph of the BGR model.
with the same notation for the momenta as in Fig. 8. The difference to the previous is that
now there are only three internal strands corresponding to ri, i = 2, 3, 4. The superficial
divergence degree of this graph is −3 despite the subdivergence, since the propagators
contribute negatively to the power counting. In the following we state the power counting
more explicitly.
The Feynman amplitude of any other BGR tensor graph may be computed in an anal-
ogous way. We leave as an exercise to the interested reader the calculation of amplitudes
for the rest of the graphs of this section.
We may also draw the Feynman graphs as ordinary graphs, but then the combinatorics
of the internal structure must be taken into account by additional labeling of vertices. We
have illustrated the correspondence between the ordinary and the stranded representation
of Feynman graphs of the BGR model in Fig. 10. The vertices are labeled, for example, as
V 12346;1 , where the lower index indicates the vertex type and the upper indices indicate the
permutation of field variables. Since the vertex is not symmetric under permutations of
edges, the edges meeting at a vertex must be distinguished. This can be accomplished, for
example, by placing the vertex label between the first and the last edge, where the edges
are ordered in a right-handed orientation around the vertex with respect to the normal
pointing upwards from the surface, on which the graph is drawn.
Let us give the following definition:
Definition 3.1. A face of a stranded Feynman graph is a strand that forms a loop.
Note that a face of a stranded graph is dual to the corresponding triangle of the
tetrahedra of the four-dimensional triangulation.
The integrations over face momenta may give rise to divergencies, as we have already
observed. In order for a strand to form a loop, the non-stranded representation must
clearly have a loop as well. However, a loop in the non-stranded representation does not
imply the existence of a face as can be seen, e.g., in Fig. 11. Moreover, a face may extend
around several loops of the non-stranded graph, as in Fig. 12. Therefore, the faces can
be highly non-local objects on the graph. Fortunately, the power counting restricts the
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⇔ V 12346;1
V 23416;2
Figure 11: An example of a graph without a face but with a loop in the non-stranded
representation.
⇔ V 12346;1
V 23416;2
Figure 12: An example of a graph with faces, which extend around several loops of the
non-stranded representation.
non-locality of divergent faces significantly, as we will see in the following. Notice also that
faces cannot extend over bridges of the non-stranded Feynman graph, since due to the
coloring a single strand can pass the same propagator only once. Therefore, 1PI Feynman
graphs are still sufficient to resolve the divergence structure of Feynman amplitudes of the
BGR model.
One has:
Lemma 3.1 ([1], Lemma 2). A superficial divergence degree for the BGR model is given
by ω(Γ) = FΓ − 2PΓ, where FΓ and PΓ are the numbers of faces and propagators in Γ,
respectively.
Thus, we see that not all faces lead to divergencies, but there is a balance between the
number of propagators and the number of strands. It was further proved that the superficial
divergence degree ω for connected graphs, where V4;2 is considered disconnected, can be
written in terms of the combinatorial and topological structure of the stranded Feynman
graphs as follows.
Definition 3.2 ([1], Definition 1). Let Γ be a Feynman graph of the BGR model. Then
• the colored extension Γcol of Γ is the corresponding unique stranded graph obtained
by replacing the vertices of Γ with the corresponding graphs of the simplicial colored
model from Fig. 6 and Fig. 7.
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• a jacket J of Γcol is a ribbon graph obtained from Γcol by removing a subset of the
strands. Specifically, a jacket J is determined by a permutation (0abcd) of colors (up
to cyclic permutations), and the strands that are included in J are the ones that con-
nect the tetrahedra of colors (0a), (ab), (bc), (cd), (d0), where a, b, c, d ∈ {R,G,B, Y }
are all different. Here, we have chosen 0 to represent the grey color, while the other
colors are labeled by their initials.
• the pinched jacket J˜ is the vacuum ribbon graph obtained from the jacket J by
closing all external ribbon edges of J . (See Fig. 13 for an example.)
• the boundary graph ∂Γ of Γ is the 3-dimensional tensor graph, which corresponds to
the boundary of Γ. It is obtained by first removing all internal faces of Γ, closing the
external edges by connecting their strands to a vertex per external edge, replacing
the strands by bundles of three strands, and finally replacing the vertices of external
edges by tensorial simplicial vertices. (See Fig. 14 for an example.)
• the boundary jacket J∂ is a jacket of the boundary graph ∂Γ.
(See [1] and references therein for further details.) Ben Geloun and Rivasseau proved the
following result:
Theorem 3.1. The superficial divergence degree ωBGR of a connected Feynman graph Γ
can be written as
ωBGR(Γ) = −
1
3
[∑
J
gJ˜ −
∑
J∂
gJ∂
]
− (C∂ − 1)− V4 − 2V
′′
2 −
1
2
(Next − 6) , (31)
where gJ denotes the genus of the ribbon graph J , C∂ is the number of disconnected com-
ponents of ∂Γ, V4 is the number of vertices of type V4;1, V
′′
2 /2 is the number of vertices of
type V4;2, and Next is the number of external edges of Γ.
Moreover, they classified all superficially divergent Feynman graphs in Table 1, which
is the departure point for our subsequent analysis.
Notice that all superficially divergent graphs have a combinatorial structure that cor-
responds to one of the vertices of the original model, which facilitates perturbative renor-
malizability. Ben Geloun and Rivasseau [1] showed that the BGR model is perturbatively
renormalizable.
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⇔J˜(0GRY B)
7→
Figure 13: An example of a pinched jacket.
21
∼=
∂
7→
∼=
Figure 14: An example of a boundary graph.
class Next V4
∑
J∂
gJ∂ C∂ − 1
∑
J˜ gJ˜ ωBGR Res
61 6 0 0 0 0 0 V6;i
41 4 0 0 0 0 1 V
∗
4;1
42 4 1 0 0 0 0 V4;1
43 4 0 0 1 0 0 V4;2
21 2 0 0 0 0 2 V2;1
22 2 1 0 0 0 1 V2;2
23 2 2 0 0 0 0 V2;3
24 2 0 0 0 6 0 V2;3
Table 1: Classification and residues of superficially divergent Feynman graphs of the BGR
model.
4 Hopf algebraic description of the combinatorics of
the renormalizability of the BGR model
The formal definitions for local QFT models from Subsection 2.2 apply also to the case of
the BGR model with four important exceptions:
(i) The constraints on the external parameters of a Feynman graph Γ are not a simple
momentum conservation anymore, but a combinatorial identification of variables repre-
sented by the stranded structure of the Feynman diagrams. Let us give the following
definition:
Definition 4.1. A Feynman graph Γ of a QFT model is equipped with a set of external
constraints {cΓk(~pi) = 0} on the external momenta. We denote the space of the external
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momenta of Γ by PΓ ≡ {(~pi) ∈ ×iP
i
Γ : c
Γ
k(~pi) = 0}, where ~pi ∈ Pi. The Feynman amplitudes
are then generalized functions on PΓ, as before.
Remark 4.1. Notice that this generalizes the case of local QFT, where the external con-
straints impose the momentum conservation. In contrast, in tensor field theories the inter-
actions are combinatorially non-local in the sense that the boundary variables are identified
according to tensorial invariance. Thus, the notion of tensorial invariance in TFT substi-
tutes for the notion of locality in local QFT. A gluing of tensor invariant graphs always
yields another tensor invariant graph.
Accordingly, we also need to generalize the notion of residue for tensorial Feynman
graphs.
Definition 4.2. A residue Res(Γ) of a tensorial Feynman graph Γ ∈ G1PI of the BGR
model is the graph obtained, in the non-stranded representation, by shrinking all internal
lines of Γ to a point, and retaining the external constraints and structure of the graph.
In the stranded representation this corresponds to the removal of all internal faces and
internal propagators of Γ.
(ii) There are vertices of valence four and six. By inserting a self-loop into a 6-valent
vertex V6;1, we obtain a self-loop Feynman graph with four external edges and divergence
degree 1. This compels us to introduce a new 4-valent counter-term vertex V ∗4;1 that has
the same structure as V4;1 but a linear counter-term attached. This may be illustrated as
in Fig. 15.
(iii) Similarly, arising from the contraction of superficially divergent subgraphs with
two external edges, we introduce 2-valent counter-term vertices V2;1, V2;2 and V2;3 with
a quadratic, linear and logarithmic counter-term attached, respectively. This is very dif-
ferent, for example, from the φ4-model, for which we only have quadratically divergent
2-point functions. See Fig. 16 for illustration. Of the 2-valent counter-term vertices, only
the one with a quadratic divergence can be replaced with the original propagator, since
only in this case the divergence degree of the graph is preserved.
Let us make here a few more remarks on the renormalizability of the BGR model.
When one does the Taylor development of the two-point function (see Lemmas 11 and
12 of [1] for the respective analytical details), the subleading divergence of the first graph
in Fig. 16 is logarithmical and renormalizes the wave function. Note that there is no
linear subleading divergence. Analogously to the “usual” λφ4 model (see Section 2), there
is no distinction between these two counterterms (quadratic, mass and logarithmic, wave
function) at the level of the graph drawing, but this is given by the external structure.
Moreover, there are no subleading divergencies for the rest of the graphs of Fig. 16.
Remark 4.2. Note that a given two-point graph cannot have several counterterms of type 0,
1 and 2 (see again Fig. 16), since one can identify to which line of the Table 1 the respective
tensor graph belongs (thanks to the numbers V4, V
′′
2 and to the graph topology). If the
23
Res
7→
1
Figure 15: Illustration of the linear 4-valent counter-term vertex.
2
Res
7→ ≈
1
Res
7→
0
0
Res
7→
Res
7→
21 :
22 :
23 :
24 :
Figure 16: Some examples of the 2-valent counter-term as residues of 2-point functions
from the classes 21, 22, 23 and 24, in the respective order. Only the quadratic counter-term
vertex may be inserted into a propagator, since this conserves the divergence degree.
24
graph belongs to the line 21 then it has a counterterm of type 2 (which means a quadratic
counterterm of mass type and a logarithmic counterterm of wave function-type, see above),
if it belongs to the line 22 then it has a counterterm of type 1 and so on.
(iv) The superficial divergence degree does not only depend on the external data of a
Feynman graph, such as the number of external edges, but also some internal combinatorial
and topological information, in particular, the number of 4-valent vertices and the sum
over the genera of pinched jackets. Of these, the first one is easy enough to understand,
but to have a control over the second one requires a bit more work. To this aim, we prove
the following:
Lemma 4.1. Let Γ ∈ G, γ ∈ Gsd be Feynman graphs of the BGR model such that γ ⊆ Γ.
We have for the sum over the genera of pinched jackets the relation∑
J
gJ˜(Γ) =
∑
J
gJ˜(γ) +
∑
J
gJ˜(Γ/γ) . (32)
Proof. First note that the genus for a single pinched jacket may be expressed via the Euler
characteristic formula as gJ˜ = −
1
2
(FJ˜ − LJ˜ + VJ˜ − 2CJ˜), where FJ˜ , LJ˜ , VJ˜ and CJ˜ are the
numbers of faces, lines, vertices and connected components of J˜ . (For a disconnected jacket
we define the genus to be given by the sum over the genera of its connected components.)
One may further write FJ˜ = FJ˜ ,ext + FJ˜ ,int, where FJ˜ ,ext is the number of faces formed by
pinching the external edges of J , and FJ˜ ,int is the number of (internal) faces of J . Now,
one may easily verify that each of FJ˜ ,int, LJ˜ and VJ˜ separately satisfies the relation
Q(Γ)−Q(γ) = Q(Γ/γ)−Q(Res(γ)) (33)
with respect to the contraction of subgraphs γ ∈ Gsd as defined for Feynman graphs of the
BGR model. (Notice, in particular, that in general FJ˜ ,int(Res(γ)) 6= 0, LJ˜(Res(γ)) 6= 0 and
VJ˜(Res(γ)) 6= 0, since the vertices of the BGR model correspond to extended subgraphs
in the colored extension of the Feynman graphs, from which the jackets are derived.) For
example, it is clear that both sides of
Q(Γ)−Q(Γ/γ) = Q(γ)−Q(Res(γ)) (34)
represent the number of internal faces, lines or vertices, which are removed from J˜ by
contracting γ ⊆ Γ, since by definition the subgraph contraction operation replaces γ by
Res(γ) inside Γ, which does not affect the numbers of internal faces, lines or vertices that
do not belong in γ. (Notice that some of the internal faces of Γ not internal to γ may still
pass through γ, but are not affected by the contraction of γ.) Accordingly, we have
Q(Γ)−Q(Res(γ)) = Q(γ)−Q(Res(γ)) +Q(Γ/γ)−Q(Res(γ)) , (35)
so G(Γ) := Q(Γ) − Q(Res(γ)) gives a grading of jackets with respect to the contraction
of γ in the sense that G(Γ) = G(γ) + G(Γ/γ). Moreover, if we have a set of gradings Gi,
then it is easy to verify that
∑
i(−1)
niGi is also a grading for any choice of ni ∈ {0, 1}.
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Now, note that we may write
gJ˜(Γ) +
1
2
(
FJ˜ ,ext(Γ) + FJ˜(Res(γ))− LJ˜(Res(γ)) + VJ˜(Res(γ))− 2CJ˜(Res(γ))
)
= −
1
2
(
(FJ˜ ,int(Γ)− FJ˜ ,int(Res(γ)))− (LJ˜(Γ)− LJ˜(Res(γ))) + (VJ˜(Γ)− VJ˜(Res(γ)))
)
.
(36)
Thus, we find that gJ˜(Γ) +
1
2
FJ˜ ,ext(Γ) +XJ˜(Res(γ)) is a grading with respect to the con-
traction of γ, where we denoted
XJ˜(Res(γ)) :=
1
2
(
FJ˜ ,int(Res(γ))− LJ˜(Res(γ)) + VJ˜(Res(γ))− 2CJ˜(Res(γ))
)
. (37)
Accordingly, we find that, as a sum of gradings,∑
J
gJ˜(Γ) +
1
2
∑
J
FJ˜ ,ext(Γ) +
∑
J
XJ˜(Res(γ)) (38)
is also a grading with respect to the contraction of γ. Let us denote X(Res(γ)) :=∑
J XJ˜(Res(γ)). Moreover,
∑
J FJ˜ ,ext(Γ) = 2F∂Γ, the number of faces of the boundary
∂Γ of Γ. Then, due to the grading property, one has:∑
J
gJ˜(Γ) + F∂Γ =
∑
J
gJ˜(γ) + F∂γ +
∑
J
gJ˜(Γ/γ) + F∂(Γ/γ) +X(Res(γ)) . (39)
We may further simplify by noting that F∂Γ = F∂(Γ/γ), since a subgraph contraction does
not affect the boundary, so we may write∑
J
gJ˜(Γ) =
∑
J
gJ˜(γ) +
∑
J
gJ˜(Γ/γ) + F∂γ(Res(γ)) +X(Res(γ)) . (40)
But now
F∂γ(Res(γ)) +X(Res(γ)) =
1
2
∑
J
(
FJ˜(Res(γ))− LJ˜(Res(γ)) + VJ˜(Res(γ))− 2CJ˜(Res(γ))
)
= −
∑
J
gJ˜(Res(γ)) , (41)
so we finally obtain∑
J
gJ˜(Γ) =
∑
J
gJ˜(γ) +
∑
J
gJ˜(Γ/γ)−
∑
J
gJ˜(Res(γ)) . (42)
One may then explicitly check that all the genera of pinched jackets vanish for different
choices of Res(γ) for γ ∈ Gsd using the Euler character formula for gJ˜ . For example,
for Res(γ) = V6;1, one has VJ˜(V6;1) = 6, LJ˜(V6;1) = 12 and CJ˜(V6;1) = 1 for all J , so
gJ˜ = −
1
2
(FJ˜(V6;1) − 8). One must then count the number of faces for each jacket, which
gives FJ˜(V6;1) = 8 for all J , so gJ˜(V6;1) = 0 for all J . Similar calculations may be done
for the other possible residues of superficially divergent graphs, which results in the above
statement.
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∆′
7→ ⊗
1
2 ⊗+
⊗+ ⊗+
⊗+ 2
⊗+
1
1 1
1
Figure 17: An example of the coproduct ∆(Γ) ≡ Γ⊗ 1+ 1⊗ Γ +∆′(Γ).
With the above generalizations of the usual Connes-Kreimer framework, and the power-
counting for the model given in Table 1, we are then ready to define the Hopf algebra of
BGR model Feynman graphs in the same fashion as above for local QFT. In particular,
we define the coproduct for the 1PI Feynman graphs Γ ∈ G1PI as
∆(Γ) = Γ⊗ 1+ 1⊗ Γ +
∑
γ∈∪Gω
sd
γ(Γ
γ ⊗ Γ/γ . (43)
where the subgraph contraction is defined as in Definition 2.8. Recall that the summation
runs over the set ∪Gωsd of all disconnected unions of superficially divergent 1PI subgraphs.
(See Fig. 17 for an example.)
One has:
Lemma 4.2. The set of superficially divergent Feynman diagrams of the BGR model is
closed under the operations of subgraph contraction and insertion.
Proof. Let us first consider the subgraph contraction on a class-by-class basis. Notice that
a subgraph contraction does not affect the boundary of a graph, and therefore we need not
consider the boundary properties. Accordingly, the contractions of subgraphs of a certain
class give the following:
61: Contracting a subgraph in 61, 41, 43, 21 gives a graph in 61. Other classes are not
possible, since 61 does not contain 4-valent vertices, and the genuses of its pinched
jackets are zero.
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row/col 61 41 42 43 21 22 23 24
61 61 61 0 61 61 0 0 0
41 41 41 0 41 41 0 0 0
42 42 42 42 42 42 41 0 0
43 43 43 0 43 43 0 0 0
21 21 21 0 21 21 0 0 0
22 22 22 22 22 22 21 0 0
23 23 23 23 23 23 22 21 0
24 24 24 0 24 24 0 0 21
Table 2: Various possibilities of contractions of superficially divergent Feynman graphs of
the BGR model.
41: Contracting a subgraph in 61, 41, 43, 21 gives a graph in 41. Other classes are not
possible for the same reasons as above.
42: Contracting a subgraph in 61, 41, 42, 43, 21 gives a graph in 42. Contracting a subgraph
in 22 gives a graph in 41. Other subgraph classes are not possible.
43: Contracting a subgraph in 61, 41, 43, 21 gives a graph in 43. Other subgraph classes
are not possible.
21: Contracting a subgraph in 61, 41, 43, 21 gives a graph in 21. Other subgraph classes
are not possible.
22: Contracting a subgraph in 61, 41, 42, 43, 21 gives a graph in 22. Contracting a subgraph
in 22 gives a graph in 21. Other subgraph classes are not possible.
23: Contracting a subgraph in 61, 41, 42, 43, 21 gives a graph in 23. Contracting a subgraph
in 22 gives a graph in 22. Contracting a subgraph in 23 gives a graph in 21. Other
subgraph classes are not possible.
24: Contracting a subgraph in 61, 41, 43, 21 gives a graph in 24. Contracting a subgraph
in 24 gives a graph in 21. Other subgraph classes are not possible.
We may condense the above analysis into Table 2. We have marked a vanishing entry in
the Table if a graph from the column class cannot be a subgraph of a graph from the row
class.
Similarly, we have to consider the insertions of superficially divergent graphs into other
superficially divergent graphs, as defined in Definition 2.9. If we consider insertions into
the original Feynman graphs of the model, which do not contain counter-term vertices, we
must note the following: First, we may insert into the vertices only graphs, whose residue
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is equal to that vertex. Moreover, into bare propagators we may only insert superficially
divergent graphs with two external edges from the class 21, since these have divergence
degree 2, which is needed in order to conserve the divergence degree of the graph under
insertions. The other superficially divergent graphs with Next = 2 can only be inserted into
the corresponding counter-term vertices, which are not a part of the original bare model.
With these restrictions in mind, we provide the following analysis of the insertions into the
graphs of the model:
61: Inserting a graph from the class 61, 43, 21 yields a graph in the class 61. Insertion of
a graph in 42 is not possible, since 61 does not contain V4;1 vertices.
41: Inserting a graph from the class 61, 43, 21 yields a graph in the class 41. Insertion of
a graph in 42 is not possible, since 41 does not contain V4;1 vertices.
42: Inserting a graph from the class 61, 42, 43, 21 yields a graph in the class 42.
43: Inserting a graph from the class 61, 43, 21 yields a graph in the class 43. Insertion of
a graph in 42 is not possible, since 43 does not contain V4;1 vertices.
21: Inserting a graph from the class 61, 43, 21 yields a graph in the class 21. Insertion of
a graph in 42 is not possible, since 21 does not contain V4;1 vertices.
22: Inserting a graph from the class 61, 42, 43, 21 yields a graph in the class 22.
23: Inserting a graph from the class 61, 42, 43, 21 yields a graph in the class 23.
24: Inserting a graph from the class 61, 43, 21 yields a graph in the class 24. Insertion of
a graph in 42 is not possible, since 24 does not contain V4;1 vertices.
Accordingly, all the allowed insertions lead to superficially divergent graphs, and the claim
follows.
Given the above Lemma, we may now follow along the lines of the coassociativity proof
for the coproduct in [9].
Lemma 4.3. The coproduct defined in Equation (43) is coassociative, if the set of super-
ficially divergent Feynman diagrams is closed under the operations of subgraph contraction
and insertion.
Proof. First, by a simple calculation we find that
(∆⊗ idH) ◦∆− (idH ⊗∆) ◦∆ = (∆
′ ⊗ idH) ◦∆
′ − (idH ⊗∆
′) ◦∆′ (44)
for ∆(Γ) ≡ Γ⊗ 1 + 1⊗ Γ +∆′(Γ), and therefore
(∆⊗ idH) ◦∆ = (idH ⊗∆) ◦∆ ⇔ (∆
′ ⊗ idH) ◦∆
′ = (idH ⊗∆
′) ◦∆′ . (45)
29
Moreover, it is enough to show the coassociativity property for 1PI Feynman graphs,
which are the generators of H, since ∆′ is an algebra homomorphism, i.e., ∆(Γ ∪ Γ′) =
∆(Γ) ∪∆(Γ′), which is also easy to verify by a direct calculation. Now, on the one hand
we have
(∆′ ⊗ idH) ◦∆
′Γ =
∑
γ∈∪Gω
sd
γ(Γ
∆′γ ⊗ Γ/γ =
∑
γ∈∪Gω
sd
γ(Γ
∑
γ′∈∪Gω
sd
γ′(γ
γ′ ⊗ γ/γ′ ⊗ Γ/γ . (46)
On the other hand we have
(idH ⊗∆
′) ◦∆′Γ =
∑
γ′∈∪Gω
sd
γ′(Γ
γ′ ⊗∆′(Γ/γ′) =
∑
γ′∈∪Gω
sd
γ′(Γ
∑
γ′′∈∪Gω
sd
γ′′(Γ/γ′
γ′ ⊗ γ′′ ⊗ (Γ/γ′)/γ′′ . (47)
For the coassociativity property, we must show that these are equal for all algebra gen-
erators Γ ∈ G1PI. Notice first that in the first sum we may change the order of the two
summations as
(∆′ ⊗ idH) ◦∆
′Γ =
∑
γ′∈∪Gω
sd
γ′(Γ
∑
γ∈∪Gω
sd
γ′(γ⊆Γ
γ′ ⊗ γ/γ′ ⊗ Γ/γ . (48)
It is therefore enough to show that for a fixed γ′, we have∑
γ∈∪Gω
sd
γ′(γ(Γ
γ/γ′ ⊗ Γ/γ =
∑
γ′′∪∈Gω
sd
γ′′(Γ/γ′
γ′′ ⊗ (Γ/γ′)/γ′′ . (49)
These two expressions coincide, if we can set γ′′ = γ/γ′ in the summation for all γ, γ′, γ′′ ∈
∪Gωsd such that γ
′ ( γ ( Γ and γ′′ ( Γ/γ′, since then we have (Γ/γ′)/γ′′ = (Γ/γ′)/(γ/γ′) =
Γ/γ. This amounts to two requirements:
1. Closure of Gωsd under contraction: γ/γ
′ ∈ Gωsd for all γ, γ
′ ∈ Gωsd such that γ
′ ( γ, so
that we can find γ′′ = γ/γ′ ( Γ/γ′ in ∪Gωsd.
2. Closure of Gωsd under insertion: For all γ
′, γ′′ ∈ Gωsd we have γ
′ ◦v γ
′′ ∈ Gωsd for any
allowed insertion, so that we can find γ = γ′ ◦v γ
′′ ( Γ in ∪Gωsd.
As we have assumed these properties to hold, we conclude the proof.
Our main theorem then follows:
Theorem 4.1. Let HBGR be the unital associative algebra freely generated by the 1PI
Feynman graphs of the Ben Geloun-Rivasseau TGFT model. Then (HBGR, u,m, ǫ,∆, S) is
a Hopf algebra, where
• The unit u : C→HBGR is given by u(1) = 1, where 1 is the empty graph.
• The product m : HBGR⊗HBGR →HBGR is given by the the disjoint union of graphs.
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• The counit ǫ : HBGR → C is given by ǫ(1) = 1 and ǫ(Γ) = 0 for Γ 6= 1.
• The coproduct ∆ : HBGR → HBGR ⊗HBGR is given by
∆(Γ) = Γ⊗ 1+ 1⊗ Γ +
∑
γ∈∪Gω
sd
γ(Γ
γ ⊗ Γ/γ . (50)
which is extended to the whole of HBGR as an algebra homomorphism.
• The antipode S : HBGR → HBGR is given by the recursive formula
S(Γ) = −Γ−
∑
γ∈Gω
sd
γ(Γ
S(γ)Γ/γ (51)
with S(1) = 1.
Proof. We have shown above that the coproduct is coassociative. All the other Hopf
algebra properties follow easily. In particular, we note that (HBGR, u,m, ǫ,∆) is a graded
connected bialgebra, graded by the number of internal edges. Therefore, the antipode
follows from Formula (13).
The 6-point function Feynman amplitude (without two- or four-point sub-divergencies)
of the Ben Geloun-Rivasseau model can then by formally identified to the general formula
given in Theorem 2.2
φR(Γ) = S
φ
R(φ(Γ)) ⋆ φ(Γ) , (52)
where
SφR(φ(Γ)) = −R[φ(Γ)]−R

∑
γ(Γ
γ∈Gω
sd
SφR(φ(γ))φ(Γ/γ)

 , (53)
is given through recursion. If one uses a dimensional regularization scheme, then the
formula above can then be identified to the renormalized Feynman amplitude of any graph
(recall however that in the original [1] paper, the position space multi-scale analysis Taylor
expansion was used to prove renormalizability).
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