Abstract. In this paper, we show that for every abelian subgroup H of a Garside group, some conjugate g −1 Hg consists of ultra summit elements and the centralizer of H is a finite index subgroup of the normalizer of H. Combining with the results on translation numbers in Garside groups, we obtain an easy proof of the algebraic flat torus theorem for Garside groups and solve several algorithmic problems concerning abelian subgroups of Garside groups.
Introduction
For mapping class groups and Artin groups of finite types, there are several results on properties of abelian subgroups. For mapping class groups of surfaces with negative Euler characteristic, Birman, Lubotzky and McCarthy [BLM83] computed the maximal rank of an abelian subgroup. McCarthy [McC82] showed that every abelian subgroup containing a pseudo-Anosov mapping class is generated by two elements, a pseudo-Anosov and a periodic mapping class. This result plays an important role in the recent work of Birman, Gebhardt and González-Meneses [BGG06] on the conjugacy problem that every pseudo-Anosov braid has a (uniformly bounded) small power whose ultra summit set consists of rigid elements. Recently, Hamemstädt [Ham05] and Behrstock and Minsky [BM05] solved Brock-Farb's Rank Conjecture that the maximal rank of a quasi-flat is the same as the maximal rank of an abelian subgroup. For Artin groups of finite type, Charney and Peifer [CP03] showed that the maximal rank of an abelian subgroup is equal to the number of vertices in its Coxeter graph.
However, relatively few things are known for abelian subgroups of Garside groups, a lattice theoretic generalization of braid groups and Artin groups of finite type. The following are what we have found in literature.
• Every abelian subgroup of a Garside group is torsion-free and finitely generated.
Every Garside group is torsion-free by Dehornoy [Deh98] . Charney, Meier and Whittlesey [CMW04] showed that every Garside group has finite virtual cohomological dimension, hence every abelian subgroup of a Garside group is finitely generated.
• The algebraic flat torus theorem holds for Garside groups. In [AB95] , Alonso and Bridson proved the algebraic flat torus theorem for semihyperbolic groups: if G is a semihyperbolic group and A is a finitely-generated abelian group, then every monomorphism φ : A → G is a quasi-isometric embedding. Semihyperbolic groups are groups that admit a quasi-geodesic bicombing. It is known that Garside groups are biautomatic [DP99, Deh02] and biautomatic groups are semihyperbolic [AB95, BH99] .
In this paper, we are interested in abelian subgroups of Garside groups. For Garside groups, there are well-established theories on solving the conjugacy problem, which involve computing super summit sets or ultra summit sets. Intuitively, the super summit set of an element is the set of all conjugates that have the shortest normal form in the conjugacy class, and the ultra summit set is a subset of the super summit set whose elements are contained in closed orbits under cycling.
We first show the following.
Theorem A (Theorem 3.4 (i)) Let G be a Garside group and H an abelian subgroup of G.
Then there exists an element g ∈ G such that g −1 Hg consists of ultra summit elements.
In particular, the group g −1 Hg consists of super summit elements, hence each element has the shortest normal form in the conjugacy class. This result yields Proposition 3.5 that for each abelian subgroup H of G, the centralizer Z G (H) is a finite index subgroup of the normalizer N G (H).
Using Theorem A together with the results on translation numbers in Garside groups, we get an easy proof of the algebraic flat torus theorem for Garside groups.
Theorem B (Theorem 5.4) If G is a Garside group and A is a finitely-generated abelian group, then every monomorphism φ : A → G is a quasi-isometric embedding.
Furthermore, if H is cyclic, then g −1 Hg is (1, 2)-quasi-isometric to the real line for some element g ∈ G (see Proposition 6.4).
Lastly, we show that the following algorithmic problems for abelian subgroups are solvable for Garside groups. In the statement, a subset of an abelian group is said to be linearly independent if the identity cannot be expressed as a non-trivial integer linear combination of elements in the set, and it is called a basis if it forms a linearly independent set of generators.
Theorem C (Lemma 7.2-7.6) Let G be a Garside group.
(i) (Basis problem for abelian subgroups) There is a finite-time algorithm that, given a collection h 1 , . . . , h n of mutually commuting elements of G, finds a basis of the subgroup generated by h 1 , . . . , h n .
(ii) (Membership problem for abelian subgroups) There is a finite-time algorithm that, given an element g of G and a finite collection h 1 , . . . , h n of mutually commuting elements of G, decides whether g belongs to the subgroup generated by h 1 , . . . , h n . (iii) (Conjugacy membership problem for abelian subgroups) There is a finite-time algorithm that, given an element g of G and a finite collection h 1 , . . . , h n of mutually commuting elements of G, decides whether g is conjugate to an element of the subgroup generated by h 1 , . . . , h n . (iv) (Equality problem for abelian subgroups) There is a finite-time algorithm that, given two finite collections {h 1 , . . . , h n } and {h ′ 1 , . . . , h ′ m } of mutually commuting elements of G, decides whether they generate the same subgroup. (v) (Conjugacy problem for abelian subgroups) There is a finite-time algorithm that, given two finite collections {h 1 , . . . , h n } and {h ′ 1 , . . . , h ′ m } of mutually commuting elements of G, decides whether they generate conjugate subgroups.
We note that a simpler version of Theorem A restricted to cyclic subgroups was presented in our earlier preprint titled 'Stable super summit sets in Garside groups'. Shortly after our posting, Birman informed that she together with Gebhardt and González-Meneses independently had obtained the same result (precisely, stable ultra summit sets in Garside groups are nonempty), and soon posted the preprint [BGG06] . We learned from their proof that the convexity theorem can simplify some arguments in our old preprint. We also use this theorem in the proof of Theorem A.
Garside groups
We start with a brief review of Garside groups. See [Gar69, Thu92, BKL98, DP99, Deh02, FG03, Geb05] for details.
2.1. Garside monoids and groups. Let M be a monoid. Let atoms be the elements a ∈ M \ {1} such that a = bc implies either b = 1 or c = 1. For a ∈ M , let |a| max be the supremum of the lengths of all expressions of a in terms of atoms. The monoid M is said to be atomic if it is generated by its atoms and |a| max < ∞ for every a ∈ M . In an atomic monoid M , there are partial orders L and R : An element a ∈ M is called a simple element if a L ∆. Let D denote the set of simple elements. Let ∧ L and ∨ L denote the gcd and lcm with respect to L .
Garside monoids satisfy Ore's conditions, and thus embed in their groups of fractions. A Garside group is defined as the group of fractions of a Garside monoid. When M is a Garside monoid and G the group of fractions of M , we identify the elements of M and their images in G and call them positive elements of G. M is called the positive monoid of G, often denoted G + . The partial orders L and R , and thus the lattice structures in the positive monoid G + can be extended to the Garside group G as follows:
Let τ : G → G be the inner automorphism of G defined by τ (g) = ∆ −1 g∆. It is known that τ (G + ) = G + , that is, the positive monoid is invariant under conjugation by ∆.
For g ∈ G, there are integers r s such that ∆ r L g L ∆ s . Hence, the invariants
are well-defined. The canonical length is defined by len(g) = sup(g) − inf(g). For g ∈ G, there is a unique expression
In this case, inf(g) = r and sup(g) = r + k.
2.2.
Conjugacy problem in Garside groups. Let g be an element of a Garside group G with normal form ∆ r s 1 · · · s k . The cycling c(g) and the decycling d(g) of g are defined by
Let [g] denote the conjugacy class of g in G. We define
The super summit set [g] S and the ultra summit set [g] U are defined as follows:
Elements of super summit sets and ultra summit sets are called super summit elements and ultra summit elements, respectively.
Lemma 2.2. Let g be an element of a Garside group. 
The above theorem solves the conjugacy problem in Garside groups. Two elements are conjugate if and only if their super summit sets are the same because super summit sets are non-empty by (i). We can obtain at least one element in the super summit set by Lemma 2.2 (vi), and we can compute the whole super summit set from a single element by (iii).
For an element g of a Garside group G, we define
Theorem 2.3 (ii) and (iii) come from the following theorem, known as the Convexity Theorem, due to Franco and González-Meneses [FG03] for C S (g) and Gebhardt [Geb05] for C U (g). The statement is a little more general than those in their original papers, hence we include a sketchy proof.
Theorem 2.4. For each element g of a Garside group G, both C S (g) and C U (g) are closed under ∧ L , ∨ L and multiplication by ∆ ±1 on the right.
Proof. It is obvious that both C S (g) and C U (g) are closed under multiplication by ∆ ±1 on the right. Franco and González-Meneses [FG03] showed that the set C S (g) ∩ G + is closed under ∧ L , and Gebhardt [Geb05] showed that the set
The original statements require that g is a super summit element and a ultra summit element, respectively, but these conditions can be easily dropped.) Suppose that h 1 , h 2 ∈ C S (g). Choose an integer u such that h 1 ∆ u and h 2 ∆ u are positive elements. Because C S (g) is closed under multiplication by ∆ ±1 on the right, both h 1 ∆ u and
We have shown that C S (g) is closed under ∧ L and ∨ L . The same arguments yield that
Throughout this paper, if not specified, G is always assumed to be a Garside group with a Garside element ∆, the set D of simple elements. In addition, L ∆ denotes the maximal word length |∆| max of the Garside element ∆.
2.3. Translation numbers. For a finitely generated group G and a finite set X of generators for G, the translation number with respect to X of an element g ∈ G is defined by
where | · | X denotes the shortest word length in the alphabet X ∪ X −1 . If there is no confusion about the group G, we simply write t X (g) instead of t G,X (g). The following lemma describes basic properties of translation numbers [GS91] .
Lemma 2.5. Let G be a group and X a finite set of generators for G.
For the translation numbers in Garside groups, the following are known [Lee06, LL06a, LL06b] .
Theorem 2.6. Let G be a Garside group.
(ii) The translation numbers in G are rational of the form p/q for some integers p, q with
There is a finite-time algorithm that, given an element of G, computes its translation number.
Ultra summit property of abelian subgroups
Definition 3.1. Two n-tuples (h 1 , . . . , h n ) and (h ′ 1 , . . . , h ′ n ) of elements in a group G are said to be simultaneously conjugate if there exists an element g of G such that
that g ′ is a ultra summit element and for each i = 1, . . . , n, if h i is a super/ultra summit element, then so is h ′ i . Furthermore, we can find a simultaneous conjugator from (h 1 , . . . , h n , g) to
Suppose h i is a super summit element for some i = 1, . . . , n.
we can show that if h i is a ultra summit element, then so is s −1 h i s.
(ii) It can be proved similarly to (i).
(iii) c k d l (g) belongs to the ultra summit set for some integers k, l 0. By (i) and
Note that the simultaneous conjugator is a product of k + l elements in D ∪ D −1 that can be computed from g. Corollary 3.3. Let g 1 , . . . , g n be mutually commuting elements of G. Then (g 1 , . . . , g n ) is simultaneously conjugate to (g ′ 1 , . . . , g ′ n ) such that each g ′ i is a ultra summit element. Furthermore, we can find a simultaneous conjugator from (g 1 , . . . , g n ) to (g ′ 1 , . . . , g ′ n ) in finite time.
Proof. Assume that g i is a ultra summit element for all i = 1, . . . , k for some 0 k < n. Applying Lemma 3.2, we can conclude that (g 1 , . . . , g k , g k+1 , . . . , g n ) is simultaneously conjugate to (g ′′ 1 , . . . , g ′′ k , g ′′ k+1 , . . . , g ′′ n ) such that g ′′ i is a ultra summit element for all i = 1, . . . , k + 1. Using induction on k, the desired result is obtained. Now, we generalize the notions of C S (·) and C U (·). For a subset T of a Garside group G, define
Theorem 3.4. Let H be an abelian subgroup of a Garside group G. Then the following hold.
(i) There exists an element g ∈ G such that g −1 Hg consists of ultra summit elements. In other words, C U (H) and hence C S (H) are nonempty. (ii) Both C S (H) and C U (H) are closed under ∧ L , ∨ L and multiplication by ∆ ±1 on the right.
Proof. (i) Let h 1 , . . . , h n be a finite set of generators for H. Let {W 1 , W 2 , . . .} be the set of all freely reduced words on {x
. . , h ′ n ) belongs to S m . Therefore S m is nonempty for all m n.
Secondly, we claim that S n is a finite set.
It is obvious from the definition of S m that S n ⊃ S n+1 ⊃ · · · . Because S n is a finite set as observed, m n S m = S m 0 for some m 0 n. Because S m 0 is nonempty, we can take
is a ultra summit element for all i 1, hence g −1 Hg consists of ultra summit elements.
(ii) Since C S (H) = h∈H C S (h) and C U (H) = h∈H C U (h), it is obvious due to Theorem 2.4. We apply the above result to centralizers and normalizers of abelian subgroups. For a subgroup H of a group G, let Z G (H) and N G (H) denote the centralizer and normalizer of H in G, that is, Z G (H) = {g ∈ G : gh = hg for all h ∈ H} and N G (H) = {g ∈ G : g −1 Hg = H}. It is obvious that Z G (H) is a subgroup of N G (H).
Proof. By Theorem 3.4, we may assume that H consists of ultra summit elements. Let h 1 , . . . , h n be a finite set of generators for H. Let
Because
Bestvina [Bes99] 
It looks difficult to generalize the result of Bestvina to normal abelian subgroups of Garside groups, but the first statement can be strengthened as the following proposition. Proof. By Theorem 3.4, g −1 Hg consists of ultra summit elements for some g ∈ G. Because H is normal, g −1 Hg = H. For any element h ∈ H, the conjugacy class [h] is a subset of H because H is a normal subgroup.
Technical lemmas
This section provides two technical lemmas. They are easy to prove, but we include the proof for completeness.
Let R be R or Z. Let V be an R-module. Recall that a function · : V → R is called a seminorm if
• x 0 for all x ∈ V ; • rx = |r| · x for all x ∈ V and r ∈ R; • x + y x + y for all x, y ∈ V .
A seminorm · is called a norm if x = 0 implies x = 0. Let e i denote the ith standard unit vector of R n . Let · ∞ be the norm on R n defined by
The following lemma is a generalization of the well-known approximation |x − p/q| 1/q 2 of a real number x by a rational number p/q. Lemma 4.1. For any x ∈ R n and any positive integer M , there exist a ∈ Z n and a positive integer k M n such that
Proof. For a real number x, let ⌊x⌋ and Frac(x) denote the integral and fractional part of x, that is, ⌊x⌋ is the largest integer less than or equal to x and Frac(x) = x − ⌊x⌋. For an Rvector y = (y 1 , . . . , y n ), let ⌊y⌋ denote the Z-vector (⌊y 1 ⌋, . . . , ⌊y n ⌋), and let Frac(y) = y−⌊y⌋. Divide the n-cube [0, 1] n into M n small n-cubes congruent to [0, 1/M ] n and consider the set {Frac(kx) : k = 0, 1, . . . , M n }.
By the pigeonhole principle, there exist 0 k 1 < k 2 M n such that Frac(k 1 x) and Frac(k 2 x) are contained in the same small n-cube, hence
Let k = k 2 − k 1 and a = ⌊k 2 x⌋ − ⌊k 1 x⌋. Then
It is well-known that any two norms on a finite dimensional R-vector space are equivalent, that is, if · 1 and · 2 are two norms on R n , then there exist positive constants C 1 and C 2 such that (1/C 1 ) x 1 x 2 C 2 x 1 for all x ∈ R n . Usual proofs of this inequality are not constructive, hence they do not give the constants specifically. Because we need to compute the constants in finite time for solving some algorithmic problems, we show the following lemma.
Lemma 4.2. Let · : R n → R be a seminorm. Suppose that there exist positive integers K and L such that
• a 1/L for all a ∈ Z n with 1 a ∞ (2nKL) n ; • e i K for all i = 1, . . . , n.
Let C 1 = (2L) n+1 (nK) n and C 2 = nK. Then for all x ∈ R n ,
In particular · is a norm.
Proof. Let x = x 1 e 1 + · · · + x n e n . For simplicity, we may assume that x ∞ = 1. Then |x i | x ∞ = 1 for all i, and the triangular inequality yields x = x 1 e 1 + · · · + x n e n |x 1 | · e 1 + · · · + |x n | · e n nK = C 2 .
Applying Lemma 4.1 with M = 2nKL, we obtain an integer 1 k M n and a Z-vector a such that
Since a ∞ is an integer, we have 1 a ∞ M n , hence by the assumption a 1 L .
Now, we have proved that 1/C 1 x C 2 for x ∞ = 1.
Quasi-flatness of abelian subgroups
Here, we prove the algebraic flat torus theorem for Garside groups. Note that, in a Garside group, translation numbers of non-identity elements are strictly positive by Theorem 2.6 (iii), hence translation numbers restricted to an abelian subgroup give a norm by Lemma 2.5.
Definition 5.1. Let G be a group with a finite set S of generators for G. For a homomorphism φ : Z n → G, define a seminorm · φ,S : Z n → R by x φ,S = t S (φ(x)) for x ∈ Z n .
Note that if the group G is translation separable (that is, translation numbers of nontorsion elements are strictly positive), then the seminorm · φ,S becomes a norm on Z n if and only if φ is a monomorphism. The following lemma implies that if a homomorphism φ : Z n → G is injective near the origin 0, then φ is a monomorphism.
Lemma 5.2. Let G be a Garside group, and let φ : Z n → G be a homomorphism. Let K = max{ e 1 φ,D , . . . , e n φ,D }. Suppose that φ(a) is not the identity for all a ∈ Z n with 1 a ∞ (2nKL ∆ ) n . Then φ is a monomorphism and
where
is not the identity. Applying Lemma 4.2 with L = L ∆ , we have the desired inequality. Therefore, · φ,D is a norm and φ is a monomorphism. 
We often suppress (λ, ǫ), saying just quasi-isometric embedding. A quasi-isometric embedding f : X → Y is called a quasi-isometry if there exists a constant δ 0 such that each point of Y is contained in the δ-neighborhood of f (X).
If X is an R-or Z-module with a norm · , then we can define a metric on X by setting d(x 1 , x 2 ) = x 1 − x 2 for x 1 , x 2 ∈ X. Abusing notation, (X, · ) denotes both the normed space and the induced metric space (X, d).
The following is the algebraic flat torus theorem that every abelian subgroup of a Garside group is quasi-isometric to Z n for some n.
Theorem 5.4. If G is a Garside group and A is a finitely-generated abelian group, then every monomorphism φ : A → G is a quasi-isometric embedding.
Proof. Because Garside groups are torsion-free and φ is a monomorphism, the finitely-generated abelian group A is also torsion-free. Hence we may assume A = Z n for some integer n.
Let H = φ(A). By Theorem 3.4, there exists g ∈ G such that g −1 Hg consists of ultra summit elements. Let H ′ = g −1 Hg. Since for every h ∈ H
, it is shown that if h is a super summit element, then
by definition of the seminorm · φ,D , hence it is quasi-isometric to (Z n , · ∞ ) by Lemma 5.2.
Stable super summit sets
For an element g of a Garside group G, we define the stable super summit set of g in G as
In other words, every power of an element in the stable super summit set is contained in its super summit set. In this section, we explore elementary properties of stable super summit sets, because stable super summit sets are useful in the study of conjugacy classes in Garside groups [LL06a, LL06b, BGG06] . For an element g ∈ G, define
Applying Theorem 3.4 to infinite cyclic groups, we obtain the following theorem.
Theorem 6.1. Let g be an element of a Garside group G. Then the following hold.
Proof. Let H be the infinite cyclic group generated by g. By Theorem 3.4, there exists x ∈ G such that x −1 Hx consists of ultra summit elements. Therefore x −1 gx belongs to the stable super summit set of g, hence (i) is proved.
(ii) follows from Theorem 3.4 since C St (g) = C S (H).
(iii) and (iv) follow from (ii).
We remark that the above theorem is not sufficient to make a finite-time algorithm for computing stable super summit sets, because we need a finite-time algorithm for testing whether an element h ∈ [g] is contained in the stable super summit set [g] St : a naive algorithm would test whether h n ∈ [g n ] S for all positive integers n. In [LL06b] , it is shown that h ∈ [g] St if and only if h n ∈ [g n ] S for n = 1, . . . , L ∆ , in other words, the tuple (h, h 2 , h 3 , . . . , h L ∆ ) consists of super summit elements. Combining with Corollary 3.3, we obtain a finite-time algorithm for computing stable super summit sets.
It would be quite interesting to see the interplay between the study of stable super summit sets and that of translation numbers in Garside groups. Non-emptiness of stable super summit sets is essential to the study of translation numbers in [LL06a] and of periodically geodesic powers in [LL06b] , from which a finite-time algorithm for computing stable super summit sets comes [LL06b] .
We now estimate inf s and sup s of g n+m in terms of inf s and sup s of g n and g m (in Proposition 6.3) by using the following lemma.
Lemma 6.2. Let h be an element of a Garside group G. For n 1,
Since inf s and sup s are integer-valued, we get the desired inequalities.
Proposition 6.3. Let g be an element of a Garside group G. For m, n 1,
Proof. We prove only (i), because (ii) can be proved similarly. We first show that inf s (g m+n ) inf s (g m ) + inf s (g n ). Substituting g m and g n for h in Lemma 6.
On the other hand, substituting g m+n for h in Lemma 6.2 (i),
The other inequality can be proved similarly. Substituting g m and g n for h in Lemma 6.2 (i),
Substituting g m+n for h in Lemma 6.2 (i),
Therefore,
which contradicts (3). Consequently, inf s (g m+n ) inf s (g m ) + inf s (g n ) + 1.
We close this section with some remarks on stable super summit sets. First, we remark that every infinite cyclic subgroup of a Garside group is (1, ǫ)-quasiisometric to the real line R for some ǫ 0. Let g be an element of a Garside group G and let H be the infinite cyclic group generated by g. If g belongs to its stable super summit set, then by Theorem 2.6 [Lee06, Theorem 7.1]
Therefore, the infinite cyclic group H is (1, 2)-quasi-isometric to the real line R endowed with the norm x = t D (g) · |x| for x ∈ R. If g does not belong to its stable super summit set, then there exists an element x ∈ G such that x −1 gx ∈ [g] St . Since H and x −1 Hx are (1, 2|x| D )-quasi-isometric, H is (1, 2|x| D + 2)-quasi-isometric to R. Hence, we have the following proposition.
Proposition 6.4. Let G be a Garside group and H an infinite cyclic subgroup of G. Then there exists an element g ∈ G such that g −1 Hg is (1, 2)-quasi isometric to the real line. In particular, H is (1, ǫ)-quasi isometric to the real line for some ǫ 0.
Next, we show by an example that (i) the stable super summit set is different from both the super summit set and the ultra summit set; (ii) we cannot obtain an element of the stable super summit set by applying only cyclings and decyclings. Consider the positive 4-braid monoid
This is a Garside monoid with Garside element ∆ = σ 1 σ 2 σ 1 σ 3 σ 2 σ 1 . Let g 1 = σ 1 σ 2 σ 3 , g 2 = σ 3 σ 2 σ 1 , g 3 = σ 1 σ 3 σ 2 and g 4 = σ 2 σ 1 σ 3 . Note that g i 's are simple elements and conjugate to each other. It is easy to see that
Therefore, the stable super summit set of g is different from the super/ultra summit set of g. The normal forms of g 2 i are as follows: g 2 1 = (σ 1 σ 2 σ 3 σ 1 σ 2 )σ 3 ; g 2 2 = (σ 3 σ 2 σ 1 σ 3 σ 2 )σ 1 ; g 2 3 = ∆; g 2 4 = ∆. Therefore, inf(g 2 1 ) = inf(g 2 2 ) = 0 and inf(g 2 3 ) = inf(g 2 4 ) = 1. It is easy to see that
Note that c k (g i ) = d k (g i ) = g i for i = 1, . . . , 4 and all k 1. In particular, we cannot obtain an element of the stable super summit set by applying only cyclings and decyclings to g 1 or g 2 . Figure 1 shows the minimal conjugacy graphs, defined by Franco and González-
7. Solvability of some algorithmic problems
In this section, we prove Theorem C that several decision problems concerning abelian subgroups are solvable for Garside groups. Throughout this section, G denotes a Garside group.
Lemma 7.1 (Integer relation algorithm). There is a finite-time algorithm that, given a collection h 1 , . . . , h n of mutually commuting elements of G, decides whether they are linearly independent, and if not, finds a nontrivial word representing the identity element.
Proof. Let φ : Z n → G be the homomorphism defined by φ(e i ) = h i . Test whether φ(a) is the identity for a ∈ Z n with 1
is not the identity for all such a, then φ is a monomorphism by Lemma 5.2, hence h 1 , . . . , h n are linearly independent. If φ(a) is the identity for some a, then h 1 , . . . , h n are linearly dependent and φ(a) is a nontrivial word with word length n(2nKL ∆ ) n representing the identity.
Lemma 7.2 (Basis problem for abelian subgroups). There is a finite-time algorithm that, given a collection h 1 , . . . , h n of mutually commuting elements of G, finds a basis of the subgroup generated by h 1 , . . . , h n .
Proof. Let H be the abelian subgroup generated by h 1 , . . . , h n . Apply Lemma 7.1. If h 1 , . . . , h n are linearly independent, we are done. Otherwise we obtain a nontrivial word representing the identity element. Let φ : Z n → G be the homomorphism defined by φ(e i ) = h i . Let φ(a) be the identity for some a = 0. Because Garside groups are torsion-free, we may assume that a is primitive, that is, the gcd of the entries of a is 1. Then the standard algorithm using the Hermite normal form (for example, see [Coh93] ) finds n−1 vectors a 1 , . . . , a n−1 such that φ(a 1 ), . . . , φ(a n−1 ) generate H. Continue the above argument to these newly obtained generators. Induction on the number of generators completes the proof.
Lemma 7.3 (Membership problem for abelian subgroups). There is a finite-time algorithm that, given an element g and a finite collection h 1 , . . . , h n of mutually commuting elements of G, decides whether g is contained in the subgroup generated by h 1 , . . . , h n .
Proof. Let H be the subgroup generated by h 1 , . . . , h n . Because the basis problem for abelian subgroups is solvable for Garside groups, we may assume that {h 1 , . . . , h n } forms a basis for H. Let φ : Z n → G be the homomorphism defined by φ(e i ) = h i . Then φ satisfies the hypothesis in Lemma 5.2. Compute the translation number t D (g). If g ∈ H, then φ(a 0 ) = g for some a 0 ∈ Z n . Note that a 0 φ,
where D 1 and D 2 are constants computable from t D (h 1 ), . . . , t D (h n ) and the maximal word length L ∆ of the Garside element ∆. Therefore, to decide whether g belongs to H, it suffices to test whether φ(a) = g for a ∈ Z n with
Because there are only finitely many such a's and the word problem is solvable for Garside groups, we are done.
Lemma 7.4 (Conjugacy membership problem for abelian subgroups). There is a finite-time algorithm that, given an element g and a finite collection h 1 , . . . , h n of mutually commuting elements of G, decides whether g is conjugate to an element in the subgroup generated by h 1 , . . . , h n .
Proof. The same proof as Lemma 7.3 solves the conjugacy membership problem, because the translation number is conjugacy invariant and the conjugacy problem is solvable for Garside groups.
Lemma 7.5 (Equality problem for abelian subgroups). There is a finite-time algorithm that, given two finite collections {h 1 , . . . , h n } and {h ′ 1 , . . . , h ′ m } of mutually commuting elements of G, decides whether they generate the same subgroup. Proof. Let H and H ′ be the abelian subgroups generated by {h 1 , . . . , h n } and {h ′ 1 , . . . , h ′ m }, respectively. Because the membership problem is solvable, we can decide whether h i is contained in H ′ for i = 1, . . . , n. Therefore, we can decide whether H is a subgroup of H ′ . Similarly, we can also decide whether H ′ is a subgroup of H.
In the following lemma, we will use the known fact that, the simultaneous conjugacy problem is solvable for Garside groups, that is, there is a finite-time algorithm that, given two n-tuples (h 1 , . . . , h n ) and (h ′ 1 , . . . , h ′ n ) of elements in a Garside group, decides whether they are simultaneously conjugate, and finds a simultaneous conjugator if so. When each tuple consists of mutually commuting elements, the simultaneous conjugacy problem is solvable by an algorithm similar to that for the ordinary conjugacy problem: we can transform (by Corollay 3.3) each tuple into another tuple which is simultaneously conjugate to the original one and consists of ultra summit elements, and then use the convexity theorem. For general case, see [LL02, Gon05] .
Lemma 7.6 (Conjugacy problem for abelian subgroups). There is a finite-time algorithm that, given two finite collections {h 1 , . . . , h n } and {h ′ 1 , . . . , h ′ m } of mutually commuting elements of G, decides whether they generate conjugate subgroups. Proof. Let H and H ′ be the abelian subgroups generated by {h 1 , . . . , h n } and {h ′ 1 , . . . , h ′ m }, respectively. Since the basis problem is solvable, we may assume that {h 1 , . . . , h n } and {h ′ 1 , . . . , h ′ m } are bases of H and H ′ . If n = m, it is clear that H and H ′ are not conjugate. Therefore, we may assume that n = m.
Let K = max{t D (h 1 ), . . . , t D (h n )}, K ′ = max{t D (h ′ 1 ), . . . , t D (h ′ n )} and D 1 = (2L ∆ ) n+1 (nK) n . Let T = {h Applying Lemma 5.2 to the monomorphism φ : Z n → H ⊂ G defined by φ(e i ) = h i , we can see that if h ∈ H and t D (h) K ′ , then h ∈ T . Since t D (·) is a conjugacy invariant, the subset T contains the union ∪ n i=1 ([h ′ i ] ∩ H) of the sets of conjugates of h ′ i in H. Note that the subgroups H and H ′ are conjugate if and only if there exists an n-tuple (h ′′ i , . . . , h ′′ n ) of elements in H such that (i) (h ′′ i , . . . , h ′′ n ) is simultaneously conjugate to (h ′ 1 , . . . , h ′ n ) and (ii) {h ′′ i , . . . , h ′′ n } forms a basis for H. The n-tuple (h ′′ i , . . . , h ′′ n ) ∈ H n satisfying the property (i) belongs to T n as observed. Since both the simultaneous conjugacy problem and the basis problem are solvable for Garside groups, we can check, for each element (h ′′ 1 , . . . , h ′′ n ) of T n , whether the properties (i) and (ii) hold, in a finite number of steps. Since T n is a finite set, we are done.
