Advances in Geometric Semantic Genetic Programming (GSGP) have shown that this variant of Genetic Programming (GP) reaches be er results than its predecessor for supervised machine learning problems, particularly in the task of symbolic regression. However, by construction, the geometric semantic crossover operator generates individuals that grow exponentially with the number of generations, resulting in solutions with limited use. is paper presents a new method for individual simpli cation named GSGP with Reduced trees (GSGP-Red). GSGP-Red works by expanding the functions generated by the geometric semantic operators. e resulting expanded function is guaranteed to be a linear combination that, in a second step, has its repeated structures and respective coe cients aggregated. Experiments in 12 real-world datasets show that it is not only possible to create smaller and completely equivalent individuals in competitive computational time, but also to reduce the number of nodes composing them by 58 orders of magnitude, on average.
INTRODUCTION
e Geometric Semantic Genetic Programming (GSGP) [15] framework introduces geometric semantic operators to Genetic Programming (GP). ese operators are capable of inducing a semantic e ect through syntactic operations, and allow GSGP to explore a conic semantic tness landscape, which can be e ciently optimized using evolutionary search [13] . GSGP has shown to outperform GP in di erent scenarios, specially in symbolic regression [8, 9, 26] .
However, GSGP su ers from a problem that limits its use in realworld applications. By de nition, the geometric semantic operators generate o spring composed by the complete representation of their parents, plus some additional structures, leading to an exponential growth of the solution size in the number of generations [24] .
is extreme growth leads to excessive usage of memory and computational power, and also results in non-interpretable solutions [24] .
Two di erent approaches have been followed in the literature to deal with the problem of exponential growth of GSGP individuals, although they were not able to e ectively solve the problem. e rst approach simply focuses on making the algorithm more ecient in terms of memory and computational resources [14, 25] . e second proposes new versions of the semantic crossover operators since they are the ones responsible for the excessive growth of the solutions [16, 22] .
Most works based on GSGP follow the rst approach, using an implementation presented by Vanneschi et al. [25] that stores pointers to the trees representing the individuals, instead of keeping the whole individual in memory. is implementation computes the semantics-and tness-of new individuals from the values of their parents [6] . Although the implementation is very fast and reduces the memory needed during the evolution, the individuals are not explicitly built during the search. us, if we want to access the nal individual or if new data is presented a er the training stage, an assembling step is needed to generate the complete individual from the pointers, which still presents an exponential size.
is work presents a new method, called Geometric Semantic Genetic Programming with Reduced trees (GSGP-Red), to solve the problem of excessive growth of GSGP solutions for symbolic regression. GSGP-Red works by expanding the functions generated by the geometric semantic operators. e resulting expanded function is guaranteed to be a linear combination that, in a second step, has its repeated structures and respective coe cients aggregated. ese expansion and aggregation operations ensure that only one copy of each function composing the solution is kept in the simpli ed individual, leading to a massive reduction of the size of the resulting solutions while guaranteeing the exact same results of GSGP.
An experimental analysis comparing the proposed method with GSGP and GP in 12 real-world datasets showed that GSGP-Red is capable of nding solutions equivalent to the ones generated by GSGP while resulting in individuals up to 64 orders of magnitude smaller than those generated by previous GSGP versions, with a practicable additional overhead in computational time. e remainder of this paper is organized as follows. Section 2 introduces the main concepts of GSGP. Section 3 reviews related work, while Section 4 introduces the proposed method. Section 5 reports computational results, and Section 6 draws conclusions and points out direction of future work.
GEOMETRIC SEMANTIC GENETIC PROGRAMMING
Genetic Programming (GP) [11] manipulates individuals during the evolution by applying operators that modify the structure of their trees, i.e., their syntax. Although some restrictions are respected by GP operators-e.g., the arity of the function nodes-they do not consider the behaviour-i.e., the semantics-of the individuals. GSGP [13] , on the other hand, employs operators that act on the syntax of the population with a de ned semantic outcome.
In the context of symbolic regression, the semantics of a given individual p, representing a symbolic expression-usually stored as a tree-can be represented as the output vector it generates when applied to the training set
. is representation allows us to describe the semantics of any individual in an n-dimensional semantic space [19] .
GSGP de nes geometric semantic operators that generate ospring with a given behaviour in the semantic space w.r.t. a given metric. Given a parent individual p, the Geometric Semantic Mutation (GSM) operator applies a semantic perturbation to the individual, generating an o spring placed inside a ball centred on the parent individual in the semantic space, with radius ε ∈ R proportional to the mutation step. e operator is de ned as
where the parameter δ is the mutation step and r m and r n are functions randomly built. e Geometric Semantic Crossover (GSX ) operator, on the other hand, combines two individuals p 1 and p 2 , resulting in a single o spring placed in the metric segment connecting the parents in the semantic space. e GSX operator de ned w.r.t. the Euclidean distance is given by
where k ∈ R is a constant uniformly sampled from [0, 1]. Similarly, the GSX operator de ned w.r.t. the Manha an distance is given by
where r f is a function randomly generated with codomain [0, 1]. By construction, the geometric semantic mutation and crossover operators induce, respectively, linear and exponential growth of the individuals with the number of generations. Equations 4, 5 and 6 present the expected number of nodes of an individual of the generation > 0, generated by GSGP using only one of the geometric semantic operators-GSM, GSX E or GSX M , respectively [18, 20] . E[P 0 ] is the expected number of nodes in the individuals of the initial population, E[r ] is the expected number of nodes in the random functions generated by the operators and a, b and c are the number of additional nodes (constant) used by GSM, GSX E and GSX M , respectively.
is characteristic is pointed out as the main drawback of GSGPa er a few generations the population becomes unmanageable in terms of memory and computational time spent to compute the tness [24] . In addition, the excessive size of the individuals makes the functions they represent very hard to understand and interpret [7] . Since one of the main advantages of GP over other black box learning approaches is the ability to nd solutions in the form of comprehensible structures, the exponential size of GSGP solutions limits its usage in practice [16].
RELATED WORK
e exponential growth of GSGP individuals was identi ed by Moraglio et al. [15] in their seminal work. e authors propose to simplify the o spring during the evolution in order to keep the size of the individuals manageable. However, given the complexity of the process, they suggest simplifying the functions only su ciently-i.e., partially instead of optimally-using, for example, a computer algebra system in order to avoid increasing the computational cost of GSGP excessively.
ere are a few works in the literature that try to deal with the problem of tree exponential growth, but none of them actually solve it. ese methods follow two main directions. e rst focuses on more e cient implementations of GSGP, while the second proposes di erent modi cations to the genetic operators aiming to reduce the size of the produced o spring-resulting in operators that are only approximately geometric.
Among works in the rst group are the implementation of geometric semantic operators for symbolic regression proposed by Vanneschi and colleagues [6, 25] , conceived to reduce memory consumption and computational time. e trees representing the individuals in the initial population and the functions used by geometric semantic operators are stored in memory, such that the subsequent individuals are composed of pointers to these structures. e semantics of the individuals is also stored in memory and used to compute the semantics of the o spring, reducing computational e ort to calculate the tness. However, the function represented by the individual is never truly built during the evolution. In order to obtain the symbolic function de ned by the individual, we need to reconstruct it from the pointers and trees stored in memory, resulting in a function with size exponentially proportional to the number of generations. Instead of using pointers and data structures, Moraglio [14] uses higher-order functions and memoization in his Python implementation, delegating the control to the compiler. e functions evolved are represented directly as compiled Python and still present exponential size when decompiled.
In the second group of works is the Subtree Semantic Geometric Crossover (SSGX) operator, an approximation for the GSX M that generates smaller individuals proposed by Nguyen et al. [16] . Given two parent individuals, p 1 , p 2 , SSGX generates o spring by applying the GSX M operator to the subtrees of p 1 and p 2 with semantics more similar to their respective parents, resulting in smaller functions. In addition, the method intercalates SSGX with the conventional subtree-swapping crossover [11] during crossover operations, resulting in solutions around 29 orders of magnitude smaller than those generated by GSX M . However, although SSGX outperformed GSX M in terms of test error in their experimental analysis, the con guration of the experiments can make the results inconclusive.
is is because SSGX and GSX M are tested using di erent mutation operators, which can be the responsible for the di erence in the performance. In addition, SSGX is around three times more time consuming than GSX M .
Pawlak and Krawiec [22] , in turn, analyse a wide range of mutation and crossover operators under di erent metrics, including the ratio between the sizes of the o spring and their parents. e experimental analysis conducted with populations initialized using the ramped half-and-half method [11] showed that GSM generates o spring 5.16 times larger than their parents, on average, while the Tree Mutation (TM) [11] , Competent Mutation (CM) [20] and Semantically Driven Mutation (SDM) [5] result in o spring around 2.5 times larger than their parents. A similar experiment involving crossover operators showed that, on average, the Subtree-Swapping Crossover (SSX) [11] and Semantically Driven Crossover (SDX) [4] generate o spring of the same size of their parents, and the Competent Crossover (CX) and GSX E operators generate o spring 1.78 and 2.35 times larger than their parents, respectively. Notice, however, that TM and SSX are non-semantic operators, SDM and SDX are semantic but not geometric and CM and CX are approximately geometric semantic operators. e method proposed here does not t in any of the approaches listed before. It does not change the way GSM or GSX work and is able to generate exactly the same results that GSGP generates. It performs on-the-y simpli cation of trees just a er crossover and mutation operators are applied by taking advantage of the fact that the individuals are always linear combinations of trees. At the same time, its implementation does allow for e cient use of memory and computational time. generated in the initial population, represented as p
in the legend, compose individuals in the later generations and all of them have a high frequency of appearance.
Given the large concentration of duplicated trees from the initial population within an individual, the size of the solutions evolved by GSGP can be drastically reduced by combining these repeated structures. e approach we propose, named Geometric Semantic Genetic Programming with Reduced trees (GSGP-Red), takes advantage of the repetition of functions to reduce the computational cost involved in the GSGP evolution. However, contrary to related methods from the literature, our approach combines repeated trees, e ectively simplifying the individuals generated and reducing the size of the solutions dramatically.
GSGP-Red
GSGP-Red works by exploring the linear combinations of individuals performed by the geometric semantic mutation and crossover operators. Looking at Equation 1, observe that the GSM operator generates a linear combination of the input parent and randomly generated trees. e GSX E operator, in turn, generates a convex combination of the input parents. us, the evolution process performed by GSGP with these operators corresponds to recursively applying linear combinations to linear combinations of trees. GSGP-Red rewrites this recursion by expanding the terms and combining repeated structures.
|P 0 | } be the initial GSGP population, R = {r 1 , r 2 , . . . , r |R | } be the set of functions (trees) randomly generated by the GSM operator during the evolutionary process. An individual p i , from generation , can be represented as a linear combination, de ned by the dot product C i · F i , where the rst operand,
is the set of coe cients multiplying the terms; the second operand,
is the set of functions (trees) composing the individual, perpetuated from the initial population or generated by the GSM operator; and s i is the number of distinct functions composing p i . For = 0, the individual p i from the GSGP initial population can be described as in Equation 7 . For > 0, the individuals are recursively combined, as described in Equations 8 and 9.
GSGP-Red applies two new steps to every new o spring generated by GSM or GSX E , namely expansion and aggregation. During the expansion, GSGP-Red multiplies the coe cients from the geometric semantic operator by the randomly generated functions in GSM o spring and adds all the terms, as presented in Equation 8 2 . e same is done for the GSX E o spring, but, in this case, the coefcients from the geometric semantic operator are multiplied by the coe cient vectors C i and C j from the parent individuals p i and p j , as presented in Equation 9 . At the end of the expansion stage, the o spring resulting from the GSM and GSX E operators-denoted as p o M and p o X , respectively-consist of linear combinations, which can be rewri en as the dot products
During the aggregation stage, GSGP-Red combines functions appearing more than once in the list of functions from the resulting individual. Let p new = C new · F new be an o spring resulting from the expansion step and f r ep be a function appearing l times in F new , i.e., f r ep 1 , f r ep 2 , . . . , f r ep l , with the respective coe cients c r ep 1 , c r ep 2 , . . . , c r ep l in C new . e aggregation step keeps the rst appearance of f r ep (f r ep 1 ) in F new and its respective coe cient (c r ep 1 ) in C new , removing all the other function occurrences and their respective coe cients-f r ep 2 , . . . , f r ep l and c r ep 2 , . . . , c r ep l . For each coe cient removed, its value is added to the coe cient of the instance kept by the method, i.e., the value of c r ep 1 is updated to l i=1 c r ep i , as they all come from a linear combination. e size of the individual-s new -is also updated to re ect the removal of 2 For the sake of simplicity, we omit the input parameters of the functions. the repeated functions and their respective coe cients from the tree representation.
Note that here we work with the GSX de ned w.r.t. the Euclidean distance. e motivation for choosing GSX E over GSX M for GSGP-Red comes from the fact that GSX M multiplies the parents by a randomly generated function-contrary to the linear combination performed by GSX E -which would imply in additional complexity in time and space to store and manipulate a function instead of a constant. Notice that the usage of the GSX E over the GSX M or vice versa is an open discussion in the literature, with some works defending the usage of GSX M , given empirical analysis [16] , and others defending the usage of GSX E , given its progression properties [21] .
Next, we illustrate the expansion and aggregation operators. Consider a initial population with individuals P = {p
Crossing over p 
In this example, the random constant used by crossover in Eq. 13 is equal to 0.3 and the two functions randomly generated by the mutation operator are x 1 and 2 × x 2 in Eq. 14 and x 1 − 0.6 and x 1 × x 2 in Eq. 15. Notice that one of the random functions generated in Eq. 15 is equal to the function represented by the parent individual-both presented in bold. ese functions are then combined in a single function and the coe cients are summed up, generating a smaller individual. 
Implementation Details
e implementation employed in the experimental analysis of Section 5 iterates through the functions composing the new individual, performing the expansion and aggregation steps sequentially. In addition, it keeps a hash table for each individual to store the trees and their respective coe cients uniquely-indexed by the symbolic expression represented by the tree-speeding up the process of aggregating the functions composing an individual. is is the only form of representation that is necessary for each individual, with no direct pointers to its parents, who are implicitly stored amongst the expanded and then aggregated set of functions and their respective coe cients, unlike previous implementations [6, 25] . e code is available for download 3 or can also be directly executed from the Lemonade 4 data analysis platform. by f i,2 and f j,2 , in blue in the gure-which are combined in the aggregation step-notice the sum of the coe cients r × c i,2 and (1 − r ) ×c j,2 and the hash function resulting in only one blue arrow. Fig. 3 , on the other hand, presents the GSGP-Red procedure applied to a GSM o spring. In our example, the mutation operator generates a tree-r 2 -equivalent to a function composing the parent individual-f i,2 -resulting in the same hash index-presented in blue. During the aggregation, the coe cients of these functions are combined-c i,2 + (−δ )-when the hash table is updated. Notice that, although infrequent, it is possible for the GSM to generate a tree already generated somewhere else during the evolution, given the nite number of possible combinations of functions and terminals.
EXPERIMENTAL ANALYSIS
In this section we present an experimental analysis of the performance of GSGP-Red when applied to 12 real-world datasets. e datasets are described in Table 1 , which shows their number of a ributes (# of a rs) and number of instances (# of instances). GSGP-Red results are compared to the results obtained by GSGP and the canonical GP [3] in terms of training and test Root Mean Square Error (RMSE), size of the functions-given by the number of tree nodes-and computational time expended by the methods.
Given the non-deterministic nature of the methods, each experiment was repeated 30 times-6 times for each fold in a 5-fold cross-validation procedure. In order to validate the results, we performed Wilcoxon signed-rank tests [10, 23] with a con dence level of 95%, under the null hypothesis that GSGP-Red performance-in terms of test RMSE, solution size and computational time-is equal to the performance of the other methods for each dataset. 
GP and GSGP settings
GP and GSGP were run with a population of 1,000 individuals evolved for 250 generations with tournament selection of size 7 and 10, respectively. e terminal set comprised the variables of the problem and constant values uniformly picked from [−1, 1], described by Koza [11] as ephemeral random constants (ERC). e function set included three binary arithmetic operators (+, −, ×) and the analytic quotient (AQ) [17] , which has the general properties of division but without discontinuity, given by:
e GP method employed the canonical crossover and mutation operators [11] with probabilities 0.9 and 0.1, respectively. GSGP employed GSX E and GSM operators, both with probability 0.5, as presented in [6] , but without the logistic function to bound the outputs of the randomly generated functions. e grow method [11] was adopted to generate the random functions within the geometric semantic crossover and mutation operators, and the ramped halfand-half method [11] to generate the initial population, both with a maximum individual depth equal to 6. Following the work from Albinati et al. [2] , the mutation step adopted by the geometric semantic mutation operator was de ned as 10% of the standard deviation of the target output vector given by the training data. Both methods used the RMSE calculated over the obtained and expected output values for the training set. e same parameters adopted for GSGP were used in GSGP-Red experiments. Table 2 presents the RMSE obtained by each method on the 12 datasets. e symbol indicates the null hypothesis (GSGP-Red performance is equal to the performance of other methods) was not discarded and the symbol ( ) indicates that the performance of GSGP-Red was be er (worse) than the performance of the GP. Recall that the results of GSGP/GSGP-Red are the same (see Section 4 for details), as the proposed method generates a solution equivalent to the one produced by GSGP. According to the outcomes of the statistical tests regarding the test RMSE, GP is be er than GSGP in the Yacht dataset, and the results have no statistical di erence for datasets CCUN and PPB. In the other 9 cases, GSGP/GSGP-Red is be er than GP, which motivates the construction of methods such as GSGP-Red. e previous results con rm that the solutions generated by GSGP-Red are equivalent to those generated by GSGP and, in most cases, be er than the solutions produced by the canonical GP. However, the results that show the main contribution of the proposed method are listed in Table 3 , where we show the median number of nodes in the best individuals of GSGP-Red, GSGP and GP. Again, the symbol indicates the null hypothesis (GSGP-Red size is equal to the size of other methods) was not discarded and the symbol ( ) indicates that the performance of GSGP-Red was be er (worse) than the performance of the method indicated by the column (GSGP or GP).
Experimental Analysis
Note that GSGP-Red individuals are always much smaller than those generated by GSGP. By calculating the reduction in size when comparing GSGP to GSGP-Red, solutions from the la er are, on average, 58 orders of magnitude smaller. e maximum reduction in size occurred in CCUN (64 order of magnitude) and the minimum reduction occurred in the Parkinsons dataset (45 orders of magnitude). It is important to point out that the function sizes are still substantially bigger than the ones generated by GP, but without forge ing that the RMSE results for GSGP are still, in general, superior. As discussed later, we believe that the functions generated 
Run-time Analysis
In order to analyse to what extent the application of the expansion and aggregation processes increase GSGP computational cost, we compare the median time spent by GSGP-Red and the canonical versions of GP and GSGP to generate regression models for our testbed, including both training and test stages. e results of this analysis, shown in Table 4 , indicate that the running times for GSGP-Red are, in general, higher than those presented by GSGP, but there are exceptions. For some datasets, GSGP-Red was not only faster than GP but also faster than GSGP itself. is can be explained by the fact that, when running GSGP-Red, we do not need to calculate the test tness for every created individual. is was mandatory in the GSGP implementation proposed by Vanneschi [25] , for example, as the best individual could not be easily reconstructed at the end of the evolution process, and values of RMSE for training and test were computed during evolution. is is not the case for GSGP-Red, which can easily store the solution generated for later use in new data. Hence, GSGP-Red only evaluates the test tness of the best overall individual. For some datasets, removing these operations make the total runtime decrease considerably, making GSGP-Red adoption even more appealing. GSGP-Red was faster than GSGP in three datasets: CCUN, Tower and Wine White, being statistically worse in all the remaining. However, the fact that GSGP-Red takes longer to run does not indicate a lack of e ciency or some fundamental problem compromising its application since, in absolute terms, the di erence between the two methods is still small. On the other hand, when compared to GP, GSGP-Red is faster in 10 out of 12 datasets, with execution times, on average, 35% faster. In conclusion, GSGP-Red is overall slower than GSGP but is still e cient and yet be er than GP in terms of RMSE and execution time.
CONCLUSIONS AND FUTURE WORK
is paper presented Geometric Semantic Genetic Programming with Reduced trees (GSGP-Red), a new method that solves the exponential growth of GSGP solutions with the number of generations for symbolic regression problems. e method expands the functions representing the individuals into linear combinations, and then aggregates the repeated structures.
is process results in functions many times smaller than those generated by GSGP.
An experimental analysis was performed in a testbed composed of 12 real-world datasets in order to compare GSGP-Red with its predecessor and with GP. Results showed that the new method is capable of generating solutions equivalent to those generated by GSGP in terms of error, but 58 orders of magnitude smaller, on average., in terms of size (number of tree nodes). In addition, an analysis of the execution time revealed that GSGP-red, although slower than GSGP on average, can also perform the search faster than GSGP, depending on the dataset.
Potential future developments include simplifying the solutions using computer algebra systems [15] and integrating approximated geometric semantic operators-e.g., the competent mutation and crossover operators from Pawlak [20] -to GSGP-Red, in order to reduce even further the size of the solutions generated.
Compiling all these ideas into a single framework seems a promising direction to make the readability and degree of understanding of the GSGP solutions closer to those of models generated by GP.
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