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12. We have not provided here any details about the parameters of the network such as the learning rates, the ranges of the connection weights, the unit biases, etc., since the goal of this experiment was not to measure the computational efficiency of learning, but to investigate the content of what is learned. 13 . A conjunctive-normal form expression is a boolean expression comprised of the disjunction of conjunctions of boolean variables. In symbolic form, 14. Nondeterministic polynomial time (NP) is the class of problems where guessing a solution and verifying its correctness can be performed in time bounded by some polynomial function of the input size. Nondeterministic polynomial time complete (NP-complete) is the subset of NP problems such that all problems in NP can be reduced, in polynomial time, to NP-complete problems. Although not proven, it is generally believed that no polynomial time algorithms exist for NP-complete problems since the number of possible solutions grows exponentially with the size of the input [12] .
15. This reduction actually demonstrates that learning is NP-hard. The NP-completeness proof is finished by constructing a trivial non-deterministic machine that can "guess" a set of weights and verify that the network computes the desired function in polynomial time.
4. The term "information content" here refers to the types of information a system acquires as a result of learning. For example, upon training, one network may learn a set of "novel" abstractions while another network may acquire a set of situation-specific responses. Obviously, the information content learned by the two networks is quite different. In general, one would prefer a network that learns novel abstractions rather than merely memorizing situation-specific responses.
5. The term "learning scheme"' here refers to the combination of a specific type of neural network, e.g., a PDP network and a specific connectionist method for learning, e.g., the back propagation method.
6. Strictly, the design of Turing-Universal neural networks requires constructs such as pi units, cycles, etc. that are not available in feed-forward, hidden layer, PDP networks. Some researchers, however, have shown feed-forward networks can be universal approximators [21] .
7. For simplicity, we assume here that each weight configuration specifies a unique function. Some functions, however, may be specified by more than one weight configurations.
8. The term "epoch" refers to the entire exemplar set that is presented to the network. In the XOR case, an epoch consisted of four exemplars.
9. Tic-tac-toe is a 3 2 3 board game in which two players take turns placing distinguishable marks on the board. The player who first succeeds in capturing an entire row, column or diagonal wins the game. Against an experienced opponent, typically the best a player can do is to achieve a stalemate.
10. The network actually contained an extra input unit for "symmetry breaking", the need for which arises when the board is empty and the network has to make the first move [16] .
[37] D. Rumelhart hold considerable promise for at least partially addressing this problem. These representational schemes, however, do not by themselves provide any clue to how the task constraints and the domain concepts can be used to guide the process of learning. Goel [14] has proposed the development of task-specific connectionist methods as a methodology for exploring the use of task constraints and domain concepts for problem solving and learning. The tasks and the corresponding methods can serve as high-level building blocks in constructing neural architectures for solving complex problems. Such task-specific methods have previously been investigated in symbolic, algorithmic approaches to problem solving (e.g., [4, 7, 28] ). Chandrasekaran [4] in particular has advocated the use of such "elementary" taskspecific methods as building blocks in the construction of knowledge-based systems for solving complex problems. Within the framework of neural networks, the proposal for task-specific connectionist methods is similar to the proposal for "structured" neural networks of Feldman and others [10] . The main difference between the two lies in that the connectionist "structures" in our proposal are functional in nature. This functional character of connectionist methods in our proposal is closer to Touretzky's proposal [42] for developing connectionist methods for tasks such as pattern substitution.
A detailed discussion of task-specific connectionist methods is beyond the scope of this paper. Briefly, the development of a neural architecture for solving a given complex task by task-specific connectionist methods involves several steps, including (i) decomposition of the task into a set of smaller and simpler subtasks, (ii) identification of high-level abstractions useful for solving the various subtasks, (iii) representation of these abstractions in a set of neural networks corresponding to the set of subtasks, (iv) identification of task-specific connectionist methods for learning the use of these abstractions to solve the various subtasks, and (v) the composition of individual neural networks into a neural architecture. We [15] are presently exploring this methodology for construction of neural architectures for solving the complex task of abduction. Abduction is inference to the best explanation for a given set of data. Recently, several neural architectures for abductive inference have been proposed [32, 41] , including our own proposal [17] . Our proposal is based on a decomposition of the abduction task into the subtasks of data classification and hypothesis synthesis. The task of data classification maps the given set of data into belief values for a set of elementary hypotheses stored in memory. The task of hypothesis synthesis maps the elementary explanatory hypotheses with high belief values into a composite explanation for the data set. The classification task can be solved by a variety of connectionist methods [36] . The synthesis task can be viewed as a constrainedoptimization problem [17] and solved on a constrained-optimization network [22] . The tasks of data classification and hypothesis synthesis and the connectionist methods corresponding to them provide high-level building blocks for construction of a neural architecture for solving the more complex task of abduction. Many of the hard issues in using task-specific connectionist methods have yet to be solved. For example, how to recursively decompose a complex task into smaller and simpler subtasks, and how to compose neural networks for solving the subtasks into a neural architecture for solving the given task. Nevertheless, we believe that this approach holds considerable promise for constructing neural architectures for solving complex problems. networks built so far, the system designers first identified the abstractions and weights needed for efficient learning, and then explicitly represented the needed abstractions in the network and carefully set the initial weights close to the needed weights.
Limitations of Connectionist Methods
The limitations of connectionist methods for learning described here raise two interrelated issues: (i) what are the causes of these limitations, and (ii) what are the potential solutions for them. There appear to be at least three interrelated causes for the limitations of connectionist methods such as back propagation of corrective feedback. First, PDP networks are poor in their capacity for representing knowledge. For instance, McCarthy [26] has pointed to the "unary fixation" of PDP networks. These networks, he has argued, cannot represent higher-order relations. This representational poverty leads to an incapacity for generalization to higher-order relations since a network can learn only what it can represent. Although McCarthy's critique has been limited to feed-forward, hidden layer networks such as PDP networks, neural networks in general appear to offer relatively few representational primitives.
Second, connectionist methods for learning are "weak methods" in that they (by themselves) make relatively little use of domain knowledge. In the method of back propagation, for instance, the structural components responsible for incorrect system performance are "identified" by back propagation of corrective feedback to individual connections in the network, and the system structure is "modified" by adjusting the connection weights in the direction of steepest gradient descent in the error space. These two ideas are captured in the generalized delta rule. This has led to some claims that the credit assignment problem of learning has been solved (e.g., [40] ). However, the generalized delta rule is only a special, recursive form of the method of hill climbing [35, 30] ). The problems with the use of weak methods such as hill climbing for navigation of complex search spaces which contain local minima are well known (e.g., [31] ). Connectionist methods are most successful, we have shown above, when the domain concepts are explicitly represented in the network.
Third, the connectionist methods for learning do not reflect the structure of the tasks they address. For instance, Rumelhart et al use the same method of back propagation of corrective feedback for the very different tasks of computing XOR and playing Tic-Tac-Toe. The differences between the learning schemes for these two tasks lie in the network configurations and the domain abstractions that the system designer explicitly represented in the networks. The method for learning (back propagation), however, is task-neutral. Such task-neutral general-purpose methods do not make use of the constraints that characterize the tasks and provide decompositions of the learning space into smaller and simpler spaces that can be navigated more efficiently and effectively.
Potential Solutions
The issue of representational adequacy of neural networks in general and PDP networks in particular has recently attracted much attention in research on connectionist methods for learning. Proposals for distributed representations [19] and recursive representations [29, 34] Clearly, this hypothetical network directly implements the CNF expression when an active input is applied to it. CNF-satisfiability, therefore, is equivalent to finding a set of weights which generate an active output to this input. Since CNF-satisfiability is known to be NP-complete, it follows that the problem of learning in linear threshold networks is also NP-complete.
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Since an arbitrary network which uses a sigmoid activation function can be simulated by a network of linear threshold units, the above proof also implies that learning task is computationally intractable for learning schemes that use sigmoid functions as well. Thus, the learning task that connectionist methods seek to solve is computationally intractable.
Concluding Discussion
We suggested earlier that an information processing system capable of learning must have several interrelated abilities.
Representational Adequacy. It must be able to represent what it knows and also what it is to learn.
Credit Assignment It must be able to identify its structural components which are responsible for incorrect performance for a specific exemplar of a given task.
Structure Modification. It must be able to change its structure so that it can correctly perform the given task for the specific exemplar. Generalization. It must be able to generalize (and specialize) what it learns to exemplarindependent abstractions that are needed to perform a given task.
Computational Complexity. It must be computationally efficient so that the learning can occur in a reasonable amount of time.
However, the experiment on learning to compute the XOR function suggests that the computational efficiency of learning in a PDP network depends on the choice of initial weights of connections in the network. Similarly, the experiment on learning to play Tic-Tac-Toe suggests that the content of what is learned in a PDP network depends on the choice of initial abstractions stored in the network. It also suggests that these abstractions are a major source of power for learning in PDP networks. In addition, we have shown that the learning task that the connectionist methods address is NP-complete. It follows that the method of back propagation of corrective feedback is quite limited relative to the learning task it seeks to solve. In most successful PDP experimental results of Rumelhart et al. First, without the high-level abstractions, our network only learned to mimic the situation-specific responses of its symbolic opponent. It could not generalize to the high-level abstractions needed to win against the opponent. In contrast, given the needed abstractions, the network of Rumelhart et al, appears to have learned the strategy for playing and winning Tic-Tac-Toe. Thus, the content of what is learned by the method of back propagation is strongly dependent on the initial abstractions present in the network. Second, these high-level abstractions are a major source of power for learning in PDP networks. We have suggested elsewhere [5] that the success of PDP networks is due to the "programming" of these abstractions in the networks in a 'compiled" form, and the results of the above experiment demonstrate this. These abstractions provide a domain model to the network, which decomposes the learning space into smaller and simpler spaces, and guides the network in navigating these spaces. In fact, it is these abstractions that form the computational theory [25] of the given information processing task.
Computational Complexity of Learning
So far we have analyzed only the connectionist methods for learning, specifically, the method of back propagation of corrective feedback. We now turn our attention to the learning task addressed by these methods including the back propagation method. Specifically, we show that the learning task addressed by connectionist methods is computationally intractable. While the computational intractability of learning by connectionist methods has been demonstrated earlier (e.g., [18, 1] ), the following proof is based on the demonstration [23] that any learning mechanism employed by neural networks can also be used to solve the conjunctive-normal form 13 (CNF) satisfiability problem which is known to be NP-complete [8] .
played the game by evaluating the current board position and generating a list of the moves it would like to make. This list includes both legal and illegal moves, where an illegal move involves moving into an already occupied square. Illegal moves were then stripped from the list, and the actual move was selected (at random) from the remaining moves.
11 A record was kept of the moves throughout the play of a game. At the end of the game, the network was trained to make the same responses to various board positions as by the victorious opponent. That is, the network was trained to be the best of the two players. This was done by using a variation of the generalized delta rule described above. Thus, the network started out as a random move generator, and then it gradually improved its performance by learning from its opponent each time it lost a game or by reinforcement of what it had previously learned if it won the game.
In this manner, the network played 10 matches with the symbolic algorithm, where each match consisted of a 1;000 games. The results are shown in Table 1 .
12 Each row in the table corresponds to a particular match and contains the number of games out of 1;000 that the symbolic algorithm won, the number that the network won, and that ended in a stalemate. The matches are sorted by the network's performance. We found that in each of the 10 matches the network learned to draw its opponent in about 100 games. We also found that although it was possible to beat the imperfect symbolic algorithm, in fact, the network won exactly one game out of a total of 10;000 games.
Insert Table 1 about here.
To draw or win against the symbolic algorithm often and consistently requires that our network learn the abstractions of a row, an opponent doublet, etc., which were "programmed" into the network of Rumelhart et al. However, we could detect no such abstractions despite a careful examination of the activation levels of the hidden units in the network.
The ability to generalize, of course, is sensitive to the number of hidden units in the network. If the number of hidden units is too small, then the learning problem is over-constrained and there is not enough structure for the network to capture all the needed abstractions; and if the number is too large, the problem is under-constrained and generalization is not possible [6] . In anticipation of this objection, we repeated the above experiment, changing the number of hidden units in the network from 3 to 60 in steps of 3. While the number of games played before the network learned to draw its opponent showed some change with change in the number of hidden units, we could detect no evidence of generalization to the needed abstractions.
Two conclusions may be drawn from the results of this experiment taken together with the
A Variation on the Original Experiment
The task of learning to play Tic-tac-toe would be much harder if the network lacked the high-level abstractions to begin with. In fact, the real test of learning by the method of back propagation would be whether the network can learn some of these abstractions. Thus, we designed a PDP network that learns to play Tic-tac-toe but without providing it with any of these abstractions.
The network, shown in Figure 6 , contains 9 input units for the network's current board position, 9 input units for the opponents current position, and 9 output units for the next move, just as in the network of Rumelhart et al. 10 The network also contains hidden units configured in a single layer, where the number of the hidden units is kept a parameter of the network.
Insert Figure 6 about here.
In order to reduce the time required for a training session, we used a variation of the generalized delta rule. For a fixed precision, the continuous and monotonic activation function degenerates to the linear threshold function as temperature T approaches 0, as can be seen from Equation 1 in section 2. Since the activation function is now a step function, this implies that the derivative of the function would be 0. However, the derivative only adjusts the magnitude of the change in the connection weights, not its direction. Thus, if the steepest gradient descent method is used for calculating the change in connection weights but the derivative term from the calculations is dropped, then the weights would be changed in the right direction but the actual distance traversed in the error space would typically be somewhat larger. This tends to reduce the time for a training session and also makes the back propagation less sensitive to local perturbations in the error space.
As the opponent to the neural network, we used a symbolic algorithm. The symbolic algorithm used the high-level abstractions (e.g., row, opponent doublet) that were denied to the neural network. The algorithm used a simple heuristic. For any given board position, it selected the move that would maximize the number of rows, columns, and diagonals of which it had sole possession while minimizing the number of rows, columns, and diagonals possessed by its opponent (the network). Thus, given the same board configuration the symbolic algorithm would always generate the same move. Moreover, because of the nature of the heuristic, there existed a sequence of moves which, for certain board positions, could beat the algorithm. This made the symbolic algorithm a strong, yet imperfect, opponent for the network.
In the training procedure we adopted, the network was first made to play the symbolic opponent, and then learn from the moves made by the winning side. Initially, the network experimental results in support of this conclusion.
Insert Figure 5 about here.

Learning Tic-Tac-Toe
The second set of experiments involved networks learning to play Tic-tac-toe 9 . This set of experiments had two goals. The first goal was to identify the information content of what PDP architectures learn by the method of back propagation of corrective feedback. The second goal was to identify the sources of power for learning in PDP networks.
The Original Experiment
Rumelhart, Smolensky, McClelland and Hinton [37] have earlier reported on a PDP network that learns to play Tic-tac-toe. Their network contains 67 units, including 9 input units for the network's current board position, 9 input units for the opponent's current position, and 9 output units for the next move by the network. There are also 40 hidden units, which are organized in 8 groups corresponding to the eight ways in which an entire row, column or diagonal can be captured. Each such group contains 5 units corresponding to the five abstractions (domain concepts) of an empty line, friendly singlet, friendly doublet, opponent singlet, and opponent doublet. These abstractions provide the network with a model of the Tic-Tac-Toe domain.
Once again, it is rather difficult to analyze the implications of this experiment for learning since it is not clear what has the network really learned. It could not have learned the domain concepts of a row, a diagonal, an empty line, a friendly singlet, an opponent doublet, etc. The system designers, in fact, "programmed" these abstractions into the network in a "compiled" form [5] . Did their network, then, learn situation-specific responses to various board positions? Moreover, the source of power for learning even the situation-specific responses is not clear. Does the source of power reside in the abstractions explicitly represented in the network or the method of back propagation (or both)? Can the network learn the abstractions by the back propagation method? to correctly compute XOR in only a few thousand training sessions and those under which it took a few hundred thousand sessions. Since the training procedure and learning rate are the same, it appears that the difference lies in the initial random selection of connection weights. That is, the computational efficiency of learning depends on initial weights of connections in the network.
It could be argued that the above experiment violated the "standard" procedure of starting the initial weights very "close" to zero (jwj < 0:3 typically) so that the slope of the output function is large enough. In anticipation of this objection, we repeated the above experiment, this time varying several parameters in the simulation: initial weight range, learning rate, , and momentum rate, . We were interested in the number of initial weight states which did not converge to the target function within 50000 epochs.
8 During the simulation, network outputs of less than or equal to 0:49 were regarded as 0, while outputs greater than or equal to 0:51 were considered to be 1. Figure 4 illustrates the results of this experiment. In this graph, the x axis represents the range of initial weights which were randomly generated between 0:0 and x, and the y axis represents the percentage of initial weight configurations which did not converge in 50000 epochs. On can observe from the graph that for small initial weight ranges (less than 0:2), convergence is hampered. As the range gets farther from the origin, convergence occurs almost everywhere. As the upper bound increases from about 2:0, more and more networks no longer converge within 50;000 epochs. Note that this behavior is similar for each combination of learning and momentum rates.
Insert Figure 4 about here.
Two conclusions can be drawn from these results. First, convergence to the "correct" set of weights is considerably more likely to occur within 50;000 epochs if the initial weights are within a window of convergence. Second, the learning rate (L) and momentum rate (M ) apparently have relatively little effect on the percentage of non-convergent initial weight states. Similar results were obtained when the absolute values of the initial weights were bounded by a parameter, as shown in Figure 5 . Two important differences did arise, even though the two graphs were similar. First, the percentage of non-convergent networks initialized near the origin rose dramatically. Second, for all learning and momentum rate pairings, at least ten percent of the initial conditions always converged to XOR. In sum, the computational efficiency of the learning scheme is strongly dependent on the initial choice of weights of connections in the network. Kolen and Pollack [24] report on additional
A Simulation of the Original Experiment
In order to more precisely determine the conditions under which the method of back propagation of corrective feedback can lead to computationally efficient learning of the XOR function, we repeated the experiment of Rumelhart et al.. In our simulation, we used the same network architecture as in the original experiment; a schematic of the network is shown in Figure 2 . The learning rule (the generalized delta rule) and the learning rate ( = 0:5) were also kept the same. The range of the initial weights and the biases were 0:0 to 5:0. The simulation was performed a hundred times, the results of which are shown in Figure 3 . The x coordinate in the figure identifies the number of sessions that were required to train the network, while the y coordinate identifies the number of simulations (out of 100) for which a given number of training sessions were required. The simulations that took more than two hundred thousand training sessions have been collapsed giving the spike at two hundred thousand sessions. In each of the 100 simulations, the networks started with a randomly generated initial set of connection weights, and many eventually learned the set of weights for correctly computing XOR. We note that in a few of the simulations we were able to reproduce the results reported by Rumelhart et al. However, for a vast majority of simulations it took the network substantially more training sessions before it learned to compute XOR correctly. In fact, for nearly half the simulations, more than two hundred thousand training sessions had passed, and still the network could not compute XOR correctly.
Insert
The important issue here is the difference between conditions under which the network learned for the hidden units, where 1w ij is the change in the weight w ij of the connection from unit i to unit j, o i is the output of the unit i, t j is the correct output supplied by the trainer, o j is the output of the network, and is a constant of proportionality called the learning rate. This procedure is executed repeatedly until some performance criterion is met, when the network is said to converge to the correct solution for specific examples of the task. In this manner, the network is trained to correctly perform the task on a set of specific exemplars selected by the trainer.
Learning to Compute XOR
We conducted two sets of experiments on learning in PDP networks by the method of back propagation of corrective feedback. The first set of experiments focused on learning to compute the Boolean function of two-input exclusive-OR (XOR). The XOR task is a simple version of the more general parity problem [30] with input patterns of size two. The goal of these experiments was to explore the computational feasibility of learning by the method of back propagation, specifically, to identify some of the conditions under which the back-propagation method can lead to computationally efficient learning.
The Original Experiment
Rumelhart, Hinton and Williams [35] have earlier reported on a PDP network that learns to compute the XOR function by the method of back propagation. Their network consists of two units for the two inputs, an output unit for the one output, and one hidden unit. The network learned to correctly compute XOR in a few hundred (558) sweeps through the four stimulus patterns. This implies that starting from an initially random set of the connection weights, it took a few thousand (558 2 4 = 2232) training sessions to adjust the connection weights before the network learned to compute XOR correctly. Minsky and Papert [30] have pointed out that it is rather difficult to analyze the meaning of these results for the general parity problem without knowing how well the learning scheme performs on input patterns of size greater than two. In fact, it is difficult to evaluate the computational efficiency of the learning scheme even for input patterns of size two since Rumelhart et al do not provide much of the information needed for such an evaluation. While the learning rule is reported to be the generalized delta rule with a learning rate of = 0:5, the range in which the initial weights of the connections can vary is not specified. Specifying the range of initial weights for a deterministic learning procedure is important since it defines the set of possible trajectories through the parameter space. Further, no mention is made of whether the biases of the processing units in the network are fixed or can vary. In sum, while one may conclude from their experiment that the network learned to compute the XOR function correctly, it is not possible to draw any definitive conclusions about the computational feasibility of learning by the method of back propagation.
Insert Figure 1 about here.
It has been demonstrated that, at least in principle, it is possible to design neural networks that are Turing-Universal [27, 33, 11] . 6 However, in practice, designing a PDP network to compute a given function can be very difficult. The critical choices are the number of layers, the number of units in each layer, and the connectivity between the layers and the units.
To illustrate the difficulty of designing PDP networks, let us consider the design of a n input, 1 output network capable of learning an arbitrary binary function. Assuming binary inputs and outputs, the network must be able to compute any one of 2 
Back Propagation of Corrective Feedback
Learning in PDP networks takes the form of adjusting the weights of connections between the processing units in the network. The network is subjected to training during which a specific exemplar of a given task is presented as input to the network and the incorrect output of the network is detected, a corrective feedback is supplied by the trainer and back propagated to the individual connections in the network, and the connection weight changes are accumulated until all (or a suitable subset) of exemplars have been presented, at which time the weights are updated in the direction of steepest gradient descent in error space.
This procedure, called back-propagation of corrective feedback, is often expressed as the generalized delta rule [35] , which calculates error signals at each unit of the form We then report on a second set of experiments on learning to play the game of Tic-tac-toe. This experiment had two aims. First, to identify the information content of what is learned by the method of back propagation. 4 Second, to identify the sources of power for learning in PDP networks. We find that the content of what is learned is dependent on the initial abstractions in the network, i.e., on the domain concepts stored in the network memory prior to learning. We also find that these abstractions are a major source of power for learning in PDP networks.
Next, we consider the computational complexity of the learning task addressed by the connectionist methods of learning, including, but not limited to, the back propagation method. We formally show that this learning task is computationally intractable. Finally, we discuss potential solutions to some of the limitations of connectionist methods for learning relative to the learning task they seek to solve. Specifically, we propose the development of task-specific connectionist methods.
Learning in Parallel Distributed Processing Networks
Neural networks come in a number of different varieties [13] . For example, connectionist networks [9] , parallel distributed processing (PDP) networks [36] , constraint optimization networks [20] , and adaptive resonance networks [3] . Within the framework of PDP networks, a number of techniques can be used for learning. For example, the family of back propagation methods [35] , the family of methods based on simulated annealing [19] , and the family of methods based on harmony theory [39] . In this paper, we confine our attention to the method of back propagation of learning in PDP networks. However, much of our analysis is relevant to other connectionist learning schemes as well.
Introduction
Machine learning has long been an important issue in Artificial Intelligence research. As early as the mid-sixties, Samuel [38] identified three central issues concerning the development of information processing systems capable of learning. First, the system must be able to internally represent what it knows and what is to be learned: the representation problem. Second, once incorrect performance has been detected, the system must be able to identify which part of the system is responsible for the incorrect performance (and make modifications to achieve correct performance): the credit assignment problem. Third, the system must be capable of generalizing over existing abstractions in its memory: the generalization problem. In the late sixties, Minsky and Papert [30] emphasized the importance of a fourth constraint, namely, the system must be capable of learning within a reasonable amount of time: the computational complexity problem.
Since then, several attempts have been made at building systems that learn. Until recently, most of these efforts were based on algorithmic processes operating on discrete symbolic representations (e.g., [2] ). This research has led to the development of several techniques for learning such as learning from examples, from analogies, from explanations, etc. While this line of research has led to the building of small-scale systems that learn more or less well in relatively narrow domains, computationally feasible solutions to the general problem of learning are yet to be discovered.
Recently, research on neural networks has led to the development of a different set of techniques for learning based on the adjustment of weights of connections between processing units in a "continuous" space. Again, these techniques have been used with some success at building small-scale systems capable of learning relatively narrow domains. However, the power and limitations of connectionist methods for learning such as the method of back propagation of corrective feedback are not yet entirely clear. If, for instance, a network merely memorizes the correct solutions to the specific exemplars on which it is trained, then there would be little a priori reason to believe that it will behave appropriately when presented with a novel situation. An adequate general solution to the learning problem must enable the system to generalize over the abstractions stored in its memory.
Overview
We have conducted a set of experiments on learning that more precisely identify the power and limitations of the method of back propagation in parallel distributed processing (PDP) networks. Elsewhere [16] , we provided a preliminary account of the experimental results concerning the credit assignment problem of learning. In this paper, we describe some of the experiments in detail, and discuss the results in relation to the general problem of learning. First, we present a brief review of connectionist methods for learning, specifically, the method of back propagation of corrective feedback. Next, we report on a set of experiments on learning to compute the exclusive-OR function. The goal of these experiments was to explore the computational feasibility of learning by the method of back propagation. We found that the computational efficiency of learning depends on the initial weights in the network, i.e., on the weights of the connections 
Abstract
Neural networks offer an intriguing set of techniques for learning based on the adjustment of weights of connections between processing units. However, the power and limitations of connectionist methods for learning, such as the method of back propagation in parallel distributed processing networks, are not yet entirely clear. We report on a set of experiments that more precisely identify the power and limitations of the method of back propagation. The experiment on learning to compute the exclusive-OR function suggests that the computational efficiency of learning by the method of back propagation depends on the initial weights in the network. The experiment on learning to play Tic-Tac-Toe suggests that the information content of what is learned by the back propagation method is dependent on the initial abstractions in the network. It also suggests that these abstractions are a major source of power for learning in parallel distributed processing networks. In addition, we show that the learning task addressed by connectionist methods, including the back propagation method, is computationally intractable. These experimental and theoretical results strongly indicate that current connectionist methods may be too limited for the complex task of learning they seek to solve. We propose that the power of neural networks may be enhanced by developing task-specific connectionist methods.
