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Вследствие высокого темпа развития информационных технологий и уве-
личения объемов данных у крупных компаний появляются проблемы в произ-
водительности и поддержки больших данных. Для дальнейшего существования 
и успешной конкуренции они вынуждены внедрять новые архитектурные ре-
шения, новые системы хранения данных. Данные являются основополагающим 
ресурсом для компании, чтобы перенести их из одной системы в другую требу-
ется надежная высокопроизводительная система миграции данных.  
Опишем основные требования к миграционной системе: 
• Отказоустойчивость; 
• Высокая производительность; 
• Гарантия целостности данных; 
• Безопасность; 
• Контроль пользователем процесса миграции; 
• Отчетность, статистика; 
• Аудит. 
На данный момент в Сбербанк Технологиях на проекте Платформы Под-
держки Развития Бизнеса разработана подобная система миграции данных, ко-
торая прошла промышленные испытания на данных клиентов банка. В резуль-
тате тестирования были выявлены слабые места система и изначальные ошибки 
в архитектуре, конечный результат работы не удовлетворял бизнес-заказчика.  
Данная система является клиент-серверным приложением. Клиент пред-
ставлен web-формой, доступной по определенному URL адресу. Клиентские 
запросы и механизмы миграции выполняются в одной JVM (Java Virtual 
Machine) на одном сервере. Схема системы представлена на рисунке 1. Данная 
«монолитная» конфигурация системы привела к тому, что все критические 
ошибки (утечки памяти, ошибки в работе JVM) в процессе миграции приводят 
к полной потери всех данных. Одно и из требований, предъявленных к системе, 
отказоустойчивость – оказалось невыполненным. Требуется разработать систе-
му восприимчивую к отказам и способную гарантировать целостность всех 
данных. 
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Рис. 1. Схема существующей системы миграции данных 
 
Решением проблемы отказоустойчивости является построение архитекту-
ры распределенной обработки данных на n-количестве серверов [1,2]. Модель 
распределенных вычислений – MapReduce. В качестве инструмента для реали-
зации map/reduce задач был выбран Apache Hadoop. Данный продукт хорошо 
зарекомендовал себя среди технологий Big Data и обладает широким функцио-
налом распределенной обработки данных [3]. 
Основной задачей является проектирование процесса миграции на меха-
низме map/reduce. Требуется сохранить весь прежний функционал и соблюсти 
все требования к миграционной системе, описанные выше. Также должны 
учесть всевозможные риски распределенных систем дабы добиться целостно-
сти данных. На рисунке 2 представлена схема процесса миграции посредством 
механизма map/reduce. 
Рассмотрим основные сценарии непредвиденных ситуаций в работе кла-
стера Hadoop: 
• Отказ на mapper-сервере – в этом случаем данные в хранилище те-
ряются, master перезапускает mapper на другом сервере и данные от-
правляются снова; 
• Отказ на reduce-сервере – в этом случаем master перезапускает 
reducer на другом сервере и отчетные файлы формируются снова; 
• Потеря соединения с mapper или reduce сервером – ка к и в ситуаци-
ях выше, сервис мониторинга замечает потерю соединения с серве-
ром и перезапускает его задачу на резервных серверах. 
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Рис. 2. Схема процесса миграции посредством механизма map/reduce 
 
Проанализировав все ситуации, мы пришли к результату, который полно-
стью удовлетворяет требованиям отказоустойчивости. 
В дальнейшем требуется провести нагрузочное тестирование, испытав 
систему на больших объемах данных. Также следует провести тестирование 
методом «fault-injection», путем ручной симуляции ошибок кластера. Только 
после всех успешных испытаний, убедившись, что система надежна и гаранти-
рует целостность данных, можно будет сказать, что данную систему можно вы-
водить в промышленную эксплуатацию. 
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