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We review the concept of superfluidity and, based on real and thought experiments, we use the
formalism of second quantization to derive expressions that allow the calculation of the superfluid
density for general Hamiltonians with path-integral methods. It is well known that the superfluid
density can be related to the response of the free energy to a boundary phase-twist, or to the
fluctuations of the winding number. However, we show that this is true only for a particular class of
Hamiltonians. In order to treat other classes, we derive general expressions of the superfluid density
that are valid for various Hamiltonians. While the winding number is undefined when the number of
particles is not conserved, our general expressions allow us to calculate the superfluid density in all
cases. We also provide expressions of the superfluid densities associated to the individual components
of multi-species Hamiltonians, which remain valid when inter-species conversions occur. The cases
of continuous and discrete spaces are discussed, and we emphasize common mistakes that occur
when considering lattices with non-orthonormal primitive vectors.
PACS numbers: 02.70.Uu,05.30.Fk,05.30.Jp,47.37.+q,67.25.D-,67.25.dm
I. INTRODUCTION
Superfluidity is a manifestation of quantum mechanics
at the macroscopic level, and its discovery is usually at-
tributed to Kapitza1, and Allen and Misener2. While su-
perfluidity is widely discussed in the litterature3–10, many
references quantify this phenomenon by postulating for-
mulae, or by making semi-empirical derivations. This in-
duces some misconceptions about superfluidity that can
lead to mistakes.
The aim of the present paper is first to give a definition
of the superfluid density that is based on known exper-
iments. Then, some expressions of the normal and the
superfluid densities that can be used with path-integral
methods are rigorously derived from a thought experi-
ment by using the formalism of second quantization. We
show that, for a particular class of Hamiltonians, the
superfluid density is directly related to the response of
the free energy to a boundary phase-twist3. While many
references improperly use this relation as a general defi-
nition of the superfluid density, we clearly state the con-
dition that the Hamiltonian must meet for such a def-
inition to be meaningful. We also derive how the free
energy is related to the winding number, and recover the
expression that was obtained earlier in the context of
first quantization4. A drawback associated to the wind-
ing number is that it is undefined for Hamiltonians that
do not conserve the number of particles. This problem is
common when considering systems with several species of
particles where conversions between the different species
occur, and results in the impossibility to calculate the su-
perfluid densities of the individual species. However, our
general expressions of the superfluid density do not rely
on the concept of the winding number, and can be used
to determine the superfluid densities of all the species,
whether their populations are conserved or not.
The case of lattice Hamiltonians is considered by mak-
ing a careful discretization of space. We point to some
common mistakes that occur when considering lattices
with non-orthonormal primitive vectors. In particular,
we show that using the expression of the Laplacian in
the natural coordinates of the lattice requires a change of
the energy scale that must be reflected in the expression
of the superfluid density. Also, the metric tensor asso-
ciated to the natural basis of the lattice must be taken
into account when calculating quantities that involve dot-
products, such as the fluctuations of the winding number.
As an illustration, in addition to the usual expression
of the superfluid density for the d-dimensional cubic lat-
tice, we provide the correct expressions for the triangular,
face-centered cubic, honeycomb, kagome, and pyrochlore
lattices. Finally, we give two examples of Hamiltonians
for which the well-known expressions of the superfluid
density3,4 are not applicable. We determine the correct
superfluid densities by using our general expressions, and
we show that our results are consistent.
II. EXPERIMENTAL EVIDENCES OF
SUPERFLUIDITY
As suggested by Legget5, it is useful to consider two ex-
periments that demonstrate fundamental defining prop-
erties of a superfluid (Fig. 1):
• A torus containing liquid Helium 4He at tempera-
ture T > Tc is spun around its axis at low angular
frequency, and left in freewheel. Eventually, be-
cause of friction, the liquid comes to equilibrium
with the moving walls, resulting in a constant an-
gular frequency ω of the torus. Reducing T below
Tc, an increased angular frequency ω
′ > ω of the
torus is observed. The conservation of angular mo-
mentum implies that a fraction of the liquid, the
superfluid, decouples from the rest of the liquid, the
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2normal fluid, and spins at lower (possibly zero) an-
gular frequency. This experiment11 demonstrates
the analog of the Meissner effect observed in super-
conductors.
• Starting with the same setup as above, the torus is
spun at high angular frequency. The temperature is
then reduced below Tc and the torus is brought to
rest. Eventually the normal fluid comes to equilib-
rium with the walls. It can then be verified that the
angular momentum of the stationary torus is non-
zero (for example, by putting the torus back into
freewheel and raising the temperature above Tc, the
torus spontaneously starts to spin). The conserva-
tion of angular momentum implies that, while the
torus is at rest, the superfluid is still flowing and
may continue to do so for a very long time. This
experiment12,13 demonstrates the analog of persis-
tent dissipationless currents observed in supercon-
ductors.
FIG. 1. (Color online) Analogs of the Meissner effect (experi-
ment 1) and persistent dissipationless currents (experiment 2)
observed in superconductors. At temperature T > Tc, all fluid
is in a normal state (blue spheres) and spins at the angular
frequency of the torus. For T < Tc, a fraction of the fluid be-
comes superfluid (red spheres) and decouples from the normal
fluid.
The outcome of these two experiments can be under-
stood by considering, from the viewpoint of the lab frame,
the circulation of the momentum operator ~P = −ih¯~∇
along a closed loop Γ inside the torus around the main
axis:
Cˆ =
∮
Γ
~P · d~r (1)
In the experiment where the torus and the normal fluid
are at rest while the superfluid is flowing, the circulation
is due to the superfluid only. Suppose that the system
is in a state
∣∣Ψ〉 that extends over the volume Ω of the
torus. Then the wave function at point ~r can be written
as 〈~r|Ψ〉 = ∣∣〈~r|Ψ〉∣∣eiφ(~r), where φ(~r) is the phase, and
the expectation value of the superfluid circulation can be
expressed as:〈Cˆ〉
s
= −ih¯〈Ψ∣∣ ∮
Γ
~∇ · d~r∣∣Ψ〉
= −ih¯
∫
Ω
∮
Γ
〈
Ψ
∣∣~r〉~∇〈~r∣∣Ψ〉 · d~r dΩ
= −ih¯
∫
Ω
∮
Γ
∣∣〈Ψ∣∣~r〉∣∣(~∇∣∣〈~r∣∣Ψ〉∣∣) · d~r dΩ
+h¯
∫
Ω
∮
Γ
〈
Ψ
∣∣~r〉(~∇φ)〈~r∣∣Ψ〉 · d~r dΩ (2)
Because ~P is Hermitian, only the real part in (2) can
be non-zero. Thus, the circulation depends only on the
phase gradient of the wave function and takes the form:
〈Cˆ〉
s
= h¯
〈 ∮
Γ
~∇φ · d~r〉
s
(3)
Since the circulation of the phase gradient is along a
closed loop, the total variation of the phase must van-
ish, unless the phase runs over n entire periods of 2pi.
As a result, the circulation of the superfluid is quantized
and can take only the values
〈Cˆ〉
s
= 2pinh¯. We note that,
from Eq. (3), the existence of a non-zero circulation must
be associated with a phase coherence. Expressing the cir-
culation in terms of the velocity ~v = ~P/m, with m the
mass of one atom, we find the velocity quantization con-
dition that was first proposed by Onsager14,
∮
Γ
~vs · d~r = nκo, (4)
where ~vs = 〈~v〉s and κo = 2pih¯m is the flux quantum. If the
integration loop does not enclose a “hole” (a physical hole
like in the torus under consideration, or a vortex), then
the path can be shrunk continuously to a point where the
circulation vanishes, corresponding to n = 0. Thus, the
only possibility for the circulation to be non-zero is that
the loop encloses at least one hole. For a loop that does
not include any hole, the application of Stokes’ theorem
implies that the superflow is irrotational:
~∇× ~vs = 0 (5)
We can now make precise what we meant by low and high
velocities. When the initial velocity corresponds to less
than half a flux quantum (low velocity), the superfluid
seeks the nearest velocity satisfying (4) and comes to rest,
thus excluding all flux (Meissner effect). When the inital
velocity corresponds to more than half a flux quantum
(high velocity), the superfluid seeks the nearest velocity
satisfying (4) and settles in a persistent dissipationless
flow.
The discussion above suggests that transitions between
states with different quantum numbers n can be sus-
pected to be associated with vortex formations. The de-
tails behind those transitions have been studied numeri-
cally for the case of the two-dimensional XY model7.
3III. THOUGHT EXPERIMENT AND
DEFINITIONS OF THE NORMAL AND
SUPERFLUID DENSITIES
A. Idealization
We consider here a thought experiment that ideal-
izes the above real experiment made at low angular fre-
quency. In this experiment, a fluid is enclosed between
two d-dimensional hypercylinders of radii R and R+ and
infinite mass, rotating with angular frequency ω (Fig. 2,
left). We denote by F the frame attached to the lab,
and by F ′ the frame attached to the moving walls. In
the limit R  , the system becomes equivalent to a
fluid enclosed between two hyperplanes of infinite mass
separated by a distance  and moving at constant ve-
locity v = Rω with respect to F , with a periodicity of
2piR in the direction of ~v (Fig. 2, right). The outcome
of this thought experiment is that, at temperature below
Tc, the superfluid comes to rest with respect to the lab
frame, while the normal fluid remains at rest in the frame
of the moving walls. Because of the infinite mass of the
walls, their velocity with respect to F does not increase.
FIG. 2. (Color online) A fluid is enclosed between two hyper-
cylinders of radii R and R +  rotating at angular frequency
ω (left). In the limit R  , the system becomes equivalent
to one with a fluid enclosed between two hyperplanes mov-
ing at velocity v = Rω, and with a periodicity of 2piR in the
direction of ~v (right).
This “thought outcome” does not contradict Galileo’s
principle of Relativity. It could be argued that there is
no reason for the superfluid to choose to come to rest
with respect to F instead of any other inertial frame.
This apparent paradox is resolved by realizing that our
description of the system enclosed between two moving
hyperplanes is just a limit of the system enclosed between
two hypercylinders. Therefore, the frames F and F ′ are
not equivalent, F ′ is actually rotating and thus acceler-
ated, and coming to rest with respect to F is the only
way for the superfluid to avoid being accelerated.
B. Isotropic case
For a system described by an isotropic Hamiltonian,
this thought experiment can be directly generalized to
systems with periodicity in all directions: We consider
an orthonormal basis B = {rˆ1, · · · , rˆd} and a system with
periodicity Lj along each direction rˆj with walls moving
at velocity ~v = (v1, · · · , vd) with respect to the lab frame
F . As the temperature is lowered below Tc, the super-
fluid is observed to come to rest with respect to F , while
the normal fluid remains at rest with respect to F ′. Be-
cause of the isotropy of the system, this observation must
be independent of the direction of ~v. As a result, the nor-
mal density can be represented by a scalar ρn and defined
as the ratio ρn = Mn/Ω, where Mn is the mass of the
fluid that comes to rest with respect to the frame of the
moving walls F ′, and Ω is the volume of the system. In a
similar way, the superfluid density can be represented by
a scalar ρs and defined as the ratio ρs = Ms/Ω, where Ms
is the mass of the fluid that comes to rest with respect
to the lab frame F . In the following, we also consider
the total mass of the fluid, M = Ms +Mn, and the total
density, ρ = ρs + ρn.
C. Anisotropic case
For a system described by an anisotropic Hamiltonian
(such as a crystal), the normal and superfluid currents
are not necessarily parallel to the velocity ~v of the walls
This means that the normal and superfluid densities are
second-order tensors, ρζξn and ρ
ζξ
s . Using Einstein’s sum-
mation convention, the components of the normal and
superfluid current densities ~jn and ~js take the general
form
jζn = ρ
ζξ
n v
ξ
n, (6)
jζs = ρ
ζξ
s v
ξ
s , (7)
where ~vn and ~vs are the normal and superfluid velocities,
with ~vn = ~v and ~vs = 0 in F , and ~vn = 0 and ~vs = −~v
in F ′.
IV. CALCULATION OF THE NORMAL AND
SUPERFLUID DENSITIES IN CONTINUOUS
SPACE
A. Second quantization preliminaries and notations
We give here a brief reminder of second quantization
that is mainly meant to introduce the notation that we
use all along this paper. In second quantization, any op-
erator can be expressed as a functional of the creation
and annihilation field operators ψˆ†(~r) and ψˆ(~r), with
~r = (r1, · · · , rd), which satisfy the relations[
ψˆ(~r), ψˆ(~r ′)
]
ζ
=
[
ψˆ†(~r), ψˆ†(~r ′)
]
ζ
= 0, (8)[
ψˆ(~r), ψˆ†(~r ′)
]
ζ
= δ(~r ′ − ~r), (9)
where [A,B]ζ
def
= AB − ζBA with ζ = 1 for bosons and
ζ = −1 for fermions, and δ(~r ′ − ~r) is the d-dimensional
4Dirac distribution. The number operator Nˆ , the posi-
tion operator ~R, and the momentum operator ~P take
the forms
Nˆ =
∫
Ω
ψˆ†(~r)ψˆ(~r)dΩ, (10)
~R =
∫
Ω
~r ψˆ†(~r)ψˆ(~r)dΩ, (11)
~P = −ih¯
∫
Ω
ψˆ†(~r)~∇~rψˆ(~r)dΩ, (12)
with dΩ = dr1 · · · drd, and satisfy the commutation rela-
tions: [Rµ,Pν] = ih¯δµνNˆ (13)[
~R, Nˆ ] = [~P, Nˆ ] = 0 (14)
From (8), (9), and (11), we can derive additional com-
mulation relations:[
~R, ψˆ†(~r)] = ~r ψˆ†(~r) (15)[
~R, ψˆ(~r)] = −~r ψˆ(~r) (16)
B. Continuous isotropic case
We consider a d-dimensional system of identical par-
ticles of mass m in a L1 × · · · × Ld box with periodic
boundary conditions that is moving at low velocity ~v with
respect to the lab frame F . In the frame F ′ of the mov-
ing walls the system is at rest. Thus, in this frame, the
Hamiltonian is independent of the velocity ~v, and is a
functional Φ of the creation and annihilation field oper-
ators:
Hˆo = Φ[ψˆ†(~r), ψˆ(~r)] (17)
Defining the partition function Zo = Tr e−βHˆo where β
is the inverse temperature, the average total momentum
in F ′ is given by:〈
~P〉F ′ = 1ZoTr ~Pe−βHˆo (18)
Since F moves at velocity −~v with respect to F ′, the
total momentum in the lab frame can be obtained from
the above expression by performing an inverse Galilean
transformation with velocity ~v. For this purpose, it is
useful to define the unitary operator:
Uˆ = e−imh¯ ~v· ~R (19)
By using (13), it is straightforward to check that:
Uˆ† ~PUˆ = ~P −m~vNˆ (20)
Uˆ† ~RUˆ = ~R (21)
Thus, Uˆ is the operator that performs a Galilean trans-
formation (at time t = 0) with velocity ~v, and the total
momentum operator in F is given by the inverse trans-
formation, Uˆ ~PUˆ†. Since the density matrix e−βHˆo/Zo
describes probabilities of states, it remains unchanged
when going to the lab frame. As a result, the average
total momentum in F takes the form〈
~P〉F = 1ZoTr Uˆ ~PUˆ†e−βHˆo
=
1
ZoTr
~Pe−βUˆ†HˆoUˆ
=
1
ZoTr
~Pe−βHˆ~v , (22)
where we have used the invariance of the trace under
cyclic permutations, and we have defined:
Hˆ~v = Uˆ†HˆoUˆ (23)
From the correspondence principle, the classical momen-
tum of the fluid must be equal to the quantum average of
the momentum operator ~P. Since in F only the normal
fluid with mass Mn = ρnΩ spins, we have:
ρnΩ~v =
1
ZoTr
~Pe−βHˆ~v (24)
Calculating the divergence of (24) with respect to ~v, we
get:
~∇~v · (ρnΩ~v) = Ω
(
~∇~vρn
) · ~v + ρnΩd
= − 1ZoTr
~P ·
∫ β
0
e−(β−τ)Hˆ~v ~∇~vHˆ~ve−τHˆ~vdτ (25)
From (19) and (23), the gradient of Hˆ~v with respect to ~v
can be expressed as:
~∇~vHˆ~v = im
h¯
Uˆ†[ ~R, Hˆo]Uˆ (26)
Injecting (26) in (25) and taking the limit ~v → 0, we get
the expression of the normal density:
ρn = −i m
h¯Ωd
〈
~P ·
∫ β
0
eτHˆo
[
~R, Hˆo
]
e−τHˆodτ
〉
(27)
From the relation ρn + ρs = ρ, we deduce the expression
of the superfluid density:
ρs = ρ+ i
m
h¯Ωd
〈
~P ·
∫ β
0
eτHˆo
[
~R, Hˆo
]
e−τHˆodτ
〉
(28)
The above expressions of ρn and ρs can be evalu-
ated with path-integrals methods, such as the Stochas-
tic Green Function (SGF) algorithm15,16 (see para-
graphs VII and VIII C for concrete examples).
C. Continuous anisotropic case
All equations in the previous subsection can be easily
generalized to anisotropic Hamiltonians. By definition,
5the total momentum in F is obtained by integrating the
normal current density ~jn over the volume Ω. Assuming
for the sake of simplicity a uniform current density, we
have
〈
~P
〉
F =
~jnΩ. Using (6) in F , the expression of the
correspondence principle (24) is generalized as:
ρζξn vξΩ =
1
ZoTr Pζe
−βHˆ~v (29)
Calculating the derivative with respect to vξ, and taking
the limit ~v → 0, the normal density tensor takes the form:
ρζξn = −i
m
h¯Ω
〈
Pζ
∫ β
0
eτHˆo
[Rξ, Hˆo]e−τHˆodτ〉 (30)
In order to obtain the superfluid density tensor, it is
convenient to consider the total momentum in F ′. By
definition, we have
〈
~P
〉
F ′ =
~jsΩ. Using (7) in F ′, the
correspondence principle implies:
− ρζξs vξΩ =
1
ZoTr Pζe
−βHˆo
=
1
ZoTr Uˆ
†Pζ Uˆe−βUˆ†HˆoUˆ
= ρζξn vξΩ−mvζ
〈Nˆ 〉 (31)
Calculating the derivative with respect to vξ, and taking
the limit ~v → 0, the superfluid density tensor is obtained
from the normal density tensor (30) as:
ρζξs = ρδζξ − ρζξn (32)
D. Relationship between the superfluid density
and the free energy
For the simplicity of the following discussion, we con-
sider here only the isotropic case, the generalization to
the anisotropic case being straightforward. There exists
a particular class of Hamiltonians for which the super-
fluid density can be directly related to the Laplacian ∆~v
of the free energy associated to the Hamiltonian Hˆ~v,
F~v = − 1
β
lnZ~v, (33)
with Z~v = Tr e−βHˆ~v . This class is defined by Hamil-
tonians Hˆo for which the commutator with the position
operator satisfies:
[
~R, Hˆo
]
= i
h¯
m
~P (34)
The most common example of Hamiltonian that belongs
to this class is given by Hˆo = Tˆ +Vˆ, where Vˆ is a potential
that satisfies
[
~R, Vˆ] = 0 and Tˆ is the kinetic energy:
Tˆ = − h¯
2
2m
∫
Ω
ψˆ†(~r)∆~rψˆ(~r)dΩ (35)
For any Hamiltonian that satisfies (34), the gradient (26)
takes the form
~∇~vHˆ~v = −~P +m~vNˆ , (36)
from which ~P can be extracted and injected into (24),
leading to:
ρnΩ~v = − 1ZoTr
(
~∇~vHˆ~v −m~vNˆ
)
e−βHˆ~v
= −Z~vZo
~∇~vF~v + m~vZo Tr Nˆ e
−βHˆ~v (37)
From the divergence of the above expression in the limit
~v → 0, we get for the superfluid density the expression:
ρs = lim
~v→0
1
Ωd
∆~vF~v (38)
At this point, it is useful to determine how the creation
and annihilation field operators transform under Uˆ . Us-
ing (15) and (16), we find:
Uˆ†ψˆ†(~r)Uˆ = ψˆ†(~r)eimh¯ ~v·~r (39)
Uˆ†ψˆ(~r)Uˆ = ψˆ(~r)e−imh¯ ~v·~r (40)
As a result, performing a Galilean transformation with
velocity ~v is equivalent to applying a phase boost
ϕ(~r) = mh¯ ~v ·~r to the creation and annihilation field opera-
tors. This allows us to relate the superfluid density to the
response of the free energy to a boundary phase-twist3.
For this, consider a vector ~L = n1L1rˆ1 + · · · + ndLdrˆd
where n1, · · · , nd are integers. The phase-twist at the
tips of the vector ~L that results from the velocity ~v is
φ = mh¯ ~v · ~L. This allows us to rewrite (38) as:
ρs = lim
φ→0
m2~L2
h¯2Ωd
∂2Fφ
∂φ2
(41)
It is clear that the free energy cannot depend on the sign
of the velocity or the phase-twist. This implies:
lim
φ→0
∂2Fφ
∂φ2
= lim
φ→0
1
φ
∂Fφ
∂φ
(42)
Therefore, the superfluid density is directly related to the
response of the free energy to a boundary phase-twist3:
ρs = lim
φ→0
m2~L2
h¯2Ωdφ
∂Fφ
∂φ
(43)
While equations (38), (41), and (43) are well known, it
is important to keep in mind that they are valid only for
Hamiltonians that satisfy Eq. (34).
E. Relationship between the superfluid density and
the winding number
As in the previous subsection, we assume here that the
Hamiltonian satisfies the condition (34). In addition, we
6add the constraint that the Hamiltonian conserves the
number of particles,
[Hˆo, Nˆ ] = 0. Performing a Taylor
expansion and introducing n complete sets of states
∣∣Ψk〉
in the position occupation number representation, the
partition function Z~v can be written as
Z~v =
∑
n≥0
(−β)n
n!
∑
Ψ1···Ψn
n∏
k=1
〈
Ψk+1
∣∣Hˆ~v∣∣Ψk〉, (44)
with the convention
∣∣Ψn+1〉 = ∣∣Ψ1〉. From (23), we have
n∏
k=1
〈
Ψk+1
∣∣Hˆ~v∣∣Ψk〉 = n∏
k=1
〈
Ψk+1
∣∣Hˆo∣∣Ψk〉
× eimh¯ ~v·
∑
j
LjW
Ψ
j rˆj , (45)
where WΨj counts the number of particles that cross the
boundaries of the system in the direction rˆj while evolv-
ing over the sequence of states Ψk. Therefore the parti-
tion function Zv can be written as17
Zv =
∑
n≥0
∑
Ψ1···Ψn
(−β)n
n!
n∏
k=1
〈
Ψk+1
∣∣Hˆo∣∣Ψk〉︸ ︷︷ ︸
Boltzmann weight of a configuration Ψ1···Ψn
e
imh¯ ~v·
∑
j
LjW
Ψ
j rˆj
= Zo
〈
e
imh¯ ~v·
∑
j
LjWj rˆj〉, (46)
whereWj are the components of the winding number op-
erator ~W that take the eigenvalues WΨj in a configuration
of states Ψ1 · · ·Ψn. Injecting (46) into (33), and using
(38), the superfluid density becomes directly related to
the fluctuations of the winding number:
ρs =
m2
h¯2βΩd
〈(∑
j
LjWj rˆj
)2〉
(47)
For a hypercubic system, Ω = Ld, the above expression
becomes4:
ρs =
m2L2−d
h¯2βd
〈
~W2〉 (48)
Here too, it is important to keep in mind that while
Eq. (48) is well known, it cannot be applied to Hamil-
tonians that do not satisfy Eq. (34). In addition, the
conservation of the number of particles is required for
the winding number to be well defined. For Hamiltonians
that do not satisfy these conditions, only equations (27)
and (28) are valid.
V. CALCULATION OF THE NORMAL AND
SUPERFLUID DENSITIES IN DISCRETE SPACE
Determining the expression of the superfluid density in
discrete space is not as straightforward as it looks like. In
particular, simply replacing the continuous-space opera-
tors by their discrete-space equivalents into (28) leads to
inconsistencies. The reason is that some of the usual com-
mutation rules between the operators Nˆ , ~R, ~P, and Tˆ
are no longer valid when these operators are discretized.
It is therefore necessary to proceed carefully with the
discretization of space.
A. Discretization of space
We start by noticing that (10) represents a dimension-
less quantity. This implies that the dimension of the
creation and annihilation field operators is the inverse
squareroot of a d-dimensional volume:[
ψˆ†(~r)
]
=
[
ψˆ(~r)
]
= L− d2 (49)
Performing for each components of ~r the change of vari-
able rj = ljyj , where lj is a positive parameter with the
dimension of a length and yj is the new dimensionless
variable, we can define the dimensionless creation and
annihilation operators
a†~y =
√
l1 · · · ld ψˆ†(l1y1, · · · , ldyd), (50)
a~y =
√
l1 · · · ld ψˆ(l1y1, · · · , ldyd), (51)
which satisfy the same commulation relations as (8) and
(9). Using these dimensionless operators, Eq. (10) can
be rewritten as
Nˆ =
∫
Ω
a†~ya~ydy1 · · · dyd, (52)
In the limit lj → 0 the integral becomes independent on
the step size dyj , which can be chosen to be unity. As
a result, the continuous integral can be replaced by a
discrete sum over a lattice with constants l1, · · · , ld. The
commutation relation between the annihilation and the
creation operator becomes:[
a~y, a
†
~y′
]
ζ
= δ~y~y ′ (53)
Defining nˆ~y = a
†
~ya~y, the number operator takes the well-
known form:
Nˆ =
∑
~y
nˆ~y (54)
Applying the same discretization procedure to the posi-
tion operator, we get
~R =
∑
~y
~y~l nˆ~y, (55)
with ~y~l = (l1y1, · · · , ldyd). By using for the first-order
derivative the symmetrical prescription
∂
∂yj
a~y =
1
2
(
a~y+jˆ − a~y−jˆ
)
, (56)
7the discrete momentum operator takes the form
~P = −i
√
mtj/2
∑
~y
(
a†~ya~y+jˆ −H.c.
)
jˆ, (57)
where the sum over j is implicit and we have defined
tj = h¯
2/2ml2j . The above quantity is proportional to
what is commonly known as the current density opera-
tor6. In this manuscript we prefer to call it discrete mo-
mentum, as it converges to the continuous momentum
when the lattice constant goes to zero. It is important
to emphasize here that (57) represents a discretization
of the real momentum of the system, and that it should
not be confused with the crystal quasi-momentum. The
importance of this distinction is made clear below. Using
for the second-order derivative the symmetrical prescrip-
tion
∂2
∂yµ∂yν
a~y =
1
2
(
a~y+µˆ + a~y−µˆ + a~y+νˆ + a~y−νˆ
−a~y+µˆ−νˆ − a~y−µˆ+νˆ − 2a~y
)
, (58)
the discrete kinetic operator takes the form Tˆ = ∑j Tˆj ,
where Tˆj is given by:
Tˆj = −tj
∑
~y
(
a†~ya~y+jˆ +H.c.
)
+ 2tjNˆ (59)
Note that the second term in (59) is usually dismissed
because it only gives rise to a shift of the chemical po-
tential and does not change the physics. In our case, we
explicitly take it into account in order to ease the con-
nection with the continuous case. With these discrete
operators, it is easy to check that the commutator (13)
becomes:
[Rµ,Pν] = ih¯δµν(Nˆ − 1
2tµ
Tˆµ
)
(60)
As a result, as opposed to the continuous case, the dis-
crete position operator ~R is not the generator of infinites-
imal translations in real momentum space. It actually
translates the quasi-momentum only. Therefore the uni-
tary operator Uˆ = e−imh¯ ~v· ~R is no longer the operator that
performs a Galilean transformation with velocity ~v. This
implies that Eq. (22) and (29) are not applicable in the
discrete case and need to be modified. To this end, it
is useful to determine how the real momentum ~P trans-
forms under Uˆ at first order in ~v. Using (60) we find:
Uˆ ~PUˆ† = ~P +m~vNˆ − m
2
∑
j
vj
tj
jˆTˆj + ~O(~v2) (61)
This implies that new terms proportional to
〈Tˆj〉 must
be introduced when discretizing (22) or (29).
B. Discrete isotropic case
Using (61) with tj = t, (22) becomes:〈
~P〉F = 1ZoTr ~Pe−βHˆ~v + m2t∑j vj jˆ
〈Tˆj〉+ ~O(~v2) (62)
As before, the correspondence principle requires the
above quantum average of the momentum to be equal
to the classical momentum, which in F is due to the
normal fluid only, ρnΩ~v. Calculating the divergence of
this equality and taking the limit ~v → 0, we deduce the
expression of the normal density:
ρn =
m
2tdΩ
〈Tˆ 〉− i m
h¯Ωd
〈
~P ·
∫ β
0
eτHˆo
[
~R, Hˆo
]
e−τHˆodτ
〉
(63)
As a result, the expression of the superfluid density is:
ρs = ρ− m
2tdΩ
〈Tˆ 〉
+i
m
h¯Ωd
〈
~P ·
∫ β
0
eτHˆo
[
~R, Hˆo
]
e−τHˆodτ
〉
(64)
Comparing (28) and (64), we see that not only have
the continuous-space operators been replaced by their
discrete-space equivalents, but a new term proportional
to the kinetic energy also appeared. It can be checked
that (63) and (64) converge respectively to (27) and (28)
in the limit l→ 0. The consistency of Eq.(64) can also be
checked by verifying that it reduces to Eq.(13) of Ref.6
when applied to the particular case discussed there.
C. Discrete anisotropic case
Using (61), (29) becomes:
ρζξn vξΩ =
1
ZoTr Pζe
−βHˆ~v +
mvζ
2tζ
〈Tˆζ〉+O(~v2) (65)
Calculating the derivative with respect to vξ in the limit
~v → 0, we get the normal density tensor:
ρζξn =
m
2Ωtζ
δζξ
〈Tˆζ〉
−i m
h¯Ω
〈
Pζ
∫ β
0
eτHˆo
[Rξ, Hˆo]e−τHˆodτ〉 (66)
As before, the superfluid density tensor is obtained as a
function of the normal density tensor (32).
D. The superfluid density as a function of the free
energy and the winding number
For simplicity, we consider in the remaining of this
section only the isotropic case, the generalization to
the anisotropic case being straightforward. As for
8the continuous-space case, the superfluid density can
be related to the free energy if the Hamiltonian sat-
isfies
[
~R, Hˆo
]
= i h¯m
~P. In this case, the gradient
~∇Hˆ~v = −Uˆ† ~PUˆ is given by the opposite of the inverse
transfomation of (61):
~∇Hˆ~v = −~P +m~vNˆ − m
2t
∑
j
vj jˆTˆj + ~O(~v2) (67)
Extracting ~P from the above expression and injecting it
into (62), we get:
〈
~P〉F = −Z~vZo ~∇F~v +m~v 1ZoTr Nˆ e−βHˆ~v
−m
2t
∑
j
vj jˆ
1
ZoTr Tˆje
−βHˆ~v
+
m
2t
∑
j
vj jˆ
〈Tˆj〉+ ~O(~v2) (68)
Calculating the divergence of (68) and taking the limit
~v → 0, the terms in Tˆj cancel out. Thus, the expression
of ρs as a function of the free energy in discrete space
is the same as in continuous space (38), and so are the
expressions of ρs as the response of the free energy to
a phase boost (43), and as a function of the winding
number (47).
E. Dimensionless superfluid density
For lattice systems, it is common to work with the di-
mensionless superfluid density ρ˜s, defined as the super-
fluid fraction ηs = ρs/ρ times the dimensionless density
ρ˜ = 〈Nˆ 〉/Stot, where Stot = S1 × · · · × Sd is the total
number of lattice sites. This can be written as:
ρ˜s =
ρsΩ
mStot
(69)
Injecting (64) into (69), the dimensionless superfluid den-
sity takes the general form:
ρ˜s = ρ˜− 1
2tdStot
〈Tˆ 〉
+i
1
h¯dStot
〈
~P ·
∫ β
0
eτHˆo
[
~R, Hˆo
]
e−τHˆodτ
〉
(70)
VI. LATTICES WITH NON-ORTHONORMAL
PRIMITIVE VECTORS
In order to obtain the correct expressions of the super-
fluid density in lattices with non-cubic primitive cells, it
is necessary to perform a careful change of basis when
discretizing space.
A. Change of basis
We consider an orthonormal basis, Br = {rˆ1, · · · , rˆd},
and a transformation A that changes Br into a general
basis, Bq = {~q1, · · · , ~qd}. We denote by A the matrix
representation of A in the basis Br. Position vectors are
contravariant, thus their coordinates (q1, · · · , qd) in Bq
are obtained from their coordinates (r1, · · · , rd) in Br by
the inverse transformation,
qi = A−1ij r
j , (71)
where we have used Einstein’s summation convention.
On the contrary, the derivatives with respect to the co-
ordinates are covariant,
∂
∂qj
= Aij
∂
∂ri
, (72)
thus the Laplacian in the basis Bq takes the form:
∆~q = A
−1
ik A
−1
jk
∂2
∂qi∂qj
(73)
Defining the metric tensor gµν = ~qµ · ~qν , the dot-product
in the basis Bq of two vectors ~u = (u1, · · · , ud) and
~v = (v1, · · · , vd) takes the form:
~u · ~v = gµνuµvν (74)
B. Discretization of space in non-orthonormal
coordinates
For the sake of simplicity, we assume in the remain-
der of this section that the Hamiltonian is of the form
Hˆo = Tˆ + Vˆ, so the relationship between the superfluid
density and the winding number applies. A condition
for the discretization to be valid is that the discretized
Hamiltonian should reproduce quantitatively the same
physics as its continuous space analog when the lattice
constants go to zero. By performing the change of vari-
ables (71), the continuous-space kinetic operator (35) can
be rewritten as
Tˆ = − h¯
2|J |A−1ik A−1jk
2m
∫
Ω
ψˆ†(~q)
∂2
∂qi∂qj
ψˆ(~q)dQ, (75)
where |J | is the Jacobian determinant,
|J | =
∣∣∣∣∂(r1, · · · , rd)∂(q1, · · · , qd)
∣∣∣∣, (76)
and dQ = dq1 · · · dqd. Performing a second change of
variables for each coordinates, qj = ljyj , where lj has
the dimension of a length and yj is the new dimensionless
variable, the kinetic operator becomes
Tˆ = − h¯
2|J |A−1ik A−1jk
2mlilj
∫
Ω
a†~y
∂2
∂yi∂yj
a~y dy1 · · · dyd, (77)
9where we have used the previously defined dimension-
less creation and annihilation operators, (50) and (51).
As before, in the limit lj → 0, the integral becomes in-
dependent of the step size dyj , which can be chosen as
unity. In this case, the integral becomes discrete, lj be-
comes the lattice constant in the ~qj direction, and the
kinetic operator takes the form:
Tˆ = − h¯
2|J |A−1ik A−1jk
2mlilj
∑
~y∈Ω
a†~y
∂2
∂yi∂yj
a~y (78)
It is important to keep in mind that the volume Ω is a
hyperrectangle. However, if the basis Bq is not orthogo-
nal, summing over a hyperparallelepiped turns out to be
more convenient. As a result, instead of a hyperrectangle
of volume Ω =
∏
j Lj , we consider a hyperparallelepiped
of volume Ω˜ = |J |∏j Lj . Since the volume Ω˜ is scaled
by a factor |J | with respect to Ω, the same energy can be
recovered by multiplying it by the inverse factor. There-
fore, the Jacobian determinant disappears and the kinetic
operator is equivalent to
Tˆ = − h¯
2A−1ik A
−1
jk
2mlilj
∑
~y∈Ω˜
a†~y
∂2
∂yi∂yj
a~y, (79)
where the summation is over all vectors ~y in the volume
Ω˜ with the components yj varying over Sj = Lj/lj lattice
sites. We can use for the second-order derivative the pre-
vious symmetrical prescription (58). The discretization
of the potential term Vˆ can be done in a similar way, and
does not affect the following conclusions.
C. Application to Bravais lattices
We give here some examples of application of the above
discretization to some common Bravais lattices, and we
emphasize the differences between our expressions for the
superfluid density and the expressions that are usually
improperly used. For simplicity, we consider here only
isotropic cases.
1. Hypercubic lattice
In the case of a hypercubic lattice with S1 × · · · × Sd
sites, the basis of the primitive cell is orthogonal, and
the lattice constants lj are all equal to the same value l.
Using the identity transformation for A and defining
t = h¯
2
2ml2 , Eq. (79) leads to the previous discrete form
of the kinetic energy:
Tˆ = −t
∑
〈p,q〉
(
a†paq +H.c.
)
+ 2tdNˆ (80)
In this simple case, the metric tensor gµν is just the iden-
tity, and combining (48) and (69) leads to
ρ˜s =
S2−d
2tβd
〈W21 + · · ·+W2d〉, (81)
where we have assumed the same number of lattice sites
Sj = S in each of the primitive directions. For this case,
we recover the well-known expression. A common mis-
take arises when applying (81) to non-cubic lattice ge-
ometries, as we show below.
2. Triangular lattice
We address here the case of a S × S triangular lat-
tice (Fig. 3). The transformation matrix A that changes
the orthonormal basis Br = {rˆ1, rˆ2} into the basis
Bq = {~q1, ~q2} and the metric tensor gµ,ν are given by:
A =
(
1 1/2
0
√
3/2
)
, g =
(
1 1/2
1/2 1
)
(82)
FIG. 3. (Color online) Triangular lattice. The basis Br is
changed to Bq by the transformation (82).
With this transformation, Eq. (79) becomes
Tˆ = −t′
∑
〈p,q〉
(
a†paq +H.c.
)
+ 6t′Nˆ , (83)
with the energy scale t′ = h¯
2
3ml2 . As a result, using (74)
for the square of the winding number operator, the di-
mensionless superfluid density is:
ρ˜s =
1
6t′β
〈W21 +W22 +W1W2〉 (84)
The above expression computed with the energy scale
t′ = 1 differs significantly from the quantity (81) that is
usually improperly applied with t = 1. Doing so not only
introduces an energy scale mismatch between the simu-
lated Hamiltonian and the computed superfluid density,
but some winding correlations are missed too.
3. Face-centered cubic lattice
The transformation matrix A and the metric ten-
sor gµ,ν associated to the primitive cell of a face-centered
10
cubic lattice (Fig. 4) are given by:
A =
1√
2
 1 0 11 1 0
0 1 1
 , g =
 1 1/2 1/21/2 1 1/2
1/2 1/2 1
 (85)
FIG. 4. (Color online) Face-centered cubic lattice. The basis
Br is changed to Bq by the transformation (85).
With this transformation, Eq. (79) becomes
Tˆ = −t′′
∑
〈p,q〉
(
a†paq +H.c.
)
+ 12t′′Nˆ , (86)
with the energy scale t′′ = h¯
2
4ml2 . Thus, for a S×S×S lat-
tice, the dimensionless superfluid density takes the form:
ρ˜s =
〈W21 +W22 +W23 +W1W2 +W2W3 +W3W1〉
12t′′βS
(87)
Once again, the above expression computed with the
energy scale t′′ = 1 differs significantly from the quan-
tity (81) that is usually improperly applied with t = 1.
D. Application to non-Bravais lattices
A non-Bravais lattice can be described as a basis of
points that is reproduced at each point of an underly-
ing Bravais lattice. Another possible description is to
consider it as a Bravais lattice with smaller lattice con-
stants and missing points. The advantage of this latter
description is that we already know how to discretize con-
tinuous space and obtain a Bravais lattice with the asso-
ciated expression of the superfluid density. By adding to
the Hamiltonian an infinite potential at the locations of
the missing points, we can prevent the particles from oc-
cupying those positions and generate the corresponding
non-Bravais lattice. This mathematical “trick” allows us
to determine the expression of the superfluid density.
1. Honeycomb lattice
A honeycomb lattice (Fig. 5) is usually seen as a two-
point basis (p1, p2) that is reproduced at each point of a
triangular lattice generated by a basis Bq. In our case, it
is more convenient to describe it as a triangular lattice
generated by a second basis Bu, to which we remove all
points generated by the basis Bq.
FIG. 5. (Color online) A honeycomb lattice can be described
as a two-point basis (p1, p2) that is reproduced at each point of
a triangular lattice generated by a basis Bq, or as a triangular
lattice generated by a basis Bu to which all points generated
by the basis Bq are removed.
At this point, it is useful to consider the Hamiltonian
Hˆ = Tˆ + Vˆ with Tˆ given by (35) and Vˆ by
Vˆ =
∫
Ω
ψˆ†(~r)V (~r)ψˆ(~r)dΩ, (88)
with
V (~r) = Uh2
∑
j1,j2
δ(~r − j1~q1 − j2~q2), (89)
where U is a parameter with the dimension of an energy
and h = ||~q1|| = ||~q2||. Injecting (89) into (88) and using
the previously defined dimensionless creation and anni-
hilation operators (50) and (51), the potential becomes:
Vˆ = U
∑
j1,j2
nˆj1~q1+j2~q2 (90)
By discretizing Tˆ with the transformation that changes
an orthogonal basis into the basis Bu and defining
l = ||~u1|| = ||~u2||, the Hamiltonian becomes
Hˆ = −t′
∑
〈p,q〉
(a†paq +H.c.
)
+ 6t′Nˆ
+U
∑
p∈Bq
nˆp (91)
where the sum
∑
〈p,q〉 is over all distinct pairs of first
neighboring sites of the triangular lattice generated
by Bu, and the sum
∑
p∈Bq is over all sites generated
by Bq. Since the Hamiltonian Hˆ satisfies the condition
(34), the corresponding superfluid density is given by
(84), and this result applies for any value of the parame-
ter U . In particular, it applies in the limit U →∞ where
the Hamiltonian becomes equivalent to
Hˆ = −t′
∑
〈p,q〉−Bq
(a†paq +H.c.
)
+ 6t′Nˆ , (92)
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where the notation 〈p, q〉 − Bq indicates that the points
generated by Bq are removed. As a result, the above
Hamiltonian describes particles on a honeycomb lattice,
and the expression of the superfluid density is the same
as for a triangular lattice and given by (84).
2. Kagome lattice
A kagome lattice (Fig. 6) is formed by corner-sharing
triangles, and is usually seen as a three-point basis
(p1, p2, p3) that is reproduced at each point of a trian-
gular lattice generated by a basis Bq. Here again, it is
more convenient to describe it as a triangular lattice gen-
erated by a second basis Bu, to which we remove all points
generated by the basis Bq.
FIG. 6. (Color online) A kagome lattice can be described
as a three-point basis (p1, p2, p3) that is reproduced at each
point of a triangular lattice generated by a basis Bq, or as a
triangular lattice generated by a basis Bu to which all points
generated by the basis Bq are removed.
Therefore, the same reasoning as for the honeycomb
lattice can be applied, and we conclude that the expres-
sion of the superfluid density is given by that of a trian-
gular lattice (84).
3. Pyrochlore lattice
A pyrochlore lattice (Fig. 7) is formed by corner-
sharing tetrahedrons, and is usually seen as a four-point
basis (p1, p2, p3, p4) that is reproduced at each point of
a face-centered cubic lattice generated by a basis Bq. In
a way similar to the honeycomb and kagome lattices, it
is more convenient to describe it as a face-centered cu-
bic lattice generated by a second basis Bu, to which we
remove all points generated by the basis Bq.
As before, the same reasoning as for the honeycomb
and kagome lattices can be applied, and we conclude that
the expression of the superfluid density is given by that
of a face-centered cubic lattice (87).
FIG. 7. (Color online) A pyrochlore lattice can be described
as a four-point basis (p1, p2, p3, p4) that is reproduced at each
point of a face-centered cubic lattice generated by a basis Bq,
or as a face-centered cubic lattice generated by a basis Bu to
which the points generated by the basis Bq are removed.
E. Consistency check
In this subsection, we make a consistency check that
illustrates the correctness of our expressions of the su-
perfluid density for the hypercubic (81), triangular (84),
and face-centered cubic (87) lattices. Since the kinetic
term of the triangular lattice (83) and the kinetic term
of the face-centered cubic (86) lattice correspond to the
discretization of the continuous kinetic term (35) with
d = 2 and d = 3, respectively, they should give exactly
the same superfluid density as the kinetic term of the
hypercubic lattice (80) with the corresponding dimen-
sionality.
In order to check this, we made use of the Stochas-
tic Green Function15 (SGF) algorithm with directed
updates16, and performed quantum Monte Carlo simu-
lations of the kinetic term for hard-core bosons at half-
filling. The results are shown in Fig. 8. The superfluid
density obtained for a 16 × 16 triangular lattice with
t′ = 1 is in agreement with the superfluid density ob-
tained for a 16 × 16 square lattice with t = 1, as a
function of temperature T , the small differences being
due to finite-size effects. We get the same agreement
between the superfluid density obtained for a 4 × 4 × 4
face-centered cubic lattice with t′′ = 1 and the superfluid
density obtained for a 4× 4× 4 cubic lattice with t = 1.
VII. LATTICE HAMILTONIAN WITH
HOPPING BETWEEN SECOND NEIGHBORS
In this section, we illustrate the usefulness of Eq. (70)
by considering a Hamiltonian for which the well-known
expressions of the superfluid density are not applica-
ble. The model consists of soft-core bosons on a two-
dimensional S×S square lattice described by the Hamil-
tonian:
Hˆo = −t
∑
〈p,q〉
(
a†paq +H.c.
)
+
U
2
∑
j
nˆj(nˆj − 1)
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FIG. 8. (Color online) The dimensionless superfluid den-
sity ρ˜s of hard-core bosons as a function of temperature T/t
at half-filling, for different lattice geometries. The values ob-
tained for a triangular lattice agree with the values obtained
for a square lattice, the small differences being due to finite-
size effects. In the same way, the values obtained for a face-
centered cubic lattice agree with the values obtained for a
cubic lattice. The errorbars are smaller than the symbols’
size.
−λ
∑
〈〈p,q〉〉
(
a†paq +H.c.
)
(93)
The sum
∑
〈〈p,q〉〉 is over all distinct pairs of second-
neighboring sites p and q. In addition to the discrete
operators (54), (55), (57), (59), we define the operator:
~Q = −i
√
mt/2
∑
〈〈p,q〉〉
(
a†paq −H.c.
)
(~q − ~p) (94)
Calculating the commutator
[
~R, Hˆo
]
leads to:
[
~R, Hˆo
]
= i
h¯
m
(
~P + λ
t
~Q
)
(95)
Therefore, the Hamiltonian (93) does not belong to the
class defined by (34), and the expression of the superfluid
density given by (81) with d = 2 is not applicable. Inject-
ing (95) into (70) with Stot = S
2, we get the expression:
ρ˜s = ρ˜− 1
4tS2
〈Tˆ 〉
− 1
2mS2
〈
~P ·
∫ β
0
eτHˆo
(
~P + λ
t
~Q
)
e−τHˆodτ
〉
(96)
Using the SGF algorithm15 with directed updates16, it
is easy to evaluate (96) for a given configuration of the
particle worldlines by defining nζ as the number of hop-
pings in the direction ζ, with ζ =←,→, ↑, ↓,↙,↗,↘,↖,
the notation being self-explanatory. Then (96) takes the
form:
ρ˜s =
1
4tβS2
〈
(n←−n→)(n←−n→+n↙−n↗−n↘+n↖)
+(n↓ − n↑)(n↓ − n↑ + n↙ − n↗ + n↘ − n↖)
〉
(97)
We have simulated the Hamiltonian (93) with t = 1,
λ = 0.8, and U = 20, at half-filling (ρ˜ = 12 ) as a function
of temperature. Fig. 9 shows a comparison between the
quantity given by the discrete form of Pollock and Ceper-
ley’s formula (81) and our expression (97). This example
clearly demonstrates that (81) is not applicable for this
Hamiltonian, since it gives a value that is greater than
the total density. On the other hand, our expression (97)
ensures that ρ˜s ∈ [0; ρ˜].
FIG. 9. (Color online) Comparison between the superfluid
density (red) obtained from the general expression (97) and
the quantity (blue) given by (81) for the Hamiltonian (93).
The errorbars are smaller than the symbols’ size.
VIII. MULTI-SPECIES HAMILTONIANS
The theory developed in sections IV and V can be ex-
tended to multi-species Hamiltonians in order to obtain
the superfluid density of each component of mixtures.
Again, for the sake of simplicity, we consider in the fol-
lowing only the isotropic case. Consider a d-dimensional
Hamiltonian Hˆo with several species of particles. We de-
note by mζ the mass of a particle of a given species ζ.
A. Continuous space
By adding the index ζ to the field operators that ap-
pear in (10), (11), and (12), we can define the continuous-
space number Nˆζ , position ~Rζ , and momentum ~Pζ op-
erators associated to each species ζ. As shown by An-
dreev and Bashkin21, the superfluid current ~jζs of a given
species ζ can be carried by the other species. As a result,
the superfluid density is a second order tensor, and the
superfluid current is given by
~jζs = ρ
ζξ
s ~v
ξ
s , (98)
where ~v ξs is the superfluid velocity of species ξ. The fric-
tion between the normal components of each species im-
poses the normal velocity to be the same for all species.
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However the different species can have different super-
fluid velocities. For each species ζ, we denote by Fζ the
frame in which its supefluid component comes to rest,
and we denote by F ′ the frame of the moving walls in
which the normal components of all species are at rest.
Defining ~v ζ as the velocity of F ′ with respect to Fζ , we
can define the unitary operator
Uˆ = e− ih¯
∑
ζ
mζ~v
ζ · ~Rζ , (99)
and interpret it as the operator that performs for each
species ζ a Galilean transformation from Fζ to F ′. Ap-
plying the correspondence principle in the frame F ′ of
the moving walls, the quantum average of the momen-
tum operator of species ζ must be equal to the classical
momentum, which is due to the superfluid only. In this
frame, the superfluid velocity of species ξ is ~v ξs = −~v ξ.
Thus we have:
− ρζξs ~v ξΩ =
1
ZoTr
~Pζe−βHˆo
=
1
ZoTr Uˆ
† ~Pζ Uˆe−βUˆ†HˆoUˆ
=
1
ZoTr
(
~Pζ −mζ~v ζNˆζ
)
e−βUˆ
†HˆoUˆ (100)
Calculating the divergence with respect to ~v ξ and tak-
ing the limit where all velocities go to zero, we get the
expression of the superfluid tensor
ρζξs = ρ
ζδζξ + i
mξ
h¯Ωd
〈
~Pζ ·
∫ β
0
eτHˆo
[
~Rξ, Hˆo
]
e−τHˆodτ
〉
,
(101)
where ρζ = mζ〈Nˆζ〉/Ω is the total density of species ζ.
B. Discrete space
As before, it is useful to write the kinetic energy of
species ζ as a sum of contributions from the different
directions, Tˆζ =
∑
j Tˆjζ , and see how the momentum ~Pζ
transforms under Uˆ :
Uˆ† ~Pζ Uˆ = ~Pζ −mζ~v ζNˆζ + mζ
2tζ
∑
j
vζj jˆTˆjζ + ~O(~v2) (102)
Thus, new terms proportional to Tˆjζ need to be sub-
tracted from (100), leading to:
ρζξs =
(
ρζ − mζ
2tζΩd
〈Tˆζ〉)δζξ
+i
mξ
h¯Ωd
〈
~Pζ ·
∫ β
0
eτHˆo
[
~Rξ, Hˆo
]
e−τHˆodτ
〉
(103)
Our previous definition of the dimensionless superfluid
density (69) can be generalized to the superfluid density
tensor as
ρ˜ζξs =
ρζξs Ω
mξStot
, (104)
Defining the for each species ζ the associated dimension-
less density ρ˜ζ = ρζΩ/mζStot, we get:
ρ˜ζξs =
(
ρ˜ζ − 1
2tζdStot
〈Tˆζ〉)δζξ
+i
1
h¯dStot
〈
~Pζ ·
∫ β
0
eτHˆo
[
~Rξ, Hˆo
]
e−τHˆodτ
〉
(105)
C. Application to a two-species Hamiltonian with
inter-species conversion terms
We consider here a one-dimensional lattice Hamilto-
nian with S sites that describes atoms and molecules with
inter-species conversion terms18,19, which takes the form
Hˆo = −ta
∑
〈p,q〉
(
a†paq +H.c.
)− tm ∑
〈p,q〉
(
m†pmq +H.c.
)
+
Uaa
2
∑
p
nˆap(nˆ
a
p − 1) +
Umm
2
∑
p
nˆmp (nˆ
m
p − 1)
+Uam
∑
p
nˆapnˆ
m
p +D
∑
p
nˆmp
+σ
∑
p
(
a†pa
†
pmp +H.c.
)
, (106)
where a†p and ap (resp. m
†
p and mp) are the creation and
annihilation operators of an atom (resp. a molecule) on
site p. The operator nˆap = a
†
pap (resp nˆ
m
p = m
†
pmp) counts
the number of atoms (resp. molecules) on site p. The last
term in (106) converts a molecule into two atoms and
vice-versa. As a result, this Hamiltonian does not con-
serve the number of atoms nor the number of molecules,
but we can define the total density as ρ˜tot = ρ˜a + 2ρ˜m
which is conserved. In a path-integral representation, the
non-conservation of the number of atoms and molecules
means that the atomic and molecular worldlines can be
broken (Fig. 10). As pointed in ref.20, this results in the
impossibility to define winding numbers for atoms and
for molecules that are topologically conserved. Never-
theless, our general expression of the superfluid density
tensor (105) does not rely on any definition of the wind-
ing number, and can be easily calculated. Calculating
the commutators of the position operators Ra and Rm
with the Hamiltonian (106), we obtain[Ra, Hˆo] = i h¯
ma
Pa + 2C, (107)[Rm, Hˆo] = i h¯
mm
Pm − C, (108)
where C is given by:
C = σl
∑
p
p
(
a†pa
†
pmp −H.c.
)
(109)
Injecting (107) and (108) in (104), we obtain the elements
of the superfluid density tensor:
ρ˜aas = ρ˜
a − 1
2taS
〈Tˆa〉
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FIG. 10. (Color online) Worldline representation of a config-
uration of the partition function in the space and imaginary
time (x, it) plane. The left figure shows a configuration with
3 atoms (blue) when no molecules are formed. In this case,
the winding number Wa of the atoms can be defined, and
the present realization corresponds to Wa = 2. The right fig-
ure corresponds to a case when molecules (red) are formed.
In this case, the numbers of atoms and molecules depend on
imaginary time. Since the paths of the atoms and molecules
are undefined between the points p1 and p2, it is not possible
to assign winding numbers to them.
− 1
maS
〈Pa ∫ β
0
Pa(τ)dτ
〉
+
2i
h¯S
〈Pa ∫ β
0
C(τ)dτ〉 (110)
ρ˜mms = ρ˜
m − 1
2tmS
〈Tˆm〉
− 1
mmS
〈Pm ∫ β
0
Pm(τ)dτ
〉
− i
h¯S
〈Pm ∫ β
0
C(τ)dτ〉 (111)
ρ˜ams = −
1
mmS
〈Pa ∫ β
0
Pm(τ)dτ
〉
− i
h¯S
〈Pa ∫ β
0
C(τ)dτ〉 (112)
ρ˜mas = −
1
maS
〈Pm ∫ β
0
Pa(τ)dτ
〉
+
2i
h¯S
〈Pm ∫ β
0
C(τ)dτ〉 (113)
Evaluating (110), (111), (112), and (113) with the SGF
method is made easy by defining naL and n
a
R (resp. n
m
L
and nmR ) as the numbers of hoppings of atoms (resp.
molecules) to the left and to the right in a given config-
uration of worldlines, and npm→a and n
p
a→m as the num-
bers of conversions of molecules to atoms and atoms to
molecules that occur on site p. With these definitions,
the elements of the superfluid density tensor take the fi-
nal forms:
ρ˜aas =
1
2taβS
〈
(naL − naR)2
〉
+
1
taβS
〈
(naL − naR)
∑
p
p(npm→a − npa→m)
〉
(114)
ρ˜mms =
1
2tmβS
〈
(nmL − nmR )2
〉
− 1
2tmβS
〈
(nmL − nmR )
∑
p
p(npm→a − npa→m)
〉
(115)
ρ˜ams =
1
2taβS
〈
(naL − naR)(nmL − nmR )
〉
− 1
2taβS
〈
(nmL − nmR )
∑
p
p(npm→a − npa→m)
〉
(116)
ρ˜mas =
1
2tmβS
〈
(naL − naR)(nmL − nmR )
〉
+
1
tmβS
〈
(naL − naR)
∑
p
p(npm→a − npa→m)
〉
(117)
Figure 11 shows the densities ρ˜a and ρ˜m of atoms and
molecules, and the elements of the superfluid density
tensor obtained from (114), (115), (116), and (117) as
functions of the total density ρ˜tot. With the parameters
S = 20, ta = 1, tm = 0.5, σ = 0.5, Uaa = 8, Umm = 100,
Uam = 12, D = 6, and β = 10, our simulations indicate
that the phase is incompressible for densities ρ˜tot = 1 and
ρ˜tot = 2, and nearly incompressible for ρ˜tot = 3. This is
consistent with the features observed in ρ˜aas , ρ˜
mm
s , ρ˜
am
s ,
and ρ˜mas , and in agreement with ref.
20.
FIG. 11. (Color online) The densities ρ˜a and ρ˜m and the
elements of the superfluid density tensor ρ˜aas , ρ˜
mm
s ,ρ˜
am
s , and
ρ˜mas , as functions of the total density ρ˜
tot. The errorbars are
smaller than the symbols’ size.
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IX. CONCLUSION
Based on real and thought experiments, we give defini-
tions of the superfluid density for general Hamiltonians,
including multi-species Hamiltonians. We derive general
expressions that allow us to calculate the superfluid den-
sity with path-integral methods. While it is well known
that the superfluid density can be related to the response
of the free energy to a boundary phase twist or to the fluc-
tuations of the winding number, we show that this is true
only for a particular class of Hamiltonians. Our expres-
sions, however, can be applied to any Hamiltonian. In
particular, they can be applied to Hamiltonians that do
not conserve the number of particles, where the winding
number is undefined. By performing a discretization of
space with a general change of basis, we obtain formulae
for the superfluid density for various lattice geometries.
We point to some common mistakes that occur when the
energy scale is not correctly reflected in the expression
of the superfluid density, and when some correlations are
missed because of a non-diagonal metric tensor. Finally,
we give two examples of lattice Hamiltonians for which
the well-known expressions of the superfluid density are
not applicable. We calculate the superfluid densities for
these Hamiltonians by evaluating our general expressions
by means of quantum Monte Carlo simululations, using
the SGF algorithm.
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