Rochester Institute of Technology

RIT Scholar Works
Theses

Thesis/Dissertation Collections

2010

Service level agreement in virtualized environment
Steven Sanchez Fermin

Follow this and additional works at: http://scholarworks.rit.edu/theses
Recommended Citation
Sanchez Fermin, Steven, "Service level agreement in virtualized environment" (2010). Thesis. Rochester Institute of Technology.
Accessed from

This Thesis is brought to you for free and open access by the Thesis/Dissertation Collections at RIT Scholar Works. It has been accepted for inclusion
in Theses by an authorized administrator of RIT Scholar Works. For more information, please contact ritscholarworks@rit.edu.

SERVICE LEVEL AGREEMENT IN VIRTUALIZED ENVIRONMENT

By

Steven Sanchez Fermin

Project report submitted in partial fulfillment of the requirements for the
Degree of Master of Science in
Networking and Systems Administration

Rochester Institute of Technology
B. Thomas Golisano College
Of Computing and Information Sciences

April 30, 2010
Steven Sanchez Fermin

Rochester Institute of Technology
B. Thomas Golisano College
Of Computing and Information Sciences
Master of Science in Networking and Systems Administration
~ Project Approval Form ~
Student Name:

Steven Sanchez F.

Project Title:

Service Level Agreement in Virtualized
Environment

Project Area(s):

Application Dev.
* Security

Database
* System Admin.

eCommerce
* Networking

Gaming

HCI

Learning/Perform

Project Mngt.

Software Dev.

Telecomm.

Website Design

Multimedia

~ MS Project Committee ~
Name

Signature

Date

Prof. Charles Border
Chair
Prof. Arlene Estevez
Committee Member
Prof. Giovanni Heredia
Committee Member
Steven Sanchez Fermin

Page 1

Thesis Reproduction Permission Form

Rochester Institute of Technology
B. Thomas Golisano College
of
Computing and Information Sciences

Master of Science in Networking and Systems
Administration

Service Level Agreement in
Virtualized Environment

I, Steven Sanchez Fermin, hereby grant permission to the Wallace Library of the
Rochester Institute of Technology to reproduce my thesis in whole or in part. Any
reproduction must not be for commercial use or profit.

Date: __April 30, 2010__

Steven Sanchez Fermin

Signature of Author:_______________________

Page 2




Table of Contents
Contents
^dZd͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϰ
ϭ͘

/EdZKhd/KE͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϱ

Ϯ͘

>/dZdhZZs/t͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϳ
^ĞƌǀŝĐĞ>ĞǀĞůŐƌĞĞŵĞŶƚƐ͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϳ
^>ŐŽĂůƐĂŶĚŵĞƚƌŝĐƐ͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϵ
WĞƌĨŽƌŵĂŶĐĞĂŶĚǀĂŝůĂďŝůŝƚǇDĞƚƌŝĐƐ͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϭϬ
sŝƌƚƵĂůŝǌĂƚŝŽŶ͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϭϬ
/ŶĐĞŶƚŝǀĞƐĂƌŽƵŶĚsŝƌƚƵĂůŝǌĂƚŝŽŶ͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϭϯ
&ƵůůsŝƌƚƵĂůŝǌĂƚŝŽŶ͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϭϰ
K^ƐƐŝƐƚĞĚsŝƌƚƵĂůŝǌĂƚŝŽŶŽƌWĂƌĂǀŝƌƚƵĂůŝǌĂƚŝŽŶ͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϭϰ
,ĂƌĚǁĂƌĞĂƐƐŝƐƚĞĚǀŝƌƚƵĂůŝǌĂƚŝŽŶ͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϭϳ
sŝƌƚƵĂůDĂĐŚŝŶĞ;sDͿ͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϭϳ
'ƵĞƐƚKƉĞƌĂƚŝŶŐ^ǇƐƚĞŵsŝƌƚƵĂůŝǌĂƚŝŽŶ͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϭϴ
sŝƌƚƵĂůŝǌĞĚŶǀŝƌŽŶŵĞŶƚ͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϮϬ

WZK>D^ddDEd͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘Ϯϭ
>ĂďŽƌĂƚŽƌǇ'ŽĂůƐ͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϮϮ
3. d^dEs/ZKEDEd͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘Ϯϯ
4. /E^d>>d/KEEKE&/'hZd/KE͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘Ϯϱ
,ĂƌĚǁĂƌĞƌĞƋƵŝƌĞŵĞŶƚĂŶĚƐƉĞĐŝĨŝĐĂƚŝŽŶƐ͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘Ϯϱ
^ŽĨƚǁĂƌĞƌĞƋƵŝƌĞŵĞŶƚĂŶĚƐƉĞĐŝĨŝĐĂƚŝŽŶƐ͗͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘Ϯϲ
ϱ͘

tKZ</E'Dd,KK>K'z͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϯϲ

ϲ͘

K^Zsd/KEE&/E/E'^͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϯϴ

7. KE>h^/KE͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϳϮ
ϴ͘

ZKDDEd/KE^͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϳϯ

ϵ͘

Z&ZE^͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϳϰ

WWE/y/ʹsŝƌƚƵĂůDĂĐŚŝŶĞϭŽŶĨŝŐƵƌĂƚŝŽŶ͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϳϲ
WWE/y//ʹsDǁĂƌĞǀĞŶƚĞƌŽŶǀĞƌƚĞƌ;//^ͿWƌŽĐĞĚƵƌĞ͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϴϯ
WWE/y///ʹsDǁĂƌĞ,ŽƐƚƉĞƌĨŽƌŵĂŶĐĞŵŽŶŝƚŽƌŝŶŐ͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘͘ϴϳ

  


͵




SERVICE LEVEL AGREEMENT IN VIRTUALIZED ENVIRONMENT
BY STEVEN SANCHEZ FERMIN
ƵĂƌƚĞ,ŝŐŚǁĂǇ<ŵϭϭͬϮ
Santiago, Dominican Republic
Phone: (809) 580-1962 Ext. 4465 Fax: (809) 582-4549

ssanchez@pucmmsti.edu.do

ABSTRACT

The Service Level Agreement is a process of negotiation in which the bussiness (Managers, IT
staff) and customers establish a common understanding about services, priorities and
responsibilities. The purpose of this project is to analyze which metrics of physical environment
can be used to recommend optimized Service Level Agreements for virtual environment. For the
Analysis of this project, an enterprise-class hypervisor VMware ESXi and the tools VSphere
Client, Solarwinds Engineer’s Toolset and PRTG Network Monitor are used to make a virtual
laboratory. The results showed the aspects to take into consideration to make and guaranty the
most favorable Service Level Agreement in virtualized environment.
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1. INTRODUCTION

For many years the IT department has used different mechanisms to establish their levels of
services in order to be aligned with business needs and provide an efficient and cost effective
service. On the other hand, customers require to be informed of service availability and
performance of any of the provisions in their contracts. In order to determine the requirements of
appropriate levels of service, the companies establish Service Level Agreements (SLA), in which
an agreement is set between the business and its costumers quantifying the minimum acceptable
service to the costumers. These SLAs are based on metrics which are useful to the business.
However, both the metric and its SLAs were developed in their efforts to meet the needs of
corporations with physical environments, with the launch of virtualized environments this has to
change. To ensure that these new environments meet the requirements of companies and
costumers new metrics should be established and must redefine existing ones in order to stay in
line with business expectations.
The Literature review of this project explains the SLAs, its metrics, how important they are and
they can be used. Also, it talks about Virtualization, its benefits, the types of virtualization and an
illustration of a virtualized environment.
Later, the problem statement is described; in which states if the tested metrics of availability,
performance and quality of service, which are proper of physical environment, are suitable to
virtual environments and which other new metrics should be used.
An experimental methodology was used to develop this project. A testing laboratory was made
in order to prove the hypothesis.
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The results of this research shows that it was successful because after testing the metrics ,
commonly used physical environment can be applied in the virtual environment. This is a very
important finding to create more efficient Service Level Agreements in Virtualized
Environments, which are as well more useful for the IT group, the owners and the costumers.





  







2. LITERATURE REVIEW

Service Level Agreements
A Service Level Agreement is defined as an agreement between the services provider and its
customers. Service level agreements emerged in the early 1990s as a way for Information
Technology (IT) departments and service providers within private (usually corporate) computer
networking environments to measure and manage the quality of service (QoS) they were
delivering to their internal customers. Service level agreements are the contractual component of
QoS and are usually implemented as part of a larger service level management (SLM) initiative
(Lee and Ben-Natan). The goal of Service Level Agreements is to focus the needs of the
companies and its customers more than in the technology used, identifying, prioritizing and
documenting the real needs of the organization.
Most of the times, the implementation of the Service Level Agreements programs are difficult
because they involve a mutual agreements between the service provider and customers. The
creation of the SLA is a process of negotiation in which the service provider (Managers, IT staff)
and customers establish a common understanding about services, priorities, responsibilities, etc...
Compliance with the QoS is one of the most important components of the SLA. The Quality of
service is defined by the International Telecommunications Union (ITU-T) as "the collective
effect of service performances, which determine the degree of satisfaction of a user of the service
(Lee and Ben-Natan), which require an advanced planning for the date collections that are
presented in the SLA reports.

  







Therefore they should be established as part of the implementation of the SLA. The SLA reports
must provide a guarantee that the QoS is being proactively monitored and that the service
provider is ready to respond to any contingency that may arise. Based on these reports the
service provider may maintain a constant optimization of all processes that make up the SLA.
When executed properly, the SLA provides the techniques and standards to ensure better
decisions and ensure that IT departments are aligned with the Objective of the organization that
they support.
The process for creating the SLA is shown in the illustration 1 which identifies the five main
processes that involve the creation of the SLA

&ŝŐƵƌĞϭ͗^ƚĞƉƐŝŶƚŚĞƉƌŽĐĞƐƐŽĨĐƌĞĂƚŝŶŐĂŶĞǁ^>;ĞƐĂŝͿ
&ŝŐƵƌĞϭ͗^ƚĞƉƐŝŶƚŚĞƉƌŽĐĞƐƐŽĨĐƌĞĂƚŝŶŐĂŶĞǁ^>;ĞƐĂŝͿ

Identify business requirements is an important part of the process of creating a new SLA. In this
step it is important to identify every aspect of a prospective product or service offering. Strong
contract and entitlement development processes are more important for products covered by
SLAs (Lee and Ben-Natan).
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Another important step from the SLA creation process is the Service Level Goals, this define the
targeted levels of services that are to be expected from IT departments (Desai).

SLA goals and metrics
SLA Metrics are the main component of the SLAs and key part of the same. Metrics specify
what specific data and statistics to be measured and analyzed to ensure compliance with the
agreements established. The metrics are derived from the SLA and the contract itself. They
reflect the commitments made in the contract and the SLAs, and they allow continuous tracking
of the service being delivered and gauging whether service delivery conforms to the agreed-upon
SLA (Lee and Ben-Natan).
The implementations of SLA are the operations and associated activities that are performed daily
to ensure the service offered. This includes measurement of SLA entitlements on an ongoing
basis. Extraordinary events such as circuit degradation, outage, maintenance downtime, and even
failure of the capability to measure performance (Operations Support System (OSS) downtime)
should be recorded and measured and the impact to the business assessed and reported (Lee and
Ben-Natan).
Finally, the SLA performance monitoring let companies review current terms, metrics, and
priorities and updates them based on current requirements.
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Performance and Availability Metrics
The main objective of performance metrics is to determine whether a service is performing up to
standards.
Availability is defined as “a percentage measure of the degree to which machinery and
equipment is in an operable and committable state at the point in time when it is needed.”
(Katukoori).



Virtualization
Virtualization is a technique for hiding the physical characteristics of computing resources to
simplify the way in which other systems, applications, or end users interact with those resources.
(Bolton)
Virtualization has gained a considerable amount of coverage in the trade media in recent years.
So it would be easy to make the assumption that the concept of virtualization is new. In fact,
virtualization has been around since it was first introduced on IBM mainframe operating systems
in the 1960s.
“Virtualization is a technology that everyone is talking about, and with the increased cost of
energy, the server consolidation part of the value proposition has become even more
compelling”. (ACM)
The popularity of virtualization can be attributed to a number of reasons:
Green computing - green computing refers to the recent trend to reduce the power consumption
of computer systems. Whilst not a primary concern for individual users or small businesses,
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companies with significant server operations can save considerable power usage levels by
reducing the number of physical servers required using virtualization. An additional advantage
involves the reduction in power used for cooling purposes, since fewer servers generate less heat.

Increased computing power - The overall power of computer systems has increased
exponentially in recent decades to the extent that many computers, by running a single operating
system instance, are using a fraction of the available memory and CPU power. Virtualization
allows companies to maximize utilization of hardware by running multiple operating systems
concurrently on single physical systems.

Financial constraints - Large enterprises are under increasing pressure to reduce overheads and
maximize shareholder returns. A key technique for reducing IT overheads is to use virtualization
to gain maximum return on investments in computer hardware.

Web 2.0 & Cloud Computing - The term Web 2.0 has primarily come to represent the gradual
shift away from hosting applications and data on local computer systems to a web based
approach. For example, many users and companies now use Google Apps for spreadsheet and
word processing instead of installing office suite software on local desktop computers. Web
services such as these require the creation of vast server farms running hundreds or even
thousands of servers, consuming vast amounts of power and generating significant amounts of
heat. Virtualization allows web services providers to consolidate physical server hardware,
thereby cutting costs and reducing power usage.
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Operating system market fragmentation - In recent years the operating system market has
increasingly fragmented with Microsoft ceding territory to offerings such as Linux and Apple's
Mac OS. Enterprises are now finding themselves managing heterogeneous environments where,
for example, Linux is used for hosting web sites whilst Windows Server is used to email and file
serving functions. In such environments, virtualization allows different operating systems to run
side by side on the same computer systems.

Virtualization let a single physical resource (such as a server, an operating system, an
application, or storage device) appear as multiple logical resources; or making multiple physical
resources (such as storage devices or servers) appear as a single logical resource.
One of the most important objectives of virtualization is the server consolidation because it
requires less hardware and less hardware managers which can help reduce other costs like
maintenance, space, minimize cost, power consumption, physical rack space and others. In
addition, servers are cheaper now that they were before; adding up that it is just one time
expense.

The benefits of virtualization are that it offers better execution boundaries than an operating
system; it means it provides security. Other benefits are fault isolation, high reliability, high
availability and it provides easy management.
Virtualization technology has made great strides in allowing the creation of the next generation
of efficient, easily manageable, highly available, and dynamic data centers. Future developments
in virtualization as a technology, the processes involved and hardware technology employed will
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be impressive and ground-breaking in the future. Virtualization means a refinement in the way
people interact with technology and above all, better efficiency on all levels. (Shaw)

At the heart of system virtualization is another technology called a Virtual Machine Monitor
(VMM). The VMM provides the underpinnings for virtualization management, which includes
policy-based automation, virtual hard disk, life cycle management, live migration and real-time
resource allocation. Its objective is to manage the system's processor, memory and other
resources to allocate what each operating system requires. VMMs provide the means, through
emulation, to divide a single, physical server or blade, allowing multiple operating systems to
run securely on the same CPU and increase the CPU utilization. (Beal)

Incentives around Virtualization

The IT group and the application owning group have many incentives around Virtualization.
Still, it is a challenge for the IT group; but I think it is a blessing due to all the benefits it offers.
One of them is that it offers the ability to host multiple guest Systems on a single physical server,
it allows organizations to reclaim data center territory, thereby avoiding the expense of building
out more data center space. This is an enormous benefit because data centers can cost millions of
dollars to construct.
Another incentive the IT group has is that it makes the data center run more efficiently and it is
also an excellent option to address the Increasing cost of system administration (operations
personnel) and Last, but not least, is the reduction of power consumption. As well, the
application owning group can enjoy a very highly effective optimized service.
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All these things are the principal driving forces both, the IT group and the application owning
groups have to develop good Service Level Agreements in virtualized environments.

There are three alternative techniques to virtualize the CPU and they are: Full virtualization
using binary translation, OS assisted virtualization or paravirtualization and Hardware assisted
virtualization (first generation).

Full Virtualization
Full virtualization is when a complete operating system is installed on the physical server. Full
virtualization provides total abstraction of the underlying physical system and creates a complete
virtual system in which the guest operating system can execute. No modification is required in
the guest operating system or application; the guest OS or application is not even aware that it is
running within a virtualized environment. The guest OS executes on the VM just as they would
on a physical system
Full virtualization offers the best isolation and security for virtual machines, and simplifies
migration and portability as the same guest OS instance can run virtualized or on native
hardware. VMware’s virtualization products and Microsoft Virtual Server are examples of full
virtualization.

OS Assisted Virtualization or Paravirtualization
Paravirtualization presents each virtual machine with an abstraction of the hardware that is
similar to but not identical to the underlying physical hardware. Paravirtualization attempts to
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provide most services directly from the underlying hardware instead of abstracting it. Paravirtualization allows for near-native performance. (Chakraborty)
Paravirtualization has two advantages. First, it imposes less performance overhead because it is a
very small amount of code. Hardware emulation, you’ll recall, inserts an entire hardware
emulation layer between the guest operating system and the physical hardware. By contrast,
paravirtualization’s thin software layer acts more like a traffic cop, allowing one guest OS access
to the physical resources of the hardware while stopping all other guest OSs from accessing the
same resources at the same time. The second advantage of the paravirtualization approach
compared to hardware emulation is that paravirtualization does not limit the device drivers
contained in the virtualization software; in fact, paravirtualization does not include any device
drivers at all. Instead, it uses the device drivers contained in one of the guest operating systems,
referred to as the privileged guest. Without going into too much detail about this architecture
here, suffice it to say that this is a benefit, since it enables organizations to take advantage of all
the capabilities of the hardware in the server, rather than being limited to hardware for which
drivers are available in the virtualization software as in hardware emulation virtualization.
(Golden and Scheffy)

Paravirtualization requires modifications to the guest operating systems that are running on the
VMs. As a result, the guest operating systems are aware that they are executing on a VM.
Paravirtualization is different from full virtualization, where the unmodified OS does not know it
is virtualized and sensitive OS calls are trapped using binary translation. The value proposition
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of paravirtualization is in lower virtualization overhead, but the performance advantage of
paravirtualization over full virtualization can vary greatly depending on the workload.

There has been one significant drawback to this approach to virtualization: Because it is
lightweight and multiplexes access to the underlying hardware, paravirtualization requires that
the guest operating systems be modified in order to interact with the paravirtualization interfaces.
This can only be accomplished by having access to the source code of the guest operating
system. This access is possible for open source operating systems, such as Solaris and Linux.
(Golden and Scheffy)

The Intel x86 architecture provides four levels of privilege modes. These modes, or rings, are
numbered 0 to 3, with 0 being the most privileged. In a non-virtualized system, the OS executes
at ring 0 and the applications at ring 3. Rings 1 and 2 are typically not used. Typically, the
paravirtualization software takes advantage of the ring 0 and executes in it. For example, Xen
execute the VMM at ring 0, the guest OS at ring 1, and the applications at ring 3. This approach
helps to ensure that the VMM possesses the highest privilege, while the guest OS executes in a
higher privileged mode than the applications and is isolated from the applications. Privileged
instructions issued by the guest OS are verified and executed by the VMM.

Under paravirtualization the kernel of the guest operating system is modified specifically to run
on the hypervisor. This typically involves replacing any privileged operations that will only run
in ring 0 of the CPU with calls to the hypervisor (known as hypercalls). The hypervisor in turn
performs the task on behalf of the guest kernel. This typically limits support to open source
operating systems such as Linux which may be freely altered and proprietary operating systems
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where the owners have agreed to make the necessary code modifications to target a specific
hypervisor. These issues notwithstanding, the ability of the guest kernel to communicate directly
with the hypervisor results in greater performance levels compared to other virtualization
approaches. (Virtuatopia)

Hardware assisted virtualization
Hardware-assisted virtualization changes the access to the operating system itself. x86 operating
systems are designed to have direct access to system resources to run. With software
virtualization the Virtual Machine Monitor (VMM) emulates the required hardware to the
operating system. With hardware-assisted virtualization the operating system has direct access to
resources without any emulation or OS modification. (Beal)

Virtual Machine (VM)
A virtual machine is a software computer that, like a physical computer, runs an operating
system and applications. An operating system installed on a virtual machine is called guest
operating system.
Because every virtual machine is an isolated computing environment, it can be used as desktop
or workstation environments, as testing environments, or to consolidate server applications.
Virtual machines run on hosts. The same host can run many virtual machines. A host is a
computer that uses virtualization software to run virtual machines. They provide the CPU and
memory resources that virtual machines use and give virtual machines access to storage and
network connectivity. (VMware)
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Virtual machines are bound to operate within the confines of the resources and abstractions that
it has, and it cannot form any functions or process anything that are outside the confines of its
virtual world. A system virtual machine would allow the host machine to support the execution
of a complete operating system. A process virtual machine would only execute a single program
that supports a single process.

Guest Operating System Virtualization

Guest OS virtualization, also referred to as application based virtualization, is perhaps the easiest
concept to understand. In this scenario the physical host computer system runs a standard
unmodified operating system such as Windows, Linux, UNIX or Mac OS X. Running on this
operating system is a virtualization application which executes in much the same way as any
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other applicationsuch as a word processor or spreadsheet would run on the system. It is within
this virtualization application that one or more virtual machines are created to run the guest
operating systems on the host computer. The virtualization application is responsible for starting,
stopping and managing each virtual machine and essentially controlling access to physical
hardware resources on behalf of the individual virtual machines. The virtualization application
also engages in a process known as binary rewriting which involves scanning the instruction
stream of the executing guest system and replacing any privileged instructions with safe
emulations. This has the effect of making the guest system think it is running directly on the
system hardware, rather than in a virtual machine within an application.
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Virtualized Environment
In recent years the use of virtual machines are gone up in most companies. Both big and small
businesses are increasing benefits in the implementation of virtual environments. One of the
main reasons for the adoption of these platforms is the significant savings that companies get
through a consolidation of multiple virtual machines on a single physical machine, providing
greater business growth with minimal investment. Another factor are the costs associated with
the process of running large Data Center, such as high energy costs, adequacy of physical space,
air conditioning, among others.
To ensure business continuity and operate with minimal costs companies develop virtualization
projects which allow them to meet these objectives. However, the companies that have been
implementing these virtual environments saw the need to rethink the way in which SLAs are
used, because the provisioning time for physical servers were approximately months (including
time acquisition), new implementations of virtual servers can be provisioned in less than two
hours. Also, companies that implemented virtualized environment were to able to improve its
emergency server recovery time from a two-day SLA to a 2-hour SLA, but it can usually recover
the server in 30 minutes.
Another Benefit of virtualization is the association of a Man-hours saved. A huge reduction in
the number of man-hours it takes to manage virtual servers. This allowed the companies to
increase their environment by approximately 25% to 60%, without having to hire more staff. The
main areas where time can be saved are in provisioning, patching, migrating, and auditing
configuration.
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PROBLEM STATEMENT
Virtualization is an trend that most organization are moving to, thanks to all its benefits in cost,
risk and performance, but the main goal is to focus on what’s important to business and to
costumers. To achieve this, it is imperative to have the most favorable Service Level Agreement
that satisfies both needs. The problem here is to find the right metrics that allow creating
convenient SLAs for virtual environments. Can the metrics used for physical SLAs be used for
virtual SLAs? And the most important, are there other metrics that can be used?
The purpose of this project is to demonstrate if the following metrics are the correct ones for an
optimized Service Level Agreement in a Virtualized Environment. The metrics taken into
consideration to be tested on the virtual laboratory are:


Availability: Percent of Downtime



Availability: Mean Time to Repair



Availability: Response Time



Availability: Percent of Uptime



Performance: CPU Utilization



Performance: Disk Performance



Quality of Service: Latency
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Laboratory Goals
The major goals towards project completion are:
•

Configure the virtual Hosts.

•

Configure the vSphere Client

•

Install, configure and deploy virtual machines.

•

Test and analyze the metrics in the virtual environment.
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3. TEST ENVIRONMENT

In order to identify the metrics needed for a Virtualized Environment; and to demonstrate these
metrics, a virtual laboratory test was developed using two DELL DIMENSION 3100 PCs which
functioned as servers Hosts, configured with VMware ESXi 4.0. On these hosts, some virtual
machines were installed which simulated a production environment using Web and SQL servers.

A client PC (DELL Latitude D620) with Windows XP SP3 was used to install the software
VMware vSphere Client, from which were administered and configured the different Host ESXi.
Additionally, this Laptop was used to monitor the performance of the metrics chosen for its
analysis in the different Hosts.

Both Virtualization Hosts and the vSphere client were connected through a Router Cisco SOHO
97, which provides 4 Ethernet connection ports that was used only to communicate all the
devices of layer 2 of the OSI model, in addition to obtain the information of the Ethernet ports of
the router.

Subsequently to the vSphere installation, some monitoring tools were installed in the client
machine, which were used to identify the different response times, such as: Solarwinds
Engineer’s Toolset (Network Performance Monitor, Real-Time Interface Monitor and Bandwidth
Gauges), PAESSLER (PRTG Network Monitor).
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The lab test is presented in this figure, which was described above:
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4. INSTALLATION AND CONFIGURATION

Four primary components were required to be installed and configured to structure the test
environment, the ESXi Hosts, the Virtual Machines, the vSphere Client, and the Monitoring
Software.
Two Hosts were configured with VMware ESXi 4.0 to be used for the installation of the
different Virtual Machines.
Thirteen Virtual Machines were configured in both Hosts, in which Windows Server 2003
Standard Edition was installed. Eight of these virtual machines were configured as WEB Servers
(IIS) and five of them were configured as Database Servers (SLQ).

One Laptop was configured as a vSphere client, additionally; the monitoring softwares were
configured on it.

Hardware requirement and specifications

•

Two Hosts Computers, Dell Dimension 3100. Both Hosts had the same hardware
configuration:
¾ 1 Intel® Pentium® 4 CPU 2.80 GHz, with Hyperthreading technology.
¾ 2 GB of RAM.
¾ 70 GB in Hard Disk.
¾ 1 Intel® PRO/1000 MT Dual Port NIC Server Adapter.
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•

One Client Laptop, Dell Latitude D620 with Windows XP SP3.
¾ Intel® Centrino Duo® 2.0 GHz.
¾ 1.5 GB RAM.
¾ 70 GB Hard Disk.

•

One Router Cisco SOHO 97.

Software requirement and specifications:


•

VMware ESXi: VMware ESXi is an enterprise-class hypervisor that offers a bare-metal
architecture for near-native performance, features like memory de-duplication to increase
consolidation ratios and a cluster file system for managing VM files on shared storage.
This virtualization software will be used to configure the different hosts to create the
virtual machines.

•

VMware vSphere Client: vSphere is a VMware application that allows to manage the
virtual environment objects, such as virtual machines, hosts, datacenters, resource pools,
and clusters. Functional components of vSphere provide the best way to manage each of
these objects in a virtual environment. vSphere work in two different approaches to
managing virtual machines: Through an ESX/ESXi host directly, as a single or
standalone host. Or through a vCenter Server system, which manages multiple virtual
machines distributed over many ESX/ESXi hosts. vSphere has several client interfaces
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and offers many optional components and modules, such as VMware HA, VMotion, and
Update Manager. VMware vSphere Client will be used to access and configure the Host
servers and to analyze the performance of Hosts and virtual machines.
•

VMware vCenter Converter Standalone: this software converts physical machines to
virtual machines. It was used to clone virtual machines on the Hosts.

•

Windows Server 2003: this is the Operating System that was installed in virtual
machines, in which ran the SQL server and IIS.

•

Windows XP SP3: this is the Operating System used in client computer in which
different sotfwares were installed to administer and monitor the Hosts.

•

SQL Server 2005: SQL Server refers to a Microsoft database management system that
can respond to queries from client machines formatted in the SQL language.

•

Internet Information Server: IIS is the web server component of Microsoft Windows
Server.

•

Solarwinds Engineer’s Toolset: this toolset delivers an advanced collection of
monitoring, discovery, diagnostic, and Cisco tools.

•

PRTG Network Monitor:This software covers all aspects of network monitoring:
up-/downtime monitoring, traffic and usage monitoring, SNMP, NetFlow, packet sniffing
and combined with concise reporting and analysis features.
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Step 1: Installation and configuration of Host 1.

The installation of Host 1 was performed using the default values of VMware ESXi 4.0. After
installing the software, it was proceeded to set the administrative password as well as the IP
address for the Host (192.168.0.1/24.).

Later, the Router Cisco SOHO 97 was configured with the IP address on interface Ethernet 0
192.168.0.100/24. In order to analyze the traffic between server virtualization and management
console (vSphere) it was proceeded to activate the SNMP traffic on the router using the
commands:
snmp-server community vmware RW
snmp-server enable traps snmp authentication linkdown linkup coldstart warmstar

Once the router was configured and the different Hosts were connected to it, the Laptop was set
up with the IP address 192.168.0.10/24. At the end of the configuration of the NIC, the vSphere
was installed as well as the softwares, VMware vCenter Converter Standalone, Solarwinds
Engineer’s Toolset and PAESSLER.

Using the Solarwinds ToolSet “Netflow Realtime” application, all the incoming and outgoing
traffic was captured from interface Ethernet 0 of the router, which permitted to analyze all the
traffic that was sent from the virtual server (Host 1) to the management console (vSphere), also
the response times of these machines were analyized.
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The final configurations of Host 1was made running the application vSphere Client in the laptop,
as it can be seen in this snapshot:

As VMware ESXi was designed to run in server environments and in authorized designed
hardwares, it was neccesary to unable the option in VMware ESXi
“VMkernel.Boot.checkCPUIDLimit”, since it was not supported for DELL Dimension 3100
computers.
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Once the Host was configured, a virtual machine with Windows Server 2003 Standard Edition in
Host 1 was installed, and was configured as a web server (IIS). This new virtual machine was
configured with the minimum advised parameters for the server installation of the Operating
System (OS) Windows server 2003 Standard Edition. The configuration was:
•

1 Virtual Processor

•

512 MB Virtual RAM,

•

1 Virtual Disk 8.0 GB

•

1 Virtual NIC.
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This figure shows the installation of the first virtual machine using the established configuration

Once the first virtual machine was configured, the Operating System (OS) Windows 2003 Server
2003 Standard Edition was installed on it.
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Once installed the Operating System on the new virtual machine, the IIS services were installed
and configured on the server.

After completing the installation of the first Virtual Machine, it was cloned with the software
VMware vCenter Converter Standalone in four additional virtual machines.
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Step 2: Installation and configuration of Host 2.
After the installation of Host 1, Host 2 was configured with the same procedure installation.
VMware ESXi 4.0 was installed on the Host 2 and was configured with the IP address (192.168.0.2/24).

When Host 2 was configured and installed, the first virtual machine was set up with the same
minimum requirements necessaries for the Operating System Windows Server 2003 Standard
Edition and SLQ Server. The configuration was:
•

2 Virtual Processors

•

384 MB Virtual RAM

•

1 Virtual Disk 8.0 GB
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•

1 Virtual NIC

After the installation of the first Virtual Machine (SQL-01), the operating system Windows Server 2003
Standard Edition was installed.
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After installation and configuration of Windows Server 2003, SLQ Server 2005 was installed with default
settings.

After the installation of SQL Server, the virtual machine was cloned using the software VMware
vCenter Converter Standalone with which four additional virtual machines were created.
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5. WORKING METHODOLOGY


In order to provide service agreements that meet the needs of business and its customers is
imperative to choose appropriate metrics to ensure that service level agreements are being met
and are aligned with business needs. However, since the metrics are derived from the SLA and
the contract itself. For this project, the following metrics commonly used in physical
environments, were chosen and tested under a virtualized environment. In addition, two new
metrics were proposed which should be considered in the SLA for environments.
SLA Area

Metric

Description

Availability

Percent of Downtime

% of Infrastructure downtime.

Availability

Mean Time to Repair

Average time required to repair a
failed component or device.

Availability

Response Time

Time a generic system takes to
react to a given input.

Availability

Percent of Up time

% of Infrastructure uptime.

Performance

CPU Utilization

The amount of time not in the
idle task.

Performance

Disk Performance

Total job completion time.

Quality of Service

Latency

Measure of time delay
experienced in a system.

Configuration

New VM Basic Configuration

Time to deployment a preconfigured OS or applications.

Configuration

New VM Unapproved OS or
Applications

Time to deployment a new OS or
applications.
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For the development of this methodology, several commercially available tools were used such
as Client vSphere VMware, VMware Converter Standalone vCenter, Solarwinds Engineer's
Toolset, PRTG Network Monitor which were used to measure and manage this metrics.
The three main points to consider were:
1. The creation of a virtual laboratory which was developed using the VMware ESXi
virtualization platform.
2. The measurement of chosen metrics in different settings in each host virtualization (6 different
scenarios for the host 1 and 7 different scenarios for the host 2).
3. The new metrics were measured for both a new Virtual Machine for a basic configuration and
for Virtual Machine unapproved new operative system or applications.
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6. OBSERVATION AND FINDINGS
Based on the chosen metrics, it was proceeded to develop the testing laboratory and the
necessary performance tests.
Host 1 (IIS)
After being initialized and configured the Host virtualization and found this with the default
configuration (without any virtual machine running) it was determined that the maximum
processor usage was about 43 MHz, this represents only 2% of total processor utilization.
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It was found that the average usage of read/write Hard Disk did not exceed 0.0506 KBps. As
shown in the figure below.
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The average consumption of the memory in the Host 1 did not exceed 644,163.7 Kilobytes.
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Finally, at power on the host 1 it was also observed that, both the bandwidth and response time
of the equipment did not exceed 1 millisecond (on average 0 milliseconds) and the bandwidth
did not exceed 2216 bps.
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The Overall System Performance in the Host 0 with no active virtual machines was as follows:
System Performance
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After testing the different metrics on Host 1, without any active Virtual Machine, it was
proceeded to power on the first virtual machine to determine what changes in the values of the
metrics could be found.

This first Virtual Machine was set up like an Unapproved OS or Applications in order to
determine the Time to Deployment the new OS or Applications.

The estimated time of installation and power on, of the first virtual machine was: 1 hour, 6
minutes.
It is observed in the installation of the new virtual machine, that the CPU usage in the Host 1 did
not exceed 25% of utilization during the installation process. However, during the startup of the
Virtual Machine, it was observed a significant increase in the use of CPU, with peak values up to
81%, which remained just a few minutes, returning to their minimum values after the Operating
Systems start all its services.
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The Hard Disk utilization presented a maximum peak of 10,597 KBps during the startup of the
virtual machine, returning to minimal values after all the components of the Operating System
loaded.
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It was observed that once the virtual machine was turned on, the physical memory consumption
of Host 1 increased in the same proportion to the assigned virtual memory set for this virtual
machine (512MB).



With the activation of the first virtual machine, it was observed that the bandwidth remained the
same and the response time also remained the same as when there was no active virtual machine.
The use of the network card did not exceed 19% during the runtime.
Similarly, it was determined that the memory consumption during the installation period stood at
an average consumption of 1, 113,930.0 Kilobytes (1.1 GB).
The Host response time throughout the installation process was approximately (1.22 ms.)
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After testing the different metrics of the first Virtual Machine, it was preceded to power on the
second virtual machine to determine which changes in the values of the metrics could be found.
This second Virtual Machine was installed like a New VM Basic Configuration in order to
determine the Time to Deployment to Pre-configure OS or Applications.
Using the VMWare vCenter Converter Standalone utility, a copy of the first virtual machine
named IIS-02 was created.
Approximate time of cloning and power on, of the second virtual machine was 13 minutes and
46 seconds.
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After completing the cloning of the second virtual machine, two additional copies of the same
were created, presenting an average of cloning and executing of about 13 minutes and 25
seconds each.



While executing the second virtual machine, we noticed that there was a peak in the use of the
CPU of Host 1 that increased to 95% and remained for a time interval of about one minute, after
this time, the CPU utilization returned to an average of 6%.
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Also, the hard disk usage increased during the startup of the virtual machine. After the start up,
the read/write process decreased when the OS started all its services.
The use of physical memory increased to 1.4GB during the start up and then declined to 890MB
in average.
The average bandwidth consumption remained at 1.5KB and the average response time was
about 0 milliseconds.
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With three active virtual machines, it was observed that both the CPU and the hard drive kept the
same behavior obtained in previous tests. Only the use of physical memory showed an increase
keeping them in 1GB average. The use of the bandwidth showed a slight increase of 2.7 KBps.
The average response times of Host 1 remained as in previous cases.
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With the activation of the fourth virtual machine, the result was that the use of CPU and disk
kept the same behavior. The physical memory consumption increased to 1.2 GB. The bandwidth
use increased to 3.7 Kbps and the response time remained at 0 milliseconds.
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With the activation of the fifth virtual machine, it was observed that the CPU usage kept the
same behavior as in the four previous cases; it caused a spike in CPU usage of 85% when turning
on the virtual machine, but once this loaded all Operating System components, the CPU usage
declined to 15% of its average capacity. The hard disk use had the same behavior as in previous
cases holding on average use of 216 KBps.
In the case of memory use, although it was assigned to each virtual machine 512MB of Virtual
Memory, which represents that with the total memory installed on Host 1 (2 GB) only 4 virtual
machines should be able to run concurrently. It was seen that the fifth virtual machine ran
without any problem, showing an average consumption of physical memory with this fifth virtual
machine of 1.4GB of memory consumed.
The bandwidth consumption increased to 4.3 Kbps and the response time remained at 0
milliseconds.
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Host 2 (SQL)
After Host 2 was started up and configured with the default configuration (without any virtual
machine running) it was determined that the maximum processor usage was about 2% of its
capacity. The average physical memory consumption remained 643,185.6 Kilobytes (643 MB).
The network utilization stood at 1,447 KBps.
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Once tested the different metrics on Host 2, without any active Virtual Machine, it was
proceeded to initialize the first virtual machine to determine what changes in the values of the
metrics could be found.
This first Virtual Machine was set up like an Unapproved OS or Application in order to
determine the Time to Deployment the new OS or Applications. The estimated time of
installation and power on, of the first virtual machine was: 1 hour, 32 minutes.
During the installation of the first virtual machine with Windows 2003, it was determined that
the response time to server virtualization "host 2" did not exceed 2 ms. Also, the CPU usage
came to 99% of its capacity at time intervals that never exceeded 2 minutes of continuous use.
The average use during the installation remained at 80%, declining to 25% average after the
installation of SQL.
The memory use did not exceed the 800 Mbytes. The maximum bandwidth used during
installation was about 4 Mbytes.



  


ͷ






CPU Performance

100

2500

80

2000

60

1500

40

1000

20

500

MHz

3000

Percent

120

0

0
4/3/2010 10:25 AM

4/3/2010 10:36 AM

4/3/2010 10:48 AM

Usage - 0

4/3/2010 10:59 AM
Time

Usage - 1

Usage

4/3/2010 11:10 AM

4/3/2010 11:22 AM

Usage in MHz



Disk Performance
25000
20000

KBps

15000
10000
5000
0
4/3/2010 10:25 AM

4/3/2010 10:36 AM
4/3/2010 10:48 AM
4/3/2010
4/3/2010 11:10 AM
4/3/2010 11:22 AM
Time 10:59 AM
Write rate
Read rate
Read rate - t10.ATA_____SAMSUNG_HD080HJ2FP_____________________________S0DEJ1KL459551
Write rate - t10.ATA_____SAMSUNG_HD080HJ2FP_____________________________S0DEJ1KL459551
Usage



Memory Performance
1800000
1600000
1400000
1200000

KB

1000000
800000
600000
400000
200000
0
4/3/2010 10:25 AM

4/3/2010 10:36 AM

Shared common

  


4/3/2010 10:48 AM

Granted

4/3/2010
Time 10:59 AM

Consumed

Balloon

4/3/2010 11:10 AM
Active

4/3/2010 11:22 AM
Swap used

ͷ






Network Performance
4500
4000
3500
3000
KBps

2500
2000
1500
1000
500
0
4/3/2010 10:25 AM 4/3/2010 10:36 AM 4/3/2010 10:48 AM 4/3/2010
Time 10:59 AM 4/3/2010 11:10 AM 4/3/2010 11:22 AM
Data receive rate

Data receive rate - vmnic0

Usage

Data transmit rate

Data transmit rate - vmnic0



After being tested the different metrics in the first Virtual Machine, we proceeded to initialize the
second virtual machine to determine what changes in the values of the metrics could be found.
This second Virtual Machine was installed like a New VM Basic Configuration in order to
determine the Time to Deployment to Pre-configure OS or Applications.
Using VMWare vCenter Converter Standalone we proceeded to create a copy of the first virtual
machine with SQL-02 name.
Approximate time of cloning and implementation of the second virtual machine was 26 minutes,
23 seconds.
The average time of cloning and turning on of the third, fourth and fifth virtual machine was 31
minutes, 4 seconds.
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In the startup of the second virtual machine (SQL-02), it was observed that the response times of
the equipment did not exceed 1 millisecond (on average 0 milliseconds) and the bandwidth did
not exceed 1% of a 100Mbps link.
CPU utilization remained at 14% with a peak at the beginning of the operating system of 99%.
The memory consumption remained on average in 1,153,984.9 KB (1.1 GB).
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Since the third virtual machine (SQL-03) powered on, it was observed that the computer's
response time did not exceed of 1 millisecond and the bandwidth did not exceed 1%.
CPU utilization rose to 45% with a peak at the beginning of the operating system of 99%.
The memory consumption remained on average in 1,730,432.5 KB (1.7 GB).
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Since fourth virtual machine (SQL-04) powered on, it was observed that the response time of the
equipment did not exceed 1 millisecond and the bandwidth did not exceed 1%.
CPU utilization rose to 54% with a peak at the beginning of the operating system of 99%.
The memory consumption remained on average in 1,785,033.8 KB (1.7 GB).
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The fifth virtual machine (SQL-05) could not be initialized because the available memory
resources on Host 2 were not enough.




In order to optimize the use of virtualization servers (hosts), several tests were made by mixing
different types of services (SQL, IIS) in a same host.
In these tests we could demonstrate that using three virtual machines running IIS service and two
virtual machines running the SQL on the same Host, the performance of the Host was not
seriously affected and could keep up to 5 instances of virtual machines at the same time.
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During this test we found that the average CPU usage remained at 35%. The average use of
physical memory was 1.5GB.
It was verified that the response time of the equipment did not exceed 1 millisecond and the
bandwidth did not exceed 1%.
The memory consumption on average remained at 1.5 GB.
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Memory Performance
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System Performance
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Resource CPU usage (Average) - host/vim/vmvisor/plugins
Resource CPU usage (Average) - host/vim
Resource CPU usage (Average) - host/vim/vmvisor/plugins/vmware_base
Resource CPU usage (Average) - host
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Mean Time to Repair.


In order to determine the approximate time to recover from a disaster of a virtual machine caused
by a failure in the operating system or installed applications, we proceeded to take a snapshot of
the virtual machine (SQL-01), which was working in perfect condition.



  









After the creation of the snapshot of the virtual machine, an intentional fault was introduced to
the OS by using the command “del /s /f /a: RHSA *.*” which eliminated the part of the System
of the Windows operating files system.
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After verifying that the operating system was corrupted, the next procedure was to restore the
last snapshot taken, and verify that the virtual machine could initialize properly.
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It was determined that the recovery time of the virtual machine using the Snapshots was of 1:15
(one minute, fifteen seconds). This represents a considerably reduced time when compared with
the same problem in a physical environment, in which the recovery time for this type of disaster
is within 2 and 24 hours.
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7.

CONCLUSION

This project was successful because the goals were achieved, as shown in the tested environment
section. The physical environment metrics of Availability, Performance and Quality of Service
were tested and measured in the virtualized environment, in order to prove if they could be used
to make optimal Service Level Agreements. In addition, there are two new metrics that should be
taken into consideration when an SLA is established for virtualized environments such as: “time
to deployment a pre-configured operating system” and “time to deployment a new operating
system”, since it is important to determine if the agreed times in the SLA for the deployment of a
new Virtual Machine are being met and satisfy the costumer’s needs and the IT department.
Another important finding was that the percent of downtime in a virtualized environment are
smaller than the percent of downtime in a physical environment, because the average time
required to repair a virtual machine are smaller, which result in improved response time by the
IT team to the clients and more efficient SLAs.
Analysis showed that the CPU utilization is more efficient in virtualized environments than in
physical environments, since it can achieve up to 85% percent of CPU with no degradation in the
Host server. However, it is advisable to pay attention to the CPU Utilization metrics as the limits
for this metrics in the service level agreements for virtualized environments could easily be
exceeded if the consumption of the processes that are running on different virtual machines are
not properly analyzed.
In conclusion, it was determined that the same metrics selected and used for physical
environments can and should be used in virtual environments as they ensure compliance with the
agreements established.
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8. RECOMMENDATIONS
It is important to continue testing and identifying new metrics explicit from virtual environments
that may be useful to create better Service Level Agreements.
As a final reocommendation, companies that are moving from physical environment to
virtualized environment need to re-evaluate the values used in the metrics for the creation of the
Service Level Agreements, since they change drastically in the Virtual Environment.
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APPENDIX I – Virtual Machine 1 Configuration
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APPENDIX II – VMware vCenter Converter (IIS) Procedure.
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APPENDIX III – VMware Host performance monitoring.
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