Abstract. The statistics of the smallest eigenvalue of Wishart-Laguerre ensemble is important from several perspectives. The smallest eigenvalue density is typically expressible in terms of determinants or Pfaffians. However, these are not well suited for exact and explicit evaluations if large dimension matrices are involved. For the real matrices (β = 1) Edelman has provided a very efficient recurrence scheme to work out exact and explicit results for the smallest eigenvalue density which is quite effective in dealing with large matrix-dimension scenarios. Very recently, an analogous recurrence scheme has been obtained for the complex matrices (β = 2). In the present work we extend this to β-Wishart-Laguerre ensembles for the case when exponent α in the associated Laguerre weight function, λ α e −βλ/2 , is a non-negative integer, while β is positive real. This also gives access to the smallest eigenvalue density of fixed trace β-Wishart-Laguerre ensemble, as well as moments for both cases. Moreover, comparison with earlier results for the smallest eigenvalue density in terms of certain hypergeometric function of matrix argument results in an effective way of evaluating these explicitly. Exact evaluations for large values of n and α also enable us to compare with Tracy-Widom density and large deviation results of Katzav and Castillo. We also use our result to obtain the density of the largest of the proper delay times which are eigenvalues of the Wigner-Smith matrix and are relevant to the problem of quantum chaotic scattering.
Introduction
The statistics of the smallest eigenvalue of the Wishart-Laguerre ensemble [1, 2] is of considerable interest, not only from a general mathematical point of view, but also because of its connection with several interesting problems and concrete applications. A few examples of these are as follows. In principal component analysis it plays a crucial role in determining the plane of closest fit to a set of points in three-dimensional space [3] . In the multiple channel communication it is useful in antenna selection techniques [4] . It is crucial to investigating universality aspects in the spectra of QCD Dirac operators [5, 6] . In compressive sensing [7] , the minimal eigenvalue set the bounds on the number of random measurements needed to fully recover a sparse signal. The smallest eigenvalue of the fixed trace variant finds application in quantum entanglement problem [8] [9] [10] [11] [12] .
The smallest eigenvalue density is usually expressible in terms of determinants or Pfaffians [13] [14] [15] [16] [17] [18] [19] [20] . However, these turn out to be impractical for explicit evaluations if large dimension matrices are involved. In [21, 22] Edelman has provided a recursion based scheme for obtaining the smallest eigenvalue density for the case of real matrices (β = 1). This scheme is very effective in dealing with large-dimension cases, and hence to directly verify asymptotic behaviour such as those predicted by Tracy-Widom density [23] [24] [25] [26] and large deviation results [27] . In a recent work [12] , an analogous recurrence scheme has been derived for the complex matrices (β = 2) which effectively leads to exact and explicit results for the smallest eigenvalue density for the unrestricted trace as well as fixed trace case. The latter result has also been used in the investigation of entanglement production [12] in the paradigmatic system of coupled kicked tops [28, 29] .
In the present work we generalize the recursion scheme to the β-Wishart-Laguerre ensemble (β > 0) when the exponent α in the associated Laguerre weight function λ α e −βλ/2 is a non-negative integer. This enables us to work out the exact smallest eigenvalue density and corresponding moments for both unrestricted trace and fixed trace ensembles. Moreover, comparison of our smallest eigenvalue density expression with an existing result involving hypergeometric function of matrix argument [2, 16] provides a new method for exact and explicit evaluations of these as well. We validate our analytical results with numerical simulation based on classical matrix models for β = 1, 2, 4 [1, 2] and Dumitriu and Edelman's matrix model for general β > 0 [30] . Moreover we perform large-dimension evaluations using our result to compare with the Tracy-Widom density [23] [24] [25] [26] and large deviation results of Katzav and Castillo [27] . Finally, we work out the density of the largest of proper delay times which are the eigenvalues of Wigner-Smith time-delay matrix [31] [32] [33] [34] [35] [36] [37] [38] . The latter constitute one of the key objects in the problem of quantum chaotic scattering.
β-Wishart-Laguerre ensemble

Unrestricted trace ensemble
The joint probability density (JPD) of eigenvalues (0 < λ 1 , ..., λ n < ∞) of the β-Wishart-Laguerre ensemble is given by
where α > −1, β > 0 for convergence, and ∆ n ({λ}) = 1≤k<j≤n (λ j − λ k ) is the Vandermonde determinant. The normalization factor C n,α,β can be evaluated using Selberg's integral [1, 2] as
To distinguish the above from the fixed trace ensemble considered ahead, we will refer to this as a unrestricted trace (or regular) Wishart-Laguerre ensemble. For β = 1, 2, 4, we have the classical matrix models for the above density in terms of real symmetric, complex-Hermitian and self-dual quaternion matrices, respectively [1, 2] . The matrix model for these three cases can be written as
where A is, in general, a rectangular matrix with dimensions n × m, consisting of real, complex or real -quaternion elements. It is governed by the probability density
with respect to the flat measure. The operation ' †' stands for transpose in case of real matrices, and conjugate-tranpose for complex matrices. We should note that for β = 4, (1) gives the joint density of the non-degenerate n eigenvalues out of the total 2n produced by (4) (Kramers degeneracy). For these three special β values the parameter α in (1) is determined by β(m − n + 1)/2 − 1. Dumitriu and Edelman have provided a matrix model for β-ensembles [30] . The joint probability density of eigenvalues, given by (1) holds for all β > 0 and α > −1 with the matrix model (4), provided A is taken as
Here χ d represents a chi-distributed random variable with degrees of freedom d. It should be noted that the elements of A matrix in (6) above, except the diagonal and sub-diagonal ones, are all zero.
Fixed trace ensemble
It is interesting to examine the statistical behavior of a random matrix ensemble with certain constraints. Apart from a general mathematical interest, while modeling a system, these constraints can capture system dependent features [1, 2, [39] [40] [41] [42] [43] [44] [45] [46] . Fixed trace ensemble is an example of such a constrained scenario and appears in, for example, quantum entanglement problem [8] [9] [10] [11] [12] [45] [46] [47] [48] [49] [50] .
In the case of Wishart-Laguerre ensemble, the ensemble with trace fixed at unity can be obtained using the matrices
where W is as defined in (4) . This induces the following joint probability density for the eigenvalues (see e.g., [46] ):
where
It should be noted that for any other finite positive value of trace (with positivedefiniteness preserved), the eigenvalue statistics can be obtained from that of unit-trace ensemble by a simple scaling.
Probability density of the smallest eigenvalue: Recursion relation
We now present the results for smallest eigenvalue density based on recursion scheme. For the unrestricted trace β-Wishart-Laguerre ensemble, the probability density of the smallest eigenvalue can be written as
Here the normalization factor c n,α,β is
and g n,α,β (x) is obtained using the following recurrence scheme:
II. Iterate the following for i = 1 to n − 1 :
This recursion, therefore, gives the density for exponent α if the result is known for exponent α − 1. In general,
In case α happens to be a non-negative integer (i.e., α = 0, 1, 2, 3, ...), then the initial case corresponding to α = 0 is quite simple and happens to be g n,0,β (x) = 1. Consequently, the higher integer α values can be obtained by repeated application of the above recurrence scheme, for any β > 0. The proof has been provided in appendix A. It can be seen from the recursion scheme that for non-negative integer α, g n,α,β (x) is a polynomial of degree α(n − 1) in x. Therefore, owing to the prefactor of x α in (10), we have
Here the coefficients κ j are n, α, β dependent and can be extracted easily once the recurrence has been applied. We show in appendix B that κ r can also be obtained in the following manner. Consider, for α ≤ r ≤ nα, the partitions of r − α using n − 1 non-negative integers which are less than or equal to α. Suppose there are L such unique partitions (up to ordering):
It should be noted that p j,k occurs with a multiplicity of s j,k . Clearly,
Therefore, we see that the calculation of κ r involves various moments of the eigenvalues λ 1 , . . . , λ n−1 which, in principle, can be calculated using the theory of Selberg's integral [1, 2, 51] . However, the calculation involved can become quite cumbersome.
On the other hand, the recursive method described above gives a very powerful and effective way of evaluating these coefficients, which can be then be used to write down the smallest eigenvalue density for the fixed trace case also, as shown below. The smallest eigenvalue density for the fixed trace ensemble can be obtained from that of the unrestricted trace by applying the inverse Laplace transform:
This again possesses a very simple structure and can be easily evaluated. We now discuss how the recursive scheme can be applied for the three classical cases β = 1, 2 and 4, for which we have matrix-models in terms of real-symmetric, complex-Hermitian, and self-dual quaternion matrices, respectively. Subsequently, we talk about β > 0 with non-negative integer α where Dumitriu and Edelman's β-matrix model turns out to be useful.
• β = 1
In this case, the exponent α in (1) is (m − n − 1)/2. Therefore, as rectangularity m−n takes the values 0, 1, 2, 3..., the parameter α takes the values −1/2, 0, 1/2, 1, ..., respectively. We note that for even rectangularity, α assumes half-integer values, while for off rectangularity, it assumes integer values. Using the above recurrence scheme, the odd rectangularity cases can be handled easily. So, for m − n = 1 (or α = 0), we have g n,0,1 (x) = 1. Applying the recurrence once would give the result for α = 1, i.e., m − n = 3, etc.
Even rectangularity cases cannot be handled directly using the above recurrence, as in this case the initial case g n,−1/2,β is non-trivial. Edelman has provided a different kind of recurrence scheme for this scenario [21, 22] .
• β = 2 In this case, the exponent α in (1) is same as the rectangularity m−n, and hence it is very convenient to apply the above recursion [12] . The initial case here corresponds to α = 0 (or m − n = 0), and hence g n,0,2 (x) = 1. The higher rectangularity cases m − n = 1, 2, 3, ... can be obtained by repetitive implementation of the recurrence relation.
• β = 4 In this case, the exponent α in (1) is 2m − 2n + 1. Therefore, the rectangularity m − n = 0, 1, 2, 3..., respectively, correspond to α = 1, 3, 5, 7, ... . This case can again be handled using the recursion. We start from α = 0 (with g n,0,4 (x) = 1), and apply the recurrence odd number of times to obtain the results for different rectangularities.
• β > 0 with non-negative integer α For this case we can start with α = 0 and go up to the desired value of the nonnegative exponent α. We note that for β = 1, 2, 4, the parameter m does not have a direct interpretation as dimension of a matrix.
Mathematica [52] codes to evaluate the above densities using the recursive scheme are given in appendix C. Tables 1 an 2 compile the densities for a few cases for the unrestricted ensemble and the fixed trace ensemble, respectively. In figures 1 and 2 we compare the analytical result based on (10) and (17) with the numerically obtained densities using above mentioned matrix models with 50000 matrices. For β = 1, 2, 4 we use the classical matrix models as well as Dumitriu and Edelman's matrix model. We can see excellent agreement in all cases. 
Moments of the smallest eigenvalue
The simple structures of densities in (13) and (17) lead to a very easy evaluation of the corresponding moments. For the unrestricted trace case, the η-th moment is given by (7), and triangles (blue) are using simulation of classical matrix models based on (4), (5) and (7).
Here Re(η) > −α − 1. Similarly, the moment in the case of the fixed trace ensemble is
We provide Mathematica [52] codes for evaluation of the above moments in appendix C along with other codes.
Exact Evaluations of a class of Hypergeometric Functions with Matrix Argument
In this section we show that the recurrence scheme of section 3 can also be used for the exact evaluation of a class of hypergeometric functions with matrix argument. Consider the case of α being a non-negative integer. Then the integral appearing in (12), viz.
can be expressed in terms of a hypergeometric function of matrix argument as [2, 16] 1 F (β/2) 1 (−n + 1; 2α/β + 2; −x1 α )/C n−1,α+β,β . Forrester has given the smallest eigenvalue density for β-Wishart-Laguerre ensemble in terms of this hypergeometric function [2, 16] . If we use this hypergeometric function representation for the above multiple integeral in (12), we arrive at
which, in turn, on using (2) leads to Hence, this hypergeometric function can be evaluated using the recursion scheme of section 3. We should note that this is different from the algorithm used by Koev and Edelman for the evaluation of such hypergeometric functions [53] , which relies on the use of Jack polynomials. We also note that 1 F (β/2) 1 (−n + 1; 2α/β + 2; −x1 α ) is also a polynomial of degree α(n − 1) in x. In Table 3 we compile some explicit results for this hypergeometric function for a few parameter values. Numerical evaluations at certain x values have also been carried out and agree well with those obtained using the computational codes [54] based on [53] 6. Evaluations for large n, α
Comparison with Tracy-Widom density
Feldheim and Sodin [26] have proved for β = 1 and 2 cases that, in the limit m → ∞, n → ∞ with n/m bounded away from 1, the shifted and scaled smallest eigenvalue, (λ min − ν)/σ, leads to the Tracy-Widom density [23, 24] . Here ν = (n 1/2 − m 1/2 ) 2 and
In [55] some modifications in these parameters have been suggested for a better agreement with Tracy-Widom density. However, we stick to the parameters defined in [26] . It should be noted that for the square case (m = n) the scaled density is an exponential. (−n + 1; 2α/β + 2; −x1 α ) using (21) .
(−n + 1; 2α/β + 2; −x1 α )
Numerical Value The recursion scheme given in section 3 enables us to work out the exact results for the smallest eigenvalue density for large values of n and α and hence to explore the above limit. In view of the scaling and shift indicated above, −σf (σx + ν) and −(σ/mn)f F ((σx + ν)/mn) should coincide with the Tracy-Widom density of the corresponding symmetry class; see for example [12] for β = 2. The additional scaling of mn in the fixed trace case has to do with the result that average trace of unrestricted Wishart-Laguerre ensemble defined by (1) is mn for β = 1, 2, 4 ‡. While, the proof concerning the Tracy-Widom behavior has been provided only for β = 1, 2 in [26] , we also consider β = 4 and compare with the large n, α evaluations of the exact density. The results are shown in figure 3 . For β = 1, 2 we see that the exact density curves ‡ More generally, it is 2γ/β for the β-ensemble.
approach the Tracy-Widom curves from left (a consequence of hard-edge behavior) and agreement becomes better with increasing n, α. However, for β = 4, the exact densities seem to settle to slightly right of the Tracy-Widom curve. One would need to investigate this issue carefully. 
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Comparison with large deviation results
The Tracy-Widom density discussed in the preceding subsection describes only the typical fluctuations of the smallest eigenvalue. For large atypical fluctuations one has to work out the large deviation results. This has been done for the Wishart-Laguerre ensemble in [27] . We compare in this section these large deviation results with our exact results based on the recursion relation.
Following the reference [27] , we define the parameters
and the quantities
Then, the asymptotic probability density is given by
where φ − and φ + are left and right rate functions, given respectively by
In figure 4 we compare these results for n = 25, α = 225 and β values of 1, 2, 3, 4. We can see good agreement in all cases, and thereby corroborate the analytical predictions of reference [27] . We should emphasize here that in [27] the large deviation predictions could be compared with the exact analytical result only for β = 1 using Edelman's recursion scheme [21, 22] .
Density of the largest of proper delay times
In this section we use our result for the smallest eigenvalue density of Wishart-Laguerre ensemble to obtain the density of the largest of proper delay times which are eigenvalues of the Wigner-Smith matrix [31] [32] [33] . In other words, we obtain the density of the largest eigenvalue of the Wigner-Smith matrix. This problem relates to the notion of time delay in a quantum mechanical scattering, as put forward by Eisenbud [31] , Wigner [32] and Smith [33] . Proper delay times are very relevant to the quantum chaotic scattering problem and relate to several transport observables of interest in systems such as microwave resonators and quantum dots [34] [35] [36] [37] [56] [57] [58] [59] .
Within the Heidelberg approach [38, 60, 61] the n×n scattering matrix S is expressed in terms of an M × M random Hermitian matrix H and an M × n coupling matrix V,
The matrix H is typically modeled using the Gaussian ensemble of random matrices,
Here β (=1, 2 or 4) physically has to with the time-reversal and rotation symmetries of the system [1, 2] . The parameter v fixes the energy scale. The density of states for large M is given by [1, 2]
and decides the mean level spacing as ∆ = 1/R 1 (E). The latter behaves as πv/M around center of the spectrum. For the case of ballistic point contacts ('ideal leads') we may take V j,k = δ j,k (M ∆) 1/2 /π considering suitable basis transformations on S and H. Proper delay times τ 1 , ..., τ n are the eigenvalues of Wigner-Smith time-delay matrix [33] [34] [35] [36] [37] [38] 
We note that S and its energy derivative ∂S/∂E can be written with the aid of Wigner K-matrix,
as
The symmetrized matrix Q = −i S −1/2 (∂S/∂E)S −1/2 share the same eigenvalues as Q, and it is known for the case of 'ideal leads' the distribution of proper delay rates υ j = 1/τ j is governed by the Wishart-Laguerre density given by (1) with α → βn/2 and λ j → τ H υ j [34, 35] . Here τ H = 2π /∆ is the Heisenberg time. For β = 4 we have the occurrence of Kramers degeneracy and (1) describes half of the spectrum which consists of the nondegenerate eigenvalues.
As τ j = 1/υ j , it is clear that the smallest υ will correspond to the largest τ . Therefore, the smallest eigenvalue density for Wishart-Laguerre ensemble can be used to deduce the density of the largest eigenvalue of the Wigner-Smith matrix, i.e., largest of the proper delay times. We havê
where f (x) is given by (10) with α = βn/2. We verify the above by numerically simulating the Q matrices for the three symmetry classes, i.e., β = 1, 2, 4, obtaining its largest eigenvalue density and then comparing with (32) . The parameters used for the simulation are M = 200, n = 8, v = 1, = 1, E = 0 (center of the semicircle) with an ensemble consisting of 50000 matrices. We find excellent agreement in all cases.
We should remark that in [58] the statistics of proper time delay has also been generalized to the symmetry classes introduced by Altland and Zirnbauer [62, 63] , and is again related to the Wishart-Laguerre ensemble. Consequently, our result can be extended to these as well.
Summary and Conclusion
We worked out a recurrence scheme for the evaluation of exact and explicit expressions for the smallest eigenvalue density of β-Wishart-Laguerre ensemble when the weight function λ α e −βλ/2 has the exponent α as a non-negative integer. We considered both the unrestricted and restricted trace variants. In the process we also found a way to evaluate a class of hypergeometric function of matrix argument. Large n, α evaluations of the smallest eigenvalue density enabled us to directly verify the Tracy-Widom law and large-deviation asymptotic results. Finally, we used the connection of proper delay times with the Wishart-Laguerre ensemble to work out the density of the largest of the delay times which happens to be the largest eigenvalue of the Wigner-Smith matrix.
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Appendix A. Proof of recurrence scheme
The proof of the recurrence scheme for general β is similar to the one given by Edelman for β = 1 case [21, 22] . It was also extended recently for β = 2 case [12] . The smallest eigenvalue density can be obtained from the joint probability density of eigenvalues as
We now consider λ i → λ i + x, followed by shift of indices of the integration variables as λ i → λ i−1 . This gives
We now introduce the measure dΩ i = λ β i e −βλ i /2 dλ i and write the above as
Following [21, 22] , we now define
We also consider the operator
Using the above, the smallest eigenvalue density can be written using (A. we can arrive at I α n−1,0 , which is the term needed to obtain the smallest eigenvalue density expression (A.7) explicitly. This is essentially what we implement in the recursion involving S i := I α i,n−i−1 /I 0 n−1,0 for g n,α,β (x) in (10) . We also observe that I 0 n−1,0 = 1/C n−1,β,β , which gives the constant c n,α,β of (10) as nC n,α,β /C n−1,β,β .
