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Abstract
The three-dimensional rendering of complex scenes is an open problem in the area of
computer graphics. Improvements in specialized hardware rendering are not sufficient
for the increasing complexity of the models. There is a growing interest from the
industry and the computer graphics community to explore alternatives to traditional
rendering scheme based on the method of projections and raster, with techniques such
as Ray-Casting .
The naive algorithm of Ray-Casting consists in finding the intersection of each ray with
each object in the three-dimensional scene without further optimization. This algorithm
belongs to the family of algorithms which are known as embarrassingly parallel. This
is because each ray is independent of all other rays, and in a system of brute force
with potentially as many processors as rays, parallelism can achieve a very high level.
One of the main problems of ray-casting is that all processors have to access a shared
memory containing the objects in the scene, thus creating a bottleneck in the bus to
access this memory. This data traffic congestion on the buses is a major limiting to the
performance of parallel Ray-Casting systems.
This research proposes to combine the use of SVOs, sort-fist type scene partitions, using
Morton codes with depth first tree traversal, and a hierarchy of cache memories in order
to obtain a significant decrease in the amount of accesses to the memory that stores
the objects in the scene.
Keywords: SVO, trees octants, ray-casting, computer graphics, GPU.
Resumen
La renderizacio´n de escenas tridimensionales complejas es, al d´ıa de hoy, un pro-
blema existente en el a´rea de gra´ficos por computadora. Las mejoras en el hardware
especializado en renderizacio´n au´n no dan abasto para la progresiva complejidad de los
modelos. Existe un creciente intere´s por parte de la industria y la comunidad de gra´ficos
por computadora en utilizar alternativas al esquema tradicional de rendering basado
en el me´todo de proyecciones ortogonales, con te´cnicas como el Ray-Casting.
El algoritmo de ingenuo de Ray-Casting consiste en hallar la interseccio´n de cada rayo
con cada objeto de la escena tridimensional sin ninguna optimizacio´n adicional. Este
algoritmo pertenece a la familia de algoritmos que se conocen como embarazosamente
paralelos. Esto se debe a que cada rayo es independiente de todos los otros rayos, y
en un sistema de fuerza bruta con potencialmente tantos procesadores como rayos, el
paralelismo puede alcanzar un nivel muy alto.
Uno de los problemas principales del Ray-Casting radica en que todos los procesadores
tienen que acceder a una memoria compartida que contiene los objetos de la escena,
generando un cuello de botella en el bus de acceso a esta memoria. Esta congestio´n
de tra´fico de datos en los buses es uno de principales limitantes del desempen˜o de los
sistemas de Ray-Casting paralelos.
La presente investigacio´n propone combinar el uso de SVOs, particiones en la escena de
tipo sort-fist, empleo de co´digos de Morton con recorrido del a´rbol por profundidad, y
una jerarqu´ıa de memorias cache de con el fin de obtener una disminucio´n significativa
en los accesos a la memoria que almacena los objetos en la escena.
Palabras clave: SVO, arboles de octantes, Ray-Casting, gra´ficos por computadora,
GPU.
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Cap´ıtulo 1
Introduccio´n
“The sky above the port was the
color of television, tuned to a dead
channel.”.
William Gibson, Neuromancer
1
La renderizacio´n de escenas tridimensionales complejas es, al d´ıa de hoy, un pro-
blema existente en el a´rea de gra´ficos por computadora. Las mejoras en el hardware
especializado en renderizacio´n au´n no dan abasto para la progresiva complejidad de los
modelos. Existe un creciente intere´s por parte de la industria y la comunidad de gra´ficos
por computadora en utilizar alternativas al esquema tradicional de rendering basado en
el me´todo de proyecciones ortogonales, con te´cnicas como el ray-casting. El algoritmo
de ingenuo de ray-casting consiste en hallar la interseccio´n de cada rayo con cada objeto
de la escena tridimensional sin ninguna optimizacio´n adicional. Este algoritmo perte-
nece a la familia de algoritmos que se conocen como embarazosamente paralelos. Esto
se debe a que cada rayo es independiente de todos los otros rayos, y en un sistema de
fuerza bruta con potencialmente tantos procesadores como rayos, el paralelismo puede
alcanzar un nivel muy alto.
Uno de los problemas principales del ray-casting radica en que todos los procesadores
tienen que acceder a una memoria compartida que contiene los objetos de la escena,
generando un cuello de botella en el bus de acceso a esta memoria. Esta congestio´n
de tra´fico de datos en los buses es uno de principales limitantes del desempen˜o de los
sistemas de Ray Casting paralelos.
En el ray-casting ingenuo cada rayo tiene que ser intersecado contra cada objeto en la
escena. Un ray casting ma´s inteligente puede utilizar un estructura de datos de particio´n
espacial para reducir el nu´mero de pruebas de interseccio´n rayo / objeto a un conjunto
ma´s pequen˜o.
Una de las estructuras de datos de particio´n espacial ma´s populares es el a´rbol de oc-
tantes. Los arboles de octantes dividen recursivamente el espacio en ocho particiones
llamadas octantes, esto con el fin de reducir el nu´mero de intersecciones rayo / objeto.
A menudo, cuando se utiliza una estructura de datos de particio´n espacial, se almacena
una lista de objetos en los nodos hoja. Los Spare Voxel Octree (SVO) son estructuras
de datos de particio´n espacial en las que la mayor´ıa de los octantes esta´n vac´ıos y en
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Figura 1.1: Aproximacio´n del Utah Teapod mediante voxeles (el taman˜o de los voxeles
se exagera para efectos ilustrativos) Imagen generada con Blender [21]
.
las que los nodos hoja no guardan listas de objetos, en lugar de esto, cada nodo hoja
es ya sea un espacio vac´ıo o un voxel. Un voxel o p´ıxel volume´trico, es una primitiva
geome´trica que se emplea para representar superficies aproxima´ndolas con pequen˜os
cubos so´lidos. La figura 1.1 muestra una aproximacio´n del Utah Teapod con voxels.
A este punto ya podemos comenzar a vislumbrar como los SVO reducen el nu´mero
de accesos a la memoria compartida que contiene los objetos de la escena. En primer
lugar, gracias a la estructura de particio´n espacial, ya no es necesario evaluar la in-
terseccio´n de cada rayo contra cada objeto de la escena, si no que en lugar de esto la
bu´squeda se vuelve jera´rquica. En segundo lugar, cuando el rayo finalmente encuentra
una interseccio´n con un nodo hoja, ya no es necesario acceder a la memoria de la es-
cena para obtener la lista de primitivas, ya que la hoja del a´rbol ya es en s´ı misma la
primitiva, para este caso el voxel.
Un voxel puede tener un valor de color. Para un nodo interno, podemos tomar el color
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promedio de todos sus nodos hijos, y adjuntarlo a este nodo. Esto significa que la es-
cena almacenada en el SVO se puede representar a distintas resoluciones, dependiendo
del nivel al que llegue el recorrido en profundidad del a´rbol. Esto ayuda a reducir au´n
ma´s los accesos a la memoria, ya que si un rayo en su trayectoria se encuentra ya muy
alejado de la ca´mara, entonces no es necesario seguir recorriendo el a´rbol hasta llegar a
un nodo hoja, si no que se usa la representacio´n de uno de los nodos internos ya que no
queremos dar gran detalle a los objetos que esta´n muy alejados del observador. Toman-
do en cuenta esta u´ltima observacio´n [2] sugiere ir un nivel ma´s alla´, y almacenar en la
memoria del GPU u´nicamente las partes de la escena cercanas a la ca´mara, y transmitir
el resto de ramas del a´rbol de octantes conforme la ca´mara avance hacia esas a´reas.
Esto es equivalente a decir que en un momento del tiempo no queremos almacenar los
objetos alejados a la ca´mara, disminuyendo de esta manera los accesos, el consumo y
las consultas a la memoria del GPU.
Los Spare Voxel Octrees (SVO) han tenido mucha atencio´n en los u´ltimos an˜os, ha-
biendo a la fecha varias implementaciones de SVO en software, siendo una de las ma´s
notorias la de Unreal Engine 4 [23], basada en la tesis doctoral de Crassin et al. [2]
sobre “Giga Voxels”.
Uno de los inconvenientes de la estructura de datos de particio´n espacial tipo Octree es
que en su representacio´n ingenua, requiere que cada nodo interno del a´rbol almacene
ocho punteros a sus nodos hijos. Una forma de solventar este inconveniente es emplear
una estructura de datos “libre de punteros”. Existen varias representaciones de a´rboles
de octantes libres de punteros como por ejemplo las curvas de Hilbert o los co´digos de
Morton (Curvas Z). Los co´digos de Morton [14] se han elegido para esta investigacio´n
ya que presentan varias ventajas que ayudan a minimizar los accesos a la memoria del
GPU. Una de las ventajas principales es que los co´digos de Morton constituyen la llave
de una funcio´n hash perfecta hacia cada nodo del a´rbol. Esta llave puede ser generada
por los procesadores en tiempo de ejecucio´n, codificando tanto la profundidad actual
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1.1. Planteamiento del Problema
del a´rbol as´ı como sirviendo de apuntador a una posicio´n en la memoria del GPU que
almacena informacio´n acerca de uno de los 3 tipos posibles de nodo a saber: 1) nodo
voxel, 2) nodo no vac´ıo (tiene al menos un descendiente que es un voxel), 3) nodo vac´ıo
(el nodo no es un voxel y no tiene ningu´n descendiente).
Una tercera optimizacio´n posible es considerar trayectorias similares de rayos hacia
p´ıxeles vecinos en la pantalla. De este modo cuando se traza un rayo desde la ca´mara
hacia un p´ıxel, los voxels correspondientes al objeto intersecado y otros objetos cercanos
en la escena se almacenan en una o ma´s memorias cache´. Puesto que las trayectorias
de estos rayos sera´n similares, es probable que se intersecten los mismos objetos, por lo
que este puede llegar tener tasas de acierto altas en las memorias cache´ [22].
La presente investigacio´n consiste en proponer una arquitectura de Hardware para un
renderizador tipo ray-cast que minimice los accesos a la memoria que almacena los
objetos de la escena. La hipo´tesis es esencialmente que al combinar las optimizaciones
antes mencionadas: empleo de SVOs, particiones en la escena de tipo sort-fist, empleo
de co´digos de Morton con recorrido del a´rbol por profundidad, y una jerarqu´ıa de me-
morias cache, se obtendra´ una alta tasa de aciertos alta en las memorias cache, y una
disminucio´n significativa en los accesos a la memoria que almacena los objetos en la
escena.
1.1 Planteamiento del Problema
La renderizacio´n de escenas tridimensionales complejas es al d´ıa de hoy un pro-
blema existente en el a´rea de gra´ficos por computadora. Las mejoras en el hardware
especializado en renderizacio´n au´n no dan abasto para la progresiva complejidad de los
modelos. Existe un creciente intere´s por parte de la industria y la comunidad de gra´ficos
por computadora en utilizar alternativas al esquema tradicional de rendering basado
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1.1. Planteamiento del Problema
en el me´todo de proyecciones ortogonales, con te´cnicas como el trazado de rayos, cuyo
modelo de transporte y propagacio´n de la luz proporciona un mayor realismo en las
escenas. No obstante, estas te´cnicas de la familia del trazado de rayos presentan un reto
para el desempen˜o de los sistemas computacionales de renderizacio´n.
Para solventar esta situacio´n, investigaciones recientes se han enfocado en el uso de for-
mas alternativas de representar los objetos geome´tricos en las escenas, para as´ı mejorar
el desempen˜o del trazado de rayos y as´ı como de otras te´cnicas de graficacion. Te´cnicas
tales como ray-casting, uso de superficies algebraicas de alto orden, B-Splines, superfi-
cies de Bezier, B-Splines racionales no uniformes (NURBS), tria´ngulos parame´tricos con
curvatura, Voxels, etc. se han presentado recientemente como una alternativa viable a
la teselacio´n y divisio´n tradicional de los modelos en primitivas planas como tria´ngulos
o cuadrila´teros.
Existe aqu´ı un nicho por explorar con respecto al disen˜o de arquitecturas de hardware
especializadas, que optimicen el uso de estas representaciones geome´tricas como alter-
nativas al triangulo y que empleen modelos de pipelines gra´ficos distintos al pipeline
cla´sico de proyeccio´n y raster.
La presente investigacio´n se enfoca la te´cnica de conocida como ray casting para arqui-
tecturas de mu´ltiples nu´cleos que comparten una memoria de almacenamiento de los
objetos de la escena. Uno de los mayores problemas con las arquitecturas multi-nucleo
es el cuello de botella del bus de memoria. Para la te´cnica de renderizado de Ray-
Casting, cada nu´cleo necesita datos de la geometr´ıa de la escena para las pruebas de
interseccio´n de los rayos y la primitiva. Adicionalmente, se requiere de otra informacio´n
para textura y sombreado.
El algoritmo de ingenuo ray-casting consiste en hallar la interseccio´n de cada rayo con
cada objeto de la escena tridimensional sin ninguna optimizacio´n adicional. Este algorit-
mo pertenece a la familia de algoritmos que conocen como embarazosamente paralelos.
Esto se debe a que cada rayo es independiente de todos los otros rayos, y en un siste-
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ma de fuerza bruta con potencialmente tantos procesadores como rayos el paralelismo
puede alcanzar un nivel muy alto.
Uno de los problemas principales de este sistema radica en que todos los procesadores
tienen que acceder a una memoria compartida que contiene los objetos de la escena,
generando un cuello de botella en el bus de acceso a esta memoria. Esta congestio´n
de tra´fico de datos en los buses es uno de principales limitantes del desempen˜o de los
sistemas de Ray Casting paralelos.
La presente investigacio´n consiste en proponer una arquitectura de Hardware para un
renderizador tipo ray-cast que minimice los accesos a la memoria que almacena los ob-
jetos de la escena mediante el uso de una serie de optimizaciones como se detalla ma´s
adelante en el presente documento.
1.2 Justificacio´n del tema
El manejo de superficies tridimensionales juega un papel cr´ıtico en a´reas como di-
sen˜o y manufactura de partes para la industria naval, aerona´utica, automotriz, disen˜o
de utensilios, arquitectura, as´ı como tambie´n en disen˜o de modelos para la industria
cinematogra´fica y del entretenimiento, por mencionar solo algunos ejemplos. La nece-
sidad de representaciones precisas de los modelos as´ı como los requerimientos a nivel
este´tico, demandan que los sistemas computacionales para gra´ficos en tercera dimensio´n
sean cada vez capaces de representar los modelos con mayor precisio´n.
Tradicionalmente los modelos de superficies tridimensionales se suelen descomponer en
una serie de primitivas ma´s sencillas, usualmente tria´ngulos, para facilitarle al hard-
ware la labor de proyectar los modelos en el medio final de visualizacio´n. No obstante,
conforme aumenta la complejidad de los modelos las mejoras en el hardware especiali-
zado en renderizacio´n no son suficientes para la velocidad y los niveles de realismo que
7
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demandan las aplicaciones actuales. En respuesta a esto una serie de implementaciones
alternativas de hardware han surgido en los u´ltimos an˜os. Uno de los esquemas ma´s
recientes son los sistemas basados en ray-casting. Estos sistemas se han empleado re-
cientemente en productos de software, sin embargo su potencial en hardware no ha sido
del todo aprovechado. Una de las razones de esto esta´ relacionada al cuello de botella
en los accesos a la memoria que almacena los objetos de la escena. Es as´ı como se pue-
de ver la gran importancia de investigar sobre nuevas arquitecturas de hardware que
mejoren el desempen˜o de los accesos a memoria de los sistemas de render de Hardware
tipo ray-casting.
8
Cap´ıtulo 2
Marco teo´rico
“If I have seen further than others, it
is by standing upon the shoulders of
giants.”.
Isaac Newton
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2.1 Historia
Durante la u´ltima de´cada, el rendimiento de las arquitecturas gra´ficas ha aumentado
a una velocidad asombrosa. Este rendimiento mejorado se debe a factores tales como el
aumento de la cantidad de transistores superior a la ley de Moore, y el uso de mu´ltiples
nu´cleos para explotar el paralelismo. Como ejemplo de esto, en so´lo diez an˜os, la tec-
nolog´ıa de GPUs NVIDIA evoluciono´ a partir de 25 millones de transistores en un solo
nu´cleo en 1999, hasta 3 millones de transistores con 512 nu´cleos en 2009 [15]. Adema´s,
las GPU modernas se han vuelto ma´s flexibles, pasando de ser ma´quinas disen˜adas para
llevar a cabo una tarea espec´ıfica, que era la representacio´n del tria´ngulo, a pipelines
completamente programables capaces de realizar una amplia gama de algoritmos. En
el an˜o 2001, el primer procesador de ve´rtices programables, la NVIDIA GeForce 3 fue
introducido. Ma´s tarde, en 2002 ATI Radeon ATI introdujo el 9700 que conto´ con un
procesador de pixel-fragmento programable [15] . Gracias a la naturaleza de streaming
de las GPU modernas, ahora es posible realizar ca´lculos de propo´sito general para una
amplia gama de aplicaciones que explotan alto paralelismo de estas ma´quinas.
2.2 Render en gra´ficos por computadora
En los gra´ficos por computadora, el 3D render es un proceso en el que se genera
una imagen 2D a partir de un modelo en el espacio 3D. El 3D render tiene aplicaciones
en videojuegos, arquitectura, simuladores, pel´ıculas, televisio´n, etc . Ya que el aspecto
visual de un objeto 3D depende en gran medida del exterior del objeto, en gra´ficos
por computadora los modelos 3D son a menudo modelos tipo Shell (o de cascaro´n), lo
que significa que representan la superficie del objeto, pero no su volumen como una
entidad so´lida. Por lo tanto, los modelos 3D son generalmente representaciones ma-
tema´ticas de superficies tridimensionales. A menudo, estos modelos son representados
usando una coleccio´n de puntos en el espacio 3D. Estos puntos pueden ser conectados
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Figura 2.1: Rostro de mono (Suzanne) aproximado como un mesh poligonal.
.
mediante entidades geome´tricas como l´ıneas, superficies curvas, tria´ngulos, cuadrila´te-
ros, cubos, etc. Generalmente, las representaciones matema´ticas puras de superficies,
tales como esferas, conos, etc. son aproximadas utilizando su representacio´n poligonal
correspondiente en lo que se llama una malla o Mesh.
El render basado en el uso de mallas de pol´ıgonos es una te´cnica ampliamente
adoptada para representar superficies 3D en aplicaciones gra´ficas. El proceso de creacio´n
de representaciones poligonales de superficies 3D gene´ricas se conoce como teselacio´n.
La teselacio´n se suele realizar mediante software especializado o hecho a mano por
expertos disen˜adores gra´ficos en 3D usando una variedad de herramientas de CAD. Un
conjunto de meshes se pueden representar colectivamente en lo que se llama una escena
3D. Algunas GPUs modernas con compatibles con teselacio´n de hardware, sin embargo
este no es el tema central del presente trabajo.
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2.3 Rasterizacio´n
La rasterizacio´n es actualmente la te´cnica ma´s popular para renderizar escenas 3D.
Consiste en tomar una representacio´n 3D de la escena y convertirla una imagen raster
2D formada por p´ıxeles. Esto se consigue normalmente por alguna variante del algoritmo
de escaneo de l´ınea presentado por Sutherland et al. [24] en 1968. La rasterizacio´n es el
proceso de mapeo de la geometr´ıa de la escena a los p´ıxeles, sin embargo la rasterizacio´n
no prescribe una forma determinada para calcular el color de los p´ıxeles. Esta tarea se
programa, generalmente empleando programas especiales llamados Shaders. Tener la
capacidad de programar shaders personalizados no so´lo permite calcular el color del
p´ıxel de acuerdo a un modelo f´ısico de transporte de la luz, sino que tambie´n permite
aplicar efectos art´ısticos muy creativos en la imagen final.
2.4 Pipelines Ga´ficos cla´sicos
Por lo general, los gra´ficos 3D se crean mediante un proceso de mu´ltiples pasos
llamado pipeline gra´fico 3D. Este pipeline gra´fico se puede dividir conceptualmente en
varias etapas o Pipestages. Actualmente no existe una convencio´n con respecto a las
etapas del pipeline, el nu´mero de pasos de cada Pipestage o el orden de las fases del
Pipestage. Adema´s, el pipeline evoluciona constantemente. Los cambios en el pipeline
gra´fico suelen ser impulsados por empresas privadas, a trave´s de APIs gra´ficas (interfaces
de programacio´n de aplicaciones), como OpenGL y Direct3D. Dicho esto, todav´ıa se
podr´ıa generalizar el pipeline gra´fico en los siguientes pasos:
• Etapa de procesamiento de ve´rtices.
• Etapa de ensamblaje de pol´ıgonos.
• Etapa de procesamiento de p´ıxeles.
• Etapa de procesamiento de Frame Buffer.
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Procesamiento
de Ve´rtices
Ensamblaje
de Pol´ıgonos
Procesamiento
de Pixeles
Frame Buffer
Figura 2.2: Pipeline gra´fico cla´sico.
.
La figura 2.2 presenta las cuatro etapas del pipeline general mencionados anterior-
mente. Sin sumergirse en los detalles, la operacio´n del pipeline se puede resumir de la
siguiente manera:
Suponiendo que los Meshes utilizan primitivas triangulares, el pipeline inicia cuando
las aplicaciones que se ejecutan en la CPU env´ıan los Buffers de ve´rtices a la GPU. Los
Buffers de ve´rtices contienen una lista de los ve´rtices de cada tria´ngulo en la escena.
Usando transformaciones matema´ticas, estos ve´rtices son desplazados, escalados, y fi-
nalmente proyectados en un espacio de dos dimensiones. Estas transformaciones tienen
lugar durante la etapa de procesamiento de ve´rtices. Una vez que los ve´rtices se transfor-
man, los tria´ngulos son ensamblados a partir de estos ve´rtices en la fase de ensamblaje.
A continuacio´n, los p´ıxeles pertenecientes a cada tria´ngulo son determinados en la eta-
pa de procesamiento de p´ıxeles. T´ıpicamente la te´cnica de rasterizacio´n se utiliza para
determinar estos p´ıxeles. Desde este punto en adelante las operaciones se llevan a cabo
sobre cada p´ıxel. Seguidamente se ejecutan una serie de ca´lculos por p´ıxel para obtener
el resultado visual deseado. Estos ca´lculos incluyen el mapeo de textura, sombreado de
p´ıxeles, etc. Esta fase del pipeline suele ser programable. Por u´ltimo, durante la etapa
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de Frame Buffer, se ejecutan las operaciones para determinar la visibilidad tria´ngulo y
se presenta el color final de los p´ıxeles en un monitor de computadora u otro dispositivo.
2.5 Espacios tridimensionales
Diferentes sistemas de coordenadas cartesianas se utilizan en diferentes etapas del
pipeline gra´fico. Estos sistemas de coordenadas se conocen a veces a como espacios de
coordenadas. Los objetos de una escena 3D se transforman normalmente a trave´s de
cinco espacios a lo largo del pipeline gra´fico como se resume a continuacio´n.
Espacio de Modelo (Model Space): Cada modelo se encuentra en su propio sistema
de coordenadas. Esto significa que el origen del sistema de coordenadas del modelo es
algu´n punto del propio modelo. La razo´n de esto es que por lo general para proyectos
grandes, los objetos de la escena son creados por diferentes artistas gra´ficos, cada uno
con su propio espacio de coordenadas para el modelo.
Espacio del Mundo (World Space): Una escena 3D se compone de muchos modelos.
Puesto que cada modelo potencialmente puede tener su propio sistema de coordenadas,
el espacio mundo unifica todos los sistemas de coordenadas de los modelos en un u´nico
sistema de coordenadas global.
Espacio de vista (View Space): La ca´mara se situ´a en algu´n punto del sistema de
coordenadas del mundo. Luego una matriz de transformacio´n se utiliza de tal mane-
ra que el origen del espacio de coordenadas mundiales coincida con la posicio´n de la
ca´mara. Seguidamente, una matriz de proyeccio´n se aplica de tal manera que la escena
se proyecte delante de la ca´mara. De esta manera se crea el volumen de vista. Este
volumen de vista puede ser rectangular para proyeccio´n paralela o piramidal para pro-
yecciones con perspectiva. El volumen de vista piramidal se llama a menudo el Viewing
Frustum. El Frustum no es una pira´mide infinita, sino que esta´ acotado por dos planos
llamados el plano lejano y el plano cercano, que son respectivamente el ma´s lejano y el
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ma´s cercano a la ca´mara. El propo´sito del Frustum es limitar la visibilidad de la escena
para que no se analicen a objetos fuera del que no este´n dentro del rango de visio´n de
la ca´mara.
Espacio de recorte (Clipping Space): El Frustum del View space es transformado
en un cubo unitario, con las coordenadas x y y normalizadas entre -1 y 1, y la coorde-
nada z entre 0 y 1.
Screen Space: La imagen 3D se transforma a coordenadas 2D en la pantalla. En este
punto la transformacio´n de la escena a pixeles (rasterizacio´n) aun no a ocurrido.
2.6 Ray Casting sobre superficies
Como se menciono´ en la seccio´n 2.4 el pipeline gra´fico puede dividirse conceptual-
mente en 4 etapas. Es importante recordar que este concepto de pipeline es so´lo una
generalizacio´n y que diferentes te´cnicas pueden ser utilizadas como posibles implemen-
taciones para cada etapa individual. Por ejemplo, la mayor´ıa de las GPUs disponibles
comercialmente usan la te´cnica de rasterizacio´n para determinar los p´ıxeles en la etapa
de procesamiento de p´ıxeles, pero esta no es la u´nica manera de implementar la etapa
de procesamiento de p´ıxeles.
El Ray Casting es una alternativa a la rasterizacio´n que permite resolver el proce-
samiento de p´ıxeles de una manera diferente. El algoritmo de Ray Casting fue descrito
por primera vez por Appel [1] en 1968 y ma´s tarde fue propuesto como un me´todo
para representar so´lidos en 1982 [19]. A grandes rasgos, el algoritmo consiste en generar
rayos desde el observador hasta cada p´ıxel de una pantalla virtual y luego determinar
el color del objeto visible a trave´s de cada rayo.
El primer paso consiste en emitir un rayo, esta es una trayectoria en el espacio desde
un ojo imaginario a trave´s de cada p´ıxel en una pantalla virtual. Se realiza una prueba
de interseccio´n entre cada rayo y los objetos en la escena. Una vez que la interseccio´n
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Fuente de Luz
Plano de proyección
Camara
Figura 2.3: Ray casting
.
Procesamiento
de Ve´rtices
Ray casting
Frame Buffer
Figura 2.4: Pipeline gra´fico para Ray Cast
.
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ma´s cercana para un rayo dado ha sido identificada, el algoritmo estima la luz incidente
en el punto de interseccio´n, y considerando las propiedades del material del objeto el
color final del p´ıxel correspondiente a ese rayo es calculado.
Si modificamos el pipeline gra´fico de la seccio´n 2.4 para introducir el Ray Casting,
varias diferencias se ponen de manifiesto. Como se muestra en la figura 2.4, usando
Ray Casting, la etapa de ensamblaje en el pipeline gra´fico de la figura 2.2 ya no es
necesaria, sino que esta tambie´n se lleva a cabo como parte del Ray Casting. Adema´s no
es necesario proyectar cada ve´rtice individual al plano de proyeccio´n ya que esto lo hace
el Ray Casting para cada p´ıxel. Es importante notar que las etapas de procesamiento
de ve´rtices y Frame Buffer todav´ıa esta´n presentes. Tambie´n el Ray Casting asume un
espacio de coordenadas de mundo como se explica en la seccio´n 2.5 , sin embargo, las
transformaciones en el espacio de vista o espacio de recorte (Clipping Space) ya no
son necesarias (se hacen impl´ıcitamente por el algoritmo de Ray Casting). Adema´s, la
determinacio´n de la visibilidad expl´ıcita ya no es necesaria, ya que se lanza cada rayo
y u´nicamente las intersecciones entre los rayos y los objetos que esta´n ma´s cerca de la
ca´mara se convertira´n en p´ıxeles en la imagen final.
2.7 Ray Casting vs. Te´cnicas convencionales
Walds y Slusallek [25] presentan una serie de beneficios del trazado de rayos versus
la rasterizacio´n. Dado que el trazado de rayos es una generalizacio´n del Ray Casting
los siguientes beneficios del trazado de rayos tambie´n aplican para un sistema de Ray
Casting.
Oclusio´n y complejidad logar´ıtmica: Ray Casting cuenta con un mecanismo intr´ınse-
co de oclusio´n como se menciono´ en la seccio´n anterior. Tambie´n usando una estructura
simple de datos de bu´squeda como los Octree, la bu´squeda acaba una vez que la visibi-
lidad se ha determinado.
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Shading eficiente: Usando Ray Casting, los ca´lculos de Shading so´lo se realizan una
vez que la visibilidad se ha determinado. Esto significa que no hay ca´lculos redundantes
para la geometr´ıa invisible. Recordemos de la seccio´n 5.4 que en el Rendering pipeline
tradicional, los ca´lculos de visibilidad se realizan durante la etapa de Frame Buffer, que
es despue´s de que los ca´lculos por p´ıxel (mapeo de textura, sombreado de p´ıxeles, etc)
han sido ya realizados durante la etapa de procesamiento de p´ıxeles.
Escalabilidad paralela: Ray Casting es conocido por ser embarazosamente paralelo,
por ello una aplicacio´n multiprocesador es sencilla de implementar.
Coherencia: Dado que so´lo los rayos primarios son generados, Ray Casting, a diferen-
cia de Ray Tracing presenta un alto grado de coherencia espacial.
2.8 A´rboles de Octantes Dispersos (SVO)
Los Arboles de Octantes dispersos (SVO por sus siglas en ingle´s Spare Voxel Octrees)
son estructuras de datos de particio´n espacial jera´rquica. Al igual que los a´rboles de
octantes comunes, los SVO dividen recursivamente el espacio en 8 particiones cu´bicas
llamadas octantes.
Pare efectos de esta tesis se asume que los octantes son cu´bicos y que el largo de
las aristas del los cubos padre siempre es el doble del largo de las aristas de sus hijos
inmediatos.
Los SVO se utilizan para almacenar modelos en los que la mayor´ıa de los octantes
esta´n vac´ıos, por lo cual se dice que el espacio esta´ ”disperso”. En la representacio´n de
modelos tridimensionales este ser´ıa el caso, ya que los voxeles existen u´nicamente en la
superficie de los objetos.
La profundidad de un SVO esta´ directamente relacionada al nivel de detalle de la su-
perficie tridimensional que el a´rbol aproxima. En la figura 2.5 se aprecia como conforme
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aumenta la profundidad del SVO el nivel de detalle de la figura mejora cada vez ma´s.
Es importante recordar que despue´s de una cierta profundidad del SVO, el nivel de
detalle adicional que se obtiene se vuelve incipiente. Esto generalmente ocurre cuando
los voxeles en la hojas son tan pequen˜os o ma´s pequen˜os que un p´ıxel en la imagen 2D
proyectada.
Figura 2.5: Ejemplo de voxelizacio´n empleando SVO. Superior izquierda SVO con
profundidad 7. Superior derecha: SVO con profundidad 8. Inferior izquierda: SVO con
profundidad 9. Inferior derecha: El modelo original representado con tria´ngulos
.
2.9 Filtros Trilineales
Observando nuevamente la figura 2.5 podemos notar que a menos de que se recorra
el SVO hasta una profundidad grande, se siguen apreciando las aristas de los voxeles,
lo cual da un efecto visual desagradable en las partes de la imagen donde los voxeles
sean considerablemente ma´s grandes que un p´ıxel.
Una solucio´n a este problema (sin necesitar incrementar la profundidad del SVO) es el
uso de la interpolacio´n trilineal. Mediante la interpolacio´n trilineal, es posible colorear
p´ıxeles adicionales a lo largo de la superficie voxelizada para da un efecto de suavidad
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como se aprecia en la figura 2.6.
Figura 2.6: Empleo de filtros trilineales para suavizar un superficie aproximada con
voxeles [4]
.
La interpolacio´n trilineal es en esencia una extensio´n de la te´cnica de interpolacio´n
bilineal.
Se puede observar de la figura 2.7 como la interpolacio´n lineal de dos interpolaciones
bilineales corresponde a una interpolacio´n trilineal. En el caso de la figura 2.7 se hace
una interpolacio´n para la cara frontal del voxel, representada por los ve´rtices V0, V1,
V2 y V3 y luego una segunda interpolacio´n para la cara posterior, representada por los
ve´rtices V4, V5, V6 y V7 . Dado que para esta investigacio´n cada octante del SVO es un
cubo, resultar´ıa relativamente sencillo calcular estas interpolaciones en el hardware.
2.10 Co´digos de Morton
Los co´digos de Morton son un codificacio´n que permite generar un ı´ndice u´nico para
cada nodo del a´rbol del octantes [14]. En esta codificacio´n el octante ra´ız tiene el ı´ndice
1, y el ı´ndice de cada nodo hijo es la concatenacio´n del ı´ndice de su padre con la ubica-
cio´n de su octante, codificado como los 3 bits menos significativos del nu´mero. Una de
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C: Punto Interpolado
V0
V1
V2
V3
V4
V5
V6
V7
Figura 2.7: Interpolacio´n trilineal como aplicacio´n de dos interpolaciones bilineales
.
las ventajas de los co´digo de Morton es su orden jera´rquico, ya que es posible crear un
u´nico ı´ndice para cada nodo, preservando en cada ı´ndice la jerarqu´ıa de a´rbol. Otra de
las ventajas de los co´digos de Morton es que ya que cada co´digo contiene la informacio´n
a cerca de la profundidad del octante actual en el a´rbol, entonces es posible obtener las
coordenadas del centro del octante actual directamente a partir de este co´digo y de las
coordenadas del octante ra´ız.
La figura 2.8 ilustra la codificacio´n de Morton para los primeros dos niveles de profun-
didad, en esta figura los 8 hijos de nodo ra´ız (1) son 1000, 1001, 1010, 1011 , 1100, 1101,
1110 y 1111 como se muestra en la figura 2.8.
2.11 Algoritmos para recorrer A´rboles de Octantes
La literatura describe una gran variedad de algoritmos para recorrer a´rboles de
octantes. Distintos algoritmos de recorrido tienen diferentes complejidades, y pueden
llegar a un rendimiento muy distinto en una arquitectura de computadora determina-
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Figura 2.8: Co´digos del Morton para un a´rbol de octantes
.
da. Un atributo importante que se puede emplear para categorizar los algoritmos de
recorrido es el uso de la pila. Una pila es u´til para hacer el seguimiento de la trayectoria
tomada cuando el a´rbol se recorre, pero puede ser perjudicial en ciertas arquitecturas.
Las siguientes son descripciones de algunos de los me´todos ma´s comunes.
• re-inicio : Este un algoritmo de recorrido sin pila (stackless). El algoritmo comien-
za seleccionando un punto de partida. Este punto de partida suele ser el origen de
los rayos. El a´rbol es atravesado desplazando el punto a lo largo del rayo hasta que
se encuentra el primer octante en contener el punto. Si el octante representado
por el nodo esta´ vac´ıo, el punto se mueve hasta donde el rayo sale del octante.
Luego el algoritmo se reinicia desde el nuevo punto. En otras palabras, el algorit-
mo atraviesa un octante a la vez, y tiene que descender el a´rbol desde el nodo ra´ız
en cada iteracio´n. Esto se repite hasta que se encuentra una interseccio´n entre el
rayo y un voxel o hasta que que el rayo sale del voxel representado por el nodo
ra´ız.
• Backtracking: Los algoritmos de backtracking son una optimizacio´n sencilla so-
bre los algoritmos de re-inicio. Aprovechan el hecho de que podemos hacer un
seguimiento del u´ltimo nodo padre de todos los nodos atravesados por el rayo.
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Debido a que el nodo padre puede estar cerca de la ra´ız, puede que para algunas
iteraciones la ganancia sea mı´nima. En otras palabras, So´lo elimina los pasos de
recorrido cerca de la parte superior del a´rbol, que son los que esta´n compartidas
ma´s veces por los vecinos de rayos primarios.
• FullStack: Un algoritmo de recorrido de a´rbol puede utilizar una pila para realizar
un seguimiento de los nodos visitados conforme se desciende en el a´rbol. Los
algoritmos que utilizan una pila son similares a los algoritmos de re-inicio, pero
empujan el estado del recorrido de cada nodo a una pila . Si se encuentra un
octante vac´ıo este no se apila.
• ShortStack: Similar al enfoque anterior pero con la diferencia de que la pila solo
almacena el estado de los u´ltimos N nodos visitados. Si la pila se llena, entonces
el algoritmo hace un re-inicio. No´tese que un FullStack es un caso particular de
ShortStack donde N es igual a la profundidad del a´rbol.
2.12 Interseccio´n entre un rayo y un octante
Calcular la interseccio´n entre un rayo y un AABB es realidad conceptualmente
bastante sencillo. Para efectos de ilustrar el algoritmo de interseccio´n del rayo con los
AABBs vamos analizar inicialmente un escenario en 2D. Las ecuaciones para un recta
en 2D se pueden expresar como la ecuacio´n (2.1) o en su forma parame´trica como la
ecuacio´n (2.2).
y = m ∗ x+ b (2.1)
O = R ∗ t (2.2)
Considere la figura 2.9, dada la ecuacio´n (2.1) la linea que representa el limite inferior
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del cuadrado es simplemente:
y = B0x. (2.3)
El valor de t en (2.2) para la interseccio´n con este eje viene dada por la ecuacio´n
2.4, que es simplemente igualar (2.3) con (2.2) y despejar t.
t0x = (B0x −Ox)/Rx (2.4)
B0x
x
Y
B1x
T0_x
T1_x
Figura 2.9: Interseccio´n del rayo y dos de los ejes del AABB
.
Aplicando esta misma estrategia al resto de los ejes se llega a que:
t0x = (B0x −Ox)/Rx (2.5)
t1x = (B1x −Ox)/Rx (2.6)
t0y = (B0y −Oy)/Ry (2.7)
t1y = (B1y −Oy)/Ry (2.8)
t0z = (B0z −Oz)/Rz (2.9)
t1z = (B1z −Oz)/Rz (2.10)
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El conjunto de estos seis valores de t indica donde el rayo intersecta los planos del
AABB para los ejes x, y y z.
T1_x
T0_x
T0_y
T1_y
Y_min
Y_max
X_max
X_min
T0´_x
T1´_x
T0´_y
T1´_y
Figura 2.10: Prueba de interseccio´n. El rayo verde intersecta la AABB, mientras que
el rayo rojo no la intersecta
.
Una vez calculados los distintos t para las intersecciones del rayo con cada uno de
los planos que definen el AABB, es necesarios evaluar si dados estos valores de t, el
rayo efectivamente tiene una interseccio´n con el AABB. La figura 2.10 ilustra la lo´gica
para evaluar estas intersecciones, es fa´cil ver de esta figura que el rayo rojo esta´ por
afuera de la caja debido a que T0′y > T1
′
x, de igual manera el rayo estar´ıa por afuera
de la caja si T0x > T1y.
2.13 Taxonomı´a de Render paralelo de Molnar/Cox
Molnar et al. [12] introdujo una clasificacio´n u´til para el Render paralelo. Se trata
de un modelo conceptual para clasificar el Render en tres categor´ıas principales que
ayuda a distribuir la carga en los sistemas de Render paralelos convencionales. El pi-
peline gra´fico esta´ndar tipo Feedforward de la figura 2.4 se puede generalizar para la
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PV1,1 PV1,2 · · · PV1,n
EP2,1 EP2,2 · · · EP2,n
...
...
. . .
...
PPm,1 PPm,2 · · · PPm,n
FBm,1 FBm,2 · · · FBm,n
Figura 2.11: Sistema de render paralelo
.
representacio´n paralela de la siguiente manera.
En la figura 2.11 se dice que el sistema es totalmente paralelo. El procesamiento de
ve´rtices (PV) y el ensamblaje (EP) se realizan en paralelo mediante la asignacio´n de
cada procesador a un conjunto de objetos en la escena. Asimismo, el procesamiento de
p´ıxeles (PP) y el Frame Buffer (FB) tambie´n se llevan a cabo en paralelo asignando a
cada procesador una parte de los ca´lculos. En general, el Rendering se trata de calcular
el efecto de cada objeto en la escena sobre cada p´ıxel en la pantalla. Un objeto puede
estar ubicado en cualquier lugar en el espacio 3D y por lo tanto puede terminar pro-
yecta´ndose en cualquier lugar de la pantalla (o fuera de la pantalla).
Se sugiere por Molnar et al. [12] que el Render puede ser visto como un problema de
Sorting de objetos hacia la pantalla, y que la ubicacio´n de este Sort en el pipeline de-
termina en gran medida el sistema de representacio´n paralelo resultante.
Este sorting puede tener lugar en cualquier etapa del pipeline gra´fico, pero en te´rminos
generales puede ser durante el procesamiento de ve´rtices y entonces se le llama Sort-
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First, entre el ensamblaje y el procesamiento de p´ıxeles llamado Sort-Middle o durante
la rasterizacio´n llamado Sort-Last.
En el Sort-First, los objetos se distribuyen a las unidades de procesamiento en etapas
tempranas del pipeline, esto se logra generalmente mediante la divisio´n de la pantalla
en regiones y la asignacio´n de regiones separadas para cada procesador. De esta forma
que cada procesador so´lo es responsable de los objetos dentro de su regio´n asignada,
esto por lo general logra pre-transformando los objetos para que puedan ser proyectar
temprano en regiones espec´ıficas de la pantalla. Para el Sort-Middle, los objetos ya se
han transformado en coordenadas de pantalla y a cada procesador se asigna a una parte
de la pantalla.
Para el Sort-Last, la clasificacio´n se lleva a cabo al final del pipeline gra´fico. Cada proce-
sador esta´ asignado un subconjunto arbitrario de objetos de modo que cada procesador
tiene que calcular los valores de p´ıxel para su subconjunto. A pesar de que Sort-Last
es adecuado para la pipeline cla´sico como el de la figura 2.2, este Sorting supone que
cada procesador es responsable de un conjunto de objetos, por lo tanto, es un enfoque
de distribucio´n basada en lo objetos.
2.14 Memorias cache´
Una memoria cache´ es un tipo especial de almacenamiento que suele emplearse para
guardar datos que son frecuentemente accedidos por las unidades de ejecucio´n.
Las memorias cache´ suelen ser extremadamente ra´pidas pero relativamente pequen˜as,
y por lo general esta´n directamente en el chip de ejecucio´n o esta´n ubicadas f´ısicamente
muy cerca de este. Los caches se basan en dos principios comunes del a´mbito de pro-
gramacio´n, el principio de localidad temporal y el principio de localidad espacial. El
principio de localidad temporal tiene que ver con el hecho de que un dato solicitado por
una unidad de ejecucio´n tiene la tendencia de volver a ser solicitado a corto plazo por
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la misma unidad de ejecucio´n. El principio de localidad espacial responde a datos cuya
direccio´n en memoria es contigua, los cuales tienden a ser solicitados simulta´neamente
en un momento del tiempo [5].
El evento en el cual una unidad de ejecucio´n encuentra un ı´tem en el cache´ se denomina
un “Hit” de cache´ mientras que el evento que corresponde a que el dato no se encuentra
en el cache´ se denomina un “Miss”.
Existen esencialmente tres organizaciones de cache´ que describen donde y co´mo colocar
las unidades de informacio´n o bloques. El primer tipo de organizacio´n se denomina de
“mapeo directo”. En los cache´s de mapeo directo, cada bloque tiene un u´nico posible
lugar en le cache´ que viene dado por la siguiente fo´rmula:
Posicio´n del Bloque = Direccio´n de Bloque MOD (Nu´mero Bloques en el cache´)
El segundo tipo de organizacio´n es aquel en el cual el bloque de informacio´n puede
ser colocado libremente en cualquier posicio´n del cache´, este esquema se conoce como
“cache´ completamente asociativo”.
El tercer tipo de organizacio´n de memorias cache´ se denomina “cache´ asociativo por
Sets”. En este esquema, cada bloque puede posicionarse u´nicamente en un grupo res-
tringido de posiciones en el cache´ llamadas sets.
Posicio´n del Bloque = Direccio´n de Bloque MOD (Nu´mero Sets en el cache´)
La asociatividad del cache´ depende de los tipos de conflictos que puedan ocurrir, por
lo que el ana´lisis puede ser enfocado en varios frentes. En primera instancia se pueden
analizar los misses involucrados a la hora de solicitar un dato.
El primer tipo de Miss bajo ana´lisis es el Miss de conflicto o preceptivo que describe
el inicio de una operacio´n en el cache donde los primeros datos deben de ser tra´ıdos[5].
Estos mises no pueden ser prevenidos a nivel de arquitectura dado que el cache´ siempre
debe de invalidar las posiciones de memoria al inicio de una computacio´n.
Los segundos tipos de Misses son los Misses de capacidad y los de conflicto. Para analizar
estos tipos de Misses vale la pena citar las cinco optimizaciones ba´sicas propuestas por
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Cinco optimizaciones para cache´s segu´n Hennessy y Patterson [5]
Descripcio´n Beneficio Perjuicio
Incremento del taman˜o de
bloque de cache´
Reduccio´n del Miss Rate Incremento del Miss
Penalty conforme aumenta
el taman˜o del bloque
Incremento del taman˜o
total del cache´
Reduccio´n del Miss Rate Incremento del Hit Time,
mayor costo de elaboracio´n
Mayor asociatividad Reduccio´n del Miss Rate Mayor complejidad
Empleo de caches
Multinivel
Mejora en el Miss Penalty Mayor complejidad
Prioridad a los Misses de
lectura por encima de los
de escritura
Mejora global de las
condiciones de operacio´n
ligada a la mayor
frecuencia de lecturas.
Las escritura se penalizan
ma´s fuertemente.
Figura 2.12: Optimizaciones de cache´s segu´n [5]
Hennessy y Patterson [5] para caches de datos, mismas que se tabulan en la figura 2.12.
2.15 Latencia
La latencia es tiempo desde que se invoca una determinada tarea hasta que la tarea
empieza propiamente a ejecutarse. En te´rminos de transferencias de datos, la latencia es
el tiempo que transcurre desde que se da la orden de iniciar una transferencia de datos
hasta que los datos comienzan realmente a ser transferidos. Este retraso puede ocurrir
debido a la decodificacio´n de la instruccio´n, lineas de espera de acceso al bus y otras
causas. La latencia puede tener un gran impacto en el rendimiento al transferir pequen˜as
cantidades de datos, ya que la latencia es un costo inicial constante, que debe ser pagado
independientemente de cua´ntos elementos han de ser transferidos. Cuantificar la latencia
no es una tarea trivial. Una posible estrategia consiste en medir la transferencia de datos
ma´s pequen˜a posible y luego utilizar este tiempo como una aproximacio´n de la latencia.
Debido a que la presente investigacio´n modela el sistema propuesto desde un punto de
visto u´nicamente arquitecto´nico, la latencia no se sera´ considerada.
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2.16 Ancho de Banda
El ancho de banda es la cantidad de datos que pueden ser transferidos durante un
intervalo de tiempo. Para medir el ancho de banda se debe tener en cuenta la latencia.
La fo´rmula para calcular el ancho de banda viene dada como un funcio´n del taman˜o, el
tiempo y la latencia.
bandwidth = TransferSize/(t− latency) (2.11)
2.17 Antecedentes
Emplear una representacio´n basada en voxeles es una forma ma´s eficiente de alma-
cenar tanto el color as´ı como la informacio´n de geometr´ıa. La utilizacio´n de SVO para
representar directamente los modelos tridimensionales corresponde a una evolucio´n di-
recta de las te´cnicas desarrolladas recientemente para texturizacio´n virtual [7], [6]. A
continuacio´n se resume brevemente algunos de los antecedentes del estado del arte en
SVO y hardware de renderizacio´n ma´s relevantes para la presente investigacio´n.
2.17.1 Implementaciones de Hardware de unidades de proce-
samiento gra´fico
Las aproximaciones ma´s cercanas al sistema que se presenta en este trabajo son
los PowerRV utilizados en el Sega Dreamcast o las arquitecturas basadas Ray Tracing
como los SaarCos por parte de la Universidad del Saarland [22]. El PowerRV cuenta
con un enfoque basado Ray-Casting dividiendo la pantalla en azulejos. Sin embargo, el
PowerVR no explota el paralelismo de varios nu´cleos: cada azulejo se procesa secuen-
cialmente; una vez que el azulejo actual se ha terminado de renderizar, se comienza a
trabajar en el siguiente azulejo hasta que la escena ha sido completamente renderizada
[17]. Adema´s PowerVR no emplea SVOs. SaarCos cuenta con mu´ltiples nu´cleos, pero
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depende de trazado de rayos en lugar de Ray-Casting. Dado que no so´lo los rayos prima-
rios son trazados, el algoritmo de trazado de rayos sufre del alto coste computacional de
calcular las reflexiones para cada rayo. Los rayos reflejados tienden a ser incoherentes,
por lo que el acceso a memoria y almacenamiento en cache´ es ma´s dif´ıcil [25].
Por otro lado la tesis de maestr´ıa de Wilhelmsen [27] propone una arquitectura de hard-
ware en FPGA que es quiza´s la ma´s cercana al sistema propuesto, empleando SVOs, sin
embargo la jerarqu´ıa de memorias cache´ es distinta a la planteada en esta investigacio´n
y adema´s la estructura para representar el a´rbol no esta´ basada en co´digos de Morton.
2.17.2 GigaVoxels
La tesis doctoral de Cyril Crassin titulada GigaVolxes [2], presenta un enfoque
para renderizar eficientemente escenas grandes y objetos detallados en tiempo real. El
enfoque de Crassin se basa en una representacio´n geometr´ıa volume´trica pre-filtrada
y un trazado de conos basado en voxeles. Un elemento clave de la propuesta de [2] es
orientar la produccio´n de datos y almacenamiento en cache´ directamente en funcio´n de
las solicitudes de datos emitidas en tiempo de ejecucio´n durante el rendering. Uno de los
aspectos ma´s interesantes del sistema de Crassin es que su arquitectura es capa´s de hacer
streaming de partes del octree a la GPU bajo demanda (en tiempo de ejecucio´n). La
importancia de este aporte se puede apreciar cuando se utilizan SVO para almacenar
modelos grandes, como un terreno, en estos casos se puede llegar a necesitar varios
gigabytes almacenamiento para tener escena completa en memoria del GPU, por lo que
una arquitectura que utilice streaming resulta muy conveniente.
Con respecto al algoritmo para recorrer el SVO, Crassin se basa en un algoritmo de
reinicio, y evita el uso de una pila que es potencialmente ineficiente en un GPU.
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2.17.3 Ray tracing de SVO en FPGA
Wilhelmsen [27] propone la arquitectura para un renderizador utilizando un FP-
GA.En su investigacio´n, Wilhemsen revisa los esfuerzos ma´s recientes de software para
utilizar SVOs con el propo´sito de renderizar gra´ficos por computadora en tiempo real,
explorando como implementar un seleccio´n de estos algoritmos usando hardware dedi-
cado. De esta manera, en la propuesta de [27] se presenta la implementacio´n de unidad
de ejecucio´n que es capa´s de recorrer SVOs, una unidad de control que puede gestionar
la asignacio´n de las tareas a las unidades de ejecucio´n as´ı como un sistema de memorias
cache´s que esta´ optimizado para los patrones de acceso para este tipo de rendering.
Adicionalmente, [27] integra la unidad de procesamiento gra´fico con una unidad de
procesamiento de propo´sito general disponible en su tarjeta de desarrollo y explica sus
conclusiones. El algoritmo seleccionado por Wilhelmsen para recorrer el SVO es el des-
crito por Revelles [18], se trata de un algoritmo recursivo top-down con pila, que fue
ligeramente modificado para no tomar en cuenta los datos de contorno del objeto. Una
de las decisiones de disen˜o interesantes en al implementacio´n de [27] es el uso del punto
fijo en lugar del punto flotante. Wilhelmsen que el algoritmo de interseccio´n las opera-
ciones realizadas eran u´nicamente sumas o divisiones entre potencias de dos. Por esta
razo´n, la decisio´n de utilizar fijo se debe a que la s´ıntesis de una suma en punto flotante
requiere de muchos menos recursos y es su ejecucio´n es ra´pida que la punto flotante.
Una de las principales diferencias del presente trabajo con el de Wilhelmsen esta´ en
las estructuras de datos utilizadas para representar el a´rbol de octantes. En su investi-
gacio´n Wilhelmsen utiliza estructuras de datos con punteros similares a las propuestas
por Laine y Karras [9], mientras que en este trabajo se utilizan estructuras de datos sin
punteros como se discute ma´s adelante. Esta diferencia en la eleccio´n de las estructuras
de datos afecta tanto el desempen˜o como el taman˜o de los SVOs en la memoria. Final-
mente, una de las contribuciones ma´s interesantes de Wilhelmsen consiste en presentar
una serie de benchmarks de su sistema para cache´s con diferentes tipos de asociatividad
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n-way, direct-map, etc. El sistema de cache´s propuesto en la presente investigacio´n con-
siste esencialmente en un a´rbol en el cual cada nivel de profundidad esta´ representado
por un cache´ jera´rquico independiente por lo que el aporte es novedoso con respecto a
lo presentado por [27].
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Cap´ıtulo 3
Propuesta de investigacio´n
“All the speed he took, all the turns
he’d taken and the corners he’d cut
in Night City, and still he’d see the
matrix in his sleep, bright lattices of
logic unfolding across that colorless
void...”.
William Gibson, Neuromancer
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La presente investigacio´n consiste en proponer una arquitectura de Hardware para
un renderizador tipo ray-cast que minimice los accesos a la memoria que almacena los
objetos de la escena.
La arquitectura de Hardware esta´ fuertemente inspirada en el sistema SVO propuesto
por Crassin et al. [2] y en la implementacio´n para hardware propuesta por Wilhelmsen
[27], siendo hasta cierta medida la intencio´n sobrepasar el desempen˜o de esta u´ltima.
La hipo´tesis es esencialmente que al combinar una serie de optimizaciones como por
ejemplo: empleo de SVOs, particiones en la escena de tipo sort-fist, empleo de co´digos
de Morton [14] con recorrido del a´rbol por profundidad, y una jerarqu´ıa de memorias
cache que se describe en la seccio´n 6.2 , se obtendra´ una alta tasa de aciertos alta en
las memorias cache, y una disminucio´n significativa en los accesos a la memoria que
almacena los objetos en la escena.
3.1 Sistema ingenuo
El sistema ingenuo consiste en un sistema de ray-cast SVO sin ninguna optimizacio´n.
Este sistema consiste de una serie de componentes que se listan a continuacio´n:
• Una memoria centralizada que almacena los objetos de la escena.
• Una unidad de ejecucio´n que se encarga de generar cada rayo y calcular la inter-
seccio´n de rayo con los octantes del SVO.
• El SVO se representa con punteros a los 8 octantes hijos en cada nivel de la
jerarqu´ıa.
La idea es utilizar el sistema ingenuo como un sistema de referencia para efectos
comparativos de las mejoras propuestas.
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Memoria de al-
macenamiento de
objectos (OsM)
Unidades de ejecucio´n
Figura 3.1: Sistema Ingenuo de referencia
.
3.2 Propuesta general de arquitectura
Tomando como referencia el sistema ingenuo de la figura 3.1 la arquitectura pro-
puesta introduce una serie de mejoras a saber:
• Particiones en la escena de tipo sort-first.
• Empleo de co´digos de Morton con recorrido del a´rbol por profundidad.
• Jerarqu´ıa de memorias cache de mu´ltiples niveles.
El esquema general de este sistema mejorado se presenta a en la figura 3.2.
Divisio´n de plano de
proyeccio´n sort-first
Memoria de al-
macenamiento de
objectos (OsM)
Unidades de Cache´
Unidades de ejecucio´n
Figura 3.2: Propuesta de la arquitectura general
.
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3.3 Definicio´n de me´tricas
A continuacio´n se definen las siguientes dos me´tricas:
Sea M la me´trica el nu´mero total de accesos de la memoria OsM en una corrida del
experimento.
Sea L la me´trica la tasa normalizada del aciertos en una memoria cache´.
3.4 Hipo´tesis
Una arquitectura de Hardware para un sistema de render 3D tipo ray-cast con las
siguientes caracter´ısticas:
• Aproximacio´n de los objetos de la escena empleando primitivas tipo voxel
• Recorrido del SVO por profundidad,
• Subdivisio´n de la pantalla empleando una pol´ıtica ‘Sort-First’
• Empleo de co´digos de Morton para apuntar a los datos de los octantes
• Jerarqu´ıa de memoria propuesta similar a la planteada en la seccio´n 3.2
Conllevara´ a una alta tasa de aciertos en los caches del sistema y consecuentemente a
una mejora a los accesos a la memoria de almacenamiento de objetos de la escena.
3.4.1 Pregunta de la Hipo´tesis
Dado el sistema ingenuo descrito en la seccio´n 3.1, luego de aplicar las optimizaciones
descritas en la seccio´n 3.2, la me´trica M ‘nu´mero de accesos a la memoria OsM’ del
sistema de la figura 3.1 ¿sufre alguna mejora?
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3.4.2 Hipo´tesis Nula
La arquitectura propuesta en la seccio´n 3.2 no presenta mejoras de la me´trica M
con respecto al sistema ingenuo de la seccio´n 3.1.
3.4.3 Hipo´tesis Alternativa
La arquitectura propuesta en la seccio´n 3.2 presenta mejoras de la me´trica M con
respecto al sistema ingenuo de la seccio´n 3.1.
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Cap´ıtulo 4
Metodolog´ıa
“There are tumults of the mind,
when, like the great convulsions of
Nature, all seems anarchy and
returning chaos; yet often, in those
moments of vast disturbance, as in
the strife of Nature itself, some new
principle of order, or some new
impulse of conduct, develops itself,
and controls, and regulates, and
brings to an harmonious
consequence, passions and elements
which seem only to threaten despair
and subversion.”.
William Gibson, The differential
engine
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A continuacio´n se procedio´ a plantear una propuesta basada en la aplicacio´n de
disen˜o de experimento (DoE) para corroborar la veracidad de la hipo´tesis planteada
en la seccio´n 3.1. Disen˜o de experimentos (DoE) es una herramienta poderosa que se
puede utilizar en una variedad de situaciones experimentales. DoE permite manipular
mu´ltiples factores de entrada para determinar su efecto sobre la salida deseada (la
respuesta).
4.1 Factores y niveles
En el contexto de DoE un factor es aquel componente que tiene cierta influencia en
las variables de respuesta. El objetivo de un experimento es determinar esta influencia.
A su vez, cada factor cuenta con varios niveles posibles con los cuales experimentar.
[29]
1. Profundidad del a´rbol
(a) 5
(b) 6
(c) 7
(d) 8
(e) 9
(f) 10
2. Taman˜o de la particio´n sort-first
(a) 2x2
(b) 10x10
(c) 20x20
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(d) 40x40
3. Nu´mero de l´ıneas para cache
(a) 512 ( 83)
(b) 4096 ( 84)
(c) 32758 ( 85)
(d) 262144 ( 86)
Factores y Niveles
Factor Nivel 0 Nivel 1 Nivel 2 Nivel 3 Nivel 4 Nivel 5
Profundidad 5 6 7 8 9 10
Sort-
First
2x2 10x10 20x20 40x40 – –
L´ıneas-
C1
– 512 4096 32768 262144
4.2 Variables de respuesta
Dado que la hipo´tesis esta´ dada en funcio´n del nu´mero de accesos a la OsM, se han
identificado dos variables de respuesta a saber:
1. Tasa normalizada de aciertos en las memorias cache´ del sistema de la seccio´n 3.2.
2. Nu´mero total de accesos a la OsM por corrida de experimento.
4.3 Recoleccio´n de datos
Como ya se menciono´, se creara´ un simulador que permita generar los datos para
cada paso de la ejecucio´n; mediante scripts estos datos sera´n ordenados de tal forma que
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puedan ser usados como entrada para algu´n paquete estad´ıstico que permita realizar
un ana´lisis de experimentos factoriales [26, p 561].
4.4 Ana´lisis de varianza
El ana´lisis de varianza (ANOVA, por sus siglas en ingle´s) permite asegurar que la
variacio´n en los resultados de un experimento no es mayor a la suma de variaciones de
los factores y un cierto grado de error en sus medidas. Esto permite aceptar o rechazar la
hipo´tesis con una probabilidad de error (de preferencia muy baja) con base en evidencia
estad´ıstica [26, p 507].
El ANOVA tiene como objetivo analizar la relacio´n entre una variable cuantitativa
X y una variable cualitativa Y de k atributos. Cada atributo i define una poblacio´n
dada por la variable cuantitativa [20, p 247].
Xi : variable X restringuida al atributo i.
As´ı, se tienen k poblaciones X1, X2, ..., Xn (llamadas tratamientos) que se supo-
nen normales, independientes, con variancias similares y con medias poblacionales
µ1, µ2, ...., µn. Se desea determinar si X no var´ıa segu´n el atributo de Y , es decir, si
las poblaciones son equivalentes y entonces los tratamientos son igualmente efectivos.
Para ello se plantean y contrastan las hipo´tesis:
H0 : X no var´ıa segu´n el atributo de Y (poblaciones equivalentes,es decir
µ1 = µ2 = ... = µk).
H1 : X var´ıa segu´n el atributo de Y (poblaciones no equivalentes), al
menos dos de las medias no son iguales.
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Un ana´lisis de varianza permite saber si la diferencia en la media de varias poblacio-
nes es significativa debido a la influencia de alguno de los factores. Una gran cualidad
de ANOVA es que permite analizar varias poblaciones, mientras que otros me´todos no
permiten ma´s de dos.
Existen varias herramientas de software que permiten hacer ana´lisis de varianza y
presentar los datos de manera gra´fica. Inicialmente se ha pensado en el uso del paquete
provisto por el proyecto R [16]; sin embargo, existen otras opciones como SPSS R©y
Minitab R©.
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Cap´ıtulo 5
Objetivos y alcance
“A los demonios no hay que creerles
ni cuando dicen la verdad”.
Gabriel Garc´ıa Ma´rquez
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5.1 Objetivos
5.1.1 Objetivo general
Disen˜ar una arquitectura de hardware para un renderizador tipo ray-cast empleando
SVO, disen˜ado tomando consideraciones que disminuyan los accesos a la memoria que
almacena los objetos de escena. La arquitectura debera´ especificar los principales blo-
ques funcionales del sistema, as´ı como su funcionamiento en alto nivel y las interacciones
principales entre estos.
5.1.2 Objetivos espec´ıficos
1. Especificar los principales bloques funcionales del sistema de render tipo ray-
cast SVO propuesto, as´ı como su funcionamiento en alto nivel y las interacciones
principales entre estos.
2. Analizar el desempen˜o de los accesos a la memoria de almacenamiento de objetos
de sistema propuesto, empleando como me´trica el conteo de accesos de lectura en
funcio´n de la profundida del SVO.
3. Analizar el desempen˜o de los accesos a la memoria de almacenamiento de objetos
de sistema propuesto, empleando como me´trica la tasa de aciertos en sus memorias
cache en funcio´n de las particiones de la pantalla por ordenamiento sort-first.
5.2 Alcances y limitaciones
El ana´lisis estara´ limitado a la salida proporcionada por un simulador de software
que sera´ implementado como parte de los entregables de esta investigacio´n. La investiga-
cio´n esta´ enfocada u´nicamente en la arquitectura del sistema, estando fuera del alcance
de esta investigacio´n la s´ıntesis del circuito, implementacio´n de RTL, ana´lisis de esta´ti-
co de tiempo, el consumo de energ´ıa del circuito, el trazado de rayos volume´trico, la
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representacio´n interactiva o animacio´n. Adema´s, la investigacio´n se centra u´nicamente
en la teselacio´n de los modelos, quedando por fuera la coloracio´n o texturizacio´n de los
mismos.
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Cap´ıtulo 6
Arquitectura general del sistema simulado
“Todas las teor´ıas son leg´ıtimas y
ninguna tiene importancia. Lo que
importa es lo que se hace con ellas.”
Jorge Luis Borges
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6.1 Bloques e interacciones principales del sistema
La presente seccio´n se dedica a describir ma´s detalladamente los principales bloques
del sistema. En te´rminos generales el sistema propuesto consta de 5 bloques principales
como se aprecia en la figura 6.1. Los bloques principales son:
• La memoria de almacenamiento de objetos OsM.
• La unidad de gestio´n de memoria.
• Las unidades de ejecucio´n.
• Las memorias cache´.
• El asignador de tareas.
Caché de
N niveles
Unidad de
Ejecución m
Caché de
N niveles
Unidad de
Ejecución
Memoria de almacenamiento de objectos OsM
Unidad de gestión de memoria
Unidad de generación de rayos
Gestor de Tareas
...0
Figura 6.1: Arquitectura del sistema
.
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Las siguientes secciones dara´n ma´s detalle de cada uno los principales bloques de la
arquitectura.
6.2 Memorias cache´
Las memorias cache´ son una parte medular del sistema propuesto.
Wilhelmsen [27] sugiere en su tesis que dado que los cache´ de datos de un GPU
que traza rayos utilizando SVO esta´n siendo empleados en un algoritmo espec´ıfico,
deber´ıa en teor´ıa ser posible implementar optimizaciones novedosas y espec´ıficas en los
cache´s que exploten los patrones de acceso de memoria del algoritmo. Por ejemplo, [27]
encontro´ que los nodos que esta´n ma´s cerca de la ra´ız son visitados ma´s a menudo que
los nodos ma´s profundos en el a´rbol. Tambie´n encontro´ que es posible que sea ineficiente
almacenar en el cache´ aquellos nodos que esten ma´s profundo en el a´rbol ya que si se
accede a ellos so´lo una vez o dos veces, el beneficio del almacenamiento en cache´ es
pequen˜o en comparacio´n con la pena de desalojar a un nodo ma´s cerca de la ra´ız.
El sistema propuesto tiene N memorias cache´ independientes para cada unidad del
ejecucio´n, donde N corresponde a la profundidad del SVO. Cada l´ınea de una memoria
cache´ almacena una estructura de datos similar a la de la figura 6.8. Las primeras 3
memorias cache´ tienen un nu´mero de l´ıneas constante, asignadas de la siguiente manera.
• El cache´ de profundidad 0 tiene 8 l´ıneas.
• El cache´ de profundidad 1 tiene 8*8 = 64 l´ıneas.
• El cache´ de profundidad 2 tiene 8*8*8 = 512 l´ıneas.
La razo´n para elegir este nu´mero de l´ıneas para los 3 primeros cache´s se debe a
que corresponden directamente al nu´mero de octantes para los tres primeros niveles de
profundidad del a´rbol. En otras palabras, el primer nivel de profundidad del SVO tiene
8 octantes, el segundo nivel de profundidad del SVO tiene 64 octantes y el tercer nivel
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de profundidad del a´rbol tiene 512 octantes, esto se ilustra en la figura 6.2. En el peor de
los casos, cada rayo generado debera´ evaluar su interseccio´n con al menos un octante de
cada uno de estos tres primero niveles del SVO. Como se muestra posteriormente en la
seccio´n 7.7, el escenario real es mucho ma´s favorable, ya que los tres primeros niveles del
cache mantienen una taza de aciertos consistentemente alta para las diferentes escenas
y resoluciones.
0
1
2
3
4
5
6
7
0
1
510
511
...2
0
1
62
63
...2
Cache Profundidad 1 Cache Profundidad 2
Cache Profundidad 3
Figura 6.2: L´ıneas de cache para los tres primeros niveles de profundidad del SVO
.
Las memorias cache´ para las profundidades del SVO desde 3 hastaN tienen el mismo
nu´mero de l´ıneas al cual llamaremos L. Como se menciona en la seccio´n 4.1, L es uno de
los factores que se consideran en el disen˜o de experimento. Por el mismo razonamiento
que con los tres primero cache´s, N corresponde a un nu´mero que es potencia de 8 para
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que pueda al menos contener parte de la jerarqu´ıa inferior del a´rbol. La figura 6.3 ilustra
esta idea.
Cache Nivel 0
8 Líneas
Cache Nivel 1
64 Líneas
Cache Nivel 2
512 Líneas
Cache Nivel 3
L Líneas
Cache Nivel N
L Líneas
...
Figura 6.3: Jerarqu´ıa de una memoria cache´ del sistema
.
6.3 Gestor de tareas global
El gestor de tareas es un mo´dulo que se encarga de distribuir las tareas del sistema
entre los nu´cleos de ejecucio´n. Cada tarea es u´nica y esta´ asociada a un rayo. Para
un rayo en particular, una tarea consiste en hallar la interseccio´n de este rayo con el
voxel ma´s cercano al plano de proyeccio´n. El gestor de tareas adopta una pol´ıtica de
asignacio´n de tareas esta´tica, la cual aprovecha la coherencia de los rayos dividiendo el
plano de proyeccio´n en secciones rectangulares como se muestra en la figura 6.4.
Cada unidad de ejecucio´n estara´ encargada de un u´nico conjunto de particiones
contiguas del plano de proyeccio´n. Esta idea se ilustra para 16 nu´cleos en la figura 6.6.
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Figura 6.4: Rayos coherentes suelen intersecar los mismos voxeles
.
La estrategia de usar particiones en el plano de proyeccio´n para aumentar la cohe-
rencia es la herramienta que nos permite aprovechar al ma´ximo la jerarqu´ıa de caches
de la seccio´n 6.2. Entre ma´s pequen˜as las particiones del plano de proyeccio´n, mayor
coherencia y menor nu´mero de lecturas fallidas en los caches. Esta idea de las particio-
nes rectangulares se basa en el mismo principio de coherencia que los ”Cone tracing”
sugeridos por [2], con la particularidad de que realizar un barrido simple sobre regio-
nes rectangulares es en general ma´s sencillo de implementar en una arquitectura de
hardware. Para una particio´n del plano de proyeccio´n particular, se eligio´ emplear un
recorrido simple tipo raster como se ilustra en la figura 6.5. En este caso, el barrido da
inicio generando un rayo que se env´ıa hacia la esquina superior izquierda de la particio´n
rectangular, desplaza´ndose de izquierda a derecha en cada fila hasta finalmente alcanzar
el u´ltimo p´ıxel correspondiente a la particio´n en la esquina inferior izquierda.
6.4 Unidades de ejecucio´n
Para efectos de esta tesis cada unidad de ejecucio´n se abrevia como GT (geometry
traversal unit en ingle´s). Las GT son las encargadas de evaluar las intersecciones de los
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Figura 6.5: barrido de p´ıxeles dentro de una particio´n rectangular del plano de pro-
yeccio´n
.
Figura 6.6: Ejemplo de asignacio´n esta´tica de tareas empleando secciones de plano de
proyeccio´n para 16 nu´cleos de ejecucio´n
.
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rayos con el a´rbol de octantes. La evaluacio´n de pruebas de interseccio´n entre rayos y
cajas es de las operaciones ma´s costosas cuando se atraviesan BVH [10]. El algoritmo
utilizado para por las GT para calcular la interseccio´n del rayo con el AABB se basa
en la seccio´n 2.12, este algoritmo se muestra en el algoritmo 1.
Otra de las tareas de la GT es la generacio´n de los ı´ndices de Morton, ya que el ı´ndice
puede calcularse en tiempo real cuando se atraviesa el a´rbol a partir de la jerarqu´ıa del
mismo. Esto u´ltimo se explica con mayor detalle en la siguiente seccio´n.
6.4.1 Propagacio´n de tareas y recorrido de SVO
Si la interseccio´n del rayo actual y el octante correspondiente al GT resulta positiva,
entonces el GT genera 8 nuevas tareas, una para cada nodo hijo, de lo contrario el GT
no genera nuevas tareas como se muestra en le algoritmo 2. Esto se ilustra en la figura
6.7.
La figura 6.7 ilustra el caso en el que la interseccio´n del rayo con el nodo asignado al
GT resulta positiva. Es importante recordar que el cache´ que se muestra en la figura 6.7
corresponde a un cache´ compuesto de N sub-caches, uno por cada nivel de profundidad
del SVO tal y como se explico´ en la seccio´n 6.2.
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tmin← (min.x− r.orig.x)/r.dir.x
tmax← (max.x− r.orig.x)/r.dir.x
if tmin > tmax then
xchange(tmin, tmax)
end
tymin← (min.y − r.orig.y)/r.dir.y
tymax← (max.y − r.orig.y)/r.dir.y
if tymin > tymax then
xchange(tymin, tymax)
end
if tmin > tymax||tymin > tmax then
returnfalse
end
if tymin > tmin then
tmin← tymin
end
if tymax < tmax then
tmax← tymax
end
tzmin← (min.z − r.orig.z)/r.dir.z
tzmax← (max.z − r.orig.z)/r.dir.z
if tzmin > tzmax then
xchange(tzmintzmax)
end
if tmin > tzmax||tzmin > tmax then
returnfalse
end
if tzmin > tmin then
tmin← tzmin
end
if tzmax < tmax then
tmax← tzmax
end
if tmin > r.tmax||tmax < r.tmin then
returnfalse
end
if (r.tmin < tmin) then
r.tmin← tmin
end
if r.tmax > tmax then
r.tmax← tmax
end
returntrue
Algorithm 1: Interseccio´n entre un rayo y un AABB
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LIFO
GTCaché
Rayo Actual Coordenada del centro Padre
Índice de Morton 
Actual
Tarea Nodo Actual
Rayo Actual Coordenada del centro Actual
Índice de Morton 
Hijo 0
Tarea Nodo Hijo 0
Rayo Actual Coordenada del centro Actual
Índice de Morton 
Hijo 7
Tarea Nodo Hijo 7
...
Figura 6.7: Entradas y salidas a un GT
.
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Center ← ExtractOctantCenterFromParentCentrer(ParentCenter )
Hit← RayAABBIntersection(Center )
if Hit == true then
i = 0 ;
while i < 8 do
ChildMortonCode← (MortonCode << 3)|i
PushJob( ChildMortonCode, Center, Ray )
i+ +
end
else
end
Algorithm 2: Flujo de ejecucio´n de un GT
6.5 Estructuras de datos
Se utiliza una estructura de datos de tipo a´rbol en la que cada nodo representa un
octante. Esta estructura de datos esta disen˜ada de manera simple para minimizar la
cantidad de informacio´n transmitida por el bus de datos que conecta el OsM. Al igual
que [8] adoptamos un esquema donde la mayor´ıa de los datos asociados con un voxel
se almacenan en su nodo padre para de esta manera no necesitar nodos exclusivamente
para guardar las hojas (voxeles so´lidos). A diferencia de [8] no utilizamos punteros que
referencian datos en bloques de la memoria, si no que apelamos u´nicamente al uso de
ı´ndices de morton y a la codificacio´n que se explica ma´s adelante. Este esquema de
almacenamiento permite representar la geometr´ıa de un voxel empleando u´nicamente 2
bits por voxel 1.
Cada nodo del a´rbol almacena 8 elementos de dos bits para un total de 16 bits por
1Es importante recodar que estos 2 bits corresponden u´nicamente a datos de geometr´ıa de modelo,
tal y como se aclaro´ en la seccio´n de alcances, para efectos de esta investigacio´n no se toman en cuenta
las texturas
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nodo como se muestra en la figura 6.8. Cada elemento codifica informacio´n sobre cada
uno de los 8 hijos del nodo actual de la siguiente manera:
• 2’b00 : El nodo no tiene hijos (Octante vac´ıo).
• 2’b01 : El nodo tiene hijos.
• 2’b10 : El nodo es una hoja (voxel so´lido).
• 2’b11 : Valor reservado.
Child0
2 bits
Child1
2 bits
Child2
2 bits
Child3
2 bits
Child4
2 bits
Child5
2 bits
Child6
2 bits
Child7
2 bits
Figura 6.8: Estructura de datos para para un nodo del SVO
.
La unidad de generacio´n de rayos genera rayos representados por la estructura de
datos de la figura 6.9. La idea del sistema final es utilizar una representacio´n nume´rica de
punto fijo para esta estructura, sin embargo el ana´lisis utilizando punto fijo se escapa de
los alcances de este proyecto. Es importante notar de la figura 6.9 que los componentes
de la direccio´n del rayo se guardan como una fraccio´n entre 0 y 1. Esto u´ltimo se hace
con el fin de facilitar los ca´lculos de interseccio´n para los GTs como aparecen en el
algoritmo 1.
RayOrigen.x RayOrigen.y RayOrigen.z 1/RayDir.x 1/RayDir.y 1/RayDir.z
32 bits 32 bits 32 bits 32 bits 32 bits 32 bits
Figura 6.9: Estructura de datos para para un rayo
.
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6.6 Algoritmo de recorrido del a´rbol
Como se menciono´ en la seccio´n 2.11 existen en la literatura una gran variedad de
algoritmos para recorrer el a´rbol de octantes. Cada vez que el algoritmo visita un nodo
se produce una solicitud de lectura a la memoria por lo que la eleccio´n del algoritmo
de recorrido es importante.
La figura 6.10 muestra las 4 primeras iteraciones para el recorrido del SVO para
el rayo R0. Inicialmente el RTU genera el rayo R0 representado por una estructura de
datos similar a la mostrada en la figura 6.9.
• Iteracio´n 1 :
– La tarea asociada a {1,R0} es asignada a GT0 por el gestor de tareas.
– GT0 evalu´a la interseccio´n de R0 con el octante 1 a partir de la informa-
cio´n del rayo R0 y de las coordenadas del centro del SVO disponibles de su
elemento inferior en el LIFO de entrada.
– La interseccio´n del R0 contra el octante 1 resulta positiva.
– GT0 genera 8 nuevos trabajos, uno para cada uno de sus 8 descendientes. Los
nuevos trabajos se llaman {1000,R0}, {1001,R0}, {1010,R0}, {1011,R0},{1100,R0},
{1101,R0}, {1110,R0} y {1111,R0} respectivamente.
• Iteracio´n 2 :
– Los trabajos asociados a {1000,R0}, {1001,R0}, {1010,R0}, {1011,R0},{1100,R0},
{1101,R0}, {1110,R0} y {1111,R0} son asignados a las unidades del ejecu-
cio´n GT0, GT1, GT2, GT3, GT4, GT5, GT6 y GT7 respectivamente. Cada
una de las 8 unidades de ejecucio´n de este ejemplo ejecuta sus instrucciones
en paralelo con las dema´s.
– Las pruebas de interseccio´n del rayo actual resultan positivas u´nicamente
para GT0 y GT1.
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– GT0 genera 8 nuevos trabajos. Los nuevos trabajos se llaman {1000000,R0},
{1000001,R0}, {1000010,R0}, {100011,R0}, {1000100,R0}, {1000101,R0},
{1000110,R0} y {1000111,R0}.
– GT1 genera 8 nuevos trabajos. Los nuevos trabajos se llaman {1001000,R0},
{1001001,R0}, {1001010,R0}, {1001011,R0},{1001100,R0}, {1001101,R0},
{1001110,R0} y {1001111,R0} .
• Iteracio´n 3 :
– Las 8 nuevas tareas generadas por GT0 en la iteracio´n anterior ( tareas con
prefijo {1000} ) son asignadas a por el gestor de tareas a GT0, GT1, GT2,
GT3, GT4, GT5, GT6 y GT7 respectivamente.
– Las 8 nuevas tareas generadas por GT1 en la iteracio´n anterior (tareas con
prefijo {1001} )son asignadas a por el gestor de tareas a GT0, GT1, GT2,
GT3, GT4, GT5, GT6 y GT7 con una prioridad secundaria, en otras pala-
bras, las tareas asociadas al prefijo {1000} deben ser atendidas de primero.
– Las pruebas de interseccio´n del rayo actual resultan positivas u´nicamente
para GT0 y GT1.
– GT0 genera 8 nuevos trabajos con el prefijo ı´ndice {1000000}.
– GT1 genera 8 nuevos trabajos con el prefijo ı´ndice {1000001}.
• Iteracio´n 4 :
– Las 8 nuevas tareas generadas por GT0 en la iteracio´n anterior ( tareas con
prefijo {100000} ) son asignadas a por el gestor de tareas a GT0, GT1, GT2,
GT3, GT4, GT5, GT6 y GT7 respectivamente.
– Las 8 nuevas tareas generadas por GT1 en la iteracio´n anterior (tareas con
prefijo {100001} )son asignadas a por el gestor de tareas a GT0, GT1, GT2,
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GT3, GT4, GT5, GT6 y GT7 con una prioridad secundaria, en otras pala-
bras, las tareas asociadas al prefijo {100000} deben ser atendidas de primero.
GP0 GP0 GP0 GP0 GP0 GP0 GP0 GP0
{1,R0}
GT0 GT1 GT2 GT3 GT4 GT5 GT6 GT7
{1 000,R0} {1 001,R0} {1 010,R0} {1 011,R0} {1 100,R0} {1 101,R0} {1 110,R0} {1 111,R0}
GT0 GT1 GT2 GT3 GT4 GT5 GT6 GT7
{1 000 000,R0} {1 000 001,R0} {1 000 010,R0} {1 000 011,R0} {1 000 100,R0} {1 000 101,R0} {1 000 110,R0} {1 000 111,R0}
{1 001 000,R0} {1 001 001,R0} {1 001 010,R0} {1 001 011,R0} {1 001 100,R0} {1 001 101,R0} {1 001 110,R0} {1 001 111,R0}
GT0 GT1 GT2 GT3 GT4 GT5 GT6 GT7
{1 001 000,R0} {1 001 001,R0} {1 001 010,R0} {1 001 011,R0} {1 001 100,R0} {1 001 101,R0} {1 001 110,R0} {1 001 111,R0}
{1 000 000 000,R0} {1 000 000 001,R0} {1 000 000 010,R0} {1 000 000 011,R0} {1 000 000 100,R0} {1 000 000 101,R0} {1 000 000 110,R0} {1 000 000 111,R0}
Iteración 1
Iteración 2
Iteración 3 
Iteración 4
{1 000 001 000,R0} {1 000 001 001,R0} {1 000 001 010,R0} {1 000 001 011,R0} {1 000 001 100,R0} {1 000 001 101,R0} {1 000 001 110,R0} {1 000 001 111,R0}
1
1000
1001
1000 0001000 001
Figura 6.10: Distribucio´n del trabajo de los octantes visitados del a´rbol en cada GT
para 4 iteraciones del recorrido por profundidad, utilizando 8 GTs.
.
El efecto neto del sistema es el siguiente:
• Solo un rayo se procesa a la vez: No se comienzan a atender las tareas
asociadas a un rayo hasta que aquellas asociadas al rayo anterior hayan concluido.
Esto se hace con el fin de aprovechar al ma´ximo la localidad espacial de los rayos,
en otras palabras, si el rayo actual y el anterior tienen coherencia entonces el rayo
actual podra´ aprovechar la mayor parte de las entradas del cache´ escritas por el
rayo anterior.
• La mayor´ıa de las entradas y salidas de los GT son generadas en tiempo
de ejecucio´n: Como se explico´ anteriormente, parte de la idea para reducir el
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nu´mero de accesos a la OsM es que muchos de los para´metros tanto de entrada
como de salida para procesar un rayo sean generados en tiempo de ejecucio´n en
lugar de ser le´ıdos de la memoria. En otras palabras, dado que se ha identificado
la lectura a memoria como el cuello de botella del sistema, entonces se invierten
ciclos de procesamiento en las unidades de ejecucio´n (esto puede ser llevado a
cabo en paralelo como se muestra en la figura 6.10 ) para ahorrar de esta manera
lecturas a la memoria principal. En resumidas cuentas, tanto los datos del rayo
y las coordenadas del centro del octante requeridas para el algoritmo de inter-
seccio´n del listado 1, as´ı como cada uno de los ı´ndices de Morton de los 8 hijos
son calculados y propagados por el sistema sin requerir lecturas adicionales a la
memoria. Las lecturas a la OsM son necesarias u´nicamente para decidir si un hijo
esta´ vacio´ o si se se trata de una hoja, en otras palabras para detener el recorrido
por profundidad, y como se menciono´ en el pa´rrafo anterior, gracias a que solo un
rayo se procesa a la vez en el recorrido por profundidad, entonces la coherencia
espacial (incrementada por el taman˜o reducido de las particiones Sort-First) hace
que se aprovechen las entradas que el rayo anterior escribio´ previamente al cache´,
reduciendo de esta manera las lecturas a memoria.
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Cap´ıtulo 7
Ana´lisis de Resultados
“...nothing contributes so much to
tranquilize the mind as a steady
purpose... ”
Mary Shelley, Frankenstein
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banco de pruebas
7.1 Descripcio´n de los experimentos realizados, re-
coleccio´n de datos y disen˜o de banco de pruebas
7.1.1 Simulador arquitecto´nico
Con el fin de llevar a cabo los experimentos para esta investigacio´n fue necesario
desarrollar una herramienta de simulacio´n. Esta herramienta de simulacio´n se llama
theia svo sim y consiste en un simulador a nivel arquitecto´nico desarrollado en C++
2011. La herramienta de simulacio´n arquitecto´nica es capaz de llevar a cabo todas las
tareas necesarias para los experimentos incluyendo:
• Voxelizacio´n de modelos tridimensionales.
• Renderizacio´n ra´pida empleando un modelo simplificado de software.
• Renderizacio´n simulada utilizando el modelo arquitecto´nico de hardware de la
seccio´n 6.
• Modo interactivo de uso.
• Modo no interactivo de uso (empleado para correr los experimentos factoriales de
DoE).
La herramienta modela el comportamiento del sistema propuesto incluyendo el re-
corrido del SVO por profundidad, la subdivisio´n de la pantalla empleando la pol´ıtica
‘sort-first’, el uso de co´digos de Morton para apuntar a los datos de los octantes, as´ı co-
mo la jerarqu´ıa de memoria de la seccio´n 3.2. La herramienta de simulacio´n es adema´s
capa´s de modificar un gran nu´mero de para´metros estructurales y de operacio´n del mo-
delo de simulacio´n. Estos para´metros incluyen desde luego las variables de respuesta,
factores y niveles requeridos para el posterior ana´lisis de varianza de cada experimento.
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Voxelizador
Representación de triangulos del modelo
formato OBJ
Representación de voxeles del modelo
                            
Parámetros de la escena
* Resolución 
* Posición y rotacion de la cámara
* Distancia Focal
* Etc.
SVO
Caché de
N niveles
Unidad de
Ejecución m
Caché de
N niveles
Unidad de
Ejecución m
Memoria de almacenamiento de objectos OsM
Unidad de gestión de memoria
Unidad de generación de rayos
Gestor de Tareas
...
Simulación de arquitectura
Archivos de 
resultados en formato
CSV
Imagen proyectada y dividida por particiones 
Sort-first
                            
Figura 7.1: Flujo de ejecucio´n de herramienta de simulacio´n
.
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7.1.2 Banco de pruebas
Para esta investigacio´n se simularon experimentos para cada una de las combina-
ciones factoriales de los factores y niveles de la seccio´n 4.1.
Cada una de las pruebas se llevo´ a cabo para 4 escenas que se muestran en la figura
7.2 y que se enumeran a continuacio´n: 1.
• Utah Teapod : 992 tria´ngulos.
• Standford Bunny : 16214 tria´ngulos.
• Happy Buddah : 100000 tria´ngulos.
• Standford Dragon : 100000 tria´ngulos
Figura 7.2: Ejemplo de escenas voxelizadas utilizadas en las pruebas. Superior iz-
quierda : Happy Buddah, Superior derecha: Utah teapod. Inferior izquierda: Standord
dragon. Inferior derecha: Standford Bunny.
.
1 El simulador de la seccio´n 7.1.1 no lleva a cabo iluminacio´n. Los meshes voxelizados de la figura
7.2 fueron en efecto generados con la herramienta de simulacio´n, pero la iluminacio´n se agrego´ con una
herramienta externa para efectos este´ticos
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Cada una de las pruebas se corrio´ para las siguientes resoluciones (la resoluciones
de los experimentos coinciden con el largo y ancho del plano de proyeccio´n)
• 640 x480 (VGA)
• 800x600 (SVGA)
• 1280x720 (720p)
• 1920x1080 (1080p)
• 3200x1800 (4k)
Los valores de las resoluciones se eligieron para representar la gama ma´s comu´n de
resoluciones soportadas por dispositivos modernos.
Como se menciono´ en la seccio´n 7.1.1 se implemento´ una herramienta de simulacio´n
arquitecto´nica para validar el sistema propuesto. Luego de correr cada experimento
factorial esta herramienta genero´ una serie de archivos de texto que contienen la infor-
macio´n para cada uno de los factores y niveles. Debido a que los nombres se de estos
factores y niveles en la gra´ficas de la secciones siguientes corresponden a los nombres de
estas variables en el contexto de la herramienta, a continuacio´n se procede a enumerar
cada variable de salida como aparecen en la gra´ficas y su significado en el contexto del
sistema propuesto.
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Para´metros de salida de simulador
Nombre de para´metro de
simulador
Descripcio´n
scene.resolution La resolucio´n de la escena (corresponde a
las dimnesiones del plano de proyeccio´n)
octree.depth Profundidad ma´xima del SVO
total.cache.size.mb Taman˜o total del cache´ en MB
gpu.grid.partition.size Corresponde al taman˜o de las particiones
sort first del plano de proyeccio´n
gpu.memory.cache.lines.per.way Nu´mero de lineas de las jerarqu´ıas de
cache´ (recordar que esto aplica para los
niveles de cache´ mayores a 3)
cache.l1.hit.rate tasa de aciertos de la memoria cache´
external.mem.read.count nu´mero de accesos al OsM del sistema
propuesto.
mem.total.reads nu´mero de accesos al sistema de memoria,
tanto para los datos que estaban el el
cache´ as´ı como datos que se encuentran
en la OsM. Para efectos de comparacio´n
se considera adema´s como el nu´mero de
accesos del sistema ingenuo.
A continuacio´n se procede a listar los resultados para cada una de las variables de
respuesta del experimento.
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7.2 Resultados y aplicabilidad de ANOVA
La figura 7.3 muestra una serie de 4 gra´ficos en relacio´n a los residuos que se em-
plean para verificar los supuestos de ANOVA. En esencia, los residuos deben cumplir
2 condiciones: que sigan una distribucio´n normal y que la varianza de los residuos sea
igual para cada grupo y a todos los grupos. Mediante una exploracio´n visual de la figura
7.3 es posible concluir que los datos generados por las corridas de los experimentos no
parecen seguir una distribucio´n normal. La gra´fica Normal Q-Q plot de la figura 7.3
muestra que tan lejos esta´n los residuos de una distribucio´n normal. La figura sugiere
que los residuos no siguen una distribucio´n normal por la forma S de la curva en la
figura. Por otro lado, la gra´fica de los residuos vs. los valores ajustados de la figura 7.3
parece confirmar la sospecha de que los datos no siguen una distribucio´n normal. Esta
gra´fica muestra las varianzas de los residuos y usualmente se espera que los puntos no
deber´ıan no seguir un patro´n definido. En resumidas cuentas, la figura 7.3 sugiere que
por su naturaleza, los datos de este experimento no son candidatos para un ana´lisis
utilizando la herramienta de ANOVA.
7.3 Test de Kruskal-Wallis para ana´lisis de varianza
Tal y como se menciono´ en la seccio´n 7.2, dado que no se puede sustentar la su-
posicio´n de normalidad, debemos utilizar un procedimiento alternativo al ana´lisis de
varianza el cual no dependa de esta normalidad. El procedimiento de Kruskal y Wallis
es justamente la herramienta adecuada para este problema. El test de Kruskal-Walis se
utiliza para contrastar la hipo´tesis nula de que los n tratamientos son ide´nticos contra
la hipo´tesis alternativa que dice que algunos tratamientos generan observaciones que
son ma´s grandes que otras [13]. A continuacio´n se muestran los resultados del test de
Kruskall-Wallis para todas las escenas y todas las resoluciones.
Kruskal-Wallis rank sum test
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Figura 7.3: Resultados de ANOVA
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7.4. Resultados de la variable de respuesta 1 - Total de accesos a la OsM
data: cache_l1_hit_rate by
octree_depth by gpu_grid_partition_size by
resolution by gpu_memory_cache_lines_per_way
Kruskal-Wallis chi-squared = 1181.588, df = 5, p-value < 2.2e-16
Debido a que el p − value es suficientemente pequen˜o, la hipo´tesis nula se rechaza
y consecuentemente la hipo´tesis alternativa se acepta.
En otras palabras las caracter´ısticas del sistema propuesto en efecto tiene un contribu-
cio´n positiva en la reduccio´n de los accesos a la memoria OsM.
Las siguientes secciones se dedican a analizar el efecto sobre cada variable de respues-
ta, as´ı como las contribuciones de cada uno de los factores del experimento sobre las
mismas.
7.4 Resultados de la variable de respuesta 1 - Total
de accesos a la OsM
La variable de respuesta nu´mero 1 de la seccio´n 4.2 se llama ”nu´mero total de
accesos a la OsM por corrida de experimento”. Tal y como se menciono´ en las secciones
anteriores, la idea de la arquitectura propuesta consiste esencialmente en minimizar el
nu´mero de accesos a la memoria donde se almacena la jerarqu´ıa de la escena, la OsM.
La variable de respuesta 1, es precisamente el nu´mero de accesos a esta memoria, por lo
que su reduccio´n confirma que el sistema propuesto cumple con su objetivo primordial.
Las figuras 7.4, 7.5 y 7.6 muestran los resultados de esta variable para cada una de las
escenas usadas. De estos resultados se pueden extraer las siguientes observaciones:
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• El nu´mero promedio de accesos al la OsM se ve drama´ticamente redu-
cido gracias a la presciencia del cache´: Esto se puede apreciar claramente de
la figura 7.4, esta figura muestra el nu´mero de accesos a la OsM para el sistema
ingenuo (filas azules) y el sistema propuesto (filas rojas) contrastando todas las
escenas. En las figuras 7.5 y 7.6 las columnas color naranja claro representan el
nu´mero de accesos del sistema ingenuo al SVO, mientras que las naranja oscuro
representan el nu´mero de accesos del sistema SVO por el sistema propuesto. Se
puede entonces apreciar que en el peor de los casos hay una mejora de casi un or-
den de magnitud con respecto al sistema que no cuenta con memorias cache´ (note
que los ejes de las figuras esta´n en escala logar´ıtmica).
• El nu´mero de accesos al OsM aumenta conforme aumenta la resolucio´n:
Esto se aprecia claramente de las figuras 7.5 y 7.6. Esto se debe a que aumenta el
nu´mero de rayos generados, un rayo por cada p´ıxel del plano de proyeccio´n, cuyo
largo y ancho es equivalente a la resolucio´n de la escena para estos experimentos.
• El sistema propuesto mantiene una muy buena disminucio´n del tra-
fico entre el OsM y los nu´cleos de ejecucio´n aun para profundidades
grandes y resoluciones grandes: esto se aprecia de las figuras 7.5 y 7.6. Aun
para resoluciones de 4k y profundidades de SVO de 10, el sistema mantiene un
considerable disminucio´n del promedio de lecturas.
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Figura 7.4: Resultados variable de respuesta 1. Comparacio´n de todas las escenas
.
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Figura 7.5: Resultados variable de salida 1
.
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Figura 7.6: Resultados variable de respuesta 1 (continuacio´n)
.
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7.5. Resultados de la variable de respuesta 2 - Promedio de aciertos a la memoria
cache´
7.5 Resultados de la variable de respuesta 2 - Pro-
medio de aciertos a la memoria cache´
La variable de respuesta nu´mero 2 corresponde al promedio de aciertos en el cache´.
Para efectos del ana´lisis los aciertos se representan como porcentajes en el rango entre 0
y 1. Se nota de las figura 7.7 que a diferencia del nu´mero total de accesos a la memoria,
el cual aumenta conforme la resolucio´n aumenta, para una profundidad de SVO dada,
la media del porcentaje de aciertos a la memoria cache se mantiene en un nu´mero casi
constante independientemente de la resolucio´n. Esto u´ltimo es de esperarse ya que los
cache´s u´nicamente almacenan informacio´n concerniente a los nodos del SVO lo cual es
independiente de la resolucio´n de la escena.
La figura 7.7 muestra los resultados para la variable de salida 2. Se aprecia de la figura
que para profundidades del SVO inferiores o iguales a 8 el sistema presente un tasa
de aciertos cercana al 95 %, mientras que para profundidades de 9 la tasa de aciertos
es superior a 85 % y para una profundidad del 10 es siempre superior al 75 %. Es
importante mencionar que un SVO con profundidad 10 puede llegar a ser un tanto
exagerado. Recordemos de la figura 2.5 como para una profundidad de 8, el resultado
de aproximar las superficies con voxeles ya es lo bastante preciso y de requerir una
mayor suavidad en la superficie se puede aplicar la te´cnica detallada en la seccio´n 2.9,
es decir el uso de la interpolacio´n trilineal en lugar de incrementar la profundidad del
SVO.
7.6 Ana´lisis de taman˜o de la ventana de particio´n
sort first
La figuras 7.8 y 7.9 muestran los resultados de variar el taman˜o de la particio´n sort-
first en todas las escenas para las distintas resoluciones. Recordemos que los taman˜os
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Figura 7.7: Resultados variable de salida 2
.
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7.6. Ana´lisis de taman˜o de la ventana de particio´n sort first
de ventana que se seleccionaron para los experimentos fueron:
• 2 p´ıxeles x 2 p´ıxeles
• 10 p´ıxeles x 10 p´ıxeles
• 20 p´ıxeles x 20 p´ıxeles
• 40 p´ıxeles x 40 p´ıxeles
En la figura 7.8 las columnas rojas representan el nu´mero de accesos al OsM del
sistema ingenuo, mientras que las columnas azules representan el nu´mero de accesos al
OsM del sistema propuesta para cada taman˜o de ventana a las diferentes resoluciones.
Es claro en la figura 7.8 que el taman˜o de la ventana tiene un efecto en el nu´mero
promedio de accesos, siendo el taman˜o de ventana ma´s pequen˜o (2x2) aquel que muestra
mejores resultados. Lo anterior se debe que a menor taman˜o de la ventana, la cantidad
de datos almacenados en el cache´ entre un rayo y el siguiente es mayor, siendo el caso
trivial el que la ventana es exactamente del mismo taman˜o que el plano de proyeccio´n,
en cuyo caso el cache´ no podra´ ser lo suficientemente grande como para albergar la
informacio´n comu´n entre un rayo y el siguiente (tal y como se explico´ en mayor detalle
en la seccio´n 6.3).
La figura 7.9 muestra el impacto en el promedio de Hits al cache´ cuando se var´ıa el
taman˜o de la particio´n sort-first . La figura 7.9 promedia los resultados de las simula-
ciones para todas la escenas a distintas resoluciones. Resulta claro de esta figura que
la variacio´n porcentual del Hit Rate debido al taman˜o de la ventana no es lo bastante
significativo (inferior al 5 %), sin embargo el sistema mantiene un promedio de Hits al
cache´ consistentemente superior al 90 %.
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Figura 7.8: Promedio de lecturas a OsM para todas las escenas a distintas resoluciones
.
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Figura 7.9: Promedio de Hits a cache´ para todas las escenas a distintas resoluciones
.
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7.7 Ana´lisis del despen˜o de los cache´s jera´rquicos.
Observando las figuras 7.10 y 7.11 es posible concluir varias cosas con respecto
a la jerarqu´ıa de los cache´s. Conforme aumenta la resolucio´n el nu´mero de accesos
promedio al cada uno de los caches es mayor, y de igual manera el porcentaje de
aciertos aumenta. El cache´ correspondiente a la profundidad N = 8 del SVO es el que
tiene menor porcentaje de aciertos y a la vez el que tiene menor nu´mero de accesos
promedio, esto confirma las observaciones encontradas por [27] con respecto a que los
niveles inferiores de un SVO tienen un menor nu´mero de accesos. Esto se puede apreciar
claramente de la figura 7.13
Figura 7.10: Promedio de aciertos al los diferentes niveles de cache´ para un SVO de
profundidad (promedio por escena para todas las resoluciones).
La figura 7.12 muestra la tasa de Hits por nivel del cache´, para cada escena y para
cada una de las distintas resoluciones. Como es de esperarse los cache´ de nivel cero
(franjas azules) y de nivel 1 (franjas rojas) tienen un hit rate promedio de casi 100 %
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Figura 7.11: Promedio de aciertos al los diferentes niveles de cache´ para un SVO de
profundidad 9 (promedio de Hits por resolucio´n para todas las escenas).
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Figura 7.12: Tasa de aciertos al los diferentes niveles de cache´ para un SVO de pro-
fundidad 10
.
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para todas las escenas y resoluciones. Es interesante ver que los niveles de cache´ co-
rrespondientes a los niveles superiores del a´rbol hasta el nivel 5 tienen promedios de
acierto iguales o superiores al 100 %. Esto es importante ya que si se decide en el futuro
implementar un esquema en el que el recorrido por profundidad se detenga despue´s de
cierto nivel de detalle, entonces se puede usar el hecho de que promedio de aciertos
en el sistema solo se degrada despue´s del nivel 5. Finalmente la figura 7.12 reafirma el
hecho de que los niveles del cache´ mas cercanos a las hojas del a´rbol tiene un promedio
de aciertos cercano a cero.
Figura 7.13: Nu´mero de accesos al SVO por nodo. Los nodos superiores (direcciones
ma´s bajas) son accedidos ma´s veces
.
En la figura 7.13 el eje X tiene las direcciones de cada uno de los nodos del SVO que
fueron accedidos durante la simulacio´n. En esta codificacio´n, las direcciones ma´s altas
representan los nodos superiores del a´rbol. Se puede notar como la direccio´n 1 tiene
el mayor nu´mero de accesos. Esto se debe que la direccio´n 1 corresponde a la ra´ız del
a´rbol, y por lo tanto cada rayo debera´ solicitar una lectura a la ra´ız al menos una vez.
Los direcciones ma´s altas corresponden usualmente a las hojas del SVO por lo que el
nu´mero de accesos es naturalmente menor.
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7.7.1 Ana´lisis del taman˜o total de la cache´
La definicio´n de una arquitectura de cache´ toma en cuenta 3 para´metros de optimi-
zacio´n [5]: el taman˜o del cache´, el taman˜o de la l´ınea de cache´ y el tipo de asociatividad.
El taman˜o del cache´ se relaciona directamente con el conjunto de profundidades
del a´rbol de octantes de la escena. Como se menciona en la seccio´n 6.2 cada l´ınea del
cache´ guarda 16 bits de datos y 32 bits de direcciones. Para este ana´lisis es necesa-
rio recordar de la seccio´n 6.2 que los cache´s asociados a los primeros tres niveles de
profundidad del SVO tienen cada uno 8, 64 y 512 l´ıneas correspondientemente.
Figura 7.14: Promedio de Hits al cache´ y taman˜os en MB de cache´ segu´n profundidad
del SvO por resolucio´n (promedio para todas las escenas)
.
85
7.7. Ana´lisis del despen˜o de los cache´s jera´rquicos.
La figura 7.14 analiza el taman˜o total del sistema de cache´ (la suma del taman˜o de
los N sub-caches) para distintas profundidades del SVO y distintas resoluciones. Esta
figura promedia los resultados para todas las escenas. Resulta claro de la figura 7.14 que
existe una cota superior en tamn˜o del cache´, luego la de cual no existe una mejora el
taza de aciertos. Esta cota superior depende de la profundidad del SVO, por ejemplo la
figura 7.14 muestra como para un SVO de profundidad 10 sin importar cuanto aumente
el taman˜o en MB de los cache´s, nunca se logra superar una tasa de aciertos promedio
de aproximadamente 87 %.
La tabla 7.7.1 es una resumen de los taman˜os recomendados para el cache´ segu´n
los datos experimentales. En otras palabras los datos de la tabla 7.7.1 son los valores
en kB luego de los cuales no hay mayor ganancia en hit rate para una profundidad de
SVO dada.
Resumen taman˜os recomendados de cache´ en kB
Profundidad SVO
Taman˜o aproximando MB Promedio Hit Rate
5 9.6kB 99 %
6 12.72kB 99 %
7 15.72kB 98 %
8 18.8kB 96 %
9 21.9kB 91 %
10 25kB 85 %
7.7.2 Profundidad recomendada del SVO
Como pudimos observar a partir de los resultados, la profundidad del a´rbol SVO
muestra ser el factor que tiene mayor influencia en el cantidad de datos transferidos
desde el OsM hacia el resto del sistema. Es importante tomar en cuenta que la pro-
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fundidad del SVO influencia adema´s otra serie de para´metros del sistema, por ejemplo
la codificacio´n de Morton que crece en 3 bits por cada nivel de profundidad del SVO,
provocando a su vez que los taman˜os de los LIFOS y los buses de la arquitectura del
sistema se vean afectados.
Desde luego, la herramienta de simulacio´n de software permite convenientemente modi-
ficar todos estos para´metros internos, no obstante, dado el alto costo de verificacio´n de
un modelo de RTL, se recomienda que estos sean invariantes para un implementacio´n
final en Hardware.
Por lo anterior, y basados en los resultados de las simulaciones para las distintas escenas,
taman˜os de ventana y resoluciones, se procede a recomendar un valor de profundidad
del SVO entre 8 y no mayor a 9. De esta manera se mantiene una alta tasa de aciertos
en el cache´ y a la vez se tiene un buen nivel de detalle en las superficies aproximadas
mediante voxeles.
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En esta tesis se ha presentado el esbozo de una arquitectura pra´ctica que permite
el Ray-Casting para SVO disminuyendo considerablemente el tra´fico de datos entre la
memoria de almacenamiento de la escena y el GPU. Se han especificado los principales
bloques funcionales del sistema, as´ı como su funcionamiento en alto nivel y las inter-
acciones principales entre estos. Se ha llevado a cabo un ana´lisis del desempen˜o del
sistema propuesto en cuanto a los accesos a la memoria de almacenamiento de objetos.
Para este ana´lisis se emplearon como me´trica el conteo de accesos de lectura en funcio´n
de para´metros tales como la resolucio´n y la profundidad del SVO. Adicionalmente se ha
analizado el desempen˜o de los accesos a la memoria de almacenamiento de objetos del
sistema propuesto, empleando como me´trica la tasa de aciertos en las memorias cache
del sistema propuesto en funcio´n de las particiones de la pantalla por ordenamiento
sort-first.
Se ha visto el valor de implementar un simulador en software del sistema propuesto. El
uso de esta herramienta facilita el disen˜o de los algoritmos, la eleccio´n de patrones de
disen˜o a nivel arquitecto´nico, as´ı como estimaciones de desempen˜o de bloques de alto
nivel e interacciones sin tener que preocuparse de los detalles espec´ıficos de una imple-
mentacio´n a nivel de RTL tales como Glitches, carreras de estados, etc. Por otro lado,
el modelo de software presentado en esta tesis puede ser empleado como un modelo de
referencia para validar el comportamiento de algu´n otro modelo de RTL que se desee
implementar en el futuro.
Se puede concluir de los resultados de esta investigacio´n que el uso de un cache´ de datos
es esencial para mejorar el rendimiento del sistema. Adema´s en esta investigacio´n se
han presentado para´metros recomendados de taman˜o de cache´ y profundidad de SVO, y
taman˜o de la particio´n Sort-First. Los valores de estos para´metros que se han obtenido
luego de analizar los datos experimentales podra´n posteriormente ser usados en una
implementacio´n de hardware o un tipo FPGA o un ASIC.
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A continuacio´n se resume puntualmente las conclusiones ma´s relevantes de esta
investigacio´n:
• El nu´mero promedio de accesos al la OsM se ve drama´ticamente reducido gracias
a la presciencia del cache´
• El sistema propuesto comienza a presentar degradacio´n en el nu´mero de lecturas
para profundidades superiores a 8
• El taman˜o de la ventana tiene un efecto en el nu´mero promedio de accesos, siendo
el taman˜o de ventana ma´s pequen˜o (2x2) aquel que muestra mejores resultados
• En una jerarqu´ıa de cache´s, donde cada nivel corresponde a un nivel de profun-
didad del SVO, los niveles inferiores tienen un nu´mero menor de accesos que los
niveles superiores. En particular, el nivel correspondiente a las hojas tiene tan
pocos accesos que en general vale la pena una memoria para e´l.
• Los niveles de cache correspondientes a los niveles superiores del a´rbol hasta el ni-
vel 5 tienen promedios de acierto iguales o superiores al 100 %. Esto es importante
ya que si se decide en el futuro implementar un esquema en el que el recorrido
por profundidad se detenga despue´s de cierto nivel de detalle, entonces se puede
usar el hecho de que promedio de aciertos en el sistema solo se degrada despue´s
del nivel 5
• Existe una cota superior en taman˜o del cache, luego la de cual no existe una mejora
el taza de aciertos. Esta cota superior depende de la profundidad del SVO, por
ejemplo, para un SVO de profundidad 10 sin importar cuanto aumente el taman˜o
en MB de los caches, nunca se logra superar una tasa de aciertos promedio de
aproximadamente 87 %
A continuacio´n se resume puntualmente las recomendaciones para la arquitectura
propuesta basados en los resultados experimentales:
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• Profundidad de SVO recomendada de 9: Esto resulta un cache de 21.9kB
con un taza de aciertos promedio de 91
• Taman˜o de particion sort-first de 2x2: Los experimentos indican que este
taman˜o de ventana da la mayor coherencia de los rayos (aproximacio´n de un
paquete de rayos)
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9.1 Trabajo Futuro
Inclusive con la arquitectura presentada, aun queda mucho trabajo por hacer antes
de que el disen˜o del sistema como un todo este´ completo y sea o´ptimo para una fu-
tura implementacio´n en hardware. Luego de esta investigacio´n se reafirma el hecho de
que uno de los mayores cuellos de botella en cualquier sistema basado en voxeles esta
asociado a los requisitos de memoria. El presente trabajo se enfocaba en buscar una
reduccio´n del trafico de datos entre esta memoria y el GPU, pero es importante men-
cionar que este enfoque puede ser combinado con otras estrategias como la compresio´n
de los datos. Con el uso de compresio´n se puede almacenar mayor detalle, entornos y
escenas ma´s grandes, adema´s de un mejor rendimiento debido a un menor nu´mero de
fallos de cache´ y menos datos que necesitan ser transferidos de una memoria a otra.
Entonces el siguiente problema que este nuevo sistema debe solventar es encontrar una
buena forma de comprimir eficientemente los datos volume´tricos. Una opcio´n interesan-
te consiste en emplear una compresio´n basada en Hashes perfectos para datos espaciales
como la propuesta en [11].
Otro tema que esta´ dentro del trabajo futuro tiene que ver con ca´lculo de vectores
normales e iluminacio´n. De nuevo, el agregar iluminacio´n al sistema implica que una
cantidad considerablemente mayor de informacio´n debera´ ser almacenada en la me-
moria de la escena. No obstante es posible emplear algu´n tipo de aproximacio´n para
calcular los valores de los vectores normales durante la ejecucio´n del programa en lugar
de mantener estos almacenados en la memoria.
Finalmente, el visualizar superficies voxelizadas que contengan informacio´n de texturas
es uno de los aspectos ma´s importantes que se deben investigar para este sistema. Para
esto puede resultar interesante explorar la implementacio´n en hardware de enfoques co-
mo el de Forestmann [3] que incluyen compresio´n de texturas RLE, e incluso un enfoque
basado en Mip-Maps como en [2].
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Acro´nimos
CAD Computer Asisted Design: es un software que se emplea para facilitar las labores
de disen˜o gra´fico.
URL Universal Resource Locator: es una referencia a un recurso en Internet.
RTL Register transfer level: Se refiere a la representacio´n de HDL a nivel de transfe-
rencia de registros.
SVO Spare Voxel Octree: Tipo de a´rbol de octantes en el cual la mayor´ıa de los octantes
esta´n vac´ıos
HDL Hardware Description Language: Se refiere a los lenguajes para descripcio´n de
sistemas de hardware.
HW Hardware: se refiere a todas las partes tangibles de un sistema informa´tico; sus
componentes son: ele´ctricos, electro´nicos, electromeca´nicos y meca´nicos
SW Software: equipamiento lo´gico o soporte lo´gico de un sistema informa´tico, que
comprende el conjunto de los componentes lo´gicos necesarios que hacen posible
la realizacio´n de tareas espec´ıficas, en contraposicio´n a los componentes f´ısicos
API Application Programming Interface: Interface de programacio´n de Aplicaciones.
AABB Axis Alligned Bounding Box: Prisma con cada arista alineada a un eje carte-
siano
DoE Design of Experiments: Te´cnica estad´ıstica que permite identificar y cuantificar
las causas de un efecto dentro de un estudio experimental
OsM Object Storage Memory: se refiere a la memoria en el GPU que almacena los
objetos de la escena
DRAM Dynamic Random Acces Memory: se refiere a una memoria de acceso aleatorio
tipo dina´mica
SRAM Static Random Access Memory: Memoria de acceso aleatorio de tipo esta´tica
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GPU Graphics Processing Unit: Unidad de procesamiento para gra´ficos por compu-
tadora
ROM Read Only Memory: Memoria de solo lectura
GUI Graphical User interface: Interfaz de usuario gra´fica
LRU Least recently used: Pol´ıtica de remplazo para memorias cache´ en la cual el
elemento mas viejo es remplazado
BVH Bounding Volumne Hierarchy: Se refiere a un jerarqu´ıa de volu´menes como por
ejemplo un jerarqu´ıa de AABB
VGA Vector Graphics Array: Se refiere a las resoluciones de 640x480.
SVGA Super VGA: Normalmente de refiere a una resolucio´n de 800x600 p´ıxeles.
RLE Run Lenght Econding: Una forma muy simple de la compresio´n de datos en la
que corridas de datos (runs) se almacenan como un valor y un conteo.
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Ape´ndices
.1 Tablas de resultados de experimentos
Resultados de ANOVA escena Utah Teapod, para un solo nu´cleo
Df
octree_depth 1
grid_partition_size 1
resolution 1
cache_lines_per_way 1
octree_depth:grid_partition_size 1
octree_depth:resolution 1
grid_partition_size:resolution 1
octree_depth:cache_lines_per_way 1
grid_partition_size:cache_lines_per_way 1
resolution:cache_lines_per_way 1
octree_depth:grid_partition_size:resolution 1
octree_depth:grid_partition_size:cache_lines_per_way 1
octree_depth:resolution:cache_lines_per_way 1
grid_partition_size:resolution:cache_lines_per_way 1
octree_depth:grid_partition_size:resolution:cache_lines_per_way 1
Residuals 304
Sum Sq
octree_depth 0.014856
grid_partition_size 0.005248
resolution 0.005481
cache_lines_per_way 0.000629
octree_depth:grid_partition_size 0.002885
octree_depth:resolution 0.003497
grid_partition_size:resolution 0.001138
octree_depth:cache_lines_per_way 0.000223
grid_partition_size:cache_lines_per_way 0.000027
resolution:cache_lines_per_way 0.000011
octree_depth:grid_partition_size:resolution 0.000510
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octree_depth:grid_partition_size:cache_lines_per_way 0.000002
octree_depth:resolution:cache_lines_per_way 0.000002
grid_partition_size:resolution:cache_lines_per_way 0.000003
octree_depth:grid_partition_size:resolution:cache_lines_per_way 0.000000
Residuals 0.020333
Mean Sq
octree_depth 0.014856
grid_partition_size 0.005248
resolution 0.005481
cache_lines_per_way 0.000629
octree_depth:grid_partition_size 0.002885
octree_depth:resolution 0.003497
grid_partition_size:resolution 0.001138
octree_depth:cache_lines_per_way 0.000223
grid_partition_size:cache_lines_per_way 0.000027
resolution:cache_lines_per_way 0.000011
octree_depth:grid_partition_size:resolution 0.000510
octree_depth:grid_partition_size:cache_lines_per_way 0.000002
octree_depth:resolution:cache_lines_per_way 0.000002
grid_partition_size:resolution:cache_lines_per_way 0.000003
octree_depth:grid_partition_size:resolution:cache_lines_per_way 0.000000
Residuals 0.000067
F value
octree_depth 222.110
grid_partition_size 78.464
resolution 81.942
cache_lines_per_way 9.404
octree_depth:grid_partition_size 43.139
octree_depth:resolution 52.279
grid_partition_size:resolution 17.020
octree_depth:cache_lines_per_way 3.329
grid_partition_size:cache_lines_per_way 0.401
resolution:cache_lines_per_way 0.171
octree_depth:grid_partition_size:resolution 7.631
octree_depth:grid_partition_size:cache_lines_per_way 0.027
octree_depth:resolution:cache_lines_per_way 0.031
grid_partition_size:resolution:cache_lines_per_way 0.052
octree_depth:grid_partition_size:resolution:cache_lines_per_way 0.000
Residuals
Pr(>F)
octree_depth < 2e-16
grid_partition_size < 2e-16
resolution < 2e-16
cache_lines_per_way 0.00236
octree_depth:grid_partition_size 2.21e-10
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octree_depth:resolution 3.92e-12
grid_partition_size:resolution 4.78e-05
octree_depth:cache_lines_per_way 0.06907
grid_partition_size:cache_lines_per_way 0.52727
resolution:cache_lines_per_way 0.67908
octree_depth:grid_partition_size:resolution 0.00609
octree_depth:grid_partition_size:cache_lines_per_way 0.86985
octree_depth:resolution:cache_lines_per_way 0.86048
grid_partition_size:resolution:cache_lines_per_way 0.81976
octree_depth:grid_partition_size:resolution:cache_lines_per_way 0.98883
Residuals
octree_depth ***
grid_partition_size ***
resolution ***
cache_lines_per_way **
octree_depth:grid_partition_size ***
octree_depth:resolution ***
grid_partition_size:resolution ***
octree_depth:cache_lines_per_way .
grid_partition_size:cache_lines_per_way
resolution:cache_lines_per_way
octree_depth:grid_partition_size:resolution **
octree_depth:grid_partition_size:cache_lines_per_way
octree_depth:resolution:cache_lines_per_way
grid_partition_size:resolution:cache_lines_per_way
octree_depth:grid_partition_size:resolution:cache_lines_per_way
Residuals
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
100
