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1. Introduction
A processor interconnection network or a communications network is conveniently modeled by a graph or a digraph
G = (V , E), where the node (vertex) set V corresponds to processors or switching elements, and the edge set E corresponds
to communication links. One fundamental consideration in the design of such networks is their reliability. When modeling
the reliability of a telenet, it is reasonable to assume that its nodes never fail but links fail independently of each other with
equal probability, such models are often called Moore–Shannon network models [28,29].
Let M be a Moore–Shannon network model, whose links fail with probability p < 1. If denoted by Ch the number of
its edge cuts of size h and e the number of its links, then its reliability, the probability that it remains connected, can be
expressed as
R(M, p) = 1−
e−
h=1
Chph(1− p)e−h.
If one candetermine all the coefficientsCh, one candetermine the reliabilityR(M, p). But unfortunately, Provan andBall show
in [31] that it is NP-hard to determine all these coefficients. Bauer et al. introduce the concept of super edge connectivity
in [6] anddetermine the firstλ(M) coefficients,whereλ(M) is the edge connectivity ofM . In order to estimatemore precisely
the reliability, Esfahanian and Hakimi introduce the concepts of restricted edge cut and restricted edge connectivity in [13].
They show that every connected graph of order at least four contains restricted edge cuts except the star K1,n.
Definition 1.1 ([13]). A restricted edge cut is an edge cut of a connected graph whose removal disconnects this graph with
every component having order at least two. The size of any minimum restricted edge cut of a graph G is its restricted edge
connectivity.
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Fig. 1. Product graphs.
In this work, we denote by λ′(G) the restricted edge connectivity of graph G. With the property of restricted edge cuts
and restricted edge connectivity, Li and Li analyze the reliability of networks with topologies being circulant graphs in [22],
their results show that those networks that have greater restricted edge connectivity and fewer minimum restricted edge
cuts are locally more reliable under some reasonable conditions, where networkM is locally more reliable than network N
if there exists some positive real number p0 < 1 such that R(M, p) < R(N, p) holds for any positive real number p ≤ p0.
It is known that λ(G) ≤ δ(G) holds for any graph G, and that λ′(G) ≤ ξ(G) holds for any graph G that contains restricted
edge cuts [13], where ξ(G) denotes the minimum edge degree of graph G. Graph G is said to be maximally edge connected,
or simplymax-λ, if λ(G) = δ(G), andmaximally restricted edge connected, or simply λ′-optimal, if λ′(G) = ξ(G). Graph G is
called super edge connected, or simply super-λ, if every minimum edge cut separates a vertex from G, and super restricted
edge connected if every minimum restricted edge cut separates an isolated edge from G. Clearly, super edge connected
and super restricted edge connected networks have greater edge connectivity and restricted edge connectivity, they also
have fewer minimum edge cuts and minimum restricted edge cuts. Since optimizing edge connectivity and restricted edge
connectivity are important in the design of reliable networks, it draws a lot of attention, the readers are suggested to refer
to [1–4,6,7,9,10,13,17,19,23,24,26,30–32,34,36,39,41] and a survey [18] for example.
The direct product, the Cartesian product, the strong product and the lexicographic product of two graphs G1 and G2 are
all defined on vertex set V (G1)× V (G2), they are denoted by G1× G2, G1G2, G1  G2 and G1 ◦ G2 respectively. Two vertices
(u1, u2) and (v1, v2) are adjacent to each other in G1×G2 if and only if u1v1 ∈ E(G1) and u2v2 ∈ E(G2); and adjacent to each
other in G1G2 if and only if either u1 = v1 and u2v2 ∈ E(G2) or u2 = v2 and u1v1 ∈ E(G1); and adjacent to each other in
G1  G2 if and only if either u1 = v1 and u2v2 ∈ E(G2), or u2 = v2 and u1v1 ∈ E(G1), or u1v1 ∈ E(G1) and u2v2 ∈ E(G2); and
adjacent to each other in G1 ◦ G2 if and only if edge u1v1 ∈ E(G1), or u1 = v1 and edge u2v2 ∈ E(G2). For clarity, we depict
product graphs P3 × P4, P3P4, P3  P4 and P3 ◦ P4 in Fig. 1.
These product graphs are widely used in network design [14] and other fields, and so a lot of attention has been paid
to their structural property, Hamiltonian property, factorization, independence number, domination number, chromatic
number, transitivity and other properties. As a result, many important observations have been obtained [5,11,12,15,16,20,
24,25,27,33,35], for details we suggest the reader to refer to monograph [21] and its references.
In [21,37], the authors present some basic connectivities of the above four kinds of product graphs. In [32] Bih-Sheue
Shieh shows that the Cartesian product of two maximally edge connected regular graphs is super-λ except for the case
K2Kn, where n ≥ 2. Some connectivity properties of the product of special graphs, such as hypercubes (n-cubes with
n ≥ 4), are obtained in [38] and elsewhere. In this work, we consider the restricted edge connectivity of these four kinds of
product graphs. As a result, some sufficient conditions formaximizing the edge connectivity and restricted edge connectivity
of these product graphs are obtained, some of these conditions are exemplified as sharp to some extent.
Before proceeding, let us introduce some more symbols and terminologies. For any minimum restricted edge cut S of a
graph G, G − S contains exactly two components, both of which are called restricted fragments, or simply fragments, of G
corresponding to S. If we denote by F one fragment of G corresponding to a minimum restricted edge cut S, then the other
one is denoted by F¯ . Normal fragments are those fragments that have an order of not more than half order of the graph,
and atoms are those that have minimum order. For a subgraph H of graph G, G \ H denotes the graph obtained by deleting
all vertices in H from G; when H ⊂ V (G), G \ H is replaced by G − H . For two disjoint subgraphs A and B of graph G or
two subsets of V (G), [A, B] represents the set of edges with one end in A and the other in B. For convenience, we denote
by Vi = {1, 2, . . . , ni} and Ei the vertex-set and edge-set respectively of graph Gi, i = 1, 2. For any product graph of G1
and G2 and any given vertex i2 of G2, we denote by G
i2
1 the vertex-induced subgraph of this product graph that has vertex-
set {(i1, i2)|i1 ∈ V1}; for any vertex i1 ∈ V1, Gi12 denotes a similar subgraph. For other graph-theoretical terminology and
notation not specified in this paper, we follow that of [8].
2. Cartesian product graphs
This section considers the super restricted edge connectivity of the Cartesian product of two regular graphs. For
convenience, we assume in this section that Gi is a maximally edge connected ki-regular graph and G
i2
1 has vertex set
V i21 = {(i1, i2)|i1 ∈ V1} and edge-set E i21 = {(i1, i2)(j1, i2)|i1j1 ∈ E1}. Then,
(i) Gi21 ∩ Gj21 = φ for i2 ≠ j2; i2, j2 ∈ V2;
(ii) Gi12 ∩ Gj12 = φ for i1 ≠ j1; i1, j1 ∈ V1;
(iii) Gi21 ∩ Gi12 = {(i1, i2)} for i1 ∈ V1, i2 ∈ V2;
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(iv) E i12 ∩ E j12 = φ for i1 ≠ j1; i1, j1 ∈ V1;
(v) E i21 ∩ E j21 = φ for i2 ≠ j2; i2, j2 ∈ V2;
(vi) G1G2 = (∪i2∈V2 Gi21 ) ∪ (∪i1∈V1 Gi12 ).
2.1. Maximal restricted edge connectivity
In this subsection, we consider at first the maximal restricted edge connectivity of the Cartesian product of two regular
graphs.
Lemma 2.1.1 ([32]). If the ki-regular graph Gi has maximum edge connectivity, (i = 1, 2), then G1G2 also has maximum edge
connectivity k1 + k2.
Lemma 2.1.2. Let S be a minimum restricted edge cut of G1G2 and F be a fragment corresponding to S. If G = G1G2 is not
λ′-optimal, then |F | ≥ k1 + k2.
Proof. Since G is not λ′-optimal, it follows that |S| < ξ(G) and |F | ≥ 3.
Hence,
|F |(k1 + k2)− |F |(|F | − 1) ≤ |S| < ξ(G) = 2k1 + 2k2 − 2
⇒ |F |2 − (k1 + k2 + 1)|F | + 2(k1 + k2 − 1) > 0.
The inequality |F | ≥ 3 implies that |F | > k1 + k2 − 1, and so |F | ≥ k1 + k2. 
Lemma 2.1.3. Let F be a restricted fragment of G1G2. If G = G1G2 is not maximally restricted edge connected and k1, k2 ≥ 2,
then F ⊈ Gi2 and F ⊈ Gj1, for any i ∈ V1 and j ∈ V2.
Proof. Let S be theminimum restricted edge cut ofG corresponding to F . SinceG is notmaximally restricted edge connected,
it follows from Lemma 2.1.1 that k1 + k2 ≤ |S| < ξ(G). If F ⊆ Gi2 for some vertex i ∈ V1, then S contains all the edges that
join F to Gj2 whenever ij ∈ E(G1). By Lemma 2.1.2, we have
|S| ≥ |F |k1 ≥ (k1 + k2)k1 ≥ 2(k1 + k2) > ξ(G).
This contradiction shows that F ⊈ Gi2. And the second formula follows similarly. 
Lemma 2.1.4. If Gi is a maximally edge connected ki-regular graph with ki ≥ 2, i = 1, 2, then λ′(G1G2) = ξ(G1G2).
Proof. Suppose by contradiction that G = G1G2 is not λ′-optimal. Let S be a minimum restricted edge cut of G and F , F¯ be
the corresponding restricted fragments. Then |S| = λ′(G1G2) < ξ(G1G2) = 2(k1 + k2)− 2.
By Lemma 2.1.3, F contains two vertices (x1, y1) and (x2, y2) such that x1 ≠ x2 and y1 ≠ y2. For any vertex i ∈ V1 and
j ∈ V2, write Gi2 = Gi2 − S and Gj1 = Gj1 − S.
Claim 1. At least one graph ofGx12 ,Gx22 ,Gy11 and Gy21 is connected.
If Claim 1 is not true, then
|S| ≥ λ(Gx12 )+ λ(Gx22 )+ λ(Gy11 )+ λ(Gy21 ) = 2(k2 + k1) > ξ(G1G2).
This contradiction confirms Claim 1.
By Claim 1, we may assume without loss of generality thatGx12 is connected. And soGx12 ⊆ F .
Claim 2. For some vertex y ∈ V2, Gy1 is connected.
If Claim 2 is not true, then
2(k1 + k2)− 2 = ξ(G1G2) > |S| ≥
−
i∈V2
λ(Gi1) = k1|G2|
⇒ 2(k2 − 1) = 2k2 − 2 > k1(|G2| − 2).
But this inequality cannot be true, since k1 ≥ 2 and k2 ≤ |G2| − 1. And so, Claim 2 follows.
In conclusion, there are two vertices x ∈ V1 and y ∈ V2with the property that Gx2∪Gy1 ⊆ F . Similarly to the proof of Claim 1,
F¯ contains two vertices (u1, u2) and (v1, v2)with u1 ≠ v1 and u2 ≠ v2 such that at least one of the four subgraphs Gu12 , Gv12 ,Gu21 and Gv21 is connected. Without loss of generality, assume that Gv21 is connected. Then Gv21 ⊂ F¯ , which is impossible since
otherwise it would imply the contradiction that (x1, v2) ∈ V (F) ∩ V (F¯). Lemma 2.1.4 follows. 
Lemma 2.1.5. Let G be a maximally edge connected k-regular graph with k ≥ 2.
(i) If k ≤ |G|/2, then K2G is λ′-optimal.
(ii) If k > |G|/2, then λ′(K2G) = |G|.
Proof. Let A, B be the two vertex-induced subgraphs of K2G that are isomorphic to G. Let F be an atom of K2G and S be
the corresponding minimum restricted edge cut.
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Since |F | ≤ |K2G|/2 = |A| = |B|, it follows that either F is a proper subgraph of A or B, or F = A or B, or F∩A ≠ ∅ ≠ F∩B
and A \ F ≠ ∅ ≠ B \ F . Noticing that [F , A \ F ] corresponds to an edge cut of G when F ∩ A ≠ ∅ ≠ A \ F , we have that
|S| ≥ λ(G)+ |F |, |S| = |G| or |S| ≥ |[F ∩ A, A \ F ]| + |[F ∩ B, B \ F ]| ≥ 2λ(G) = 2k = ξ(K2G), respectively in the previous
three cases.
When k ≤ |G|/2,we claim that |S| ≥ 2k = ξ(K2G), since otherwisewewould get a contradiction that |S| ≥ λ(G)+|F | ≥
k+ (k+ 1) = 2k+ 1 > ξ(K2G) by Lemma 2.1.2. Statement (1) follows from this claim.
When k > |G|/2, the edge-set [A, B] forms a restricted edge cut with size |[A, B]| = |G| < 2k. And so, K2G is not λ′-
optimal. Combining Lemma 2.1.2 and the previous three cases of restricted edge cut S corresponding to atom F , we conclude
that F = A or B. And so, λ′(K2G) = |G|, statement (2) follows. 
Theorem 2.1.6. The Cartesian product of two maximally edge connected regular graphs is λ′-optimal except for K2G, where G
has degree k > |G|/2.
Proof. Since the Cartesian product of two connected 1-regular graphs is clearly λ′-optimal, by Lemmas 2.1.4 and 2.1.5,
Theorem 2.1.6 follows. 
2.2. Super restricted edge connectivity
In this section, we continue to study the super restricted edge connectivity of the Cartesian product of two regular graphs.
Theorem 2.2.1. Let Gi be a maximally edge connected ki-regular graph with ki ≥ 2, i = 1, 2. Then G1G2 is super restricted
edge connected if and only if it is not isomorphic to KnCm.
Proof. Sufficiency. Let S be aminimumrestricted edge cut ofG = G1G2 and F be a corresponding fragment. By Lemma2.1.4,
we have |S| = λ′(G1G2) = 2(k1 + k2) − 2. Suppose by contradiction that G1G2 is not super restricted edge connected.
Then
Claim 1. |F | ≥ k1 + k2 − 1.
Since G1G2 is not super restricted edge connected, it follows that |F | ≥ 3. And so,
|F |(k1 + k2)− |F |(|F | − 1) ≤ |S| = ξ(G) = 2k1 + 2k2 − 2
⇒ (|F | − 2)(|F | − (k1 + k2 − 1)) ≥ 0.
Claim 1. follows from the above formula.
Claim 2. For any two vertices x ∈ V1 and y ∈ V2, F ⊈ Gy1 and F ⊈ Gx2.
If F ⊆ Gy1 for some vertex y ∈ V2, by Claim 1 we have that |S| ≥ |F |k2 + k1 ≥ (k1 + k2 − 1)k2 + k1 ≥ 2(k1 + k2) > ξ(G)
when F ≠ Gy1 and |S| ≥ |F |k2 ≥ (k1 + k2 − 1)k2 ≥ 2(k1 + k2) − 2 = ξ(G) when F = Gy1. Since |S| ≤ ξ(G), all the
inequalities become equalities in the second formula. Hence, k2 = 2 and |G1| = |F | = k1 + k2 − 1 = k1 + 1, which implies
that G1G2 = KnCm. And Claim 2 follows.
By Claim 2, F contains two vertices (x1, y1) and (x2, y2) such that x1 ≠ x2 and y1 ≠ y2.
Claim 3. At least one graph ofGx12 ,Gx22 ,Gy11 and Gy21 is connected.
If Claim 3 is not true, then
|S| ≥ λ(Gx12 )+ λ(Gx22 )+ λ(Gy11 )+ λ(Gy21 ) = 2(k2 + k1) > ξ(G1G2).
This contradiction confirms Claim 3.
By Claim 3, we may assume without loss of generality thatGx12 is connected. And soGx12 ⊆ F .
Claim 4. For some vertex y ∈ V2, Gy1 is connected.
If Gi1 is disconnected for every vertex i ∈ V2, then
2(k1 + k2)− 2 = ξ(G1G2) = |S| ≥
−
i∈V2
λ(Gi1) = k1|G2|
⇒ 2(k2 − 1) ≥ k1(|G2| − 2).
Since k1 ≥ 2 and |G2| ≥ k2 + 1, the above formula is true if and only if k1 = 2 and k2 = |G2| − 1. And so, Claim 4 follows.
In conclusion, if G1G2 ≠ KnCm, then there are two vertices x ∈ V1 and y ∈ V2 with the property that Gx2 ∪ Gy1 ⊆ F . By
symmetry of F and F¯ , we also have two vertices u ∈ V1 and v ∈ V2 such that Gu2 ∪ Gv1 ⊆ F¯ if G1G2 ≠ KnCm. And so, G− S
is still connected. The sufficiency follows from this contradiction.
Necessity. Since KnCm is clearly not super restricted edge connected, the necessity is obviously true. 
Theorem 2.2.2. Let G be a super edge connected k-regular graph with k ≥ 3. Then K2G is super restricted edge connected if
and only if k < |G|/2.
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Proof. Let A, B be the two vertex-induced subgraphs of K2G that are isomorphic to G. Let S be a minimum restricted edge
cut of K2G and F be the corresponding normal fragment. The necessity is apparently true, since otherwise [A, B]would be
an edge cut of size |G| ≤ 2k that separates K2G into two components none of which is an edge. To prove the sufficiency,
we suppose, by contradiction, that |F | ≥ 3. Then,
|F |(k+ 1)− |F |(|F | − 1) ≤ |S| = ξ(G) = 2k
⇒ |F |2 − (k+ 2)|F | + 2k ≥ 0.
The inequality |F | ≥ 3 implies that |F | ≥ k.
If F ⊆ A or B, then |S| ≥ λ′(G)+|F | or |S| = |G|; if otherwise, then |S| ≥ |[F∩A, A\F ]|+|[F∩B, B\F ]| ≥ λ′(G)+λ(G). Since
G is super edge connected with λ′(G) > λ(G) = k and k ≤ |F | ≤ |K2G|/2 = |A| = |B|, it follows that |S| > 2k = ξ(K2G).
The sufficiency follows from this contradiction. 
3. Direct product graphs
Other names for direct product are tensor product, categorical product, Kronecker product, cardinal product, relational
product and weak direct product [21, page 162]. Some basic connectivity properties of direct product graphs are presented
in [21] and elsewhere. In this section, we study super edge connectivity of direct product graphs and restricted edge
connectivity of direct product of two regular graphs.
For any connected graph G, let β(G) = min{|S| : S ⊂ E(G) and G− S is a bipartite graph } and βj(G) = min{β(C) : C is
any component of G − B and B is any edge cut of G with |B| = j}, where j is an integer not less than the edge connectivity
λ(G) of G. It is not difficult to see that βj+1(G) ≤ max{βj(G)− 1, 0}, βj(G) ≤ β(G) for any integer j ≥ λ(G), and βδ(G) = 0.
We remark here that δ(G1 × G2) = δ(G1)δ(G2). Let S be a minimum edge cut of a connected direct product G1 × G2,
F1 and F2 be the two components of G1 × G2 − S. Gv1 is said to be separated in G1 × G2 − S if V (Gv1) ∩ V (F1) ≠ ∅ and
V (Gv1) ∩ V (F2) ≠ ∅. Write V1(Gv1) = V (Gv1) ∩ V (F1), V2(Gv1) = V (Gv1) ∩ V (F2).
3.1. Super edge connectivity
This subsection considers the super edge connectivity of direct product graphs. For convenience, we assume that Gi is a
connected graph with minimum degree δi and order ni ≥ 3, i = 1, 2, in this subsection.
Lemma 3.1.1 ([21, Theorem 5.29]). Let G and H be connected nonempty graphs. Then G× H is connected if and only if at least
one of them is nonbipartite. Furthermore, if both G and H are bipartite, then G× H has exactly two components.
Lemma 3.1.2 ([39]). If G is a connected nonempty graph, then λ(K2 × G) = min{2λ(G), 2β(G),min{j + 2βj(G) : j =
λ(G), λ(G)+ 1, . . . , δ(G)}}.
Lemma 3.1.3. If G is a super edge connected nonbipartite graph with 2β(G) > δ(G), then K2 × G is super edge connected.
Proof. Since super edge connected graphs are maximally edge connected, it follows that λ(G) = δ(G). By Lemma 3.1.2, we
have
λ(K2 × G) = min{2δ(G), 2β(G), δ(G)} = δ(G) = δ(K2 × G).
Let S = [F , F¯ ] be a minimum edge cut of K2 × G and write V (K2) = {a, b}. Then V (G) is divided into following four subsets:
P = {x ∈ V (G) : (a, x) ∈ F¯ , (b, x) ∈ F¯}, Q = {x ∈ V (G) : (a, x) ∈ F , (b, x) ∈ F},
R = {x ∈ V (G) : (a, x) ∈ F , (b, x) ∈ F¯}, T = {x ∈ V (G) : (a, x) ∈ F¯ , (b, x) ∈ F}.
Denote by Z = R ∪ T , we shall prove the lemma in three distinct cases.
Case 1. P ≠ ∅ and Q ≠ ∅.
For any two vertices x ∈ P and y ∈ Q , Menger’s theorem implies that there exist λ(G) edge-disjoint (x, y)-paths
in G. Hence, there exist l1 edge-disjoint ((a, x), (a, y))-paths and l2 edge-disjoint ((a, x), (b, y))-paths in K2 × G with
l1 + l2 = λ(G). Since (a, x) ∈ F¯ and (a, y), (b, y) ∈ F , S contains at least one edge of every ((a, x), (a, y))-path and every
((a, x), (b, y))-path. Also, S contains at least one edge of every ((b, x), (b, y))-path and every ((b, x), (a, y))-path. Therefore,
|S| ≥ 2λ(G) = 2δ(G) > δ(G).
Case 2. P = Q = ∅, and so Z ≠ ∅.
For each edge xy ∈ E(G[R]) or E(G[T ]), both edges (a, x)(b, y) ∈ S and (b, x)(a, y) ∈ S. Noting thatG−(E(G[R])∪E(G[T ]))
is bipartite, we have
|S| ≥ 2(|E(G[R])| + |E(G[T ])|) ≥ 2β(G) > δ(G).
Case 3. Either P = ∅ ≠ Q or Q = ∅ ≠ P , and so Z ≠ ∅.
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By symmetry, we assume without loss of generality that P ≠ ∅ and Q = ∅. Note that for each edge xy ∈ [P, Z], either
(a, x)(b, y) ∈ S or (b, x)(a, y) ∈ S. Thus
|S| ≥ |[P, Z]| + 2(|E(G[R])| + |E(G[T ])|) ≥ |[P, Z]| ≥ δ(G).
The equalities hold in above formula if and only if |[P, Z]| = δ(G), |E(G[R])| = |E(G[T ])| = 0 and S = [P, Z]. Since G is
super edge connected, either |P| = 1 or |Z | = 1. Therefore K2×G− S contains isolated vertices, and so K2×G is super edge
connected. 
Lemma 3.1.4. Let S be a minimum edge cut of G1× G2. If G1 and G2 are super edge connected nonbipartite graphs, then Gv1 and
Gu2 are separated in G1 × G2 − S for some vertices v ∈ V (G2) and u ∈ V (G1).
Proof. Let F1, F2 be the two components of G1×G2− S. If Gv1 is not separated for any v ∈ V (G2), then either V (Gv1) ⊆ V (F1)
or V (F2). Write V (G2) = {v1, v2, . . . , vn2} and assume without loss of generality that ∪li=1 Gvi1 ⊆ F1 and ∪n2j=l+1 Gvj1 ⊆ F2,
where l is an integer with 1 ≤ l ≤ n2. Then [{vi : i = 1, . . . , l}, {vi : i = l + 1, . . . , n2}] is an edge cut of G2, and for every
edge vivj of this edge cut we have [Gvi1 ,Gvj2 ] ⊆ S. Hence,
|S| ≥ |[∪li=1 vi,∪n2j=l+1 vj]| |[Gvi1 ,Gvj1 ]| ≥ λ(G2)n1δ1 = n1δ1δ2 > δ1δ2 = δ(G1 × G2).
This contradiction shows that Gv1 is separated for some vertex v ∈ V (G2). Similarly, Gu2 is separated for some vertex
u ∈ V (G1). 
Theorem 3.1.5. Let Gi be a super edge connected nonbipartite graph with 2β(Gi) > δi, i = 1, 2. Then G1 × G2 is super edge
connected.
Proof. Let S be a minimum edge cut of G = G1 × G2 and F1, F2 be the corresponding two components. By Lemma 3.1.4,
there is a vertex v ∈ V (G2) such that Gv1 is separated. If write NG2(v) = {v1, v2, . . . vl}, then l ≥ δ2 and the vertex-induced
subgraph G[Gv1 ∪ Gvj1 ] (1 ≤ j ≤ l) is disconnected by S. Since these subgraphs are all isomorphic to K2 × G1, by Lemma 3.1.3
we have λ(G[Gv1 ∪ Gvj1 ]) = δ1 for every j ∈ {1, 2, . . . , l}. Noting that S contains an edge cut Sj of G[Gv1 ∪ Gvj1 ], we conclude
that
|S| ≥
l−
j=1
|Sj| ≥
l−
j=1
λ(G[Gv1 ∪ Gvj1 ]) = lλ(K2 × G1) ≥ δ2δ1 = δ(G).
Since |S| ≤ δ(G), it follows that |S| = δ(G) and all the equalities hold in above formula. Therefore S = ∪lj=1 Sj,
|Sj| = λ(G[Gv1 ∪ Gvj1 ]) = δ1 and l = δ2. By Lemma 3.1.3, K2 × G1 is super edge connected, and so either |V1(Gv1)| = 1
or |V2(Gv1)| = 1. Assume without loss of generality that V1(Gv1) = {(u, v)}, from the minimality of S and the super edge
connectivity of G2, we deduce that (u, v) is an isolated vertex of G− S. And so, Theorem 3.1.5 follows. 
3.2. Super restricted edge connectivity
This subsection continues to study the super restricted edge connectivity of direct product of two regular graphs.
Lemma 3.2.1. Let G be a k-regular nonbipartite graph with k ≥ 3. If G is super restricted edge connected and 2β > 3k−2, then
K2 × G is super restricted edge connected.
Proof. Since graph G is super restricted edge connected, it has restricted edge connectivity λ′(G) = 2k − 2 > k ≥ λ(G).
And so, every minimum edge cut of Gmust separate an isolated vertex, which implies that G is super edge connected with
λ(G) = k. Let S = [F , F¯ ] be a minimum restricted edge cut of K2 × G. Let V (K2) = {a, b} and define subsets P,Q , R, T and Z
of V (G) as in the proof of Lemma 3.1.3. We shall prove the lemma by showing that K2 × G− S contains an isolated edge.
Case 1. P ≠ ∅ and Q ≠ ∅.
As is proved in the proof of Lemma 3.1.3, K2 × G contains at least 2λ(G) edge-disjoint paths from F to F¯ , and S contains
at least one edge of every one of these paths. Therefore |S| ≥ 2λ(G) = 2k > 2k− 2 = ξ(K2 × G), and minimum restricted
edge cut cannot occur in this case.
Case 2. P = Q = ∅, and so Z ≠ ∅.
Also as is proved in case 2 of Lemma 3.1.3, we have |S| ≥ 2(|E(G[R])| + |E(G[T ])|) ≥ 2β > 2k − 2 = ξ(K2 × G). And
minimum restricted edge cuts cannot occur in this case yet.
Case 3. Either P = ∅ ≠ Q or Q = ∅ ≠ P , and so Z ≠ ∅.
By symmetry, we may assume that P ≠ ∅ and Q = ∅.
Claim 1. R ≠ ∅ and T ≠ ∅.
If T = ∅, then V (F) ⊂ {(a, x) : x ∈ R}. But this is impossible since the subgraph of K2 × G induced by {(a, x) : x ∈ R} is
empty and S is a restricted edge cut, it follows that T ≠ ∅ ≠ R.
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Claim 2. Both G[R ∪ T ] and G[P] are connected, |P| ≥ 2.
By the assumption of case 3, if G[R ∪ T ] is disconnected with components H and Q , then in K2 × G − S the vertices of
V (F ∩ (K2 × H)) are not reachable from those of V (F ∩ (K2 × Q )). This contradiction shows that G[R ∪ T ] is connected.
Since G \ P = G[R ∪ T ] is connected, it follows that G \ P − (E(G[R]) ∪ E(G[T ])) is a bipartite subgraph with bipartition
R and T . If |P| = 1, then |E(G[R])| + |E(G[T ])| ≥ β(G \ P) ≥ β − k. For each edge xy ∈ [P, Z], if y ∈ T then (a, x)(b, y) ∈ S;
if y ∈ R then (b, x)(a, y) ∈ S. These observations show that
|S| ≥ |[P, Z]| + 2(|E(G[R])| + |E(G[T ])|)
≥ k+ 2(β − k)
> 2k− 2 = ξ(K2 × G).
This contradiction implies that |P| ≥ 2. Similarly, if G[P] contains two components G[P1] and G[P2] then
|S| ≥ |[P1, Z]| + |[P2, Z]| ≥ 2λ(G) = 2k > 2k− 2 = ξ(K2 × G).
Claim 2 follows from this contradiction.
Claim 2 indicates that [P, Z] is a restricted edge cut of G, and so |[P, Z]| ≥ λ′(G). Since, for every edge xy ∈ [P, Z] either
(a, x)(b, y) ∈ S or (a, y)(b, x) ∈ S, and for every edge uv ∈ E(G[R]) ∪ E(G[T ]) we have {(a, u)(b, v), (a, v)(b, u)} ⊂ S, it
follows that
|S| ≥ |[P, Z]| + 2(|E(G[R])| + |E(G[T ])|)
≥ λ′(G)+ 2(|E(G[R])| + |E(G[T ])|)
≥ 2k− 2 = ξ(K2 × G).
This formula implies that |S| = ξ(K2 × G), and so all the equalities hold in above formula. Hence, S = {(b, x)(a, y) : xy ∈
[P, R]} ∪ {(a, x)(b, y) : xy ∈ [P, T ]}, |[P, Z]| = |[P, T ] ∪ [P, R]| = λ′(G) = 2k− 2 and |E(G[R])| = |E(G[T ])| = 0. It follows
from the property of S that F¯ contains odd cycle since G is nonbipartite. So, |P| ≥ 3 since |E(G[R])| = |E(G[T ])| = 0 implies
that G[R∪ T ] is a bipartite subgraph. Since G is super restricted edge connected and [P, Z] is a minimum restricted edge cut
of G, the previous inequality and Claim 1 show that |R| = |T | = 1. Therefore, F is an isolated edge in K2 × G − S, and so
K2 × G is super restricted edge connected. 
Theorem 3.2.2. Let Gi be a ki-regular nonbipartite graph with ki ≥ 3. If Gi is super restricted edge connected and 2β(Gi) >
3ki − 2, i = 1, 2, then G1 × G2 is super restricted edge connected.
Proof. As ismentioned in the first paragraph of the proof of Lemma 3.2.1, Gi and K2×Gi are super restricted edge connected.
Let S be a minimum restricted edge cut of G = G1 × G2, F1 and F2 be the two components of G1 × G2 − S. By the method
employed in the proof of Lemma 3.1.4, we can show that Gv1 is separated for some vertex v ∈ V2(G) (since otherwise we
would get a contradiction that |S| ≥ n1k1k2 > 2k1k2 − 2 = ξ(G1 × G2)). Write NG2(v) = {v1, v2, . . . , vk2} and assume
without loss generality that |V1(Gv1)| ≤ |V2(Gv1)|.
Claim 1. For some vertex vj ∈ NG2(v), Gvj1 is separated by S.
Suppose, by contradiction, that Claim 1 is not true. If G
vj
1 ⊆ F1 for every j ∈ {1, 2, . . . , k2}, then [V2(Gv1), V (Gvj1 )] ⊆ S for
every j. And so, V2(Gv1) is a set of isolated vertices in G− S. By this contradiction and the hypothesis that Claim 1 is not true,
we may assume that Gv11 ⊆ F1 and Gv21 ⊆ F2. Since G2 is maximally edge connected, for any vertex x ∈ V (G1) and any edge
xy ∈ E(G1), G1 × G2 contains at least k2 edge-disjoint paths from vertex (x, v1) to (x, v2) or (y, v2). It follows that G1 × G2
contains at least n1k1k2 edge-disjoint paths from G
v1
1 to G
v2
1 . And so, |S| ≥ n1k1k2. Claim 1 follows from this contradiction.
Assume without loss of generality that Gv11 is separated, write NG2(v1) = {v, u1, . . . , uk2−1}. If |V1(Gv1)| ≥ 2, then S
contains at least λ′(K2× G1) edges of [V (Gv1), V (Gvj1 )] for each j ∈ {1, 2, . . . , k2}. S also contains at least λ(K2× G1) edges of
[V (Gv11 ), V (Gul1 )] for each l ∈ {1, 2, . . . , k2 − 1}. It follows that
|S| ≥
k2−
j=1
λ′(G[Gv1 ∪ Gvj1 ])+
k2−1−
l=1
λ(G[Gv11 ∪ Gul1 ])
=
k2−
j=1
λ′(K2 × G1)+
k2−1−
l=1
λ(K2 × G1)
= k2(2k1 − 2)+ (k2 − 1)k1
> 2k1k2 − 2 = ξ(G1 × G2).
The above contradiction implies that |V1(Gv1)| = 1. Similarly, |F1 ∩ Gv11 | = 1 or |F2 ∩ Gv11 | = 1. Hence, S contains at least
λ(K2 × G) edges of [V (Gv1), V (Gvj1 )] for each j ∈ {2, 3, . . . , k2}, λ′(K2 × G1) edges of [V (Gv1), V (Gv11 )] and λ(K2 × Gul1 ) edges
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of [V (Gv11 ), V (Gul1 )] for each l ∈ {1, 2, . . . , k2 − 1}. And so,
|S| ≥
k2−
j=2
λ(G[Gv1 ∪ Gvj1 ])+ λ′(G[Gv1 ∪ Gv11 ])+
k2−1−
l=1
λ(G[Gv11 ∪ Gul1 ])
=
k2−
j=2
λ(K2 × G1)+ λ′(K2 × G1)+
k2−1−
l=1
λ(K2 × G1)
= (k2 − 1)k1 + (2k1 − 2)+ (k2 − 1)k1
= 2k1k2 − 2 = ξ(G1 × G2).
Since |S| ≤ ξ(G1×G2), the previous inequality becomes an equality. Hence, S consists of a minimum edge cut of G[G1∪Gvj1 ]
for every j ∈ {2, 3, . . . , k2}, a minimum restricted edge cut of G[Gv1 ∪ Gv11 ] and a minimum edge cut of G[Gv11 ∪ Gul1 ] for every
l ∈ {1, 2, . . . , k2− 1}. Since G[Gv1 ∪ Gv11 ] = K2× G1 is super restricted edge connected, we may assume that V1(Gv1) = x and
V1(G
v1
1 ) = y. So, G[{x, y}] is an isolated edge of G− S and the theorem follows. 
4. Strong product graphs
The author presents some basic connectivity properties of strong product graphs in his Ph.D. Thesis [37]. With different
and simpler methods, we study super edge connectivity and restricted edge connectivity properties of the strong product
of regular graphs in this section. Let us write V (K2) = {a, b} and define K2 ⊙ G = K2  G− E({a}  G)− E({b}  G). As you
may have already noticed, E(G1  G2) = E(G1G2) ∪ E(G1 × G2). And so, it is reasonable to expect that G1  G2 has better
connectivity than G1G2 and G1 × G1. Is it indeed so?
4.1. Super edge connectivity
For convenience, we assume in what follows that Gi are regular graphs with order ni, sizemi and degree ki ≥ 2, i = 1, 2.
Lemma 4.1.1 ([40, Theorem 1.6]). If G1 and G2 are non-trivial connected graphs, then λ(G1  G2) = min{λ(G1)(n2 +
2m2), λ(G2)(n1 + 2m1), k1 + k2 + k1k2}.
Lemma 4.1.2 ([40, Lemma 1.3]). Let H be a connected graph and S be an edge cut of K2 ⊙ H. If a⊙ H and b⊙ H are separated,
then |S| ≥ 2λ(H).
Lemma 4.1.3 ([40]). Let S be an edge cut of G = K2⊙H, F and F¯ be two components of G− S. If there exists a vertex x ∈ V (H)
such that (a, x) ∈ V (F) and (b, x) ∈ V (F¯), then |S| ≥ δ(H)+ 1.
Lemma 4.1.4. If G1 and G2 are maximally edge connected, then G1  G2 is max-λ.
Proof. By Lemma 4.1.1, it suffices to show that k1 + k2 + k1k2 ≤ λ(G1)(n2 + 2m2) and k1 + k2 + k1k2 ≤ λ(G2)(n1 + 2m1).
Since G1 and G2 are regular, max-λ graphs, it follows that
λ(G1)(n2 + 2m2) ≥ k1(k2 + 1+ 2k2) > k1k2 + k1 + k2.
Similarly, we have λ(G2)(n1 + 2m1) ≥ k2(k1 + 1+ 2k1) > k2k1 + k2 + k1. 
Subgraph Gv2 is called separated by an edge cut S if G
v
2 ∩ F ≠ ∅ and Gv2 ∩ F¯ ≠ ∅. Let r denote the number of subgraphs
Gv2 , v ∈ V (G1), that are separated by S, and s the number of subgraphs Gu1, u ∈ V (G2), that are separated by S. Write
V (G1) = {v1, v2, . . . , vn1} and Si = S ∩ E(Gvi2 ). For every edge e = xy ∈ E(G1), write Se = S ∩ [Gx2,Gy2].
Lemma 4.1.5. Let S be an edge cut of G1  G2 with |S| ≤ ξ(G1  G2). If G1 and G2 are maximally edge connected, then
n1 > r, s ≥ 1.
Proof. If r = 0, then Gv2 is connected for every v ∈ V (G1). For some fixed component C of G1  G2 − S, let A be the subset
of V (G1) such that Gx2 ⊆ C if and only if x ∈ A. Then ∪xy∈[A,A¯][Gx2,Gy2] ⊆ S. From the maximal edge connectivity of G1, we
deduce that
|S| ≥ λ(G1)(n2 + 2m2) = k1(n2 + n2k2)
≥ k1((k2 + 1)+ (k2 + 1)k2)
> k1k22 + 2k1k2 ≥ k1k22 + 2k1 + 2k2
> 2(k1k2 + k1 + k2)− 2 = ξ(G1  G2).
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If r = n1, then Gu2 − S is disconnected for every u ∈ V (G1). Combining this observation with Lemma 4.1.2, we have
|S| ≥
n1−
i=1
|Si| +
−
e∈E(G1)
|Se|
≥ n1λ(G2)+ 2m1λ(G2) = n1k1k2 + n1k2
> ξ(G1  G2).
The last inequality holds since ki ≥ 2 and ni ≥ 3, i = 1, 2. Lemma 2.5 follows from these two contradictions and the
symmetry of G1 and G2 in G1  G2. 
Lemma 4.1.6. Let G be a connected graph, and ∅ ≠ A ⊂ V (G). Then |A| + |[A, A¯]| ≥ δ + 1, with equality holding if and only if
A is a minimum-degree vertex.
Proof. For every vertex u ∈ Awe have δ ≤ d(u) ≤ (|A| − 1)+ |[A, A¯]|. The lemma follows from this observation. 
Theorem 4.1.7. If G1 and G2 are maximally edge connected regular graphs with degree at least two, then G1  G2 is supper edge
connected.
Proof. Let S = [F , F¯ ] be aminimumedge cut ofG = G1G2with |F | ≤ |F¯ |. FromLemma4.1.4 it follows that |S| = δ(G1G2).
And so, it suffices to show that |F | = 1. Without loss of generality, assume k1 ≤ k2. By Lemma 4.1.5, G1 contains an edge
v1vk such that G
v1
2 is separated by S but G
vk
2 is not so.
Assume without loss of generality that V (Gvk2 ) ⊆ F¯ . Let Y = {u : u ∈ V (G2) and (v1, u) ∈ F} and H be a connected
subgraph of G1 with as many vertices as possible such that {u : u ∈ V (G2) and (vi, u) ∈ F} = Y for every vi ∈ V (H). Write
E∗ = [H, H¯] \ {v1vk}, a = |V (H)|, b = |E(H)|, c = |E∗| + 1, p = |Y | and q = |[Y , Y¯ ]|.
For every edge e = wz ∈ E(G1), if e ∈ E∗ then Se is an edge cut of P ⊙ G2, where P is the complete graph with vertex-
set {w, z}. The maximality of |H| implies that there exists a vertex u ∈ V (G2) such that (w, u) and (z, u) in a different
component of G − S. By Lemma 4.1.3, we have Se ≥ k2 + 1. If e ∈ E(H), since [Y , Y¯ ] ⊂ S, Se contains at least 2|Y | = 2p
edges. For every vertex y ∈ Y and every edge xy ∈ E(G2), we have that {(v1, y)(vk, y), (vk, x)(v1, y)} ⊂ Sv1vk , and so
Sv1vk =
∑
y∈Y (dG2(y)+ 1) ≥ p(k2 + 1). Consequently,
|S| ≥
−
vi∈V (H)
|Si| +
−
e∈E(H)
|Se| + |Sv1vk | +
−
e∈E∗
|Se|
≥ aq+ 2bq+ p(k2 + 1)+ (c − 1)(k2 + 1).
If p ≥ 2, Lemma 4.1.6 implies that p+ q ≥ k2 + 2 and a+ c ≥ k1 + 1. When a ≥ k2 + 1, we have
|S| ≥ aq+ 2bq+ p(k2 + 1)+ (c − 1)(k2 + 1)
≥ q(k2 + 1)+ 0+ p(k2 + 1)+ (c − 1)(k2 + 1)
= (p+ q+ c − 1)(k2 + 1) > (k2 + 1)(k2 + 1)
≥ (k1 + 1)(k2 + 1)
> k1 + k2 + k1k2;
when a < k2 + 1, we have
|S| ≥ aq+ 2bq+ p(k2 + 1)+ (c − 1)(k2 + 1)
= aq+ 2bq+ (p− 1)(k2 + 1)+ c(k2 + 1)
≥ aq+ 0+ (p− 1)a+ c(k2 + 1)
= a(p+ q− 1)+ c(k2 + 1)
≥ a(k2 + 1)+ c(k2 + 1)
≥ (k1 + 1)(k2 + 1)
> k1 + k2 + k1k2.
The above two contradictions show that p = 1. Hence, q ≥ k2. Noticing that b ≥ a− 1 and a+ c ≥ k1 + 1, we have
|S| ≥ aq+ 2bq+ p(k2 + 1)+ (c − 1)(k2 + 1)
≥ ak2 + 2(a− 1)k2 + c(k2 + 1)
= (a+ c)(k2 + 1)+ 2(a− 1)k2 − a
≥ (k1 + 1)(k2 + 1)+ (a− 1)− a
= k1 + k2 + k1k2.
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Hence, |S| = k1 + k2 + k1k2 and all the equalities hold in above formula. Therefore, a = 1, c = k1, q = k2, b = a − 1,
S = S1 ∪ Sv1vk ∪ (∪e∈E∗ Se), |S1| = q = k2, |Sv1vk | = k2 + 1, and |Se| = k2 + 1 for every e ∈ E∗. Hence, F is an isolated vertex
in G1  G2 − S. 
4.2. Super restricted edge connectivity
In this section, we study the restricted edge connectivity of strong products of regular graphs. The main result of the
section is Theorem 4.2.3, which presents a sufficient condition of super restricted edge connectivity.
Lemma 4.2.1. Let Gi be maximally edge connected ki-regular graphs, i = 1, 2. If G1  G2 is not λ′-optimal, then r, t ≥ 2.
Proof. Suppose on the contrary that r ≤ 1. Then r = 1 by Lemma 4.1.5, and F ⊂ Gvi2 for some vertex vi ∈ V (G1). Since
G1  G2 is not λ′-optimal, it follows that |F | ≥ 3. Hence,
|S| ≥
−
u∈V (F)
(dG1G2(u)− dGvi2 (u))+ |Si|
≥ 3(k1k2 + k1)+ k2
> 2k1k2 + 2k1 + 2k2 > ξ(G1  G2).
The lemma follows from this contradiction and the symmetry of G1 and G2 in G1  G2. 
Lemma 4.2.2. If G1 and G2 are maximally edge connected regular graphs with degree at least two, then G1  G2 is λ′-optimal.
Proof. Suppose on the contrary that G1  G2 is not λ′-optimal. Let S be a minimum restricted edge cut of G1  G2, F and F¯
be the two corresponding components with |F | ≤ |F¯ |. By Lemma 4.2.1, we have r ≥ 2. Assume without loss of generality
that Gv12 and G
v2
2 are disconnected. Then, |[Gv12 ∩ F ,Gv12 ∩ F¯ ]|, |[Gv22 ∩ F ,Gv22 ∩ F¯ ]| ≥ λ(G2). We shall discuss in two distinct
situations.
Case 1. For every vertex x ∈ V (G1)− {v1, v2}, either Gx2 ⊂ F¯ or F .
Subcase 1.1. All subgraphs Gx2, x ∈ V (G1) − {v1, v2}, are contained in the same component, say F¯ . Since G1  G2 is not λ′-
optimal, it follows that |F | ≥ 3. And so, Gv12 ∩F or Gv22 ∩F , say the former, contains two vertices (v1, ui) and (v1, uj). Since Gui1
and G
uj
1 are separated, |S∩E(Gui1 )|, |S∩E(Guj1 )| ≥ λ(G1). For every edge e = xy ∈ [Gv12 ∩ F ,Gv12 ∩ F¯ ], by Lemma 4.1.3 we have
that |S∩[(v1, x),Gy1]| ≥ k1+1. Similarly, for every edge e = uv ∈ [Gv22 ∩F ,Gv22 ∩ F¯ ], we have that |S∩[(v2, u),Gv1]| ≥ k1+1.
Consequently,
|S| ≥ |S ∩ E(Gui1 )| + |S ∩ E(Guj1 )| +
−
xy∈[Gv12 ∩F ,G
v1
2 ∩F¯ ]
|S ∩ [(v1, x),Gy1]| +
−
uv∈[Gv22 ∩F ,G
v2
2 ∩F¯ ]
|S ∩ [(v2, u),Gv1]|
≥ 2λ(G1)+ k2(k1 + 1)+ k2(k1 + 1) ≥ 2k1 + 2k1k2 + 2k2
> ξ(G1  G2). (1)
Subcase 1.2. There are two vertices vi, vj ∈ V (G1)− {v1, v2} such that Gvi2 ⊂ F and Gvj2 ⊂ F¯ . In this case, Gx1 is separated for
every vertex x ∈ V (G2). And so, formula (1) is still true if (v1, ui) is a vertex of Gv12 ∩ F and (v1, uj) is a vertex of Gv12 ∩ F¯ .
Case 2. There is a vertex z ∈ V (G1) − {v1, v2} such that Gz1 is also separated. Employing the method used in deducing the
last two parts of formula (1), we have that
|S| ≥
−
xy∈[Gv12 ∩F ,G
v1
2 ∩F¯ ]
|S ∩ [(v1, x),Gy1]| +
−
uv∈[Gv22 ∩F ,G
v2
2 ∩F¯ ]
|S ∩ [(v2, u),Gv1]| +
−
uv∈[Gz2∩F ,Gz2∩F¯ ]
|S ∩ [(z, u),Gv1]|
≥ 3λ(G2)(k1 + 1) > 2k2 + 2k1k2 + 2k1
> ξ(G1  G2).
Lemma 4.2.2 follows from these contradictions. 
Theorem 4.2.3. If G1 and G2 are maximally edge connected regular graphs with degree at least two, then G1  G2 is super
restricted edge connected.
Proof. Let S = [F , F¯ ] be aminimum restricted edge cut of G1G2 with |F | ≤ |F¯ |. By Lemma 4.2.2, it suffices to show |F | = 2.
Let r denote the number of vertices x ∈ V (G1) such that Gx2 is separated by S, and t the number of vertices y ∈ V (G2) such
that Gy1 is separated by S. As shown in case 2 of the proof of Lemma 4.2.2, r ≤ 2 and t ≤ 2. Since |F¯ | ≥ |F | ≥ 2, it follows that
r = 2 or t = 2. By the symmetry of G1 and G2 in G1 G2, we may assume without loss of generality that r = 2, and that Gv12 ,
Gv22 are separated. If t = 2, then formula (1) would be still true. Hence, t = 1 and F is an isolated edge in G1  G2 − S. 
As is shown in Theorems4.1.7 and4.2.3,G1G2 indeedhas better edge connectivity and super restricted edge connectivity
than G1G2 and G1 × G1 though adding edges randomly to a graph does not necessarily increase its edge connectivity or
restricted edge connectivity.
488 J. Ou / Discrete Mathematics 311 (2011) 478–492
5. Lexicographic product graphs
It is not difficult to see that the lexicographic product graph G1 ◦G2 can be obtained from G1 by substituting at first a copy
Gv2 of G2 for every vertex v ∈ V (G1) and then joining every vertex of Gv2 to every vertex of Gu2 whenever edge uv ∈ E(G1).
If graph Gi has order |V (Gi)| = ni and minimum vertex-degree δ(Gi) = δi, then in lexicographic product G1 ◦ G2
vertex (u, v) has degree dG1◦G2((u, v)) = n2dG1(u) + dG2(v). It follows that δ(G1 ◦ G2) = n2δ(G1) + δ(G2). For any edge
e = (u, v)(x, y) ∈ E(G1 ◦ G2), it has edge degree dG1◦G2(e) = n2(dG1(u)+ dG1(x))+ dG2(v)+ dG2(y)− 2. And so, G1 ◦ G2 has
minimum edge degree ξ(G1 ◦ G2) = min{2n2δ1 + ξ(G2), n2(ξ(G1) + 2) + 2δ2 − 2} since this minimum edge degree can
be obtained at an edge in a subgraph Gz1 or G
w
2 with some vertex z ∈ V (G2) and w ∈ V (G1). When Gi is a ki-regular graph,
i = 1, 2, we have ξ(G1 ◦ G2) = 2(n2k1 + k2 − 1).
Lexicographic product graphs have more edges than the previous three product graphs, do they certainly have better
restricted edge connectivity?
5.1. Non-λ′-optimal lexicographic product graphs
This subsection presents some properties of lexicographic product graphs that are not maximally restricted edge
connected. For convenience, we assume in this section that Gi is a ki-regular graph with ki ≥ 2. And so, it has order ni ≥ 3.
Lemma 5.1.1. Let Gi be ki-regular graphs with λ(G1) = k1, λ(G2) ≥ k2 − 1 and ki ≥ 2, i = 1, 2. Let S be a minimum restricted
edge cut of G1 ◦ G2 with normal restricted fragment F . If |F | ≥ 3, then F ⊈ Gv1 for any vertex v ∈ V (G2).
Proof. Suppose on the contrary that F ⊆ Gv1 for some vertex v ∈ V (G2). We shall discuss in three different cases and reach
the contradiction that |S| > ξ(G1 ◦ G2) in every case.
Case 1. V (F) = V (Gv1).
In this case, subgraph Gu2 − S is disconnected for every vertex u ∈ V (G1). For every edge ij ∈ E(G1), we have
([(i, v),Gj2] ∪ [(j, v),Gi2] − {(i, v)(j, v)}) ⊂ S, where [(i, v),Gj2] denotes the set of edges joining vertex (i, v) to Gj2. Hence,
|S| ≥ n1λ(G2)+ ε(G1)(2n2 − 2)
≥ n1(k2 − 1)+ 12k1n1(2n2 − 2)
> n1(k2 − 1)+ 2n2k1
> 2(n2k1 + k2 − 1) = ξ(G1 ◦ G2).
Case 2. V (F) ⊂ V (Gv1) and |F | ≥ k1 + 1.
In this case, Gu2− S is disconnected for every vertex u ∈ V (G1)with (u, v) ∈ V (F). For every edge (i, v)(j, v) ∈ S ∩ E(Gv1)
with (i, v) ∈ V (F), the n2 edges joining vertex (i, v) and Gj2 are all contained in S; for every edge (i, v)(j, v) ∈ E(F), all the
2n2 − 2 edges of [(i, v),Gj2 − (j, v)] ∪ [(j, v),Gi2 − (j, v)] are contained in S. Hence,
|S| ≥ n2λ(G1)+ ε(F)(2n2 − 2)+ |F |λ(G2)
≥ n2k1 + 2(|F | − 1)(n2 − 1)+ (k1 + 1)(k2 − 1)
≥ n2k1 + 2k1(n2 − 1)+ (k1 + 1)(k2 − 1)
= 2n2k1 + (k1 + 1)(k2 − 1)+ n2k1 − 2k1
> 2(n2k1 + k2 − 1) = ξ(G1 ◦ G2).
Case 3. V (F) ⊂ V (Gv1) and |F | ≤ k1.
Similarly to case 2, S contains three kinds of edge-sets. For every edge (i, v)(j, v) of the k1|F | − 2ε(F) edges in S ∩ E(Gv1),
the n2 edges between F and G
j
2 are all contained in S, where (i, v) ∈ V (F). The other two kinds of edge-sets are just the same
as are listed in case 2. Hence,
|S| ≥ (k1|F | − 2ε(F))n2 + |F |λ(G2)+ ε(F)(2n2 − 2)
= |F |n2k1 + |F |λ(G2)− 2ε(F)
≥ 2n2k1 + (|F | − 2)n2k1 + 2(k2 − 1)+ (|F | − 2)(k2 − 1)− 2ε(F).
Since |F | ≥ 3, it follows that (|F | − 2)n2 ≥ 3(|F | − 2) ≥ |F |. And so, 2ε(F) ≤ (|F | − 1)|F | ≤ (k1− 1)|F | < (|F | − 2)n2k1.
This implies that |S| > 2(n2k1 + k2 − 1) = ξ(G1 ◦ G2) and the lemma follows. 
Lemma 5.1.2. Let Gi be ki-regular graphs with λ(G1) = k1, λ(G2) ≥ k2 − 1 and ki ≥ 2, i = 1, 2. Let S be a minimum restricted
edge cut of G1 ◦ G2 with normal restricted fragment F . If |F | ≥ 3, then F ⊈ Gu2 for any u ∈ V (G1).
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Proof. Suppose by contradiction that F ⊆ Gu2 for some vertex u ∈ V (G1). Then Gv1 − S is disconnected for every vertex
(u, v) ∈ V (F) and, for every edge (u, v)(w, v) ∈ S ∩ E(Gv1), all the n2 edges of [(u, v),Gw2 ] are contained in S. Hence,
|S| ≥ |F |λ(G1)n2 ≥ 3k1n2
= 2n2k1 + k1n2
> 2n2k1 + 2(k2 − 1) = ξ(G1 ◦ G2).
The lemma follows from this contradiction. 
Lemma 5.1.3. Let Gi be ki-regular graphs with λ(G1) = k1, λ(G2) ≥ k2 − 1 and ki ≥ 2, i = 1, 2. If S is a minimum restricted
edge cut of G1 ◦ G2, then Gu2 − S is connected for some u ∈ V (G1).
Proof. Suppose on the contrary that Gu2 − S is disconnected for every vertex u ∈ V (G1). Write V (G1) = {1, 2, 3, . . . , n1}
and V (G2) = {1, 2, . . . , n2}. By the minimality of |S|, Gi2 − S has exactly two components for every vertex i ∈ V (G1), we
denote by Vi the vertex-set of the component that contains vertex (i, 1) and write mi1 = |Vi|. For every edge ij ∈ E(G1),
either [Vi, V (Gj2) \ Vj] ∪ [Vj, V (Gi2) \ Vi] ⊂ S or [Vi, Vj] ∪ [V (Gi2) \ Vi, V (Gj2) \ Vj] ⊂ S, we assume without loss of generality
that the former is true. Then,
|S| ≥ n1λ(G2)+
−
ij∈E(G1)
(mi1(n2 −mj1)+mj1(n2 −mi1))
= n1λ(G2)+
−
ij∈E(G1)
((mi1 +mj1)n2 − 2mi1mj1).
When (x, y) ∈ [1, n2 − 1] × [1, n2 − 1] ∩ Z2, the binary function f (x+ y) = (x+ y)n2 − 2xy has minimum value
fmin = min{2n2 − 2, n22 − 2(n2 − 1), 2n2(n2 − 1)− 2(n2 − 1)2} = 2n2 − 2.
We now deduce from the above discussion that
|S| ≥ n1λ(G2)+ 2ε(G1)(n2 − 1)
≥ n1(k2 − 1)+ n1k1(n2 − 1).
Since n1(n2 − 1) − 2n2 = (n1 − 2)n2 − n1 ≥ 3(n1 − 2) − n1 = 2n1 − 6 ≥ 0, it follows that |S| ≥ n1(k2 − 1) + 2n2k1 ≥
3(k2 − 1)+ 2n2k1 > ξ(G1 ◦ G2). The lemma follows from this contradiction. 
Lemma 5.1.4. Let Gi be ki-regular graphs with λ(G1) = k1, λ(G2) ≥ k2 − 1 and ki ≥ 2, i = 1, 2. Let S be a minimum restricted
edge cut of G1 ◦ G2 with a restricted fragment F . If G1 ◦ G2 is not λ′-optimal, then Gv1 − S is connected for some v ∈ V (G2).
Proof. Suppose on the contrary that Gv1 − S is disconnected for every vertex v ∈ V (G2). Write V (G2) = {1, 2, 3, . . . , n2}.
By Lemma 5.1.3, we may assume without loss of generality that G12 − S is connected. By the minimality of |S|, Gi1 − S has
exactly two components for every vertex i ∈ V (G2), among which the component that contains vertex (1, i) is assumed to
be contained in F . Let B be a subset of V (Gi1), define {u ∈ V (G1) : (u, i) ∈ B} as the projection of B on V (G1). For any two
vertices i, j ∈ V (G2), if the components of Gi1 − S and Gj1 − S have the same projections on V (G1) respectively, then for any
edge (x, i)(y, i) ∈ S ∩ E(Gi1)we have (x, j)(y, j) ∈ S ∩ E(Gj1). And so, |[Gi1,Gj1] ∩ S| ≥ 2λ(G1) in this case.
If the components ofGi1−S andGj1−S have different projections on V (G1), then for any given edge (x, i)(y, i) ∈ S∩E(Gi1),
it is possible that (x, j)(y, j) ∉ S ∩ E(Gj1) (Refer to Fig. 2). When such a case occurs, either Gx2 − S contains no paths joining
vertices (x, i) and (x, j) or Gy2 − S contains no paths joining vertex (y, i) and (y, j), every such path must contribute at least
one edge to S and so these paths contribute in total at least λ(G2) edges to S. Let A denote the subset of V (F)∩ V (Gi1)whose
projection on V (G1) is a subset of the projection of V (F) ∩ V (Gj2) on V (G1). Then, for every edge (w, i)(z, i) ∈ [A, V (Gi1)],
either (w, i)(z, j) ∈ S or (w, j)(z, i) ∈ S. Since G1 is maximally edge connected, it follows that |[Gi1,Gj1] ∩ S| ≥ λ(G1).
Let x denote the number of point-pairs (i, j) for which the components of Gi − S and Gj1 have different projections on
V (G1), 0 ≤ x ≤
 n2
2

. Then there are
 n2
2
 − x point-pairs (i, j) for which the components of Gi1 − S and Gj1 have the same
projections on V (G1). By the assumption that Gv1 − S is disconnected for every vertex v ∈ V (G2), S contains an edge cut of
Gi1 for every i ∈ V (G2). It follows from these observations that
|S| ≥ n2λ(G1)+ xλ(G1)+ yλ(G2)+ 2
n2
2

− x

λ(G1),
where y ≥ 0 if x = 0 and y ≥ 1 if x ≥ 2, since it is possible that the number of paths mentioned in above paragraph is
λ(G2) nomatter howmany point-pairs (i, j) there are in V (G2) such that the components of Gi1−S and Gj1−S have different
projections on V (G1). When (x, y) ∈ ([1,
 n2
2
] × {1}) ∪ {(0, 0)}, we have
xλ(G1)+ yλ(G2)+ 2
n2
2

− x

λ(G1) ≥
n2
2

λ(G1)+ λ(G2).
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Fig. 2. S ∩ [Gi1,Gj1].
Fig. 3. [F ,G− F ].
Since n2 ≥ 3, the equality holds if and only if x =
 n2
2

and y = 1. It follows that
|S| ≥ n2λ(G1)+
n2
2

λ(G1)+ λ(G2).
When n2 = 3, we have 2 ≤ k2 ≤ n2 − 1 = 2, which implies that λ(G2) = 2 in this case. And so,
n2λ(G1)+
n2
2

λ(G1)+ λ(G2) = 6k1 + 2 = ξ(G1 ◦ G2).
When n2 ≥ 4, we have that
n2λ(G1)+
n2
2

λ(G1)+ λ(G2) ≥ n2k1 + 12n2(n2 − 1)k1 + (k2 − 1) ≥ n2k1 + 2(n2 − 1)k1 + 1
> 2n2k1 + 2(k2 − 1) = ξ(G1 ◦ G2).
The lemma follows from the above discussion. 
As a direct consequence of Lemmas 5.1.3 and 5.1.4, we have the following corollary.
Corollary 5.1.5. Let Gi be ki-regular graphs with λ(G1) = k1, λ(G2) ≥ k2−1 and ki ≥ 2, i = 1, 2. Let S be aminimum restricted
edge cut of G1 ◦ G2 and F be one of its corresponding restricted fragment. If G1 ◦ G2 is not λ′-optimal, then Gv1 − S and Gu2 − S
are disconnected for some vertices v ∈ V (G2) and u ∈ V (G1). 
5.2. Maximal restricted edge connectivity
Theorem 5.2.1. Let Gi be ki-regular graphs with ki ≥ 2, i = 1, 2. If λ(G1) = k1 and λ(G2) ≥ k2− 1, then G1 ◦G2 is λ′-optimal.
Proof. Let S be a minimum restricted edge cut of G1 ◦ G2 and F be one of its corresponding restricted fragment. Suppose on
the contrary that G1 ◦ G2 is not λ′-optimal. By Lemma 5.1.3, Lemma 5.1.4 and Corollary 5.1.5, we may assume that G11 − S,
G12 − S, G22 − S, . . . ,Gp−12 − S are connected subgraphs of F , and that Gn21 and Gn12 are disconnected. By Lemmas 2.1 and 2.2,
none of the two fragments F and G−F is contained in Gv1 or Gu2 for any vertices u ∈ V (G1) and v ∈ V (G2), where G = G1 ◦G2.
Hence, F and G − F may be pictured as in Fig. 3, where Gn2−11 − S and Gp2 − S, Gp+12 − S, . . . ,Gn12 − S are disconnected with
p ≥ n1 − 1 whereas Gp−11 ,Gp−21 , . . . ,G11 are connected.
Let us write the vertex sets V (G1) = {1, 2, . . . , n1} and V (G2) = {1, 2, . . . , n2}. For every edge (i, n2)(j, n2) ∈
[{(1, n2), (2, n2), . . . , (p− 1, n2)}, {(p, n2), . . . , (n1, n2)}], we have that (i, l)(j, n2) ∈ S for every l = 1, 2, . . . , n2.
If there is a vertex u ∈ V (G2)−{n2} such that the components of Gu1− S and Gn21 − S have the same projections on V (G1)
respectively, then by Lemma 5.1.2 we have
|S| ≥ 2λ(G2)+ 2λ(G1)n2 ≥ 2k2 + 2n2k1 − 2 = ξ(G1 ◦ G2).
If otherwise, then for every edge of [Gn2−11 ∩ (G − F),Gn2−11 ∩ F ∩ (∪l≥p Gl2)] there are n2 − 1 edges in [Gn2−11 ∩ (G −
F), F ∩ (∪l≥p Gl2)] that are contained in S since |Gl2 ∩ Gn21 | = 1. Furthermore, for every edge (s, n2 − 1)(t, n2 − 1) ∈
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[Gn2−11 ∩ (G− F),Gn2−11 ∩ F ∩ (∪l≥p Gl2)] there is an edge (t, n2)(s, 1) ∈ S. Letm = |[Gn2−11 ∩ (G− F),Gn2−11 ∩ F ∩ (∪l≥p Gl2)]|.
Then
|S| ≥ 2λ(G2)+ λ(G1)n2 + (λ(G1)−m)n2 +m(n2 − 1)+m
≥ 2n2k1 + 2k2 − 2 = ξ(G1 ◦ G2).
The theorem follows from the above contradiction. 
5.3. Super restricted edge connectivity
We present some properties of such minimum restricted edge cuts of G1 ◦ G2 whose corresponding normal restricted
fragment has order at least three. By showing that G1 ◦ G2 contains none of these kinds of minimum restricted edge cuts if
G1 and G2 are maximally edge connected, we prove finally that G1 ◦ G2 is super restricted edge connected.
In this section, S denotes a minimum restricted edge cut with normal restricted fragment F having order at least three,
since we suppose on the contrary that G1 ◦ G2 is not super restricted edge connected it follows that such restricted edge
cut exists. Let r denote the number of subgraphs Gv2 , v ∈ V (G1) and t the number of subgraphs Gv1 , v ∈ V (G2), which are
separated by S.
Lemma 5.3.1. Let Gi be ki-regular maximally edge connected graphs with ki ≥ 2, i = 1, 2. If G1 ◦ G2 is not super restricted edge
connected, then 2 ≤ r ≤ n1 − 1.
Proof. If r = 0, then G1 contains an edge cut [A,G1−A] such that Gx2 ⊆ F for every vertex x of A and Gy2 ⊆ F¯ for every vertex
y of G1 − A. And so, [Gx2,Gy2] ⊂ S for every edge xy ∈ [A,G1 − A], which implies that
|S| ≥ λ(G1)n22 = k1n22 > ξ(G1 ◦ G2).
It follows from this contradiction that 1 ≤ r ≤ n1. If r = 1, then F ⊂ Gv2 for some vertex v ∈ V (G1). Clearly, Gu1 − S is
disconnected for every vertex (v, u) ∈ V (F) and [(v, u),Gw2 ] ⊆ S for every edge (v, u)(w, u) ∈ S ∩ E(Gu1). Hence,
|S| ≥ |F |λ(G1)n2 ≥ 3k1n2 > 2n2k1 + 2k2 > ξ(G1 ◦ G2).
This contradiction implies that r ≥ 2. And the lemma follows from the combination of this observation and Lemma5.1.3. 
Lemma 5.3.2. Let Gi be ki-regular maximally edge connected graphs with ki ≥ 2, i = 1, 2. If G1 ◦ G2 is not super restricted edge
connected, then 2 ≤ t ≤ n1 − 1.
Proof. By Lemma 5.3.1, G2 contains no two such vertices u and v that Gu1 and G
v
1 are contained in different components of
G1 ◦ G2. Hence, t ≥ 1 and F ( Gu1 for some vertex u ∈ V (2) when t = 1. Employing the methodology used in case 2 and 3
of the proof of Lemma 5.1.1, one can show without difficulty that t = 1 is impossible.
If t = n2, as is shown in the first two paragraphs of the proof of Lemma 5.1.4, |[Gu1,Gv1] ∩ S| ≥ λ(G1) for every two
vertices u, v ∈ V (G2). Noting that S contains an edge cut of Gu1 for every vertex u ∈ V (G2), and that at least two subgraphs
Gu2, u ∈ V (G1) are separated by Lemma 5.3.1, we have
|S| ≥ n2λ(G1)+
n2
2

λ(G1)+ 2λ(G2)
= n2k1 +
n2
2

λ(G1)+ 2k2
> 2n2k1 + 2k2 > ξ(G1 ◦ G2).
The lemma follows from this contradiction. 
Theorem 5.3.3. Let G1 and G2 be two regular graphs with degree at least two. If they are maximally edge connected, then G1 ◦G2
is super restricted edge connected.
Proof. Suppose on the contrary that G1 ◦ G2 is not super restricted edge connected. Then it contains a minimum restricted
edge cut S with its normal restricted fragment F having order at least three. By Lemmas 5.3.1 and 5.3.2, we assume that
Gi2 − S, i = 1, 2, . . . , p− 1, are connected and Gi2, i = p, p+ 1, . . . , n2, are disconnected, where 2 ≤ p ≤ n2 − 1, and that
Gi1 − S, i = 1, 2, . . . , q− 1, are connected and Gi1, i = q, q+ 1, . . . , n1, are disconnected, where 2 ≤ q ≤ n1 − 1, and that
|Gn21 ∩ F | = min{|Gu1 ∩ F | : u ∈ V (G2)}. Combining the minimality of S, we may assume that F is as pictured in Fig. 3. For
every edge (i, n2)(j, n2) ∈ [{(1, n2), (2, n2), . . . , (p− 1, n2)}, {(p, n2), . . . , (n1, n2)}], we have that (i, l)(j, n2) ∈ S for every
l = 1, 2, . . . , n2.
If there is a vertex u ∈ V (G2)−{n2} such that the components of Gu1− S and Gn21 − S have the same projections on V (G1)
respectively, then
|S| ≥ 2λ(G2)+ 2λ(G1)n2 = 2k2 + 2n2k1 > ξ(G1 ◦ G2).
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If otherwise, then for every edge of [Gn2−11 ∩ (G − F),Gn2−11 ∩ F ∩ (∪l≥p Gl2)] there are n2 − 1 edges in [Gn2−11 ∩ (G −
F), F ∩ (∪l≥p Gl2)] that are contained in S since |Gl2 ∩ Gn21 | = 1. Furthermore, for every edge (s, n2 − 1)(t, n2 − 1) ∈
[Gn2−11 ∩(G−F),Gn2−11 ∩F∩(∪l≥p Gl2)] there is an edge (t, n2)(s, 1) ∈ S. Writem = |[Gn2−11 ∩(G−F),Gn2−11 ∩F∩(∪l≥p Gl2)]|.
Then
|S| ≥ 2λ(G2)+ λ(G1)n2 + (λ(G1)−m)n2 +m(n2 − 1)+m
= 2n2k1 + 2k2 > ξ(G1 ◦ G2).
The theorem follows from the above contradictions. 
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