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Cílem této bakalá°ské práce bylo vytvo°it °e²ení pro monitorování a analýzu sí´ové výkon-
nosti HTTP server· s vyuºitím frameworku Nemea a NetFlow záznam·. Pro tento ú£el jsem
vytvo°il modul ve frameworku Nemea, který ﬁltruje, rozebírá a ukláda NetFlow záznamy
obohacené o informace z HTTP pluginu ve ﬂow exportéru. Následné bylo pot°ebné vytvo-
°it webové rozhraní zaloºené na frameworku Django, pro zobrazení r·znych ²tatistík, které
m·ºe uºívatel vyuºít na zji²tení problému s monitorovanými servery. Výsledkom mé práce
je produkt, který demonstruje moºnost vyuºití systému Nemea na pasívní monitorování
HTTP servr·.
Abstract
Goal of this bachelor thesis was to create solution for monitoring and analysis of network
performance of HTTP server using Nemea framework and NetFlow data. For this purpose,
I've created Nemea module for ﬁltering, parsing and saving NetFlow data enhanced by
informations gained from HTTP plugin on exporter. For analysis and user interface, webpage
based on Django framework was created, used for displaying statistics that are useful for
users in order to reveal problems with monitored servers. Result of my work is product,
which is demonstrating possibility of using of Nemea system for passive monitoring of HTTP
servers.
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Kaºdá sekunda na£ítania stránky môºe spôsobi´ aº 7 percentný pokles predajov, takéto vy-
hlásenie zaznelo na konferencií Strange Loops[5]. Nieje to v²ak jediné vyhlásenie týkajúce
sa vz´ahu medzi rýchlos´ou na£ítania stránky a ziskov zo stránky, prípadne jej náv²tevnosti.
Pravdou je ºe v dne²nej dobe uºívate©ov stránok, viac neº dizajn a funkcionalita stránky
zaujíma doba ktorá prebehne medzi tým ako sa rozhodnú nav²tívi´ stránku a zobrazením
stránky. Dokonca sa môºe sta´ ºe pokia© je táto doba privysoká, rozhodne sa uºívate© vy-
uºi´ konkuren£nú stránku. Nesmieme samozrejme zabúda´ to, ºe jeden z najpouºívanej²ích
vyh©adáva£ov stránok Google, vyuºíva rýchlos´ na£ítania stránky ako jeden z parametrov
pod©a ktorých rozhoduje na ktorom mieste vyh©adávania na²u stránku zobrazí.
Problémom v dne²nej dobe je £asto to, ºe sa administrátor stránky mnohokrát ani ne-
dozvie ºe je problém s jeho stránkou, aº pokia© neza£nú uºívatelia odchádza´ zo stránky, £o
je zvy£ajne uº neskoro. Napomôc´ s týmto problémom môºe monitorovanie výkonu HTTP
stránok, ktoré umoº¬uje zobrazova´ problémy so stránkou e²te pred ich výskytom, najneskôr
v²ak pri ich prvom výskyte. Existuje mnoho nástrojov ktoré slúºia na rôzne druhy monitoro-
vanie stránok, v tejto bakalárke sa v²ak pokúsim na£rtnú´ rie²enie monitorovania s vyuºitím
frameworku Nemea vyvíjaného skupinou Liberouter v organizácií CESNET. Prvé dve £asti
tejto práce budú hovori´ o veciach ktoré bolo potrebné na²tudova´ v súvislosti s monitoro-
vaním a s nástrojmi ktoré boli pouºité k vytvoreniu kone£ného produku. Nasledova´ bude




Monitorovanie webu slúºi k testovaniu a ukladaniu stavu a výkonnosti jedného alebo
viacerých webových stránok[11]. Výsledkom by malo by´ odhalenie slabín v dostupnosti
a výkonnosti ná²ho webu ktoré by mohli pokazi´ uºívate©ov dojem zo stránky (end-user
experience).
Túto kapitolu za£nem obecnými pravdlami pri monitorovaní webu, pokra£ova´ budem
základným popisom HTTP protokolu a jeho ºivotného cyklu, ke¤ºe tvorí základný pro-
tokol pri práci s web stránkami. Pridám e²te nieko©ko pojmov z oblasti HTTP ktoré je
potrebné pozna´ pre pochopenie niektorých problémov ktoré sa vyskytli pri tvorbe výsled-
ného softvéru.
2.1 Monitorovanie webu
Ú£el monitorovania webu je testovanie a overovanie ºe uºívatelia budú schopní pracova´
s webovou stránkou alebo aplikáciou pod©a o£akávani. Tento proces sa £asto vyuºíva v
spolo£nostiach prevádzkujúcích hosting web stránok alebo web aplikácií, aby zabezpe£ili
beh, výkon a funkcionalitu týchto sluºieb.
Význam monitorovania webu spo£íva v tom, zabezpe£i´ dostupnos´ a primeranú rýchlos´
stránky pre uºívate©ov ktorý na túto stránku spoliehajú, £i uº z pracovných dôvodov alebo
iných. Monitorovanie ma za úlohu odhali´ nedostatky ktoré sa môºu týka´ hardvéru na
ktorom stránka beºí, pripojenia alebo stránky samotnej.
Monitorovanie rozde©ujeme do dvoch hlavných kategórií.
Aktívne monitorovanie je zaloºené na opakovanom pú²´aní nahraných akcií nieko©ko
krát denne. Tieto akcie simulujú uºívate©ovo správanie na stránke. Tento prístup
umoº¬uje monitorova´ a vyhodnocova´ kritické prípady aj bez toho aby reálne nastali.
Týmto umoº¬ujú administrátorovi stránky odhali´ chyby aj predtým ako nastanú pri
behu stránky.
Pasívne monitorovanie monitoruje skuto£né akcie zo sie´ovej prevádzky vytvorené uºí-
vate©om pri interakcií so stránkou, bez toho aby do nej akýmko©vek spôsobom zasa-
hovalo. Nevýhodou tejto techniky je to, ºe pomocou nej je moºné odhali´ chyby aº
potom £o nastanú. Na druhej strane je v²ak zavedenie tohto monitorovania na funk£ný
web omnoho rýchlej²ie.
Va£²inou sa v²ak vyuºíva kombinácia oboch techník, kde aktívne monitorovanie slúºi na otes-
tovanie stránky predtým ako sa stránka dostane k uºívate©ovi, najmä na odhalenie kritických
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miest v ktorých by mohol vzniknú´ problém. Potom £o sa stránka dostane k uºívate©om na-
hradí sa aktívne monitorovanie pasívnym, ktorého úlohou je odhali´ problémy ktoré nastali,
aby sme mohli ©ah²ie odhali´ zdroj chyby a odstráni´ ho. Aktívne monitorovanie sa v tomto
okamihu uº nevyuºíva, prípade iba vtedy ke¤ je prevádzka na serveri men²ia, ke¤ºe táto
technika vytvára zbyto£nú zá´aº na server[6]. Táto práca sa bude ¤alej zaobera´ výhradne
pasívným monitorovaním.
2.2 Metriky pre meranie výkonnosti
Ke¤ºe uºívate©ov dojem zo stránky je z ve©kej £asti subjektívny, £iºe nemerate©ný pomocou
automatických nástrojov, bolo potrebné zavies´ merate©né metriky z ktorých by bolo moºné
pribliºne ur£i´ uºívate©ovú spokojnos´ so stránkou. Je v²ak potrebné ma´ na pamäti ºe
výsledky meraní su ovplyvnené nielen serverom, ale mnohokrát aj klientom ktorý môºe ma´
napríklad problémy s pripojením a takisto nesmieme zabúda´ na to ºe proces komunikácie
servera s klientom je vo ve©kej miere ovplyvnený typom prehliada£a aký klient vyºíva. Jedná
sa o tieto metriky:
Doba odozvy reprezentuje £as ktorý trvá od zahájenia komunikácie klientom aº po jej
ukon£enie, dlh²ia doba odozvy môºe znamena´ ºe server má pomalé pripojenie k in-
ternetu a preto trvá kaºdé spojenie dlh²ie neº je o£akávané, ale takisto môºe znamena´
ºe si klient vyºiadal vä£²í súbor.
Oneskorenie ozna£uje £as medzi odoslaním prvého poºiadavku od klienta a zaslatím od-
povede servera, v prípade ºe je tento £as dlh²í neº by sme o£akávali je moºné ºe server
nestíha spracúva´ poºiadavky takou rýchlos´ou akou sú mu zasielané.
Po£et uºívate©ov je meraná ako po£et unikátných adries ktoré sa pripojili k serveru za
ur£ité £asové obdobie. Toto môºme okrem iného vyuºit na rátanie po£tu uºívate©ov
na serveri za ur£ité rozsiahlej²ie obdobie (de¬, mesiac), £ím môºme odhali´ £asy kedy
nieje pravdepodobná vysoká prevádzka na serveri. Túto informáciu môºme vyuºi´ v
prípade ºe potrebujeme na servery vykona´ údrºbu, alebo zálohova´ dáta £o vytvorí
ve©kú zá´aº na server.
Po£et poºiadavkov , túto metriku je moºné mera´ najjednoduch²ie ako po£et odoslaných
poºiadavkov serveru za ur£ite obdobie. Slúºi nám skôr ako pomocná premenná pri
zis´ovaní dôvodov pre vysokú dobu odozvy a oneskorenia, prípadne môºme znova
pouºi´ na zis´ovanie predpokladanej zá´aºe na server.
Chyby ozna£ujú po£et chýb zaslaných klientovi, pri£om od druhu chyby sa môºe bu¤
jedna´ o vypr²anie spojenia z dôvodu ve©mi pomalého pripojenia alebo nenájdenej
stránky z dôvodu nefunk£ného odkazu.
irka pásma je ve©kos´ pásma ktorú sme vyuºili na odoslanie odpovede, príli² vysoká môºe
znamena´ ºe zasielame zbyto£né mnoºstvá dát (napr. nesprávny formát obrázkov).
Z týchto údajov si následne môºme odvodi´ systémovú výkonnos´ servera a uºívate©om
vnímanú výkonnos´ servera v ur£itých situáciách.
Systémová výkonnos´ servera nám môºe poveda´ ako sa zmení schopnos´ servera odpoveda´
na poºiadavky v prípade ºe mnoºstvo poºiadavok zvý²i nieko©konásobne, na druhej strane
uºívate©om vnímaná výkonnos´ nám poukáºe na to £o je mnohokrát dôleºitej²ie, a to ako
sa zmení uºívate©ov dojem zo stránky v takýchto prípadoch[1].
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2.3 HTTP
HTTP (Hypertext Transfer Protocol) je protokol na aplika£nej vrste, ktorého naj-
£astej²ie vyuºitie je distribúcia www stránok na internete. Nemá zmysel sa v tejto £asti
zaobera´ v²etkými detailami tohto protokolu, ke¤ºe aj samotná práca vyuºíva iba niektoré
ku ktorým má kvôli svojím obmedzeniam prístup. HTTP vo v²eobecnosti pracuje na trans-
portnom protokole TCP, pri£om servre prijímajú dáta na porte 80 (príp. 8080).
ivotný cyklus takejto komunikácie je následovný:
1. Handshake
Kaºdá komunikácia za£ína nadviazaním spojenia, pri£om klient za£ína komunikáciu,
nasleduje inicializácia spojenia.
2. Request
Potom £o prebehne inicializácia za²le klient serveru poºiadavok na obsah stránky,
klientom rozumieme vä£²inou prehliada£ web stránok.
3. Response
(a) Server odo²le potvrdenie o prijatí poºiadavku.
(b) Vygeneruje odpove¤ a odo²le ju klientovi.
4. Acknowledgment
Klient po prijatí odpove¤e za²le potvrdenie o jej prijatí, v tomto okamihu sa zvy£ajne
zobrazí obsah stránky uºívate©ovi.
5. Close
Klient zasiela poºiadavok na ukon£enie spojenia, po výmene správ je komunikácia
ukon£ená
Graﬁcká reprezentácia tohto procesu je znázornená na obrázku 2.1. Vo svetle tohto postupu
si môºme odvodi´ ºe pri monitorovaní HTTP toku bude doba odozvy reprezentova´ £as medzi
handshakom (1) aº po zaslatie odpovede a ukon£enie spojenia (5). Oneskorenie bude v tomto
prípade ozna£ova´ £as medzi odoslatím poºiadavku klientom (2) po odoslanie odpovede
klientovi (3b). al²ia metrika ktorú môºme odvodi´ je £as medzi odoslaním potvrdenia (3a)
o prijatí poºiadavku po odoslanie odpovede (3b), toto reprezentuje £istý £as generovania
odpovede.
Trvalé spojenie
Od HTTP 1.1 bola pridaná podpora trvalého spojenia (keep-alive connection) ktoré umoº-
¬uje po prijatí odpovede od servera toto spojenie ¤alej vyuºíva´ miesto toho aby sme ho
po prijatí odpovede zatvorili a kvôli ¤al²iemu poºiadavku vytvárali nové. Takýto postup
²etrí výkon procesoru kvôli men²iemu mnoºstvu otvorených spojení, zmen²uje zá´aº na sie´
v¤aka tomu ºe nemusíme zasiela´ inicializa£né dáta pre kaºdý poºiadavok[8].
Tento princíp nám umoº¬uje opakova´ kroky 2 aº 4, £o ale spôsobuje problémy pri
meraní doby odozvy, z dôvodu ºe ak klient nebude pre kaºdý poºiadavok nové spojenie,
meranie takéhoto trvalého spojenia beºným spôsobom bude ukazova´ nesprávné hodnoty
£asov odozvy, ke¤ºe bude povaºova´ viacero poºiadavkov za jeden. Problém vznikne aj
pri meraní ostatných metrík výkonnosti pretoºe v jednom spojenom zázname bude týchto














Obrázek 2.1: Graf HTTP spojenia
Piggybacking
Niekedy sa pri generovaní odpovede servera klientovi stane, ºe serveru trvá krátky £as po
prijatí poºiadavku vygenerova´ odpove¤. V takomto prípade by bolo zasielanie potvrdenia o
prijatí poºiadavku a odpovede osobitne zbyto£né, výhodnej²ie je zasla´ obe poloºky v rámci
jedného paketu. Takýmto postupom ²etríme procesor, ktorý generuje polovi£ný po£et pake-
tov, a takisto aj sie´ovú zá´aº z rovnakého dôvodu. Táto technika sa nazýva piggybacking,
jej názov je odvodený od toho ºe potvrdzovací packet sa zvezie spolu s dátovým paketom.
Táto metóda umoº¬uje spoji´ kroky 3a a 3b do jedného. Monitorovanie výkonnosti nám
ovplyvní tento princíp iba minimálne, av²ak pri rie²ení výsledného produktu bolo potrebné
bra´ tento princíp do úvahy pri rátaní doby odozvy.
Polia v hlavi£ke HTTP paketu
Hlavi£ky poºiadavkov aj odpovedí HTTP paketov, zaslaných medzi klientom a serverov,
obsahujú páry mien a hodnôt. Hodnoty v hlavi£kách slúºia na predávanie správ medzi kli-
entom a HTTP serverom, napríklad môºu obsahova´ verziu HTTP ktorú klient poºaduje
alebo informácie o prehliada£i ktorý uºívate© pouºíva. Tieto informácie slúºia serveru aby
mohol lep²ie vygenerova´ pre klienta odpove¤. Server zasiela klientovi takisto informácie
v hlavi£ke, tie slúºia zvy£ajne na popis toho £o £aká klienta v odpovedi, môºe sa jedna´
napríklad o status kód pod©a ktorého prehliada£ zistí presmerovanie £i o typ obsahu ktorý
bol zaslaný v odpovedi[7].
V rámci tejto práce som musel na²tudova´ obsahy niektorých polí v hlavi£ke, jednalo sa o
tieto:
• Content-Type (odpove¤) - MIME typ obsahu, zaslaného v odpovedi
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• Status Code (odpove¤) - kód ozna£ujúci stav odpovede, kódy sú deﬁnované organizá-
ciou IETF
• User-Agent (poºiadavok) - informácie o klientovi (zvy£ajne sa jedná o prehliada£)
• Host (poºiadavok) - doménové meno serveru na ktorý sa chce klient pripoji´, pridáva
sa z dôvodu ºe na jednej IP adrese môºe by´ viacero serverov (virtuálny hosting)
V rámci tejto práce som vyuºil iba tieto polia, nemá preto zmysel deﬁnova´ v²etky.
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Kapitola 3
Nástroje pre tvorbu web monitora
Táto kapitola bude bliº²ie pojednáva´ o princípoch a nástrojoch ktoré som vyuºil pri tvorbe
výsledného softvéru. Prvu £ast tejto kapitoly tvoria základné informácie o NetFlowe ktorý
bol vyuºitý ako zdroj dát pre modul. Druhá £as´ kapitoly hovorí o frameworku Nemea na
ktorom bol modul postavený.
3.1 NetFlow
Pre monitorovanie sietí bolo navrhnutých a vyvinutých uº mnoho metód, kaºdá z nich
malá inú základnu my²lienku a iný ú£el. Jednou z týchto metód je NetFlow. NetFlow
slúºi ako nástroj pre pasívne monitorovanie siete, ke¤ºe sám nezasiela ºiadne dáta do siete,
namiesto toho iba zachytáva pakety vytvorené inými zariadeniami v sieti. Narozdiel od iných
princípov pre pasívne monitorovanie v²ak nespracúva v²etky zachytené pakety, miesto toho
ich agreguje (zdruºuje) do tokov £ím sa stáva tento prístup vhodnej²í do vysokorýchlostných
sietí, ke¤ºe zniºuje zá´aº na hardvér pre analýzu a ukladanie dát[9].
Architektúra NetFlow-u
Zakladnými prvkami systému NetFlow sú exportér, kolektor a protokol.
Exportérom rozumieme sie´ové zariadenie alebo softvér ktorý monitoruje sie´ovú prevá-
dzku ktorá cez neho prechádza. Jeho ulohou je analyzova´ pakety prechádzajúce cez neho a
vytvára´ z nich záznamy o sie´ových tokoch.
Tok (ﬂow) je deﬁnovaný ako sada IP paketov prechádzajúcich sledovaným bodom v
ur£itom £asovom okamihu s tým, ºe v²etky pakety patriace ur£itému toku majú nieko©ko
spolo£ných vlastností. Tieto spolo£né vlastnosti vä£²inou zah¯¬ajú polia v hlavi£ke paketu
ako sú zdrojová a cie©ová IP adresa, porty a metainformácie. Potom £o exportér vytvorí
záznam o sie´ovom toku, je táto informácia odoslaná do NetFlow kolektora.
NetFlow kolektor je £asto realizovaný vo forme sotvéru beºiaceho na serveri, ktorý pri-
jaté dáta bu¤ ¤alej spracúva a vytvára ²tatistiky o sie´ovej prevádzke, alebo iba ukladá
kvôli potrebe logova´ správanie uºívate©ov na sieti. Dáta medzi exportérom a kolektorom
sú prená²ané pomocou komunika£ného protokolu NetFlow vo forme záznamov. Od verzie 9
je moºné okrem základných informácií o toku, ako je zdrojová a cie©ová adresa toku, pro-
tokol prida´ ¤al²ie informácie ktoré môºe kolektor vyuºi´ na zlep²enie výpovednej hodnoty
analýzy záznamov, av²ak jednotlivé poloºky mohli by´ iba v obmedzenej ve©kosti[4]. Toto
obmedzenie podnietilo vznik protokolu IPFIX (Internet Protocol Flow Information Export)






Obrázek 3.1: Minimálný príklad systému Nemea, obrázok prebratý z [2]
3.2 Nemea
Ke¤ºe v dne²nej dobe dochádza k útokom na sie´ove sluºby, aplikácie £i uºívate©ov omnoho
£astej²ie neº tomu bolo v minulosti, zvý²il sa takisto aj dopyt po zariadeniach umoº¬ujúcích
detekciu takýchto útokov. Mnoho týchto útokov je moºné objavi´ iba v prípade neustáleho
monitorovania a analyzovania sie´ovej prevádzky. Zvy£ajný postup v prípade takéhoto mo-
nitorovania spo£íva v ukladaní monitorovaných dát na pamä´ové média a násladnej analýze
za ú£elom odhalenia anomálií v nich.
Problém nastáva v prípade ve©kých sietí kedy je potrebné uloºi´ obrovské mnoºstvá
dát pre ¤al²ie spracovanie. al²ou nepríjemnos´ou pri takomto spracovaní dát je to, ºe
jednotlivé dáta sú uloºené po kusoch a po týchto kusoch sú aj analyzované, £o spôsobuje
ºe jednotlivé analýzy nemajú informácie získané z minulých analýz, to môºe spôsobi´ ºe
niektoré útoky nebude preto moºné detekova´. Z týchto dôvodov bol organizáciou CESNET,
skupinou Liberouter, vyvinutý framework pre analýzu sie´ových dát Nemea (Network
Measurements Analysis).
Výhodou frameworku Nemea oproti beºným postupom je to, ºe spracúva dáta v reálnom
£ase, £ím odbúrava potrebu uklada´ ich na pevný disk. S tým samozrejme súvisí aj analýza
sie´ového toku ako celku, £o umoº¬uje odhali´ aj útoky prebiehajúce dlh²iu dobu.
Tvorba analyzátorov vo frameworku Nemea
Nemea je framework ktorý umoº¬uje vytváranie analyzátorov sie´ových tokov v reálnom
£ase.[2] Systém analyzátorov je postavený z modulov, ktoré sú navzájom prepojené vstup-
nými/výstupnými rozhraniami TRAP (Traﬃc Analysis Platform). Jednotlivé moduly sú
navzájom nezávislé, pararelne beºiace jednotky, ktorých úlohov je vä£²inou spracovanie a
analýza dát ktoré do nich boli vloºené bu¤ cez rozhranie od iného modulu, alebo z nejakého
iného zdroja. Spracované dáta sú z nich poslané do ¤al²ieho modulu, alebo sú výsledky
analýzy zobrazené na výstupe. To umoº¬uje sklada´ rozsiahle systémy z men²ích logických
blokov, prípadne jednoducho zre´azi´ rôzne detektory útokov do jedného systému a takisto
môºme jednotlivé bloky jednoducho nahradzova´ napr. zmeni´ vstup z ºivých dát na £ítanie
zo zdrojového súbora, pri£om jednotlivé modely môºú by´ pridávané a odoberané zo systému
dynamicky po£as behu systému.
TRAP rozhrania prepájajúce moduly umoº¬ujú jednosmerný prenos informácií vo forme
záznamov v ²peciﬁckom formáte UniRec (Uniﬁed Record). Kaºdý UniRec záznam sa skladá
z nieko©kých polí ktoré sú deﬁnované menom a typom. Sada týchto polí sa nazýva predloha
a kaºdé TRAP rozhranie môºe pouºíva´ iba jednu predlohu na zasielanie alebo príjmanie
dát, cez jedno rozhranie môºe prejs´ iba jeden druh správ. Najbliº²ie by sa dal prirovna´
UniRec záznam k ²truktúre v jazyku C. Minimálný príklad takého systému je zobrazený na
obr. 3.1, kde môºme vidie´ systém zloºený z dvoch modulov, pri£om z jedného modulu sú
dáta zasielané do druhého cez TRAP rozhrania.
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3.3 Framework Django
Django je bezplatný, open-source MVC (Model-View-Controller) framework na tvorbu web
aplikácií. Je písaný v programovacom jazyku Python a jeho hlavnou úlohou je £o najviac
zjednodu²i´ tvorbu webu spojenú s komunikácou s databázou, pri£om sa snaºí zachova´
dobré programatorské praktiky.
3.3.1 Django MVC
Kaºdá stránka postavená na frameworku Django sa skladá z troch základných komponentov.
Pri iných frameworkoch sa zauºívalo ich ozna£enie ako Model, View (zobrazova£), Controller
(ovláda£).
Úlohou modulu je komunikácia s databázou, vä£²inou za úkolom výberu dát, ktoré sú
následne zaslané zobrazova£u ktorý ich upraví do podoby ktorú zobrazí uºívate©ovi. Ovlá-
da£ následne reaguje na akcie vykonané uºívate©om a pomocou nich ovplyv¬uje správanie
zobrazova£a a modelu.
Django sa nedrºí tohto vzoru úplne presne, ale dos´ nato aby sa dal povaºova´ za MVC
framework. V prípade Djanga sa v²ak vyuºíva vzor so skratkou MTV (Model-Template-
View). Dôvod pre tento vzor je to, ºe vä£²ina akcií ktorú spracúval ovláda£ je v Djangovi
implementovaná automaticky. Rozdiel medzi MVC a MTV je v tom ºe v prípade Djanga
slúºi vrstva zobrazova£a len ako prepoj medzi modelom a ²ablónu. ablóna potom umoº¬uje




Táto kapitola bude popisova´ návrh a realizáciu produktu ktorý bol deﬁnovaný zadaním.
Za£nem túto kapitolu mojím pochopením toho, ako by mal vyzera´ výsledný produkt pod©a
zadania, ¤alej je potrebné zmieni´ skuto£nosti vyplývajúce zo zadania. Následova´ bude
môj návrh jednotlivých £astí systému a kapitolu zakon£ím popisom kone£nej implementácie
jednotlivých £astí.
4.1 Zadanie
Z tretieho bodu zadania nám vyplýva ºe výsledkom na²ej práce by mal by´ naprogramovaný
funk£ný modul do systému Nemea. Tento modul by mal by´ schopný získava´ informácie od
exportérov NetFlow dát na sieti. al²ím krokom je získanie uºito£ných dát pre ur£enie vý-
konnosti HTTP serverov z prijatých záznamov. Získane dáta je potrebné zobrazi´, £ím bolo
potrebné vytvori´ uºívate©ské rozhranie z ktorého by bolo moºné vy£íta´ údaje o výkonnosti
monitorovaných zariadení.
4.2 Skuto£nosti vyplývajúce zo zadania
Cie©om tejto práce je vytvori´ modul do systému Nemea. Z toho plynie nieko©ko skuto£-
ností ktorých sme sa museli drºa´ pri návrhu. Moduly systému Nemea sú typicky písané v
programovacom jazyku C prípadne C++. Z dôvodu ºe s jazykom C mám vä£²ie skúsenosti
som zvolil tento jazyk ako implementa£ný pre modul. Nemea moduly komunikujú medzi
sebou cez TRAP rozhrania, preto bolo potrebné pre v²etky NetFlow dáta s ktorými som
chcel pracova´ v module vytvori´ vstupné rozhranie. Kvôli ºivým vstupným dátam bolo po-
trebné testova´ modul na serveri beneﬁzio na ktorom beºí opera£ný systém Linux, £asom
sa presunulo aj samotný vývoj programu priamo na tento server.
4.3 Návrh
Táto sekcia popisuje návrh jednotlivých £astí výslednej aplikácie. Nesnaºím sa podrobne
popisova´ kaºdý aspekt výsledného produktu, skôr popisujem iba základné my²lienky a pro-
blémy ktoré som musel rie²i´ pri návrhu a ktoré ovplyvnili kone£nú formu produduktu. Ako
prvé popí²em celkový návrh architektúry modulu z h©adiska modulu ako £asti systému Ne-
mea, pokra£ova´ budem blokom o spracovaní dát a mojimi pokusmi o zmen²enie pamä´ovej








Obrázek 4.1: Graﬁcké znázornenie návrhu aplikácie, 1. Exportér, 2. Záznamy o toku, 3.
Vstupné rozhranie, 4. Modul, 5. Výstupné rozhranie, 6. Výstupné dáta, 7. Graﬁcká repre-
zentácia výsledkov
by uºito£nos´ modulu utrpela. Pre ilustráciu som vytvoril graﬁckú formu výsledného ná-
vrhu vi¤ obrázok 4.1. Je v nej moºné vidie´ exportér umiestnený na smerova£i v sieti ktorý
analyzuje pakety prechádzajúce ním, vytvára z ních záznamy a zasiela ich do môjho mo-
dulu. Modul záznamy analyzuje a napokon sú výsledky monitorovania zobrazené vo vhodnej
forme.
4.3.1 Architektúra modulu
Prvá £as´ ktorú bolo treba navrhnú´ bola architektúra modulu, £o znamená po£et vstup-
ných a výstupných rozhraní, a UniRec ²ablóny na jednotlivých rozhraniach. Moºností som
nemal ve©a, ke¤ºe zo zadania vyplynula potreba minimálne jedného vstupného rozhrania
pre príjmanie dát od exportéra. o sa týka výstupných rozhraní, tam som takisto mohol
zvoli´ bu¤ úplne vynecha´ výstupné rozhranie alebo prida´ jedno rozhranie pre zapojenie
¤al²ieho modulu.
Pri výbere ²ablóny som mohol spo£iatku rozhodova´ iba medzi ²ablónami poskytovanými
frameworkom Nemea a to BASIC_FLOW prípadne COLLECTOR_FLOW. Obe tieto ²ablóny posky-
tujú iba základné informácie o toku, £o ma viedlo k vyuºitiu pluginu pre exportér, ktorý
okrem iného zva£²il mnoºstvo informácií, ktoré poskytovala ²ablóna o informácie ²peciﬁcké
pre HTTP, jedná sa o poloºky s predponou HTTP_SDM.
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4.3.2 Proces spracúvania záznamov






Ke¤ºe je pravdepodobné ºe nie v²etky dáta ktoré zachytí exportér a odo²le na vstup mo-
dulu sú tie o ktoré má uºívate© záujem £i uº z dôvodu ºe, ako v mojom prípade exportér
zachytáva ve©ké mnoºstvo dát z rôzných miest (exportéry zachytávali dáta zo sônd rozmiest-
nených v rámci siete CESNET), alebo má uºívate© záujem iba o vybrané zariadenia v sieti,
bolo nevyhtnutné navrhnú´ ﬁltrovanie záznamov ktoré modul spracuje. V tomto prípade
bolo potrebné vymyslie´ údaje pod©a ktorých bude ﬁlter rozhodova´ £i daný záznam bude
¤alej analyzova´ alebo ho zahodí a zdroj ﬁltrovacích pravidiel. o sa týka rozhodovania o ﬁl-
trácií moºnos´ou bolo vytvori´ bu¤ pridávajúce alebo vylu£ujúce pravidlá (include/exclude)
pri£om tieto pravidlá sa mohli aplikova´ na základe IP údajov záznamu. Medzi tieto údaje
patrí IP adresa servera, klienta, porty pouºité pri komunikácií, protokol at¤.
Analýza
Potom £o bolo ﬁltrovaním zaistené ºe sa k analýze dostanú iba dáta o ktoré máme záu-
jem, nasledovala samotná analýza dát. Tá spo£ívala v tom ºe modul, z dát ktoré získal
od exportéra, vybral údaje ktoré sú potrebné pre monitorovanie výkonu HTTP serveru a
vhodne ich uloºil. Metriky pre monitorovanie HTTP serverov sú zvy£ajne zaloºené na me-
raní £asu medzi dvoma akciami napr. prijatie poºiadavku a odoslanie odpovede, takisto je
ale moºné získava´ vhodné údaje z monitorovanie po£tu unikátných IP adries, prípadne ak
máme prístup k hlavi£ke HTTP paketu tak je moºné uklada´ zaujímavé údaje z nej napr.
po£et zaslaných chybových hlá²ok alebo typ prená²aného obsahu. Získané údaje záviseli
od exportéra a ²ablóny pouºitej na vstupné rozhranie, pri rozhodovaní som musel bra´ do
úvahy pamä´ovú náro£nos´ aplikácie, ke¤ºe kaºdý údaj zvy²uje pamä´ové nároky pre kaºdý
záznam, ktorých môºe by´ po£as behu aplikácie nieko©ko stoviek aº tisíciek.
Ukladanie
Posledným krokom spracovania bolo ukladanie analyzátorom vytvorených záznamov do dá-
tovej ²truktúry. V tejto £asti bolo potrebné vyrie²i´ problém s trvalými záznamami, viac
informácií o trvalých záznamoch vi¤ 2.3. Aº doteraz bolo modulu jedno v akom poradí
budú dáta prichádza´, ale ke¤ºe pre vyrátanie správných metrík bolo potrebné spája´ zá-
znamy patriace do jedného spojenia. Kvôli tomuto problému bolo potrebné navrhnú´ rie²enie
ktoré by umoº¬ovalo uklada´ záznamy o spojeniach a do týchto záznamov prida´ informácie
o jednotlivých poºiadavkoch klienta a prislúchajúcích odpovediach servera. Nieje zaru£ené,
respektíve je vysoko nepravdepodobné, ºe exportér nám odo²le takúto komunikáciu ako nie-
ko©ko, po sebe idúcich záznamov. Takmer ur£ite sa pri príjmaní záznamov v rámci jedného
spojenia pararelne budú zasiela´ záznamy z iných spojení. Týmto nám vznikla pri ukladaní
nutnos´ vyh©adáva´ v uloºených záznamoch zhodu, aby sme mohli do spojenia, od ktorého
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uº máme nieko©ko predchádzajúcich záznamov, prida´ aj aktuálny. Výsledná dátova ²trukt-
úra musela by´ teda prispôsobená týmto poºiadavkám ak mala by´ schopná správne uklada´
záznamy.
4.3.3 Zniºovanie pamä´ových nárokov
V tejto fáze návrhu, bol navrhnutý produkt schopný príjma´ dáta od exportéra, ﬁltrova´ a
analyzova´ ich. Výsledky analýzy bol následne schopný uklada´ do dátovej ²truktúry. Av²ak
nato aby bol produktu pouºite©ný v skuto£nom prostredí bolo potrebné prida´ e²te nieko©ko
£astí.
Pri aplikácií ako je táto, ukladajúca analýzu nekone£ného toku dát, je potrebné ráta´
s tým ºe je na jej beh potrebné vyhradi´ ur£ité mnoºstvo pamäte s ktorou bude pracova´.
Aby som £o najviac zníºil pamä´ové nároky svojho modulu, bolo potrebné navrhnú´ rie²enia
ktoré by zmen²ili mnoºstvá údajov ktoré musí ma´ aplikácia v pamäti v ur£itý £as. Na druhej
strane je ale potrebné, aby táto redukcia dát neovplyvnila výslednú analýzu vo ve©kej miere.
V tomto smere som napokon navrhol dve opatrienia a to selekcia záznamov a agregáciu
záznamov.
Selekcia záznamov spo£íval v tom ºe bolo potrebné vybra´ záznamy ktorých informa£ná
hodnota výkonu serveru bola niº²ia a tým pádom boli odstránené aby nezaberali miesto
iným záznamom z ktorých sa dá lep²ie vy£íta´ výkon serveru. Z toho dôvodu bolo potrebné
odstra¬ova´ záznamy ktoré boli zaslané bez inicializácie spojenia, príkladom takýchto zázna-
mov sú záznamy z komunikácie ktorá za£ala pred spustením modulu, ke¤ºe ich výpovedná
hodota môºe by´ zníºená kvôli tomu, ºe nieje moºné si pozrie´ celú komunikáciu. alej
bolo potrebne maza´ záznamy ktoré nesprávne zobrazovali odozvy servera, pravdepodobne
z dôvodu na klientskej strane. Za takéto záznamy som povaºoval v²etky záznamy ktorým
vypr²al £asový limit komunikácie predtým, ako bola uzavretá, £o môºe znamena´ ºe klient
násilne ukon£il komunikáciu a znova, tieto hodnoty by sa nemali bra´ do úvahy.
Agregácia záznamov spo£ívala v tom zmen²i´ mnoºstvo uloºených záznamov pri£om
sa musí zachova´ ich výpovednú hodnotu. Moºností ako toto dosiahnú´ je viacero, môºme
vytvori´ priemer hodnôt za ur£ité £asové obdobie a nahradi´ tak viacero záznamov jedným,
prípadne vytvori´ novú dátovú ²truktúru do ktorej vloºíme výsledné dáta ktoré by inak bolo
potrebné ráta´ zo záznamov.
Zobrazovanie výsledkov analýz
Dáta uloºené v ²truktúre jazyka C niesú najvhodnj²ie na reprezentáciu nameraných údajov,
preto bolo potrebné vymyslie´ spôsob, akým by bolo moºné tieto dáta reprezentova´ v ©udsky
prijate©nej forme. Moºností sa v tomto prípade ponúka mnoho, napríklad je moºné uloºené
dáta vyexportova´ v tabu©kovom formáte a necha´ uºívate©a nech si zvolí £i naprogramuje
vlastný nástroj pre zobrazenie týchto dát alebo vyuºije existujúce rie²enie.
al²ou moºnos´ou je zobrazova´ výsledky meraní cez graﬁcké rozhranie vytvorené pomo-
cou kniºnice jazyka C na tento ú£el vhodne zvolenou. Výhodou týchto dvoch rie²ení je to ºe
v prvej moºnosti nieje potrebné programova´ ºiadné rozhranie, ke¤ºe pouºité rozhranie by
bol ²tandardný výstup programu. Pri pouºití druhej moºnosti je potrebné naprogramova´
iba rozhranie iba medzi dvoma kódmi v jazyku C, £o je vä£²inou ve©mi jednoduché. Nevýho-
dou by bolo to ºe by bo¨o potrebné programova´ funkcie pre zora¤ovanie, agregácie a výber
dát v jazyku C, ktorý na to nieje práve vhodne uspôsobený. Aj ked nie úplne problém, ale
skôr mne nesympatické, je pri týchto rie²eniach to, ºe prípadný uºívate© by musel vedie´
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pracova´ v Linuxe, £o by moºno odradilo potenciálných pouºívate©ov od zvolenia si tohto
modulu.
Tre´ou moºnos´ou je kombinácia predo²lých dvoch, dáta budú exportované av²ak zárove¬
budú zobrazované cez mnou vytvorenú aplikáciu. Toto rie²enie umoº¬uje uºívate©ovi, v
prípade potreby, vytvori´ si vlastný nástroj na zobrazovanie výsledkov sledovania. Av²ak
v prípade ºe bude chcie´ jednoduché rie²enie môºe vyuºi´ moju aplikáciu. Nevýhodou je
potreba naprogramova´ rozhranie medzi modulom v C a iným prostredím, a takisto potreba
¤al²ej aplikácie slúºiacej ako uºívate©ské prostredie.
4.4 Implementácia
Táto kapitola popí²e realizáciu návrhu z predo²lej kapitoly. Postup krokov bude pribliºne
rovnaký aký bol pri návrhu, najprv implementujem vstup pre svoj modul a popí²em vyuºitie
pluginu pre exportér, pokra£ova´ bude popis pridania modiﬁkovate©nosti modulu a ﬁltrácie.
Následne popí²em realizáciu jadra modulu, procesu spracúvajúceho samotné dáta. al²ia
£as´ sa bude venova´ periodickým procesom a implementácií databázy a napokon popí²em
výsledné rie²enie zobrazovania vo forme webu.
4.4.1 Vstupné rozhranie
Rovnako ako pri návrhu, aj pri implementácii Nemea modulu je prvým krokom vytvorenie
TRAP rozhraní pre komunikáciu modulu s okolitými modulmi. Napokon som sa rozhodol,
kvôli jednoduchosti, implementova´ iba jedno vstupné rozhranie. Toto rozhranie príjma dáta
od exportérov, umiestnených na sondách ktoré sú rozmiestnené v sieti CESNET, toto rie²e-
nie bolo výhodné lebo som mohol po£as implementácie testova´ modul na reálných dátach,
na druhej strane ale bolo nutné ráta´ s ve©kým mnoºstvom vstupných dát. Ako ²ablónu pre
toto rozhranie som ako prvé zvolil základnú ²ablónu BASIC_FLOW. Táto ²ablona poskytuje
základné informácie o toku, konkrétne sa jedná o tieto údaje:
SRC_IP - zdrojová IP adresa toku
DST_IP - cie©ová IP adresa toku
SRC_PORT - zdrojový port toku
DST_PORT - cie©ový port toku
PROTOCOL - komunika£ný protokol toku
TCP_FLAGS - TCP príznaky toku
PACKETS - mnoºstvo paketov z ktorých sa skladá tok
BYTES - ve©kost dát z ktorých je tok v bytoch
TIME_FIRST - £as v príchodu prvého paket toku
TIME_LAST - £as v ktorom pri²iel posledný paket toku




Niekedy v tom £ase sa vynorila moºnos´ vylep²i´ dáta prijaté z exportéra o údaje ²peciﬁcké
pre HTTP. Touto moºnos´ou bol plugin pre exportér vyvíjaný Jakubom Budiským. Dôvod
pre pouºitie tohto pluginu bolo samozrejme to, ºe nám viac informácií umoº¬uje robi´ lep²ie
monitorovanie HTTP serverov, ale aj preto, lebo rie²il problémy ktoré spôsobovali servery
vyuºívajúce trvalé spojenia na komunikáciu. Problém s trvalým spojením spo£íva v tom,
ºe prípade ºe klient nevytvorí pre kaºdý poºiadavok nové spojenie, meranie bude ukazova´
nezmyselné hodnoty, bliº²ie informácie o trvalých spojeniach vi¤ 2.3. Po implementácií mnou
navrhnutej zmeny týkajúcej sa merania £asu odozvy, bol plugin pripravený pre pouºitie v
mojom rie²ení.
Funkcia pluginu spo£ívala v tom, ºe v prípade HTTP toku neukladal záznam o toku ako
celok od otvorenia spojenia aº po jeho uzavretie. Miesto toho vytvoril v prípade trvalého
spojenia viacero záznamov o tomto toku. Delenie spojenia sa lí²ilo v závislosti od toho, £i
sa jednalo o správu od klienta serveru alebo naopak. V prípade ºe sa jednalo o komunikáciu
od klienta k serveru rozdelil tok pred prvým zaslaným paketom poºiadavku (Request) . Pri
správach od servera klientovi rozde©ovanie nastalo pri prvom pakete odoslaného potvrdenia
(ACK). Graﬁcké znázornenie tohto procesu vi¤ obrázok 4.2.
Druhá funkcia pluginu je, ºe z hlavi£iek HTTP paketov, ktoré spracuje, vyberie niektoré
údaje a spolu so základnými NetFlow údajmi ich po²le kolektoru. Toto umoºnilo obohati´
²ablónu BASIC_FLOW o tieto poloºky:
HTTP_SDM_REQUEST_METHOD_ID - ID metódy poºiadavku (POST, GET. . . )
HTTP_SDM_REQUEST_HOST - doménové meno servera
HTTP_SDM_REQUEST_AGENT - agent klienta
HTTP_SDM_RESPONSE_STATUS_CODE - stavový kód odpovede servera
HTTP_SDM_RESPONSE_CONTENT_TYPE - typ obsahu v odpovedi servera
HTTP_SDM_RESPONSE_TIME - £as odozvy
Plugin umoº¬uje e²te zasielanie informácií o URL stránky ktorú klient poºaduje a stránku z
ktorej bol poºiadavok vytvorený (referer), av²ak kvôli tomu ºe tieto údaje môºu obsahova´
citlivé dáta a na rozdiel od IP adries ich nieje moºné jednoducho anonymyzova´, som tieto
údaje nedostával. as odozvy reprezentoval rozdielné veci v závislosti od toho £i sme ho rátali
pri komunikácii od servera ku klientovi, alebo opa£ne. V prípade záznamov o komunikácii
od klienta serveru reprezentuje £as medzi odoslaním posledného paketu poºiadavku aº po
£as prvého paketu potvrdenia o prijati odpovede, kdeºto pri komunikacii opa£ného smeru
reprezentuje £as medzi prijatím posledného poºiadavku a odoslaním odpovede, vi¤ obrázok
4.2.
Tento proces spôsobí to, ºe v prípade ºe cez NetFlow exportér prejde jedno trvalé spo-
jenie, od exportéru sa kolektoru po²le viacerov záznamov ktoré budú ma´ rovnaký zdroj a
cie© v krátkom £ase, av²ak nieje zaru£ené ºe pri príjmaní týchto záznamov sa medzi nimi
nevyskytne záznam z inej komunikácie.
4.4.2 Konﬁgurácia
Ke¤ºe modul vyºadoval ur£itú úroven konﬁgurovate©nosti uºívate©om, bolo nevyhnutné
implementova´ rozhranie cez ktoré by bolo moºne preda´ parametre modulu, ktorý by pod©a
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Obrázek 4.2: Princíp delenia HTTP komunikácie pluginom, originál vytvorený Jakubom
Budiským
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nich následne upravil svoje správanie. Ako zdroj týchto parametrov som sa rozhdol pouºi´
textový súbor preto, lebo pouºitie argumentov pri volaní modulu na predanie parametrov by
síce bolo podstatne jednoduch²ie na implementáciu, ale tieto parametre môºu by´ rozsiahle
a volanie programu s mnohými argumentami pod©a môjho názoru nevyzerá esteticky pekne.
Zárove¬ som nechcel uºívate©a núti´ písa´ tieto parametre pri kaºdom spustení modulu.
Kvôli tomuto rozhodnutiu som v²ak bol nútený implementova´ rozhranie ktoré by bolo
schopné na£íta´ konﬁguráciu uloºenú v textovom súbore, kde jednotlivé hodnoty nastavení
budú v ur£itom formáte, tieto hodnoty rozloºi´ a previes´ ich na premenné pouºite©né v
zdrojovm kóde.
K na£ítaniu konﬁgura£ného súboru som sa rozhodol nepísa´ sí vlastné rie²enie, ke¤ºe
mi to pri²lo zbyto£né a nepraktické, miesto toho som sa rozhodol pre pouºitie kniºnice
libconfig.
Táto kniºnica umoº¬uje na£ítavanie a rozklad ²truktúrovaných súborov s nastaveniami,
jediná podmienka ja tá, ºe hodnoty v tomto súbore musia by´ zapísané vo formáte deﬁ-
novanom kniºnicou. To v²ak nebol problém, ke¤ºe som nemal ºiadne preferencie formátu
konﬁgura£ného súboru a kniºnica umoº¬ovala preh©adný zápis v²etkých nastavení ktoré som
poºadoval.
Pouºitie kniºnice je jednoduché, sta£í preda´ do jednej z jej funkcií názov súboru, funkcia
na£íta hodnoty z daného súboru, prípadne upozorní na chybu v prípade nesprávnej syntaxe
v súbore. Hodnoty zo súboru sú na£ítané do ²peciálnej dátovej ²truktúry config_setting
nad ktorou uº potom sta£í iba vola´ ¤al²ie kniºni£né funkcie ktoré vrátia hodnotu nastavenia
deﬁnovanej názvom ktoré sme predali tejto funkcií. Kniºnica umoº¬uje zdruºova´ nastavenia
do vä£²ích pomenovaných blokov, £o umoº¬uje vytvori´ rovnaké konﬁgurácie pre mnoºstvo
prvkov, jednoducho si to moºno predstavi´ ako objekty v OOP, kde viacero in²tancií jedného
objektu môºe ma´ rôzne parametre. Táto funkcionalita mi umoºnila vytvára´ konﬁgurácie
pre ﬁltre, £o v kone£nom dôsledku umoº¬uje uºívate©ovi deﬁnova´ ©ubovo©ne mnoºstvo
ﬁltrov.
Pre to, aby sme vedeli ako na£ítava´ hodnoty z konﬁgura£ného súboru, bolo potrebné
deﬁnova´ ²ablónu tohto súboru. Predpokladom pre túto ²ablónu bolo ºe pomocou nej mal
by´ uºívate© schopný deﬁnova´ dve veci.
Prvá z nich sú v²eobecné parametre programu, napr. príznak ozna£ujúci úlohy ktoré sa
majú vykona´ pri spustení programu, periódy opakujúcích sa procesov. Vzor pre tieto na-
stavenia je Parameter = Hodnota; kde Parameter je moºné vybra´ z predom deﬁnovaných
hodnôt, reprezentujúcích rôzne nastavenia, Hodnota závisí od parametra ktorý nastavu-
jeme, pod©a kontextu to môºe by´ tradi£na Booleovská hodnota (true/false), prípadne £íslo
£i slovo.
Týmto spôsobom bolo moºné vytvori´ nastavania pre periódy exportácie dát, ktorým
je moºné prispôsobi´ rozdelenie zá´aºe modulu na systém medzi databázu a pamä´ servera.
Takisto je moºné nastavi´ periódy mazania a agregácie £o spôsobí odstránenie záznamov,
ale na druhej strane zniºuje pamä´ové nároky. Dôleºitým nastavením je nastavenie núd-
zového reºimu, ktoré sa spustí v prípade ºe prekro£íme ur£itý po£et záznamov a ktorého
úlohou je vykona´ premazávanie záznamov s trochu prísnej²ími kritériami neº má periodické
premazávanie.
Druhé nastavenie, ktoré bolo potrebné deﬁnova´, sú ﬁltre rozhodujúce o spracovaní £i
nespracovaní prichádzajúceho záznamu. Ke¤ºe som chcel da´ uºívate©ovi moºnos´ deﬁnova´
viac ako jeden ﬁlter, bolo potrebné to vzia´ to do úvahy aj pri tvorbe ²ablóny, £ím beºný
prístup s jednou hodnotou pre jeden parameter samozrejme nesta£il. V¤aka tomu ºe kniºnica
podporuje uzatváranie konﬁgurácií do blokov, bola napokon vytvorená ²ablóna, kde kaºdé
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pravidlo je deﬁnované názvom a údajmi, ktorých zhoda s záznamom rozhodovala o tom £i
bude dané pravidlo aplikované na záznam. Ako údaje pre tento proces bola napokon vybraná
kombinácia IP adresy servera a masky pomocou ktorej je moºné deﬁnova´ IP rozsah, £o
umoº¬ovalo deﬁnova´ viac ako jedno zariadenie pre pravidlo. al²ia poloºka ktorá je v
týchto pravidlách je ²peciﬁkácia postupu pri spracovávaní záznamu, v mojom prípade som
tam pridal moºnos´ zru²i´ ukladanie informácií o type obsahu (Content-type) záznamu. Vzor
pre nastavenia ﬁltrov vyzerá takto:
server =
{
        nazov =
        {
                IP = "IP_servera";
                maska = maska_rozsahu;
                watch = true/false;                
                content = true/false;
        };
};
}0..X
IP servera je IPv4 alebo IPv6 adresa vo formáte string, maska reprezentuje rozsah siete na
ktorý chcem aplikova´ pravidlo a prepína£e watch a content hovoria £i má modul záznam
ktorý je v rozsahu monitorova´, to preto aby bolo moºné vytvára´ pridávacie aj vylu£ovacie
pravidlá, a £i máme od daného záznamu uklada´ informácie o type obsahu.
Posledným problémom ktorý bolo potrebné v súvislosti s konﬁguráciou vyrie²i´ bolo
ukladanie na£ítanej konﬁgurácie do vhodnej ²truktúry, aby sme mohli vyuºi´ informácie z
konﬁgura£ného súboru v kóde. Kvôli tomu ºe uºívate©om deﬁnované pravidlá pre ﬁltrovanie
boli pouºité iba na jednom mieste, kdeºto ostatné nastavenia mohli by´ pouºité na rôzných
miestách v programe, rozhodol som sa vytvori´ rozdielné dátové ²truktúry pre tieto dve
nastavenia.
Dátovú ²truktúru pre v²eobecné nastavenia som chcel vytvori´ tak, aby bolo moºné
pridáva´ dodato£né nastavenia £o najjednoduch²ím spôsobom. Preto som zvolil napokon
²truktúru jazyka C, z ktorej je vytvorená jedna in²tancia a ktorá obsahuje poloºku pre
kaºdé nastavenie. Táto ²truktúra je potom predávaná do funkcií ktorých správanie môºe
ovplyvni´.
Pre nastavenia ﬁltra bolo potrebné vzia´ do úvahy ºe týchto nastavení môºe by´ viacero ale
na druhej strane budú pouºité iba na jednom mieste a tým je ﬁlter. Napokon som pre túto
funkcionalitu zvolil ukladanie kaºdého pravidla pre ﬁlter do ²truktúry user_configuration
ktorá obsahuje informácie o IP adrese, maske a príznaky pre modiﬁkáciu spracovania zá-
znamov ktoré majú pasujú na údaje v danom pravidle. V²etky tieto pravidlá su následne
za sebou vo forme zoznamu.
4.4.3 Filtrácia
Filtrovanie je v mojom module implementované vo dvoch krokoch. Ako prvé je potrebné
zaru£i´ ºe záznam ktorý príde od exportéra je skuto£ne záznam o HTTP komunikácií, ke¤ºe
o ostatné záznamy nemá modul záujem. Za druhé je potrebné overi´ ºe sa jedná o záznamy
komunikácie na zariadeniach ktoré uºívate© chcel sledova´, tj. zariadenia deﬁnovnaé v kon-
ﬁgura£nom súbore.
Pravidlá prvého ﬁltrovanie sú ve©mi priamo£iaré, ke¤ºe poznáme parametre HTTP ko-
munikácie a sta£í nám vylú£i´ tie záznamy, ktoré tieto podmienky nesp¨¬ajú, jedná sa teda
iba o kontrolu jedného z portov, ktorý musí by´ HTTP port servera a protokolu, ktorý musí
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by´ TCP, vi¤ 2.3. Táto kontrola prebieha hne¤ po príjatí záznamu, pretoºe nemá zmysel
¤alej pracova´ s inými ako HTTP záznamami.
Druhý krok ﬁltrovania kontroluje £i prijatý záznam patrí do komunikácie medzi zariade-
niami deﬁnovanými uºívate©om. Táto kontrola sa vykonáva tým, ºe sa z prijatého záznamu
vyberú údaje pomocou ktorých je vykonávaná ﬁltrácia, £iºe IP adresa zariadenia ktoré bolo
identiﬁkované ako server, a porovnáva sa s uloºenými ﬁltrami. Porovnávanie vracia najkon-
krétnej²iu zhodu, konkrétnos´ zhody závisí od masky pravidla v ktorom bola nájdená zhoda.
To umoº¬uje vytvori´ obecné pravidlá pre zariadenia v podsieti, ale pre ur£ité zariadenia
ich zmeni´ pod©a potreby.
Ukázalo sa ºe porovnávanie dvoch IP adries, pri£om je potreba bra´ oh©ad na maskova-
nie, je problematické, pretoºe framework Nemea nepodporuje takéto porovnávanie. Z toho
dôvodu bolo potrebné naprogramova´ funkciu ktorá by s pouºitím ostatných funkcií fra-
meworku takéto porovnávanie umoº¬ovala. Rie²enie napokon vyuºilo bitové posuny a XOR
porovnania binárnej formy dvoch adries, pri£om bolo potrebné bra´ do úvahy £i sa jedná o
IPv4 alebo IPv6 adresy.
4.4.4 Analýza a ukladanie
Analýza v tomto bode spo£ívala iba v tom, ºe model vylú£il záznamy ktoré prichádzali
bez kontextu, tj. záznamy ktoré neozna£ovali prvý paket toku pri£om pred nimi neboli
prijaté ºiadné iné pakety z toku, a takisto záznamy ktoré pri²li po prijatí posledného paketu
toku. Toto bolo iba opatrenie pre u²etrenie miesta a pre to aby bolo zabránené takýmto
nesprávným záznamom ovplyvni´ výsledok monitorovania. Pozíciu paketu v toku, bolo
moºné zisti´ pomocu TCP príznakov prijatého toku. Exportér zasiela príznaky toku ako
zlú£enie príznakov v²etkých paketov v danom toku, takºe sta£ilo vyh©adáva´ záznamy s
príznakom SYN pre po£iatok a FIN pre koniec spojenia.
Potom £o sme mali ﬁltrovaním a analýzou zabezpe£ené správne dáta pre monitorovanie,
bolo potrebné rozhodnú´ ako bude monitorovanie vyzera´. Vo v²eobecnosti monitorovanie
spo£íva v ukladaní takých dát po£as prevádzky, aby z nich mohol uºívate© získa´ vedomosti
ktoré potrebuje. Ako som uº rie²il pri návrhu, uklada´ si v²etky dáta je nepraktické, napokon
som teda zvolil uklada´ iba zdrojovú a cie©ovu IP adresu a port, v²etky £asy ktoré môºme
získa´ z exportéru (za£iatok, koniec komunikácie a odozvu), informáciu o obsahu ak to
uºívate© ne²peciﬁkoval iná£ a status kód.
Ukladanie týchto dát som napokon robil do dvoch rôzných dátových ²truktúr. Dôvod
pre£o som to implementoval týmto spôsobom bol ten, ºe pre jednu komunikáciu môºe by´
vytvorených viacero záznamov ale kaºdý záznam patrí iba do jednej komunikácie. Vytvoril
som teda jednu dátovú ²truktúru pre ukladanie spojení a do nej som vloºil druhú dátovú
²truktúru ktorá ukládala jednotlivé £asti tejto komunikácie. Pre kaºdú novú komunikáciu
bola teda vytvorená nová in²tancia ²truktúry, a pre kaºdý ¤al²í záznam bolo potrebné
vyh©ada´ existujúcu in²tanciu a prida´ k nej prijatý záznam.
Rie²enie ktoré som napokon implementoval pre záznamy o komunikácií bola hashovacia
tabu©ka, kvôli tomu ºe umoº¬uje rýchle vyh©adávanie pokia© poznáme k©ú£ pod©a ktorého
chceme h©ada´. K©ú£om v tomto prípade bol identiﬁkátor spojenia, £iºe IP adresy a porty
na ktorých existuje dané spojenie. Ke¤ºe jazyk C neposkytuje hashovacie tabu©ky, bolo
potrebné bu¤ si túto funkcionalitu naprogramova´, alebo vyuºi´ nejaké existujúce rie²enie.
Pretoºe mi pri²lo zbyto£né vytvára´ nové rie²enia tohto obecného problému, rozhodol som
sa pre tento ú£el vyuºi´ kniºnicu uthash. Hlavný dôvod pre£o som zvolil práve túto kniºnicu
je ten, ºe umoº¬uje vytvára´ hashovacie k©ú£e zo ²truktúr jazyka C. V¤aka tejto moºnosti
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netrebalo spája´ identifkátory komunikácie do rozsiahlých nepreh©adných k©ú£ov, miesto
toho som pre kaºdý prichádzajúci záznam vytvoril ²truktúru record_key v ktorej sú tieto
poloºky uloºené. Túto ²truktúru som potom predal funkcii kniºnice, ktorá mi, bu¤ vrátila
uº existujúcu poloºku, £o znamenalo ºe prijatý záznam nieje prvý a sta£í ho prida´ do
existujúcej komunikácie, alebo nevrátila ni£, vtedy som ²truktúru vyuºili ako k©ú£ pre nový
záznam o komunikácií. Jednotlivé £asti komunikácie som realizoval ako lineárny zoznam,
kde bol kaºdý prijatý záznam reprezentovaný ako jedna poloºka zoznamu.
Ukladanie typu obsahu
Poslednú vec ktorú bolo treba vyrie²i´ bolo ukladanie typu obsahu prijatého záznamu. Typ
obsahu získavá modul ako polºku od exportéru v textovej forme a ke¤ºe som nechcel pre
kaºdú prijatú hodnotu alokova´ novú pamä´, rozhodol som sa uklada´ iba prvý unikátny
typ, do vhodne zvolenej ²truktúry, a pri ostatných vrátit iba £íselnú reprezentáciu (ID),
ktorá sa vloºí do ²truktúry reprezentujúcej jednotlivé poloºky komunikácie.
Na tento ú¢el som potreboval dátovú ²truktúru v ktorej by bolo moºné vyh©adávanie
pod©a textu, a ke¤ºe som uº mal podobné rie²enie implementované v súvislosti s uklada-
ním záznamov o komunikácii, rozhodol som sa znova vyuºi´ hashovaciu tabu©ku v kniºnici
uthash. Tentokrát som ako k©ú£ vyuºil textovú reprezentáciu názvu typu obsahu. V prípade
zhody funkcia vrátila existujúcu £íselnú reprezentáciu daného typu obsahu v tabu©ke, v prí-
pade ºe neexistovala zhoda, bolo potrebné vytvori´ novú poloºku v tabu©ke a vygenerova´
ID.
Výsledok tohto procesu sú uloºené záznamy o tokoch prechádzajúcích exportérom, pri-
£om je moºnos´ vybra´ si ktoré zariadenia chceme sledova´. Ilustrácia aktuálneho procesu
od získania záznamov aº po ukladanie vi¤ obrázok 4.3. al²ím krokom bolo vytvori´ ur£itý
druh reprezentácie uloºených hodnôt.
4.4.5 Zobrazovanie výsledkov
Ako rie²enie pre zobrazovanie výsledkov monitorovania, som zvolil webové rozhranie z dô-
vodu ºe mi to pri²lo ako najlogickej²ia vo©ba pre zobrazovanie HTTP monitorovania, a
takisto preto, lebo som mohol vyuºi´ ako úloºisko databázu SQL ktorá poskytuje metódy
pre základné operácie ako je zora¤ovanie, výber a agregácia. V prípade ºe by som sa roz-
hodol implementova´ iný druh reprezentácie ktorý by vyuºíval iba C kód bolo by potrebné
implementova´ tieto metódy, £o som pokladal za náro£né.
Databáza
Prvé £o bolo v súvislosti s týmto problemom potrebné rie²i´, bolo zvolenie vhodného datbá-
zového enginu a ²truktúra tabuliek databázy, nato aby sme mohli exportova´ dáta uloºené
v hashovacej tabu©ke, bolo potrebné implementova´ rozhranie pre komunikáciu medzi data-
bázou a modulom.
Napokon som ako databázový engine zvolil SQLite. Dôvod pre jeho výber je ten, ºe
jeho pouºitie je ve©mi jednoduché, sta£í iba vytvori´ vhodný súbor, netreba komplikovane
konﬁgurova´ databázu, a okrem toho tento engine bol uº podporovaný na serveri beneﬁzio
na ktorom som implementoval a testoval modul, £iºe som nemusel vlastnoru£ne in²talova´
ºiaden vlastný engine. Na druhej strane má ale obmedzenej²ie moºnosti neº ostatné enginy,
a je menej podporovaný frameworkom Django neº napríklad PostgreSQL, av²ak jeho funkcie









Obrázek 4.3: Ilustrácia spracovania NetFlow záznamov, 1. vstupné rozhranie, 2. súbor s
konﬁguráciou, 3. parser konﬁgura£ného súboru, 4. pravidlá ﬁltra, 5. ﬁlter, 6. v²eobecné
nastavenia, 7. analyzátor, 8. tabu©ka záznamov
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truktúru databázy nebudem podrobne rozpisova´, pretoºe tabu©ky sa snaºia kopírova´
relácie medzi ²truktúrami a obsah jednotlivých dátových ²truktúr v module, £o znamená
ºe rovnako ako modul, aj databáza obsahuje tabu©ku pre záznamy o komunikácií, ktoré sú
previazané s tabu©kou s jednotlivými záznamami at¤.
Pre komunika£né rozhranie som musel vyuºi´ kniºnicu sqlite3 ktorá poskytuje funkcie
pomocou ktorých je moºné jednoducho komunikova´ s SQLite databázou. Nad touto kniºni-
cou som naimplementoval funkciu ktorá umoº¬uje INSERT ©ubovo©ného mnoºstva hodnôt.
Ke¤ºe komunikáciu s extérnym úloºiskom som od za£iatku zamý²©al ako jednosmernú, ne-
bola implementácia ¤al²ích funkcií pre výber hodnôt z databázy potrebná.
Agregácia
V rámci zniºovania pamä´ovej náro£nosti aplikácie bolo potrebné zavies´ ur£itý druh agregá-
cie dát uloºených do databázy. Nechcel som týmto úkonom zbyto£ne za´aºova´ modul tým,
ºe by s´ahoval dáta z databázy, agregoval ich a posielal dáta naspä´. Dôvodom preto bolo to,
ºe je to zá´aº na modul a ako som spomínal, komunikácia s databázou bola od za£iatku na-
vrhovaná ako jednosmerná. Takisto som nechcel agregova´ dáta predtým, ako budú zaslané
do databázy, ke¤ºe som chcel aby mal uºívate© moºnos´ prezrie´ si e²te originálne dáta. Bolo
preto potrebné implementova´ rie²enie ktoré by bolo síce moºné pú²´a´ v prípade potreby
z modulu, av²ak to by bolo maximum £o by modul v rámci toho úkonu vykonal. Týmto
rie²ením sa napokon stala SQL procedúra ktorá vezme dáta z ur£itého £asového rozsahu,
zoskupí ich pod©a ur£itých spolo£ných znakov a následne ich uloºí do ²peciálnej tabu©ky.
Potom £o sú tieto dáta agregované, nemá zmysel uchováva´ ich v pamäti, av²ak rozhodol
som sa da´ uºívate©ovi moºnos´ nastavi´ £as medzi agregáciou a odstránením, tento para-
meter je moºné nastavi´ v konﬁgura£nom súbore. Túto moºnos´ je moºné vyuºi´ v prípade,
ºe administrátor nekontroluje výsledky monitorovania stále, ale iba periodicky. Teraz má
moºnos´ nastavi´ ºe sa nezmaºú zagregované dáta a bude ma´ moºnos´ si ich pozrie´.
Paralelné procesy
Ke¤ºe mnoho z operácií v module bolo potrebné opakova´ periodicky (posielanie dát do
databázy, agregácia) rozhodol som sa implementova´ sekundárny proces ku hlavnej proce-
sovacej slu£ke. Úlohou tohto procesu bolo vºdy po ur£itej dobe spú²´a´ ¤al²ie procesy ktoré
vykonali poºadovanú funkciu a ukon£ili sa. Tento hlavný podproces, rovnako ako aj v²etky
jeho podprocesy, som realizoval s vyuºitím kniºnice pthread. Pre túto kniºnicu som sa
rozhodol z dôvodu, ºe som chcel nové procesy realizova´ ako vlákna, miesto rozvetvovania,
ke¤ºe bolo potrebné aby vlákna zdie©ali medzi sebou dáta. To bolo nevyhnutné preto, lebo
mnoho z tých procesov pracovalo aktívne s tabu©kou záznamov ktorú nap¨¬ala procesovacia
slu£ka.
Potom £o som mal implementovaných nieko©ko paralelných procesov, rozhodol som sa
spravi´ posledné opatrenie pre zníºenie pamä´ovej náro£nosti. Týmto opatrením bolo od-
stra¬ovanie neukon£ených záznamov po vypr²aní £asového limitu. Princíp spo£íval v tom
ºe som periodicky kontroloval £as posledne prijatého záznamu a v prípade ºe bol tento £as
dávnej²ie neº bol £asový limit, komunikácia bola povaºovaná za ukon£enú a záznam bol
odstránený. Toto malo za úlohu zbavi´ sa záznamov ktoré boli neukon£ené bu¤ kvôli pro-
blému na klientovej strane, napríklad výpadok internetu, alebo preto lebo klient ukon£il
komunikáciu, zatvorenie prehliada£a. Na druhej strane je tu v²ak moºnos´ ºe tento prístup
odstráni aj ve©mi dlhé prenosy dát (posielanie ve©kého súboru ako jeden záznam). Preto
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som dal moºnos´ nastavi´ £as za ktorý je záznam povaºovaný za ukon£ený, tento parameter
sa dá zvy£ajne odhadnú´ znalos´ou HTTP servera.
Pre lep²iu predstavu som pridal reprezentáciu pararelných procesov a práce s databá-
zou vi¤ obrázok 4.4. Po tomto kroku implementáciu som mal v²etky záznamy periodicky
ukladané do databázy. Posledným krokom bolo teda znázorni´ tieto dáta pre uºívate©a.
Web rozhranie
Posledná £as´ mojej práce sa týkala zobrazenia nameraných a vyexportovaných dát vo forme
ktorá by bola ©ahko £ítate©ná a správne reprezentovala výkon serveru. Ako rie²enie som sa
rozhodol vytvori´ webovú stránku ktorá by zobrazovala grafy hodnôt uloºených v databáze.
Framework Django som zvolil ako základ pre svoju stránku. Tento framework pre m¬a ako
úplného za£iato£níka bol síce náro£nej²í neº £isté PHP, ale zato je v ¬om napísaný kód
podstatne krat²í a ©ah²ie roz²írite©nej²í o ¤al²iu funkcionalitu, akou boli v mojom prípade
¤al²ie grafy.
V tomto frameworku som napokon vytvoril funk£nú stránku s 4 grafmi a záznamami o
komunikácii. Jedná sa o tieto grafy
1. D¨ºka spojenia - zobrazuje neagregované d¨ºky komunikácií
2. Obsah - zobrazuje oneskorenie pre jednotlivé typy obsahu
3. Priemer - ukazuje agregované hodnoty odozvy a oneskorenia
4. Po£et uºívate©ov - po£et unikátných uºívate©ov na stránke za ur£ité £asové obdobie
Snímky týchto grafov je moºne vidie´ na obrázku 4.5. Celá stránka je koncipovaná ako
roz²irujúce sa bloky ²ablón. Tento prístup je odli²ný oproti beºne pouºívanému zah¯¬a-
niu(include), ktoré vyuºívame v prípade ºe chceme na stránke inteligentne meni´ iba niek-
torú £as´, zvy£ajne sa jedná o text, napríklad £lanok. V prípade zah¯¬ania sa k hlavnému
bloku stránky, obsahu, pridajú ostatné, nie aº tak £asto sa meniace prvky, napríklad hla-
vi£ka, zápätie, menu. Prístup Djanga k tomuto problému je naopak taký, ºe sa zoberie celá
stránka a nahradzujú sa iba £asti, ktoré chceme zmeni´, v mojom prípade to bolo bo£né
menu a zobrazené grafy. Tým ºe som rie²il jednotlivé £asti webu takýmto spôsobom, bolo
moºné prida´ nové poloºky na web ve©mi jednoduchým spôsobom.
Jednotlivé grafy som vykres©oval pomocou JavaScriptovej kniºnice Flot, ²pecializovanej
na vykres©ovanie grafov. Vstupné hodnoty z grafov som získaval z databázy pomocou modelu
do zobrazova£a, ktorý vykalkuloval hodnoty potrebné pre jednotlivé grafy a zaslal ich vo
vhodnej forme na stránku. Pri kaºdom grafe som implementoval moºnos´ výberu £asového
rozsahu pre ktorý sa má graf zobrazi´ a takisto IP serveru pre ktorý chceme graf vygenerova´.
Zobrazenie záznamov o komunikácií je takisto implementované, jeho vyuºitie je v²ak skôr
iba na ú£ely nájdenia záznamu o známej komunikácii, ke¤ºe neumoº¬uje ºiadnu rozsiahlu
funkcionalitu akou by bolo ﬁltrovanie záznamov alebo zoradzovanie.
4.5 Testovanie
Posledný bod zadania hovoril o potrebe výsledný produkt otestova´ pri práci so ºivými
dátami. So ºivými dátami som pracoval takmer od za£iatku, £iºe som vedel ºe modul fun-
guje aj v takomto toku dát správne. Jediný bod ktorý som teda potreboval otestova´ bolo








Obrázek 4.4: Ilustrácia pararelného procesu pri práci s databázou, 1. £asova£, 2. tabu©ka
záznamov, 3. databáza, 4. komunika£né rozhranie, 5. proces mazania, 6. proces exportovania,
7. proces agregácie, 8. webové rozhranie 25
Obrázek 4.5: Grafy vygenerované z monitorovaných dát, dáta pochádzajú z monitorovania
HTTP serveru FIT VUT, z©ava zhora sa jedná o graf d¨ºky spojenia, po£tu uºívate©ov,
agregovaného priemeru a obsahu
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Ke¤ºe informácie o IP adresách záznamov som dostával v anonymyzovanej forme, musel
som poºiada´ o anonymyzované tvary IP adries serverov in²titúcií na ktorých bola pravde-
podobná vysoká HTTP prevádzka.
Napokon som dostal IP adresy serverov vysokých ²kôl FIT VUT, FI MUNI a FIT VUT,
FEEC VUT, portálu VUT a VUT. Na týchto serveroch som následne pustil zárove¬ dva
moduly monitorovania s odli²nými konﬁguráciami. Konﬁgurácie sa zhodovali v monitoro-
vaných serveroch aj pravidlách monitorovania pre nich. Lí²ili sa v²ak v periódach mazania
a exportovania dát, takisto v limite odozvy a agrega£nej perióde. Od tohto merania som
o£akával ºe zobrazí rozdiely v pamä´ovej náro£nosti jednotlivých konﬁgurácií. Konﬁgurácie























Monitorovanie som nechal beºa´ skoro 5 hodín, po£as ktorých modul nevykázal ºiadne
známky nestability, av²ak ani raz po£as tejto doby sa nelí²ila pamä´ová náro£nos´ pro-
cesov o viac neº 10 MB. Po spustení a inicializácií modulu zaberali oba moduly 79 MB. Po
5 hodinách zaberal jeden z procesov 180 MB a druhý 160 MB virtuálnej pamäte, pri£om
vä£²ina tejto náro£nosti bola spôsobená vyuºívaním vlákien ktoré si alokovali asi 80 MB
pamäte. Z toho nám vyplýva ºe modul si za 5 hodín práce nenaalokoval viac neº o 30 MB
pamäte, graf zobrazujúci zmenu pamä´ovej náro£nosti po£as behu programu je obrázok 4.6.
Tento test teda neukázal ºiadne odli²nosti v závislosti od konﬁgurácie, zato ale ukázal na
nízke pamä´ové nároky modulu aj pri ve©kom obsahu dát. Alokácia bola pravdepodobne
spôsobená tým, ºe modul nemôºe maza´ ºiadne záznamy o ktorých uloºil komunikáciu do
databázy, z dôvodu ºe si musí pamäta´ identitu ktoré má dané spojenie v databáze aby
neduplikoval záznamy. Toto je dôsledok toho, ºe komunikácia s databázou je jednosmerná,
modul teda nemôºe zisti´ opätovne identitu spojenia z databázy. Za £as svojho behu spra-
coval a uloºil modul okolo 50 000 záznamov, av²ak ani raz po£as tejto doby nevystúpila
zá´aº týchto dvoch procesov na procesor nad 30%, z toho je moºné odvodi´ ºe modul by bol
schopný spracova´ omnoho vä£²ie mnoºstvá dát.
Ke¤ºe som chcel porovna´ výsledky týchto dvoch monitorovaní, ukladali obe moduly
svoje namerané hodnoty do rôznych databáz. Na obrázku 4.7 je moºné vidie´ graf priemer-
ných hodnôt, vygenerovaný z dát pre server FIT VUT, je na ¬om moºné vidie´ ºe výsledné
hodnoty sa takmer úplne zhodujú, lí²i sa len frekvencia agregácie. Pravdepodobne zaujíma-
vej²ie výsledky by prinieslo meranie s konﬁguráciami v ktorých by boli periódy podstatne
niº²ie, kde by sa mohlo prejavi´ nesprávne zahadzovanie záznamov kvôli vypr²aniu limitu,





























































Obrázek 4.6: Graf pamä´ovej náro£nosti modulu v závislosti od £asu




Táto práca mala za úlohu demon²trova´ moºnosti vyuºitia frameworku Nemea na ú£ely,
pre ktoré sa beºne nevyuºíva, a to monitorovanie siete, nie kvôli detekcii útokov, ale kvôli
zis´ovaniu výkonnosti HTTP serverov. Kvôli tomuto cie©u bolo potrebné vytvori´ plugin,
ktorý zlep²il potenciál základného zdroja dát pre systém Nemea, NetFlow exportéra. Ná-
sledne bolo potrebné navrhnú´ a implementova´ funkcionalitu modulu ktorý mal zbiera´,
ﬁltrova´ a analyzova´ prichádzajúce dáta. Prida´ bolo potrebné aj metódy pre zniºovanie
ve©kosti uloºených dát a ukladanie dát na externé úloºisko, ktorým bola databáza, kvôli
£omu bolo potrebné naprogramova´ rozhranie medzi dvoma odli²nými prostrediami. Napo-
kon bolo potrebné naprogramova´ webové rozhranie ktoré by umoº¬ovalo namerané hodnoty
reprezentova´.
Návrh tohto modulu ma nau£il mnoho o sietiach, monitorovaní a systéme Nemea. Pri
implementácií som vyuºil vedomosti jazyka C a SQL nadobudnuté po£as ²túdia, k £omu som
som sa musel nau£i´ programovanie webových aplikácií v Pythone a frameworku Django.
V prípade ºe by som mal moºnos´ pracova´ na tomto projekte ¤alej, rozhodne by som
roz²íril spektrum grafov zobrazujúcich monitorované hodnoty o grafy zobrazujúce závislosti
jednotlivých metrík od iných hodnôt ako £asu, napr. doba odozvy v závislosti od po£tu
pripojených uºívate©ov. alej by som ur£ite pridal obojstrannú komunikáciu modulu s da-
tabázou a tým odstránil rast pamä´ovej náro£nosti.
Výsledok tejto práce rozhodne ukazuje moºnosti vyuºitia frameworku Nemea za ú£elmi
monitorovania výkonu. Táto práca ma donútila na²tudova´ mnoho z rôzných oblastí infor-
matiky, som v²ak presved£ený ºe tieto vedomosti e²te v budúcnosti vyuºijem.
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• \src - obsahuje v²eky zdrojové súbory modulu a webu
• \doc - zdrojové texty k písomnej správe
• pisomna_sprava.pdf - preloºená pisomná správa
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