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1 Context
Most of the traits characterizing individuals are influenced by heredity. Geneticists are interested in detect-
ing, localizing and identifying genes, the polymorphism of which explains a part of observed trait variability.
Such genes are often called QTLs (for "Quantitative Trait Locus"), the term locus pointing to a physical position
on the genome.
QTL detection procedures consist in a series of statistical hypotheses tests at successive putative locations
on the genome. We focus here on regression approaches performed on sets of large families. These approaches
were developed for exploiting both the linkage and the gametic association between loci observed on a per fam-
ily basis and / or at the population level. QTLMap implements three types of QTL analyses: Linkage analysis
(LA), Linkage Disequilibrium Analysis (LDA), and Linkage Disequilibrium Linkage Analysis (LDLA).
QTL mapping analyses are computationnally intensive. They often take weeks to run on modern computers
and run times increase linearly with the density of available genetic markers.
Despite the computational burden that QTL mapping represents, few parallel tools exist. The first attempt
was made by [3] with gridQTL. This tool is derived from QTLexpress ([2]), a popular web based tool for QTL
analyses, and harnesses the power of computational grids to try and reduce run times. The previous version of
QTLMap, developped by [1], takes advantage of modern CPUs by using all their cores simultaneously.
We have developped a new version of QTLMap, which takes advantage of Graphics Processing Units
(GPUs). The empirical approach used in QTLMap makes it an ideal candidate for GPU computations. Statisti-
cal tests computed at each genome position and for each simulation are almost identical in terms of instructions
and also completely independent. This type of data parallelism is a perfect fit for the single instruction multiple
data (SIMD) architecture of GPUs. The new GPU implementation of QTLMap performs about 70 times faster
than the previous multicore implementation, while maintaining the same level of precision.
2 Experiments and results
Tests were run on machines with two quadcore Intel® Xeon® E5420 (12M Cache, 2.50 GHz, 1333 MHz
FSB) processors. Multicore cpu tests were run on the Genotoul platform (http://www.genotoul.fr).
GPU tests were run on a machine equipped with an Nvidia® C2050 card. Each test consists of an LDLA
analysis over a simulated dataset from the 2011 QTL-MAS workshop (https://colloque.inra.fr/
qtlmas).
Fig. 1 shows the evolution of the speedup with respect to the number of studied genome positions between
the previous multicore implementation and the GPU implementation in Double-Precision (DP). The openMP
version of QTLMap is not optimized for low numbers of genome positions ; therefore we observe a high
speedup, when the number of genome positions is low. Fig. 1 shows a speedup of about 70 for the GPU version
in Double-Precision over the openMP version.
Figure 1. Speedup of GPU-QTLMap / OpenMP-QTLMap (8 cores) over the number of genome positions
Reduced runtimes allow geneticists to consider more precise and time consuming analyses by increasing
the number of simulations or the number of studied genome positions. All versions of QTLMap are available
under CeCILL licences at http://www.inra.fr/qtlmap/.
Future work include the promotion and use of parallel computing in statistical genetics, focusing on two
applications of the Single Nucleotide Polymorphism (SNP) chip technology:
– Dissection of the genetic architecture of characters through Genome Wise Association Studies (GWAS);
– Genomic Selection (GS).
SNP chip technology now makes possible the genotyping on millions of SNPs of tens or hundreds of thousands
of individuals, thus increasing the demand for much faster computations. Faster computations are needed both
for implementing more precise genetic models in research of trait genetic determinants, and for the industrial
exploitation of genomic data, with production of statistical information at regular time intervals. Our aim
is to produce, when needed, new algorithms better suited for parallel architectures (GPUs and/or clusters of
computers).
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