Generalized linear models offer convenient and highly applicable tools for modeling and predicting the behavior of random variables in terms of observable factors and covariates. This paper investigates applications of a special case of generalized linear model to improve the accuracy of predictions and decisions adopting Bayesian methods, in the specific context of assessing coronary artery disease. The basic model is developed for this application using binary response. The results clearly demonstrate the potential advantages offered by this approach.
Introduction
The aim of this paper is to determine the probability of using Bayesian inference, in place of Classical inference, and to compare these two approaches and then to present new approach in assessing the probability of presence of Coronary artery disease. Multiple logistic regression was used, which is a special case of generalized linear models. This model is commonly used when the independent variables include both numerical and nominal measures and the outcome variable is binary, or dichotomous, having only two values. It requires no assumptions about the distribution of the independent variables.
Another advantage is that the regression coefficient can be interpreted in terms of relative risk in cohort studies or odds ratios in casecontrol studies. The Bayesian inference is based on the famous published posthumously by the Rev. Thomas Bayes in 1763. In this inference the numerical values allotted to probabilities do not relate to long-run frequencies and an attempt Mehmet Ali Cengiz is an Assistant Professor of Statistics at Ondokuz Mayis University, Deparment of Statistics in Turkey. He graduated from the University of Salford in England with a Ph.D. in Applied Statistics in 1999. E-mail him at: macengiz@omu.edu.tr. is made to account for prior knowledge by quantitative measurement. The process of inference requires the evaluation of further integrals and the selection of appropriate prior.
In this paper a suitable prior distributions is presented. In some practical applications there is very little prior information available. In this case, the standard choice over recent years has been the invariant prior proposed by Jeffreys (1939) . The other suitable priors may be Uniform, which is described many authors such as Bernardo and Smith (1994) and O'Hagan (1994) .
The evaluation of integrals may be difficult analytically but numerical methods can overcome this difficulty. Dunsmore (1976) considered an asymptotic Bayesian approach to prediction analysis. Percy (1993) used this approach in the context of generalized linear models. Tierney and Kadane (1989) introduced The Laplace approximation that can be used to obtain a marginal of the posterior distribution. The above mentioned approaches were used and modified to binary data. By analyzing a set of data relating a real surgical problem (diagnosis of Coronary artery disease), several questions and suggestions arise regarding this application.
Coronary Artery Disease Balcı et al (2000) previously investigated this surgical application. Their aim was to investigate the relationship between plasma insulin levels and the angiographical severity of coronary artery disease in male patients with normal glucose tolerance and unstable angina. The current work uses their data and results. Start by briefly reviewing the medical details that are relevant to the present analysis. Coronary Artery Disease is a progressive disease process that generally begins in childhood and has clinical manifestations in the middle to late adulthood.
Two decades ago, Coronary Artery Disease was considered to be a degenerative process because of the accumulation of lipid and necrotic debris in the advanced lesions. It is now recognized that it is a multifactorial process, which, if it leads to clinical sequelae, requires extensive proliferation of smooth muscle cells within the intima of the affected artery. The form and content of the advanced lesions of Coronary Artery Disease demonstrates the results of three fundamental biological processes.
These are: (1) proliferation of intimal smooth muscle cells, together with variable numbers of accumulated macrophages and Tlymphocytes; (2) formation by the proliferated smooth muscle of large amounts of connective tissue matrix, including collagen and elastic fibbers (3) accumulation of lipid, principally in the form of cholesteryl esters and free cholesterol within the cells as well as in the surrounding connective tissues. The development of the concept of risk factors and their relationships to the incidence of coronary Artery Disease evolved from prospective epidemiological studies. These studies demonstrated a consistent association among characteristics observed at one point in time in apparently healthy individuals with the subsequent incidence of coronary artery disease in these individuals (Braunwald, 1992) .
These associations include an increase in the concentration of plasma cholesterol, the incidence of cigarette smoking, hypertension, clinical diabetes, insulin levels, obesity, age or male sex, and occurrence of coronary artery disease. As a result of these associations, each characteristic has been termed a risk factor and this terminology has been generally accepted and has become part of the scientific literature associated with this problem. The aim here is to develop a generalized linear model to calibrate coronary arterial stenoses against some risk factors, so that disease severity can be assessed with using some risk factors. 
In order to fit a linear logistic model to a given set of data, unknown parameters must be estimated first. In Classical approach, these parameters are estimated using the methods of maximum likelihood. The likelihood function is given by
The problem is to obtain estimations of parameters, which maximise the
Bayesian inference is used to obtain parameter estimations.
Assuming some training data
,. 
In the third equation (3),
where L is the likelihood and f represents the prior density.
The likelihood function is given in equation (2). If information about parameters before observing the data is vague, the use of the uniform prior distribution for a location parameter is supported by several researchers. ( )
The Laplace approximation is useful for evaluating the multiple integral in equation (5) to predict disease severity, since the information matrix can be obtained without a lot of effort. The equation may be re-expressed (3) as 
Referring to Tierney and Kadane (1986) , it may be written 
Methodology & Results
The data for the analyses were collected in 1996 -1997 and presented in The main aim for this section is to show how Bayesian inference in Bernoulli response models can be used to improve predictive accuracy in practice. Adopting a Bayesian approach to the analysis, a vague prior is used, which is multiple uniform, and Jeffrey' prior because no specific prior information is available. Furthermore, we are merely demonstrating the potential of this model with different approaches in this paper; the goal is to develop a suitable informative prior in the future, to judge how sensitive the predictions are to the choice of prior.
Consequently, the joint posterior distribution, on which all predictive inference is based, is proportional to the likelihood function. In particular, the posterior predictive distribution for a new patient, with ages in vector 1 x , Log fasting insulin levels in vector 2 x and Log
y p is the binomial sampling distribution defined by equation (1) and
is the joint posterior density, which is maximum likelihood function and prior distribution.
The assessment of diagnostic performance is now dealt with. Applied is the First order approximation and Laplace method using Fortran computer programs and subroutines from the NAG library to obtain approximate posterior predictive distributions as given by equation (7).
Two criteria to assess our predictive accuracy for each case were used. These are a binary loss function, corresponding to the percentage of correct classifications based on cross-validation of the training data set with a default classification threshold of 0.5 and the linear loss function 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49 1  1  1  1  1   45  57  38  37  35  49  49  55  45  50  48  48  50  43  53  50  42  45  45  55  62  57  33  50  49  60  43  46  60  38  43  58  64  47  48  42  40  58  65  60  63  42  43  33  45  65  50  69 
. Ultimately, the binary loss function is of most interest in diagnosing the disease, but the alternatives provide more insight into the predictive accuracy of the model wit different approaches.
To illustrate the typical output from which loss functions are calculated, Table 2 presents the predictive probabilities for patients in the observed set of training data, based on the model with Jeffreys prior and Laplace approximation. The summary results for all cases investigated in Table 3 .
First, is illustrated the improved predictive accuracy by adopting Bayesian inference here, over Classical approach. In case 1, uniform prior and First order approximation is used, which is the same as Classical approach (using the Likelihood function to obtain parameter estimations). Column 2 of Table 3 demonstrates this by presenting the percentage of diseased patients correctly diagnosed by each case, if costs are such that a threshold of 0.5 is appropriate. Note that, without further information, we could correctly diagnose 50 per cent of patients by chance alone, and that large values are desirable for the percentage of patients correctly diagnosed. Clearly, Bayesian approach with different priors and approximations performs consistently better than the classical approach.
Second, compared are the different priors and different approximations for the same model using two assessments criteria identified above: namely the binary and linear loss function. These results are presented in Table 3 . Although large values are desirable for second column of these, small values are preferable for linear loss function. As expected, the model with Laplace approximation gives better results than the others.
Conclusion
This article described and discussed the properties and applications of multiple logistic regression models, suggesting simplifications and suitable approximations for a Bayesian analysis. Considered were different subjective priors, which are uniform, and Jeffreys, using different approximations, which are First order and Laplace approximation. It has also demonstrated how these prior distributions and approximations may be used and useful in an important application, relating to the diagnosis of coronary arterial disease.
