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Abstract
This paper is concerned with the study of a class of nonsmooth cost functions subject to a
quasi-linear PDE in Lipschitz domains in dimension two. We derive the Eulerian semi-derivative
of the cost function by employing the averaged adjoint approach and maximal elliptic regularity.
Furthermore we characterise stationary points and show how to compute steepest descent direc-
tions theoretically and practically. Finally, we present some numerical results for a simple toy
problem and compare them with the smooth case. We also compare the convergence rates and
obtain higher rates in the nonsmooth case.
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Introduction
The main object of shape optimisation is the minimisation of a cost or shape function with respect
to a design variable. In applications the design variable may be the bodywork of a car or aircraft, but
also the shape of antennas or inductor coils are possible design variables. The shape function may be
the compliance, drag, friction or any other physically relevant quantities. Mathematically speaking
the design variable is a subset of the Euclidean space admitting a certain regularity reflecting the
smoothness of the design and a shape/cost function is a real-valued mapping on the design variables.
While there exists a huge body of research on the topic of smooth shape optimisation problems, see
[7, 24, 18, 15] and references therein, the work on nonsmooth problems is far less complete. By a smooth
shape optimisation problem we understand that the cost function and the constraints (usually partial
differential equations) are smooth in the sense that the resulting Eulerian semi-derivative of the cost
function is linear. Accordingly we speak of nonsmooth problems when the Eulerian semi-derivative is
nonlinear. The nonlinearity can have two reasons: the first one is that the constraint itself is nonlinear,
for instance it is a variational inequality of first or second kind; [19, 23, 22, 17]. The second and more
obvious reason for the nonlinearity of the Eulerian semi-derivative is that the cost function itself is
only directional differentiable which results in a nonlinearity of the Eulerian semi-derivative.
In this work we focus on nonsmooth cost functions in the aforementioned sense. To be more precise
our cost function is maximum of a continuously differentiable function acting on continuous functions
subject to a nonlinear PDE supplemented with mixed boundary conditions. This type of cost func-
tion can be used in various applications, such as mechanics, free boundary problems and electrical
impedance tomography.
It is noteworthy that our approach has similarities to optimal control problems with pointwise state
constraints; see [3]. We also refer to the work [5, 6, 12] for optimal control problems with L∞ cost
function. From the shape optimisation point of view our work is related to [13] where the square of
the maximum norm subject to the (linear) Helmhotz equations was studied. The authors use the ma-
terial derivative approach in conjunction with the notion of subgradient. Our results make use of the
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averaged adjoint approach [25] and the notion of Eulerian semi-derivative which allows the derivation
of an optimality system under fairly general assumptions even with quasi-linear state equation.
A particularity of our approach, in contrast to previous ones [16, 2], is that we follow the paradigm first
optimise-then-discretise. One main difficulty of our setting is that the partial differential equation is
defined on a Lipschitz domain and supplemented with mixed boundary conditions for which no higher
differentiability of the solution can be expected. In order to derive the Eulerian semi-differentiability
we make use of maximal elliptic regularity results and combine them with the averaged adjoint ap-
proach from [25, 20]. Surprisingly also in this nonsmooth situation we can bypass the differentiation
of the control-to-solution mapping by proving a weak Danskin-type theorem. The obtained Eulerian
semi-derivative is then further studied in an infinite dimensional configuration by using valued repro-
ducing kernel Hilbert spaces (vvRKHS). The effectiveness of vvRKHS for smooth shape optimisation
problems has already been presented in [9]. This allows us to carry over results from the classical work
[8].
Structure of the paper
In Section 1, we recall basic facts from shape calculus and results on maximal elliptic regularity in
dimension two.
In Section 2, we formulate the problem that is studied in the subsequent sections. We establish
sensitivity results for a quasi-linear elliptic PDE with mixed boundary conditions. Furthermore the
Eulerian semi-differentiability of a nonsmooth maximum-type cost is established using the averaged
adjoint approach.
In Section 3, we study properties of the Eulerian semi-derivative and prove the existence of steepest
descent directions and -steepest descent directions. We then propose a discretisation of -steepest
descent directions adapted for finite elements.
In the final Section 4 we provide numerical experiments validating our theoretical findings. For
that purpose a simple linear PDE with homogeneous Dirichlet boundary conditions is examined for
which an analytical solution is available. We compare the results of the nonsmooth cost function with
a L2-type smooth cost function in order to highlight the difference.
1 Preliminaries
In this section, we recall some basics from shape calculus and PDE theory. For an in-depth treatment
we refer the reader to the monographs [7, 24, 18, 15]. Numerous examples of PDE constrained shape
functions and their shape derivatives can be found in [26].
1.1 Sobolev spaces and Gro¨ger regular domains
We consider special subsets Ω ⊂ R2 satisfying the following conditions.
Definition 1.1 ([14]). Let Ω ⊂ R2 and Γ ⊂ ∂Ω be given. We say that Ω ∪ Γ is regular (in the
sense of Gro¨ger) if Ω is a bounded Lipschitz domain, Γ is a relatively open part of the boundary ∂Ω,
Γ0 := ∂Ω \ Γ has positive measure and Γ0 is the finite union of closed and non-degenerated curved
pieces of ∂Ω.
Remark 1.2. For higher dimensions the previous definition can be extended via bi-lipschitz charts;
cf. [14, Definition 2].
With Ω, Γ and Γ0 defined as in Definition 1.1, we introduce for d ≥ 1,
C∞c (Ω,R
d) := {f |Ω : f ∈ C∞(R2,Rd), suppf ∩ ∂Ω = ∅},
C∞Γ (Ω,R
d) := {f |Ω : f ∈ C∞(R2,Rd), suppf ∩ Γ0 = ∅},
CΓ(Ω,R
d) := {f : f ∈ C(Ω,Rd), f = 0 on Γ0}.
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In the scalar valued case, that is, d = 1, we omit the last argument, for instance, we write C∞c (Ω) :=
C∞c (Ω,R
1). If we denote by M(Ω) the space of regular Borel measures, then by Riesz representation
theorem M(Ω) ' (C(Ω))∗ and also M(Ω ∪ Γ) ' (CΓ(Ω))∗.
For all finite integers p, p′ ≥ 1 with 1/p+ 1/p′ = 1, we define the Sobolev space
W 1Γ,p(Ω,R
d) = C∞Γ (Ω,Rd)
W 1p
, W−1Γ,p(Ω,R
d) := (W 1Γ,p′(Ω,R
d))∗. (1)
In case Γ = ∅ we write ◦W 1p (Ω,Rd) := W 1Γ,p(Ω,Rd). In the scalar valued case we set W 1Γ,p(Ω) :=
W 1Γ,p(Ω,R
1) and similarly for the other spaces. In case p = 2 we the use the notation W 1Γ,2(Ω,R
d) =:
H1Γ(Ω,R
d) and in case Γ = ∅ also ◦H1(Ω,Rd) := W 1Γ,2(Ω,Rd).
1.2 Maximal elliptic regularity
Let Ω, Γ and Γ0 be as in Definition 1.1. Fix 2 ≤ q < ∞ and denote by q′ the conjugate of q defined
by 1/q + 1/q′ = 1. Let b : Ω×R3 → R3 be a function satisfying for all η, θ ∈ R3 and all x ∈ Ω:
b(·, 0) ∈ Lq(Ω) and b(·, η) is measurable,
(b(x, η)− b(x, θ)) · (η − θ) ≥ m|η − θ|2, m > 0,
|b(x, η)− b(x, θ)| ≤M |η − θ|,M > 0,
(2)
where | · | denotes the Euclidean norm. Notice that m ≥ M . Let us denote Lu :=
(
u
∇u
)
. Then we
define a(·, ·) via a : W 1Γ,q(Ω)×W 1Γ,q′(Ω)→ R, (v, w) 7→
∫
Ω
b(x, Lv(x))·Lw(x) dx and the corresponding
operator Aq,
Aq : W 1Γ,q(Ω)→W−1Γ,q(Ω), v 7→ Aqv := a(v, ·). (3)
Let J be defined by 〈J u, v〉 := ∫
Ω
∇u · ∇v + uv dx for all u, v ∈ W 1Γ,2(Ω). By Ho¨lder’s inequality it
easily follows that J : W 1Γ,p(Ω)→W−1Γ,p(Ω) is well-defined for all p ≥ 2. With the help of the operator
J we may define Mp := sup{‖v‖W 1p (Ω) : v ∈W 1Γ,p(Ω), ‖J v‖W−1Γ,p ≤ 1}. It is clear that M2 = 1.
Henceforth it is useful to collect all regular domains: Ξ := {(Ω,Γ) : Ω ⊂ R2,Γ ⊂ ∂Ω, and Ω ∪
Γ is regular}. We define ΩΓ := (Ω,Γ).
Definition 1.3. Denote by Rq, 2 ≤ q < ∞, the set of regular domains ΩΓ ∈ Ξ for which J maps
W 1Γ,q(Ω) onto W
−1
Γ,q(Ω).
The following result is [11, Lemma 1].
Lemma 1.4. Let ΩΓ ∈ Rq for some q > 2. Then ΩΓ ∈ Rp for 2 ≤ p ≤ q and Mq ≤ Mθp if
1
p =
(1−θ)
2 +
θ
q .
Remark 1.5. • If Ω ⊂ R2 is a bounded domain of class C1, then (Ω, ∅) ∈ ∩q≥2Rq; cf. [11,
Remark 7].
• For every regular (Ω,Γ) ∈ Ξ there is q > 2, so that ΩΓ ∈ Rq; cf. [11, Theorem 3].
• If ΩΓ ∈ Rq, then Mq <∞.
We can now state a result showing that the operator Aq (in dimension two) is always an isomor-
phism for some (possibly small) q > 2. We recall the following version of [11, Theorem 1].
Theorem 1.6 ([11]). Let ΩΓ ∈ Rq0 , q0 ≥ 2. Suppose that b(·, ·) satisfies Assumption 2 with q0 and
let Aq be defined by (3). Then Aq : W 1Γ,q(Ω) → W−1Γ,q(Ω) is an isomorphism provided that q ∈ [2, q0]
and Mqk < 1, where k := (1−m2/M2)1/2. In that case
‖A−1q f −A−1q g‖W 1q (Ω) ≤ cq‖f − g‖W−1Γ,q(Ω) for all f, g ∈W
−1
Γ,q(Ω), (4)
3
where cq := mM
−2Mq(1−Mqk)−1. Finally, Mqk < 1 is satisfied if
1
q
>
1
2
−
(
1
2
− 1
q0
) | log k|
logMq0
. (5)
Corollary 1.7. For small q > 2 the constant cq in (1.6) can be chosen to be independent of q.
Proof. Assume first k = 0. Then Lemma 1.4 shows Mq ≤ Mθq0 with 1q = (1−θ)2 + θq0 (or θ =
q0
q
q−2
q0−2 ).
Therefore cq ≤ mM−2Mq ≤ mM−2Mθq0 ≤ mM−2 maxq∈[2,q0]Mθ(q)q0 and the maximum is attained as
θ(·) is continuous on [2, q0].
Assume now k > 0. As shown in [11], inequality (5) follows from Lemma 1.4. To be more precise
the estimate Mq ≤ Mθq0 with 1q = (1−θ)2 + θq0 shows that Mθq k < 1 implies Mq0k < 1 and indeed
elementary computations show that Mθq0k < 1 is equivalent to (5). In much the same way one can use
Lemma 1.4 to show that Mqk ≤ 1− , where  > 0, is satisfied if
1
q
≥ 1
2
−
(
1
2
− 1
q0
)(
log(1− )
logMq0
+
| log k|
logMq0
)
. (6)
In fact Mθq0k < 1−  with θ = q0q q−2q0−2 is equivalent to (6). This shows that there is  > 0 so that for
all small q > 2 we have cq ≤ mM−2Mq(1 −Mqk)−1 ≤ mM−2(1 − )/(k) and thus cq in (4) can be
replaced by mM−2(1− )/(k) provided q > 2 is small enough.
1.3 Shape functions, shape derivative and shape gradients
Let D ⊂ Rd, d ≥ 1, be an open and bounded set. Given a vector field X ∈ ◦C0,1(D,Rd), we denote
by Φt the flow of X (short X-flow) given by Φt(x0) := x(t), where x(·) solves
x′(t) = X(x(t)) in (0, τ), x(0) = x0. (7)
The space
◦
C0,1(D,Rd) comprises all bounded and Lipschitz continuous functions on D vanishing on
∂D. It is a closed subspace of C0,1(D,R2), the space of bounded Lipschitz continuous mapping defined
on D. Similarly we denote by
◦
Ck(D,Rd) all function k-times differentiable function on D vanishing
on ∂Ω. Note that by the chain rule (omitting the space variable x) (∂(Φ−1t )) ◦Φt = (∂Φt)−1 =: ∂Φ−1t .
We denote by ℘(D) the powerset of D. Let Ξ ⊂ ℘(D) be given.
Definition 1.8. (i) A mapping J : Ξ ⊂ ℘(D)→ R is called real shape function or shape function.
(ii) A mapping u : Ξ ⊂ ℘(D) → RD with values in RD := {f : D → R}, is called abstract shape
function. The set Ξ is referred to as admissible set.
Definition 1.9. Let J : Ξ ⊂ ℘(D) → R a shape function defined on subsets of D. Assume that
H(D,Rd) ⊂ ◦C1(D,Rd) is a subspace. Let Ω ∈ Ξ and X ∈ H(D,Rd) be such that Φt(Ω) ∈ Ξ for all
t > 0 sufficiently small. Then the Eulerian semi-derivative of J at Ω in direction X is defined by
dJ(Ω)(X) := lim
t↘0
J(Φt(Ω))− J(Ω)
t
. (8)
We say that J is
(i) Eulerian semi-differentiable at Ω in H(D,Rd), if dJ(Ω)(X) exists for all X ∈ H(D,Rd).
(ii) shape differentiable at Ω in H(D,Rd) if dJ(Ω)(X) exists for all X ∈ H(D,Rd) and X 7→
dJ(Ω)(X) is linear and continuous.
Another auxiliary result that is frequently used is the following:
Lemma 1.10. Let D ⊆ Rd be open and bounded and suppose X ∈ ◦C1(D,Rd).
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(i) We have
∂Φt − I
t
→ ∂X and ∂Φ
−1
t − I
t
→ −∂X strongly in C(D,Rd,d)
det(∂Φt)− 1
t
→div(X) strongly in C(D).
(ii) For all open sets Ω ⊆ D and all ϕ ∈ Lp(Ω), 1 ≤ p <∞, we have
ϕ ◦ Φt →ϕ strongly in Lp(Ω). (9)
Moreover, if ϕ ∈W 1p (Ω), 1 ≤ p <∞, then we have
ϕ ◦ Φt − ϕ
t
→∇ϕ ·X strongly in Lp(Ω). (10)
Consider a function J : Ξ ⊂ ℘(D) → R that is shape differentiable at Ω ∈ Ξ where D ⊂ Rd.
Suppose there is a Hilbert space H(X ,Rd) of functions from X ⊂ D into Rd and assume dJ(Ω) ∈
H(X ,Rd)∗.
Definition 1.11. The gradient of J at Ω with respect to the space H(X ,Rd) and the inner product
(·, ·)H(X ,Rd), denoted ∇J(Ω), is defined by
dJ(Ω)(ϕ) = (∇J(Ω), ϕ)H(X ,Rd) for all ϕ ∈ H(X ,Rd). (11)
We also call ∇J(Ω) the H(X ,Rd)-gradient of J at Ω.
1.4 Projections in Hilbert spaces
Let us recall the following basic result on projections in Hilbert spaces.
Lemma 1.12. Let H be a real Hilbert space, K ⊂ H a closed and convex subset and x0 ∈ H. For
x∗ ∈ K the following statements are equivalent:
(i) ‖x0 − x∗‖H = infx∈K ‖x− x0‖H
(ii) (x0 − x∗, x− x∗)H ≤ 0 for all x ∈ K.
Moreover, for each x0 ∈ H there exists a unique element x∗ ∈ K satisfying (i) (or equivalently (ii)).
Proof. See [27, Satz V.3.2, p.219 and Lemma V. 3.3, p.220].
The previous lemma allows to define the projection mapping PK : H → K via PK(x0) := x∗. We
also call x∗ = PK(x0) the projection of x0 on K. Accordingly x∗ := PK(0) is the point in K that is
closest to the origin 0 and (ii) reads (x∗, x∗)H ≤ (x∗, x)H for all x ∈ K.
2 Maximum shape function subject to a quasi-linear PDE
This section is devoted to the derivation of the Eulerian semi-differentiability of a nonsmooth shape
function subject to a quasi-linear partial differential equation.
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2.1 Problem formulation and setting
Let us fix an open and bounded hold-all set D ⊂ R2. In this paper we study the maximum shape
function
J∞(ΩΓ) := max
x∈Ω
Ψ(x, u(ΩΓ, x)), (12)
where ΩΓ = (Ω,Γ) belongs to Ξ := {(Ω,Γ) : Ω ⊂ D,Γ ⊂ ∂Ω, and Ω ∪ Γ is regular}, and u(·) =
u(ΩΓ, ·) solves (in a weak sense) the following quasi-linear PDE with mixed boundary conditions
−div(β(|∇u|2)∇u) + u = f in Ω, (13)
u = 0 on ∂Ω \ Γ (=: Γ0), (14)
∂νu = 0 on Γ. (15)
As usual ∂νu := ∇u ·ν is the normal derivative and ν denotes the outward pointing unit normal vector
along ∂Ω. The functions Ψ, f , and β are specified below.
Our first task is to prove the Eulerian semi-differentiability of J∞(·) at sets ΩΓ belonging to the
admissible set Ξ. To emphasise the dependency of u on ΩΓ we write u(ΩΓ, ·), however, we drop the
index ΩΓ whenever no confusion arises. In what follows it is convenient to introduce the shape function
j(ΩΓ,y) := Ψ(y, u(ΩΓ, y)), (16)
depending on the shape variable ΩΓ,y := (Ω,Γ, y) ∈ Ξ× Ω.
To make sense of J∞(ΩΓ) it suffices to have u ∈ W 1Γ,q(Ω) with q > 2 since in that case Sobolev’s
embedding implies u ∈ CΓ(Ω). In order to obtain this higher integrability of u we make the following
assumptions.
Assumption 2.1. We require the function β : R→ R to satisfy the following conditions:
1. There exist constants β¯, β > 0 such that β¯ ≤ β(x) ≤ β for all x ∈ R.
2. For all x, y ∈ R, we have (β(x)− β(y))(x− y) ≥ 0.
3. The function β is continuously differentiable, that is, β ∈ C1(R).
4. There are constants k,K > 0, such that
k|η|2 ≤ β(|p|2)|η|2 + 2β′(|p|2)|p · η|2 ≤ K|η|2 for all η, p ∈ R2. (17)
Remark 2.2. Notice that using (1) and (2) of the previous assumption, we obtain
β(|p|2)︸ ︷︷ ︸
≥β¯
|η|2 + 2β′(|p|2)︸ ︷︷ ︸
≥0
|p · η|2 ≥ β¯|η|2 for all η, p ∈ R2. (18)
So (1) and (2) imply the left inequality in item 4.
Assumption 2.3. We assume that f ∈ Lq(D) for some q > 2.
Assumption 2.4. We assume that the functions Ψ : R2 ×R→ R satisfies,
• for all x ∈ R2, Ψ(x, ·) ∈ C1(R) and ∂ζΨ ∈ C(R3),
• for all ζ ∈ R, Ψ(·, ζ) ∈ C1(R2).
Example 2.5. A typical example of Ψ is the function Ψ(x, z) := |z − ud(x)|2, where ud : R2 → R is
some continuously differentiable function. For this choice of cost function we present numerical results
in Section 4.
Lemma 2.6. Let β : R→ R satisfy Assumption 2.1. Then for all θ, η ∈ R2,
k|η − θ|2 ≤ (β(|η|2)η − β(|θ|2)θ) · (η − θ), (19)
K|η − θ| ≥ |β(|η|2)η − β(|θ|2)θ|. (20)
6
Proof. We obtain by the fundamental theorem of calculus,
(β(|η|2)η − β(|θ|2)θ) · (η − θ) =
∫ 1
0
2β′(|sη + (1− s)θ|2)|(η − θ) · (sη + (1− s)θ)|2 ds
+
∫ 1
0
β(|sη + (1− s)θ|2)|η − θ|2 ds for all θ, η ∈ R2.
(21)
Hence (19) follows from Assumption 2.1, item 4. The continuity (20) follows in the same way.
Note that, in general, u 6∈ H2(Ω) due to the mixed boundary conditions. However, we have the
following result.
Lemma 2.7. Let Assumption 2.1 be satisfied and assume ΩΓ ∈ Ξ. For every small enough q > 2,
there is a unique u ∈W 1Γ,q(Ω) satisfying∫
Ω
β(|∇u|2)∇u · ∇ϕ+ uϕdx =
∫
Ω
fϕ dx for all ϕ ∈W 1Γ,q′(Ω) (22)
or equivalently ∫
Ω
a(x, Lu(x)) · Lϕ(x) dx =
∫
Ω
fϕ dx for all ϕ ∈W 1Γ,q′(Ω), (23)
where
a(x, ζ) :=
(
ζ0
β(|ζˆ|2)ζˆ
)
, ζ =
(
ζ0
ζˆ
)
∈ R3, Lu :=
(
u
∇u
)
. (24)
Proof. We apply Theorem 1.6 to b(x, ζ) := a(x, ζ) with a defined in (24). We need to check the
conditions stated in (2). It is clear that b(·, 0) ∈ L∞(Ω). Since Assumption 2.1 is satisfied, Lemma 2.6
yields (19) and (20) and hence this implies the continuity and monotonicity properties for b(x, ·)
stated in (2). Setting l = (1 − (m/M)2)1/2 and m := min{k, 1}, M := max{K, 1} we see that the
condition Mql < 1 is satisfied provided q > 2 is small enough (cf. (5)). So the result follows from
Theorem 1.6.
2.2 Analysis of the perturbed state equation
Let ΩΓ ⊂ Ξ be fixed and pick a vector field X ∈ ◦C1(D,R2) with associated X-flow Φt. We set
Ωt := Φt(Ω), t ≥ 0, and consider (22) on the perturbed domain Ωt and perform a change of variables
to obtain, ∫
Ω
β(|B(t)∇ut|2)A(t)∇ut · ∇ϕ+ ξ(t)utϕdx =
∫
Ω
f tϕdx for all ϕ ∈W 1Γ,q′(Ω), (25)
where q ≥ 2 with its conjugate q′ = q/(q − 1), and
A(t) := det(∂Φt)∂Φ
−1
t ∂Φ
−>
t , B(t) := ∂Φ
−>
t , f
t := det(∂Φt)f ◦ Φt, ξ(t) := det(∂Φt). (26)
The existence and uniqueness of a solution of (25) is addressed below. It is convenient to rewrite (25)
as ∫
Ω
at(x, Lut(x)) · Lϕ(x) dx =
∫
Ω
fϕ dx for all ϕ ∈W 1Γ,q(Ω) (27)
with the definition
at(x, ζ) :=
(
ξ(t, x)ζ0
β(|B(t, x)ζˆ|2)A(t, x)ζˆ
)
, ζ =
(
ζ0
ζˆ
)
∈ R3. (28)
We associate with at the operator
Atq : W 1Γ,q(Ω)→W−1Γ,q(Ω), 〈Atqv, w〉 :=
∫
Ω
at(x, Lv(x)) · Lw(x) dx, (29)
where q > 2. We show next that for all sufficiently small q > 2 and t > 0 the operators Atq are
isomorphisms from W 1Γ,q(Ω) onto W
−1
Γ,q(Ω). The main task is to show that q is independent of t
provided it is small enough. We begin with the following lemma.
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Lemma 2.8. For every  > 0, there exists δ > 0, so that,
A(t, x)η · η ≥ (1− )|η|2 for all η ∈ Rd, for all (t, x) ∈ [0, δ]×D, (30)
‖A(t)‖C(D,Rd,d) ≤ 1 +  for all t ∈ [0, δ], (31)
1−  ≤ |B(t, x)η| ≤ 1 +  for all η ∈ Rd for all (t, x) ∈ [0, δ]×D, (32)
1−  ≤ ξ(t, x) ≤ 1 +  for all (t, x) ∈ [0, δ]×D. (33)
Proof. We only prove (32) as the other estimates can be shown in much the same way. Since B :
[0, τ ] → C(D,Rd,d) is continuous and B(0) = I, we find for every  > 0 a number δ > 0 so that
‖B(t)− I‖C(D,Rd,d) ≤  for all |t| ≤ δ. Hence the left inequality in (32) follows by the reverse triangle
inequality. As for the right inequality in (32) note that for all η ∈ Rd and all (t, x) ∈ [0, δ]×D,
|η|2 = |(I −B(t, x)) · η|+ |B(t, x)η|
≤ ‖B(t)− I‖C(D,Rd,d)︸ ︷︷ ︸
≤
|η|2 + |B(t, x)η| ≤ |η|2 + |B(t, x)η| (34)
which is equivalent to (32).
Lemma 2.9. For each ΩΓ ∈ Ξ, there exist q0 > 2 and δ > 0, so that for all t ∈ [0, δ] and all
q ∈ [2, q0] the mapping Atq : W 1Γ,q(Ω) → W−1Γ,q(Ω) is an isomorphism. Moreover, there is a constant
c > 0 independent of t, so that
‖(Atq)−1f − (Atq)−1g‖W 1q (Ω) ≤ c‖f − g‖W−1Γ,q(Ω) for all f, g ∈W
−1
Γ,q(Ω) (35)
for all t ∈ [0, δ].
Proof. According to Theorem 1.6 and Lemma 2.7 there is q0 > 2 so that A(·) = −div(β(|∇ · |2)∇·)
is an ismorphism from W 1Γ,q(Ω) onto W
−1
Γ,q(Ω) for all q ∈ (2, q0]. Indeed setting m := min{k, 1} and
M := max{K, 1} we get Mq(1−m2/M2)1/2 < 1 provided q is close enough to 2 (cf. (5)). Similarly to
(21), we can write
(β(|B(t)η|2)A(t)η − β(|B(t)θ|2)A(t)θ) · (η − θ)
=
∫ 1
0
ξ(t)2β′(|B(t)(sη + (1− s)θ)|2)|B(t)(η − θ) ·B(t)(sη + (1− s)θ)|2 ds
+
∫ 1
0
ξ(t)β(|B(t)(sη + (1− s)θ)|2)|B(t)(η − θ)|2 ds for all θ, η ∈ R2, for all t.
(36)
So using Assumption 2.1 and Lemma 2.8, we get
(β(|B(t)η|2)A(t)η − β(|B(t)θ|2)A(t)θ) · (η − θ) ≥ (m− )|B(t)(η − θ)|2 ≥ (k − )|η − θ|2 (37)
for all θ, η ∈ R2 and all sufficiently small t. In a similar manner we can show
|β(|B(t)η|2)A(t)η − β(|B(t)θ|2)A(t)θ)| ≤ (M + )|η − θ| (38)
for all θ, η ∈ R2 and all sufficiently small t. This implies that we find for  > 0 a number δ > 0 so that
(at(x, η)− at(x, θ)) · (η − θ) ≥ (m− )|η − θ|2, (39)
|at(x, η)− at(x, θ)| ≤ (M + )|η − θ| (40)
for all t ∈ [0, δ] and for all θ, η ∈ R3. Noting that at(·, 0) ∈ L∞(D) we can apply again Theorem 1.6 and
obtain thatAtq is in fact an isomorphism when we choose  so small that Mq(1−(m−)2/(M+)2)1/2 <
1 which is possible since lim↘0(m− )/(M + ) = m/M and Mq(1−m2/M2)1/2 < 1.
Definition 2.10. For ΩΓ ∈ Ξ we define q0 > 2 to be a number as in Lemma 2.9.
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Corollary 2.11. Suppose that X ∈ ◦C1(D,R2),ΩΓ ∈ Ξ and q ∈ (2, q0].
(a) If f ∈ Lq(Ω), then the family of solutions {ut} of (25) satisfies
lim
t↘0
‖ut − u‖W 1q (Ω) = 0 and limt↘0 ‖u
t − u‖C(Ω) = 0. (41)
(b) If f ∈W 1q (Ω), then there is τ > 0 and c > 0, so that {ut} satisfies
‖ut − u‖C(Ω) + ‖ut − u‖W 1q (Ω) ≤ ct ∀t ∈ [0, τ ]. (42)
Proof. Let us first show (a). By Lemma 2.9 we find δ > 0 and q0 > 2, so that ‖ut‖W 1q (Ω) =
‖(Atq)−1f t‖W 1q (Ω) ≤ c‖f t‖W−1Γ,q(Ω) for all q ∈ (2, q0] and all t ∈ [0, δ] and using Ho¨lder’s inequality
the right hand side can be further estimated
‖f t‖W−1Γ,q(Ω) = sup
ϕ∈W 1
Γ,q′ (Ω)
‖ϕ‖
W1
q′≤1
∣∣∣∣∫
Ω
f tϕ dx
∣∣∣∣ ≤ ‖f t‖Lq(Ω). (43)
The boundedness of ‖f t‖Lq(Ω) follows from Lemma 1.10. So ut is bounded in W 1Γ,q(Ω) with q ∈ (2, q0].
Now by definition ut and u := u0 satisfy (setting Aq := A0q) the operator equations Atqut = f t and
Aqu = f. Therefore the difference zt := ut− u solves Aqzt = −(Atq −Aq)ut− (f t− f) ∈W−1Γ,q(Ω) and
hence using again Lemma 2.9 we find c > 0 so that for all t,
‖zt‖W 1q (Ω) ≤ c‖ − (Atq −Aq)ut − (f t − f)‖W−1Γ,q(Ω)
≤ c(‖(Atq −Aq)ut‖W−1Γ,q(Ω) + ‖f
t − f‖W−1Γ,q(Ω)).
(44)
Furthermore we have for a.e. x ∈ Ω and all t ∈ [0, δ],
|β(|B(t, x)∇ut(x)|2)A(t, x)∇ut(x)− β(|∇ut(x)|2)∇ut(x)| ≤
|A(t, x)− ξ(t, x)B>(t, x)|︸ ︷︷ ︸
≤ct, by Lemma 1.10,(i)
|β(|B(t, x)∇ut(x)|2)∇ut(x)|︸ ︷︷ ︸
≤c|∇ut(x)|, by Lemma 2.8
+ |β(|B(t, x)∇ut(x)|2)B(t, x)∇ut(x)− β(|∇ut(x)|2)∇ut(x)|︸ ︷︷ ︸
≤K|B(t,x)−I||∇ut(x)|, by (20)
≤ ct|∇ut(x)|.
(45)
So using again Ho¨lder’s inequality yields
‖(Atq −Aq)ut‖W−1Γ,q(Ω)
= sup
ϕ∈W 1
Γ,q′ (Ω)
‖ϕ‖
W1
q′≤1
∣∣∣∣∣∣∣
∫
Ω
(β(|B(t)∇ut|2)A(t)∇ut − β(|∇ut|2)∇ut) · ∇ϕ︸ ︷︷ ︸
≤ct|∇ut||∇ϕ|, by (45)
+ (ξ(t)− 1)︸ ︷︷ ︸
≤ct, by Lemma 1.10,(i)
utϕ dx
∣∣∣∣∣∣∣
≤ct
(
sup
ϕ∈W 1
Γ,q′ (Ω)
‖ϕ‖
W1
q′≤1
∫
Ω
|∇ut||∇ϕ| dx+ sup
ϕ∈W 1
Γ,q′ (Ω)
‖ϕ‖
W1
q′≤1
∫
Ω
|utϕ| dx
)
≤ ct ‖ut‖W 1q (Ω)︸ ︷︷ ︸
≤c
≤ ct
(46)
and similarly
‖f t − f‖W−1Γ,q(Ω) ≤ ‖f
t − f‖Lq(Ω)︸ ︷︷ ︸
=o(1),Lemma 1.10,(ii)
. (47)
Now using (46) and (47) to estimate the right hand side of (44) yields limt↘0 ‖ut−u‖W 1q (Ω) = 0. Since
q > 2 the space W 1Γ,q(Ω) embeds continuously into CΓ(Ω) and we obtain limt↘0 ‖ut − u‖C(Ω) = 0.
Finally item (b) follows since for f ∈ W 1q (D), q > 2, we obtain the estimate ‖f t − f‖Lq(D) ≤ ct
(cf. Lemma 1.10, (ii)). This finishes the proof.
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2.3 Analysis of the averaged adjoint state equation
At first we introduce for fixed y ∈ Ω and t ≥ 0 the Lagrangian function:
Gy(t, v, w) := Ψ(Φt(y), v(y)) +
∫
Ω
β(|B(t)∇v|2)A(t)∇v · ∇w + ξ(t)vw − f tw dx, (48)
where v ∈W 1q (Ω) and w ∈W 1q′(Ω) with q > 2 and q′ := q/(q− 1). Notice that Gy = GXy also depends
on the vector field X, however, to keep the notation simple we omit this dependency. In the rest of
the paper we assume f ∈W 1q (D).
Definition 2.12. Let y ∈ Ω be fixed and q ∈ (2, q0], where q0 is as in Lemma 2.9. We introduce the
averaged adjoint equation as:
Find pty ∈W 1Γ,q′(Ω),
∫ 1
0
dvGy(t, su
t + (1− s)u, pty)(ϕ) ds = 0 for all ϕ ∈W 1Γ,q(Ω). (49)
The function pty is referred to as averaged adjoint state.
The reason for introducing the averaged adjoint equation is the following identity
Gy(t, u
t, pty)−Gy(t, u, pty) =
∫ 1
0
dvGy(t, su
t + (1− s)u, pty)(ut − u) ds = 0, (50)
where the last equality follows in view of (49) and ut − u ∈ W 1Γ,q(Ω). Now with the Lagrangian Gy
the shape functions J∞(·) and j(·) can be expressed as
J∞(ΩΓt ) = max
y∈Ω
j(ΩΓ,yt ), j(Ω
Γ,y
t ) = Gy(t, u, p
t
y), y ∈ Ω. (51)
Consequently it suffice to study the differentiability of t 7→ maxy∈ΩGy(t, u, pty) and t 7→ GXy (t, u, pty)
in order to prove that J∞(·) is Eulerian semi-differentiable at ΩΓ ∈ Ξ and j(·) is shape differentiable
at all ΩΓ,y, where ΩΓ ∈ Ξ and y ∈ Ω. This is the content of the following two sections. At first we
study the averaged adjoint equation. We notice that (49) is equivalent to∫
Ω
bt(x, ut, u) Lpty · Lϕ dx = −Ψ¯t(y, ut, u)ϕ(y) for all ϕ ∈W 1Γ,q(Ω), (52)
where
bt(x, ut, u) :=
∫ 1
0
∂ζa
t(x, sLut(x) + (1− s)Lu(x)) ds, (53)
Ψ¯t(y, ut(y), u(y)) :=
∫ 1
0
∂ζΨ(Φt(y), su
t(y) + (1− s)u(y)) ds. (54)
In view of
∂ζa
t(x, ζ) =
(
ξ(t, x)ζ0
β(|B(t, x)ζˆ|2)A(t, x) + 2β′(|B(t, x)ζˆ|2) A(t, x)ζˆ ⊗B(t, x)ζˆ
)
, ζ =
(
ζ0
ζˆ
)
, (55)
it immediately follows from Assumption 2.1, item 4, that there is a constant c > 0 so that ‖bt(·, ut, u)‖L∞(Ω) ≤
c for all t. Notice that at t = 0 equation (52) reduces to the usual adjoint state equation:
find py ∈W 1q′(Ω),
∫
Ω
b(x, u)Lpy · Lϕ dx = −∂uΨ(y, u(y))ϕ(y) for all ϕ ∈W 1Γ,q(Ω), (56)
where b(x, ·) := b0(x, ·, ·). We associate with bt the (linear) operator Btq′ : W 1Γ,q′(Ω)→W−1Γ,q′(Ω) defined
by 〈Btqv, w〉 :=
∫
Ω
bt(x, ut, u)Lv · Lw dx.
The proof of the following lemma follows [21].
10
Lemma 2.13. Let ΩΓ ∈ Ξ with associated q0 > 2 be given. Then there is exists δ > 0, so that the
averaged operator Btq′ : W 1Γ,q′(Ω)→W−1Γ,q′(Ω) is an isomorphism for all t ∈ [0, τ ]. Moreover, there is a
constant c > 0, so that for all t ∈ [0, δ],
‖(Btq′)−1f − (Btq′)−1g‖W 1
Γ,q′ (Ω)
≤ c‖f − g‖W−1
Γ,q′ (Ω)
for all f, g ∈W 1Γ,q′(Ω). (57)
Proof. Let  > 0 be fixed. Using Assumption 2.1 it is readily checked that there is δ > 0 so that
for all t ∈ [0, δ] the function bt(x, ζ) := bt(x, ut, u)ζ satisfies (2) with m = min{1, k} −  and M =
max{K, 1} +  for t sufficiently small. Hence there is δ > 0 so that the mapping Btq : W 1Γ,q(Ω) →
W−1Γ,q(Ω) is an isomorphism for all t ∈ [0, δ]. Thus by the closed range theorem also the adjoint
(Btq)∗ = Btq′ : W 1Γ,q′(Ω) → W−1Γ,q′(Ω) is an isomorphism with continuous inverse and we finish the
proof.
Lemma 2.14. Let ΩΓ ∈ Ξ with associated q0 > 2 be given. Assume yt : R → R2 is a function that
is continuous from the right in t = 0 with y(0) = y ∈ Ω. For t ≥ 0 we denote by ptyt ∈ W 1Γ,q′(Ω) the
solution of ∫
Ω
bt(x, ut, u)Lptyt · Lϕ dx = −Ψ¯t(yt, ut(yt), u(yt))ϕ(yt) for all ϕ ∈W 1Γ,q(Ω), (58)
where q > 2 is the conjugate of q′, that is, 1/q′ + 1/q = 1. Then 1 < q′ < 2 and we get ptyt ⇀ py
weakly in W 1Γ,q′(Ω), where py denotes the solution of (56).
Proof. By Sobolev’s embedding the inclusion mapping EΓ : W
1
Γ,q(Ω) → CΓ(Ω) is continuous for all
q > 2. Thus the adjoint E∗Γ : CΓ(Ω) → W 1Γ,q(Ω) is continuous, too. As the mapping αtδyt : CΓ(Ω) →
R, f 7→ αtf(yt) , where αt =: Ψ¯t(yt, ut(yt), u(yt)) ∈ R, is continuous, we can rewrite (58) as
〈Btq′ptyt , ϕ〉W 1
Γ,q′ ,W
−1
Γ,q′
= −〈E∗Γ(αtδyt), ϕ〉W 1
Γ,q′ ,W
−1
Γ,q′
for all ϕ ∈W 1Γ,q(Ω). (59)
Now applying Lemma 2.14 yields ‖ptyt‖W 1q′ (Ω) ≤ c‖E
∗
Γ(α
tδyt)‖W−1
Γ,q′ (Ω)
≤ cαt‖δyt‖(CΓ(Ω))∗ ≤ c for all
t ∈ [0, δ]. So for each real nullsequence (tn) there is a subsequence and z ∈W 1Γ,q′(Ω), still indexed the
same, such that pytn ⇀ z in W
1
Γ,q′(Ω). Therefore passing to the limit in (58), we conclude by uniqueness
of the adjoint state equation that z = py. This also shows pyt ⇀ py in W
1
Γ,q′(Ω) as t↘ 0.
2.4 Shape derivative of j(·) via averaged adjoint
Let X ∈ ◦C1(D,R2) be a given vector field and Φt the corresponding flow. Let ΩΓ ∈ Ξ and y ∈ Ω.
Then the perturbation of the set ΩΓ,y = (ΩΓ, y) is defined by ΩΓ,yt := (Ωt,Γt, yt), where Ωt := Φt(Ω),
Γt := Φt(Γ) and yt := Φt(y). The Eulerian semi-derivative of j(·) at ΩΓ,y in direction X is then
defined by dj(ΩΓ,y)(X) = limt↘0(j(Ω
Γ,y
t ) − j(ΩΓ,y))/t. Let us now prove that j(·) is in fact shape
differentiable.
Theorem 2.15. Let ΩΓ ∈ Ξ and y ∈ Ω be given and assume 2 < q < q0. The shape function j(·) is
shape differentiable at every ΩΓ,y and the derivative in direction X ∈ ◦C1(D,R2) is given by
dj(ΩΓ,y)(X) = ∂tG
X
y (0, u, py), (60)
where (u, py) ∈W 1Γ,q(Ω)×W 1Γ,q′(Ω) solves (22) and (56), respectively.
It is sufficient to prove the following lemma.
Lemma 2.16. Let ΩΓ ∈ Ξ and y ∈ Ω be given and assume 2 < q < q0. For all functions yt = y(t) :
R→ R2 that are continuous from the right in t = 0, we have
lim
t↘0
Gyt(t, u
t, ptyt)−Gyt(0, u, ptyt)
t
= ∂tGy(0, u, py), (61)
where (u, py) ∈W 1Γ,q(Ω)×W 1Γ,q′(Ω) solves (22) and (56), respectively.
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Proof. By definition of the function ptyt , t > 0, we get (cf. (50))
Gyt(t, u
t, ptyt)−Gyt(0, u, pyt)
t
=
Gyt(t, u, p
t
yt)−Gyt(0, u, ptyt)
t
. (62)
We want to pass to the limit on the right hand side. To do so notice
Ψ(Φt(yt), u(yt))−Ψ(yt, u(yt))
t
=
∫ 1
0
∇Ψ(sΦt(yt) + (1− s)yt, u(yt)) dsΦt(yt)− yt
t
(63)
and consequently∣∣∣∣Ψ(Φt(yt), u(yt))−Ψ(yt, u(yt))t −∇yΨ(y, u(y))
∣∣∣∣ ≤ c∥∥∥∥Φt − idt −X
∥∥∥∥
C(D,R2,2)︸ ︷︷ ︸
→0, in view of Lemma 1.10
.
(64)
By Lemma 2.14, we obtain ptyt → py in W 1Γ,q′(Ω) for q′ = q/(q − 1). Thus Lemma 1.10 implies∫
Ω
β(|B(t)∇u|2)A(t)− β(|∇u|2)
t
∇ptyt · ∇u+
ξ(t)− 1
t
ptytu dx−
∫
Ω
f t − f
t
ptyt dx
→
∫
Ω
β(|∇u|2)A′(0)∇py · ∇u+ 2β′(|∇u|2)B′(0)∇u · ∇u∇py · ∇u dx+
∫
Ω
div(X)pyu− f ′py dx
(65)
as t↘ 0. Now (64) and (65) together imply (61) and thus our claim.
Proof of Theorem 2.15. According to (51) we have j(ΩΓ,yt ) = Gy(t, u, p
t
y) for all t and all y ∈ Ω. So an
application of Lemma 2.16 with y(t) ≡ y, yields dj(ΩΓ,y)(X) = ddt Gy(t, ut, py)|t=0 = ∂tGy(0, u, py).
Now we can present explicit formulas for the shape derivative of j(·).
Corollary 2.17. Let ΩΓ ∈ Ξ and assume 2 < q < q0.
(a) The shape derivative of j(·) at ΩΓ,y, y ∈ Ω, in direction X ∈ ◦C1(D,R2) is given by
dj(ΩΓ,y)(X) =
∫
Ω
S1(u, py) : ∂X + S0(u, py) ·X dx+X(y) · ∇yΨ(y, u(y)), (66)
where
S1(u, py) :=(β(|∇u|2)∇u · ∇py + upy − fpy)I − β(|∇u|2)(∇u⊗∇py +∇py ⊗∇u)
− 2β′(|∇u|2)(∇u · ∇py)∇u⊗∇u
(67)
S0(u, py) := −∇fpy. (68)
Here, (u, py) ∈W 1Γ,q(Ω)×W 1Γ,q′(Ω) solve (22) and (56), respectively.
(b) Assume ∂Ω ∈ C1, u ∈ H2(Ω), f ∈ H2(Ω) and py ∈ H2(Ω \ {y}) for y ∈ Ω and py ∈ H2(Ω) for
y ∈ ∂Ω. Then for every y ∈ Ω,
− div(S1(u, py)) + S0(u, py) = 0 a.e. in Ω \ {y} (69)
and for every y ∈ ∂Ω,
− div(S1(u, py)) + S0(u, py) = 0 a.e. in Ω. (70)
Moreover, for all y ∈ Ω,
dj(ΩΓ,y)(X) =
∫
∂Ω
S1(u, py)ν · ν(X · ν) ds+ (S1(u, py)ν ⊗ δy)X +X(y) · ∇yΨ(y, u(y)), (71)
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where (S1(u, py)ν ⊗ δy)X := limδ↘0
∫
∂Bδ(y)
S1(u, py)ν ·X ds and for all y ∈ ∂Ω,
dj(ΩΓ,y)(X) =
∫
∂Ω
S1(u, py)ν · ν(X · ν) ds+X(y) · ∇yΨ(y, u(y)). (72)
Here Bδ(y) denotes the ball centered at y with radius δ.
Proof. At first by Theorem 2.15, j(ΩΓ,y)(X) = ∂tG
X
y (0, u, py) and
∂tG
X
y (0, u, py) =
∫
Ω
β(|∇u|2)A′(0)∇py · ∇u+ 2β′(|∇u|2)B′(0)∇u · ∇u∇py · ∇u dx
+
∫
Ω
div(X)pyu− f ′py dx−
∫
Ω
f ′py dx+X(y) · ∇yΨ(y, u(y)),
(73)
for all X ∈ ◦C1(D,R2), where according to Lemma 1.10, A′(0) = div(X)I − ∂X − ∂X> and f ′ :=
div(X)f +∇f ·X. Therefore it is readily verified that (73) can be brought into the tensor form (66).
Let us now prove that (66) is in fact equivalent to (71) when u ∈ H2(Ω), f ∈ H2(Ω) and py ∈ H2(Ω)
for y ∈ ∂Ω and py ∈ H2(Ω \ {y}) for y ∈ Ω. Let y ∈ Ω be given and choose δ > 0 such that Bδ(y) ⊂ Ω
and define the Lipschitz domain Ωδ := Ω \ Bδ(y). By Nagumo’s theorem it follows that for all δ > 0
so that Bδ(y) ⊂ Ω, dj(ΩΓ,y)(X) = 0 for all X ∈ C1c (Ωδ,R2). But according to (66) this is equivalent
to ∫
Ω
S1(u, py) : ∂X + S0(u, py) ·X dx = 0 ∀X ∈ C1c (Ωδ,R2). (74)
Now partial integration and the fundamental theorem of the calculus of variations yield for all small
δ > 0 − div(S1(u, py)) + S0(u, py) = 0 a.e. on Ωδ and hence
− div(S1(u, py)) + S0(u, py) = 0 a.e. on Ω \ {y}. (75)
Setting S1 := S1(u, py) and S0 := S0(u, py), we obtain
dj(ΩΓ,y)(X) =
∫
Bδ(y)
S1 : ∂X + S0 ·X dx+
∫
Ωδ
(−div(S1) + S0︸ ︷︷ ︸
=0,(75)
) ·X dx+
∫
∂Ω
S1ν ·X ds
+X(y) · ∇yΨ(y, u(y)) +
∫
∂Bδ(y)
S1ν ·X ds for X ∈ C1c (D,R2).
(76)
Further Ho¨lder’s inequality shows∣∣∣∣∣
∫
Bδ(y)
S1 : ∂X + S0 ·X dx
∣∣∣∣∣ ≤ |Bδ(y)|1/q′‖X‖C1(‖S1‖Lq(Ω,R2,2) + ‖S0‖Lq(Ω,R2))
and the right hand side goes to zero as δ ↘ 0. Consequently
lim
δ↘0
∫
∂Bδ(y)
S1ν ·X ds = dj(ΩΓ,y)(X)−
∫
∂Ω
S1ν ·X ds+X(y) · ∇yΨ(y, u(y)) (77)
for all X ∈ ◦C1(D,R2). Observe X 7→ (S1(u, py)ν ⊗ δy)X := limδ↘0
∫
∂Bδ(y)
S1ν · X ds is linear and
continuous as a mapping
◦
C1(D,R2)→ R. Define Xτ := X − (X · ν˜)ν˜, where ν˜ is a smooth extension
of ν such that suppν˜ ⊂ D \Bδ(y) and X ∈ C1c (D,R2). Then dj(ΩΓ,y)(Xτ ) = 0 which is equivalent to∫
∂Ω
S1ν ·X ds =
∫
∂Ω
S1ν · ν(X · ν) ds for all X ∈ C1c (D,R2). (78)
So inserting (78) into (76), we recover (71).
Now let y ∈ ∂Ω. Then dj(ΩΓ,y)(X) = 0 for allX ∈ C1c (Ω,R2) and this is equivalent to
∫
Ω
S1(u, py) :
∂X + S0(u, py) ·X dx = 0 for all X ∈ C1c (Ω,R2), from which we conclude by partial integration and
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the fundamental theorem of calculus of variations, −div(S1(u, py)) + S0(u, py) = 0 a.e. on Ω. Hence
integrating by parts we obtain
dj(ΩΓ,y)(X) =
∫
∂Ω
S1ν ·X ds+X(y) · ∇yΨ(y, u(y)) for X ∈
◦
C1(D,R2) (79)
and since also in this case (78) is valid we get (72).
Remark 2.18. Notice that if we strengthen the assumption in item (b) of the previous theorem and
assume for all y ∈ Ω, py ∈ H2(Ω), then it follows from (77) by partial integration (S1(u, py)ν⊗δy)X =
0.
2.5 Eulerian semi-derivative of J∞(·)
The following theorem is a Danksin type theorem and follows essentially from the proof of [7, Theorem
2.1, p.524]. Since our setting is different from the one in the book we give a proof.
Lemma 2.19. Let K ⊂ Rd be a compact set, τ > 0 a positive number and g : [0, τ ]×K → R some
function. Define for t ∈ [0, τ ] the set Rt = {z ∈ K : maxx∈K g(t, x) = g(t, z)} with the convention
R := R0. Assume that
(A1) for all x ∈ R, the partial derivative ∂tg(0+, x) exists,
(A2) for all t ∈ [0, τ ], the function x 7→ g(t, x) is upper semi-continuous,
(A3) for all real nullsequences (tn), tn ↘ 0, and all sequences (ytn), ytn ∈ Rtn converging to some
y ∈ R, we have
lim
n→∞
g(tn, ytn)− g(0, ytn)
tn
= ∂tg(0
+, y). (80)
Then
d
dt
(
max
x∈K
g(t, x)
)
t=0
= max
x∈R
∂tg(0
+, x). (81)
Proof. Due to assumption (A2) and the compactness of K the set Rt is nonempty for all t ∈ [0, τ ].
Furthermore, by definition, for all t ≥ 0, yt ∈ Rt, and y ∈ R we have g(t, yt) ≥ g(t, y) and g(0, y) ≥
g(0, yt). Using these two inequalities we obtain g(t, yt)− g(0, y) ≥ g(t, y)− g(0, y) and also g(t, yt)−
g(0, y) ≤ g(t, yt)− g(0, yt) and consequently
g(t, y)− g(0, y) ≤ g(t, yt)− g(0, y) ≤ g(t, yt)− g(0, yt). (82)
Setting δ(t) := (g(t, yt) − g(0, y))/t it is sufficient to show that lim inft↘0 δ(t) = lim supt↘0 δ(t)
and one of the limits is finite. By assumption (A1) and (82), we obtain the chain of inequalities
∂tg(0
+, y) ≤ lim inft↘0 δ(t) ≤ lim supt↘0 δ(t) for all y ∈ R. Since the previous inequality is true for
all y ∈ R it implies
max
y∈R
∂tg(0
+, y) ≤ lim inf
t↘0
δ(t) ≤ lim sup
t↘0
δ(t). (83)
Now K is compact and yt ∈ K for all t ≥ 0, so we find for each nullsequence (tn) a subsequence, still
indexed the same, and y ∈ K, such that ytn → y as n → ∞. We need to show that y ∈ R. In fact it
follows for all x ∈ K, g(tn, x) ≤ g(tn, ytn) = g(0, ytn) + tn g(tn,ytn )−g(0,ytn )tn and thus using Assumption
(A2) we get for all x ∈ K,
g(0, x) = lim sup
n→∞
g(tn, x) ≤ lim sup
n→∞
g(0, ytn) + lim sup
n→∞
tn
g(tn, ytn)− g(0, ytn)
tn
≤ g(0, y). (84)
This shows that y is a maximum of g(0, ·), that is, y ∈ R. We deduce from (82) and Assumption (A3),
lim supt↘0 δ(t) ≤ limn→∞ g(tn,ytn )−g(0,ytn )tn = ∂tg(0+, y) and hence lim supt↘0 δ(t) ≤ ∂tg(0+, y) ≤
maxy∈R ∂tg(0+, y). Finally combining the previous inequality with (83) yields,
maxy∈R ∂tg(0+, y) ≤ lim inft↘0 δ(t) ≤ lim supt↘0 δ(t) ≤ maxy∈R ∂tg(0+, y) and thus the desired re-
sult.
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Let us define the set
R(ΩΓ) :=
{
x ∈ Ω : J∞(ΩΓ) = Ψ(x, u(x))
}
. (85)
We can now prove the following main result.
Theorem 2.20. Let ΩΓ ∈ Ξ be given and suppose q ∈ (2, q0]. Then the Eulerian semi-derivative of
the shape function J∞ given by (12) at ΩΓ in direction X ∈
◦
C1(D,R2) is given by
dJ∞(ΩΓ)(X) = max
y∈R(ΩΓ)
∂tG
X
y (0, u, py), (86)
where (u, py) ∈W 1Γ,q(Ω)×W 1Γ,q′(Ω) solve (22) and (56), respectively.
Proof. We apply Lemma 2.19 with g(t, y) := Gy(t, u
t, py) = Gy(t, u, p
t
y) and K := Ω. Assumption
(A1) is clear. Assumptions (A2) follows from Lemma 2.14 and the continuity of u. Assumption (A3)
is a consequence of Lemma 2.16. Thus all assumptions are satsified and the claim follows.
The next theorem gives a complete characterisation of the Eulerian semi-derivative of J∞(·). We
show that the Eulerian semi-derivative is related to the maximum of a boundary integral provided the
state and adjoint state are more result. This can be seen as a generalisation of [20, Proposition 3.2].
Theorem 2.21. Suppose ΩΓ ∈ Ξ and 2 < q < q0.
(a) The Eulerian semi-derivative of the maximum function (12) at ΩΓ in direction X ∈ ◦C1(D,R2)
is given by
dJ∞(ΩΓ)(X) = max
y∈R(ΩΓ)
(∫
Ω
S1(u, py) : ∂X + S0(u, py) ·X dx+X(y) · ∇yΨ(y, u(y))
)
, (87)
where S1,S0 are defined in (68),(67). The adjoint state py ∈W 1q′(Ω) solves for y ∈ R(ΩΓ),∫
Ω
b(x, u)Lpy · Lϕ dx = −∂uΨ(y, u(y))ϕ(y) for all ϕ ∈W 1Γ,q(Ω), (88)
and the state u ∈W 1Γ,q(Ω) solves the state equation (22). Moreover,∫
Ω
S1(u, py) : ∂X + S0(u, py) ·X dx+X(y) · ∇yΨ(y, u(y)) ≤ 0 (89)
for all X ∈ ◦C1(Ω,R2) and for all y ∈ R(ΩΓ).
(b) When ∂Ω ∈ C1, u ∈ H2(Ω), py ∈ H2(Ω \ {y}) for all y ∈ Ω ∩ R(ΩΓ) and py ∈ H2(Ω) for all
y ∈ ∂Ω ∩R(ΩΓ), then (87) is equivalent to
dJ∞(ΩΓ)(X) = max
y∈R(ΩΓ)
(∫
∂Ω
S1(u, py)ν · νXν ds+ χ∂Ω(y)Xν(y)ν(y) · ∇yΨ(y, u(y))
)
(90)
where X ∈ ◦C1(D,R2) and Xν := X · ν. Here χ∂Ω denotes the characteristic function associated
with ∂Ω.
Proof. Equation (87) follows by combining Corollary 2.17, Theorem 2.20 and Theorem 2.15.
We now prove (89). By Nagumo’s theorem it follows dJ∞(ΩΓ)(X) = 0 for all X ∈
◦
C1(Ω,R2) and
this implies,
dj(ΩΓ,y)(X) ≤ dJ∞(ΩΓ)(X) = 0 (91)
for all y ∈ R(ΩΓ) and all X ∈ ◦C1(Ω,R2). Taking into account (66) we recover (89).
Now under the assumption of item (b) we know from Corollary 2.17 that dj(ΩΓ,y) has the form
(71) for y ∈ R(ΩΓ) ∩ Ω. So inserting (71) into (91) and taking into account X = 0 on ∂Ω, we obtain
(S1(u, py)ν ⊗ δy)X + X(y) · ∇yΨ(y, u(y)) ≤ 0 for all y ∈ Ω ∩ R(ΩΓ) and all X ∈
◦
C1(Ω,R2). Since
this inequality is true for all X ∈ ◦C1(Ω,R2) we obtain (S1(u, py)ν ⊗ δy) + ∇yΨ(y, u(y)) = 0 for all
y ∈ Ω∩R(ΩΓ). Further we get X(y) ·∇yΨ(y, u(y)) ≤ 0 for all y ∈ ∂Ω∩R(ΩΓ) and all X ∈ C1(Ω,R2)
with X · ν = 0 on ∂Ω. Consequently (90) follows from (71) and (72).
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Corollary 2.22. Let ΩΓ ∈ Ξ. Assume that R(ΩΓ) ⊂ ∂Ω and Γ = ∅. Then
dJ∞(ΩΓ)(X) = max
y∈R(ΩΓ)
X(y) · ∇yΨ(y, u(y)) for all X ∈
◦
C1(D,R2). (92)
Proof. This follows immediately from (87), since py = 0 for all y ∈ Γ0 = ∂Ω.
Corollary 2.23. Let ΩΓ ∈ Ξ. If R(ΩΓ) = {y0} is a single-tone, then J∞(·) is shape differentiable at
ΩΓ.
Corollary 2.24. Let ΩΓ ∈ Ξ. We have dJ∞(ΩΓ)(X + Y ) ≤ dJ∞(ΩΓ)(X) + dJ∞(ΩΓ)(Y ) for all
X,Y ∈ ◦C1(D,R2).
Remark 2.25. We note that to show the differentiability of J∞(·) one might want to use the material
derivative approach; cf. [24]. In our general setting this approach is difficult to apply as one would
have to show the strong differentiability of t 7→ ut from [0, τ ] into W 1Γ,p(Ω) for some q > 2. The weak
differentiablity is not sufficient as W 1Γ,p(Ω) does not embed compactly into CΓ(Ω).
3 Characterisation of stationary points of J∞(·)
This section is devoted to the characterisation of stationary points of the shape function J∞(·).
We closely follow the approach of [8], where finite dimensional problems are studied. Accordingly
many results have to be carefully modified to account for the infinite dimensionality of our problem.
Throughout this section we suppose that the assumptions of Theorem 2.20, item (a), are satisfied.
3.1 Gradient of j(·)
Let H(Ω,R2) be some Hilbert space of functions from Ω into R2. According to Corollary 2.17 the
shape derivative of j(·) at ΩΓ,y, y ∈ Ω is given by
dj(ΩΓ,y)(X) =
∫
Ω
S1(u, py) : ∂X + S0(u, py) ·X dx+X(y) · ∇yΨ(y, u(y)) (93)
for all X ∈ ◦C1(D,R2). Assume that H(Ω,R2) ⊂ ◦C0,1(D,R2), such that a ⊗ δy : H(Ω,R2) → R :
X 7→ a · X(y) is continuous for all a ∈ R2. Denoting by R : H(Ω,R2) → (H(Ω,R2))∗ the Riesz
isomorphism then we have R−1(dj(ΩΓ,y)) = ∇j(ΩΓ,y) and by definition it satisfies for fixed y ∈ Ω the
variational equation,
(∇j(ΩΓ,y), ϕ)H = dj(ΩΓ,y)(ϕ) for all ϕ ∈ H(Ω,R2). (94)
As a consequence (87) can be written as dJ∞(ΩΓ)(X) = maxy∈R(ΩΓ)(∇j(ΩΓ,y), X)H. One way to
construct the space H(Ω,R2) is to define it as reproducing kernel Hilbert space associated with
matrix-valued kernels of the form K(x, y) = φ(|x− y|2/σ)I, σ > 0, where φ ∈ C1(R) is some smooth
function. Then [9, Lemma 3.13] provides an explicit formula for the gradient of j(ΩΓ,y). An alternative
way, also described in [9], is to choose H(Ω,R2) as a finite element space VN (Ω,R2). This is described
in more detail in the last section of this paper. In the following we fix the space H(Ω,R2) and denote
the gradient of j(·) simply by ∇j(ΩΓ,y) always keeping in mind that it depends on the choice of the
space H(Ω,R2) and the inner product chosen.
3.2 Stationary points
The following presentation is based on [8, Chapter 3]. We point out that there only the finite dimen-
sional case was studied and we have to adapt our results to the infinite dimensional setting.
Let us begin with the definition stationary points.
Definition 3.1. The set ΩΓ ∈ Ξ is said to be a stationary point for J∞(·) with respect to perturbations
in H(Ω,R2) if dJ∞(ΩΓ)(X) ≥ 0 for all X ∈ H(Ω,R2).
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Define the sets
H(ΩΓ) := {∇j(ΩΓ,y) : y ∈ R(ΩΓ)} (95)
and the convex hull of H(ΩΓ) by
L(ΩΓ) :=
{
n∑
k=1
αkX
k : n ∈ N, Xk ∈ H(ΩΓ), αk ≥ 0, k = 1, . . . , n,
n∑
k=1
αk = 1
}
. (96)
The closure of L(ΩΓ) in H(Ω,R2) is denoted by L¯(ΩΓ). We now show that H(ΩΓ) is closed and
bounded.
Remark 3.2. Notice that the set L¯(ΩΓ) is related to the Clarke subdifferential; cf. [4].
Lemma 3.3. The set H(ΩΓ) is closed and bounded in H(Ω,R2).
Proof. We first show that H(ΩΓ) is closed. Set Xy := ∇j(ΩΓ,y). Let {yn} be a sequence in R(ΩΓ)
such that Xyn → X in H(Ω,R2). Since R(ΩΓ) is compact there is a subsequence {ynk} such that
ynk → y ∈ R(ΩΓ) as k →∞. Hence Lemma 2.14 implies pnk ⇀ py weakly in W 1Γ,q′(Ω) and using (94),
we get
(Xynk , ϕ)H =
(∫
Ω
S1(u, pynk ) : ∂ϕ+ S0(u, pynk ) · ϕ dx+∇yΨ(ynk , u(ynk)) · ϕ(ynk)
)
→
(∫
Ω
S1(y, py) : ∂ϕ+ S0(u, py) · ϕ dx+∇yΨ(y, u(y))
)
= (X,ϕ)H for all ϕ ∈ H(Ω,R2).
(97)
Now as the weak limit and the strong limit coincide it follows X = Xy. The boundedness of H(ΩΓ)
is obvious since Ω→ R : y 7→ ‖Xy‖H is continuous and Ω compact.
With the definition of H(ΩΓ) we can write the Eulerian semi-derivative of J∞(·) as
dJ∞(ΩΓ)(X) = maxZ∈H(ΩΓ)(Z,X)H and the right hand side can be further rewritten.
Lemma 3.4. There holds for all X ∈ H(Ω,R2),
max
Z∈H(ΩΓ)
(Z,X)H = max
Z∈L¯(ΩΓ)
(Z,X)H. (98)
Proof. Since H(ΩΓ) ⊂ L¯(ΩΓ), we immediately get the inequality
max
Z∈H(ΩΓ)
(Z,X)H ≤ max
Z∈L¯(ΩΓ)
(Z,X)H. (99)
To show the other inquality let Zˆ ∈ L¯(ΩΓ). Then by definition we find a sequence {Zn} in H(Ω,R2)
such that Zn → Zˆ in H(Ω,R2) and Zn =
∑n
i=1 α
i
nZ
yni with
∑n
i=1 α
i
n = 1, α
i
n ≥ 0. We obtain for all
n ≥ 1,
(Zn, ϕ)H =
n∑
i=1
αin(Z
yni , ϕ)H ≤ max
Z∈H(ΩΓ)
(Z,ϕ)H
n∑
i=1
αin = max
Z∈H(ΩΓ)
(Z,ϕ)H. (100)
Passing to the limit n → ∞ shows (Zˆ, ϕ)H ≤ maxZ∈H(ΩΓ)(Z,ϕ)H for all Zˆ ∈ L¯(ΩΓ). Taking the
supremum over Zˆ and taking into account inequality (99) finishes the proof.
Lemma 3.5. The set ΩΓ ∈ Ξ is a stationary point for J∞(·) in H(D,R2), that is, dJ∞(ΩΓ)(X) ≥ 0
for all X ∈ H(Ω,R2) if and only if 0 ∈ L¯(ΩΓ).
Proof. According to Lemma 1.12, we have 0 6∈ L¯(ΩΓ) if and only if there exists X0 ∈ L¯(ΩΓ),
X0 6= 0 satisfying (X0, X0)H(Ω,Rd) ≥ (X0, ϕ)H(Ω,Rd) for all ϕ ∈ L¯(ΩΓ). Thus 0 6∈ L¯(ΩΓ) implies
−‖X0‖2H(Ω,Rd) ≥ maxϕ∈L¯(ΩΓ)(−X0, ϕ)H(Ω,Rd) = dJ∞(ΩΓ)(−X0) and hence dJ∞(ΩΓ)(−X0) < 0.
Conversely if there exists X0 ∈ L¯(ΩΓ), X0 6= 0, such that dJ∞(ΩΓ)(X0) < 0, then (X0, ϕ)H(Ω,Rd) ≤
dJ∞(ΩΓ)(X0) < 0 for all ϕ ∈ L¯(ΩΓ) which can only be true if 0 6∈ L¯(ΩΓ). This finishes the proof.
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Definition 3.6. We call g ∈ H(Ω,R2) with ‖g‖H = 1 steepest descent direction of J∞(·) at Ω if
dJ∞(ΩΓ)(g) ≤ dJ∞(ΩΓ)(ϕ) for all ϕ ∈ H(Ω,R2) with ‖ϕ‖H = 1. (101)
Remark 3.7. Since according [17, Lemma 2.8] the Eulerian semi-derivative dJ∞(ΩΓ)(·) is 1-homogeneous
we can restrict ourselves to the unique sphere in the previous definition.
At this juncture let us introduce for ΩΓ ∈ Ξ the function
ψ(ΩΓ) := min
X∈H(Ω,R2)
‖X‖H=1
max
Z∈H(ΩΓ)
(Z,X)H. (102)
Lemma 3.8. Suppose that ψ(ΩΓ) < 0. Then
ψ(ΩΓ) = max
Z∈L¯(ΩΓ)
(
Z,− Zˆ‖Zˆ‖H
)
H
= −‖Zˆ‖H, (103)
where Zˆ ∈ H solves the minimisation problem ‖Zˆ‖H = minX∈L¯(ΩΓ) ‖X‖H.
Proof. We apply Lemma 1.12 with H := H(Ω,R2), x0 = 0 and K = L¯(ΩΓ). Hence we find Z∗ 6= 0
in L¯(ΩΓ) with (Z,Z∗)H ≥ (Z∗, Z∗)H for all Z ∈ L¯(ΩΓ). Therefore for G¯ := Z∗/‖Z∗‖H it holds
(G¯, Z)H ≤ −‖Z∗‖H for all Z ∈ L¯(ΩΓ) which in turn implies
max
Z∈L¯(ΩΓ)
(Z∗, Z)H =
(
Z∗,− Z
∗
‖Z∗‖H
)
H
= −‖Z∗‖H. (104)
This is already the second equality in (103). As for the second one we observe that Cauchy-Schwarz’s in-
equalty shows (Z, Y )H ≥ −‖Z‖H‖Y ‖H for all Z, Y ∈ H(Ω,R2). Hence we get −‖Z∗‖H ≤ (Z∗, G)H ≤
maxZ∈L¯(ΩΓ)(Z∗, G)H for arbitrary G ∈ H(Ω,R2) with ‖G‖H = 1. So combining the previous inequal-
ity with (104) yields the desired result.
Lemma 3.9. The function l(G) := maxZ∈L¯(ΩΓ) (Z,G)H attains its minimum on the unit sphere in
exactly one point.
Proof. The proof of [8, Hilfsatz 3.3.7. p.63-44] applies also to our setting.
In analogy to the case in which Eulerian semi-derivative is linear (see [9, Lemma 2.10]) we can
prove the existence and uniqueness of steepest descent directions in the nonlinear case. However, the
computation is more involed than in the linear case.
Theorem 3.10. Let ΩΓ ∈ Ξ and suppose ψ(ΩΓ) < 0. Then there is a unique steepest descent direction
g ∈ H(Ω,R2), ‖g‖H = 1, for J∞(·) at ΩΓ given by g := − Zˆ‖Zˆ‖H , where Zˆ = PL¯(ΩΓ)(0) is the projection
of 0 ( in H(Ω,R2)) onto L¯(ΩΓ).
Proof. Follows from Lemmas 3.9 and 3.8.
3.3 -stationary points
In order to define stable numerical algorithms we introduce -stationary points. For  ≥ 0 we define
R(Ω
Γ) := {y ∈ Ω : J∞(ΩΓ)−Ψ(y, u(Ω,Γ, y)) ≤ } (105)
H(Ω
Γ) := {∇j(ΩΓ,y) : y ∈ R(ΩΓ)} (106)
and the convex hull of H(Ω
Γ) is denoted by L(Ω
Γ). Let us introduce for  ≥ 0,
ψ(Ω
Γ) := min
X∈H(Ω,R2)
‖X‖H=1
max
y∈R(ΩΓ)
(∇j(ΩΓ,y), X)H.
Analogously to steepest descent directions we introduce -steepest descent directions.
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Definition 3.11. (i) We call ΩΓ ∈ Ξ an -stationary point for J∞(·) with respect to perturbations
in H(Ω,R2) if ψ(ΩΓ) ≥ 0.
(ii) We call g a -steepest descent direction for J∞(·) at ΩΓ in H(Ω,R2) if
max
Z∈L¯(ΩΓ)
(Z, g)H = min
X∈H(Ω,R2)
‖X‖H=1
max
Z∈L¯(ΩΓ)
(Z,X)H. (107)
It is readily verified that ΩΓ is an -stationary point if and only if 0 ∈ L¯(ΩΓ). Moreoever, if
ψ(Ω
Γ) < 0 there is a unique -steepest descent direction at ΩΓ in the space H(Ω,R2) given by
g = − gˆ‖g‖H , where g is the projection of 0 onto L¯(Ω
Γ).
The crucial point of -steepest descent directions gk is that they decrease the cost function J∞(·).
Suppose that ψk(Ω
Γ) < 0 and let gk := g

k be the k-steepest descent direction. Then
dJ∞(ΩΓ)(gk) ≤ max
Z∈L¯(ΩΓ)
(Z,gk)H < 0 (108)
and as a consequence J∞(Φ
gk
t (Ω
Γ)) < J∞(ΩΓ) for sufficiently small t. The parameter  is a sort of
regularisation parameter and ensures that the steepest descent directions are not “too local”.
3.4 Discrete problems
Discretisation of the domain Ω
We assume that Ω is a polygonial set. Let {Th}h>0 denote a family of simplicial triangulations Th =
{K} consisting of triangles K such that
Ω =
⋃
K∈Th
K, ∀h > 0.
For every element K ∈ Th, h(K) stands for the diameter of K and ρ(K) for the diameter of the largest
ball contained in K. The maximal diameter of all elements is denoted by h, i.e., h := max{h(K) | K ∈
Th}. Each K ∈ Th consists of three nodes and three edges and we denote the set of nodes and edges
by Nh and Eh, respectively. We assume that there exists a positive constant % > 0, independent of h,
such that h(K)ρ(K) ≤ % holds for all elements K ∈ Th and all h > 0.
Discrete -steepest descent directions and the quadratic program
In order to obtain an algorithm we select for fixed  > 0 a finite subset Rh (Ω
Γ) ⊂ R(ΩΓ) of points.
We use the triangulation of Ω as discretisation, that is,
Rh (Ω
Γ) := R(Ω
Γ) ∩Nh = {y1, . . . , yNh }. (109)
We have #(Rh (Ω)) = N
h
 . Let us set H
h
 (Ω) := {∇j(ΩΓ,y) : y ∈ Rh (Ω)} and denote by Lh (Ω) the
convex hull of Hh (Ω). For y ∈ Rh (Ω) we introduce the vectors Xk := ∇j(ΩΓ,yk) and order them
{X1, · · · , XNh }. For simplicity set henceforth N := Nh and keep in mind that N depends on  and h.
In order to obtain steepest descent directions in H(Ω,R2), we need to solve minX∈Lh (Ω) ‖X‖H. Using
the definition of Lh (Ω) we see that this task is equivalent to solving the quadratic problem
min
N∑
k,l=1
αkαl(Xk, Xl)H subject to
N∑
k=1
αk = 1, αk ≥ 0. (110)
Defining QN := ((Xk, Xl)H)l,k=1,...,N , GN := (1, . . . , 1), EN := −I, gN = −(1, . . . , 1)> and α =
(α1, . . . , αN )
>, problem (110) can be written in the canonical form: minα QNα ·α subject to BNα =
0 and ENα ≤ gN . This quadratic problem is convex and thus admits a unique solution α∗ =
(α∗1, . . . , α
∗
N ). The -steepest descent direction is given by
gh := −
gˆ∗
‖gˆ∗‖H
, where gˆ∗ :=
N∑
k=1
α∗k∇j(ΩΓ,yk). (111)
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Remark 3.12. It is clear that we are not obliged to use the triangulation of Ω to construct a discreti-
sation for Rh (Ω
Γ), however, it is advantageous from the practical point of view.
4 Numerical realisation
4.1 Problem setting
We consider two cost functions
J∞(Ω) := max
x∈Ω
|u(x)− ud(x)|2, J2(Ω) :=
∫
Ω
|u− ud|2 dx, (112)
where in either case u is the solution of (x = (x1, x2))
−∆u(x) + u(x) = (2pi2 + 1) sin(pix1) sin(pix2) in Ω,
u(x) = 0 on ∂Ω.
(113)
Notice that we set Ω := Ω∅ since Γ = ∅. We now define ud(x) := sin(pix1) sin(pix2), such that by
construction Ωopt ∈ argminJ2 and Ωopt ∈ argminJ∞ with Ωopt := (0, 1) × (0, 1). Indeed the unique
solution of (113) on (0, 1) × (0, 1) reads u(x) = sin(pix1) sin(pix2) as can be readily verified. By the
properties of the sinus function we see that also every other domain Ωn := (2n, 2n+ 1)× (2n, 2n+ 1),
n ∈ Z is a global minimum of J∞ and J2, respectively.
Finite element approximation
Now we describe discretisations of dJ2(Ω) and dJ∞(Ω). Let Vh(Ω), h > 0, denote the usual H1(Ω)
conforming finite element space, that is,
Vh(Ω) := {v ∈ C(Ω) : v|K ∈ P1(K), ∀K ∈ Th}. (114)
By
◦
Vh(Ω) we denote all function of the space Vh(Ω) that vanish on the boundary ∂Ω. For each y ∈ Ω
the finite element approximation (uh, p
y
h) ∈
◦
Vh(Ω) ×
◦
Vh(Ω) of state (22) and adjoint state equation
(56) reads, ∫
Ω
∇uh · ∇ϕ+ uhϕdx =
∫
Ω
fϕ dx for all ϕ ∈ ◦Vh(Ω) (115)∫
Ω
∇ϕ · ∇py,h + ϕpy,h dx = −2(u(y)− uh(y))ϕ(y) for all ϕ ∈
◦
Vh(Ω). (116)
With the discretised state and adjoint state equation the discretised version of (87), (where Ψ(y, ζ) :=
|ζ − ud(y)|2) reads
dJh∞(Ω)(X) = max
y∈Rh(Ω)
(∫
Ω
Sy,h1 : ∂X + S
y,h
0 ·X dx−X(y) · ∇ud(y)2(uh(y)− ud(y))
)
, (117)
where for y ∈ Rh (Ω) we set Sy,h1 := S1(uh, py,h) and Sy,h0 := S0(uh, py,h) with S1,S2 being defined in
(67),(68) (with β ≡ 1).
The shape derivative of J2(Ω) =
∫
Ω
|u−ud|2 dx, subject to u solves (113), in an open and bounded
subset Ω ⊂ D in direction X ∈ ◦C1(D,R2) (see [26] for the computation) is given by
dJ2(Ω)(X) =
∫
Ω
T1(u, pˆ) : ∂X + T0(u, pˆ) ·X dx, (118)
where pˆ solves the adjoint equation∫
Ω
∇pˆ · ∇ϕ+ pˆϕ dx = −
∫
Ω
2(u− ud)ϕ dx for all ϕ ∈
◦
H1(Ω). (119)
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The tensors T1 and T2 are given by T1(u, pˆ) := (|u− ud|2 − fpˆ+∇u · ∇pˆ)I − (∇u⊗∇pˆ+∇pˆ⊗∇u)
and T0(u, pˆ) := −∇fpˆ− 2∇ud(u− ud). The discrete version of (118) reads
dJh2 (Ω)(X) =
∫
Ω
T1(uh, pˆh) : ∂X + T0(uh, pˆh) ·X dx, (120)
where the discrete state uh solves (115) and the discrete adjoint state pˆh ∈
◦
Vh(Ω) solves:∫
Ω
∇pˆh · ∇ϕ+ pˆhϕ dx = −
∫
Ω
2(uh − ud)ϕ dx for all ϕ ∈
◦
Vh(Ω). (121)
4.1.1 Choice of the metric
We run our numerical tests with two different metrics on the space Vh(Ω) × Vh(Ω), namely the
H1 metric and the Euclidean metric. Let v1, . . . , v2N be a basis of Vh(Ω) × Vh(Ω) and αi, βi in R,
i, j = 1, 2, . . . , 2N and suppose v =
∑2N
i=1 αiv
i and w =
∑2N
i=1 βiv
i. The H1 metrc and Eulcidean
metric are defined by
(v, w)H1 :=
2N∑
i,j=1
αiβjMij , (v, w)Vh :=
2N∑
i,j=1
αiβjδij ,
where Mij is defined by Mij =
∫
Ω
∂vi : ∂vj +vi ·vj dx and δij denotes the Kronecker delta. We denote
by HSob and HEuc the space Vh(Ω)×Vh(Ω) equipped with the H1 and Euclidean metric, respectively.
Both spaces are kernel reproducing Hilbert spaces and thus the point evaluation is continuous; see [9,
Section 3].
The approximated Eulerian semi-derivative (117) can equivalently be written as:
dJh∞(Ω)(X) = max
y∈Rh(Ω)
(∇Eucjh(Ωy), X)HEuc = max
y∈Rh(Ω)
(∇Sobjh(Ωy), X)HSob , (122)
where for all y ∈ Rh(Ω) the gradient ∇Sobjh(Ωy) is defined as the solution of
(∇Sobjh(Ωy), ϕ)HSob =
∫
Ω
Sy,h1 : ∂ϕ+ S
y,h
0 · ϕ dx− 2∇ud(y) · ϕ(y)(uh(y)− ud(y)) (123)
for all ϕ ∈ Vh(Ω)× Vh(Ω). The gradient ∇Eucjh(Ωy) is explicitly given by
∇Eucjh(Ωy) =
2N∑
k=1
(∫
Ω
Sy,h1 : ∂v
k + Sy,h0 · vk dx− 2∇ud(y) · vk(y)(uh(y)− ud(y))
)
vk. (124)
We refer to [9, Section 3] for more details. The advantage of the Euclidean metric is that it does no
require the solution of a variational problem but only the evaluation of the shape derivative djh(Ωy)(vj)
at the basis elements vj .
Similarly, the discretised shape derivative of J2 can be written as
dJh2 (Ω)(X) = (∇EucJh2 (Ω), X)HEuc = (∇SobJh2 (Ωy), X)HSob , (125)
where
(∇SobJh2 (Ω), ϕ)HSob =
∫
Ω
Th1 : ∂ϕ+ T
h
0 · ϕ dx for all ϕ ∈ Vh(Ω)× Vh(Ω) (126)
and
∇EucJh2 (Ω) =
2N∑
k=1
(∫
Ω
Th1 : ∂v
k + Th0 · vk dx
)
vk. (127)
We will use the notation Jh2 (Ω) :=
∫
Ω
|uh − ud|2 dx and Jh∞(Ω) = maxx∈Ω |uh(x)− ud(x)|2.
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4.2 Steepest descent algorithm
The following algorithm uses the discretisation described in Section 3.4.
Data: Let n = 0, h > 0,γ > 0 and N ∈ N be given. Initialise domain Ω0 ⊂ R2. Let N2 > 0.
while n ≤ N do
1.) choose , so that, #(Rh(Ωn)) ≤ #(Rh (Ωn)) ≤ N2 + #(Rh(Ωn)) ;
2.) solve (115) to get uh and (116) for all y ∈ Rh (Ωn) to obtain py,h;
3.) solve (123) to obtain gradients {∇j(Ωy1), . . . ,∇j(ΩyNh )};
4.) solve quadratic program (110) to obtain gh defined in (111);
5.) decrease t until
Jh∞((id + tg
h
 )(Ωn)) < J
h
∞(Ωn) (128)
and set Ωn+1 := (id + tg
h
 )(Ωn) ;
if Jh∞(Ωn)− Jh∞(Ωn+1) ≥ γ(Jh∞(Ω0)− Jh∞(Ω1));
then
increase n→ n+ 1 and continue program;
else
abort algorithm, no sufficient decrease
end
end
Algorithm 1: -steepest descent algorithm
4.3 Numerical simulations
The state equation, adjoint state equation and the shape derivative are discretised as described in
(115),(116) and (117), respectively. The domain Ω consists in each iteration of around 5500 nodes and
we remesh in each iteration step. The boundary ∂Ω itself is discretised with a fixed number of 400
nodes which are moved during the optimisation process. As initial domain we choose a circle centered
at x = (0.5, 0.5) with radius r =
√
6 ≈ 2.44.
In Figure 1 and Figure 2 several iterations of Algorithm 1 applied to Jh∞(·) are displayed. The
blue points indicate points of the triangulation contained in Rh (Ωn), where n is the current iteration
number. The number N2 in Algorithm 1 is chosen to be between 40 and 80. We did not perform a
linesearch, that means, step four in the algorithm is replace by choosing a constant step size. It can
be seen that the optimal shape is quite good approximated using: (i) the H1 metric in Figure 1 and
(ii) the Euclidean metric in Figure 2. Even the corners are reconstructed quite well. Observe that
the points in Rh (Ωn) are mostly distributed on the boundary ∂Ω, so that for those points no adjoint
equation has to be computed (cf. Corollary 2.22). In Figure 3 and Figure 4 we applied [9, Algorithm
1] to the cost function Jh2 . We use the same discretisation as before.
In Figure 6 the values Jh2 (Ωn) over the number of iteration are plotted both in log scale. For the
dashed lines we used the H1 metric and for the solid lines the Euclidean metric. It makes sense to
replace J∞(Ωn) by Jh2 (Ωn) as a measure for the convergence rate as the latter cost function can be
estimated by J∞(Ωn) using Ho¨lder’s inequality. We observe that the convergence rate in the smooth
case (minimising Jh2 (·)) Jh2 (Ωn) is slower than in the nonsmooth case (minimising Jh∞(·)) Jh2 (Ωn).
In the nonsmooth case the convergence rate even speeds up again in later iterations. That in the
nonsmooth case corners do not perfectly match might have the reason that the  in our algorithm
does not tend to zero in the end as we keep N2 ≥ 40. In fact it is difficult to find a reasonable condition
to decrease . In the numerical practice it seems better to keep the number N2 fixed in order to obtain
a stable algorithm. The H1 metric yields smoother shapes than the Euclidean metric in general.
Notice that to compute one descent direction for Jh∞ we have to solve at least one state equation,
#(Rh (Ωn))−#(Γ0) adjoint state equations and #(Rh (Ωn)) gradient equations ∇j(Ωyn). However the
computation is perfectly parallel, that means, the computation of the adjoints and gradients can be
parallized. Another possibility to reduce the computational cost is to use the boundary expression (90),
but the accuracy of this expression is lower than the domain expression (87). In fact after discretisation
(90) and (87) are not equivalent anymore; cf. [9]. In contrast, to compute a steepest descent direction
for Jh2 only one state equation, one adjoint equation and one shape gradient has to be computed.
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Figure 1: Results for Jh∞ with H
1 metric; blue: points in Rh (Ωn); red: boundary of shape ∂Ωn; from
left to right: initial shape, iteration 10, 120, 2000
Figure 2: Results for Jh∞ with Euclidean metric; blue: points in R
h
 (Ωn); red: boundary of shape ∂Ωn;
from left to right: initial shape, iteration 10, 100, 2000
Figure 3: Results for Jh2 with H
1 metric; from left to right: initial shape, iteration 20, 120, 2000
Figure 4: Results for Jh2 with Euclidean metric; from left to right: initial shape, iteration 60, 120, 2000
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(a) Jh∞ with H
1 metric (b) J
h
2 with Euclidean metric
(c) Jh∞ with Euclidean metric (d) J
h
2 with H
1-metric
Figure 5: Comparison of final shapes
All implementations were carried out within the FEniCS Software package [10]. The quadratic
program (110) is solved with the python package cvxopt ; cf. [1].
Figure 6: x-axis number of iterations and y-axis values Jh2 (Ωn)
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