A novel R-dimensional (R ≥ 3) model order selection (MOS) criterion is proposed for estimating the number of sources embedded in noise. By extending the classical r-mode matrix unfolding of a Rth-order measurement tensor to multi-mode matrix unfolding, (2 R−1 − 1) unfolded matrices are obtained. To maximize the identifiability, the unfolded matrix whose number of rows is closest to that of the columns is chosen. Meanwhile, as the so-obtained unfolded matrix is of large size, a sequence of nested hypothesis tests on its associated eigenvalues is utilized for MOS in the framework of the random matrix theory. The maximum number of sources the proposed enumerator able to identify is on the order of the square root of the product of all dimension sizes, whereas the identifiability of existing criteria is limited to the maximum dimension size minus one. Numerical results are included to illustrate the performance of the proposed enumerator.
INTRODUCTION
R-dimensional (R-D) array signal processing where R ≥ 3, have numerous applications such as wireless channel estimation, nuclear magnetic resonance (NMR) spectroscopy and multiple-input multiple-output (MIMO) radar imaging [1] . In these implementations, it is of considerable interest to accurately determine the source number by using the R-D structure of the array measurements. Usually, existing approaches require to stack the R-D measurements into a highly structured matrix, and then use one-dimensional (1-D) criteria for source enumeration. The 1-D source enumerators mainly consist of the minimum description length (MDL) [2] , Akaike information criterion (AIC) [3] , exponential fitting test (EFT) [4] [5] [6] and random matrix theory (RMT) based algorithm [7, 8] . In [5, 6, 9] , a R-D extension of the 1-D MDL/AIC/EFT criteria is proposed, in which all r-mode (r = 1, · · · , R) eigenvalues of the R-D measurement tensor Y Y Y ∈ C M 1 ×···×M R are calculated and combined to form global eigenvalues. As more sets of eigenvalues are employed for source enumeration, the R-D scheme is superior to the 1-D counterparts. However, their identifiability is only limited to (max (M1, · · · , MR) − 1). To improve the identifiabiltiy, a novel RMT-based R-D source enumerator is proposed in this paper by exploiting the tensor structure of the observed data.
DATA MODEL
In general, the observations are modeled as
where a (r) k (mr) is the mr-th element of the k-th factor of the rth mode for mr = 1, · · · , Mr (r = 1, · · · , R), and zm 1 ,··· ,m R represents i.i.d. zero-mean circularly symmetric complex Gaussian (ZMCSCG) noise samples with variance of σ 2 z . The noise is uncorrelated both in all dimensions and with the signals. Usually, the R-th dimension corresponds to the temporal dimension, with MR = N denoting the number of snapshots and a (R) k (mR) denoting the complex amplitude of the k-th signal at the mRth time instant.
The tensor form of (1) is
where • denotes the outer product, Y Y Y is the noisy measurement tensor, Z Z Z ∈ C M 1 ×···×M R is the noise tensor collecting noise components, and a
Vandermonde structure of the form of a
T , where {μ
k } represent the spatial frequencies. The rank of a tensor is defined in [10] . In this paper, we assume that the rank of the noise-free measurement tensor Y Y Y0 is equal to the number of signals, i.e., K. Given the noisy measurement tensor Y Y Y, our goal is to estimate the tensor rank, i.e., the number of signals K.
Mr. The sample covariance matrix of the r-
where Y Y Y (r) is the r-mode matrix unfolding of Y Y Y [10] . Classical eigenvalue-based detection criteria are 1-D based and cannot apply directly to the R-D measurement data. One solution is to convert the measurement tensor to matrix form by r-mode matrix unfolding, and then employ one or more sets of r-mode (r = 1, · · · , R) eigenvalues for source enumeration [5, 6, 9] . This solution does not well exploit the inherent tensor structure of the measurement data, and as a result the identifiability is limited particularly when none of the dimension sizes is large enough.
ALGORITHM DEVELOPMENT

Random Matrix Theory [8]
For noise-only observations, the distribution of the largest sample eigenvalue under large-sample large-sensor asymptotic limit is characterized by Theorem 1 [11] .
Theorem 1: Let Y be p × q (q ≥ p) matrix with i.i.d. CN (0, σ 2 Ip) entries. In the joint limit p, q → +∞, with q/p → γ ≥ 1, the distribution of the largest eigenvalue l1 of the sample covariance matrix Ryy = Y Y H /q converges to a Tracy-Widom distribution
wherẽ
convergence rate in (4), and for finite q, p, they provide good approximations under the following two conditions p 1 and q/p is close to 1.
For one or more signals embedded in noise, the distribution of the largest sample eigenvalue under large-sample large-sensor asymptotic limit is characterized by Theorem 2 [7] .
Theorem 2: Consider a setting with K sufficiently strong signals. Then, in the asymptotic limit p, q → +∞, with q/p → γ > 0, the (K +1)th largest sample eigenvalue has asymptotically the same Tracy-Widom distribution as the largest eigenvalue of a noise-only Wishart matrix, with parameters of q, p − K.
Based on Theorems 1 and 2, an accurate source enumerator has been developed in [8] where the signal number is estimated via a sequence of nested hypothesis tests. The algorithm works as follows. Denote by λ1 ≥ · · · ≥ λp the eigenvalues of Ryy.
is determined by F2(s(α)) = 1 − α with α being the confidence level. Here,σ 2 z (k) is an estimate for the unknown noise level σ 2 z and is calculated based on the matrix perturbation theory and iteratively solving a non-linear system of equations, with remarkably improved accuracy over its maximum likelihood estimator [7, 8] .
Proposed R-D Source Enumerator
First, the r-mode matrix unfolding of a tensor is extended to the multi-mode matrix unfolding.
, is a matrix which contains the element x (i 1 ,··· ,i J ) at the position with row number equals to
and column number equals to
Clearly, when d = 1, the multi-mode matrix unfolding reduces to the classical r-mode matrix unfolding. The sample covariance matrix associated with the (r1,
The set of eigenvalues of (6) 
As a pair of mutually-transposed unfolded matrices yield the same set of non-zero eigenvalues up to an irrelevant constant multiplication factor, we consider only the one whose number of rows is less than or equal to that of the columns. We choose from the resulting 2 R−1 − 1 matrices the one whose number of rows is closest to that of the columns for source enumeration, which is denoted as Y (1) . Taking an example of R = 4, M1 = 5, M2 = 3, M3 = 6, M4 = 4, Y Y Y ∈ C 5×3×6×4 , there are totally 2
, and
. The RMT-based source enumerator is originally proposed to estimate the number of 1-D signals. For estimating the number of R-D signals at hand, we propose to apply the algorithm to the set of eigenvalues associated with Y (1) , and call the resultant criterion R-D RMT. This R-D RMT criterion has the following advantages: I) Higher detection probability. From the choice of Y (1) , we can see that among all unfolded matrices, the difference between the number of rows P1 and that of columns Q1 of Y (1) is the smallest. Therefore, conditions (5) are better satisfied and better approximations can be achieved by using the Tracy-Widom distribution.
II) Improved identifiability. Using Y (1) , the R-D RMT criterion can detect up to (P1 − 1) signals, while the R-D criterion in [9] can detect at most (max (M1, · · · , MR) − 1) signals. For R > 3,
In the absence of noise, it can be proved that the rank of Y (1) is less than or equal to the rank of Y Y Y, i.e., the number of signals. Furthermore, for the R-D harmonic retrieval model, when K ≤ P1, the rank of Y The performance of the RMT-based source enumerator with constant confidence level is not robust to the number of signals. For a relatively low confidence level, it works well when the number of signals is small, while tends to underestimate the number of signals when the source number is large. For a relatively high confidence level, on the contrary, it works well for large source numbers, while tends to overestimation for small source numbers. To overcome this drawback, we propose to use an adaptive confidence level instead of constant one in the R-D RMT criterion. Mathematically, in the kth
where c = P1/2 denotes the largest integer less than or equal to P1/2, α1 and α2 are the user-defined lower and upper bounds of α, respectively, and αmid = (α1 + α2)/2. The resultant source enumerator is called adaptive R-D RMT.
NUMERICAL EXAMPLES
We take the R-D harmonic retrieval model for illustration. The spatial frequencies μ The PoD's of the following schemes are compared: MDL/AIC using eigenvalues associated with Y (1) , two R-D RMT versions with constant confidence levels α1 = 10 −4 and α2 = 0.25, and adaptive RMT with α(k) defined as in (8) . Figure 1 shows the curves of α(k) used in the following simulation. Note that all investigated schemes are new because they employ Y (1) . First we consider a system where K = 5 and K = 54 sources impinge on a 3-D array of size M1 = 9, M2 = 8, M3 = 7, with M4 = N = 10 snapshots. In Figure 2 , the PoD of the RMT scheme using Y (1) and other unfolded matrices for α1 = 10 −4 and K = 5 are compared. It can be seen that the PoD of the RMT scheme using Y (1) is always better than or comparable to that using other unfolded matrices. Similar observations are obtained for other parameter settings. Figure 3 compares the PoD of different schemes. We see that the R-D RMT scheme can detect the true number of signals in both source number scenarios. Compared with the R-D MDL/AIC/EFT schemes [9] which can detect at most 9 sources, the R-D RMT identifiability is significantly enhanced. However, the performance of the R-D RMT with constant confidence level is not robust against the case of wide-range source number variation. For small number of signals, R-D RMT with α1 = 10 −4 works well and is consistent as the SNR goes to infinity, while for large number of signals, it tends to underestimate the true number of signals and when K = 54, the PoD is only 0.6 even at high SNR. On the contrary, R-D RMT with α2 = 0.25 tends to overestimation for small source numbers and the PoD is less than 0.8 even at high SNR when K = 5, while for large source numbers, it works well and gains large-SNR consistency. The adaptive R-D RMT is a good compromise of both versions and is robust against source number variation because it works well for both small and large source numbers and achieves near consistency in the larger-SNR limit. For relatively large source numbers, AIC/MDL is not consistent when the SNR goes to infinity, having a tendency to overestimate the true number of signals. This is consistent with [12] . In this case, the R-D EFT/MDL/AIC schemes proposed in [9] can detect at most 7 sources, while the proposed R-D RMT scheme can detect up to 40. And again, the adaptive RMT scheme shows good robustness in a wide range of number of signals and its performance outperforms the AIC/MDL. 
CONCLUSION
We have proposed a novel R-D (R ≥ 3) detection criterion for accurate source enumeration. With the generalized multi-mode matrix unfolding of the measurement tensor and the random matrix theory (RMT), the eigenvalues associated with the unfolded matrix whose number of rows is closest to that of the columns are used for model order selection via a sequence of nested hypothesis tests. Compared with existing R-D detection schemes, the proposed R-D RMT criterion is able to significantly improve the identifiability. The adaptive version of the R-D RMT has robust performance and works well in a wide range of number of signals.
