We show that any quantum algorithm searching an ordered list of n elements needs to examine at least log 2 n 12 , O1 of them. Classically, log 2 n queries are both necessary and sufficient. This shows that quantum algorithms can achieve only a constant speedup for this problem.
Introduction
One of main results in quantum computation is Grover's algorithm [11] . This quantum algorithm allows to search an unordered list of n elements by examining just O p n of them. Any classical algorithm needs to examine all n elements. Grover's algorithm is very important because it can be applied to any search problem (not just searching a list). For example, it can be used to find a Hamilton cycle in an n-vertex graph by checking only p n! out of n! possible Hamilton cycles.
Grover's surprising result caused a lot of interest in unordered search and related problems within quantum computation community. Grover's algorithm has been used as subroutine in other quantum algorithms [5, 4] . Matching lower bound of Ω p n queries for searching an unordered list of n elements has been shown [2, 1, 6, 12] . (In fact, the first proof of lower bound [2] actually preceded Grover's search algorithm. ) Grover's algorithm works well for unordered lists but cannot be used for searching ordered lists. An ordered list of n elements can be searched by examining just log 2 n elements classically and there is no evident way of speeding it up by methods similar to Grover's algorithm.
Searching ordered lists by a quantum algorithm was first considered by Buhrman and de Wolf [7] who proved a p log n= log log n lower bound for quantum case. This lower bound was improved to log n=2 log log n by Farhi, Goldstone, Gutmann and Sipser [8] . The log n=2 log log n bound was independently discovered (but not published) by the author of this paper in June 1998. In this paper, we improve the lower bound to 1 12 log n , O1 , showing that only a constant speedup is possible for the ordered search.
The best quantum algorithm for ordered search uses 0:53 log n queries [9] . 1 Thus, a constant speedup is possible. Next, we briefly describe our proof technique. To prove an Ωlog n lower bound on binary search, we must establish that there is an input 0 i 1 n,i such that the total query magnitude 2 of the i th symbol is at bounded from above by a sufficiently small constant. This implies that the final superpositions on 0 i,1 1 n,i+1 and 0 i 1 n,i differ by only a small constant and, therefore, the algorithm outputs the same answer with high probability.
A straightforward way of bounding the query magnitude (developed independently by [8] and author of this paper)
gives only a log n=2 log log n lower bound. For a c log n lower bound, a new technique is needed.
Instead of bounding magnitude of each query separately (as in [8] ), we bound them all simultaneously. This is done by minimizing a weighted sum of query magnitudes 3 . This seems to be the first argument of this type in quantum computation.
Preliminaries

Quantum binary search
In the binary search problem, we are given x 1 2 IR; : : : ; x n 2 IR; y2 IR such that x 1 x 2 : : : x n 1 A different quantum algorithm with c log n queries for c 1 was claimed in [14] . However, a bug was discovered in the proof of [14] and it is not clear whether the proof can be fixed. 2 Here, the total query magnitude is the sum of query amplitudes (square roots of probabilities) over all queries. 3 This idea was inspired by weighted majority algorithms in the learning theory [10, 13] . However, there is no precise correspondence between the proof here and the proofs in [10, 13] . and have to find the smallest i such that y x i . Normally, x 1 , : : : , x n are accessed by queries. The input to the query is i, the answer is x i . This is a classical problem in computer science and it is well known that log 2 n queries are both necessary and sufficient to solve it classically.
In this paper, we consider how many queries one needs in the quantum world. We will prove a 1 12 log n , O1 lower bound. For our proof, it is enough to consider the case when x 1 2 f 0; 1g, : : : , x n 2 f 0; 1g and y = 1. Then the problem becomes following. 0-1 valued binary search. Given x 1 2 f 0; 1g, : : : , x n 2 f 0; 1g such that x 1 x 2 : : : x n , find the smallest i such that x i = 1.
Similarly to classical world, we consider algorithms that access the input by queries. A quantum algorithm A can be represented as a sequence of unitary transformations 
Distances between superpositions and probabilities
In this section, we state a lemma from [3] . It relates the l 2 -distance between two superpositions and the variational distance between probability distributions that we obtain by observing two superpositions. The variational distance between two probability distributions px and p 0 x is just the sum P x jpx , p 0 xj.
Lemma 1
[3] Let and be superpositions such that
k , k . Then the total variational distance resulting 4 One can replace 3/4 by any other constant in (0, 1) and our proof would still give a 1 12 log n , O1 lower bound, with a slightly different constant in the O1 term. 5 Ronald de Wolf has shown that 4 can be improved to 2 in this lemma. This can be used to improve O1 constant in our 1 12 log n , O1 lower bound.
from measurements of and is at most 4 .
In our case, and are final superpositions of a quantum algorithm A on two different inputs x 1 = : : := x j = 0, x j+1 = : : := x n = 1 and x 1 = : : := x k = 0, x k+1 = : : := x n = 1. For the first input, j is the correct answer and the measurement must return j with probability at least 3 4 . The probability that the measurement gives k can be at most 1 , 
Result
3.1. log n=2 log log n lower bound
We start with a sketch of log n=2 log log n lower bound discovered independently by the author of this paper and Farhi, Gutmann, Goldstone and Sipser [8] . After that, we describe why this argument does not give an Ωlog n lower bound and what new ideas are needed for an Ωlog n lower bound.
Assume we are given a quantum algorithm A for binary search that uses less than log n=2 log log n queries. We construct an input on which A works incorrectly. In the first stage, we partition 1; n into m intervals I 11 , : : : , I 1m of length n=m each. We simulate A up to the first query. There is an interval I 1j1 that is queried with probability at most 1= log 2 n (or, equivalently, with query magnitude at most 1= log n). We answer the first query of A with x i = 0 for i 2 I 1k for k j 1 and x i = 1 for i 2 I 1k for k j 1 .
Then, we split the interval I 1j1 into m parts I 21 , : : : , I 2m of size n=m 2 , find I 2j2 queried with the smallest probability, answer the second query by x i = 0 for i up to this interval and x i = 1 for greater i and so on. We repeat the splitting until the interval is smaller than m. This means doing log n= log m splittings.
Consider a value x i in the interval after all splittings. For each query, the magnitude of querying x i is at most 1= p m because we select the interval queried with the least magnitude. Together, the magnitude is log n p m log m and, for this to be small, m must be at least log 2 n= log log n.
Then, log m = 2 log log n , olog log n and we get a log n=2 log log n lower bound. By a hybrid argument 6 6 A hybrid argument [2, 15] is an argument that bounds the difference between the final superpositions of a quantum algorithm on two inputs by similar to [2] , this implies that the final superpositions of the quantum algorithm A on the two inputs 0 i 1 n,i and 0 i,1 1 n,i+1 are within distance O1= log log n. Hence, the results of measuring final superpositions on two inputs will be close as well (Lemma 1).
log n=12 lower bound
If we want to use the above argument to obtain an Ωlog n lower bound, we must split the interval into a constant number of pieces at every step (rather than log 2 n pieces). However, if we split the interval into a constant number of pieces, we can only guarantee that the new interval has the probability of being queried smaller than some constant (not smaller than 1= log 2 n). Then, it may happen that x lm gets queried with a constant probability in each of c log n queries, giving the total probability much higher than 1. In this case, the quantum algorithm A can easily distinguish two inputs that differ only in x i .
To avoid this, we do the splitting in a completely different way. Instead of considering just the probabilities of an interval being queried in the last step, we consider the probabilities of it being queried in the previous steps as well and try to decrease them all simultaneously. This is done using a weighted sum of these probabilities. The query magnitudes from the first queries are given bigger weight in this sum because changing answers to them may influence what gets queried after that.
There is another important difference between our proof and previous applications of hybrid argument [2] to different problems (including previous bound on binary search [9] ). The previous arguments run a quantum algorithm on one input (or one "input" where the algorithm is given slightly different answers in different queries) and, after all T queries of the algorithm, choose a different input on which the algorithm gives almost the same answer.
In our argument, the answer to each query is changed many times. Each time when we choose an input with which to answer a new query of the algorithm, we change the answers to all previous queries so that they agree with the new answer. The way how the new input is chosen and the use of weighted sum guarantees that the behavior of the algorithm remains almost the same. Instead of one application of a hybrid argument in the previous arguments, we now use it T times: once for every query.
The precise argument follows. [2] . The name 'hybrid argument' for this method was introduced in [15] .
be such that0 u 1. Then, at least log n u log t ,O1 queries are necessary for the quantum binary search on n elements.
Proof: Assume we are given a quantum algorithm A doing binary search on x 1 ; : : : ; x n with less than log n u log t ,c queries where the constant c will be specified later. We construct two inputs that A cannot distinguish. This is done by splitting the interval 1; n in smaller and smaller pieces. We first give a subdivide procedure which divides an interval l ,1m+1; l m into a constant number of pieces and show that this decreases the weighted sum of query magnitudes by a constant fraction (Lemma 3). Then, we use this to show that the weighted sum stays bounded as we add more queries and more splittings (Lemma 4). The fact that this is true after all queries implies a bound on the distance of final superpositions. An application of Lemma 2 finishes the proof. This means
Putting (1), (2) times.
The final interval l,1m+1; l m has a small probability of being queried and, therefore it is impossible to distinguish 
Now, we finish the proof with another application of a hybrid argument similar to [2, 8] . Consider A working on the input x 1 = : : : = x lm = 0, x lm+1 = : : : = x n = 1 and on the input x 1 = : : : = x lm,1 = 0, x lm = : : : = x n = 1. 
The part of this superposition corresponding to querying By optimizing the parameters in theorem 1, we get Corollary 1 At least 1 12 log n,O1 queries are necessary for quantum binary search on n elements. Proof: Substitute q = 18:3, t = 8, u = 4 into Theorem 1. 
Conclusion
We have shown that any quantum algorithm needs at least log 2 n=12 , O1 queries to do binary search. This shows that at most a constant speedup is possible for this problem in the query model (compared to the best classical algorithm).
Similarly to other lower bounds on quantum algorithms, this result should not be considered as pessimistic. First, the classical binary search is very sequential algorithm and, therefore, it is understandable that it is impossible to speed it up by using quantum algorithms. Second, the classical binary search is already fast enough for many (if not all) practical purposes.
We hope that our lower bound technique will be useful for proving other lower bounds on quantum algorithms. One of main open problems in this area is the collision problem [4] for which there is no quantum lower bounds at all.
