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Abstract 
“Big Data” best characterized by its three features namely “Variety”, “Volume” 
and “Velocity” is revolutionizing nearly every aspect of our lives ranging from 
enterprises to consumers, from science to government. A fourth characteristic namely 
“value” is delivered via the use of smart data analytics over Big Data. One such Big 
Data Analytics application considered in this thesis is Topic Detection and Tracking 
(TDT). The characteristics of Big Data brings with it unprecedented challenges such 
as too large for traditional devices to process and store (volume), too fast for 
traditional methods to scale (velocity), and heterogeneous data (variety). In recent 
times, cloud computing has emerged as a practical and technical solution for 
processing big data. However, while deploying Big data analytics applications such 
as TDT in cloud (called cloud-based TDT), the challenge is to cost-effectively 
orchestrate and provision Cloud resources to meet performance Service Level 
Agreements (SLAs). Although there exist limited work on performance modeling of 
cloud-based TDT applications none of these methods can be directly applied to 
guarantee the performance SLA of cloud-based TDT applications. For instance, 
current literature lacks a systematic, reliable and accurate methodology to measure, 
predict and finally guarantee performances of TDT applications. Furthermore, 
existing performance models fail to consider the end-to-end complexity of TDT 
applications and focus only on the individual processing components (e.g. map 
reduce). 
To tackle this challenge, in this thesis, we develop a layered performance model 
of cloud-based TDT applications that take into account big data characteristics, the 
data and event flow across myriad cloud software and hardware resources and diverse 
SLA considerations. In particular, we propose and develop models to capture in detail 
with great accuracy, the factors having a pivotal role in performances of cloud-based 
TDT applications and identify ways in which these factors affect the performance and 
determine the dependencies between the factors. Further, we have developed models 
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to predict the performance of cloud-based TDT applications under uncertainty 
conditions imposed by Big Data characteristics. The model developed in this thesis is 
aimed to be generic allowing its application to other cloud-based data analytics 
applications. We have demonstrated the feasibility, efficiency, validity and prediction 
accuracy of the proposed models via experimental evaluations using a real-world Flu 
detection use-case on Apache Hadoop Map Reduce, HDFS and Mahout Frameworks.  
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Chapter 1 Introduction 
Big Data is revolutionizing nearly every aspect of our lives ranging from 
enterprises to consumers, from science to government. Managing large, 
heterogeneous and rapidly increasing volumes of data has long been a challenge. On 
the other hand, cloud computing in recent times has emerged as the platform that can 
provide an effective and economical infrastructure for collection and analysis of big 
data produced by applications such as Topic Detection and Tracking (TDT) which is 
based on feeds received from social media and other online sources. TDT applications 
detect events (such as disease outbreak, sentiments of customers for certain products 
or movies etc.) by analyzing data from social media and other online sources. 
However, the fundamental challenge is how to cost-effectively orchestrate these 
specialized big data applications such as TDT over cloud computing platforms for 
accomplishing big data analytic tasks while meeting performance Service Level 
Agreements (SLAs). To address the above challenge, firstly, it is necessary to establish 
an analytic model that can capture the relationship between the application’s SLA (e.g. 
event detection delay, alert generation delay, and alerts sent per second), big data 
characteristics (e.g. data volume, query rate, and query mix) and performance of the 
underlying software (e.g. Hadoop, NoSQL, distributed file system, and machine 
learning library) and hardware (CPU, Storage, and Network). In the literature some 
performance models are available, but they have the following serious limitations: (i) 
they target trivial “word count” type applications which do not have end-to-end 
performance management concerns as is ambient in a complex TDT application stack 
and (ii) most of them are concerned only with the modeling of performance of 
hardware resources while ignoring complex end-to-end dependencies from the 
application to the software and the software to the hardware resource layers. As a 
consequence, the existing performance models are not appropriate to study 
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performance concerns of TDT big data application. In this thesis, we investigate and 
propose a novel performance model for studying and analyzing performances of 
complex big data applications such as TDT. Our work aims to propose and develop a 
layered performance model that takes into account the data and event flows across a 
myriad of software and hardware resources and can be effectively applied to further 
predicting and guaranteeing performances of Cloud-based TDT application for Big 
Data analysis.  
1.1 Background 
There are relationships between Big Data, Cloud Computing, Internet of Things 
and TDT. Generally, Big Data is a good source of data for TDT and generates certain 
problems which can be solved by Cloud Computing. Internet of Things are physical 
infrastructure of “Big Data”. The specific relations will be shown at the end of 1.1.3.  
1.1.1 Big Data 
Big Data is a term for data sets which are so large that traditional data processing 
applications are inadequate. The amount of Big Data is constantly increasing, as of 
2012 ranging from a few dozen terabytes to many petabytes of data [102].  
  
Figure 1-1 Explosion of Data in the Big Data Era 
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Every day, around 2.5 quintillion bytes of data are created, which means that 
90% of the data in the world today has been created in the last two years. Many sources 
contribute to the generation of such big volumes of data at such a high speed, such as 
the proliferation of the smart phone and the invention of social media (Twitter, 
Facebook). Figure1-1 shows the recent data explosion trends.  
In a 2001 research reporthttps://en.wikipedia.org/wiki/Big_data [103] and 
related lectures, META Group (now Gartner) analyst Doug Laney gave a definition of 
“Big Data” and its three characteristics: volume (amount of data), velocity (speed of 
data in and out), and variety (range of data types and sources). This “3Vs” model has 
been widely used to describe “Big Data” [104]. In 2012, Gartner updated this 
definition as follows: “Big data is high volume, high velocity, and/or high variety 
information assets that require new forms of processing to enable enhanced decision 
making, insight discovery and process optimization” [105]. The definition of 3Vs 
about “Big Data” is still widely used and in agreement with a consensual definition 
which is "Big Data represents the Information assets characterized by such a High 
Volume, Velocity and Variety to require specific Technology and Analytical Methods 
for its transformation into Value" [106]. Furthermore, two new “Vs” which are 
“Veracity” and “Value” have been added to the “3Vs” model in some industries, 
transforming it into “5Vs”. The “3Vs” and “5Vs” are described in Figure 1-2.  
[103] and related lectures, META Group (now Gartner) analyst Doug Laney gave a 
definition of “Big Data” and its three characteristics: volume (amount of 
data), velocity (speed of data in and out), and variety (range of data types and sources). 
This “3Vs” model has been widely used to describe “Big Data” [104]. In 
2012, Gartner updated this definition as follows: “Big data is high volume, high 
velocity, and/or high variety information assets that require new forms of processing 
to enable enhanced decision making, insight discovery and process optimization” 
[105]. The definition of 3Vs about “Big Data” is still widely used and in agreement 
with a consensual definition which is "Big Data represents the Information assets 
characterized by such a High Volume, Velocity and Variety to require specific 
Technology and Analytical Methods for its transformation into Value" 
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[106]. Furthermore, two new “Vs” which are “Veracity” and “Value” have been added 
to the “3Vs” model in some industries, transforming it into “5Vs”. The “3Vs” and 
“5Vs” are described in Figure 1-2.  
Volume
Velocity
Variety
 
Figure 1-2 3Vs and 5Vs models of Big Data 
1.1.2 Cloud Computing 
Cloud Computing [2] enables users to use computing, storage, software, or even 
information resources via the internet on a “pay-as-you-go” basis. Cloud computing 
enables new models of business as it offers users (private user or enterprises) an 
economical option, by which users can “rent” computing resources they need rather 
than spending a fortune on buying these infrastructures. Apart from the overhead of 
infrastructures or software, the cost of hiring professionals to manage, maintain, or 
operate the infrastructures and software is considerable. Furthermore, the training 
period for professionals might be extremely long, which means the time cost is also 
high. In contrast, cloud computing offers a good solution to these situations, as all the 
resources including management, maintaining or operating manpower can be 
regarded as services in the cloud computing environment (or cloud environment in 
short). These cloud-based services can be classified into different layers in a cloud 
environment. There are three layers in a typical cloud computing model (actually it is 
a business model): IaaS (Infrastructure as a Service), PaaS (Platform as a Service) and 
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SaaS (Software as a Service), shown in Figure 1-3: 
 
Figure 1-3 Three Layered Cloud Service Model 
IaaS: Cloud services in this layer offer users virtualized hardware, in other 
words, computing infrastructure. Services offered in this layer include virtual server 
space, network connections, bandwidth, IP addresses, load balancers, etc. Technically, 
the pool of hardware resource is physically pulled from a multitude of servers and 
networks distributed across numerous data centers, and the cloud provider is 
responsible for maintaining these servers and networks. The clients, on the other hand, 
are given access to the virtualized components in order to build their own IT platforms. 
PaaS: It provides a platform or environment to allow developers to build 
applications and services over the internet. Services in this layer allow users to create 
software applications using tools supplied by the provider. PaaS services contain 
preconfigured features to which users can subscribe, so to speak, they can select to 
include the features meeting their requirements whilst abandoning those that cannot 
meet their requirements. Just like most cloud services, clients ultimately pay for only 
what they use for PaaS services. In this layer, services typically might contain an 
Operating System, Database Management system, Hosting, Data Processing 
framework, etc.  
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SaaS: It is any cloud service where clients can access software applications over 
the Internet. The applications in the SaaS layer of a cloud can be used for a wide range 
of tasks for both individuals and organizations. SaaS can also be described as a 
software licensing and delivery model where software is licensed on 
a subscription basis and is centrally hosted [107,108]. SaaS is often referred to as “on-
demand software” [109] and is a common delivery model for many business 
applications. SaaS services contain office and messaging software, payroll processing 
software, DBMS software, CAD software, management software, customer 
relationship management, management information systems, enterprise resource 
planning, development software, human resource management, content management, 
antivirus software, etc.  
In a cloud environment, there are not only IaaS, PaaS and SaaS resources, which 
means that everything can be a service, which is referred to as “XaaS” or “everything 
as a service”. For example, there can be storage-as-a-service, desktop-as-a-service 
(DaaS), disaster recovery-as-a-service (DRaaS), network-as-a-service (NaaS), 
infrastructure-as-a-service (IaaS) and platform-as-a-service (PaaS) and even emerging 
services such as marketing-as-a-service and healthcare-as-a-service. 
Cloud computing offers an efficient solution to address the challenges 
introduced by Big Data. In the first place, the infinite resources in the IaaS layer of a 
cloud can be acquired by users to deploy their Big Data applications which often 
require immensely powerful infrastructures to process “Big Data”. PaaS services in 
the cloud offer distributed, parallel, scalable frameworks or platforms where users can 
design, implement or run their Big Data applications. As mentioned, the prolific 
increase in data imposes a key challenge on scalability of cloud-based big data 
systems. Recently, the proliferation of parallel streaming data processing frameworks 
like “Storm” provides a solution for the “velocity” of Big Data. However, there might 
be some questions. Although cloud computing can provide resources, how these can 
be used to address the “Big Data” issues (3V or 5V) is still a challenge. The strategy 
for using these resources might differ in terms of different kinds of goals. For a Cloud-
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based Content Delivery Network, the major requirement of resources from the IaaS 
layer such as cloud storage or virtual machines in different geographical locations 
might be more than that from the PaaS and SaaS layers. But for a Cloud-based Topic 
Detection system, the requirement of resources might be averagely form three layers. 
The Internet of Things is a good example to explain how cloud computing can be 
applied in a practical Big Data application. 
1.1.3 Internet of Things 
The Internet of Things (IoT) is a network consisting of physical objects like TVs, 
smart phones, devices, vehicles, and buildings which are capable of collecting, 
transmitting, processing and exchanging data as these physical objects are embedded 
with electronics, software, sensors and network connectivity [110].These physical 
objects in an IoT can be sensed, controlled and managed remotely across existing 
network infrastructure in order to generate high efficiency and precision of processing 
data, which might lead to economic benefit. The proliferation of IoT has encompassed 
technologies such as smart grids, smart homes, intelligent transportation and smart 
cities, shown in Figure 1-4. 
A thing in the Internet of Things can be a farm animal with a biochip transponder, a 
person with a heart monitor implant, an automobile that has built-in sensors or any 
other artificial or natural object assigned an IP-address and provided with the ability 
to transfer data over a network. 
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Figure 1-4 Internet of Things and related Techniques: Smart City, Smart 
Grid, Intelligent Transport System and Smart Home1 
There are two main parts of the IoT: sensor networks and data fusion 1) Sensor 
networks: the infrastructure of IoT that collects, transmits, store and combines data 
from all the “things”. 2) Data fusion: the function of the IoT that is responsible for 
analyzing, processing, filtering or mining the raw data created by sensor networks. 
There are some significant relations and interactions among the Internet of Things, 
cloud computing and Big Data, as shown in Figure 1-5: 
                                                 
1 Image Courtesy  
IoT Image: http://thenewstack.io/what-does-it-mean-to-be-on-the-internet-of-things 
SmartCityImage: http://bsdesign.eu/blog/tag/smart-cities/ 
SmartGridImage: http://www.hitachi.com/environment/showcase/solution/energy/smartgrid.html 
SmartHome: http://www.makeuseof.com/tag/much-smart-home-really-cost/ 
  Intelligent Transport System Image: http://orangemtc.com/index.php/industries/transportation 
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Figure 1-5 Relations among Big Data, IoT and Cloud Computing2 
IoT applications can be regarded as a Big Data analytics application, while IoT 
and cloud computing can be the infrastructure generating, collecting, storing, 
transmitting, analyzing and mining big data. Not all the big data are useful or valuable 
unless they are stored, collected and used, for instance, a disease detection application 
based on Big Data analytics using IoT can effectively use the value generated by “Big 
Data”. Nevertheless, there are some challenges that need to be addressed for 
development and realization of IoT and Big Data applications: 1) How to build a 
powerful and scalable sensor network collecting and storing “Big Data”. 2) How to 
filter, mine or analyze these “Big Data” in order to get some valuable or beneficial 
information. Cloud computing offers a technical solution to these two questions. In 
the first place, IaaS resources can be used to build a scalable, robust, relatively 
economical, reliable and powerful sensor network according to the characteristics of 
                                                 
Image Courtesy:  
IoT Image: 
https://media.licdn.com/mpr/mpr/AAEAAQAAAAAAAAQsAAAAJGEzODc5NTk3LTJiOWItNDUxMy04MjRhLTA5N
Tc1ZTlmOTY1OQ.png 
Big Data Image: http://scet.berkeley.edu/wp-content/uploads/Big-data.jpg 
Cloud Computing Image: http://www.forbes.com/sites/sungardas/2015/07/22/the-benefits-of-cloud-computing-are-
real/#3a5e118314f5 
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the IaaS layer. In the second place, PaaS resources or SaaS software enable users to 
analyze, mine and process “Big Data”.  
In summary, relationship between Big Data, Cloud Computing, Internet of things and 
TDT is shown in Figure 1-5. Firstly, Internet of Thing is considered as one of the 
biggest source of “Big Data”. In order to transform the Big Data into insights and 
deliver value, there is a need for data analytics application such as TDT. TDT 
applications are supported by cloud computing environment capabilities. The picture 
is a demonstration of the environment of cloud-based TDT applications. However, in 
order to deliver a reliable and available cloud-based TDT, a number of challenges 
across cloud, big data (as described in the Figure) needs to be addressed. This thesis 
aims to address these challenges related to the performance modelling of data analytic 
application in particular TDT applications.  
1.1.4 TDT application 
Different IoT applications with different goals might need diverse cloud-based 
resources or cloud-based techniques to process and analyze the “Big Data”. For 
instance, an intelligent transport system might require the function of traffic jam alerts, 
or a Smart city application perhaps needs the function of providing new interesting 
events in the city, or for a Smart house application the function of alerting possible 
fire might be required. Consequently, the implementation of these functions has to use 
Topic Detecting and Tracking (Event Detection) techniques involving certain machine 
learning or data mining algorithms. Topic detection and tracking (TDT) aims to detect 
and track valuable topics from raw data, for traffic jam alerts it has firstly to detect 
traffic jams, or to provide news it has to detect anomalies in advance. Typical TDT 
architecture is described in Figure 1-6: 
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Figure 1-6 TDT Architecture3 
Firstly, the raw data will be collected and stored and then cleaned. The cleaning 
part is known as filtering in order to extract features of data, decrease the volume, 
eliminate the noisy information, etc. Secondly, the cleaned data will be processed by 
certain data mining methods such as classification, clustering, collaborative filtering, 
etc. Finally, the system will generate some topics (events).  
However, in the Big Data era, TDT meets similar problems to those that IoT or 
other Big Data applications meet, such as: 1) Large volume of processed data 2) 
Variety of processed data 3) Required velocity of processing. TDT applications can 
also solve these problems by using cloud computing techniques and it has generated 
a new concept “Cloud-based TDT” which can also be used in an IoT application using 
cloud computing. Although the goal of all the cloud-based TDT applications is 
                                                 
3 Image Courtesy:  
   Data Image: http://blogs.gartner.com/svetlana-sicular/data-scientist-mystified/ 
 Data Mining Image: http://blogs.gartner.com/svetlana-sicular/data-scientist-mystified/ 
 Data Storage Image: http://firmology.com/2014/02/04/storage-wars-in-house-vs-cloud-based/ 
 Data Collection Image: http://www.knowledgemarketing.com/index.php/spring-cleaning-checklist/ 
 Topic Image: http://www.123rf.com/photo_41601410_jigsaw-puzzle-reveal-word-topic.html 
 Events Image: http://pce.sandiego.edu/search/publicCourseSearchDetails.do?method=load&courseId=39414416 
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roughly the same – using cloud computing to address problems created by “Big Data” 
– there are still some differences among these “Cloud-based TDT applications”. For 
example, the sort of cloud resources might be different, such as resources from the 
IaaS layer, PaaS layer and SaaS layer. A cloud-based TDT application might use cloud 
storage (IaaS) like Amazon S3 to store data, or another application might use a batch 
processing framework like Hadoop MapReduce (PaaS) to process data, or a cloud-
based disease detecting system might use distributed and scalable data mining 
algorithms (SaaS) to detect disease related information. This thesis focuses on cloud-
based TDT applications using resources from three layers.  
One of the most important reasons for using cloud computing techniques in TDT 
is to improve performance (speed, capability of processing “Big Data”, scalability). 
However, improving the performance of an application will not easily be achieved 
simply by increasing the resources. Given the new characteristics of cloud resources, 
especially those that are different from traditional resources, strategies of optimizing 
resources in order to improve the performance of an application might not be 
appropriate for a cloud-based TDT application. For example, the answer for how to 
optimize resources from the PaaS layer might be a new issue and cannot be addressed 
by any traditional resource optimization strategy. As a consequence, how to improve 
or guarantee the performance and optimize the resource of a cloud-based TDT 
application becomes a new issue.  
1.2 Motivation 
1.2.1 Practical Values of Cloud-based TDT Applications 
Big Data applications based on TDT have practical values in a variety of fields. 
1) Earthquake emergency response management application: By analyzing data 
from social media and other online sources, it is possible to conduct pre-disaster and 
post-disaster impact assessment in the context of natural disasters such as earthquakes. 
Historical information from social media can be analyzed to understand the regions 
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which are most prone to future earthquakes. Such historical feeds can be augmented 
with crowd sensed data such as high resolution images of public and private 
infrastructures including buildings, bridges, and roads. These crowd sensed data can 
be further analyzed (via image processing techniques) for pre-assessment of risks and 
ability of these public and private infrastructures to cope with future earthquakes. The 
results of such a pre-disaster assessment could be used to evacuate people from 
dangerous infrastructures in advance. On the other hand in post-disaster situations, 
timely analysis of data from these social media, crowd senses, and other online 
sources can help rescue teams, medics, and relief workers in (i) sending early warning 
to people, (ii) saving lives, (iii) coordinating rescue and medical operations, and (iv) 
reducing the harm to public and private infrastructure. 2) Traffic jam detection 
application: By collecting and processing the historical traffic information along with 
social media feeds, this application can help in meeting the following two goals: 
Offering drivers information about possible traffic congestion; providing advice to 
drivers on alternative routes. 3) Epidemic management application: It is well-
known that carefully analyzing social media feeds related to peoples’ health and well-
being could help in learning about an epidemic outbreak. Such data analytic 
applications can help in improved coordination and deployment of health services. 
1.2.2 Limitations and Issues of How to Meet Performance 
Guarantees of Cloud-based TDT Applications 
Currently, the traditional TDT applications are engineered to operate on fixed 
and static sets of nodes in private or public cloud environments. It is clear that such 
an engineering approach will suffer from scalability problems when subjected to Big 
Data with growing data volumes. Hence, future big data driven TDT needs capability 
that can aid in elastically scaling and de-scaling resource types (e.g. CPUs, storage 
size, number of mappers, number of reducers, number of worker nodes in NoSQL 
database etc.) in response to changing data volumes, variety of data and different types 
of queries. However, engineering such a scaling technique is not a trivial task. 
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Moreover, existing approaches focus on modeling the performance of a specific 
framework rather than taking a holistic and end-to-end approach which is required to 
guarantee performance SLAs. This leads to an incomplete view of the performance 
across the multiple big data processing frameworks and hardware resources. Further, 
these approaches do not cater to performance dependencies across the layers.   
1.2.3 Resource Demand-Motivation of Migrating TDT to Cloud  
Towards challenges generated by “Velocity”, “Variety” and “Volume” of Big 
Data, Cloud Computing offers an efficient solution in terms of resources from SaaS, 
PaaS and IaaS layers (levels).  
Velocity: Parallel Computing Paradigm (PaaS layer resources), particularly 
streaming processing one, greatly enhances the processing speed of “Big Data”, 
without renting or purchasing highly expensive high-speed infrastructures.  
Variety: Distributed File system and No-SQL data base (PaaS layer resources), 
for instance, make the storage of heterogeneous “Big Data” possible. Especially No-
SQL data base (e.g. MongoDB, HBase) has additional advantage of saving users’ 
labor of designing or implementing parallel computing programs which often requires 
considerable amounts of time, related theoretical knowledge and programming skills 
(e.g. MapReduce programming). To be a qualified parallel computing programmer 
usually requires months of training.  
Volume: Except the aforementioned Distributed File system, there are a number 
of Cloud providers supplying IaaS resources (e.g. Cloud Storage, Cloud Virtual 
Machine, Cloud Content Delivery Network, etc.) These approaches offers users’ 
colossal amounts of storage resources to process large volumes of “Big Data” as pay 
as you go way.  
For TDT applications, Cloud Computing also offers additional specific solutions 
towards challenges in TDT Big Data analytical applications. Given that TDT 
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applications can be accelerated by high-performance algorithms, SaaS layer offers the 
high-performance algorithms. For example, distributed Machine learning (ML) 
libraries support various distributed ML algorithms having a high speed of processing 
“Big Data”. Data affect performances of TDT applications in mainly two aspects: 
Speed and Accuracy. For speed, Cloud Computing offers solutions enables TDT 
applications to process “Big Data” in a relative high speed (e.g. distributed ML, 
parallel computing paradigm). For accuracy, the accuracy of a TDT application varies 
in accordance with different training data. Since our work is mainly concerned with 
how to tackle the problems of processing “Big Data” in a TDT application, the 
mechanism of how to improve the accuracy of data mining algorithms with different 
training data is beyond our work.  
1.3 Thesis Statement and Research Questions 
1.3.1 Thesis Statement 
To satisfy SLA guarantees for applications such as Topic Detection and Tracking 
identified by various QoS constrains (e.g. compute time, network throughput, 
complexity of analytics algorithms, CPU availability, and memory), a layered model 
is required to predict the performance of big data processing frameworks.  
1.3.2 Research Questions 
To achieve the goal mentioned in the Thesis Statement, we need to address the 
following research questions:  
Q1. How to identify and capture dependencies between the performance 
metrics significantly affecting the end-to-end performance of Cloud-based TDT 
applications? 
To study the end-to-end performance factors of TDT-based applications, it is 
necessary to consider factors that influence the performance of the TDT-based big 
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data application across cloud layers (IaaS, PaaS, and SaaS). It is also essential to 
understand the dependencies between the identified parameters across each layer. We 
note, SLA measurement is a complicated issue and differs considerably in accordance 
with practical situations. How to constitute an SLA is beyond the boundary of this 
thesis. The outcome of this work can feed into the development of a more 
sophisticated and accurate SLA for the provisioning of TDT-based applications in the 
cloud. 
Q2. How to incorporate and express the dependencies between the 
identified performance metrics into a generic Cloud-based TDT application 
performance framework?  
Once the parameters across the various layers are identified, the next key 
question is how to incorporate them into a model that represents the performance of a 
TDT-based big data analytical system. This model should be generic enough in order 
to support similar bog data analytics applications. Our approach to the development 
of this model is driven by investigating the various data mining algorithms that govern 
the metrics such as speed and accuracy of TDT applications.  
Q3. How to evaluate the proposed performance model using a test-bed that 
characterizes TDT applications in real-world environment? 
Another important challenge is to validate the performance model under various 
system configuration and application scenarios. Our evaluation will focus on TDT-
based big data applications that employ a series of data analytical algorithms to detect 
important events. Our evaluation resource will consider implications of different kinds 
of machine learning algorithms with varying configuration of the underlying system. 
1.4 Contributions 
Given the importance of guaranteeing the performance of a cloud-based TDT 
application and the limitations of existing solutions, in this thesis, we will propose and 
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design a layered end-to-end performance model of cloud-based TDT applications. 
This work will make the following contributions: 
1) The performance model can be used to guarantee the SLA while deploying 
cloud-based TDT Big Data applications. The resource administrator can use this 
model to predict the performance of a TDT-based application enabling better 
provisioning of resources like CPU, memory, network bandwidth to meet 
performance targets. By building this end-to-end performance model of cloud-based 
TDT applications, we can find the dependencies among the different layers in the 
cloud environment as well as how these dependencies can affect performance.  
2) A monitoring-based evaluation of the TDT system can allow administrators 
to deploy and test the model in real-world use-cases allowing the theoretical model to 
be transformed into a practical application. 
Moreover, our work will address some of the gaps in the existing literature in 
the following ways:  
1. Our work will be based on the real environment. We will study the realistic 
inner working of Mahout, MapReduce, HDFS and IaaS layer in as much detail as 
possible. For instance, we will calculate the number of map tasks as in the real 
environment rather than using the size of total input data divided across the number 
of computers. The number of map tasks is mainly controlled by three parameters; 
“dfs.block.size”, “mapred.map.tasks” and “mapred.min.split.size”. We will also use 
the TDT applications with different Machine Leaning (ML) algorithms to evaluate 
our performance model. 
2. Our work will build an end-to-end performance model of a cloud-based TDT 
application. Hence, our work will consider all performance parameters from all layers 
(IaaS, PaaS, SaaS layers), making it suitable for future real-world cloud-based TDT 
applications.  
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1.5 Thesis Structure 
The architecture of this thesis can be seen in Figure 1-7. 
Chapter 1: Introduction
Chapter 3: Related Works and Cloud-based 
Monitoring Framework for End-to-End Cloud-based 
TDT Performance Model
Chapter 2: Survey of Cloud-based Applications and 
Cloud Resource Orachestration 
Chapter 4: Performance Model
Chapter 5: Implementation of Cloud TDT
Chapter 6: Experimentation and Evaluation of 
Performance Model
Chapter 7: Conclusion
 
Figure 1-7 Architecture of Thesis 
In Chapter 2, we will illustrate the challenge of TDT applications in the Big 
Data era. We present several related works identifying the differences between 
traditional cloud-based applications and TDT applications. The outcome of this 
chapter has been published in: 1) a survey of cloud resource orchestration frameworks 
which has been published in [W1]; 2) a survey of Cloud-based Content Delivery 
Networks which has been published in [W2]; 3) a survey of data fusion in IoT 
applications where TDT techniques have a pivotal role to play. This survey has been 
published in [W3].  
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In Chapter 3, we discuss related works about TDT applications, distributed TDT 
applications, and relevant performance models to illustrate why they are not suitable 
to achieve the goal of the thesis. At the end of this chapter, we present a novel cloud-
based monitoring system that enables cross-layer monitoring of performance 
parameters of cloud models. This work has been published in [W4].  
In Chapter 4, we illustrate details of our layered end-to-end performance model. 
Additionally, we will illustrate our performance model by taking Naïve Bayes Model, 
Random Forest Model and LDA Model as examples. Parts of this chapter have been 
published in [W5]. 
In Chapter 5, we present the implementation details of the cloud-based TDT 
application. Parts of this chapter have been published in [W5]. 
In Chapter 6, we present the experimentation for evaluation of our performance 
model. Parts of this chapter have been published in [W5] 
In Chapter 7, we discuss the conclusion and future work.  
1.6 Lists of Publications 
[W1] A. Khoshkbari et al., "Capability Analysis of Cloud Resource 
Orchestration Frameworks," in Computer, vol. 49, no. 2, pp. 24-33, Feb, 2016. 
[W2] M. Wang et al., “An overview of cloud based content delivery networks: 
Research dimensions and state-of-the-art” in Transactions on Large-Scale Data- 
and Knowledge-Centered Systems, Springer Berlin Heidelberg, 2015, pp. 131-
158.  
[W3] M. Wang et al., “City Data Fusion”, in International Journal of Distributed 
Systems and Technologies, vol.7, no. 1, pp.15-36, Jun. 2015. 
[W4] K. Alhamazani et al., “Real-Time QoS Monitoring for Cloud-Based Big 
Data Analytics Applications in Mobile Environments,” in IEEE 15th Int. Conf. 
on Mobile Data Management (MDM), Brisbane, QLD, 2014, pp. 337-340. 
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detection and tracking based big data applications in the cloud,” in EAI Int. Conf. 
on Cloud, Networking for IoT Syst., Roma, Italy, 2015. 
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Chapter 2 Survey of Cloud-based 
Applications and Cloud Resource 
Orchestration 
In Chapter 1, we firstly illustrated basic concepts of Big Data, cloud computing, 
IoT, TDT applications. Secondly, we articulated, the relation between these concepts 
and demonstrated how cloud computing is an essential component to support big data 
analytics applications such as TDT. Due to the complexity of challenges across 
difference components (Clouds and Cloud Orchestration, IoT, TDT and Big Data), in 
this chapter we present a survey of cloud-based applications and related cloud 
resource orchestration frameworks. We will first present a survey of taxonomy of 
existing Cloud resource orchestration frameworks. This survey provides the 
background required to develop resource orchestration approaches for TDT 
applications. Afterward, we introduce two common cloud-based applications that use 
Cloud resource orchestration namely Content Distribution Network (CDN) and Web 
Applications. A review of widely used cloud-based applications help identify the 
applicability, similarities and differences between typical CDN, Web applications and 
TDT applications. This is similar with Cloud web application. Furthermore, we finally 
present a survey of “Data Fusion” (in IoT) that is an important approach of collecting, 
collating and transmitting data.  
2.1 Survey of Cloud Resource Orchestration Framework 
In this section, we will survey how cloud resources are orchestrated in a cloud-
based application. We illustrate the cloud resource orchestration (CRO) process by 
giving two examples: cloud-based web application and cloud-based CDN. However, 
as this work focuses on the general framework of cloud resource orchestration, the 
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two examples are introduced only briefly. In the next part, we will survey cloud-based 
CDN techniques in detail. Examples of CDN and web application are illustrated in 
“Application Domain” (2.1.1 Dimensions of CROF) 
For a cloud-based TDT application, how to orchestrate cloud resource plays a 
vital role in its performance. The cloud resource orchestration can be helpful to 
implement and manage a TDT application in a cloud environment. Figure 2-1 
illustrates an instantiation of cloud orchestration operations in AWS.  
 
 Figure 2-1 How to deploy WordPress by using either the Amazon BeanSTalk 
(left hand side work-flow picture) or Amazon CloudFormation (right hand side 
sequence diagram). 
The cloud resource orchestration [62] is defined as the process of Selection, 
Deployment, Monitoring, and Run-time Management of software and hardware 
resources for ensuring that the applications meet the QoS targets, such as availability, 
throughput, latency, security, cost, and reliability under uncertainties. To simplify the 
process of resource orchestration, several academic groups and cloud computing 
vendors have developed a number of Cloud Resource Orchestration Frameworks 
(CROFs). For instance, Amazon Web Services (AWS) [114] offers AWS Elastic 
Beanstalk, which is an easy-to-use CROF for deploying and scaling multi-tier Web 
applications developed with popular programming languages, such as Java, .NET, 
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PHP, Node.js, Python and Ruby. 
Take “Ooyala” [113] (an international video technology platform and solutions 
company) for instance, this company develops a CROF for delivering multimedia 
content online. However, the problem here is that there may exist multiple CROFs 
from competing vendors and academic groups offering a similar (if not the same) set 
of functionalities. For example, any of the following CROFs provided by RightScale 
[115], Bitnami [116], Engine Yard [117], CloudSwitch [118] respectively could be 
used to manage Web applications over AWS and other public cloud infrastructures. 
Similar competing CROFs, such as AWS CloudFront, Ooyala, MetaCDN, and 
Rackspace Cloud Files exist for managing Content Delivery Network (CDN) 
applications. Therefore, it is clear that the diversity of offerings make the process (for 
software engineers, solution architects, or infrastructure administrators) of selecting 
the most suitable CROF a perplexing and risky task, as wrong decisions could lead to 
vendor lock-in, poor application QoS, excessive costs, and unwanted administration 
overheads. Moreover, migration from one cloud to another is nontrivial, if not 
impossible. Regardless of many cloud standardization projects, the community has 
not yet defined a comprehensive standard that covers all aspects and layers including 
Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a 
Service (SaaS) to mitigate the risk of lock-in for industries [63]. 
To understand and get a full appreciation of how to orchestrate cloud resource 
for a cloud-based TDT application, I have studied “Cloud Resource Orchestration 
Framework” and explored the capabilities of the overriding cloud platforms in terms 
of the following dimensions: application domain, resource type, resource access 
component, inter-operability, resource selection, application deployment, and QoS 
adaptation, that altogether shed light on why, what, and how these frameworks do the 
resource orchestrations operations. This survey has been published in [W1]. 
2.1.1 Dimensions of CROF 
The diversity of CROFs make the decision making process hard for software 
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engineers, solution architects, or administrators who want to migrate their applications 
to the cloud. Having concrete dimensions that give an insight into comparative 
features of CROFs eases the task of cloud framework selection. We consider the 
following dimensions which evaluate why, what, and how platforms do resource 
orchestration tasks: Why: Application Domain; What: Resource Type; How: Resource 
Access Component, Inter-operability, Resource Selection, Application Deployment, 
and QoS Adaptation. 
Application Domain: This dimension refers to the type of applications for 
which the frameworks have been targeted and customized including multi-tier web 
applications and CDN, and Large-scale data processing (MapReduce [64]).  
Multi-tier web application refers to migrating in-house web, mobile, or gaming 
applications to public or private clouds in order to meet further scalability, availability, 
etc., conducting Development and Test activities on cloud environments, and the like.  
CROFs with a CDN application target give businesses and web application 
developers an easy and cost effective way to distribute content (e.g. images, videos, 
web pages, etc.) to sporadic geographical locations with low latency and high data 
transfer speeds. To do so, CDN offerings normally use Edge Computing that pushes 
the frontier of computing applications, data, and services away from centralized nodes 
to the various servers on the edge of the Internet. 
CROFs with large-scale data-intensive computing platforms are predominantly 
relying on a simple yet effective programming model, such as MapReduce. 
Resource Type: This dimension refers to the resource type the framework 
capable of orchestrating: i) IaaS: Infrastructure or hardware resources such as network 
(i.e. IP type, ports, etc.), CPU (i.e. cores, addressing bit), and BLOB Storage (i.e. 
storage size, format, etc.); ii) PaaS: Platform resources including application servers 
(e.g. Java application server), monitoring services, database servers, and the like; iii) 
SaaS: Software components and sub-processes such as the Customer Relationship 
Management (CRM) business process that is formed and executed via orchestrating 
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software components to deliver a business service to the end users as such the sales 
force.  
Resource Access Component: This dimension refers to the mode of interaction 
with the cloud resources. Interfaces are the high-level abstractions through which an 
administrator manipulates cloud resources. There are mainly three sorts of interfaces 
supported by resource orchestration frameworks: low level command line; web-based 
system dashboard and web services API. 
Interoperability: This dimension refers to the ability of a resource orchestration 
framework to port applications across multiple clouds or to use resources from 
multiple clouds for composing and hosting applications. 
Resource Selection: This dimension refers to the level of automation supported 
by an orchestration framework as regards to selection of software and hardware 
resources.  
We classify the resource selection approaches into Manual and Automated 
categories. In the manual approach, a resource orchestrator assumes that the 
administrators have a high level of technical knowledge that can help them in selecting 
the most appropriate cloud resources. In contrast, in an automated selection approach, 
an orchestrator implements a Recommendation System (RS) [66, 69, 70] that helps 
the administrator to select the optimal resources that best fit the QoS, feature, and cost 
needs. The RS ranks different resources based on certain selection criteria and 
presents them to the administrator so that he/she can select the most appropriate ones. 
Application Deployment: The scale and complexity of applications and cloud 
resources make them increasingly difficult and expensive to administer and deploy. A 
recent study of enterprise applications of Fortune 100 companies has revealed 
interesting facts [65]. The total number of distinct appliances in each application 
varies from 11 to over 100 depending on the nature of the application. In some of these 
applications, there are up to 19 distinct front-end web servers, 67 application servers, 
and 21 back-end databases. Clearly, application deployment techniques need to cater 
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for dependencies across appliances to ensure error-free configurations. Existing 
deployment tools provide varying levels of automation, typically categorized as 
manual, script-, language-, and model-based approaches. 
Run-time QoS Adaptation: This dimension refers to the degree to which a 
resource orchestrator is able to adapt to dynamic exceptions. Adaptation, in general is 
realized either manually or automatically. Predictive techniques can dynamically 
anticipate and capture the relationship between an application’s QoS targets, current 
hardware resource allocation and changes in application workload patterns to adjust 
hardware allocation. Overall, predictive techniques [66, 67, 68] build upon the 
integration of theoretical workload prediction and resource performance models. 
2.1.2 Survey of Cloud-based Content Delivery Networks 
A CDN is a distributed network of servers and file storage devices that replicates 
content/services (e.g. files, video, audio etc.) on a large number of surrogate systems 
placed at various locations, distributed across the globe. Typical CDN architecture is 
shown in Figure 2-2: 
 
Figure 2-2 Architecture of Content Delivery Network 
The concept of a CDN was conceived during the early days of the Internet. By the end 
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of the 1990s, CDNs from Akamai and other commercial providers managed to deliver 
web content (i.e. web pages, text, graphics, URLs and scripts) anywhere in the world 
in order to meet the high availability and quality expected by their end users. Today, 
Akamai [71] delivers between 15% and 30% of all web traffic, reaching more than 4 
terabits per second. CDNs have made a significant impact on how content is delivered 
via the Internet to end-users [72]. Traditionally content providers have relied on third-
party CDNs to deliver their content to end-users. 
From Figure 2-2, we can see that a CDN contains three important parts:  
1) Origin server: a powerful storage system that contains all the content and/or 
the metadata of all the content. To achieve high performance of the CDN, the content 
in the origin server is pushed to the POP servers (surrogate servers) that are located at 
different geographical locations across the globe.  
2) POP servers: are distributed in large numbers at diverse areas in a CDN. The 
main function of a POP server is to offer the content based on user request. When the 
content is not available locally, the POP server will pull it from the origin server and 
store it for the next probable requirement, as the same/other user(s) in the region will 
require the content. Prefetching [101] is another important functionality provided by 
the POP server where it fetches the content that clients may be interested in from the 
origin server thereby reducing the chance of traffic congestion especially during high 
demand. Needless to say, prefetching needs to predict the users’ preferential contents 
by synthesizing and analyzing historical information such as access logs. It is evident 
that this kind of prefetching technique may require statistical data mining algorithms 
to determine what content to prefetch.  
3) Request redirecting mechanism: One of the functions of a CDN is to 
dynamically redirect clients to the optimal servers based on several QoS parameters 
such as server load, latency, network congestion, client access networks, and 
proximity etc.  
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2.1.2.1 Cloud CDN 
However, with the ever changing landscape of content types e.g. moving from 
standard definition video to high definition to full high definition, it is a challenge for 
content providers who either supplement their existing delivery networks with third-
party providers or completely rely on them to understand and monitor the performance 
of their service. Moreover, the performance of the CDN is impacted by the 
geographical availability of the third-party infrastructure. A cloud CDN (CCDN) 
provides a flexible solution allowing content providers to intelligently match and 
place content on one or more cloud storage servers based on coverage, budget and 
QoS preferences [73]. The key implication is economies of scale and the benefits 
delivered by the pay-as-you-go model. Using clouds the content providers have more 
agility in managing situations such as flash crowds avoiding the need to invest in 
infrastructure development. A typical CCDN architecture is presented in Figure 2-3. 
 
Figure 2-3 Cloud CDN Typical Architecture 
As depicted in Figure 2-3, the POPs are distributed across multiple cloud providers 
while the master node/origin server is responsible for orchestrating the entire CDN 
functionality. Based on demand from various geographical locations and QoS 
constraints, the master node will fire new slave POP nodes in close proximity to the 
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origin of user requests. 
2.1.2.2 Cloud Resource Orchestration of Cloud-based CDN 
Cloud-based CDNs can offer many advantages compared to traditional CDNs, 
like: Dynamic Content Management; Content Creation; Content Heterogeneity; 
CCDN Personalization; cloud cost model; CCDN Demand Prediction; CCDN cloud 
selection, etc. The two main characteristics of cloud-based CDN are as follows: 
1) Cloud Storage: Taking advantage of cloud storage is a significant difference 
between the cloud-based CDN and the traditional CDN. For users, to store, maintain, 
and deliver a great mass of media, software, documents, or other digital objects is an 
essential part of ensuring an outstanding online experience.   
2) Cloud Load Balancer: The cloud load balancer provides customers the 
flexibility to manage their content delivery strategy. This service enables customers 
to specify content delivery policies based on real-time conditions and user targets. The 
typical cloud load balancing technology manages the customers’ application traffic 
and makes decisions of where to route it. 
Cloud resource requirements and orchestration mechanisms vary due to 
different cloud-based CDNs. However, there are some common characteristics. A 
cloud orchestration service offers enhanced flexibility and elasticity of CCDN as it 
manages public and private cloud resources using the pay-as-you-go model. Cloud 
orchestration operations include: (I) production: create and edit; (II) storage: 
uploading and scaling of storage space; (III) keyword-based content tagging and 
searching; (IV) distribution: streaming and downloading. At cloud service level, 
orchestrator capabilities span across a range of operations such as selection, assembly, 
deployment of cloud resources to monitoring their run-time QoS statistics (e.g. latency, 
utilization, and throughput). The orchestration supports deployment, configuration 
and monitoring of content and cloud resources deployed across hybrid cloud platforms 
using web-based widgets. These widgets hide the underlying complexity related to 
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cloud resources and provide an easy do-it-yourself interface for content management. 
The cloud orchestration service is also responsible for managing the cloud resources 
based on service providers’ SLAs. 
The work “Capability Analysis of Cloud Resource Orchestration Frameworks” 
[W1] offers a full and comprehensive understanding of how to orchestrate cloud 
resource for a cloud-based application, such as cloud-based TDT or cloud-based CDN. 
Nevertheless, to understand how cloud resources are orchestrated in cloud-based 
applications, we need to study the requirements of a specific cloud-based application. 
In order to accomplish this goal, we extended our study to conduct a survey of CDN 
application in clouds in “Cloud-based Content Delivery Networks” [W2].  
In accordance with the fact that both cloud CDN and cloud TDT are cloud-based 
applications, we might be able to tackle problems that TDT techniques are confronted 
in the “Big Data” era by utilizing the cloud resource orchestration in a cloud-based 
CDN. To begin with, the “volume” issue (in the “Big Data” age, the volume of data is 
becoming extremely large) can be solved by the cloud-based CDN with cloud storage. 
Then, the “Velocity” characteristic of Big Data (the required processing speed of “Big 
Data” is increasing, in some scenarios, it has to be real-time) can be addressed by 
cloud-based CDN, as the data (content) have been stored in cache servers. Finally, the 
“Variety” feature of “Big Data” could be dealt with through cloud storage as well. For 
instance, the typical cloud-based open-source Database MongoDB can store various 
data, for it is not a relational Database such as Oracle which requires a certain schema 
for each sort of data.  
Furthermore, CCDNs can deliver end-to-end QoS monitoring by tracking the 
overall service availability and pinpoint issues. Clouds are able to provide additional 
tools for monitoring specific content e.g. video quality monitoring. In that, this 
advantage of cloud-based CDNs can help monitor TDT applications. It is apparent 
that monitoring is the first step to improve an application’s performance. 
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2.1.2 Survey of Data Fusion in IoT 
2.1.2.1 Data Fusion in IoT 
During the past decade, the Internet of Things (IoT) has gained significant 
attention in academia as well as industry [75]. The main reason behind this is the 
capabilities that IoT promises to offer. It promises to create a smart world where all 
the objects around us are connected to the Internet and communicate with each other 
with minimum human intervention [76]. Even though IoT encompasses a number of 
ideas and concepts, it does not have a clear definition. However, Tan and Wang [77] 
have defined IoT in a fairly comprehensive manner as “Things have identities and 
virtual personalities operating in smart spaces using intelligent interfaces to connect 
and communicate within social, environment, and user contexts [77, 78]”. Some other 
definitions are presented in [79]. The papers [79, 80, 78] have surveyed the definition 
of IoT through three different perspectives: things, the Internet and semantics. 
IoT enables the vision “from anytime, anyplace connectivity for anyone, we will 
now have the connectivity for anything [81]”. Further expanding this idea, the 
European Union has defined the above vision as “The IoT allows people and things 
to be connected Anytime Anyplace, with Anything and Anyone, ideally using Any 
network and Any service [82]”. The term Internet of Things was first coined by 
Kevin Ashton [83]  in a presentation in 1998. He has also mentioned “The IoT has 
the potential to change the world, just as the Internet did. Maybe even more so. [84]”. 
IoT would produce a substantial amount of data [85] that are less useful unless we 
are able to derive knowledge using them. There is very little interest in the raw sensor 
data. The data that is of significant interest is information about interesting events that 
are happening in a specific area. In order to accomplish this task, IoT applications should 
be able to capture and reason about the events continuously. Therefore applying sensor 
data fusion techniques at the different levels of the IoT application chain is essential in 
order to detect relevant events. It is hard to give data fusion a unique definition; it is a 
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combination of data collection, calibration, decision, and mining process to detect 
valuable information among these data. 
2.1.2.2 Importance of Data Fusion 
We have made a survey [W3] to examine a number of different sensor data 
fusion research efforts related to IoT data fusion with particular focus on the smart 
cities application domain. Table 2-1 shows relations between TDT and Data Fusion.  
Table 2-1 Relations between TDT and Data Fusion 
Relations Data Fusion TDT 
Implementation of TDT 
can be described as a part 
of that of senor data fusion 
Collection, Collation, Evaluation, 
Decide, Act 
Collection, 
Filtering 
(Collation), 
Evaluation 
(Detection & 
Tracking) 
ML algorithms Redundant, Smart City, Context-
awareness, Semantic Interaction 
Classification
, Clustering 
Layered Mechanism Layered Data Fusion (in-network 
data fusion & cloud data fusion),  
Three-layered architecture 
(Application, Software, Hardware) 
Dynamic Configuration 
Three layers 
(SaaS, PaaS, 
IaaS) 
Data collected by IoT (e.g. surveillance camera, smartphone, temperature meter, etc.) 
needs significant level of pre-processing and post-processing. Consider a smart city 
application to detect a bridge collage using IoT sensors installed on various bridges 
around the city. There is a need for low-level data fusion techniques to do preliminary 
processing of data while, a more sophisticated TDT-like analytics applications is 
required to detect major events. Data fusion techniques are required to fuse data from 
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multiple heterogeneous sources to detect events. This is an essential step in an end-to-
end TDT application and has significant impact on the performance of the system. 
These data fusion algorithms can also run in the cloud as part of TDT algorithms. 
Hence, in this thesis, we did a survey of the current data fusion algorithms in the the 
area of IoT to better understand and model performance of TDT applications. 
 TDT techniques can make certain contributions to Data fusion, such as the 
traffic congestion detection application. Data fusion can be divided into two levels: 
cloud level and within network level. Network level data processing relies upon low 
level computational devices, in other words, low-level sensors. Cloud level devices 
have access to unlimited resources and hence have the capability to apply complicated 
data mining or machine learning algorithms over the data generated by a large number 
of low level sensors. 
The data that is of significant interest definitely has information about 
interesting events happening in specific areas. IoT applications should be able to 
capture and reason about attractive or valuable events continuously. In that regard, 
event detection (Topic Detection Tracking) has a pivotal role to play in this field. The 
Monitoring Cycle is shown in Figure 2-4. 
 
Figure 2-4 Internet of Things Monitoring Cycle 
1) Collection: sensors or other IoT data sources (social media, smart city 
infrastructure, mobile devices etc.) collect raw data. 2) Collation: analyzing, 
comparing and correlating collected data. 3) Evaluation: fusing data in order to 
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understand and provide a full view of the environment. 4) Decide: deciding the actions 
that need to be taken. 5) Act: applying the actions decided at the previous step (“decide” 
step). 
From the “collection” step to the “evaluation” step is a typical Topic Detection 
process. Take the “flu” epidemic system for instance. Firstly, data is collected from 
data sources (in this thesis, data are collected from the social network Twitter). 
Secondly, collected data are filtered to reduce the volume of data and eliminate useless 
information. Thirdly, the system applies certain machine learning or data mining 
algorithms over those filtered data generated in the previous step. Due to the fact that 
TDT applications have to process an extremely large volume of data in the “Big Data” 
era, deploying TDT applications on a cloud environment seems to be a wise solution. 
Consequently, a cloud-based TDT application can be properly described as a part of 
an IoT application, which consists of three steps of an “IoT circle”. In Figure 2-5, the 
three steps in the purple circle are the process of Topic Detection and Tracking.  
 
Figure 2-5 Topic Detection and Tracking 
In our cloud-based Topic Detection and Tracking application (flu detection 
system), the three steps are as follows: 1) Collection: Collecting tweets (text created 
by Twitter users) from Twitter, then storing them in a cloud-based distributed file 
system (Hadoop Distributed File System). 2) Collation: Filtering raw data (tweets) to 
eliminate noisy, useless and invaluable information, such as punctuation, hashtag, 
picture, and so on. 3) Evaluation: Analyzing filtered data to detect certain events (in 
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our work, it is “flu”) by using machine learning and data mining algorithms. In our 
work, machine learning and data mining algorithms are executed in a parallel fashion, 
such as MapReduce Naive Classification algorithm, to deal with “Big Data”. 
ML algorithms: Parallel machine learning or data mining algorithms possess 
an important part in the cloud-based Topic Detection and Tracking field. In actuality, 
it is the same with IoT or smart city applications.  
1) In-network sensor data processing: To reduce the amount of energy 
required by data transmission, in-network sensor data processing mainly adopts two 
methods: using a “Redundant” strategy which means that the same environmental 
factor is sensed through different sensors; adopting rules defining how the data 
processing at each level should be conducted. An example of such a rule is shown in 
Algorithm 2-1: 
Algorithm 2-1 
L = CurrentLevel; 
If (KnowledgeRequired ≤ KnowledgeAvailable) ^ (DataTransmissionCost > 
DataFusionCost) then ProcessAtTheCurrentLevel(L) else SendDataTo(L+1) 
In a sensor network, all sensors are classified into different levels. According to 
Algorithm 2-1, data are processed at the same level of collection. If knowledge 
required by a certain task is more than can be obtained in this level or the cost of data 
transmission is less than the cost of data fusion in this level, it is necessary to send 
data to a higher level to process. To check whether the knowledge required is more 
than that available or identify if the cost of data transmission is more than that of data 
fusion necessitates predictive capabilities, as for instance, predicting the possible cost 
of data fusion and of data transmission before the real practice has been made. 
Consequently, the use of machine learning algorithms is inevitable to accomplish 
these predicting tasks. 
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2) Smart city: In smart cities, ability to fuse sensor data enables context 
awareness which has a huge potential for IoT. Understanding the context of the city 
and its citizens can help develop and provide a new world of services based on what 
an individual user is doing, what the infrastructure [86] is doing, what nature is doing 
or all the above in various combinations [87]. For example, a traffic congestion alert 
functionality in a smart city application would be capable of alerting city 
administrators and all cars traveling towards the location where there is a traffic jam 
and suggesting alternative routes. For such a scenario to be feasible, it is important 
that smart city applications built on the IoT have the ability to fuse data from diverse 
data sources to enable context-aware decision making and support. Hence, smart city 
applications should implement the event detection (Topic detection) functionality, so 
to speak, in the above case, the smart city application needs to detect the “traffic 
congestion” event before it sends alarm information to drivers or city administrators.  
In another case, recent work from a group of researchers from MIT [88] 
demonstrates the potential of fusing data from disparate data sources in a smart city 
to understand a city’s attractiveness. The work focuses on cities in Spain and shows 
how the fusion of Big Data sets can provide insights into the way people visit cities. 
Such a correlation of data from a variety of data sources plays a vital role in delivering 
services successfully in smart cities of the future. In this case, the authors used three 
datasets: Flickr, BBVA and Twitter. 
3) Context-awareness: Event Detection has an important part to play in this 
feature of sensor data processing in the IoT application. The most widely used context 
information is location [89]. However, context in the IoT is much broader than 
location. All the information about sensors can be considered as context information 
(e.g. capabilities of the sensors, related actuators, nearby sensors, etc.). With the recent 
advancement of the IoT, context-awareness has become an essential part of IoT 
applications. Chantzara and Anagnostou [90] have identified four common stages in 
context-aware application life cycle: context sensing, context processing, context 
dissemination, and context usage. This life-cycle has been enhanced by [91]. 
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Combining sensor data from multiple sensors helps to understand context information 
much more accurately. Better understanding will contribute towards intelligent fusion 
and complex event detection. 
4) Semantic Interaction: The IoT can be considered as an application domain 
where semantic web technologies can be used to enhance its functionalities 
significantly [92]. The IoT promises to connect the billions of things around us 
together. It is not feasible to manually connect by hard-wiring things and applications. 
Automating these tasks will definitely need the help of semantic technologies. 
Research conducted on semantic sensor webs [93] has identified several challenges 
that need to be addressed by semantic technologies. For example, sensor configuration, 
context identification, complex sensor data querying, event detection and monitoring, 
and sensor data fusion are some of the tasks that can be enhanced using semantics. 
Annotating sensors, sensor data, and program components will increase the ability of 
interaction without explicit programming commands. Furthermore, annotations will 
also increase the retrievability of sensor data. More sophisticated queries can be 
processed over the semantic annotated data. Semantic technology is deeply related to 
machine learning and data mining techniques. 
Layered Mechanism: IoT applications adopt a layered mechanism, which 
means an IoT application can be divided into different levels. The IoT domain also 
requires separation to make application development much easier and faster.  
1) Data Fusion: Data fusion can be divided into in-network data fusion and 
cloud data fusion. In-network data fusion can be classified into different levels which 
can communicate with and transmit data into each other. 
2) Three-layered architecture: IoT applications adopt a three layered 
architecture consisting of application layer, software layer and hardware layer. The 
software layer (Middleware layer) provides the reusable functionalities that are 
required by the application to meet complex customer requirements. They are usually 
built to address the common issues in application development such as heterogeneity, 
interoperability, security, and dependability [94]. More specifically, IoT (or sensor 
networks) middleware solutions can be mainly divided into two categories based on 
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their installed location [95]: in-network schemes and server-side schemes. In-network 
middleware is usually developed using low level programming languages such as 
nesC [96, 97] and installed on each sensor node. Those middleware systems have 
more control on low level operation of the network such as network routing, energy 
consumption, etc. This layer is much closer to the hardware. However, it lacks the 
overall knowledge about the environment. 
On the other hand, server-side middleware runs in cloud computing 
environments. Those middleware collect data through gateways or sink nodes and are 
developed using high level programming languages such as C, Java etc. However, 
these middleware systems have less control over the sensor network operation. They 
are unable to control low level operations such as routing. However, they have more 
knowledge about the environment as they can analyze the sensor data received 
through different sensors. 
3) Dynamic Configuration: Dynamic configuration means changing 
configurations of an application to adapt to the environment dynamically. Dynamic 
configuration can be interpreted at two levels: a software level dynamic configuration 
and a hardware level dynamic configuration.  
Take hardware level for instance, consider a thing (sensor node) S that is capable 
of sensing light, temperature and humidity. It is physically located in area L. Currently, 
sensor node S measures only temperature as it is the expected requirement of the server 
level software to make the decisions. Later, the server may need to know the light level 
of area L. The sensor node S needs to be configured to measure not only 
temperature, but also light level as well. This new configuration setting needs to be 
pushed to the sensor node from the cloud server.  
Furthermore, the software level can also support dynamic configuration 
capabilities. For example, software components described in semantic technologies can 
be combined together to create complex data fusion operations 
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2.2 Unsuitability of Related Works for Guaranteeing 
Performances of Cloud-based TDT Applications  
CROF is a strategy of how to use, deploy and allocate cloud resources for a 
cloud-based application, so it is a basic foundation for CCDN, data fusion in cloud 
and IoT based TDT applications. CCDN is a cloud-based application that has some 
differences compared to other cloud-based application such as Cloud TDT. Cloud 
TDT can be a part of technical solution to address issues of data fusion in the IoT. The 
relationship is shown in Figure 2-6: 
 
Figure 2-6 Relationship between Prepared Works 
However, these related techniques cannot solve all the research questions 
mentioned in Chapter 1 due to the differences between these related works and cloud-
based TDT applications.     
2.2.1 CROF 
To guarantee the performance of a cloud-based TDT application, the general 
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strategy of how to orchestrate cloud resources is not enough because for a specific 
kind of cloud-based application, the optimal cloud resources orchestration strategy 
might be different from that of others. For a cloud-based TDT application, the cloud 
resources from SaaS layers have more significant effect on the performance of the 
system than they do for other cloud-based applications, such as cloud-based CDN 
applications. As the survey of CROF offers a general framework for all cloud-based 
applications, to achieve our aim in the thesis, we need to design a solution which is 
suitable and targeted for cloud-based TDT applications.  
2.2.2 Cloud-based Applications 
2.2.2.1 Web Applications 
Cloud-based web applications host services in the cloud, such as a cloud-based 
email using “Amazon S3” (Cloud Storage). The cloud resources orchestration in a 
web application is not suitable to use in a cloud-based TDT application as well. The 
first reason is the variety of web applications. The cloud resources orchestration 
strategy might be different in terms of different kinds of web applications. For 
example, for an online video application (YouTube), the watching experience is one 
of the first priorities. Consequently, to guarantee the performance of an online video 
application, it has to allocate cloud resources related to the low latency and high data 
transfer speeds. But for an online retailer application like Amazon, reliability and 
security are more important. It is very difficult to get a general strategy to guarantee 
the performance of all web applications. Be that as it may, there are also some common 
characteristics for web applications, such as the importance of network bandwidth and 
security. The second reason for why the web application cannot be used to solve the 
problems occurring in TDT application is that the network bandwidth and security are 
two common important factors to evaluate the performance of a web application. 
Nevertheless, it is not the case in a batch processing-based TDT application.  
As a result, the direct application of the solution for cloud-based web 
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applications cannot solve the research problems.  
2.2.2.2 CCDN   
There are significant differences between cloud CDN and cloud TDT which 
render the hypothesis that we applying the cloud resource orchestration strategy in 
CDN directly to TDT questionable. In Table 2-2 we highlight the characteristics that 
renders the need for development of new performance model for TDT-applications. 
We studies CCDN characteristic in order to determine and ensure, would reuse of 
existing methodology help solve the challenge we are addressing. 
Table 2-2 Differences between CDNs and TDT 
 CDN TDT 
Changing 
Configuration 
Content required by clients 
Locations of clients 
New clients 
Query  
Burst of data 
Capability of 
processing 
streaming data 
High Low 
Utility of ML 
algorithms 
Redirecting mechanism; Client 
Personality; Demand 
Prediction; Load Balance 
Clustering; Classification 
Semantic 
analysis 
Not Necessary Most Necessary  
Layered cloud 
resources 
Most in IaaS Average in IaaS, PaaS, some 
require SaaS 
Scalability Well-planned Hard to expect 
SLAs Delivering Speed; Client 
Experience 
Precision; Speed 
Monitoring SaaS: Redirecting; Load SaaS: ML algorithms;  
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Strategies Balance 
PaaS: Distributed File System; 
Cloud-based Data Base 
IaaS: Storage; Network 
PaaS: Parallel Computing 
Platform; Distributed File 
System;  
IaaS: CPU; Memory 
Functionality  Control Panel; API; Access 
Logs; Origin pull;  
Querying; Spatial Search; 
Temporal Search; Automatic 
Alarming  
Data Mobility Data copies are replicated 
across multiple servers. 
The data is dynamic streams 
originating in real-time 
Static Data CDN mostly deals with known 
amount of data. Hence 
developing a performance 
model is only based on cloud 
characteristic (e.g. storage and 
network). 
The big data characteristic 
play a major role in the 
performance modelling of 
TDT applications. Due to the 
streaming nature of data, the 
size of data is not known a 
priori.  
Changing Configuration: Both CDNs and TDT applications have to change 
their configurations, strategies, resource allocation, and so on according to certain 
important changing factors like the required new content in CDNs or the new query 
in TDT applications. However, the pivotal factors are different in CDNs and TDT 
applications respectively. CDNs are concerned with “Content required by clients”; 
“Locations of clients” and “New clients” while TDT applications focus on “Burst of 
Data” and “Query” (e.g. different queries e.g. flu detection and measles detection may 
require different approaches).  
Capability of processing streaming data: Generally, CDNs process similar 
types of data to TDT applications. For instance, CDNs often deliver video content like 
the “YouTube” website and are impeded with the challenge of efficiently processing 
and managing metadata. But TDT applications tend to deal with a combination of 
static and dynamic data that could include text, images (structured and unstructured). 
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Hence, the requirement of CDN is different to that of TDT applications. 
Utility of ML algorithms: Adoption of Machine Learning (ML) algorithms is of 
key importance in a TDT application. Clustering and classification algorithms seem 
to be an indispensable part in the implementation of TDT applications. Clustering 
algorithms are particularly applied for detecting new topics whilst classification 
algorithms are used to detect existing topics from data. Moreover, machine learning 
algorithms have to be executed at high speeds, taking advantage of parallel processing 
in order to detect events effectively and instantly. 
On the contrary, ML algorithms are adopted in CDNs to accomplish the 
following goals: 1) Adopting the “Redirecting mechanism” to detect a possible 
optimal way of delivering contents; 2) Adopting the “Load Balance” mechanism to 
make a superior strategy to avoid the “Bottleneck” or “Rush-time Network Latency”; 
3) Predicting the content which might be required by users to deliver such content to 
the local server in advance.  
Consequently, we can see that Machine Learning algorithms adopted in CDNs 
are used in the “Decision Making” field and do not require the processing speed as 
imposed by TDT. 
Semantic analysis: Semantic analysis is a task of analyzing and detecting 
syntactic structures from a large set of documents. Most TDT applications rely solely 
on semantic analysis techniques, except video-based or acoustic-based TDT 
applications. However, it is not the case in CDNs, which means the contents stored 
and delivered by CDNs are not mainly documents.  
Layered cloud resources: CDNs mainly require cloud resource in PaaS and 
IaaS while TDT applications possibly need resource in three layers (SaaS, PaaS and 
IaaS). More specifically, even in the same layer, the required resources or the 
importance of require resources for CDNs and TDT are different. For instance, the 
IaaS layer network plays a greater part in the CDNs than it does in TDT based on 
batch processing, as the fluency and speed of delivering service are most important in 
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CDNs. But for batch processing-based TDT applications, network is less important 
than memory or CPU. However, if a TDT application is based on streaming data then 
network is important. 
Scalability: TDT applications and CDNs have different sorts of scalability 
requirements. TDT applications have to process a sudden burst of data in a certain 
period of time. Take a flu detection system based on Twitter for instance. The data 
related to flu might increase drastically during a short period, so at this moment the 
necessary scalability will also surge. Furthermore, this significant increasing of data 
is often unpredictable in a TDT application. In contrast, although the situation of data 
increase also occurs in CDNs, it is substantially different. In the first place, the speed 
of increase in delivering content (data) of CDNs is normally lower than that of TDT 
applications. Even if the requirement of delivering content in a CDN might sometimes 
increases due to various reasons such as dramatic increase in clients, the proportion 
of increasing content will still seem unremarkable compared with the total content 
which exists in a CDN and the distributed network of this CDN. The most important 
fact is that CDN providers normally have enough time to deal with this increasing 
data by applying more cloud resources, pushing the delivered data to a relevant local 
server, or changing strategies (for example, if the sudden increase of data happens in 
a certain geographical location, the CDN provider can move existing cloud resources 
to this region by negotiating with the cloud provider). 
SLAs: TDT applications focus on guaranteeing the precision of detecting results, 
the detecting speed, and the robustness (a TDT application should not fail due to, say, 
immensely increasing data). CDNs tend to ensure and improve the clients’ experience, 
for instance, the delivery speed, the quality of video, the security of clients’ content. 
This will lead to different cloud resource orchestration strategies. For example, the 
precision of detecting results in TDT may require a ML algorithm to have high 
accuracy (on average, SVM has a higher accuracy than Naive Bayes), which means it 
needs superior resource in the SaaS layer. The high delivery speed in CDNs is related 
to several factors like “Load Balance”, “Distributed Network”, “Predictive ability of 
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content required by clients”, so to speak, it may necessitate a variety of cloud 
resources from different layers. Of course, both TDT applications and CDNs may be 
concerned with common qualities like scalability (though in different ways) or 
robustness. 
Monitoring Strategies: TDT applications and CDNs have to monitor 
parameters from multiple layers in a cloud environment, however, there are still some 
differences between specific parameters monitored by TDT and CDN. TDT 
applications need monitoring of the performance of “ML algorithms” (SaaS), 
“Configuration of Parallel Computing Platform” (PaaS), “Replication Number of 
Distributed File System” (PaaS), “Utility of CPU” (IaaS), “Utility of Memory” (IaaS). 
In contrast, CDNs should monitor “Redirecting mechanism” (SaaS), “Load Balance 
mechanism” (SaaS), “Distributed File System (PaaS)”, “Cloud-based Database 
(PaaS)”, “Virtual Machine (IaaS)” to name but a few. 
Functionality: Due to the different goals and functionality, CDNs and TDT 
applications have diverse web interfaces. CDNs often provide users “Control Panel”, 
“API”, “Access Logs”, “Push (upload to CDN servers)”, “Origin pull”, to name but a 
few. “Control Panel” offers CDNs’ users control and management of their 
CDN statistics. “Access Logs” offers CDNs’ users the ability to read the logs of their 
CDNs while some CDNs offer users opportunities to change the configuration of their 
own CDNs by programming. In a word, functionality offered by CDNs provides users 
approaches to manage, configure and control their own CDN services.  
In contrast, TDT applications tend to offer users “Querying”, “Spatial Search”, 
“Temporal Search” and “Automatic Alarming” functions. “Querying” means the users 
can search one or several topics which have been detected in the TDT application. 
“Spatial Search” means “Querying” in terms of different geographical locations while 
“Temporal Search” means “Querying” in terms of different periods of time. 
“Automatic Alarming” means the TDT application alerts users when certain events 
(Topics) occurred, such as the notification of traffic congestion in a traffic congestion 
detection system often applied in an intelligent traffic management system (IoT 
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application).  
In conclusion, the main difference between the functionalities of TDT and CDN 
is whether users can change the content, structure or configuration of the inner-
working. TDT only offers users the functionality to query information rather than to 
change the mechanism of the inner-working.  
2.2.3 Data Fusion 
Cloud-based TDT applications can be used in the data fusion of Internet of 
Things. From the above survey, we can see that some “event detection” (TDT) 
techniques in data fusion can be used to implement a TDT application. But not all 
TDT applications are based on the cloud, which means to implement a cloud-based 
TDT application, we have to research solutions which are targeted to a cloud-based 
TDT application. Furthermore, data fusion cannot guarantee the QoS and SLA of a 
cloud-based TDT application. As a result, data fusion cannot solve the research 
problems of this thesis. 
In this chapter, we have presented works related to cloud-based TDT 
applications (CROF, cloud-based CDN, cloud-based web application, Data fusion in 
IoT). Furthermore, we illustrated why they are not suitable to be applied to guarantee 
the cloud-based TDT applications’ QoS, SLAs and performances. Data fusion of IoT 
offers cloud-based TDT a large source of data, and cloud-based TDT can be applied 
to a solution to address “event detection” issues in Data fusion.  
After reviewing existing related work in the area of provisioning and 
orchestration or cloud-based applications such as web applications and CDN, it is 
clear that the techniques used to scale and manage such applications are not applicable 
for TDT applications. In the next chapter, we will investigate work related to typical 
TDT applications. 
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Chapter 3 End-to-End Cloud-Based TDT 
Performance Model: Related Work 
In this chapter, we will investigate work related to typical TDT applications and 
monitoring frameworks for cloud-based TDT applications. Basically, relevant works 
of end-to-end cloud-based TDT performance models can be classified as: TDT 
applications, cloud-based or distributed TDT applications, performance model of a 
part (parallel computing framework like MapReduce) of cloud environment where 
cloud-based TDT applications are built. The goal of this chapter is to illustrate related 
works and identify the gaps in guaranteeing the performance of a cloud-based TDT 
application. Finally, we will introduce a cloud-based monitoring framework that can 
be used for monitoring the parameters of our TDT-application performance model 
across multiple cloud layers.  
The structure of this chapter will be as follow: 1) Firstly, we illustrate some 
related works about TDT application without using Cloud resources in order to 
acknowledge the limitations of these works for Big Data analysis. 2) Secondly, we 
demonstrate some related works about Cloud-based TDT application, showing the 
challenges of prediction, analyzation and optimization the performances of these 
applications. By doing this, we can get a better comprehension of the importance of 
modelling the performance of Cloud-based TDT application. 3) Thirdly, we survey 
certain related works of batch processing performance modelling, to figure out the 
drawbacks of these models in terms of modelling Cloud-based TDT applications. It is 
helpful for us to understand why these models towards a certain layer (IaaS, PaaS or 
SaaS) cannot be applied to modelling the performances of Cloud-based TDT 
applications. 4) Finally, we will introduce a Cloud-based Monitoring framework that 
can be applied to monitoring Cloud-based applications. This work is valuable for the 
task of monitoring parameters of factors affecting the performances of Cloud-based 
TDT applications significantly.  
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3.1 Background of Cloud-based TDT  
3.1.1 Challenges of TDT in the Big Data Era 
Topic Detection and Tracking (TDT) is a research paradigm which investigates 
methodologies and technologies to solve the issue of detecting and tracking events or 
topics from raw data [37, 38]. TDT techniques have been researched for many years 
and started with a pilot study [38]. However, TDT techniques are confronted with 
significant challenges in the “Big Data” [61] era which are best characterized by its 
three features: Volume, Variety and Velocity.  
Volume: This is one of the important characteristics of big data applications. It 
means that the amount of data to be processed is extremely large and keeps growing 
in volume with time. The data’s volume cannot be efficiently processed by a single 
machine or by fixed clusters of machines.  
Variety: This is the second important characteristic of Big Data: different data 
sources produce data in heterogeneous formats which cannot be efficiently handled 
by a traditional relational database. To support storage and querying of data in 
heterogeneous formats NoSQL frameworks have evolved. 
Velocity: This characteristic of “Big Data” means that the required speed of 
processing large volumes of data is increasing, for example, in many real-time Big 
Data applications, data have to be processed and analyzed at a considerable speed. 
The earthquake detection system based on Twitter is a good example. The system has 
to process a large volume of “tweets” in a short time in order to alert people to the 
possible earthquake. If the system doesn’t have a high “velocity” to process data and 
give the alarm, people will not have the enough time to escape.   
Volume can be addressed by using Cloud Storage resources. Variety makes it difficult 
for traditional data base to store “Big Data”, leading to the proliferation of “No-SQL” 
data base. Velocity challenge increases the required speed of processing data for TDT 
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applications processing “Big Data”, which can be solved by using powerful 
computing infrastructure (IaaS Cloud Layer) or adopting parallel computing paradigm 
(MapReduce, MPI, RDD, etc.). 
3.1.2 Cloud Computing Solution: Cloud-based TDT 
Applications 
TDT-based applications aim to track one or several events from historical 
streams of data to detect important events. However, given the fact that we live in a 
“Big Data” age [1], the volume of data is growing too large for the traditional 
implementation of TDT techniques that run on a single machine or small clusters of 
machines to process. Hence, applying distributed system techniques to develop TDT 
applications is a practical solution, as many TDT or event detection systems adopt 
distributed sensor networks to collect an immense volume of data. Nevertheless, 
renting or possessing a powerful distributed system can be expensive, consequently, 
adopting cloud computing [2] [35] and big data processing frameworks (such as 
Hadoop and NoSQL) presents a viable option for engineering next generation TDT-
based big data applications. Developing cloud-based TDT applications has several 
benefits: (I) In a cloud environment, a user can elastically use a vast amount of 
computing or storage resources in a “pay-as-you-go” way, driven by growing data 
volumes and performance SLAs (e.g. event detection delay) and (II) the cloud offers 
the flexibility to deploy appropriate big data processing frameworks to process and 
handle changing data volume. As cloud computing is a good solution, how to use it in 
an application (such as TDT application) still has some technical challenges. As a 
consequence, in the next part we will illustrate some related techniques about how to 
use cloud computing in real applications (in other words, migrating an application to 
a cloud environment, which is a so-called cloud-based application).   
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3.2 Traditional Topic Detection and Tracking: Related 
Works  
In this section, we will illustrate some work related to traditional TDT, or whose 
focus is not relevant to cloud computing or distributed techniques.  
In “Relevance models for topic detection and tracking” [37], the authors 
illustrate how the “relevance model” technique (a statistical language modeling 
technique [40]) can be applied to the link detection task (detecting whether two stories 
are “linked”, or discuss the same event) [39] of TDT. In “BuzzTrack: topic detection 
and tracking in email” [41]. The authors designed and implemented an email client 
extension called “BuzzTrack” based on TDT techniques to help users to sort messages 
in terms of topics. This system can automatically generate new topics by using the 
“Relevance model” (a Topic model).  
TDT techniques require some machine learning or data mining algorithms and 
natural language processing methods [43]. In “Topic Detection, Tracking, and Trend 
Analysis Using Self-Organizing Neural Networks” [42], the authors solve the 
challenge by formulating TDT as a clustering problem in a class of self-organizing 
neural networks called Adaptive Resonance Theory (ART) networks. They then 
propose an incremental algorithm to address this clustering problem.  
In “Topic detection and tracking using hidden Markov models” [44], the authors 
propose and implement an approach based on Hidden Markov Models (HMM) and 
language processing techniques to automatically detect a topic or track subsequent 
news based on such a topic in a stream of input data. They regard input text as a stream 
of data and assign the most appropriate topic to the text by using HMM. 
With the proliferation of social networks like Twitter and Facebook, Topic 
Detection (Event Detection) techniques based on data from social networks has 
recently become popular [46]. In “A Survey of Techniques for Event Detection in 
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Twitter” [45], the authors present a survey of Event Detection techniques based on 
Twitter data. There are some new challenges in Twitter Event Detection techniques 
[47], for instance, there is more meaningless information or polluted data in Twitter 
data. This paper provides some theoretical solutions to Topic Detection and Tracking 
with Twitter data possessing certain features of “Big Data” (large volume of data, 
variety of data). However, it lacks detailed technical solutions and how to guarantee 
the performance of a TDT application.  
In [49], the authors research the real-time nature of Twitter especially for event 
detection. They apply “semantic analysis” [50] to “tweets" (texts created by Twitter 
users) which are classified into a positive or a negative class. They regard each Twitter 
user as a sensor and implement event detection based on sensory observations. 
Kalman filtering and particle filtering (Location estimation) are used to predict the 
locations of events. Specifically, they implement an earthquake reporting system 
aiming to warn people of earth quake events. The authors develop two models related 
to the created time and location of each tweet respectively, which are called temporal 
model and spatial model.  
Wireless sensor networks can be a paradigm to build a distributed disaster 
detection system. In [48], the authors proposed and implemented a Distributed Event 
Detection in Wireless Sensor Networks for Disaster Management. 
In [51], the authors focus on the improvement of Retrospective Event Detection 
(RED) algorithms and propose a multi-model RED algorithm which is easy to 
understand and implement practically according to the authors’ statement. This 
algorithm is a simplified version of HMM (Hidden Markov Model) contents and time 
information of detected events. This new algorithm aims to overcome the inflexible 
usages of time stamps in traditional RED algorithms. The experimentation part of the 
work evaluates this new algorithm, comparing it with other traditional RED 
algorithms in terms of recall and precision. 
In [52], the authors illustrate some new findings about how to evaluate, deploy 
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and configure TDT tasks based on their experience. They highlight the possibility of 
a mismatch between evaluations of abstractions of TDT applications and the real TDT 
applications and aim to provide a cautionary note for technology evaluation 
communities. They focus on clustering TDT algorithms. Their work has showed some 
factors which should be considered in the deploying and evaluating of TDT 
applications, such as hierarchical clusters, overlapping clusters, and supervision of 
tracking. 
Other related works focus on the improvement of machine learning algorithms, 
like in [57], where the authors propose an anomaly detection technique by means of 
trajectory analysis based on SVM (Support Virtual Machine) clustering algorithms. 
This SVM based clustering algorithm possesses a relatively low complexity in 
accordance to the authors’ statement. They present experimental results to prove the 
validity of their approach. This work is mainly concerned with improvement at the 
algorithm level. 
In [60], the authors propose an approach to deal with multiscale event detection 
by using Twitter data, considering different temporal and spatial scales of events in 
the data. They study the wavelet transform (a well-developed multiscale transform in 
signal processing) in order to enable automatic handling of the interaction between 
temporal and spatial scales. They also define a term-filtering procedure for their event 
detection algorithms to help them to use simulated noisy data. 
Actually, event detection techniques are not confined to static content like text 
or pictures. In [58], the authors propose extracting discriminative features and 
leveraging statistical models for AED (acoustic event detection). To accomplish the 
detecting task, they adopt a SVM-GMM (Gaussian mixture models) -super vector 
approach and HMM algorithms.  
In [59], the authors propose and design an anomaly video event detection system 
based on HMM algorithms. This system is unsupervised and its validity has been 
proved by the experiment which aims to detect anomaly events caused by vehicles in 
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traffic. (Most anomaly events are hazardous or illegal, according to vehicular traffic 
rules.) 
Table 3-1 shows the limitations of TDT applications in this section, which 
renders these related works unsuitable for achieving the aim of this thesis.  
Table 3-1 Limitations of TDT Applications in Section 1 
Scalability The traditional TDT applications we surveyed lack scalability. 
This renders these TDT applications incapable of processing 
“Big Data”, as the data is increasing rapidly.  
Cloud 
Environment 
The TDT applications we surveyed are not deployed in a cloud 
environment. The resources required by these TDT 
applications are not orchestrated using a “pay-as-you-go” 
model. Consequently, these TDT applications are not suitable 
for Big Data analytics, as the cost of resources required for a 
TDT application for Big data analytics is extremely high.  
Parallel 
Computing 
The TDT applications presented do not adopt parallel 
computing frameworks. Parallel computing techniques can 
significantly reduce the cost of computing resources required 
by a TDT application.  
Performance 
Guarantee  
TDT applications do not have strategies or mechanisms to 
guarantee performance, although TDT applications 
implementation works have tried to improve performance. This 
is the main limitation of these TDT applications. 
Distributed 
File System 
TDT applications do not use the distributed file system or the 
distributed data base. As a consequence, these TDT 
applications are unsuitable for storing the large volume of “Big 
Data”.  
In [99], authors design and implement a disease detection system by analyzing 
and synthesizing tweets. They use the existing Mahout which is a scalable machine 
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learning library. This system aims to detect a variety of public health trends and clearly 
detected the seasonal afflictions of influenza, allergies, and summertime ice-cream 
headache. They adopt the parallel FP-Growth algorithm to find frequently occurring 
words. Certain natural language processing techniques are involved in this work 
which are implemented by using the Lucene. And, this system can be deployed in a 
cloud environment. Although authors have tried to improve the performances of TDT 
applications, there are still some limitations of these works. 
3.3 Cloud-based Topic Detection and Tracking (TDT): 
Related Works 
TDT-based applications aim to track one or several events from historical 
streams of data to detect important events. However, given the fact that we live in a 
“Big Data” age [1], the volume of data is growing too large for the traditional 
implementation of TDT techniques that run on a single machine or small clusters of 
machines to process. Consequently, adopting cloud computing [2, 35] and Big Data 
processing frameworks (such as Hadoop and NoSQL) presents a viable option for 
engineering next generation TDT-based Big Data applications. Developing cloud-
based TDT applications has several benefits: (I) In a cloud environment, a user can 
elastically use a vast amount of computing or storage resources in a “pay-as-you-go” 
way, driven by growing data volume and performance SLAs (e.g. event detection 
delay) and (II) the cloud offers the flexibility to deploy appropriate big data processing 
frameworks to process and handle changing data volumes. In this thesis, we only 
consider centralized approaches.  
To deal with issues (variety, velocity and volume) generated by “Big data”, 
adopting a distributed system is an effective solution, such as the adoption of sensor 
networks in IoT applications for a Smart City. A TDT application with only adoption 
of distributed systems cannot be described as a cloud-based TDT application, because 
of the inherent differences between distributed and cloud systems. Distributed 
techniques are often a great part in a cloud computing system, nevertheless, a cloud 
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system should follow some other principles like pay-as-you-go model, SLA 
agreements between cloud providers and customers. For instance, in [54], the authors 
propose and implement a cloud-based event detection and report generation platform 
for monitoring water distribution networks. Technically, they adopt a cloud-service to 
provide processed data. They use “MySQL” as data storage and design an event 
detection system consisting of cloud service, data storage, event detection and report 
generation. Report generation aims to present and upgrade the result generated by 
“Event Detection”, in other words, the “events”. 
Distributed TDT applications can be described as a sort of cloud-based TDT 
application, without taking into consideration the business aspects. In this thesis, we 
do not consider business factors, so to speak, we regard a distributed TDT application 
equally as a cloud-based TDT application.  
In [53], the authors study the issue of detecting battlefield events by using 
sensors deployed in the area. They mainly research the effects produced by protocols 
upon the performance of a battle event detection system and prove that different 
protocols (distributed and localized protocols) might severely affect the costs of 
computation and communication. Furthermore, they demonstrate two protocols that 
can reduce these two kinds of cost. According to their work, it is proved that cost-
reducing protocols have three common characteristics: 1) Using sensor signature to 
avoid transmission of processed or raw data; 2) Use of phases to avoid unnecessary 
computations; 3) Adoption of leader nodes to avoid unnecessary communication. The 
authors based their work on simulated environments. 
In [55], the authors propose an intrusion detection system based on a Support 
Vector Machine (SVM) algorithm to guarantee the security in a wireless “ad hoc 
network”. The “ad hoc network” is a decentralized network which does not rely on a 
preexisting infrastructure. They propose two distributed event detection models: 
distributed hierarchical model and completely distributed model. To test their models, 
they simulate two common types of denial of service attacks which have been detected 
with considerable accuracy. Their work focuses on the routing security issues. 
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A sensor network is a typical distributed system and possesses certain cloud 
features especially in this day and age in that smart phones and social network users 
can be applied to sensors. This provides a scalable, distributed, peer-to-peer 
infrastructural resource for TDT applications to collect and prepare data. If these 
sensor networks can be used in a pay-as-you-go way, it is technically a cloud resource, 
to be more accurate, IaaS. 
Some works are related to peer-to-peer architecture, like in [56] where the 
authors propose and design a decentralized distributed event detection without using 
a central component. This system consists of lower sensors and is built for data fusion 
in a wireless sensor network system. Their work focuses on the adoption of redundant 
sensors to improve the accuracy of detection. They have implemented and evaluated 
four different fusion techniques. To capture the negotiation between detection 
accuracy and communication cost, they also evaluated the system in a cost-benefit 
analysis. 
In [119] the authors proposed and implemented a distributed event detection 
system based on the Random Forest Algorithm. The authors used the wireless sensor 
networks (WSNs) as the Infrastructure to collect and process data. Each sensor can 
collect, process and classify data and finally give a vote. The final result will be 
decided by these votes.  
Although these cloud-based TDT applications use cloud resources to improve 
performance, they also lack the mechanism to guarantee the performance. 
Characteristics of cloud-based TDT applications are shown in Table 3-2. From Table 
3-2, we can see that these cloud-based TDT applications lack performance modelling, 
guaranteeing and evaluation, which means they cannot be used to guarantee the 
performance of a cloud-based TDT application. Moreover, all of them only use 
resources from IaaS or PaaS layers (lack of SaaS resources), which means they cannot 
be used as a cloud-based TDT application for which we build a cross-layer and end-
to-end performance model.  
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Table 3-2 Characteristics of cloud-based TDT applications in section 2 
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Battle Event Detection using Sensor 
Networks and Distributed Query 
Processing [53] 
No No No Yes No No 
Cloud-based event detection platform 
for water distribution networks using 
machine-learning algorithms [54] 
No No No Yes Yes No 
SVM-based Intrusion Detection 
System for Wireless Ad Hoc Networks 
[55] 
No No N
o 
Yes No No 
Distributed Event Detection in 
Wireless Sensor Networks for Disaster 
Management [119] 
No No N
o 
Yes Yes No 
Towards distributed event detection in 
wireless sensor networks [56] 
No No No Yes No No 
3.4 Related Performance Models 
To maintain a certain level of QoS, performance or SLA of a cloud-based TDT 
application, building a performance model is a solution. Much related research has 
been conducted in this area, but none of it is for a performance model of a cloud-based 
TDT application considering factors from all the layers. Being end-to-end means that 
the performance model takes important factors which affect the performance from 
three layers into consideration. For example, our end-to-end performance model 
considers CPU (IaaS), Memory (IaaS), Replication Number of HDFS (Hadoop 
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Distributed File System, PaaS), Number of Mapper (PaaS), Number of Reducer 
(PaaS), Data Mining Algorithm (SaaS), Number of Decision Trees (Random Forest, 
SaaS), Iteration Number (Clustering algorithm, SaaS), etc. Most related performance 
models about Hadoop or MapReduce mentioned above lack the consideration of 
factors from the SaaS layer.  
Some of these works are for the performance model of MapReduce. Take “A 
Practical Performance Model for Hadoop MapReduce” [7] for instance, in this paper, 
the author defines the concept of complexity of MapReduce jobs and describes how 
to estimate such complexity. Furthermore, the author provides a deeper analysis of the 
inner workings of MapReduce, the interaction and correlation among various steps of 
MapReduce and the associated cost. The author presents a vector style-based cost 
model consisting of MR steps used to compute each iteration cost. Moreover, the 
author presents a model to predict the execution time of tasks according to the 
developed cost vectors. The focus of the paper is only on Hadoop more specifically 
on the MR (MapReduce), HDFS and IaaS. Moreover, the author adopts WordCount, 
Hive Query Job, and Distributed Pentmino as the use cases for modelling the 
MapReduce jobs all of whose execution is considerably different from that of 
analytical machine learning algorithms, as machine learning algorithms generate 
interactive computations and intermediate data that requires a more concrete 
formulation of the MR execution strategy. 
In [8], the authors focus on the study of the task assignment issue in Hadoop. 
Firstly, the authors define a uniform Hadoop task assignment problem. Then they 
propose a mathematical model to measure the cost of task assignment. Secondly, they 
analyze the simple round algorithm to deal with the task assignment problem. The 
authors proved that the Hadoop task assignment task seeking to minimize the total 
execution time is NP-Complete. However, this paper is completely based on the 
mathematics approach and the theoretical knowledge without any experimental 
validations in real cloud environments. Moreover, this work is focused on a single 
dimension of MR namely the task assignment challenge. 
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In [9], the authors propose the ARIA (Automated Resource Inference and 
Allocation) framework composed of SLO (Service Level Object) scheduler, slot 
estimator, job profiler, profile database and slot allocator to address the challenge of 
resource allocation for MR jobs to meet the SLO requirement bound by a job 
completion deadline. The authors present an application job profile to summarize the 
significant performance characteristics during the map and reduce stages. Then, they 
design a MR performance model which can estimate the amount of resources required 
given a certain deadline and a job profile. Finally, they implement the SLO-based 
scheduler using an earliest deadline first approach. The applications considered 
include Word count, Sort, Bayesian classification. TF-IDF and WikiTrends. Though 
ARIA address the challenge of estimating performance of applications that use 
machine learning for analysis, it fails to address the following: 1) Provide performance 
insights across each individual cloud layer i.e. IaaS (CPU, Memory, Network) and 
PaaS (HDFS storage considerations); 2) Employs a simple online greedy algorithm to 
calculate the max, min and mean of execution time of Map or Reduce tasks to estimate 
the MR job execution time and 3) Although they employ ML algorithm Bayesian 
classification, the use of it is limited which renders it insufficient to prove that this 
performance model will be suitable to use in a cloud-based Big Data analytical 
systems which will have to run the Bayesian algorithm iteratively until certain 
accuracy is reached. 
In [16], a task scheduling mechanism for a runtime performance management 
MR framework is proposed. This management scheduler can use two strategies to 
allocate resources: the min-scheduler and the max-scheduler. The min-scheduler will 
give a job to the minimum resources to meet a certain execution time while the max-
scheduler will give a job with a high priority maximum resources. The proposed 
model has been evaluated over applications such as word count and table joins using 
hive. The lack of consideration of factors that govern the end-to-end performance of 
the system is evident from the work. Similarly, in [17], the authors proposed a 
framework called MRShare which can be plugged into any MapReduce system. The 
MRShare is the first framework to analyze the work sharing problem in MapReduce 
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i.e. different jobs might share resources. A series of experiments were conducted to 
validate the proposed work sharing approach on Hadoop frameworks (Hadoop HDFS, 
MapReduce, Hive and Pig) running on Amazon clusters. 
In [18], the authors proposed a prediction model for MapReduce performance 
taking into account the I/O congestion and task failure. The authors design a 
mathematical model to predict the performance of MapReduce, meanwhile they use 
Hadoop as the experimental testbed to validate their model. 
In [19] the author proposes a prediction model based on greedy policy of 
MapReduce in terms of different configurations (e.g. different MR parameters, 
different data sizes, different I/O, etc.). All the above described approaches focus 
heavily on modeling the MR layer with little or no consideration to the other 
components of the TDT application such the analytics layer (machine learning 
component configuration) and the physical hardware (CPU and Memory) at the IaaS 
layer. 
Other related work in this area looks at performance modeling of the 
MapReduce framework and the HDFS layer. In [20] the authors propose a detailed 
performance model of Hadoop which describes data flows and cost information. This 
performance model can be classified into three parts: Map, Reduce and Shuffle. This 
performance model is highly detailed and gives readers realistic parameters that users 
can change to control the performance of a MapReduce job. This performance model 
involves the CPU cost and the I/O cost. In [21], the authors design a model based on 
historical job execution records adopting locally weighted linear regression (LWLR) 
techniques to predict the execution time of a MapReduce job. Similarly, in [28], the 
authors propose a performance model of Hadoop. This model takes the network into 
consideration and proves that network bandwidth plays a vital role in the performance 
of the Hadoop system. However, these approaches do not provide an insight into the 
end-to-end performance i.e. from the analytics application that uses a machine 
learning algorithm for data analysis to the CPU and memory usage of the Hadoop 
system. For instance, a MapReduce ML algorithm might contain more than one 
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MapReduce task, like the Naive Bayes classification algorithm. Furthermore, some 
steps (such as serialization, etc.) and relations among different steps (such as parallel 
or overlap) are not considered in the current performance model presented in the 
literature. Some related works also study the performance of MapReduce-based 
machine learning algorithms. However these focus on the theoretical aspects of the 
algorithm without any evaluation in real cloud environments to validate the theoretical 
outcomes [27]. 
In [98], the authors propose a runtime performance management in the Hadoop 
MapReduce framework focusing on the task scheduling mechanism for MapReduce 
applications. Authors use the “Word count”, “Join (joining two data tables on a given 
column)” and “Simulator” to evaluate their work. 
Nevertheless, lack of consideration of factors from the IaaS layer is the first 
limitation, as they treat the “slot” as the basic resource unit. Then, it would not be 
suited to use in a TDT application due to giving no consideration to parallel ML 
algorithms at all. Actually, this work uses a mathematical method to estimate the 
execution time of a Map or Reduce task instead of studying the inner working of the 
MapReduce framework in detail, which will lead to a certain degree of inaccuracy. 
Table 3-3 shows characteristics of related works based on the following characteristics: 
1) HDFS: Are factors of HDFS taken into consideration? 
2) Memory: Whether this work considers effects of memory 
3) Task Scheduler: Whether this work consists of scheduling mechanisms of 
MapReduce tasks 
4) Real Environment: Whether this work is based on a real environment or another 
approach such as simulator 
5) Simulator: Whether this work is based on a simulator 
6) Greedy Algorithm: Whether this work uses greedy algorithms to calculate or 
estimate the execution time of MapReduce tasks 
7) Network: Whether this works considers impact of network 
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Table 3-3 Characteristics of related works 
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A Practical Performance 
Model for Hadoop 
MapReduce [7]  
Yes Yes No No Yes No No Yes 
Assigning tasks for efficiency 
in Hadoop: extended abstract 
[8] 
Yes No No Yes No No No No 
ARIA: automatic resource 
inference and allocation for 
MapReduce environments [9] 
No No No Yes No Yes Yes No 
Scheduling divisible 
MapReduce computations 
[16] 
No No No Yes No No Yes No 
MRShare: sharing across 
multiple queries in 
MapReduce [17] 
Yes No No No Yes No No No 
Modeling the Performance of 
MapReduce under Resource 
Contentions and Task 
Failures [18] 
Yes No No Yes Yes Yes No No 
MapReduce Framework 
Optimization via 
Performance Modeling [19] 
No No No Yes No Yes Yes No 
Hadoop Performance Models 
[20] 
Yes Yes No Yes Yes No No Yes 
Hadoop Performance 
Modeling for Job Estimation 
and Resource Provisioning 
[21] 
No No Yes No No Yes No No 
Optimizing Multiple Machine 
Learning Jobs on MapReduce 
[27] 
No No Yes No No No No No 
A Hadoop performance 
model for multi-rack clusters 
[28] 
Yes No No No Yes No No Yes 
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3.5 Summary of Gaps in Existing Approaches  
Currently, the traditional TDT applications are engineered to operate on fixed 
and static sets of nodes in private or public cloud environments. It is clear that such 
an engineering approach will suffer from scalability problems when subjected to Big 
Data with growing data volumes. Hence, future Big Data-driven TDT needs capability 
that can aid in elastically scaling and de-scaling resource types (e.g. CPUs, storage 
size, number of mappers, number of reducers, number of worker nodes in NoSQL 
database etc.) in response to changing data volumes, variety of data and different types 
of queries. However, engineering such a scaling technique is not a trivial task. 
Moreover, existing approaches focus on modeling the performance of a specific 
framework rather than taking a holistic and end-to-end approach which is required to 
guarantee performance SLAs. An example of a cross-layer deployment of a TDT-
based Big Data application is show in Figure 3-1.  
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Figure 3-1 Factors which affect the performance in different layers 
This leads to an incomplete view of the performance across the multiple big data 
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processing frameworks and hardware resources. Further, these approaches do not 
cater to performance dependencies across the layers. It is clear from Figure 3-1 that 
each layer has to deal with one or several factors which might have an influence on 
the performance of the application. So, building an end-to-end and layered 
performance model is mandatory. 
3.6 Development of a Holistic, End-to-end, and Layered 
Performance Model 
Having an in-depth understanding of the performance of TDT-based 
applications has many benefits. For example, the improvement in the rate at which 
traffic congestion is detected can help in better route planning for vehicles. Similarly, 
speedy detection of people who are most affected after a disaster could help in the 
better mobilization of rescue efforts. Ensuring that the TDT-based big data application 
performs at the desired level is dependent on the efficiency of techniques which are 
applied to configure and provision the big data processing frameworks and hardware 
resources. It is well understood and documented that performance modeling is one of 
the critical steps towards understanding and evaluating the performance levels of 
applications hosted over distributed systems. Performance modeling involves 
development of logical mathematical models and functions to capture the behavior 
and configuration of different big data processing frameworks, hardware resources, 
workload input metrics, and run-time performance metrics. The authors in [26] 
present a technique to model the performance of the MapReduce big data processing 
framework. However, more research is required to extend this model to capture the 
behavior of multiple big data processing frameworks and hardware resource types.  
In summary, an accurate performance model can be used to study the 
performance of TDT-based big data applications consisting of different software (e.g. 
big data processing frameworks) and hardware (CPU, storage, and network) resources. 
This will lead to several benefits. For instance, the user can select the cheapest 
resources (offered by public providers) that can meet performance SLAs such as 
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minimizing event detection delay. Without the help of such a prediction model, it 
would be extremely difficult to establish the relationship between resource types, 
resource configurations, and performance SLAs.  
3.7 Monitoring Mechanisms in a Cloud Environment 
How to monitor parameters that we select to build the performance model is an 
apparently important task. In the light of the above statement, we proposed and 
implemented a Cross-Layer Multi-Cloud Application Monitoring-as-a-Service 
Framework [100] [W4]. 
1) Monitoring parameters from different layers: To build a cross-layered 
performance model, it is necessary to be aware of the performance and configuration 
of each layer. Consequently, it is required to monitor parameters from different layers. 
For instance, memory, CPU, network from IaaS; numbers of Map and Reduce tasks 
from PaaS; data mining algorithms adopted from IaaS.  
2) Monitoring the performance of each component: To deal with dynamic 
situations generated by cloud-based TDT applications (processing “Big Data”), 
monitoring the entire VM as a black-box may not be sufficient to guarantee system 
SLA. Knowledge on individual component performance can immensely help auto-
provisioning systems make better-informed decisions providing insights into the 
following: a) which layer failure occurs: In case of failures, identifying which 
component of the application is causing the failure is a challenge. Acknowledging 
individual component performance accurately can be helpful to avoid failure in auto-
scaling the corresponding layer at the right time. For example, when input data load 
increases, the load on the corresponding system components increases (e.g. Queuing, 
Mahout, MapReduce, HDFS) and may lead to system failure. Unless the monitoring 
system adopted can monitor performance and parameters across layers, scaling and 
provisioning might not be able to detect the issue until it affects the entire VM. b) 
Which cloud platform failure occurs (which application’s stack component): Our 
monitoring system can monitor all application stack components distributed 
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individually independent of the cloud platforms. So, system scaling can take the 
appropriate action, eventually resulting in maintaining the agreed SLAs. 
3) Evaluation on real-world multi-cloud platforms: Evaluating our monitoring 
application CLAMS is based on multi-cloud environments such as Amazon AWS and 
Microsoft Azure. We use an Emergency Situation Awareness System (ESAS) to test 
our monitoring system. This ESAS is required to efficiently manage and respond to 
situations like public demonstrations, interior domestic clashes, revolutions, major 
festivals and major public/national events. This system is a typical example of a TDT 
based on Big Data analytics system. Figure 3-2 presents the key strengths of the 
CLAMS framework and examples of monitoring application components across 
layers and cloud provider environments as well as the implementation of the CLAMS 
system.  
 
Figure 3-2 CLAMS-Cloud Monitoring Framework across Layers in Multi-
cloud Environments 
In this chapter, we illustrated the limitation of existing related works, the 
necessity of a layered end-to-end performance model and a feasible cloud monitoring 
tool for monitoring parameters of our performance model. In the next chapter, we will 
present the performance model in detail.   
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Chapter 4 Developing End-to-End 
Layered Performance Model 
In this chapter we present details on our end-to-end layered performance model 
which encapsulates the performance metrics obtained by monitoring the run-time 
status of hardware and software resources across the layers of TDT application.   
The rest of this chapter is organized as follows: firstly we will illustrate research 
questions. Following that we will discuss the selection procedure for performance 
metric. Lastly we provide an overview of the end-to-end performance model. In this 
chapter we will also illustrate the need to build this cross-layered performance model. 
The discussion revolves around developing the performance model for a TDT 
application that employs different data mining algorithms using MapReduce 
distributed programming abstractions. Finally, we will highlight how performance 
models need to be customized based on the type of data mining algorithm we plan to 
scale using MapReduce model. We understand, the semantic meaning of data is very 
important in TDT applications. Hence, we consider a range of TDT algorithms 
including Bayes, LDA and random Forest algorithms to study the impact of semantics 
on accuracy and analysis. However, the focus of our work is to identify the 
performance metrics and their dependencies across cloud layers to develop an 
accurate performance model for TDT applications. In other words, we show that 
performance model is not agnostic to data mining algorithm (or how they internally 
use semantics of data). We conclude the chapter by giving an illustration which show 
how the proposed performance model can be used for analyzing and understanding 
the performance of a TDT application.  
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4.1 Framework and Methodology for Performance Metric 
Selection  
To measure the performances of Cloud-based TDT (CTDT) applications, the 
first step would be to determine the performance metrics. There are different 
performance metrics in terms of different practical needs. We choose speed and 
accuracy as two major metrics in our performance model. Speed can be measured by 
calculating the execution time of CTDT application. For example, consider 
earthquake detection. Detecting the earthquake and alarming the inhabitants even a 
fraction of a minute earlier before it happens may save many lives (speed). Accuracy 
differs based on different kinds of CTDT applications in terms of different data mining 
algorithms adopted. Generally, “precision” is used to describe the accuracy of 
Classification algorithms whereas “perplexity” is used to measure the accuracy of 
clustering algorithms. Accuracy is equally important as a speedy but inaccurate 
detection of earthquake would result in misleading information. Accuracy is often 
related to the quality of machine learning algorithm itself and training data and 
sometimes beyond the control of cloud environment. The three performance metrics 
we choose can be seen in Figure 4-1: 
Precision
Speed
Perplexity
 
Figure 4-1 Performance Metrics Selected in Performance Model 
The speed of the system referred to as execution time of system is not a simple, trivial 
metric. In order to compute the execution time accurately, we need to model number 
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of additional metrics based on the underlying TDT algorithm. Consider, a 
MapReduce-based TDT application using Naïve Bayesian algorithm. The execution 
time includes the time for training and time for classification. For a LDA-based TDT 
application, the execution time includes the execution time of model generation and 
that of intervening. These can be linked to some SLA metrics. For example, the sum 
of the execution time of training part and the time spent finding the first traffic 
congestion after training in the process of classification can be described as the “First 
Reaction Time” in a traffic jam detection system. Nevertheless, as we discussed in 
Chapter 1 Research Question 1, in this thesis we focus on developing a generic 
performance model that can be applied to more than one kind of Cloud-based TDT 
application. The performance model we design is not merely applied to a particularly 
kind of CTDT application but can be used to most cloud-based big data analytics 
application. Figure 4-2 illustrates the basic architecture of our performance metric 
selection framework for cloud-based TDT applications.  
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Figure 4-2 Architecture of Performance Metric Selection Framework of 
CTDT Application 
In this figure, we choose some examples in different layers to demonstrate the model 
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more clearly. “MR ML” means “MapReduce Machine Learning Paradigm” (e.g. 
Mahout). 
“Data Mining Algorithm” means the group of factors related to data mining 
algorithms adopted. Different kinds of data mining algorithm have different effects on 
both the accuracy and speed. For instance, as we discussed before, to measure the 
accuracy of a clustering algorithm based TDT application requires the calculating of 
perplexity. In contrast, for a classification based one, we need to compute the precision. 
“Algorithm Class” means the type of data mining algorithm (e.g. Classification or 
Clustering) while “Algorithm Name” means the exact algorithm used (e.g. K-means, 
LDA, Naive Bayesian, etc.). Even in the same class, different algorithms might 
influence the performances of system in different ways. For example, K-means and 
Canopy are both Clustering algorithms, yet their influences on the speed of system 
are substantially different, as K-means can be executed as more than one iterations 
whilst Canopy has only one iteration. “Others” means other factors that might be 
important but beyond our existent work or beyond the existing data mining techniques. 
“Parallel Implementation Method” represents factors related to different paralleling 
methods of conversion of sequential data mining algorithms into parallel ones, such 
as MapReduce or MPI. “Parallel Computing Paradigm” means the different kinds of 
parallel computing framework adopted and relevant factors such as MapReduce (e.g. 
the factor of “Number of Mapper or Reducer”), Storm, Spark, etc. “Distributed File 
System” means factors related to the distributed system such as Hadoop Distributed 
File System. In the “IaaS” layer, we consider CPU, memory, I/O and Network related 
factors (e.g. CPU utilization, Memory utilization, Network Bandwidth, etc.).  
From the above architecture, it is obvious that our performance model define 
several groups of factors rather than specific factors. Because different CTDT 
applications might adopt different implementing methods, such as different parallel 
computing paradigms (MapReduce or Storm). Our performance model can now be 
applied to almost all the MapReduce-based TDT applications. In the next step, we 
will illustrate how to use it to a MapReduce-based Flu Detection system.  
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4.2 Specific Performance Model for MapReduce TDT 
applications 
It is shown in Figure 4-3 that for a Cloud-based TDT (CTDT) application, there 
are numerous implementations in accordance with different combinations of cloud 
computing techniques in different layers.  
 
Figure 4-3 Different Implementing Options in a Cloud-based TDT 
Application 
For example, a disease detection system using MapReduce, HDFS and 
AMAZON S3, a traffic jam detection system adopting Spark Streaming, HDFS and 
Windows Azure or an earthquake alarming system using Storm, HDFS and Google 
Compute Engine. It is difficult to apply a fixed performance model to different CTDT 
applications with different implementations. For instance, a performance model for a 
MapReduce-based disease detection system is not readily fitted to the use of a Spark-
based one, in that one reason is that memory (IaaS) has a far more significant effect 
on MapReduce-based applications than that on Spark-based ones. As a consequence, 
we need to design a framework-based performance model that can be applied to more 
than one certain CTDT application in terms of implementation methods. To do this, 
we need to consider common characteristics of most CTDT applications, whether it 
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be Spark or Storm, Disease Detection or Earthquake Alarming. 
An example of extension of our performance model framework is shown in Figure 4-
4. Y axis “Cross-layered” means different resources of three layers while X axis “Type” 
means different types of CTDT application due to different combinations of resources. 
For the sake of explaining and evaluating our performance model, we take 
MapReduce TDT as a specific example to which we apply the performance model. 
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MLlib
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Figure 4-4 Extension of Performance Model in Two Dimensions 
4.3 Performance Model for MapReduce TDT Application-
Flu Detection System 
In fact, to model an end-to-end performance model requires a large number of 
parameters, particularly for a Cloud-based TDT having numerous implementation 
strategies (mentioned in Figure 4-3). Being more end-to-end and being more general 
are like two dimensions. It has to balance and weigh interests of these two dimensions. 
It is hard to give a definite strategy of balancing that is useful and accurate to any 
Cloud-based TDT performance model. In our work, we tackle this issue by using a 
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framework-based performance model that can be adjusted in accordance with real 
needs. Moreover, in this paper, we consider only factors that might significant affect 
the performance metrics: Speed and Accuracy. 
To evaluate the validation of our performance model upon MapReduce TDT 
application, we implement a Flu Detection System using Mahout, Hadoop 
MapReduce and HDFS to detect the outbreak of flu. The detailed information of this 
system will be illustrated in Chapter 5. In this section, we will present how to apply 
our performance model framework to MapReduce-based TDT application. Perplexity 
and Precision are related to the kind of data mining algorithm adopted and data set 
used.  
To calculate the end-to-end execution time (response time) for an event such as the 
time spent on detecting an outbreak of flu from the moment when the epidemic started, 
we firstly have to understand the sequence of data processing flows in a cloud-based 
TDT application. Figure 4-5 shows such a data processing flow (sequence diagram 
based on Unified Modelling Language) in a cloud-based TDT application based on 
using “Mahout” (a scalable machine learning library) deployed in MapReduce 
framework:  
Cloud HDFS MapReduce Mahout
load data into HDFS
Copy data into MapReduce
Executing MapReduce Job based on ML Algorithms of Mahout
Finishing the Execution
Output
 
Figure 4-5 Data Execution Processing Flows in TDT-based application 
Computing data processing (end-to-end execution) time in such as complex 
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architecture is complicated due to inter-play among various hardware and software 
components. For example, the factors that affect the end-to-end execution time 
includes HDFS configurations, CPU configurations per Mapper/Reducer, memory 
size per Mapper/Reducer, network bandwidth per CPU, scheduling method of 
MapReduce, and the type ML algorithms employed by the TDT-based application. In 
our model we will consider all these factors which has significant impact on the end-
to-end execution time. So, we will demonstrate how to model the execution time while 
considering complex data flows across multiple types of hardware and software 
resources in a TDT stack.  
Figure 4-5 captures the data execution flow of TDT-application which follows 
traditional cloud computing model Our aim is not to introduce a new model for 
processing in cloud computing rather compliment the existing model to study the 
performance of TDT applications.  In our study we chose TDT as a use case which 
uses real-time analytics to detect events. However, this model can be applied to other 
cloud computing applications as well including similar TDT application such as 
Movie Recommender. 
4.3.1 SaaS Layer (Parallel Machine Learning/ Data Mining 
Layer) 
Due to the fact that different types of ML algorithms have significantly different 
features in terms of computation (iterative learning vs. sequential learning), we need 
customize of the end-to-end performance model to cater for such varying ML 
algorithm-specific features. We take Naïve Bayesian for example to illustrate the 
application of our performance model to MapReduce TDT. Table 1 shows parameters 
in SaaS Layer which is concerned mainly with MapReduce data mining algorithm 
modelling.  
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Table 4-1 Parameters of SaaS Layer 
Name Features 
Execution Time Execution time of MapReduce TDT process (inl. Training, 
Testing) 
Accuracy Precision 
Njob Number of MapReduce jobs in a Training/Testing process   
Class of ML 
Algorithm 
Classification 
Name of ML 
Algorithm 
Naïve Bayes 
Complement  Training process is based on C Naïve Bayesian or Standard 
Naïve Bayesian (Boolean value ) 
RunSequential  MapReduce way or sequential way (Boolean value) 
The total execution time of the whole classification process can be compute as shown 
below in formula (1) 
totaljobingtaskdata TNT _min_                                              (1) 
The “RunSequential” is a special parameter which determines if the Naïve 
Bayesian training process has to be executed in a MapReduce way. If this is set to 
“true”, the training set will be executed in a sequential way. This can be a typical 
situation for a TDT application where the training data is not large enough to be 
processed in parallel by exploiting the MapReduce distributed parallel programming 
abstractions. While the training can be done sequentially on one cluster node, the 
actual classifying (testing) phase can be implemented in the MapReduce way. In other 
words, the performance model has to capture such complex configuration decision if 
it has to guarantee end-to-end execution times. 
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As noted earlier, Precision depends on the underlying ML algorithms and the 
type of data sets under consideration. Hence, we need to undertake various 
experimental study to verify which ML algorithm will lead to best possible precision 
for a given dataset. Even for a given classification (ML) algorithm, the precision can 
change due to the changing of other parameters. For instance, the parameter 
“complement” determined if the MapReduce Naïve Bayesian classifier is trained by 
using “Complementary Naïve Bayesian”. This could lead to different precision as 
compared to standard Naïve Bayesian.  
Actually, some parameters in layer might have influence on factors from other 
layers or needs the assistance from factors of other layers to cooperate in order to 
affect the speed, recall or precision of system. For instance, the “RunPartial” 
(MapReduce-based Random Forest) will determine if the MapReduce job will be 
executed in memory. If the MapReduce job is executed in memory, the job will be 
memory-intensive and more memory (IaaS resources) might lead to a less execution 
time of Random Forest MapReduce-based job. One of the advantages of our 
performance model is that it can capture or reveal these inter-layer dependencies. 
Later in this chapter, we will discuss such specific dependencies in relation to to 
different algorithms (Random Forest, Naïve Bayesian) or different classes of 
algorithms (Clustering or Classification).  
4.3.2 PaaS Layer 
As we adopt Hadoop MapReduce as our PaaS framework, the Paas layer 
consists of two sub-layers in our cloud-based TDT application: MapReduce layer and 
HDFS layer. 
1. MapReduce (Hadoop) Layer 
The process of inner working in this layer are as follow: 1) The JobTracker 
processes the jobs from the queue based on the scheduling policy (e.g. FIFO, Capacity, 
Fair, etc.) 2) The JobTracker will get some data from the HDFS. 3) Next, the 
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JobTracker will assign the tasks to the TaskTracker. The decisions on how many 
Mapper and Reducer tasks to fork is undertaken by the JobTracker at this stage. 4) 
The TaskTracker then allocates “Mapper” and/or “Reducer” tasks to the “slot” in the 
MapReduce (Hadoop) resource container. Once one or more of these tasks finish, the 
slots can be assigned to the next tasks in the queue. 5) The Mapper (Map slot) reads 
its input data from the HDFS. 6) When a Mapper task finish, it will send the output 
data to the respective Reducer tasks in the pipeline. 7) When a Reducer task finishes, 
it copies the output data to the HDFS. The process is shown in Figure 4-6: 
Get a Job HDFS TaskTrackerJobQueue
Get a Job
Job ID
Get Data
Data
Assign Task
Get Data
Data
Computing in SlotWrite Data
Report Task Finishing
 
Figure 4-6 Sequence Diagram of MapReduce Job Execution 
 
In the PaaS layer, there are several important factors: the number of Map or Reduce 
Tasks and the start time of Reduce tasks (in fact, between the Map and Reduce Tasks, 
there is a “shuffle” part) which impacts the end-to-end execution time. Hence these 
factors/parameters need to be captured in the performance model. 
2. HDFS  
From the illustration of MapReduce layer, step 1), 5), 7) need the coordination 
with HDFS. Actually, a TaskTracker and a Datanode are on the same VM (Virtual 
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Machine), shown in Figure 4-7: 
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Figure 4-7 TaskTracker and DataNode 
The block size of HDFS is one of the very important factor. In the first place, it will 
affect the number of Mapper Tasks. Secondary, it has a definite relationship with the 
local data processing which in turn controlled by “dfs.replication” factor. Specifically, 
if the block size of HDFS is equal to the input data size of the Mapper task, the locally 
processing of data can still be achieved. In this case thethe JobTracker will allocate 
the task to the TaskTracker which is on the same node as the Datanode (that holds the 
input data). If the TaskTracker and Datanode do not exist (due to scheduling policy or 
due to large file size as shown in Figure 4-8) on the same VM then it will lead to data 
transmission cost (as discussed earlier)  
Block 1 Block 2
Input data of Map Tasks
Data Node 1 Data Node 2
 
Figure 4-8 The Situation that the Input Data of Map Tasks is bigger than the 
Blocksize 
As a consequence, parameters considered PaaS layer is shown in Table 4-2. How to 
calculate the execution time of a single MapReduce job will be illustrated later in IaaS 
Layer, the formula will be illustrated in the next section. 
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Table 4-2 Parameters adopted in PaaS Layer 
Name Features 
T_total The execution time of a single MapReduce job 
T_map The execution time of a mapper task 
T_shuffle The execution time of a shuffle task 
T_reduce The execution time of a reducer task 
P_start The percentage of the finished mapper tasks when the "shuffle" 
starts 
W_map Amount of workload for a mapper task (Determined by HDFS 
Blocksize, MapReduce SplitSize and Data Size) 
N_map The number of the mapper tasks 
W The workload of the whole input data 
C_umap Coefficient describing the relationship between the node 
(TaskTracker) and mapper 
C_ureduce Coefficient describing the relationship between the node 
(TaskTracker) and Reducer 
T_ureduce The execution time of a single Reduce task 
N_reduce The number of reducer tasks 
W_reduce The workload for a single reducer task 
T_umap The execution time of a single mapper task  
W_uoutmap The workload of the single mapper task 
W_outmap The workload of all the mapper task 
B_HDFS Blocksize of HDFS 
N_replication The number of replication of data in HDFS 
Mapper/Reducer Maximum Memory allocated to Map or Reduce Task  
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MaxMemory 
4.3.3 IaaS Layer: 
Three factors in this level are immensely important: CPU, Memory and Network. 
Actually, a slot is a container of CPU and Memory. The number of CPU and the 
efficiency of single CPU possess the first-rate importance in the execution of the speed 
of data processing. Memory has a pivotal role in the speed of data processing by 
having a significant influence on the “Spill” part of MapReduce. Table 4-4 shows 
parameters adopted in this layer. 
Table 4-3 Parameters in IaaS Layer 
Name Feature 
T The capacity of a single node (the number of floating point operations 
FLOPs per second) 
B B is the bandwidth 
P The number of computers 
Data Including data size and information in data 
4.3.4 Calculation Execution Time of MapReduce-based TDT 
Applications   
Precision and Perplexity depends on the type of ML algorithms. Data 
characteristics (not only data size but the information contained in the data) and other 
parameters/factors that affect performance of TDT application is explained in the 
following sections. The total execution time of a MapReduce job can be computed 
according to the formula (2) 
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                         (2) 
The Formula (2) shows that a MapReduce job basically consists of three phases: 
Map, Shuffle and Reduce. Next we explain how to calculate the execution times of 
Map, Shuffle and Reduce phases. The execution time of a map task can be computed 
using the formula (3) and (4)  
                                           (3) 
                                          (4) 
The C_umap depends on several factors, such as the CPU speed, memory size, 
and available network bandwidth, etc. From the above formula, we can see that with 
by increasing the number nodes (i.e. number of Map and Reduce instances) and this 
end-to-end execution time of a MapReduce job (and the TDT application) can be 
reduced. Unfortunately, it is not always the case, due to that “C_umap” will change with 
the changing of other parameters, such as CPU, Memory, Number of Mapper, etc.  
In the MapReduce based Hadoop framework N_map parameter (number of Map 
Tasks) is determined by setting: “dfs.block.size”, “mapred.map.tasks”, 
“mapred.min.split.size”, “input data size”, “goal number of mapper” and 
“mapred.max.split.size”. How to compute the “N_map” and however the accurate c 
method of calculating of “N_map” will be illustrated in the following formula.                                                  
The execution time of a reduce task can be computed by using the formula (5), 
(6)  
                                        (5) 
reduceshufflemaptotal TTntStartPerceTT ____ 
PNTT mapumapmap /___ 
TCWT umapmapumap /___ 
PNTT reduceureducereduce /___ 
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                                       (6) 
The coefficient C_ureduce is similar to C_umap, and the only difference is that 
C_ureduce is for Reduce tasks (Reducer). The formula to compute execution time of a 
shuffle task is shown in (7) and (8) 
                                 (7) 
mapoutmapuoutmap NWW _/__                                             (8) 
The number of Map tasks are determined by the following parameters: size of block 
in HDFS “dfs.block.size”, the goal number “mapred.map.tasks”, the minimum size of 
splitting data for each mapper “mapred.min.split.size” and the maximum size of 
splitting data for each mapper “mapred.max.split.size”. Firstly, the real size of data 
split for each mapper is calculated as shown in formula (9):  
              (9) 
Note that the minSize is not the minimum size of splitting data 
“mapred.min.split.size” but can be calculated as shown in formula (10) 
     (10) 
The “FormatMinSplitSize” is a minimum splitting data size for a certain format, 
such as sequential format in Hadoop, which means it is a constant value for a fixed 
format. Finally, the number of Map tasks “map_num” can be calculated as shown in 
formula (11): 
))_,_max(,_min(_ numgoalnumdefaultnumsplitnummap                (11) 
TCWT ureducereduceureduce /___ 
BPNWT mapuoutmapshuffle /)mod_(__ 
)),min(max.,max(min. blockSizeSizeMathSizeMathSplitSize 
))(..min.(),max(.min jobsizesplitMapredplitSizeFormatMinSMathSize 
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goal_num can be set by changing the configuration file mapred-site.xml or by 
changing the code “setnummaptasks (int)”, default_num is the default value for a 
Hadoop edition. Split_num can be calculated as shown in formula (12): 
splitSizesizefilenumsplit /__                                       (12) 
File_size is the size of input files. There can be a special situation when the input 
files consist of several files. Consequently, the number of mappers “final_map_num” 
in this situation will be calculated in formula (13): 
)__,_min(__ numfileinputnummapnummapfinal                     (13) 
The input_file_num is the number of input files. 
The number of Reducer “N_reduce” can be set by changing the code 
“setnumreducetasks (int)” in or the configuration file of MapReduce program. 
4.3.5 Extreme situation 
The above analysis of modeling performance at the PaaS layer (MapReduce part) 
is based on the assumption that number of Mappers and the number of Reducers are 
below or equal to their optimal numbers. If the number of Mappers or Reducers 
exceeds this “optimal number” threshold, it may happen that the execution number 
might increase with the increasing of the number of Mappers or Reducers. The Map 
tasks or Reduce tasks are executed in slots which are the resource container in Hadoop 
MapReduce framework. At any given point of time the number of active (in execution) 
Map and Reduce tasks cannot be more than number of available Map and Reduce 
slots. In case the number of tasks are greater than slots then tasks are executed 
sequentially.  
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For example, if the number of Map tasks is 100 and the number of Map slot is 
10, which means only 10 Map tasks can be executed at any given point of time. As 
soon as slot becomes available, next Map or Reduce task in the list is scheduled. This 
scheduling iteration continues until all the Map tasks are finished. So for a MapReduce 
framework, if the number of Map slots is m, the number of Map tasks is n, the data 
size is d, the initiating (start) time of Map tasks is C, the speed of processing data for 
each mapper is v, the execution time of a MapReduce job will be calculated as shown 
below in formula (14): 
nvdCmnT total //_                                              (14) 
From the above formula, we can see the optimal number of Mapper will be 
approximately equal to the number of Map slots. In fact same calculation holds true 
for the number of reducer. This will be shown in our experiments in Chapter 6.  
Consequently, our end-to-end layered performance model consisting of above 
parameters mainly differs from existing performance related models in the following 
aspects: 
1) This end-to-end layered model considers important factors from all 
layers, such as the number of MapReduce jobs (PaaS), the algorithm for machine 
learning (SaaS), the number of Map or Reduce tasks (PaaS), CPU (IaaS), Network 
(IaaS), HDFS (PaaS) etc. 
2) This performance model considers the dependencies among parameters 
from different layers, such as the relationship between HDFS replication number 
and the execution time of MapReduce tasks. Our proposed model also captures 
that fact that the memory allocation has a serious effect on the execution time of 
MapReduce job, since the volume of memory affects the “Spill” behavior of a 
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Map or Reduce task.  
3) This model captures the behavior of the machine learning algorithm 
required by a cloud-based TDT application in SaaS layer, which means this model 
is result-oriented and more inappropriate for cloud-based TDT applications than 
other existing models.  
4) Our performance model is more flexible as it can accommodate different 
ML algorithms subject to little updates to the model formulation. For instance, we 
already have a Naïve Bayesian classification performance model, for a new 
classification algorithm, we only need to change the number of MapReduce jobs, 
the name of algorithm and other parameters in SaaS layer without changing any 
variables at the IaaS and PaaS layers.  
Nevertheless, there are still some open questions as shown below:  
1) How to determine the optimal number of MapReduce jobs for different 
classes of ML algorithms?  
2) As the above performance we mentioned is for Naïve Bayesian, so what 
are the specific changes to performance model required in order to accommodate 
ML algorithms such as Random Forest at SaaS layer?  
3) How does the inner workings of different MapReduce-based ML 
Algorithms different which leads to different parameter choices at PaaS layer? 
Furthermore, above unsolved questions are related to the theory and 
implementation of relevant machine learning algorithms. In the next sections, we will 
delve deeper in these questions.  
4.4 Performance Modeling of Map Reduce Naïve Bayesian 
ML Algorithm   
In order to develop a performance model of a map reduce based parallel naïve 
 87 
 
Bayesian algorithm, in this section, we first introduce the traditional naïve Bayesian 
algorithm followed by an illustration of the map reduce based naïve Bayesian 
algorithm. We then propose the performance model for a map reduce based parallel 
naïve Bayesian algorithm. 
4.4.1 Naïve Bayesian Algorithm: Background  
To explain the performance model of Naïve Bayesian, we have to introduce 
basic theoretical knowledge of this algorithm. In machine learning field, naïve 
Bayesian is considered as a supervised learning method. Naïve Bayesian is a 
classification algorithm, where the classification task can be divided into two parts: 
training and classifying [121]. Training is the process of building a classification 
model which will be used to classify new data in the classification process. The 
training data has to be labelled, which is the reason why classification is a supervised 
method. In fact, naïve Bayesian classifiers are a group of simple probabilistic 
classifiers based on “Bayes’ theorem” which assumes that there is strong 
independence among features. The formula (15) shows the fundamental Naïve 
Bayesian principle:  
)(/)()|()|( APBPBAPABP                                        (15) 
)(AP  is the probability of occurrence of event A whilst )(BP  is the 
probability of occurrence of event B. )|( BAP is the probability of occurrence of 
event A when event B has occurred while )|( ABP  the probability of occurrence of 
event B when event A has occurred.  
The basic theory of naïve Bayesian classifiers is to group an unclassified item 
into a class where such an item has the highest probability related. For instance, 
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}...,{ 2 mi aaax   is an unclassified dataset and each “a” is a feature of x while 
}...,{ 21 nyyyC   is a set of all classes and each “y” represents a class. Take the 
epidemic detection system for instance, x is an unprocessed tweet and iy  means a 
sort of known epidemic such as “flu”, “measles” or “Ebola”. To determine which class 
iy  the x  belongs, we need to calculate )|( xyP k  in according to formula (16):  
)}|()...|(),|(max{)|( 21 xyPxyPxyPxyP nk                             (16) 
)|( xyP k  means the probability that x belongs to class yk. In accordance with formula 
(10), calculating )|()...|(),|( 21 xyPxyPxyP n  requires formula (17):  
)(/)()|()|( xPyPyxPxyP iii                                        (17) 
Formula (18) shows how to calculate )|( iyxP : 
)|(...)|()|()|( 21 imiii yaPyaPyaPyxP                              (18) 
Naïve Bayesian assumption is that the probability distribution of each attribute 
)...,( 2 mi aaa  is independent. To detect the maximum probability )|( xyP k  for class 
ky , the )(xP  is a constant without necessity of computing, which means we only 
need to calculate the value: )|(...)|()|( 21 imii yaPyaPyaP   as shown in formula 
(19): 
)()|(...)|()|( 21 iimiii yPyaPyaPyaPP                             (19) 
Then find the maximum iP  according to formula (20): 
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}......,max{ 2max niik PPPPP                                             (20) 
maxkP means the x  most likely belongs to ky .  
Naïve Bayesian classifiers consist of two parts: training and classifying similar to any 
other classification algorithms.  
1) Training: This part aims to calculate the probability of each attribute in each class 
and the probability of each class: )|(...)|()|( 21 imii yaPyaPyaP   and )( iyP  
which represents the probability of class iy  happening. Consequently, there will 
be a matrix: )|( ii yaP  and a vector: )...,( 2 ii yyyP .  
Classifying: This part aims to classify new data sets based on the maximum of 
probability of a new unclassified item for an existent class. For instance, a new data 
set x consists of three attributes: 1a , 2a  and 5a , what we need to do is calculate 
)()|()|()|( 321 iiiii yPyaPyaPyaPP   for each class and find the max iP . In 
case the 3P  has the maximum one, then we can conclude that the new data set x  
belongs to class 3y .The typical naïve Bayesian classifier process is shown in Figure 
4-9:  
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Figure 4-9 Naïve Bayesian Classifier Process 
To illustrate the application of Naïve Bayesian in text mining effectively, we 
give an example below. Let us assume that there are two tweets tweet 1 and tweet 2 
for training data: 
Tweet 1 (flu): I have flu. 
Tweet 2 (noflu): Merry Christmas.  
Tweet 1 has been labelled as flu-related tweet while tweet 2 has been labelled 
as noflu-related tweet. We take words as attributes, so the first step is to calculate 
probabilities as follow: 
P (“I”|flu) = 1/3; P (“have”|flu) = 1/3; P (“flu”|flu) = 1/3; P (“I”|noflu) = 0; P 
(“have”|noflu) = 0; P (“flu”|noflu) = 0; P (“Merry”|noflu) = 1/2; P (“Christmas”|noflu) 
= 1/2; P (“Merry”|flu) = 0; P (“Christmas”|flu) = 0; P (flu) = 1/2; P (noflu) = 1/2;  
Then, it comes a new tweet called as tweet 3 “I got flu”. So P (flu|tweet3) = P 
(tweet3|flu) * P (flu)/P (tweet3) = P (“flu”|flu) * P (“I”|flu) * P (flu)/P (tweet3) = 
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1/3*1/3*1/2/ P(tweet3) = 1/18/ P(tweet3); P (noflu|tweet3) = = P (tweet3|noflu) * P 
(noflu)/P (tweet3) = P (“flu”|noflu) * P (“I”|noflu) * P (noflu)/P (tweet3) = 0 * 0 * 
1/2/P (tweet3) =0/ P (tweet3). 
As a result, P (flu|tweet3) > P (noflu|tweet3), so tweet3 is flu-related.  
4.4.2 Map Reduce Naïve Bayesian 
Traditionally naïve Bayesian classifier process is sequential, which means it will 
not scale to processing of large volumes of “Big Data”. A MapReduce programming 
model based Naïve Bayesian uses parallelism to achieve scalability. In this section, 
we will first introduce the map reduce based naïve Bayesian approach. Later we 
develop the performance model of this approach. 
There are two main steps in the training part of naïve Bayesian classifier: 1) 
Counting the ClassPrior )( iyP  for each class. 2) Counting the conditional probability 
for each attribute per class )|( iyaP  (in text classification, an attribute is a term).  
As a consequence, it is necessary for a naïve Bayesian classifier (training) based 
on MapReduce to have two main MapReduce jobs to undertaking the above 2 steps: 
first for counting the Classprior and second for computing the conditional probability.  
The step of counting Classprior, the occurring frequency of each label in the corpus 
can be processed by two functions: Map and Reduce, just as other MapReduce 
Algorithm does. The implementation of MapReduce Naïve Bayesian varies a little 
according to different specific implementation methods. In this section, we present a 
general description of MapReduce Naïve Bayesian. The related pseudo code can be 
shown as follow:  
Naive Bayesian MapReduce  
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MapReduce Naive Bayesian-Map Function  
)(DABULARYEXTRACTVOCV   
)(DCOUNTDOCSN   
For each Cc  
Do ),( cDNCLASSCOUNTDOCSINc   
  ),( cDSDOCSINCLASETEXTOFALLCONCATENATtext c   
  For each Vt  
  Do ),( ttextOFTERMCOUNTTOKENT cct   
MapReduce Naive Bayesian-Reduce Function  
Combining , , N  
 
The above code involves only the calculation of the number of documents in a corpus 
N , the number of documents of a class  and the number of a term in a class . 
Then, in accordance with formula (19), 
N
N
P cc   and n
t
ct
ct
ct
T
T
yaP
1
)|(


 . 
The above algorithm is only one of several possible solutions which vary according 
to different implementing methods. But the basic principle is the same, which is 
allocating the counting task into different Mapper. The above solution of MapReduce 
Naive Bayesian training can be described as Figure 4-10.  
ctT cN
cN ctT
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Figure 4-10 MapReduce Naïve Bayesian Training  
 The classification process that happens after the training process is less 
complicated. To classify a new data set, the only step to be undertaken requires 
copying of this data set to different map tasks and then computing the highest 
probability that each item belongs to a class by using the existent, pre-trained naïve 
Bayesian model. Consequently, there is no requirement to execute the Reduce or 
Combine tasks as shown in Figure 4-11: 
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Figure 4-11 Naïve Bayesian Classifying based on MapReduce without 
Reduce Tasks 
The practical implementation of naïve Bayesian classifier in MapReduce varies, 
especially for training part. In this paper, we study Naïve Bayesian implementation 
based on MapReduce framework by exploiting Mahout (an open-source scalable 
machine learning library) as an ML engine. Even in Mahout, the specific 
implementation of naïve Bayesian classifier has been changed since its initial release. 
The old edition of Mahout (< 0.6) implements the training part of naïve Bayesian 
classifier as shown in Figure 4-12.  
The four types of training MapReduce jobs are placed on a JobQueue, which 
are then scheduled by JobTracker. The detail of the execution mechanism of a single 
job will be explained in the next chapter. Generally, the four types of MapReduce job 
created during training phase of naïve Bayesian includes: 
1) BayesFeatureDriver: Reads the features in each document normalized by length of 
each document.  
2) BayesTfIdfDriver: Calculates the TF-IDF for each word in each label. 
3) BayesWeightSummerDriver: Calculates the sums of weights for each label, for 
each feature. 
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4) BayesThetaNormalizerDriver: Calculates the normalization factor Sigma_W_ij for 
each complement class. 
Feature
（Job1）
TfIdf
（Job2）
WeightSumm
er（Job3）
ThetaNormalizer
（Job4）
HDFS
JobTracker TaskTracker1
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Job1
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Job3
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output
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Figure 4-12 Process of Training of Naive Bayes in Mahout 
As every ML algorithm is different and leads to distinctive resulting performance 
issues, it is necessary to build ML algorithm specific performance model. The test 
process (classifying process) consist of only one MapReduce Job called 
BayesClassifierDriver. Consequently, the whole Bayesian process comprise of five 
types of MapReduce Jobs. For the adoption of this naïve Bayesian classifier, the 
number of MapReduce jobs (SaaS layer parameter) should be 5 (4 training jobs and 1 
testing job). However, in newer Mahout there are only 3 MapReduce jobs for training 
and 1 MapReduce job for testing, as the Feature extraction part should be done by 
“seq2sparse” which is also executed in the MapReduce way. The architecture and 
process of training part in new Mahout Edition are the same with the old 
implementation shown in Figure 4-8, only having 3 MapReduce jobs: 
1) TrainNaiveBayesJob1-IndexInstancesMapper-Reducer 
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2) TrainNaiveBayesJob2-WeightsMapper-Reducer 
3) TrainNaiveBayesJob3-ThetaMapper-Reducer 
The implementation of three Reduce tasks of training job is the same called 
VectorSumReducer. The vectorization work which transfers the text data into feature 
vectors (TF) is implemented by another MapReduce-based class called 
“SparseVectorsFromSequenceFiles.class”.  
4.4.3 Performance Model for MapReduce Naïve Bayesian 
After illustrating how a MapReduce Naïve Bayesian works, the specific 
Performance model with dependencies among factors can be shown in Figure 4-13: 
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Figure 4-13 Presentation of Performance Model for Naïve Bayesian 
It is shown that there are two new parameters we need to consider in our 
modelling: “Complement” and “RunSequential”. As we mentioned before, for each 
 97 
 
ML algorithm there might be need to incorporate new parameters into the performance 
model. For instance, Naïve Bayesian and Random Forest will differ in terms of 
modelling parameters (we will illustrate these differences later in this chapter), 
although both Random Forest and Naïve Bayesian are from the same class of 
algorithm which is Classification. On the other hand, “Complement” parameter 
determines whether the Naïve Bayesian training will be executed as a Complementary 
way or Standard way. The “Complement” might affect the precision but do not have 
a significant influence on the speed of execution for the ML algorithm. In contrast, 
the “RunSequential” might affect the speed considerably but do not have influence on 
the precision.  
Furthermore, our performance model captures the dependencies between 
different parameters in figure 4-10, the red line means the dependency from different 
layers while the purple one means the dependency from the same layer. 
1) Dependency1: Dependency between “Complement” and “Data Information”. It 
means that the influence of “Complement” on “Precision” might be affected by 
“Data Information”. For instance, the Complementary Naïve Bayesian method is 
more effective for classifying unbalanced data than the balanced data. 
2) Dependency2: Dependency between “Memory” and “Maximum Memory for a 
Mapper or a Reducer”. It means that “Memory” in IaaS layer has to cooperate 
with “Maximum Memory for a Mapper or a Reducer” in order to manage speed 
of executing of analytics tasks. Specifically, without tuning the “Maximum 
Memory for a Mapper or a Reducer”, Memory available at IaaS layer cannot affect 
the performance of the underlying TDT application. On the other hand “Maximum 
Memory for a Mapper or a Reducer” has an upper bound. For instance, if the total 
available Memory (IaaS) is 1000MB and the total number of Reducers and 
Mappers are 10, the “Maximum Memory” cannot be over 100MB, and otherwise 
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the MapReduce job execution will not commence.  
3) Dependency 3: Dependency between “RunSequential” and MapReduce. As we 
mentioned before, the MapReduce training process can be executed only when 
this parameter is false. 
4) Dependency 4: Dependency between “Bandwidth” and “HDFS Replication 
Number”. When the replication of data is not enough, the node might need to copy 
required data from another node to process. In this situation, “Bandwidth” has a 
more significant role to play in the speed of system, for the reason that if low 
Bandwidth might lead to the slow speed of copying data from one node to another. 
5) Dependency5: It is an inner Dependency within the SaaS layer. The parameter 
“Number of MapReduce jobs” is determined by the parameter “Name of 
Algorithm”. In a Naïve Bayesian performance model it is 3 for training set (in new 
edition of Mahout) and 1 for the testing (classifying) part, and for another 
classification algorithm (e.g. Random Forest), it might require different number 
of tasks at training and testing steps/phases 
6) Dependency6: An inner Dependency within PaaS layer, the number of mapper is 
affected by the size of HDFS block and the min splitting size of input data. 
We can see that the main structure of performance model for Naïve Bayesian 
remain the same comparing to the model we mentioned in 4.3, apart from some new 
parameters, like “Complement” or “RunSequential”.  
4.5 Performance Modelling of Random Forest 
Random forest is a notion of the general technique of random decision forests 
[111] that are machine learning method for classification, regression or other tasks by 
building multitude of decision trees at training time and outputting the class that is 
the mode of the classes (classification) or mean prediction (regression) of the 
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individual trees. In this thesis (and chapter), we are only concerned with the 
classification function of Random forest. As this classification model consists of many 
decision trees, it is apparent that we have to acknowledge what is decision tree before 
getting a full appreciation of random forest. 
4.5.1 Decision Tree 
A decision tree is a decision support tool using a tree-like graph or model of 
decisions and their possible consequences, including chance event outcomes, 
resource costs, and utility. Application of decision tree in data mining or machine 
learning field is called “decision tree learning”. Decision tree learning uses decision 
trees as predictive models mapping observations about an item to conclusions of such 
item’s targeted value. This predictive tree-like model can be used to achieve 
classification tasks and is called as “classification trees”. In a classification 
tree, leaves represent class labels, branches represent conjunctions of features leading 
to those class labels and nodes represent attribute names of the given data. These 
classification decision trees where the target variable can take continuous values 
(typically real numbers) are called regression trees. Figure 4-14 shows a typical 
example of decision tree to classify tweets to learn whether a tweet is related to flu. 
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Figure 4-14 Decision Tree of Flu Detection based on Tweets 
“Health Related”, “Disease Related” and “Flu Related” are attributed 
represented by nodes of this decision tree. Technically, decision tree learning is a 
supervised and greedy algorithm. Basically, there are two mainly parts of decision tree 
learning process, one of which is building the tree in terms of existent sample, the 
other is using the built tree to classify other data.  
4.5.1.1 Building Tree 
The process of building a tree can be properly described as a training process. 
Broadly speaking, the tree building task can be divided into two step methods: 
construction of tree and pruning [111]. For the construction of a decision tree, firstly, 
it has to select an attribute for dividing training data which will be divided into sets in 
terms of this attribute. Then, after dividing data, for each set created above, it will 
repeat the above steps (selecting attribute & dividing data) until it can find leaf nodes 
in all the branches of the tree.  
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4.5.1.2 Improvement-Why we need Random Forest 
To improve the performance of decision tree learning, ensemble methods are 
adopted to build more than one decision tree, so it has come to several so-called “forest” 
algorithms such as “Random Forest”. The final classification result is decided by the 
classification results of all the “trees”. Famous “forest” algorithms are as follow: 
1) Pruning 
Pruning is an optimization task aiming to identify and remove branches in the 
Decision Tree that are not useful for classification. There are several methods for 
pruning which can be classified as pre-pruning and post pruning. Pruning has a pivotal 
role to play in the performance of a decision tree, nevertheless, as in Random forest 
Algorithm there is no pruning [120]. 
2) Bagging decision trees  
It is an early ensemble method and constructs multiple decision trees by 
resampling training data with replacement. The final prediction will be generated by 
taking a vote of these trees [112]. 
3) Boosting trees  
This algorithm builds decision trees by using Gradient boosting method which 
is a machine learning technique for regression and classification problems. The basic 
theory of Gradient boosting is to build a powerful classifier by combining several 
weak classifiers. Boosting trees are mainly used in regression-type and classification-
type questions [112]. 
4) Rotation forest  
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This is also an ensemble method where each decision tree is trained based on a 
random subset of features, and principal component analysis (PCA) is applied to each 
subset. 
5) Random Forest 
This method which is based on the random selection of features and Breiman's 
“bagging” idea corrects “overfitting” habit of decision tree. The training algorithm of 
random forests adopts the general technique of bootstrap aggregating, or bagging. The 
“bagging” process in random forest happens in the selection of features to build each 
decision tree, which is also called “feature bagging”. In a Random forest, only a subset 
of features are selected at random out of the total features while in bagging trees all 
the features are selected. 
4.5.2 Map Reduce Random Forest 
Random forest can easily be converted into a parallel algorithm, as the building 
process of each tree is independent. Theoretically, due the random forest algorithm, 
each training sample data which is sampled independently in terms of “Bagging” 
method for building each tree. Furthermore, the growing of each tree which uses its 
own random feature subset to split is also independent. Parallel Random forest 
algorithms have several benefits: 
1) Increasing the accuracy of classification by combining of learning models 
2) Effective running on large datasets 
3) Generated forest can be stored and used to classify other datasets 
4) Ability to handle many explanatory variables 
In a MapReduce way, each mapper deal with the building of a tree, shown in 
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Figure 4-15: 
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Figure 4-15 MapReduce-based Training Process of Random Forest 
The training data set is split into different subsets which are processed in each 
map function, then the process varies according to different MapReduce functions. 
Some MapReduce functions use a reduce function to combine these output data 
generated by map tasks and output the final random forest model, as shown in Figure 
4-16: 
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Figure 4-16 Training Process of Random Forest based on MapReduce with 
Reduce 
There are also some MapReduce functions without using reduce functions as 
shown in Figure 4-17: 
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Figure 4-17 Training Process of Random Forest based on MapReduce 
without Reduce 
In actuality, as we have mentioned before that a random forest model consists 
of several decision trees, the output of map tasks can make up a model. This 
mechanism without reduce phase as implemented by “Apache Mahout” is adopted by 
our work.  
After training process, the model can be used to classify new data. The final 
classification result will be elected among the classification results generated by all 
the trees in the random forest, which renders the classification available to be 
parallelized. The classification process based on MapReduce way is described in 
Figure 4-18: 
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Figure 4-18 Classification of Random Forest based on MapReduce 
The Random forest training process implemented in Mahout includes 2 steps: 1) 
Describe: Converting the raw data into “.info” file containing all required information 
of training data. 2) BuildForest: Using the “.info” life to build the forest stored as 
forest.seq which is a sequencefile. The algorithm allows users to choose the number 
of trees to be trained to create a forest. 
The BuildForest step which is the training part of Random forest can be 
described as the above Figure 4-19 and is implemented by class “partialbuiler” 
consisting of a MapReduce job without reduce functions. The Map function called 
“step1Mapper” overwrites “setup”, “cleanup” and “map” methods all of which are 
essential methods for a Map function, which is shown in Figure 4-19. The “setup” 
method aims to get the configuration such as the number of map tasks, the number of 
trees, the number of partitions of mapper and the Random seed. The “map” method 
only does conversion jobs while the “cleanup” generates several decision trees based 
on “bagging” method.   
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Figure 4-19 Implementation of Random Forest based on MapReduce 
The testing part has been implemented in Mahout called as “TestForest” which 
undertakes preparation steps such as verify whether the test process will be executed 
as a MapReduce way or sequential method. The testing process of Random forest 
classifier in Mahout can be shown in Figure 4-20: 
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Figure 4-20 Testing Part of Random Forest Classifier in Mahout 
The classification part is implemented by “classifier” which has a MapReduce 
job consisting of only map tasks without Reduce ones. The Map function is called 
“CMapper” extending Mapper in Hadoop and overwriting the “setup” and “map” 
methods. In “setup”, the testing data will be converted into a required format and “map” 
uses the Random Forest to classify the data with a required format. Consequently, for 
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Random forest, there is only 1 MapReduce job without Reduce tasks, which means 
the number of MapReduce job can be 1 in SaaS layer of our performance model.  
4.5.3 Performance Model for MapReduce Random Forest 
This performance model is similar to that of Naïve Bayesian: some new 
parameters related to Random Forest and some new dependencies due to those new 
parameters. The model can be shown in Figure 4-21 
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Figure 4-21 Dependency of Performance Model in context of Random Forest 
1) Dependency1: “Trees Number” means the number of decision trees generated by 
a mapper, it has direct effect on the execution time of each mapper. Further it will 
also affect the speed of system. Moreover, this parameter will affect the speed of 
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classifying part as well, as the classifying process is using each of those trees to 
classify the new data, which means that the larger the number of trees is, the more 
execution time..  
2) Dependency 2: “MinSplit” means the threshold for a tree-node to split, if the leaf 
data size is less than this value, the tree-node will notsplit. “SelectionAttibute” 
means Number of variables to select randomly at each tree-node. Those two 
factors/parameter t have an effect on the precision, however, the real effect might 
be affected by the different sorts of data represented by “Data Information”. “Data 
Information” consists of the information that the data set carries. For two training 
data sets that have the same volume but different “Data Information”, the 
precisions of classifiers which use two training data sets might be different. “Data 
Information” includes the dimension of data, the structure of data, the 
characteristics of data (discrete or Continuous), etc. 
3) Dependency3: “IsPartial” which is a Boolean value determines whether the 
training process will be executed in the memory, if it is false, the training process 
will be executed in Memory. So this dependency involves the execution situation 
of MapReduce job (PaaS) and Memory (IaaS). If the training process is executed 
in Memory, the scaling of memory may improve the analytics speed considerably. 
4) Denpedency4: It is similar to the dependency 2 in Naïve Bayesian Performance 
Model. The dependency between “Memory” and “Maximum Memory for Mapper 
or Reducer”  
5) Denpendency5: It is similar to the dependency 4 in Naïve Bayesian Performance 
Model. The dependency between “Bandwidth and HDFS Replication Number” 
6) Dependency6: It is similar to the dependency 5 in Naïve Bayesian Performance 
Model. The number of MapReduce jobs is determined by the name of 
classification algorithm “Random Forest”, it is “1” for Random Forest 
implemented in Mahout.  
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7) Dependency7: It is same as the dependency 6 in Naïve Bayesian Performance 
Model. An inner Dependency in PaaS layer, the number of mapper is affected by 
the size of HDFS block and the min split size of input data. 
The performance model for classifying part is mainly the same with the training 
set. All the parameters in the training performance model will be available in the 
classifying set, because the classifying will be executed as the similar way (PaaS IaaS 
is the same). And the classifying model is trained by the training part, so all the 
parameters in the SaaS layer which might affect the precision need to be considered 
in the testing model. The number of MapReduce jobs is still “1” but there is no 
“IsPartial”, and instead, there is a new Parameter “RunSequential” (it occurs in the 
Performance Model of Naïve Bayesian) which determines whether the process will 
be executed as a MapReduce way.  
4.6 LDA 
In reality, the above two algorithms Random forest and Naïve Bayesian are 
classification methods. However, in a TDT application, we often need to detect a new 
topic, which means we have to build a TDT method by training some unlabeled data. 
And this is really beyond the boundary of classification methods. For instance, in an 
epidemic detection system, it is required to detect and alarm some epidemic of 
diseases which have not been known in this system. Consequently, this part will start 
with the brief introduction of Clustering.  
4.6.1 Clustering 
A TDT application has to deal with unlabeled data, for example, a multi-
epidemic detecting system is possibly to be confronted with the problem of a breakout 
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of a new types of diseases. As it happens, data related to this new disease are unlabeled 
so that it is impossible to be processed by classification methods. Unsupervised 
learning which aims to observe structure in data and find patterns is an approach to 
deal with unlabeled data. Clustering which aims to create groups of similar items from 
a set of items can be modeled as an unsupervised learning method. Clustering can help 
us to identify interesting groups of objects that we are interested in. For example, 
consider the epidemic detection for instance, clustering can be adopted to cluster 
epidemics in terms of symptoms, names of diseases, or other features. Generally, there 
are four methods in a clustering process: 
1) Objective: In the first place, it has to make an objective of a clustering task, for 
instance, in tweets we collected, which sorts of information we are interested? In 
an epidemic detection system, it should be the data related to “the breakout of 
diseases”, whilst in a traffic congestion detection system, it should be the data 
related to “traffic jam”. The definition of objective is a good start and has a pivotal 
role to play for a clustering task. 
2) Feature representation: This step aims to extract and represent the characteristics 
of processed data plays a significant part in a clustering method. The practical 
method of feature representation varies according to several factors such as 
clustering algorithms, data, goals of clustering, etc. Unsupervised feature 
representation aims to detect features from unlabeled data in order to discover 
low-dimensional features capturing structure underlying the high-dimensional 
input data. So feature representation also has the functionality of the 
dimensionality reduction which is a practical approach to reduce the amount of 
processed data. In actuality, an unsupervised feature representation method 
enables a form of semi supervised feature representation. In the first place, features 
are learned from unlabeled data, which are then applied to improve performance 
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in a supervised setting with labeled data. Furthermore, feature representation 
involves feature normalization, the notion of similarity and dissimilarity, the 
measure of distance, etc.   
3) Algorithm for clustering: The type of clustering algorithms to be used is mainly 
determined by the objective of the problem. There are many options such as 
density-based clustering, distance-based clustering, distribution-based clustering, 
and hierarchical clustering. The selection of an appropriate clustering algorithm 
plays a vital role in the performance of the whole clustering process.  
4) A stopping criteria: It depends when to stop the clustering process and depends 
upon the clustering algorithm used. The stopping criteria could be determined in 
different ways, such as the number of iterations, when the density of the clusters 
have stabilized or when the cluster centroids do not move beyond a certain margin.  
4.6.2 Model-based Clustering 
Model-based clustering is used in some tasks where hard clustering methods 
like K-means are not appropriate. Take K-means algorithm for instance, after iterative 
clustering process K-means offers the data points in the clusters. However, when the 
clusters are not distributed uniformly, it is very difficult to use K-means to achieve a 
certain quality of clustering. In such a case, model-based clustering can be an effective 
solution. Moreover, model-based clustering can also be used in the hierarchical 
clustering task. Model-based clustering can overcome some deficiencies of hard 
clustering methods. Model-based clustering makes the assumption that data is 
generated by a model which it is available to get data from. In fact, data consisting of 
more than one component can be clustered more specifically than a hard clustering. 
For example, a sentence “I like jogging, but jogging every day is too hard on my knees” 
consisting perhaps more than one topics: health, sport and hobby. In a certain context, 
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this sentence might have different probabilities of belonging to different clusters, such 
as 58% for cluster health, 50% for sport and 51% for hobby. Model-based clustering 
can capture this information, hierarchy and overlap. For the above sentence, it might 
belong to a cluster sport by 60%, a sub-cluster jogging by 68% and a cluster health by 
50% under a given context. 
4.6.2.1 Dirichlet Clustering 
Dirichlet clustering is the model-based clustering algorithm used to analyze and 
cluster data. This method based on the Dirichlet applies a nonparametric and Bayesian 
model. The reason why it is nonparametric is that it can have an infinite number of 
parameters. This algorithm adopts a probabilistic mixture of several models in order 
to explain data. Each data point will emerge from one of available models taken from 
the sample of prior distribution of models and points assigning to such models 
iteratively. During each iterative probability, a point is created by a particular model. 
The sampling considers all the observed data assigned to the model and provides more 
information than hard clustering such as:  
1) It can figure out the number of models supported by data, as it assigns data points 
to different models. 
2) It is possible to get other information such as how well data are described by the 
model or how different data points are explained by the same model. 
4.6.2.2 Topic Model 
To do model-based clustering, in the first place, we have to build a model 
varying to practical needs. In a TDT application, topic model is a good choice. Topic 
model aims to find a topic from the text document by using a statistical model based 
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on the fact that a document about specific topics has some particular words. For 
instance, it is highly possible a document about sports has sport-related words like 
sprint, boxing, basketball, football, etc. Topic model is used to find hidden sense of 
documents and discover main themes from a great number of unstructured documents. 
There are several existent topic modelling method such as LSA (Latent Semantic 
Analysis), LSI (Latent Semantic Indexing), pLSA (probabilistic LSA), pLSI 
(probabilistic LSI), LDA (Latent Dirichlet Allocation). 
4.6.3 LDA     
Latent Dirichlet Allocation (LDA) is a statistical unsupervised approach and a 
three-level hierarchical Bayesian model, in which each item of a collection is modeled 
as a finite mixture over an underlying set of topics [122]. LDA has been widely applied 
for the natural language processing, it is a generative model allowing sets of 
observations to be explained by unobserved groups in order to explain the similarity 
between those two sets of data. Traditional methods to measure the similarity between 
two documents use the proportion of words appearing in both two documents such as 
TF-IDF. However, this sort of methods is unaware of the semantic relation in these 
words, so it is highly probable that two document are nearly related but with very few 
common words. For example: 
Sentence 1: “Classification is a group of data mining algorithms to categorize 
given data into given categories” 
Sentence 2: “LDA has been widely used in Natural Language Processing field” 
From the above two sentences, we can see that they are highly relevant actually 
but lack evidence to prove the relation between them in terms of “words”. As a 
consequence, it has to search deeply the semantic meanings hidden in documents 
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where topic model such as LDA can be helpful.  
In LDA, the total vocabulary of all words make up a corpus and each document 
can be viewed as a mixture of various topics of which distribution is assumed to have 
a Dirichlet prior. Generally, LDA builds a concept “topic” between “word” and 
“document”. The main goal of LDA is modeling text corpora by discovering latent 
sematic topics in large amounts of text documents. The fundamental theory of LDA 
is that each document is sampled from a mixture distribution of latent topics of which 
each one is characterized by probability distribution over words.  
As we mentioned in “Topic model” part, a document consists of many words 
which is shown as Figure 4-22. 
Document 
1 W11 W12 ... W1n
1
Document 
2 W21 W22 ... W2n
1
Document 
n Wn1 Wn2 ... Wnn
n
... ... ... ... ...
 
Figure 4-22 Documents and Related Words 
n1, n2 … nn means that different documents might have different numbers of 
words (W11 means the first word in document 1). LDA like all other sorts of topic 
model finds a third concept “topic” (except for document and word) and the relation 
among “topic”, “document” and “word”. “Topic” is also regarded as “bag of word”, 
as each “topic” consists of words which are most likely to occur in such a topic. The 
assumption of LDA is shown in Figure 4-23:  
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W11 W12 ... W1n
1
Document 1
Topic 1 Topic 2 Topic m...
 
Figure 4-23 Topic Model of Document 1 
It adds “topics” in the model, LDA model assumes that the process of generating 
all documents in a data set can be described as follow: 1) For each document, choose 
a topic zi (it means the i th topic) from the topics set. 2) In accordance to the 
distribution of words in topic zi, choose a word. 3) Repeat the above two steps through 
all the words in all documents. 
After illustrating LDA generative process, the next question is how to choose 
the topic and then how to choose the word. It is apparent that the selection process is 
not random for a document, which means there is some probabilistic distribution 
relations among topics, documents and words. Furthermore, the probabilistic model 
of LDA can be shown in Figure 4-24:  
K
M
N
WZθα
β φ
 
Figure 4-24 Probabilistic LDA Generative Model 
In LDA model, the probabilistic distribution obeys “Latent Dirichlet Allocation”, 
so the clustering based on LDA model can be described as a sort of Dirichlet clustering. 
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α is the hyper parameter of the Dirichlet prior on the per-document topic 
distributions; β is the parameter of the Dirichlet prior on the per-topic word 
distributions; θ is the topic distribution for document, θi means the topic distribution 
for document i; φ is the word distribution for topic, φk means the word distribution for 
topic k; z is the topic number and generated by θ; W is the particular word; K is the 
number of topics; N is number of words in a document; M is the number of documents 
[123]. The specific process of LDA model generation is shown in algorithm 4-1: 
Algorithm 4-1 
LDA Generating Process 
for all topics ],1[ Kk do 
  Sample mixture components 
k

~ )(

Dir  
end for 
for all documents ],1[ Mm  do 
  Sample mixture proportion m

~ )(

Dir  
  S maple document length mN ~ )(Poiss  
  for all words ],1[ mNn  in document m do 
    Sample topic index nmz , ~ )( mMult 

 
    Sample term for word nmw , ~ )( ,nmzMult 

 
  end for 
end for 
As shown in figure 20 there are two process: 1) α→θ→z: It is the same process of the 
first step in algorithm 1 2) β→φ→w: It is the same process of the second step in 
algorithm 1.  
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In Process 1) α→θ obeys Dirichlet distribution while θ→z obeys multinomial 
distribution. In process 2) β→φ obeys Dirichlet distribution while φ→w obeys 
multinomial distribution.  
LDA generating process mainly aims to calculate the joint distribution
),|,,,( zwp , shown in formula 21: 
)|()|()|()|(),|,,,( zwpzpppzwp                         (21) 
There are different methods to generate LDA model, although the general process is 
like Algorithm 1 there are still certain differences due to the different calculation of 
),|,,,( zwp . We take “Gibbs sampling” for instance. Through certain 
mathematics equation calculation, we can compute the topic-word probabilistic 
distribution, shown in formula 22: 
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                    (22) 
From formula 22, we can see that it is required to compute kdn ,  which is the number 
of words assigned to topic k in document d, wkn ,  that is the number of times word w 
is assigned to topic k. Furthermore, to implement a LDA model more effectively and 
simply, it is required to calculate the number of times any word is assigned to topic k: 
kn . In addition, it is needed to calculate z containing the current topic assignment for 
each of the N words in the corpus. 
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Algorithm 4-2 
LDA Gibbs sampling 
Input: words wdocuments d 
Output: topic assignments z and counts kd
n , , wk
n , and k
n
 
Begin 
  Randomly initialize z and increment counters 
  For each iteration do 
    For i = 0 N-1 do 
      Wordw[i] 
      Topicz[i] 
      
1;1;1 ,,  topictopicwordtopicd nnn  
      For k = 0K-1 do 
        
Wn
n
nkzp
k
wwk
kkd





 ,, )()|(
  
      End 
      topicsample from )|( zp  
      z[i] topic 
      
1;1;1 ,,  topictopicwordtopicd nnn  
     End 
   End 
   Return z, kd
n , , wk
n , and k
n
 
End 
The application of LDA is divided into two steps: LDA training and inference. LDA 
training is to build a LDA model that can be used to improve the model with new 
documents. This improvement is called inference. Both training and inference process 
follow the algorithm 1 with different methods to calculate the probabilistic 
distribution of topic and word. Surely if you use the “Gibbs sampling” method, the 
algorithm 2 can be followed. 
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4.6.4 Map Reduce LDA 
Nevertheless, LDA model has to be parallelized to meet the requirement of 
processing “Big Data”. The probability of topic-document is independent for each 
document while the probability of topic-word is independent as well, which makes 
suitable for parallelization. Parallel LDA algorithms vary considerably according to 
more than one factor, such as the mechanism of parallel computing framework 
(MapReduce, MPI or Spark), or the deploying of tasks (in MapReduce, what map 
tasks do or what reduce tasks do), the computing method of the probability distribution 
between topic and document and the probability distribution between word and topic 
(Variational Bayesian, collapsed Gibbs sampling or Collapsed Variational Bayesian). 
However, the general architecture of LDA based on MapReduce can be described as 
Figure 4-25: 
Map
Calculating  
Probability
...
Training 
Data
Reduce
Combining 
ProbabilityMap
Calculating  
Probability
Map
Calculating  
Probability
Reduce
Combining 
Probability
...
Topic 
Model
 
Figure 4-25 MapReduce LDA Process 
Map tasks aim to calculate probabilities of word per topic and topic per 
document, then Reduce tasks aim to combine these probabilities generated by Map 
tasks.  
MapReduce-based LDA implemented in Mahout using Collapsed variational 
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Bayesian (CVB) algorithm is shown in Figure 4-26 
Summing 
topic-word 
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Calculating 
topic-word 
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Map
...
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...
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(Topic-Word)as 
MapReduce Way
Output Probability 
Distribution
(Document-Topic)as 
MapReduce Way
Yes
Yes
Topic 
Model
 
Figure 4-26 MapReduce Based LDA Model Training 
In the first place, data are split into different mappers calculating probability 
distribution of word per topic, and then the output of map will be transmitted into 
reducer summing the probability distribution results generated by map functions. 
After all the reducers finished reduce tasks, it has to check whether the result created 
by reducers have arrived the convergence threshold. If the perplexity has reached the 
threshold, the training process will end, if it has not, the output data of reduce will be 
sent to map and the whole process will be executed again until the perplexity has 
reached the threshold. The above cycle of MapReduce-based LDA using CVB has 
been implemented by “CVB0Driver”. Finally, the data will be output as a Topic-word 
probability distribution and Document-topic distribution. The document-topic 
distribution is computed after the cycle of computing topic-word distribution tasks. 
Furthermore, the calculation of perplexity, the output of Topic-Word probability 
distribution and the output of Document-Topic probability distribution are all 
executed as MapReduce way. The Calculation of perplexity based on MapReduce is 
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implemented by “calculatePerplexity”, the map task is 
“CachingCVB0PerplexityMapper” and the reduce task and combine task are 
“DualDoubleSumReducer”, shown as Figure 4-27: 
Map 
CachingCVB0Perplexity
Map 
CachingCVB0Perplexity
...
Map 
CachingCVB0Perplexity
Combine
DualDoubleSum
Combine
DualDoubleSum
...
Reduce
DualDoubleSum
Reduce
DualDoubleSum
...
 
Figure 4-27 Calculating Perplexity based on MapReduce 
The output of topic-word distribution is implemented by “writeTopicModel” 
consisting of “CVB0TopicTermVectorNormalizerMapper” (Map Tasks), shown in 
Figure 4-28:  
Map
CVB0TopicTermVect
orNormalizerMapper
Map
CVB0TopicTermVect
orNormalizerMapper
Map
CVB0TopicTermVect
orNormalizerMapper
...
Topic-Word
Probability 
Distribution
 
Figure 4-28 Output of Topic-word Distribution 
The output of document-topic distribution is implemented by 
“writeDocTopicInference” consisting of “CVB0DocInferenceMapper” Map Tasks, 
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shown in Figure 4-29: 
Map
CVB0DocInferenceMapper
Document-Topic
Probability 
Distribution
Map
CVB0DocInferenceMapper
Map
CVB0DocInferenceMapper
...
 
Figure 4-29 Output of Document-topic Distribution 
As a consequence, the parameter in SaaS layer of our performance model, the 
number of MapReduce jobs of LDA varies according to the different data set, the 
configuration of PaaS layer (Number of map or reduce tasks), the number of topics, 
etc. Moreover, to figure the number of MapReduce jobs of LDA requires predictive 
methods, as the number cannot be determined before the end of two iteration processes 
(Building the LDA model and calculating the perplexity).  
4.6.5 Performance Modelling of Map Reduce LDA 
The performance Model of LDA is shown in Figure 4-30. 
1) Dependency 1: The “Iteration Number” representing the number of iteration of 
LDA clustering will affect the perplexity of LDA Model. However, this effect 
might be affected by the “ConvergenceDelta” which is a threshold of convergence 
as well. Above two parameters affect the perplexity of system by changing the 
“Number of MapReduce jobs”. Furthermore, the perplexity is also affected by 
“Data Information” (different data) from IaaS. 
2) Dependency 2: It is a dependency between “Iteration Number” and 
“ConvergenceDelta”. The difference is that this dependency is about the effect on 
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the speed of system. 
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Figure 4-30 Presentation of Performance Model for LDA 
3) Dependency 3: “Topics” which means the number of topics for a LDA model can 
affect the speed by affecting the inner working of each MapReduce Job. 
4) Dependency 4: It is the same with the dependency 2 in Naïve Bayesian 
Performance Model. The dependency between “Memory” and “Maximum 
Memory for Mapper or Reducer” 
5) Dependency 5: It is the same with the dependency 4 in Naïve Bayesian 
Performance Model. The dependency between “Bandwidth and HDFS 
Replication Number” 
6) Dependency 6: It is the same with the dependency 6 in Naïve Bayesian 
Performance Model. An inner Dependency in PaaS layer, the number of mapper 
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is affected by the size of HDFS block and the min splitting size of input data. 
7)  Dependecy 7: “Thread Train&Update” means the numbers of thread of training 
the model and updating the model both of which are functions in the LDA 
processing Mapper class. So these two parameters might affect the speed by 
changing the inner working of a MapReduce job, changing the number of threads 
in Map tasks.  
After illustrating our performance model in detail, the next chapter, we will 
present the implementation of our cloud-based TDT application and the evaluation of 
our performance model. 
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Chapter 5 Implementation of TDT 
Applications Based on Cloud and 
Evaluation of Performance Model 
After illustrating performance model, in this chapter, we present how to 
implement the Cloud-based TDT application (Flu detection system) using “Tweets” 
as input data. The design and implementation methods have been published in “A 
Case for Understanding End-to-End Performance of Topic Detection and Tracking 
based Big Data Applications in the Cloud.” [W5]. The main purpose of Chapter 5 is 
about technical solution of implementation of Flu detection system (Big Data 
analytics). In chapter 6, we have conducted experimental evaluation using a real-
world test-bed (developed using Apache Hadoop and Mahout platforms) in order to 
validate the performance of the model. 
5.1 Implementation of TDT applications based on cloud 
5.1.1 Architecture of TDT application based on cloud 
To build an end-to-end layered model of cloud-based TDT applications, in the 
first place, we need to implement a cloud-based TDT application. We choose “Disease 
Detection System” for our TDT application and use “tweets” (created by Twitter users) 
for raw data.  
As we can see from the below architecture in Figure 5-1, we use the data from 
Twitter namely “tweets” [23, 24]. Firstly, we store the Twitter data in HDFS (Hadoop 
Distribute File System).  
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Figure 5-1 Architecture of Distributed Disease Detection System 
The HDFS is installed on a CSIRO Cloud (in this cloud, we can create 10 virtual 
machines each of which has 2 VCPU, 4GB RAM, 10GB Disk). We run the 
MapReduce-2 and HBase Database. Hadoop MapReduce is an open-source edition of 
Google MapReduce [7]. No-SQL database is a relatively new technique that 
significantly helps in storing un-structured data such as tweets. We use an instance of 
HBase which is an open source simulation of Google’s Big Table. On top of Hadoop, 
we use Mahout [6] which is distributed and scalable machine learning library. One of 
the advantages of Mahout is that most of its ML algorithms can be executed as a Map-
Reduce job. Generally, algorithms of Mahout can be divided into three classes: 
collaborative filtering recommendation algorithms [3], clustering algorithms and 
classification algorithms [4] [5]. The disease detection (or called as “epidemic 
detection”) [22] [25] is built on a combination of clustering, classification and topic 
detection algorithms. Clustering is grouping the items that exhibit some form of 
similarity. Classification is identifying to which set of category a new item belongs. 
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One of most important reasons we choose Mahout is that it is well known ability to 
work in harmony with Hadoop MapReduce, the other reason why is that it has more 
than one sort of data mining or machine learning algorithms. Hence the adoption of 
Mahout can save a considerable vast of time and energy that we can spend on the 
study of the end-to-end layered performance model.  
5.1.2 Data Flow in Cloud-based TDT Application 
The data flow in our system is shown in Figure 5-2:  
 
Figure 5-2 Cross-layered Data Flow of Cloud-based Disease Detection 
System Implemented by Using Hadoop 
As the first step, we store tweets in CSIRO cloud and copy these tweets to HDFS 
to generate a distributed set of data which we call as “DistributedTweets”. More 
specifically, tweets in HDFS consist of fragments stored in different nodes (Datanodes) 
rather than a single file and the files are replicated for redundancy. 
Then, the distributed tweets will be stored in HBase as key-value format, for 
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example, {"id_str":"252543615644082176","text":"I swear I'd kill to see @eminem 
in concert...”, … }, “id_str” is the “key” and other attributes are the “value”. “id_str” 
and “text” are “sub-keys” while “252543615644082176” and “I swear I'd kill to see 
@eminem in concert...” are “sub-values”. In HBase, the key-value tweets need to be 
cleaned in the first time in order to eliminate some non-useful attributes, such as 
“created time”, “username”, “filter_level”, etc. This cleaning task aims to eliminate 
those non-important “attributes”. We speed up the cleaning task by implementing it 
over Hadoop. 
After cleaning data in HBase, the cleaned tweets are put in HDFS and then will 
be filtered by MapReduce-based program in order to prepare the data for the training 
and testing of classification algorithms in Mahout. This step of cleaning data focuses 
on the “text” and aims to eliminate punctuation, hashtag, or other symbols without 
linguistic meanings. There are two reasons for adopting two-step work: cleaning in 
HBase and filtering in MapReduce: 
1) Cleaning and filtering have different goals: Cleaning aims to eliminate non-useful 
“attributes” in tweets and is relatively uncomplicated. Filtering has the goal of 
generating training data and testing data for classification algorithms.  
2) Furthermore, filtering involves certain natural language processing methods 
which do not occur in cleaning 1 in HBase.  
After the filtering process, the output (tweets) will be stored in HDFS and be 
analyzed and mined in Mahout by using scalable data mining algorithms.  
Finally, the mining results, topic models or classification models will be stored 
in HDFS.  
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5.2 Specific Processes of TDT Application 
5.2.1 Data Stored in HDFS 
Firstly, the raw data tweets are put in HDFS, which is shown in Figure5-3: 
Tweets NameNode
Tweets.block1.metaData
Tweet.block2.metaData
Tweet.block3.metaData
Tweet.block4.metaData
DataNode 1
Tweets.block1 Tweets.block2
DataNode 2
Tweets.block1 Tweets.block2
DataNode 3
Tweets.block4 Tweets.block3
DataNode 4
Tweets.block3 Tweets.block4
 
Figure 5-3 Architecture of Distributed Storage of Tweets in HDFS with 5 
nodes 
Figure 5-3 presents a typical HDFS architecture consisting of five nodes (one 
namenode and four datanodes) and the number of replication of each file is “2”. All 
the metadata are stored in NameNode as the combining of “fsimage” and “editlog” 
both of which are most important parts of HDFS. In theory, “fsimage” can be 
described as snapshot of the state of the filesystem as at particular moment in time 
whereas the edit log is a list of changes to the filesystem state since initialization. The 
master file of “tweets” are split into several smaller sub files called “block” which are 
stored across datanodes. Information about how to find these block files can be found 
in metadata server in namenode. Due to the fact that the number of replication is “2”, 
all the blocks have two replicas in datanodes. Each datanode and namenode represents 
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a virtual machine in CSIRO cloud, so in figure 5-3 there are five virtual machines. 
Actually, in Hadoop Framework, each TaskTracker also bind to one virtual machine 
(in our environment it is virtual machine, perhaps in other systems it is physical 
machine). The master node in Hadoop called JobTracker also hosts in a virtual 
machine. Therefore, when a MapReduce job is executing, a TaskTracker might start 
more than one map or reduce task of which is allocated to a “map slot” or “reduce 
slot” (a basic resource container in Hadoop framework). The distribution of 
TaskTrackers and JobTracker can be shown in Figure 5-4: 
Virtual Machine 1
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Task Tracker 1
Mapper Mapper
Reducer
Virtual Machine 2
DataNode
2
Task Tracker 2
Mapper Slot
Mapper
Virtual Machine 3
DataNode
3
Task Tracker 3
Slot Mapper
Reducer
Virtual Machine 4
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4
Task Tracker 4
Mapper Mapper
Mapper
Virtual Machine 1
NameNode
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Figure 5-4 Architecture of MapReduce Framework 
The above MapReduce framework consists of 4 TaskTrackers, 7 Map tasks, 2 
Reduce tasks and two slots which need to be assigned to a Map or Reduce task. HDFS 
offers practical storage resources for “Big Data”, especially tackling two 
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characteristics: Variety and Volume.  
5.2.2 Data Stored and Cleaned in HBase 
To detect topics from tweets, the “Natural Language Processing” [30] technique 
is necessary. For instance, one tweet consists of large volume of information so that 
only some of them is useful for the “disease detection”. Hence, we implement cleaning 
and filtering steps for reducing data volume. The cleaning tweets in HBase is based 
on MapReduce. HBase and MapReduce offer programmers API based on Java to use 
MapReduce programs to read or write data to HBase. The relationships among above 
classes and the process of reading tweets into HBase are shown in Figure 5-5:  
HDFS MyMapper:Readin
g Tweets
MyMapper:Readin
g Tweets
...
MyMapper:Readin
g Tweets
Tweets
MyTableReducer:
Write to Hbase
...
Hbase
Mapper Reducer
TableReducer
MyTableReducer
MyMapper
MyTableReducer:
Write to Hbase
 
Figure 5-5 Class Diagram and Process of Transmission Tweets from HDFS 
to HBase 
Programmers only need to design their own map class or reduce class extending 
“TableMapper.class” and “TableReducer.class” respectively. “TableMapper.class” 
and “TableReducer.class” are both abstract classes and extend “Mapper.class” and 
“Reducer.class” which are parent abstract classes. During the process of transmission 
of data into HDFS, we use a common Map “MyMapper.class” extending 
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“Mapper.class” to read tweets from HDFS and “MyTableReducer.class” extending 
“TableReducer.class” to write the output to HBase. 
Then, we implement “MyTableMapper.class” to read and clean tweets in HBase 
and “MyReducer” to write the filtered tweets to HDFS. The classes’ relationships and 
process of cleaning and writing tweets are shown in Figure 5-6: 
Reducer Mapper
TableMapper
MyTableMapper
MyReducer
MyTableMapper:R
eading “Text”
MyTableMapper:R
eading “Text”
...
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Tweets
H
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Figure 5-6 Class Diagram and Process of Transmission and cleaning Tweets 
from HBase to HDFS 
The cleaning part work extracts the “text” part of tweets which is the most 
valuable part for the diseases detection. However, the process tweets produced after 
cleaning step are still stored in HBase and can be analyzed by using HBase-based 
query languages, which is the reason why we adopt the HBase. In this thesis, the most 
important contribution is to develop the performance model of a cloud-based TDT 
application, so we build the TDT application (disease detection system) as simple as 
possible without losing its basic functionality that is detecting diseases. Other parts of 
tweets such as the “created time” or “geographical location” can be useful in our future 
work. For example, in the future work, we can use the “geographical location” to 
understand the initiating place of the outbreak.  
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HBase offers practical storage resources for “Big Data”, especially tackling two 
characteristics: Variety and Volume. Schema in HBase is more flexible in HBase than 
relational data base such as MySQL or Oracle. Although HDFS can provide a solution 
to tackle “Variety and Volume”, HBase offers us a more convenient method to process 
“Big Data” than HDFS, without having to implementing MapReduce programs. 
Certainly the method of processing “Big Data” by purely using HBase cannot be 
applied in complicated scenarios, which is why we need MapReduce and Mahout. 
5.2.3 Data Filtered and Processed  
The tweets cleaned by the above process also contains some non-useful 
information and are not required by classification algorithms. So the next step is to 
filter the tweets again by using “TweetsFiltering.class” consisting of a MapReduce 
job which is shown in Figure 5-7: 
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Figure 5-7 MapReduce-basedProcessing of Cleaning 2 of Tweets 
Implemented by TweetsFiltering.class 
The MapReduce job called “TweetsFiltering job” in “TweetsFiltering.class” 
consists of Mapper class called “FilterMapper” which has the logic to extract 
linguistic meaning words in cleaned tweets (only “text”) and Reducer class called 
“FilterReducer” which has the logic to combine and write the result to HDFS. In a 
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MapReduce we have to determine “key” and “value”, so the “key” of “FilterMapper” 
is the line number of each “Text” of tweets and the “value” is the content of the “Text”. 
For example, shown in Figure 5-8:  
 
Figure 5-8 Examples of Cleaned Tweets Cleaned by HBase 
For the first line of tweet, the key is “1” while the value is “I swear I'd kill to 
see @eminem in concert...”. For the second line of tweet, the key is “2” while the 
value is “@HardToGuard25 Ohh that's good, Franks on the team right?”. We can see 
that the key has changed when the data is crossing the different layers. The key in 
Hbase is “id_str” and in this step the key has become the line number. This is why we 
need to build a cross-layered performance model, as the data might change 
significantly in different layers. After recognizing English words, the output key is 
nullwritable which is a Hadoop variation representing null while the output value is 
string consisting only English words, like in “I swear I'd kill to see @eminem in 
concert...”, the output key will be “I swear I d kill to see eminem in concert...”. Then 
the FilterReducer will use the above output key as its input key and the above output 
value as input value to combine the results and write to HDFS. The results is shown 
in Figure 5-9: 
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Figure 5-9 Example of Twice Cleaned Tweets 
As a consequence, the cleaning and filtering tweets can be used to be used for 
clustering process such as LDA. However, for some supervised machine learning 
algorithms such as Naïve Bayesian or Random Forest Classification, the data should 
be labelled before training step. Therefore, we implement a MapReduce-based 
program to approximately generate training data. The reason why the generating 
process is approximate” is that we labelled a tweet as flu-related (this tweets means 
the user or his/her friend has a flu) if the tweet has some flu-related words such as 
“fever”, “flu”, “cough”, etc. The training data generated by this step will lead to the 
low accuracy of classification model. Note that, our work is concerned with 
developing methodologies for understanding the factors which influence Qos, SLA 
and performance of TDT applications and the dependencies, so the accuracy of 
classification is not the first priority of our work. This generating training data process 
is also executed as a MapReduce way shown in Figure 5-10:  
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Figure 5-10 Generating Training Data Process Based on MapReduce 
The input key and input value of LableMapper are the number of line and the 
content of tweets respectively, which is similar to the FilterMapper, in fact it is 
determined by the “TextInputformat.class” which is a sort of input file’s format in 
Hadoop and there are a variety of formats that programmers can select such as 
“SequenceFileInputFormat.class”, “CombineFileInputFormat.class”, 
“KeyValueTextInputFormat.class”, etc. All the above classes extend the 
“FileInputFormat.class” and programmers can also overwrite the 
“FileInputFormat.class” to implement their own input file’s format. The Map function 
will check whether the tweet is related to for instance “flu” disease, then if the tweet 
is related to “Flu”, the outputkey of Mapper will be “flu”, otherwise it will be “NFL” 
(no flu), and meanwhile the output value will be the content of the corresponding 
tweet. The result can be shown in Figure 5-11:  
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Figure 5-11 Result of Training Data 
Combined with MapReduce programs, HBase is extended to tackle with complex 
“Big Data” analytics, which has been shown in this section. Nevertheless, it is still not 
enough for a TDT application requiring Data mining. Consequently, we need to adopt 
a distributed data mining/machine learning library (e.g. Mahout) in order to achieve 
the task of “Big Data” mining.  
5.2.4 Data Mining in Mahout 
After finishing filtering and cleaning steps, the training data (labelled tweets) and 
unlabeled tweets can be used for classification and clustering in Mahout (SaaS Layer). The 
“Retrospective Event Detection” aims to find events from the historical corpus while 
the “New Event Detection” detects new topics from documents. Both of them are 
required in our system. Since the beginning, there is no topic at all. Therefore, the 
system needs to use the “New Event Detection" [29] to find the first set of topics. 
When one or several topics have been identified, they form the basic set and are used 
for “Retrospective Event Detection” while the new event detection continues to detect 
new topics. Mahout offers programmers java API to use LDA, Naïve Bayesian and 
Random Forest algorithms to analyze data, generate relative models and test the 
results. In the chapter 6, we will illustrate the performance of the detecting process 
 138 
 
including training, clustering and testing parts. Our future work will benefit from the 
adoption of Mahout, as now “Apache Spark” begins to be deployed in Mahout. So, 
Mahout now can be applied for Batching processing of “Big Data” but also for 
“Streaming” or “Semi-Streaming” process (“Apache Spark” has both “Semi-
Streaming” and “Streaming” functions).  
5.3 Monitoring Strategy 
An important task during evaluation of the model is to monitor the performance 
of the TDT-based big data application, in order that we can record the information 
required to build the above performance model. For this task, we will employ a cloud-
based monitoring solution that has the capability to monitor process across the cloud 
layers [36]. We use a hybrid approach that take advantage of the above tools as 
summarized in the Table 5-1. 
Table 5-1 Monitoring Tools 
Monitoring Tools Parameters 
Ganglia Utilization of CPU, Memory and Storage, I/O 
Load, Network Flow 
Chukwa and Hadoop Web 
UI 
The execution time of Map or Reduce task, the 
resource utilization(CPU and Memory) of "slot”, the 
information of failure of task 
JVM monitoring tools 
such as 
jstack,jconsole,jinfo,jmap
,jdb,jsta,jvisualvm 
various JVM properties 
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Commercial cloud monitoring tools such as distributed monitoring tool 
“Ganglia” supports monitoring of system performance, such as CPU utilization, 
memory utilization, the usage of storage, I/O load, the network flow etc. However, the 
tools lack the capability to monitor the parameters such as the execution time of Map 
and Reduce tasks, the number of Map or Reduce tasks, the resource utilization (CPU, 
memory) in each “slot” (the container of resource in Hadoop MapReduce) etc. Other 
tools such as Apache Chukwa can provide some level of information on MapReduce 
performance, like the executing time of Map task. But it cannot monitor the 
parameters in the IaaS layer like the CPU or Memory utilization. 
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Chapter 6 Experiments and Evaluation of 
Our Layered End-to-End Performance 
Model 
In this chapter, we will demonstrate experiments to evaluate the effectiveness 
and validity of our performance model. The environment of our experiments is based 
on CSIRO ICT Cloud which is built with OpenStack. There are 10 clusters adopted 
in our experiment, shown in Table 6-1.  
In our experimentation, we consider the TDT application, flu detection as 
explained in Chapter 4, section 4.1, section 4.3 and section 4.5.1 and in Chapter 5, 
section 5.1 and section 5.2. 
Given that we can only start maximum 10 virtual machines at a time, we did all 
the experiments that required maximum 4 nodes at first, then we created snapshots of 
Clusters 1-4 and we did experiments on Cluster 5, Cluster 6, Cluster 7 … Cluster 10. 
Meanwhile, we created a snapshot for each Cluster. The reason why we run our 
experiment under these different settings is that we will present the effect generated 
by the IaaS resources upon the speed of system.  
The experimentation is classified on three levels in accordance to the three 
layers in a cloud environment (IaaS, PaaS and SaaS). In different levels of 
experimentation, the algorithm performance is measured under different parameters. 
For example, in experiments at SaaS layer, we used different numbers of iteration 
(LDA), the required number of topics for LDA, the number of decision trees in 
random forest; in experiments at IaaS layer we used the number of mapper, the number 
of reducer and the start time of reducer. In IaaS layer, we used the number of CPU 
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cores, the volume of memory and different sources of data. The data we used was 
collected from twitter. The size of the data was 500MB. Although the data seem not 
big, as our work mainly concentrates on identifying factors affecting performances, 
capturing dependencies between them, analyze and predict performances, the data 
was sufficient to validate our model. 
Table 6-1 Clusters adopted in experiments in CSIRO ICT Cloud 
Cluster 1 1 node, pseudo-distributed Hadoop 2, HDFS 2, 1 CPU, … 
Cluster 2 2 nodes, 1 master node (Namenode, ResourceManager, JobTracker), 
1 slave node (DataNode, NodeManager, TaskTracker), Hadoop2.4.1, 
Mahout 1.0, 2 CPU cores (2.40GHz) 
Cluster 3  3 nodes, 1 master node, 2 slave nodes, Hadoop2.4.1, Mahout 1.0, 3 
CPU cores (2.40GHz) 
Cluster 4 4 nodes, 1 master node, 3 slave nodes, Hadoop2.4.1, Mahout 1.0, 4 
CPU cores (2.40GHz) 
Cluster 5 5 nodes, 1 master node, 4 slave nodes, Hadoop2.4.1, Mahout 1.0, 5 
CPU cores (2.40GHz) 
Cluster 6 6 nodes, 1 master node, 5 slave nodes, Hadoop2.4.1, Mahout 1.0, 6 
CPU cores (2.40GHz) 
Cluster 7 7 nodes, 1 master node, 6 slave nodes, Hadoop2.4.1, Mahout 1.0, 7 
CPU cores (2.40GHz) 
Cluster 8 8 nodes, 1 master node, 7 slave nodes, Hadoop2.4.1, Mahout 1.0, 8 
CPU cores (2.40GHz) 
Cluster 9 9 nodes, 1 master node, 8 slave nodes, Hadoop2.4.1, Mahout 1.0, 9 
CPU cores (2.40GHz) 
Cluster 10 10 nodes, 1 master node, 9 slave nodes, Hadoop2.4.1, Mahout 1.0, 10 
CPU cores (2.40GHz) 
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6.1 Experiments in SaaS Layer 
This group of experimentation will carry out with three separate data mining 
algorithms. In addition to the type of data mining algorithm, different parameter 
settings in each algorithm will also greatly affect the overall performance. For 
example, for LDA algorithm, a LDA process with the 10 iterations will have a 
different execution time comparing to the one with 2 iterations. Consequently, to make 
the evaluation work more specific, we will carry out different experiments based on 
different parameters in one Data mining algorithm in SaaS layer in order to compare 
the effects produced by different parameters. SaaS Layer experiments are the most 
important for Big Data TDT analytical application, in that experiments in this layer 
are related to Data mining which is a significant characteristic of TDT application. 
Because of this, the experiments designing in this layer is more complex than that in 
other layers.  
6.1.1 LDA experiments 
The “class of parallel algorithm” is set to clustering, and the “name of algorithm” 
is set to “LDA”. For LDA clustering process, there are still several parameters which 
can affect the performances such as “Topic Number”, “Iteration Number”, “Number 
of Update Thread”, etc. The following experiments will illustrate how these 
parameters can affect the performances. For LDA clustering, we use two performance 
metrics: speed and perplexity. LDA process is to find new topics in massive raw data 
in a TDT application. In our application, it is used to detect flu related tweets without 
any trained models. LDA is an effective means of semantic analysis while MapReduce 
LDA or any other parallel LDA is an effective method of Big Data semantic analysis. 
LDA related (or other Topic Model) performance modelling work is what most related 
works do not involve but a task of firs-rate importance in a TDT application. 
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6.1.1.1 Experiment 1: Iteration Number and Speed 
In our performance model, we assume that the increasing number of iterations 
will increase the execution time of LDA process, as in each iteration there is a 
MapReduce job (a LDA process consists of three MapReduce jobs as we illustrated 
in Chapter4). Figure 6-1 shows the result of experiment 1:  
 
Figure 6-1 Result of Execution time of LDA Clustering with Diverse Iteration 
Numbers 
In our system, LDA clustering consists of two parts: 1) Model generating: 
Calculating the topic-document probabilistic distribution and topic-word probabilistic 
distribution both of which make up the LDA model. This process will be executed 
with one or several iterations. In each iteration the model will be calculated again 2) 
Output Model: Writing the final LDA model into HDFS. The “Iteration time” is the 
execution time of model generating while the “Total time” is the combined time for 
“model generating” and “Writing the final LDA model into HDFS” (This can be 
linked to Chapter 4 “Implementation of LDA”). The “model generating” consists of 
“n” MapReduce jobs (n is the number of iterations) whilst the “output model” contains 
two MapReduce jobs. In the experiment, we changed the parameter “Iteration Number” 
by changing the input parameter “Maximum Iteration Number” of Mahout LDA 
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model. In fact the maximum iteration number does not equal to the actual iteration 
number of MapReduce in LDA process sometimes, for example if the convergence 
reaches its threshold the iteration will stop. Nevertheless, in Mahout LDA based on 
CVB this is a very rare occurrence which only happens when the maximum iteration 
number is set to an extremely large value. In all our experiments, the maximum 
numbers of iterations are equal to the numbers of iteration. 
Conclusion of Experiment 1: From the above experiment, we can see that the 
parameter “Maximum Number of Iterations” can affect the speed of MapReduce-
based LDA. The speed of LDA process decreases with the increasing of the parameter 
maximum iteration number. In fact, this parameter affects the speed of LDA clustering 
by changing a factor “Number of MapReduce jobs” from the same layer (Number of 
MapReduce jobs is a factor from SaaS layer), which proves the dependencies between 
parameters (factors) related to the performance (speed) of a TDT application. This 
also proves the formula (1) in Chapter 4: the execution time will increase linearly with 
the increasing of the number of MapReduce jobs.  
From the conclusion, we can see that the MapReduce or Hadoop performance 
model cannot capture SaaS parameters and dependencies. In other words, it might be 
a considerable deviation to optimize or predict the speed of a cloud-based TDT 
application by using MapReduce or Hadoop model, or, to be more accurate, any 
models only considering parameters in PaaS layer. More specifically, we tune 
parameters in MapReduce (PaaS) in order to improve the speed of a cloud-based TDT 
application using MapReduce LDA. Before tuning parameters, the total execution 
time is about 100min and the iteration number is 100 (this execution time is just the 
time for finishing all the iterations), so the execution of each MapReduce job is 
averagely roughly 1 min. After tuning parameters, we reduce the execution time of a 
MapReduce Job into 30s (it is a significant optimization for a MapReduce job), so the 
total execution time will be 50 min, then according to a MapReduce performance 
model, it is the best optimization, however it is not, if we change the iteration number 
obviously.  
 145 
 
6.1.1.2 Experiment 2 Iteration Number and Perplexity 
In this experiment, to observe the effect of “Iteration Number” upon the 
perplexity, we changed the number of iteration and kept other configurations 
unchanged. The result is shown in Figure 6-2: 
 
Figure 6-2 Varying Perplexity with Different Iteration Numbers 
Conclusion of Experiment 2: The iteration Number affects the perplexity. 
From the result, we can see that the perplexity was affected significantly by the 
iteration number when the number began to be more than 10. The perplexity decreases 
with the increasing of the “Iteration Number”.  
Conclusion of Experiment 1 and 2: From the two experiments, we can also 
observe that there is no most optimal “Iteration Number” for a LDA clustering. A 
larger “Iteration Number” means slower speed but lower perplexity (the lower 
perplexity, the more superior a LDA model is). Consequently, to find a relatively 
“Iteration Number” has to consider the “perplexity” and the “speed” together and find 
a balanced solution.  
 146 
 
6.1.1.3 Experiment 3 Number of Update Thread 
(numUpdateThreads) 
The parameter “number of update threads” representing the number of threads 
in the process of updating the topic model. This updating job is implemented in the 
“TopicModel.class” and adopted in the “CachingCVB0Mapper” representing the Map 
task in the MapReduce-based LDA job. In each iteration, the Map task will create an 
instance of “TopicModel.class” and transmit the parameter “number of update thread” 
as a parameter of the construction method of “TopicModel.class”, as shown in Figure 
6-3: 
 
Figure 6-3 Number of Updata Thread in Map Task 
In this experiment, we changed the “numUpdateThread” and observe whether 
it can affect the speed (execution time) of LDA clustering. The result is shown in 
Figure 6-4: 
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Figure 6-4 Result of Execution Time of LDA Clustering with Different 
Thread Update Numbers 
Conclusion of Experiment 3: From the result, we can conclude that the 
execution time is significantly affected by the number of thread updates. When the 
“numUpdateThread” is larger than a threshold (it is “20” in this experiment), the speed 
will decrease with the increasing of the “numUpdateThread”. The result does not 
mean that the execution time must increase with the increasing of “Thread update 
Number”. In fact, the most optimal value of “Thread update number” will vary due to 
many factors, such as the CPU, the data size, the memory, etc. The optimization of the 
threads themselves is outside the scope of our work.  
6.1.1.4 Experiment 4 Number of Train Thread (numTrainThreads) 
This parameter is similar to the “Number of Update Thread” but controls the 
number of threads in the topic model training process implemented in the 
“ModelTrainer.class”, shown in Figure 6-8:  
In this experiment, we changed the “numTrainThread” and see whether it can 
affect the speed (execution time) of LDA clustering. The result is shown in Figure 6-
5: 
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Figure 6-5 Result of Execution time of LDA clustering with Different Train 
Thread Numbers and Code of NumTrainThreads 
Conclusion of Experiment 4: From the result, we conclude that the execution 
time is significantly affected by the “Thread Train Number”. The speed decreases with 
the increasing of the “Thread Train Number” when it is more than a threshold (in this 
experiment, it is around 20). The optimization of “Thread Train Number” is also a 
work of optimizing the thread number of a process.  
6.1.1.5 Experiment 5 Number of Topics (numTopics)  
This parameter has an influence both on the speed and the clustering algorithm 
related performance “perplexity” for a cloud-based TDT application using LDA. The 
influence on the speed is not very immense when the number of topic is not very large. 
From Figure 6-6, we can see that the number of topics is the number of iteration to 
calculate the “perplexity”. Theoretically, the larger number of topics means the more 
time cost in the calculating of perplexity. 
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Figure 6-6 “numTopic” in the Calculating of Perplexity 
In this experiment, we changed the “numTopic” and observe how it can affect 
the speed (execution time) of LDA clustering. The result is shown in Figure 6-7.
   
Figure 6-7 Result of Execution Time of LDA Clustering with Diverse Topic 
Number 
Moreover, we also recorded the result of the changing perplexities with different 
numbers of topics, shown in Figure 6-8: 
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Figure 6-8 Result of Perplexity of LDA Clustering with Different Topic 
Number 
Conclusion of Experiment 5: We can conclude that the parameter “Topic 
Number” has a significant effect on both the execution time and the perplexity. When 
the Topic number is relatively small, say, less than 20, the effect on execution time is 
trivial. In contrast, when the Topic number is relatively large, let us say, more than 
100 the effect on the perplexity is not significant. So, from this experiment, the topic 
number should be set as an optimal or nearly optimal value to optimize the 
performance of system. More topics mean that smaller perplexity (the smaller the 
perplexity is, the better performance for a LDA model) but possibly more execution 
time. For instance, for this LDA model, the optimal number of topics should be around 
but not more than 100.  
6.1.2 Random Forest Experiments 
In accordance to our performance model, the “class of parallel machine learning 
algorithm” is classification, so the number of MapReduce jobs will be a constant. The 
parameter “name of parallel machine learning algorithm” is set as “Random Forest” 
(based on MapReduce) in this group of experiments. There are some parameters 
specifically related to Random Forest (MapReduce), which will be illustrated in the 
following experiments. Furthermore, given that the number of MapReduce jobs is a 
fixed integer value, the parameters which affect the speed of system are mostly related 
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to the inner working of each MapReduce job.  
Random Forest classification has two parts: training and testing. Both parts have 
only map one MapReduce job consisting of only Map Tasks. In this group of 
experiments, we take the training part to evaluate our performance model. Training 
part is to build the classifier with training data (tweets) while testing part is to use the 
classifier to classify new tweets. 
6.1.2.1 Experiment 6 Number of Decision trees (nbtree)- 
The parameter “nbtree” which means the number of trees built in the training 
process affects the speed of training process of Random Forest. It is shown in Figure 
6-9 about the cleanup method of step1Mapper used in the training process as we 
mentioned in chapter4 that the larger the number of tress, the more time needed to 
execute the map function. Consequently, a larger number of decision trees leads to 
less speed for a Random forest classification in training step. This parameter which is 
similar to the “topic number” in LDA experiments affects the speed of system by 
changing the inner working of MapReduce job.  
 
Figure 6-9 Code of Tree Number 
As a result, in our performance model, the execution time should increase with 
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the increasing of the number of trees (“nbtree”). To prove this assumption, we made 
an experiment result of which is shown in Figure 6-10: 
 
Figure 6-10 Result of Execution Time of Random Forest Training with 
Diverse Tree Numbers 
Conclusion of Experiment 6: From the result, we can conclude that the number 
of trees built in the training part of Random Forest will affect the execution time 
(Speed) of Random Training. The speed decreases with the increasing of the “Tree 
Number”. Generally, a higher number of tree might lead to a higher precision of a 
Random Forest classifier. To optimize a TDT application based on Random Forest, it 
has to find an optimal number of trees by considering the speed and precision both. . 
6.1.2.2 Experiment 7 Minsplit 
The parameter “minsplit” means that the tree-node will not be divided if the 
branching data size is less than this value, as shown in Figure 6-11. 
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Figure 6-11  MinSpit (minsplitNum) in the process of building a decision 
Tree 
This parameter has a subtle effect on the speed, but the effect is not significant. 
The result of experiment is shown in Figure 6-12. The experiments were repeated 
three times and the final result is an average value of the three experimental runs. 
“Minsplit” number affects the speed in a way differs according to more than one 
factors (e.g. Data, Data Size, Different Decision Tree Algorithm, etc.). Some 
“Minsplit” numbers offer a high speed while others do not. By using our performance 
model, certain high-speed “Minsplit” numbers can be found. 
 
Figure 6-12 Result of Execution Time of Random Forest Training with 
Diverse Minsplit Numbers 
Conclusion of Experiment 7: The speed (Execution time) is affected by 
“Minsplit” Number. There are some “Minsplit” numbers offering system a high speed, 
such as “4” and “8”. 
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6.1.2.3 Experiment 8 Selection (m) 
This parameter means the number of variables to select randomly at each tree-
node. The code is shown in Figure 6-13 
 
Figure 6-13 Code of Number of variables randomly selected at each tree-
node: m 
This parameter has an effect on the speed of system. The situation is similar 
with “Minsplit” numbers. The result of this experiment is shown in Figure 6-14: 
 
Figure 6-14 Result of Execution Time of Random Forest Training with 
Diverse Selection Variable Numbers 
Conclusion of Experiment 8: Section Variable Numbers affect the speed of 
system in such a way that some Section Variable Numbers offers system a high speed, 
such as “7” and “9”. 
6.1.2.4 Experiment 9 Partial (“isPartial ?”) 
This parameter is a Boolean value which determined whether the growing of 
tree is in Memory, shown in Figure 6-15.  
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Figure 6-15 Selection of different ways to grow (build) the tree 
If it is “false”, growing the trees will use a full copy of the data loaded in-
memory. Theoretically, the in-memory option will be faster. This parameter shows the 
dependency between parameters from SaaS and IaaS, in that if we choose the in-
memory way to grow each decision, apparently the increasing of memory resource 
(IaaS) will increase the speed of system considerably.  
The result of this experiment is shown in Figure 6-16: 
 
Figure 6-16 Different Execution Time of Random Forest Training of Partial 
Way and Memory Way 
In this experiment, we use two data size: 1) Data 1: 1.4 MB 2) Data 2: 395.8 
MB 
Conclusion of Experiment 9: This Parameter determining if the execution of 
training will be as partial way or memory way can significantly affect the speed of 
system. The “memory” way of Random Forest training is faster than the “partial” way 
of that. The reason is because in the “memory” way the data is written, stored and read 
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in memory.  
6.1.3 Naïve Bayesian Classification 
Naïve Bayesian Classification, like Random Forest, consists of two parts: 
Training and Testing with rather similar functions in a TDT application. Training part 
is to use labelled tweets to train the classifier while testing part is to use the classifier 
to classify new tweets so as to find flu-related tweets.  
Experiment 10 Complement 
The other parameter possessing a significant role to play in the performance of a TDT 
application based on Naïve Bayesian is “trainComplementary” which determines the 
Naïve Bayesian algorithm is executed as “Complementary Naïve Bayesian” or 
“Standard Naïve Bayesian”. Complementary Naïve Bayesian is a Naïve Bayesian 
variant overcoming some weaknesses of the standard Naïve Bayesian. The Naïve 
Bayesian classifier tends to classify documents into category possessing a great many 
documents while the complementary uses data from all categories apart from the 
category is worked on. 
This parameter might affect the precision of system, in accordance to our performance 
model. To evaluate the effect of this parameter, we made experiment 8: keeping other 
parameters unchanged and seeing the result of precision in terms of different kinds of 
classification algorithms. In this experiment, we also compare the precision of 
Random Forest classifier with the same data. The result of this experiment is shown 
in Figure 6-17: 
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Figure 6-17 Varying Precision with Different Classification Algorithms 
Conclusion of Experiment 10: The parameter “Complement” can control if the 
classification algorithm is based on C Bayes or standard Bayes and indirectly affect 
the precision of system. Furthermore, the parameter “name of classification algorithm” 
can affect the precision of the classification-based system, which means different 
classification algorithms have a different precision based on the same data.  
Conclusion of Experiments of SaaS 
From the results of the experiments in 6.1, we can conclude that mainly two 
conclusions which have been proved in our performance model: 
1) In SaaS layer, according to our performance model, some parameters having a 
significant influence on the speed of a TDT application are related to the number 
of MapReduce Jobs. The changing of these speed-related parameters will change 
the speed of a TDT application significantly.  
2) In SaaS layer, some parameters exert an important effect on the speed of a TDT 
application by affecting the execution time of a MapReduce job. For instance, the 
parameter “number of trees” in Random Forest will affect the execution time of 
each MapReduce job in the training of Random Forest based on MapReduce.  
In SaaS layer, given our performance model, some parameters are not 
related to the speed of a TDT application, but they can still affect other 
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performance factors such as “precision” for classification algorithms or 
“perplexity” for clustering algorithms. 
6.2 Experiments in PaaS Level 
In this group of experiments, we focus on the influence generated by parameters in 
PaaS level, such as the number of Map or Reduce tasks, the start time of reduce tasks, 
the block size of HDFS, etc.  
6.2.1 Experiment 11: Number of Map Tasks 
Theoretically, regardless of other factors, the execution time of a MapReduce job will 
decrease with the increasing of the number of Map tasks. However, it is not always 
the case in a practical environment. There are some factors which render the above 
assumption failed in a real environment: 
1) In a MapReduce framework, some preparing works like the splitting of data into 
several splits of data each of which will be executing by a Map task will generate cost. 
Consequently, let us say, the preparing work will cost t (second), the period of 
processing the whole data by using only one Map task is T1 (second) and the period 
of processing data by using three tasks is T2 (second). If T2 +t > T1, it is apparent that 
the “one Map” schema is more optimal in terms of speed.  
2) For a cluster consisting of fixed physical or virtual machines, the maximum number 
of Map tasks (mapper) which can be started in the meantime is certain, it is not only 
because the fixed CPU and memory but because the configuration of Hadoop(the 
parameter “mapred.tasktracker.map.tasks.maximum” representing the maximum Map 
tasks in a node can be set meanwhile in “mapred-site.xml”). Consequently, if the 
number of Map tasks is larger than the maximum number of Map tasks in a cluster, 
the execution time will increase with the increasing of Map Tasks.  
MapReduce-based data mining algorithms can be divided into two classes in terms of 
the structure of inner MapReduce jobs making up the MapReduce-based data mining 
algorithms: 1) Data mining algorithms with Map tasks and Reduce tasks. 2) Data 
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mining algorithms with only Map tasks. In this experiment, we keep the Reducer 
number and other parameters fixed and change the Mapper number in order to see if 
the number of mapper will affect the speed. This experiment is based on LDA, 
Random Forest and Naïve Bayesian. The reason why we design this experiment on 
three algorithms is because they have different MapReduce architectures: LDA 
consists of one or several iterations of MapReduce job; Random Forest consists of 
one MapReduce job which only has Mapper (both for training and testing); Naïve 
Bayesian has 3 MapReduce jobs which have both Mapper and Reducer (Training).  
LDA Mapper Number 
The result of LDA is shown in Figure 6-18: 
 
 
 
Figure 6-18 Varying Execution Time of LDA Clustering with Diverse 
Mapper Number 
Conclusion 1 of Experiment 11: The number of Mapper will affect the speed of LDA 
clustering process. In accordance to Figure 6-18, the speed will decrease with the 
number of Mapper increasing, but it is not a common situation for all the MapReduce-
based algorithms even for MapReduce-based LDA. Because the training data size is 
0.16 MB, which means it is the case we mentioned “T2 + t > T1”.  
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To test whether the result of Experiment 11 is not commonplace if the data size is not 
small, we made another experiment with a larger volume of data: 1.4 MB. The result 
of Experiment 12 is shown in Figure 6-19 
 
Figure 6-19 Varying Execution Time of LDA Clustering with Diverse 
Mapper Number (2) 
Conclusion 2 of Experiment 11: We can conclude that there is an optimal number of 
Mapper to reach the maximum speed. It can prove what our statement in Chapter 4, 
the speed will increase with the increasing of Mapper number until the Mapper 
number arrives at a threshold, then with the increasing of Mapper number the speed 
will drop. As a consequence, it is important to find an optimal value of Mapper 
number for a MapReduce-based program (MapReduce job or program consisting of 
MapReduce jobs).  
Random Forest Mapper Number 
To evaluate the dependency between Mapper Number and the speed on other 
MapReduce-based algorithms, we made an experiment of Random Forest training 
with a “395.8 MB” data. Random Forest training process only consists of Mapper, so 
it is why we choose it rather than Naïve Bayesian consisting of Mapper and Reducer.  
The result of experiment can be shown in Figure 6-20 
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Figure 6-20 Figure 6-20 Varying Execution Time of RF Training with 
Different Mapper Numbers 
Naïve Bayesian Mapper Number  
The result is shown in Figure 6-21 
 
Figure 6-21  Execution Time of Naïve Bayesian Training with Different 
Mapper Numbers 
Conclusion 3 of Experiment 11: From the results, we can conclude that the 
number of Mapper can affect the speed of Naïve Bayesian training and Random Forest 
Training. Furthermore, there is an optimal number of Mapper for a MapReduce-based 
Naïve Bayesian and Random Forest (Training). There is an optimal value for mapper 
number that can achieve a minimum execution time. 
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6.2.2 Experiment 12 Reduce tasks 
LDA Reducer Number 
The number of Reducer number is an important factor for the speed of system. The 
basic principle of how to find an optimal Reducer number is similar with the number 
of Mapper, which means that the idea “More Reducer means faster” is incorrect. To 
evaluate our theory, we made this experiment: changing the number of Reducer, 
keeping other parameters fixed and analyzing the result. The result of this experiment 
can be shown in Figure 6-22: 
 
Figure 6-22 Varying Execution Time of LDA Clustering with Different 
Reducer Numbers 
Naïve Bayesian Reducer Number 
In this experiment, we chose Naïve Bayesian as classification algorithm evaluate the 
effect of Reducer number upon the speed, by changing the number of Reducer and 
keeping other configuration fixed. The result of this experiment can be shown in 
Figure 6-23: 
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Figure 6-23 Varying Execution Time of Naïve Bayesian Training with 
Different Reducer Number 
Conclusion of Experiment 12: The result proves that the optimal number of Reducer 
for both the LDA clustering and Naïve Bayesian Training.  
6.2.3 Experiment 13 Starting time of Reduce tasks 
In this experiment, we took LDA clustering for instance and tested if the speed would 
be affected by the parameter “mapreduce.job.reduce.slowstart.completedmaps”? The 
result can be shown in Figure 6-24: 
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Figure 6-24 Varying Execution Time of LDA Clustering with Different 
Reducer Start Time 
Conclusion of Experiment 13: From the result, we can conclude that the start time 
of reducer will affect the speed of the system. However, it does not mean that the 
earlier the Reducer starts the faster it is. If the Reducer starts so early that there is no 
output data of Mapper, the resources occupied by the reducer will be wasted. If 
meanwhile the total resources are not very sufficient, the speed possibly drops due to 
the shortage of resources.  
6.2.4 Experiment 14 Factors Determining Mapper Number 
In this experiment, we will show how three factors (“mapred.max.split.size”, 
“mapred.min.split.size” and “HDFS Blocksize”) affect the Mapper Number. In other 
words, we will present the dependency between the three factors and Mapper Number. 
Size of Split Data 
There are two parameters which can control the size of spilt data, 
“mapred.max.split.size” which means the maximum size of split data and 
“mapred.min.split.size” which means the minimum size of split data. According to 
the formulae we presented in Chapter 4 (formula 10-14), if we change the size of Split 
data and set the blocksize to a value which is larger than both the 
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“mapred.max.split.size” and the “mapred.min.split.size”, the number of Mapper will 
change. Table 6-2 shows the result of this experiment:  
Table 6-2 Varying Mapper Number with Different Size of Split Data 
Mapper 
Number 
HDFS 
Blocksize 
mapred.max.split.size mapred.min.split.size 
4 128MB 100MB 100MB 
5 128MB 80MB 80MB 
8 128MB 50MB 50MB 
9 128MB 45MB 45MB 
15 128MB 27MB 27MB 
18 128MB 23MB 23MB 
29 128MB 14MB 14MB 
58 128MB 7MB 7MB 
332 128MB 1.2MB 1.2MB 
HDFS Blocksize 
We made an experiment that we change the blocksize of HDFS but keep it between 
the “mapred.min.split.size” and the “mapred.max.split.size”. The result of this 
experiment can be shown in Table 6-3: 
Table 6-3 Varying Mapper Number with Different HDFS BlockSize 
Mapper 
Number 
HDFS 
Blocksize 
mapred.max.split.size mapred.min.split.size 
4 100MB 128MB 10MB 
8 50MB 128MB 10MB 
9 45MB 128MB 10MB 
15 27MB 128MB 10MB 
Conclusion of Experiment 14: The result can prove our formula 10 and 13 we 
present in Chapter 4. 
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6.3 Experiments on IaaS Layer 
6.3.1 Experiment 15 Memory on Random Forest Training 
MapReduce-based algorithms are usually not memory-intensive, so the memory 
might have an effect on the speed but the effect is not as significant as CPU, I/O and 
Network. As we mentioned, the most significant part played by memory on the speed 
will be on the “Sort” and “Spill”.  
The reason why we chose this algorithm is because it has two ways to execute the 
MapReduce-based training: 1) Based on Memory 2) Not based on memory, as we 
mentioned that the way can be controlled by the parameter “isPartial”. 
In this experiment, we changed the total memory of the cluster and kept other 
configuration fixed in order to see the effect of memory upon the speed. The result of 
this experiment is shown in Figure 6-25:
  
 
Figure 6-25 Varying Execution Time of RF Training Based on Partial and 
Memory with Different Memory Size 
 “Varying Execution Time of RF Training Based on Partial and Memory with 
Different Memory Size of Nodes” shows that the execution time (both for the “Partial” 
and “Memory”) was not affected by the increasing of memory of cluster. “Varying 
Execution Time of RF Training Based on Partial and Memory with Different Memory 
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Size of Map or Reduce Task” shows that the execution time of “memory” way (green 
line) was affected by the memory of a Reducer or a Mapper but that of “partial” way 
(blue line) was not affected. The difference between two pictures is that in the first 
one we change the memory of cluster while in the second one we change the memory 
of a Mapper or Reducer. In the Configuration of Hadoop MapReduce, as we 
mentioned in Chapter 4, the memory size of a Mapper or Reducer can be set. For 
instance, if the memory of cluster is 2048MB but the memory size of a Mapper or 
Reducer is only 128MB, the whole MapReduce-based classification process can only 
roughly use “128 * the number of Mapper and Reducer” MB memory.  
Conclusion of Experiment 15: The Memory of a Reducer or a Mapper can affect the 
speed when the MapReduce-based algorithm is based on memory (interactive data is 
stored in memory). In fact, memory resource is a significant factor determining the 
performance of almost all cloud-based TDT applications.  The memory volume that 
a Map or Reduce task can use can be set in the parameter “mapred.map.child.java.opts” 
and “mapred.reduce.child.java.opts”. It is also worth noticing that if this value is too 
small, there can be a risk that there is no enough memory value to use. 
6.3.2 Experiment 16 Number of VCPU cores based on Naïve 
Bayesian  
When the CPU resource is enough, the increasing of CPU resource does not affect the 
execution time of a TDT application significantly. However, when the CPU resource 
is shortage, for example, there is only a virtual machine with 1 core CPU in a cluster 
and the MapReduce-based data mining algorithm in a TDT application requires more 
than 5 Map tasks, the increasing of CPU resource might lead to the increasing of the 
speed of such a TDT application.  
For our system is built on CSIRO Cloud where we do not have the highest level of 
access privilege, we can only change the number of VCPU (Virtual CPU) core. As we 
mentioned in this chapter, we built cluster 1-10 (Shown in Table 6-1). To eliminate 
the effect of memory, we kept the memory size of each Mapper or Reducer unchanged 
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and the number of Mapper or Reducer unchanged. In this experiment, we chose Naïve 
Bayesian as algorithm, Figure 6-26 shows the result of the experiment. 
   
Figure 6-26 Result of execution time of Naïve Bayesian Trainings with 
Different Number of CPU Cores 
The first figure shows that the speed increased with the increasing of the CPU core 
number, but the second figure shows that the speed was not affected by the increasing 
of the CPU core number. The first figure shows a group of experiments based on the 
Mapper number of “18” while the second figure represents a group of experiments 
based on the Mapper number of “1”. Specifically, in the first group from cluster 1 to 
10, the CPU resource of each cluster might not arrive the maximum required CPU 
resource, which led to the situation that all the Mappers might not be able to start at 
the same time. Consequently, with the increasing of CPU resources, the number of 
Mappers which could be open in the meantime increased and this led to the increasing 
of the speed. The second group of experiment was based on 10% of the data of the 
first group (for saving the time), 1 Mapper and 2 Reducer (It is the same with the first 
group). We can see that for the Mapper Number is “1” and we set the parameter 
“mapreduce.map.cpu.vcores” (number of virtual cores to request from the scheduler 
for each map task) as “1” and “mapreduce.reduce.cpu.vcores” (number of virtual 
cores to request from the scheduler for each reduce task) as “1”.  
Conclusion of Experiment 16: The number of CPU cores will affect the speed when 
the CPU resource is so few that it cannot start the all the Mappers at the same time. 
When the CPU resource is sufficient, the increasing of CPU numbers cannot affect 
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the speed significantly. The result also shows the influence of different parameters: 
“Number of CPU” (IaaS), “Mapper Number” and “mapreduce.map.cpu.vcores” might 
affect the speed together.  
6.3.4 Experiment 17 Bandwidth and Replication Number of 
HDFS 
As we mentioned, the bandwidth has a dependent effect on the speed and this effect 
might be affected by another parameter “Replication Number of HDFS”. 
In this experiment, firstly we changed the Replication Number of HDFS and evaluated 
the effect on the speed by keeping other configurations unchanged. Secondly, we set 
the bandwidth of every node as “20KB/s” and repeated the first experiment to check 
the effect of the bandwidth upon the speed. The result of this experiment can be shown 
in Figure 6-27: 
 
Figure 6-27 Varying Execution Time of Naïve Bayesian Training with 
Different HDFS Replication Numbers 
From the result, we can see that the limitation of bandwidth slowed the speed but for 
both two bandwidths the effect of replication doesn't affect the speed much. 
Nevertheless, it does not mean that the replication number of HDFS has no effect on 
the speed. Perhaps the effect of replication number of HDFS upon the speed can be 
detected when we put the experiment on the cross-rack environment. In our 
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environment, there are only maximum 10 virtual machines and the storage of data is 
distributed in different machines in HDFS. So even if the number of replication is “1”, 
the segment of data is perhaps in different machines. And the Hadoop MapReduce 
adopts a “local-computing” mechanism, so the segment of data will be executed 
locally as possible as it can. All of these characteristics might weak the effect of 
replication number of HDFS on the speed. 
Conclusion of Experiment 17: With the increasing of bandwidth, the speed of system 
will increase. At the same time, the number of HDFS replicas won’t affect the system 
speed significantly. 
6.3.5 Experiment 18 Using different Data to test the precision of 
classification 
Data size can affect the speed of a Cloud-based TDT application, whichis shown in 
the experiments above. However, does the content of data affect the performance of a 
cloud-based TDT application? In our performance model, the answer is yes.  
In this experiment, we kept all other configuration (include the data size) unchanged 
and tested three different datasets, the first set of data still is tweets data while the rest 
two are downloaded from websites whose links are shown in the following: 
1) Tweets related to “flu” (which we used to do all the above experiments)  
2) Bank data: the information of clients, the training part of data has been labeled as 
“Yes” or “No” client in terms of the information of clients, such as salary, marriage 
status, education, etc.  
3) News data: After training, the data has been classified into different categories: 
Sport, Music, Movie, Politics, etc. 
(http://mahout.apache.org/users/classification/twenty-newsgroups.html) 
The Tweets was collected by ourselves and the other two kinds of data were 
downloaded from databank.  
(http://archive.ics.uci.edu/ml/datasets/Bank+Marketing#) 
The result of this experiment can be shown in Figure 6-28: 
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Figure 6-28  Varying Precision with Different Data 
Conclusion of Experiment 18: From the result, we can see that the data type 
has a significant effect on the precision. In this experiment, the classification precision 
for bank and news datasets are significantly higher than that for the flu dataset due to 
the lack of dimensions in the flu dataset. The reasons of this result are as follow: 1) 
the bank data has more “attributes” than the “flu” data, which means the different 
dimensions of data might lead to the different precision of classifier. This is similar to 
the different results between “flu” and “news”. For each sample, the news data has 
more words than “flu” data. This is also because the maximum words that the Twitter 
user can text in a tweet. 2) The labelling process of “flu” data is apparent not “accurate” 
enough as we mentioned in Chapter 5.   
6.4 Prediction Experiment  
In this section, we will use our performance model to predict the execution time of 
MapReduce-based data mining algorithms commonly adopted in a cloud-based TDT 
application. In accordance to our performance model, we cannot predict the execution 
time based on the data size and configurations only. In addition, we need to know an 
example of a MapReduce-based data mining algorithm and predict the execution time 
of a new data mining algorithm by comparing the similarities and differences between 
these two algorithms. For instance, for a LDA clustering with 2 iteration number (4 
Mapreduce jobs according to our performance model), the total execution time is t 
seconds. If parameter from PaaS and IaaS unchanged, the execution time will be 
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roughly 3/4 t seconds for a Naïve Bayesian training. Consequently, the prediction of 
the execution time of the same algorithm could be easier. For example, for the same 
LDA clustering if the iteration number is changing to 4, the execution time will be 
2t/3 second. To evaluate our performance model, we made an experiment on a new 
algorithm: vectorization.  
In our system, the documents are converted into characteristic vectors. We achieve 
this converting task by using “SparseVectorsFromSequenceFiles.class” implemented 
by Mahout. In this job, there are several parameters which might affect the 
performance of the vectorization of text-based documents, such as the “weight” which 
means whether the “TF” (Term Frequency) or “TFIDF” (Term Frequency-Inverse 
Document Frequency which is a numerical statistic aiming to reflect how important a 
word is for a document in a corpus [wiki1 if-idf]), the “ngramSize” (the maximum 
size of ngram to create), etc. Figure 3 shows the varying execution time of training 
part of Naïve Bayesian classification with the changing of parameter “chunksize”. The 
process of vectorization consists of 7 MapReduce jobs.  
In this experiment, we firstly tested the execution time of a LDA clustering process, 
and then kept parameters from PaaS and IaaS unchanged and predicted the execution 
time of Naïve Bayesian training, Random Forest training. The results are shown in 
Figure 6-29: 
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Figure 6-29 Prediction of Execution Time Based on Our Performance Model 
Conclusion: From the result, we can see that the prediction based on our performance 
model is very close to the real execution time. The possible causes of the deviations 
are different algorithm time complexity of each MapReduce job, different interactive 
data generated (different data mining algorithms might generate different sizes of 
interactive data based on the same processed data), and different requirement of 
resources (Memory-intensive, CPU-intensive or I/O-intensive).   
In conclusion, there are several achievements of our performance model which are 
shown in this chapter:  
1) Our performance model can capture the factors which affect the performances 
significantly. These factors are across three layers. 
2) Our performance model can illustrate the dependencies between these factors such 
as the dependency between the iteration number of LDA and the number of 
MapReduce jobs. 
3) Our performance model can reflect how these factors affect the performances, such 
as with the increasing of iteration number, the LDA processing will increase. 
4) Our performance model can be used to predict the execution time of a MapReduce-
based Data mining or Machine learning algorithm.  
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Chapter 7 Conclusion and Future Work 
7.1 Conclusion 
Through our work presented in this thesis, we have effectively and efficiently 
addressed research questions referred in section 1.3.2 “Research Questions”, which is 
shown as follow: 
Q1 How to identify the parameters of factors significantly affecting performances of 
system and performance metrics that are commonly important for Cloud TDT 
applications? 
IN order to identify the parameters related to performance-affected factors (e.g. 
number of Mapper, number of Reducer, class of Data Mining algorithm, CPU, etc.) 
and metrics (e.g. Speed, Perplexity, Precision), we did a survey of Cloud 
based Application, TDT, Cloud based TDT and Batch Processing framework 
performance model. We looked at traditional application such as cloud based CDN 
and web application. We identified the gaps and why these approaches are not suitable 
for Cloud based TDT. 
We then investigated the parameters that influence the performance of 
TDT applications using specific data mining algorithms. Based on this findings, we 
proposed and developed a performance model that best captures the performance of 
TDT applications across layers. 
Q2 How to capture dependencies between performance-affected factors, reveal the 
way in which they affect performance and model the performance of the TDT-based 
big data analytical system based on identified parameters? 
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To capture the dependencies we explored how each component of TDT applications 
have impact across cloud layers, we performance a thorough analysts of each of the 
layers and their dependencies. Using this knowledge, we were able to develop 
an accurate performance model for TDT applications.  
Q3. How to evaluate the proposed performance model using a test-bed that 
characterizes TDT applications in real-world environment? 
Finally, we ran extensive evaluation of the proposed framework using a real-world 
flu section use case. Experimental outcomes demonstrate the feasibility and validity 
of the model. In most situations, our model was able to accurately predict he 
performance of the TDT application with changes data rates.  
7.2 Future Works 
There are a number of researching challenges that required to be addressed in 
the future: 
1) Our performance model does not consider the capability of accurately predicting 
some aspects of the performance. Now we can only predict the speed based on 
being aware of the speed of another data mining algorithm adopted by a Cloud-
based TDT application with almost the same configuration.  
2) Our performance model is only based on MapReduce. In fact, there are many 
Cloud-based applications using Storm or Spark, which is not based on MapReduce 
framework. In the future, it is necessary to build a cloud-based performance model 
which can be used in more than one kind of parallel computing framework. 
3) At present, our performance model do not consider the multi-jobs situation of 
MapReduce-based TDT application where the scheduling mechanism of jobs 
plays a pivotal role for the performance of system. The multi-job situation means 
that there are more than one MapReduce job required to be executed at the same 
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time. In Yarn,each user can design and implement his own scheduler [10]. FIFO 
scheduling [11], Capacity scheduling [12] [14] and Fair scheduling [13] are three 
popular scheduling methods currently available. A suitable scheduling method can 
enhance the performance of MapReduce [15]. We will develop a scheduler based 
on the performance model proposed in this thesis. 
In this future, we will carry on the research based on the following directions: 1) 
the prediction functionality of this performance model. 2) Extension of this 
performance model to other parallel processing frameworks, such as Spark. 3) 
Consideration of scheduling mechanism of MapReduce. 
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