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ABSTRACT
We investigate the effectiveness of wavelet features for acoustic
scene classification as contribution to the subtask of the IEEE AASP
Challenge on Detection and Classification of Acoustic Scenes and
Events (DCASE2017). On the back-end side, gated recurrent neural
networks (GRNNs) are compared against traditional support vec-
tor machines (SVMs). We observe that, the proposed wavelet fea-
tures behave comparable to the typically-used temporal and spectral
features in the classification of acoustic scenes. Further, a late fu-
sion of trained models with wavelets and typical acoustic features
reach the best averaged 4-fold cross validation accuracy of 83.2 %,
and 82.6 % by SVMs, and GRNNs, respectively; both significantly
outperform the baseline (74.8 %) of the official development set
(p < 0.001, one-tailed z-test).
Index Terms— Acoustic Scene Classification, Wavelets, Sup-
port Vector Machines, Sequence Modelling, Gated Recurrent Neu-
ral Networks
1. INTRODUCTION
Acoustic scene classification (ASC) is defined as classification of
the environment in which a recording has been made [1], which is a
subfield of Computational Auditory Scene Analysis [2]. It is based
on the assumption that, various acoustic scenes can be distinguished
from one another by their general acoustic properties due to general
characterisations of a location or situation [1]. In practice, ASC is
a challenging task since a certain scene is usually similar to others,
and shares commonalities of sound sources all across [3]. In recent
years, there is an increasing interest in finding more robust and ef-
ficient ASC methods to be applied into multimedia searching [4],
smart mobile devices [5], and intelligent monitoring systems [6, 7].
Previous DCASE Challenges in 2013 [8], and 2016 [9] attracted nu-
merous teams from across the world working on this uprising topic.
A recent overview on the ASC literature is found in [10]. The
acoustic features used for ASC include mel-frequency cepstral co-
efficients [5,11], histograms of sounds [12], and histogram of gradi-
ents learnt from time-frequency representations [13]. In terms of the
classifiers, hidden Markov models (HMMs) [12], Gaussian mixture
models (GMMs) [11], and support vector machines (SVMs) [13,14]
have been popular. More recently, a series of methods using deep
learning are applied to ASC tasks [3, 15–18].
In this contribution, we investigate the effectiveness of wavelet
features for the ASC task, which had been proven to be success-
ful in our previous work in snore sound classification [19–21].
A large scale typical acoustic feature vector extracted by openS-
MILE [22] is compared with, and combined in a late fusion process
with the proposed wavelet features. As to machine learning models,
SVMs [23], and gated recurrent neural networks (GRNNs) [24] are
implemented and compared. To train both models, we first extract
low level descriptors (LLDs) on the frame level; then, we apply
different functionals over clips. It is worth noting that the clip for
the SVM model refers to a long segment, whereas for the GRNNs,
it denotes a short episode which is sequentially segmented from a
long segment in a fixed duration length. Both for the SVMs and the
GRNNs, the models trained independently with wavelets and typi-
cal acoustic features, are fused later to make the final decision by a
margin sampling strategy [25].
In comparison to the enormous focus on cepstral and other
spectral features that do not optimise the Heisenberg-alike time-
frequency trade-off, there is little attention on the effectiveness of
wavelet features for the ASC task. This work thus explores av-
enues towards accordingly optimised novel features which are ef-
ficient in classification of acoustic scenes, and to investigate their
performances by the popular classifiers such as SVMs, and state-
of-the-art machine learning techniques like GRNNs.
This paper is organised as follows: Section 2 will give a de-
scription of the database and the methodology we used. The exper-
imental results will be shown in Section 3 before a conclusion is
made in Section 4.
2. METHODOLOGY
2.1. Database
To evaluate the proposed systems, we use the official dataset of the
IEEE AASP Challenge on Detection and Classification of Acous-
tic Scenes and Events (DCASE2017) [1]. This dataset is accessi-
ble through the challenge website 1. The development set contains
312 segments of 10 seconds in each of the 15 classes. The total
duration of the development set is 13 hours. The fifteen acoustic
scene classes needed to be recognised in this task are: beach, bus,
cafe/restaurant, car, city centre, forest path, grocery store, home,
library, metro station, office, park, residential area, train, and tram.
The organisers split the data such that all segments from the same
recording are put in either the train or the test partition, for all of the
four folds they generated for cross-validation. This is done to eval-
uate robustness of the proposed systems. The correct recognition
accuracy is used as the evaluation metric.
1http://www.cs.tut.fi/sgn/arg/dcase2017/
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Table 1: Parametres for wavelet features.
Wavelet Function Jmax # of LLDs
WPTE ‘rbio3.3’ 7 255
WEF ‘db7’ 7 287
2.2. Wavelet Features
We earlier introduced wavelet features into the area of snore sound
classification in [19]. Wavelets were found to be effective in lo-
calising different snore sounds, and performed better than the other
widely-used spectral feature-types such as mel-frequency cepstral
coefficients, formants, fundamental frequency, etc. One most re-
cent work on deep wavelet features for ASC was presented in [26].
Firstly, we use the wavelet packet transform energy (WPTE) feature
extracted by wavelet packet transformation (WPT) [27]. In contrast
to the discrete wavelet transformation (DWT) [28], WPT further
decomposes ‘detail’ components to obtain their own ‘approxima-
tion’. We use the normalised bank filter energy in [29] as our WPTE








where wj,k,n are the coefficients calculated by WPT from the anal-
ysed signal at the subspace Ωj,k. Nj,k is the total number of
wavelet coefficients in the k-th subband at the j-th decomposition
level. The scale of k is 0, 1, 2, . . . , 2j − 1. Totally, 2Jmax+1 − 1
WPTE based LLDs are generated. The Jmax is the maximum level
for wavelet decomposition by a certain wavelet function.










where wj are the coefficients generated by DWT at the j-th decom-
position level. Furthermore, the mean, variance, waveform length
(the sum of the absolute differences), and entropy are calculated
from the vector (see Eq. 2) as LLDs. In total, for a j-th decomposi-
tion of DWT, this procedure generates 4× (Jmax + 1) LLDs.
We combine the features extracted according to Eq. 1 with
Eq. 2, and refer to them as wavelet energy features (WEFs) as
in [21]. Subsequently, four statistical functionals, i. e., maximum,
mean, minimum, and bias of the estimated linear regression on the
frame-level features are applied to the LLDs of WPTE, and WEF.
These four selected functionals are shown to be efficient in [21].
The wavelet function was selected empirically based on initial ex-
periments, which are shown in Table 1, where the Jmax and dimen-
sions of LLDs of wavelets are included as well. The wavelet func-
tion names and the decomposition scripts are based on the Wavelet
Toolbox 2 of Matlab by MathWorks.
2.3. Temporal and Spectral Features
We use our toolkit openSMILE [22] to extract the large scale tem-
poral and spectral features, which has been proven to be efficient
on the ASC task in DCASE2016 [3]. In this study, we chose the
INTERSPEECH ComParE feature set [30]. This feature set con-
tains the ‘usual suspects’ of most popular acoustic features like mel-
frequency cepstral coefficient (MFCC), root mean square (RMS)
2http://www.mathworks.com/products/wavelet/
Table 2: COMPARE acoustic feature set: 65 low-level descrip-
tors (LLDs). MFCC: Mel-Frequency Cepstral Coefficient; RASTA:
Relative Spectral Transform; HNR: Harmonics to Noise Ratio;
RMS: Root Mean Square. Refer to [31] for more details.
55 spectral LLDs Group
MFCC 1–14 Cepstral
Psychoacoustic sharpness, harmonicity Spectral
RASTA-filt. aud. spect. bds. 1–26 (0–8 kHz) Spectral
Spectral energy 250–650 Hz, 1 k–4 kHz spectral
Spectral flux, centroid, entropy, slope Spectral
Spectral Roll-Off Pt. 0.25, 0.5, 0.75, 0.9 Spectral
Spectral variance, skewness, kurtosis spectral
6 voicing related LLDs Group
F0 (SHS and Viterbi smoothing) Prosodic
Probability of voicing Voice quality
log HNR, jitter (local and δ), shimmer (local) Voice quality
4 energy related LLDs Group
RMS energy, zero-crossing rate Prosodic
Sum of auditory spectrum (loudness) Prosodic
Sum of RASTA-filtered auditory spectrum Prosodic
energy, harmonics to noise ratio (HNR), and others. The LLDs are
presented in Table 2, and some statistical functionals are applied to
these LLDs, which generate 6 373 features in total from one audio
sample. Details of the features can be found in [31].
2.4. Support Vector Machines
As a popular classifier, SVMs [23] are chosen as the baseline learn-
ing models in our experiments. Both the wavelet features and the
ComParE features are fed into SVM models in the format as func-
tionals. The original feature values are standardised before the
training phase, and the information of the training sets are applied
to the test sets.
2.5. Gated Recurrent Neural Networks
Zöhrer et al. introduced gated recurrent neural networks (GRNNs)
for the ASC task in [32]. GRNNs are built with blocks of gated
recurrent units (GRUs, see Figure 1) [24], which is a simple alter-
native to long short term memory networks (LSTMs) [33]. GRNNs
and LSTMs share the common characteristic of learning tempo-
ral information from the sequence as recurrent neural networks
(RNNs) [34]. In particular, GRNNs need fewer parameters than
LSTMs, when reaching a comparable performance. Figure 1 shows
the flow diagram of one GRU in which the z, and r are update, and
reset gates, governing the network to learn temporal information
from an input sequence. Details on GRNNs can be found, e. g.,
in [24].
When feeding features to GRNNs, our first step is to segment
the audio file (of 10 seconds) into episodes (of 1 second) sequenced
by time steps of 0.5 seconds. Then, the features are extracted from
the episodes in the format of functionals. Finally, features (stan-
dardised) are fed into GRNNs as the same index in the sequence of
episodes.
2.6. Decision Fusion
To improve the efficiency and robustness of our proposed systems,
we use a decision fusion process (see Figure 2) for combining mod-
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Figure 1: Diagram of a Grated Recurrent Unit (refer to [24] for
more details).
els trained independently on varied feature sets. A margin sampling
value (MSV) is defined as the difference between the first and sec-
ond largest posteriori probabilities estimated by the trained clas-
sifier for the given test sample [25]. The final label will be given
by the model which has the maximum MSV for the given test sam-




The SVM models are implemented by the toolkit LIBSVM [35].
We select the SVMs with a linear kernel, and the complexity
value C is optimised by searching within the grids spanned by
10−5, 10−4, 103, . . . , 103, 104, 105. The GRNNs models are im-
plemented by TensorFlow 3. We use a two-layer (120-60) GRNNs
structure, and empirically set the learning rate, the drop out rate,
and the epoch as 0.0002, 0.1, and 50 respectively. The LLDs are
extracted from the frame-level of the audio signals within a frame
length of 40 ms, and an overlap of 20 ms as the set in the official
baseline [1]. We combine predictions given independently using
different features; the final decision is made by considering the mar-
gin sampling strategy mentioned in Section 2.6.
3.2. Results
We can see from both Tables 3 and 4 that, wavelet features (WPTE,
WEF) are comparable to ComParE features for the ASC task in this
study. Among wavelets, WEFs perform slightly better than WPTE
(77.8 % vs 75.7 % on SVMs, and 76.0 % vs 72.6 % on GRNNs).
Furthermore, by combining the models trained by wavelets, the fi-
nal performance can be improved. In particular, by a late fusion
of ComParE features with wavelet features, both models (SVMs
and GRNNs) can reach an averaged accuracy of more than 81.0 %,
which significantly (p < 0.05, one-tailed z-test [36]) outperforms
the best performance (77.9 %) achieved by the model (SVMs)
trained with a single feature set (ComParE). SVMs lead to a slightly
better performance than GRNNs considering the overall best perfor-
mance (83.2 % vs 82.6 %). Both methods considerably outperform
the official baseline (74.8 %) at a significance level of p < 0.001 in
a one-tailed z-test.
Table 5, and Table 6 show the confusion matrices of the two
best-performing systems using SVMs, and GRNNs respectively. It
3https://www.tensorflow.org/
Table 3: Performance comparison obtained by different feature sets
applied to the original segments (of 10 seconds). Classifier: Support
Vector Machines (SVMs) with linear kernel. C-value is set to 0.01,
10 and 0.1 for ComParE, WPTE, and WEF, respectively. All the
models are trained independently, and combined to make the final
decision by margin sampling values generated by each model.
accuracy [%] Fold1 Fold2 Fold3 Fold4 Mean
ComParE 76.8 76.8 75.7 82.5 77.9
WPTE 76.1 75.9 72.8 78.3 75.7
WEF 79.9 79.0 75.2 77.1 77.8
ComParE+WPTE 80.6 82.3 79.9 85.5 82.1
ComParE+WEF 82.3 83.9 81.7 83.7 82.9
WPTE+WEF 80.1 79.8 76.4 80.0 79.1
ComParE+WPTE+WEF 82.4 83.9 81.7 84.7 83.2
Table 4: Performance comparison between different feature sets
(Sequentially Learnt). Classifier: Gated Recurrent Neural Networks
(GRNNs). The GRNNs are structured as two-layer (120-60) topol-
ogy, learning rate: 0.0002, drop out rate: 0.1, epoch: 50 for both
ComParE, WPTE, and WEF. All models are trained independently,
and combined to make the final decision by margin sampling values
generated by each model.
accuracy [%] Fold1 Fold2 Fold3 Fold4 Mean
ComParE 79.3 74.8 77.0 81.0 78.0
WPTE 73.6 71.8 71.1 74.1 72.6
WEF 77.7 76.6 73.1 76.8 76.0
ComParE+WPTE 82.1 79.0 80.1 84.8 81.5
ComParE+WEF 83.2 81.2 81.3 84.7 82.6
WPTE+WEF 78.5 77.2 74.3 77.6 76.9
ComParE+WPTE+WEF 82.6 81.8 81.0 85.0 82.6
is common for both SVMs and GRNNs that, some acoustic scenes
like office and metro station are recognised with a high accuracy,
while others like park, residential area, and train are difficult to
be distinguished. The SVMs considerably outperform the GRNNs
in classifying city centre, park, residential area, andtrain while the
GRNNs perform better at classifying beach than the SVMs.
Note that, in our experiments, we intended to combine the
best two models, i. e., SVMs and GRNNs trained with wavelets
and ComParE features. However, the result (73.1 %) is below the
achieved best performances – in fact even lower than the official
baseline. One of the possible future directions is to find an effi-
cient way to fuse the various well-trained models preserving their
strengths more efficiently.
Overall, the proposed wavelet features can help improve the
final recognition performance of the trained models. Both the two
learning models (SVMs and GRNNs) were found to be efficient on
the ASC task.
4. CONCLUSION
We found our proposed wavelet features can perform well, and help
to improve the performance of typical acoustic features in classifi-
cation of different acoustic scenes. Popular SVMs, and the state-
of-the-art GRNNs were compared as learning algorithms. In this
work, SVMs slightly outperformed GRNNs by measuring the best
averaged accuracy of 4-fold cross validation on the DCASE 2017
development set (83.2 % vs 82.6 %). Both the best models signifi-
cantly outperformed the official baseline (an averaged accuracy of
110

















Figure 2: The diagram of a decision fusion process. The input audio files fed to SVMs, and GRNNs are original segments (of 10 seconds),
and episodes (of 1 second) rowed as a sequence with time step of 0.5 second, respectively.
Table 5: Confusion matrix of the development set by decision fusion
of SVMs models trained independently on the ComParE, WPTE,
and WEF feature sets. Values are averaged by 4-fold cross valida-





























































beach 61 0 0 1 4 2 1 1 0 0 0 3 6 0 1
bus 0 71 0 3 0 0 0 0 0 0 0 1 0 1 3
cafe/rest. 0 0 63 0 0 0 3 5 1 2 2 1 1 1 1
car 0 1 0 71 0 0 0 0 0 0 0 1 0 2 5
city cent. 0 0 1 0 73 0 0 0 0 0 0 1 3 0 0
forest path 1 0 1 0 0 66 0 2 0 1 2 1 5 1 0
groc. store 1 0 3 0 0 0 65 3 0 6 0 0 1 0 0
home 2 0 1 0 0 2 0 57 14 1 4 0 0 0 0
library 1 0 0 0 0 1 0 5 61 2 3 0 3 3 0
metro st. 0 0 1 0 0 0 2 0 2 73 1 0 0 0 0
office 0 0 0 0 0 1 0 3 0 0 75 0 0 0 0
park 2 0 1 0 2 1 0 0 1 0 0 57 13 1 0
resid. area 3 0 1 0 2 2 0 0 0 0 0 11 59 0 0
train 2 3 3 1 3 0 1 0 1 1 0 0 0 57 8
tram 2 1 1 1 0 0 1 0 0 1 0 0 0 5 67
74.8 %, p < 0.001, one-tailed z-test). Some acoustic scenes, e. g.,
park, residential area, and train are difficult to be distinguished in
our study. In future works, we will focus on feature selection and
enhancement.
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