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基于子空间维度加权的密度聚类算法 
黄王非 1，陈黎飞 2，姜青山 1,3 
(1. 厦门大学软件学院，厦门 361005；2. 福建师范大学数学与计算机科学学院，福州 360108；3. 成都大学，成都 610106) 
摘  要：在高维数据聚类中，受维度效应的影响，现有的算法聚类效果不佳。为此，提出一种适用于高维数据的密度聚类算法 StaDeCon。
在经典的 PreDeCon 算法基础上，引入子空间维度权重的计算方法，避免 PreDeCon 算法使用全空间距离度量带来的问题，提高了聚类的质
量。在合成数据和实际应用数据集上的实验结果表明，该算法在高维数据聚类上可取得较好的聚类精度，算法是有效可行的。 
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【Abstract】In clustering of high dimensional data, most of the existing algorithms can not reach people’s expectation due to the curse of
dimensionality. Based on the classic PreDeCon algorithm, this paper presents the StaDeCon, a density clustering algorithm for high dimensional
data, which introduces a measure of subspace dimensional weighting to avoid the problem existing in PreDeCon caused by using full dimensional
distance, and in this way, the quality of clustering is improved. Experimental results both on artificial and practical data show that the algorithm is
more accurate, and it is effective and feasible. 
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2  相关工作 
2.1  基于密度的聚类算法 
基于密度的聚类算法是一种很常见的聚类算法，包括
DBSCAN, DENCLUE, OPTICS 等[1]。这些算法的原理都是寻
找特征空间中被低密度区域分隔开来的高密度区域，通常需
要 2 个参数来定义密度的概念：邻域半径 ε 和密度阈值 µ ，
后者指定邻域内包含的最少的数据点数目。这 2 个参数确定
了聚类的密度下限。 
2.2  基于子空间选择的密度聚类算法(PreDeCon) 
PreDeCon 算法在经典的 DBSCAN 算法的基础上，使用
加权欧几里德距离进行对象间的相似度度量。算法首先计算
对象各个维度的权重。 
假设 D 是有 d 个维度的数据库， 1 2{ , , , }dA A A A= 代表
它的属性集。 p , q 是 D 中的对象，用 ( )
iA
pπ 表示将 p 映射到
属性 iA ， ( )N pε 表示 p 的 ε -邻域。 ( )N pε 沿属性 iA A∈ 的变
化 ( ( ))
IA
VAR N pε 的定义如下： 
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根据 ( ( ))
IA
VAR N pε 的大小赋予相应的维度对应的权重，
具体的计算方法定义如下： 
1 if ( ( ))
















其中， Rκ ∈ 且 1κ >> 。 
计算出权重后就可以采用加权欧几里德距离进行相似度
度量，具体的度量方法如下： 
{ }( , ) max ( , ), ( , )pref p qdist p q dist p q dist q p=              (1) 
2
1
( , ) ( ( ) ( ))
i
d
p i Ai A
i
dist p q p qω π π
=
= −∑                   (2) 














(subspace Standard deviation weighted Density Connected 
clustering, StaDeCon)。 
3  基于子空间维度加权的密度聚类算法 









图 1  StaDeCon 算法流程 
3.1  相关定义 
用 ( )AiN pπε 表 示 p 在 属 性 iA 上 的 ε - 邻 域 ， 可 以 根 据
( )AiN pπε 中包含的点的数量情况来确定 p 在属性 iA 上的权
重。如果 ( )AiN pπε 大于某个给定的阈值 Nη ∈ ，则认为 p 在属
性 iA 上的 ε -邻域是密集，赋予该属性维度较大的权重；反之，
如果 ( )AiN pπε 小于给定的阈值 Nη ∈ ，认为 p 在属性 iA 上的
ε -邻域是稀疏的，将该属性维度的权重赋予一个较小的值。
对于 ( )AiN pπε 大于给定的阈值η (即分布密集)的维度，可以根
据 ( )AiN pπε 上的标准偏差进一步细化权重的度量，标准差越
小，数据的分布就越紧凑，相应地就赋予较大的权重，反之
亦然[5]。 
定义 1 维度权重 
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定义 2 带权重的 ε -邻域
 令 Rδ ∈ ，点 p 的带权重的 ε -邻域记作 ( )wN pε ，定义： 
{ }( ) | ( , )w pref prefN p x D dist p xε ε= ∈ ≤  
定义 3 带权重的核心对象 
令 ,pref Rε δ ∈ , Nµ ∈ ， 点 p 是 核 心 对 象 当 且 仅 当
( )wN pε µ≥ ，用符号 ( )
pref
denCORE p 表示。 
定义 4 带权重的直接可达 
令 ,pref Rε δ ∈ , Nµ ∈ ，点 o 从点 p 直接可达当且仅当满
足：(1) ( )prefdenCORE p ；(2) ( )
wo N pε∈ ；用符号 ( , )prefdenDIRREACH p o
表示。 
3.2  算法过程描述 
算法步骤如下： 
Step1 给对象各个维度赋予权重 
(1)对于对象 p 的各个维度，寻找其 ( )AiN pπε 集合并存储。 
(2)如果 ( )AiN pπε 小于给定的阈值η ，则赋予较小的权重；
反之，则计算集合 ( )AiN pπε 中各对象的标准差。 
(3)重复步骤(1)、步骤(2)，直到所有对象的各个维度都计
算完毕。 
(4)根据定义 1 计算 ( )AiN pπε 不小于给定阈值η 的维度对
应的权重。 
Step2 建立核心对象 
(1)对各个对象 p 寻找它的 ( )wN pε 集合并存储。 




(1)从对象 p 开始，如果 p 是核心对象，则转步骤(2)；否
则， p 将标记为噪声。 
(2)产生一个新的簇 ID，并将 ( )wN pε 集合中的对象加入队
列 Q 。 
(3)从 Q 队列中取出第 1 个对象赋予 q ，对 ( )wx N qε∈ ，如
果 x 是未分类的对象，将 x 加入队列 Q 且赋予当前簇 ID。如
果 x 是噪声，则赋予前簇 ID，从 Q 中将 q 移除。 
(4)重复执行步骤(3)，直至队列 Q 为空。 
(5)如果还有未分类的对象，则从步骤(1)开始执行；否则，
结束聚类，输出结果。 
4  实验结果与分析 










表 1  合成数据集参数 
数据集 数据点数目 维度 簇数目 平均相关维度数 噪声点比例/(%)
DG-1 1 000 20 2 14 5 
DG-2 1 000 40 4 20 5 
DG-3 2 000 60 6 39 5 
本文还使用了经典的测试数据集 KDD CUP 99，该数据
集来源于 Internet 中的真实数据，每条数据记录的特征达   
41 维(包括若干类属型属性)，是从一个模拟美国空军所属局
域网络导出的 9 周内的 TCP/IP 通信数据，该数据集是目前测
试网络入侵技术公认的 benchmark 数据，不含有噪声点。鉴
于 KDD CUP 99 原始数据集规模较大，在此随机抽取 5 000 条
记录(包括 2 000 条正常数据以及 3 000 条异常数据)进行实验。 
4.2  实验设置 
实验环境为 Pentium 4 CPU 3.00 GHz，1.00 GB 内存，
Windows XP 系统，ECLIPSE 3.1。算法用 Java 语言实现。在
实验过程中，实验数据均采用最大最小规范化方法规范到
0~1 之间。StaDeCon 算法需要输入的参数：维度属性上邻域
半径 ε ，维度属性邻域内包含对象数目阈值η ，带权重的邻
域半径 prefε ，成为核心对象至少要包含的对象数 µ 。参数
prefε 和 µ 指定了簇必须满足的密度阈值，根据 PreDeCon 给
出的方法设置这 2 个参数的取值。 






明，当数据集的大小在 1 000~10 000 之间，ε 设为 0.005，η
的取值区间为[30, 42]，可以获得较好的聚类效果。 
4.3  聚类结果及分析 
本文采用 F1[7]指标评估方法对聚类结果进行评估，F1
指标的定义如下： 
2 ( , ) ( , )1
( , ) ( , )ij
Precision i j Recall i jF





其中， ( , )Precision i j 和 ( , )Recall i j 分别表示簇的查全率和查准
率，由下列 2 式计算得出： 
( , ) i j
i
c l
Precision i j c
∩







其中，类别 { }1 2, , , kL l l l= 表示集合中数据点所属的实际类
别；簇 { }1 2, , , kC c c c= 表示聚类分析得到的类簇结果。 
最终，整个聚类结果的 F1 值即为所有簇的加权平均： 
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聚类结果如表 2 所示。由表 2 可以看出在 3 个合成的数
据集中 PreDeCon 算法和本文提出的 StaDeCon 算法都能很好
地分开各个簇。但是 PreDeCon 算法仍有少部分对象归错类，
而 StaDeCon 算法则进一步提高了聚类的精度。在 KDDCUP99
数据集上，PreDeCon 算法的聚类精度只有 78.86%，聚类的
质量比较一般，而 StaDeCon 算法对比 PreDeCon 算法在准确
率上都有 12%左右的提升。 
表 2  算法聚类结果的 F1 指标对比   (%)          
数据集 PreDeCon StaDeCon 
DG-1 98.25 99.90 
DG-2 97.13 99.90 
DG-3 96.33 99.90 
KDDCUP99 78.86 90.13 
图 2 分析了 StaDeCon 算法的聚类精度与算法参数η 之
间的关系。数据集是 KDDCUP99，邻域半径 ε 为 0.005，维
度属性邻域内包含对象数目阈值η 在区间[30,42]内变动。从
图中可以看出，StaDeCon 算法的聚类精度对参数的变化不是
太敏感，这说明 StaDeCon 算法具有较好的鲁棒性。 















图 2  StaDeCon 算法聚类精度与参数的关系 
实验结果表明，本文提出的基于子空间维度加权的密度
聚类算法是有效的，它进一步提高了聚类的精度。 
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