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Abstract
Let (Ω,F ,F, P ) be a filtered probability space with a filtration F = (Ft)t∈[0,T ]
satisfying the usual conditions and T a finite time, L0(F0) the algebra of equiv-
alence classes of F0–measurable real–valued random variables on Ω, Lp(FT , Rd)
the Banach space of equivalence classes of p–integrable (for 1 ≤ p < +∞) or es-
sentially bounded (for p = +∞) FT –measurable Rd–valued functions on Ω and
LpF0(FT , Rd) the L0(F0)–module generated by Lp(FT , Rd), namely LpF0(FT , Rd)
= {ξ ·x : ξ ∈ L0(F0) and x ∈ Lp(FT , Rd)}. The usual backward stochastic equa-
tions (BSEs) are studied for their terminal conditions ξ that are required to
belong to Lp(FT , Rd). Motivated by the study of dynamic risk measures, this
paper studies BSEs with their terminal conditions ξ in LpF0(FT , Rd). To look for
the spaces where solutions of the more general class of BSEs lie, we construct
various kinds of complete random normed modules (RN modules) consisting
of RCLL (right continuous with left limit) adapted processes by means of the
generalized conditional mathematical expectation. Since LpF0(FT , Rd) is a com-
plete RN module, this paper first proves two fixed point theorems in complete
random normed modules, which are respectively the random generalizations of
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the classical Banach’s contraction mapping principle and Browder–Kirk’s fixed
point theorem. As applications, the first is used to give the existence and
uniqueness of solutions to various kinds of backward stochastic equations un-
der L0–Lipschitz assumptions and the second is used to establish the existence
of solutions to backward stochastic equations of nonexpansive type. Finally,
since LpF0(FT , Rd) can be represented as the countable concatenation hull of
Lp(FT , Rd), this paper concludes with a brief discussion of the relation be-
tween the solutions of BSEs with a terminal condition ξ in Lp(FT , Rd) and
LpF0(FT , Rd).
Keywords: complete random normed modules, fixed point theorems,
backward stochastic equations, backward stochastic differential equations
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1. Introduction
The study of backward stochastic equations (BSEs) is a fundamental topic
in stochastic analysis, and in particular the interest in BSEs also comes from
their connections with different mathematical fields, such as mathematical fi-
nance, partial differential equations and stochastic control, see, e.g., [13, 1, 53,
5, 7, 8, 9, 10, 46, 48, 51, 52, 54, 56, 57, 49].
Throughout this paper, whenever we discussBSEs we always let (Ω,F ,F, P )
be a filtered probability space with a filtration F = (Ft)t∈[0,T ] satisfying the
usual conditions and T a finite time, L0(F0) the algebra of equivalence classes
of F0–measurable real–valued random variables on Ω, Lp(FT , Rd) the Banach
space of equivalence classes of p–integrable (for 1 ≤ p < +∞) or essentially
bounded (for p = +∞) FT –measurable Rd–valued functions on Ω and LpF0(FT ,
Rd) the L0(F0)–module generated by Lp(FT , Rd), namely LpF0(FT , Rd) = {ξ ·x :
ξ ∈ L0(F0) and x ∈ Lp(FT , Rd)}. The usual backward stochastic equations
(BSEs) are studied for their terminal conditions ξ that are required to belong
to Lp(FT , Rd). Motivated by the study of dynamic risk measures, this paper
studies BSEs with their terminal conditions ξ in LpF0(FT , Rd).
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It is well known that under some proper conditions the following classical
BSDE:

 −dYt = g(t, Zt)dt− ZtdWtYT = ξ
has a unique solution (Y, Z) for any given terminal condition ξ ∈ L2(FT ), denote
Yt by Eg[ξ | Ft]. Under the further additional conditions, the conditional g–
expectation Eg[· | Ft] can induce a family of conditional convex risk measures
ρgt : L
2(FT ) → L2(Ft) given by ρgt (x) = Eg[−x | Ft] for any x ∈ L2(FT ), in
particular {ρgt }t∈[0,T ] forms a time–consistent dynamic risk measure, see [51, 35,
53] and the references therein for the related details, where Guo, et.al pointed
out that each ρgt can extend to a conditional convex risk measure ρ¯
g
t : L
2
Ft
(FT )→
L0(Ft). It is obvious that the extension is essentially equivalent to expanding a
terminal condition in L2(FT ) to one in L2Ft(FT ), we naturally hope to know the
essence buried behind the expanding of terminal conditions. We conjuncture
that this extension ρ¯gt can be also directly obtained from solving the above–
stated BSDE with the terminal condition ξ in L2Ft(FT ). For this, we consider
the BSEs of the form (1.3) below.
To look for the tool for the study of the more general class of BSEs, let us
briefly introduce the recent enlightening work from [8]. By | · |, we denote the
Euclidean norm on Rd, and for a d–dimensional F–measurable random vectorX
, we define ‖X‖p := (E|X |p)1/p if 0 < p < +∞ and ‖X‖∞ := ess supω∈Ω |X(ω)|.
For p ∈ (1,+∞], we set:
Lp(Ft)d : the Banach space of equivalence classes of d–dimensional Ft–
measurable random vectors X satisfying ‖X‖p < +∞, equipped with the norm
‖ · ‖p.
Et(X) := E[X | Ft] denotes the conditional mathematical expectation of
X with respect to Ft for X ∈ L1(F)d, where L1(F)d is the Banach space of
equivalence classes of d–dimensional integrable F–measurable random vectors
on (Ω,F , P ).
Sp : the Banach space of equivalence classes of Rd–valued RCLL (right
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continuous with left limit) adapted processes (Yt)t∈[0,T ] satisfying ‖Y ‖p :=
‖ sup0≤t≤T |Yt|‖p < +∞, equipped with the norm ‖ · ‖p, Sp0 := {Y ∈ Sp :
Y0 = 0}.
Mp := {Y ∈ Sp : Y is a martingale }, Mp0 := {Y ∈Mp : Y0 = 0}.
As usual, two random processes X and Y are equivalent iff they are stochas-
tically equivalent, namely Xt = Yt a.s., ∀t ∈ [0, T ].
Recently, in [8] Cheridito and Nam studied backward stochastic equations
(BSEs) of the following form
Yt + Ft(Y,M) +Mt = ξ + FT (Y,M) +MT , ∀t ∈ [0, T ]. (1.1)
Here, F : Sp ×Mp0 → Sp0 is the generator and ξ ∈ Lp(FT )d is the terminal
condition. When Ft(Y,M) =
∫ t
0 f(s, Y,M)ds, ∀t ∈ [0, T ], for some driver f ,
(1.1) includes various kinds of back stochastic differential equations (BSDEs),
see [8] and its references.
F is said to satisfy condition (S) if for all y ∈ Lp(F0)d and M ∈ Mp0 , the
stochastic equation:
Yt = y − Ft(Y,M)−Mt, ∀t ∈ [0, T ]. (1.2)
has a unique solution Y ∈ Sp.
Let F satisfy condition (S). For a given V ∈ Lp(FT )d, then yV = E0(V ) ∈
Lp(F0)d and MVt := E0(V ) − Et(V ) is in Mp0 , we denote by Y V the solution
of (1.2). (F, ξ) defines a mapping G : Lp(FT )d → Lp(FT )d by G(V ) = ξ +
FT (Y
V ,MV ) for any V ∈ Lp(FT )d. Denote by FPS(G) the set of fixed points of
G and by SOL(F, ξ) the set of solutions of (1.1), then the main and excellent idea
of [8] is to prove that ϕ : Lp(FT )d → Sp×Mp0 defined by ϕ(V ) := (Y V ,MV ), is
a bijection from FPS(G) onto SOL(F, ξ) when ϕ is limited to FPS(G), at this
time whose inverse is pi : SOL(F, ξ) → FPS(G) given by pi(Y,M) = Y0 −MT
for any (Y,M) ∈ SOL(F, ξ). In other words, Cheridito and Nam [8] shows
that a problem of solving BSE(1.1) is equivalent to one of studying the fixed
points of G. Thus the known famous fixed point theorems in functional analysis
can be used to study the BSE(1.1). For example, in [8] Banach’s contraction
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mapping principle is used for the uniqueness and existence and Krasnoselskii’s
fixed point theorem [47] for the existence of solutions of the BSE(1.1). Since
Krasnoselskii’s fixed point theorem is a combination of Banach’s and Schauder’s
fixed point theorem, its applications requires compactness as the premise.
In this paper we will also emphasize applications of the famous Browder–
Kirk’s fixed point theorem [4, 15, 16, 44, 45]: let (B, ‖ · ‖) be a Banach space, D
a weakly compact convex subset with normal structure and T : D → D a nonex-
pansive mapping, then T has a fixed point. Let us recall : a closed convex subset
H of (B, ‖ · ‖) is said to have normal structure if for each closed and bounded
convex subset C ofH withD(C) := sup{‖x−y‖ : x, y ∈ C} > 0 there is always a
point x in C such that sup{‖x−y‖ : y ∈ C} < D(C). This emphasis comes from
an observation, see Remark3.2 of [8] or Example3.1 of [9] : let Ft(Y,M) = atY0
for a constant a, then when aT = 1 and E0(ξ) = 0 the BSE : Yt−a(T − t)Y0 =
ξ +MT −Mt has infinitely many solutions (Y,M) : Yt = (1 − t/T )Y0 + Et(ξ)
and Mt = −Et(ξ) for the different choices of ξ and Y0. This example was pre-
sented in [8] as a counterexample for the existence and uniqueness for BSEs
with path–dependent coefficients without the assumption that the Lipschitz
constant in question is sufficiently small and in [9] as a counterexample show-
ing that time–delayed BSDEs with Lipschitz coefficients are not always well–
posed. However, Browder–Kirk’s fixed point theorem can give another natu-
ral explanation for the counterexample : G : Lp(FT )d → Lp(FT )d defined by
G(V ) = ξ + FT (Y
V ,MV ) = ξ + aTY V0 = ξ + E0(V ) for any V ∈ Lp(FT )d,
is clearly a nonexpansive mapping, which maps every closed ball H := Br(ξ)
with center ξ and radius r into itself, and hence when 1 < p < +∞, G and
Br(ξ) satisfy Browder–Kirk’s fixed point theorem by noticing that L
p(FT )d is
a uniformly convex Banach space so that Br(ξ) is a weakly compact convex
subset with normal structure. Clearly, ξ + Y0 is always a fixed point of G for
any Y0 ∈ Lp(F0)d, and {ξ+Y0 | Y0 ∈ Lp(F0)d} correspond in one to one way to
the infinitely many solutions mentioned formerly. In fact, the nice property that
Lp(FT )d are always uniformly convex when 1 < p < +∞, which ensures that
every bounded closed convex subset of Lp(FT )d is a weakly compact set with
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normal structure, brings much convenience to applications of Browder–Kirk’s
fixed point theorem to the study of BSDEs, not as Schauder’s or Krasnoselskii’s
fixed point theorem always requires bounded closed convex sets in question to
be compact. This paper provides more applications of Browder–Kirk’s fixed
point theorem to BSDEs in Section6 of this paper.
To look for the spaces where the solutions of BSEs (1.3) below lie, let us first
recall the notion of a generalized conditional mathematical expectation : for a
given probability space (Ω,F , P ) and a sub σ–algebra E of F , a real–valued
F–measurable random variable X is said to be σ–integrable or conditionally
integrable with respect to E if there is an nondecreasing sequence {An, n ∈ N}
in E with ∪n≥1An = Ω such that E(|X |IAn) :=
∫
An
|X |dp < +∞ for any
n ∈ N , at which time there is an almost surely (a.s.) unique real–valued E–
measurable random variable Y such that E(XIA) = E(Y IA) for each A ∈ E
with E(|X |IA) < +∞. Y is called the generalized conditional expectation of X
with respect to E , denoted by E[X | E ], where IA stands for the characteristic
function on A and N for the set of positive integers. For a random vector X ,
E[X | E ] can be understood in a componentwise way.
From now on, E[· | E ] always denotes the kind of generalized expectation
unless otherwise stated. It is well known, see, e.g., [40], that X is conditionally
integrable with respect to E if and only if there is an a.s. positive E–measurable
random variable η such that Xη is integrable. An F–adapted random process
(Xt)t∈[0,T ] is called a generalized martingale if for any 0 ≤ s < t ≤ T,Xt is
conditionally integrable with respect to Fs and E[Xt | Fs] = Xs(a.s.).
Let S be the set of equivalence classes of Rd–valued RCLL F–adapted pro-
cesses, then for 1 ≤ p < +∞, let SpF0 := {Y = (Yt)t∈[0,T ] ∈ S | (supt∈[0,T ] |Yt|)p
is conditionally integrable with respect to F0},
SpF0,0 := {Y ∈ SpF0 | Y0 = 0},
M := {Y ∈ S | Y is a generalized martingale },
MpF0 :=M ∩ S
p
F0
,
MpF0,0 :=M ∩ SpF0,0.
As usual, for any given sub σ–algebra E of F , let L0(E , Rd) be the linear
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space of equivalence classes of Rd–valued E–measurable random vectors and
L0(E) := L0(E , R1). Then L0(E) is an algebra over the real number field R1
and L0(E , Rd) is a free L0(E)–module of rank d. Further, for a filtration F :=
(Ft)t∈[0,T ] as above and 1 ≤ p < +∞, it is easy to see that LpF0(FT , Rd) =
{V ∈ L0(FT , Rd) | |V |p is conditionally integrable with respect to F0}, which
is also called the conditional Lp–space under the conditional p–norm |||V |||p :=
(E[|V |p | F0])1/p in the literature of mathematical finance, see, e.g., [38, 14].
In fact, LpF0(FT , Rd) has served as a model space for dynamic asset pricing
and risk measures [38, 35, 14]. It is easy to see that (LpF0(FT , Rd), ||| · |||p)
are a special class of random normed modules (briefly, RN modules), which
were independently introduced by Guo in [17, 18, 19, 58] and by Haydon, Levy
and Raynaud in [39] and deeply and systematically developed by Guo, et.al, in
[20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31].
Similarly, SpF0 is the L
0(F0)–module generated by the Banach space Sp,
namely, SpF0 = L
0(F0) · Sp = {ξ · Y | ξ ∈ L0(F0) and Y ∈ Sp}, where (ξ ·
Y )(ω, t) = ξ(ω) · Yt(ω) for any (ω, t) ∈ Ω × [0, T ]. Further, SpF0 becomes an
RN module endowed with the L0–norm |||Y |||p := (E[(supt∈[0,T ] |Yt|p) | F0])1/p
for any Y := (Yt)t∈[0,T ] ∈ SpF0 . Similarly, MpF0 = L0(F0) ·Mp is also an RN
module.
The central purpose of this paper is to consider the BSEs of the form:
Yt + Ft(Y,M) +Mt = ξ + FT (Y,M) +MT (1.3)
for the generator F : SpF0 × MpF0,0 → SpF0,0 and the terminal condition ξ ∈
LpF0(FT , Rd).
Similarly, F is said to satisfy condition (S) if for any y ∈ L0(F0, Rd) and
any M ∈ MpF0,0 the stochastic equation Yt = y − Ft(Y,M) −Mt has a unique
solution Y ∈ SpF0 .
Let V belong to LpF0(FT , Rd), we still use Et(V ) for E[V | Ft] for each
t ∈ [0, T ], then yV := E0(V ) ∈ L0(F0, Rd), and let MVt := E0(V ) − Et(V ) for
any t ∈ [0, T ], then MV ∈ MpF0,0 (see Section 4 of this paper), it is also easy
to check that each element in MpF0 is a generalized martingale. if F satisfies
7
condition (S), let Y V ∈ SpF0 be the unique solution of the stochastic equation
Yt = y
V − Ft(Y,MV )−MVt for any t ∈ [0, T ], then (F, ξ) defines the mapping
G : LpF0(FT , Rd) → LpF0(FT , Rd) by G(V ) := ξ + FT (Y V ,MV ). In the same
way as [8], it is very easy to prove that the set of solutions of BSE (1.3)
corresponds in one to one way to that of fixed points ofG. It remains to establish
the fixed point theorems in RN modules, precisely speaking, it requires the
generalization of the famous fixed point theorems such as Banach’s contraction
mapping principle, Browder–Kirk’s fixed point theorem and Schauder’s fixed
point theorem from Banach spaces to complete RN modules since LpF0(FT .Rd) is
a complete RN module (under the usual (ε, λ)–topology) rather than a Banach
space.
It is very easy to generalize Banach’s contraction mapping principle. The
essential difficulty lies in the generalization of the latter two fixed point theo-
rems since the two theorems both involve compactness. It is well known that a
complete RN module is a Fre´che´t space (namely a complete metrizable linear
topological space), on which there does not necessarily exist any nontrivial con-
tinuous linear functional in general. Historically, generalizing Schauder’s fixed
point theorem from Banach spaces to such Fre´che´t spaces is itself a famous open
problem, see [50, Problem 54]. On the other hand, it was already proved in [26]
that a class of important closed convex subsets–almost surely (a.s.) bounded
closed L0–convex subsets, which are frequently encountered in the theory and
applications of RN modules, are rarely compact, although the famous Brouwer
fixed point theorem was recently generalized to a special class of RN modules in
a nice way, namely (L0)d–the space of d–dimensional random vectors, see [11],
there is a long way to go if one wants to generalize a similar result to general
complete RN modules. It is very fortunate that in this paper we can generalize
Browder–Kirk’s fixed point theorem to general complete RN modules.
Generalizing Browder–Kirk’s fixed point theorem forces us to solve the fol-
lowing problem: How to introduce the two notions of “ weak compactness ” and
“ normal structure ” for a.s. bounded closed L0–convex subsets of RN modules
in a proper way ? “ Normal structure ” (namely, random normal structure in
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the sense of this paper) can be easily introduced in a way similar to the classical
case, however, it is rather delicate for us to look for a proper substitute for “
weak compactness ”. It does not make sense to speak of weak compactness
for RN modules since they are not locally convex in general under the (ε, λ)–
topology. Motivated by Zˇitkovic´’s work [60], we recently presented the notion
of L0–convex compactness for an L0–convex subset of a topological L0–module
in [33] and further gave a characterization for a closed L0–convex subset of a
complete RN module to be L0–convexly compact, which can be regarded as
a natural generalization of the classical James theorem [43] that characterizes
weak compactness of a closed convex subset of a Banach space, so that we can
find a proper substitute for weak compactness, namely L0–convex compactness.
Therefore, we can eventually prove Browder–Kirk’s fixed point theorem in a
complete RN module S as follows : let V be a closed L0–convex subset of S
such that V is L0–convexly compact and has random normal structure, then a
nonexpansive mapping T from V to V has a fixed point.
The remainder of this paper is organized as follows: Section 2 of this paper
provides some preliminaries for RN modules and gives an interesting gener-
alization of Banach’s contraction mapping principle; Section 3 is devoted to
introducing and studying the notions of L0–convex compactness and random
normal structure, at the same time we prove Browder–Kirk’s fixed point theo-
rem in complete RN modules; similar to [8], Section 4 gives the relation between
BSEs of the form (1.3) and fixed point problems in complete RN modules;
Section 5 is devoted to applications of the above–stated generalized Banach’s
contraction mapping principle to the existence and uniqueness of solutions of
BSEs of the form (1.3), the part can be regarded as the conditional versions
of the corresponding main results of [8]; Section 6 is devoted to applications of
the classical Browder–Kirk’s fixed point theorem to the existence of solutions
of BSEs of the form (1.1) and applications of the above–stated generalized
Browder–Kirk’s fixed point theorem to the existence of solutions of BSEs of
the form (1.3), the part is completely new. Finally, since LpF0(FT , Rd) can be
represented as the countable concatenation hull of Lp(FT , Rd), in Section 7 this
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paper concludes with a brief discussion of the relation between the solutions of
BSEs of the forms (1.1) and (1.3).
2. Some preliminaries and an interesting generalization of Banach’s
contraction mapping principle
Throughout this paper, unless otherwise stated, K denotes the field R of real
numbers or C of complex numbers and (Ω,F , P ) a probability space. L0(F ,K)
denotes the algebra of equivalence classes of K–valued F–measurable random
variables on (Ω,F , P ), L0(F) := L0(F , R) and L¯0(F) is the set of equivalence
classes of extended real–valued F–measurable random variables on (Ω,F , P ).
Proposition 2.1 below can be regarded as the randomized version of the
supremum and infimum principle for R¯ := [−∞,+∞] and R.
Proposition 2.1. [12] Define a partial order ≤ on L¯0(F) as follows: ξ ≤
η if ξ0(ω) ≤ η0(ω) for almost all ω in Ω (briefly, ξ0 ≤ η0 a.s.), where ξ0
and η0 are respectively arbitrarily chosen representatives of ξ and η in L¯0(F).
Then (L¯0(F),≤) is a complete lattice, ∨H and ∧H respectively stand for the
supremum and infimum of a subset H of L¯0(F). Furthermore, the following
statements hold:
(1) There exist two sequences {an, n ∈ N} and {bn, n ∈ N} in H such that∨
H =
∨
n≥1 an and
∧
H =
∧
n≥1 bn.
(2) If H is directed upwards ,namely for any two elements h1 and h2 in H there
exists some h3 in H such that h3 ≥ h1
∨
h2, then {an, n ∈ N} stated above
can be chosen as nondecreasing; similarly, if H is directed downwards, then
{bn, n ∈ N} stated above can ba chosen as nonincreasing.
(3) L0(F), as a sublattice of L¯0(F), is Dedekind complete (namely, any subset
with an upper bound has a supremum).
As usual, for two elements ξ and η in L¯0(F), ξ > η means ξ ≥ η and
ξ 6= η. Very often, for an F–measurable set A, we say ξ > η on A if ξ0(ω) >
η0(ω) for almost all ω in A, where ξ0 and η0 are respectively arbitrarily chosen
representatives of ξ and η. Similarly, one can understand ξ ≥ η on A.
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In this paper, we always employ the following notation and terminologies:
L0+(F) := {ξ ∈ L0(F) | ξ ≥ 0};
L0++(F) := {ξ ∈ L0(F) | ξ > 0 on Ω};
L¯0++(F) := {ξ ∈ L¯0(F) | ξ > 0 on Ω};
IA stands for the characteristic function of A ∈ F , namely IA(ω) = 1 if ω ∈ A
and 0 otherwise and I˜A stands for the equivalence class of IA; [A] stands for
the equivalence class of A ∈ F , namely [A] := {B ∈ F | P (A △ B) = 0}, where
A △ B := (A∩Bc)∪(B∩Ac) andAc stands for the complement ofA relative to Ω;
For any two elements ξ and η in L¯0(F), let ξ0 and η0 be respectively arbitrarily
chosen representatives of ξ and η, since A := {ω ∈ Ω | ξ0(ω) > η0(ω)} only
differs by a null set for different choices of ξ0 and η0, we simply write (ξ > η)
for A for convenience, whereas [ξ > η] stands for the equivalence class of A, and
I[ξ>η] stands for I˜A. Similarly, one can understand (ξ ≥ η) or [ξ ≥ η], and so
on.
Definition 2.2. [18, 19] An ordered pair (E, ‖ · ‖) is called a random normed
module over K with base (Ω,F , P ) (briefly, an RN module) if E is a left module
over the algebra L0(F ,K) (briefly, an L0(F ,K)–module) and ‖ · ‖ is a mapping
from E to L0+(F) such that the following are satisfied:
(RNM-1) ‖x‖ = 0 implies x = θ (the null in E);
(RNM-2) ‖ξ ·x‖ = |ξ| · ‖x‖ for any (ξ, x) ∈ L0(F ,K)×E, where · : L0(F ,K)×
E → E stands for the module multiplication operation, ξ · x is often
written as ξx;
(RNM-3) ‖x+ y‖ ≤ ‖x‖+ ‖y‖ for any x and y ∈ E;
‖·‖ is called the L0–norm on E. If ‖·‖ only satisfies (RNM−2) and (RNM−3),
then it is called an L0–seminorm on E.
Example 2.3. Let (B, ‖·‖) be a normed space over K, a mapping V : (Ω,F , P )
→ B is called a random element if V −1(G) := {ω ∈ Ω | V (ω) ∈ G} ∈ F
for each open subset G of B, see [2, 3]. A random element V is said to be
simple if V only takes finitely many values. A random element V is said to be
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strongly measurable if V is a pointwise limit of a sequence of simple random
elements. It is easy to check that a random element is strongly measurable
iff its range is separable. Denote by L0(F , B) the linear space of equivalence
classes of B–valued strongly measurable random elements on (Ω,F , P ), then
L0(F , B) is an L0(F ,K)–module with the module multiplication operation · :
L0(F ,K) × L0(F , B) → L0(F , B) defined by ξx := the equivalence class of
ξ0 · x0, where ξ0 and x0 are respectively arbitrarily chosen representatives of ξ
and x for any (ξ, x) ∈ L0(F ,K) × L0(F , B) and (ξ0 · x0)(ω) = ξ0(ω) · x0(ω)
for each ω in Ω. Furthermore, L0(F , B) is an RN module over K with base
(Ω,F , P ), with the L0–norm induced by the norm ‖ · ‖, which is still denoted by
‖·‖ and is given by ‖x‖ = the equivalence class of ‖x0‖, where x0 is an arbitrarily
chosen representatives of x for any x ∈ L0(F , B) and ‖x0‖(ω) = ‖x0(ω)‖ for
any ω in Ω. Specially, L0(F ,K) is an RN module.
Example 2.4. When 1 ≤ p < +∞, (SpF0, ||| · |||p) and (L
p
F0
(FT , Rd), ||| · |||p) as
in Introduction of this paper are RN modules over R with base (Ω,F0, P ). For
p = +∞, let S∞F0 = {Y ∈ S | |||Y |||∞ :=
∧{η ∈ L¯0+(F0) | supt∈[0,T ] |Yt| ≤ η} ∈
L0+(F0)}, then it is easy to check that S∞F0 is the L0(F0)–module generated by
S∞ (see [8] for S∞) and (S∞F0 , ||| · |||∞) becomes an RN module over R with base
(Ω,F0, P ). Similarly, let L∞F0(FT , Rd) = {x ∈ L0(FT , Rd) | |||x|||∞ :=
∧{η ∈
L¯0+(F) | |x| ≤ η} ∈ L0+(F)}, then L∞F0(FT , Rd) is the L0(F0)–module generated
by L∞(FT , Rd) and (L∞F0(FT , Rd), ||| · |||∞) becomes an RN module over R with
base (Ω,F0, P ).
Proposition 2.5. [18, 19] Let (E, ‖ · ‖) be an RN module over K with base
(Ω,F , P ). For any given positive numbers ε and λ such that 0 < λ < 1, let
Nθ(ε, λ) = {x ∈ E | P{ω ∈ Ω | ‖x‖(ω) < ε} > 1 − λ}, called the (ε, λ)–
neighborhood of θ. Then {Nθ(ε, λ) | ε > 0, 0 < λ < 1} forms a local base
for some metrizable linear topology on E, called the (ε, λ)–topology. Specially,
L0(F ,K) is a Hausdorff topological algebra over K under its (ε, λ)–topology, it
is obvious that the (ε, λ)–topology on L0(F ,K) is exactly the topology of con-
vergence in probability. Further, E is a Hausdorff topological module over the
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topological L0(F ,K) when E and L0(F ,K) are endowed with their respective
(ε, λ)–topologies.
From now on, for brevity and convenience the (ε, λ)–topology for any RN
module is always denoted by Tε,λ.
The terminology “ (ε, λ)–topology ” comes from theory of probabilistic met-
ric spaces [55], where the spaces more general than RN modules are often
endowed with this kind of topology by B.Schweizer and A.Sklar. Essentially
speaking, the (ε, λ)–topology for an RN module is not locally convex in general,
for example, the simplest RN module L0(F ,K) does not admit any nontrivial
continuous linear functional if F does not contain any atom. To overcome the
difficulty, Guo introduced the notion of a.s. bounded random linear functionals,
established the Hahn–Banach theorems for them and thus led to the theory of
random conjugate spaces for RN modules. Let (E, ‖ · ‖) be an RN module over
K with base (Ω,F , P ), a linear operator f : E → L0(F ,K) is said to be a.s.
bounded if there exists some ξ ∈ L0+(F) such that |f(x)| ≤ ξ ·‖x‖ for any x ∈ E,
‖f‖ := ∧{ξ ∈ L0+(F) | |f(x)| ≤ ξ · ‖x‖ for any x ∈ E} is called the L0–norm of
f . It was proved in [18, 19, 22] that a linear operator f : E → L0(F ,K) is a.s.
bounded if and only if f is a continuous module homomorphism from (E, Tε,λ)
to (L0(F ,K), Tε,λ), in which case ‖f‖ =
∨{|f(x)| | x ∈ E and ‖x‖ ≤ 1}. De-
note by E∗ε,λ the L
0(F ,K)–module of continuous module homomorphisms from
(E, Tε,λ) to (L0(F ,K), Tε,λ), then (E∗ε,λ, ‖ · ‖) is again an RN module over K
with base (Ω,F , P ), called the random conjugate space of E under the (ε, λ)–
topology. Finally, by the Hahn–Banach theorem, ‖x‖ = ∨{|f(x)| | f ∈ E∗ and
‖f‖ ≤ 1} for any x ∈ E.
Roughly speaking, the (ε, λ)–topology is an abstract generalization of the
ordinary topology of convergence in probability, it is very natural and useful
in probability theory and stochastic finance. However, it is too weak to meet
some needs of random convex analysis, which is established to provide a convex–
analysis–like tool for conditional risk measures and related optimization prob-
lems, see [14, 33, 34, 35, 36, 37]. In 2009, the financial applications motivated
13
Filipovic´, et.al to introduce another kind of topology for an RN module in [14],
called the locally L0–convex topology. As a part of their work of [14],we state
it as follows:
Proposition 2.6. [14] Let (E, ‖·‖) be an RN module over K with base (Ω,F , P ).
For any given ε ∈ L0++(F), let Bθ(ε) = {x ∈ E | ‖x‖ < ε on Ω}, a subset
G of E is said to be open if for each g ∈ G there exists some ε ∈ L0++(F)
such that g + Bθ(ε) ⊂ G, then all such open subsets forms a Hausdorff topol-
ogy, called the locally L0–convex topology for E, denoted by Tc. Specially,
L0(F ,K) is a topological ring under its locally L0–convex topology and E is
a topological module over the topological ring L0(F ,K) when E and L0(F ,K)
are respectively endowed with their locally L0–convex topologies, in which case
{Bθ(ε) | ε ∈ L0++(F)} forms a local base for the topological module (E, Tc).
From now on, the locally L0–convex topology for any RN module is always
denoted by Tc. When (Ω,F , P ) is a trivial probability space, namely F = {Ω, ∅},
an RN module with base (Ω,F , P ) degenerates to an ordinary normed space,
at which time the (ε, λ)–topology and the locally L0–convex topology coincide.
In general, Tc is much stronger than Tε,λ and Tc is rarely a linear topology, but
there are many natural connections between the two theories derived from the
two kinds of topologies, which was first studied by Guo in [27], for example, let
(E, ‖ · ‖) be an RN module over K with base (Ω,F , P ) and E∗c the L0(F ,K)–
module of continuous module homomorphisms from (E, Tc) to (L0(F ,K), Tc),
(called the random conjugate space of E under Tc), then E∗ε,λ = E∗c , so we often
simply write E∗ for both E∗ε,λ and E
∗
c . Other deep connections are realized via
the following crucial notion– the countable concatenation property.
Definition 2.7. [27] A subset G of an L0(F ,K)–module E is said to have
the countable concatenation property (simply, G is stable )if for any sequence
{xn : n ∈ N} in G and any countable partition {An : n ∈ N} of Ω to F (
namely, each An ∈ F , An ∩ Am = ∅ for n 6= m and ∪n∈NAn = Ω) there exists
some x ∈ G such that I˜Anx = I˜Anxn for each n ∈ N .
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Remark 2.8. (1). For a subset G of an RN module (E, ‖ · ‖) or, more gen-
erally, a random locally convex module (E,P) (see [27]), if G is stable, then x
in Definition 2.7 always uniquely exists, in which case x is usually denoted by∑
n≥1 I˜Anxn. (2). Guo proved in [27] that for each Tε,λ–complete RN mod-
ule (E, ‖ · ‖), E is always stable, it is straightforward to verify that (SpF0 , ||| ·
|||p),(MpF0 , ||| · |||p) and (L
p
F0
(FT , Rd), ||| · |||p) are all Tε,λ–complete, so SpF0 ,M
p
F0
and LpF0(FT , Rd) are all stable (in fact, the verification that LpF0(FT , Rd) is sta-
ble has been done in [35]). (3). It is obvious that L0(F , B) is also stable for
any normed space. (4). It was proved in [27] that an RN module (E, ‖ · ‖) is
Tε,λ–complete if and only if both E is stable and (E, ‖ · ‖) is Tc–complete.
The following proposition is a special case of [27, Theorem 3.12], which can
be used to derive some interesting results simplifying the proofs of this paper.
Proposition 2.9. [27] Let G be a stable nonempty subset of an RN module
(E, ‖ · ‖) . Then G¯ε,λ = G¯c, where G¯ε,λ and G¯c respectively stand for the
Tε,λ–closure and the Tc–closure of G.
Lemma 2.10. Let G be a stable nonempty subset of L0(F) such that G is
bounded above (namely there exists some η ∈ L0(F) such that ξ ≤ η for any
ξ ∈ G), then for any given ε ∈ L0++(F) there exists some ξε ∈ G such that ξε >∨
G− ε on Ω. Similarly, if G is bounded below, then for any given ε ∈ L0++(F)
there exists some ξε ∈ G such that ξε <
∧
G+ ε on Ω.
Proof. We only give the proof for the case when G is bounded above, the other
case is similar.
First, G is directed upwards : for any two elements ξ1 and ξ2, let ξ3 =
I˜(ξ1<ξ2)ξ2+ I˜(ξ1≥ξ2)ξ1, then it is obvious that ξ3 ∈ G and ξ3 = ξ1
∨
ξ2. By (2) of
Proposition 2.1, there is a nondecreasing sequence {ξn, n ∈ N} of G such that
{ξn, n ∈ N} converges a.s. to
∨
G in a nondecreasing way. Since G is bounded
above,
∨
G ∈ L0(F), it is very easy to see ∨G ∈ G¯ε,λ, and hence ∨G ∈ G¯c
by Proposition 2.9, which in turn implies that there exists some ξε ∈ G for any
given ε ∈ L0++(F) such that ξε >
∨
G− ε on Ω.
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Let (E1, ‖·‖1) and (E2, ‖·‖2) be two RN modules overK with base (Ω,F , P )
and G a nonempty subset of E1 such that both G and E2 are stable. A mapping
T : G → E2 is said to be stable if T (
∑
n≥1 I˜Angn) =
∑
n≥1 I˜AnT (gn) for any
sequence {gn : n ∈ N} in G and any countable partition {An : n ∈ N} of Ω to
F . It is very to see that if T is stable, then T (G) is also stable.
Lemma 2.11. Let (E1, ‖ ·‖1) and (E2, ‖ ·‖2) be two Tε,λ–complete RN modules
over K with base (Ω,F , P ), G a stable subset of E1 and T : G → E2 is L0–
Lipschitzian (namely, there exists ξ ∈ L0+(F) such that ‖T (x1) − T (x2)‖2 ≤
ξ‖x1 − x2‖1 for any x1 and x2 in E1). Then T is stable.
Proof. We first prove that T (I˜Ax1+I˜Acx2) = I˜AT (x1)+I˜AcT (x2) for any A ∈ F
and for any x1 and x2 in G. In fact, ‖T (I˜Ax1+ I˜Acx2)− I˜AT (x1)− I˜AcT (x2)‖2 =
‖(I˜A+ I˜Ac)T (I˜Ax1+ I˜Acx2)− I˜AT (x1)− I˜AcT (x2)‖2 ≤ I˜A · I˜Ac · ξ · ‖x1−x2‖1+
I˜Ac · I˜A · ξ · ‖x1 − x2‖1 = 0, so T (I˜Ax1 + I˜Acx2) = I˜AT (x1) + I˜AcT (x2).
Second, for any sequence {xn : n ∈ N} in G and any countable partition
{An : n ∈ N} of Ω to F , let x :=
∑
n≥1 I˜Anxn, since E1 is Tε,λ–complete and
{∑kn=1 I˜Anxn, k ∈ N} is a Tε,λ–Cauchy sequence, x is exactly the limit of the
Cauchy sequence. Since
∑
n≥1 I˜Anxn =
∑k
n=1 I˜Anxn+I˜(
⋃
k
n=1 An)
c(
∑
n≥1 I˜Anxn),
T (
∑
n≥1 I˜Anxn) =
∑k
n=1 I˜AnT (xn)+I˜(
⋃
k
n=1 An)
cT (
∑
n≥1 I˜Anxn). Further, since
E2 is Tε,λ–complete,
∑
n≥1 I˜AnT (xn) = limk→∞
∑k
n=1 I˜AnT (xn). It is obvious
that I˜(
⋃
k
n=1 An)
cT (
∑
n≥1 I˜Anxn) converges in Tε,λ to θ when k →∞ by noticing
limk→∞
∑∞
n=k+1 P (An) = 0, then T (
∑
n≥1 I˜Anxn) =
∑
n≥1 I˜AnT (xn).
Let (E, ‖ · ‖) be a Tε,λ–complete RN module over K with base (Ω,F , P )
(hence E is stable), T a mapping from E to E and L : (Ω,F , P )→ N a positive
integer–valuedF–measurable random variable. Denote L(ω) =∑∞k=1 I(L=k)(ω)·
k for any ω ∈ Ω, T (L) : E → E is defined by T (L)(x) =∑∞k=1 I˜(L=k)T (k)(x) for
any x ∈ E, where T (k) stands for the k–th iteration of T .
When we study the existence and uniqueness of some BSDEs as special
cases of BSEs of the form (1.3), we need the following interesting generalization
of Banach’s contraction mapping principle (i.e., Theorem 2.13 below) since the
contraction constant is random.
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Let us first recall from [55] : an ordered pair (E, d) is called a random metric
space with base (Ω,F , P ) if E is a nonempty set and d : E×E → L0+(F) satisfies
the following three axioms: (i) d(x, y) = 0⇔ x = y; (ii) d(x, y) = d(y, x) for any
(x, y) ∈ E×E, and (iii) d(x, z) ≤ d(x, y)+d(y, z) for any x, y and z in E. In fact,
the definition is essentially an equivalent variant of the original one of a random
metric space introduced in [55]. For any given positive number ε and λ such that
0 < λ < 1, let U(ε, λ) = {(x, y) ∈ E × E | P{ω ∈ Ω | d(x, y)(ω) < ε} > 1 − λ},
then the family {U(ε, λ) | ε > 0, 0 < λ < 1} forms a base for some metrizable
uniform structure on E. Further, if the uniform structure is complete, then
(E, d) is said to be Tε,λ–complete. Similar to the proof of the classical Banach’s
contraction mapping principle, Proposition 2.12 below was proved in [17], an
application of which was given in [24].
Proposition 2.12. [17] Let (E, d) is a Tε,λ–complete random metric space with
base (Ω,F , P ) and T : E → E a mapping. If there are a positive integer l ∈ N
and ξ ∈ L0+(F) satisfying ξ < 1 on Ω such that d(T (l)(x), T (l)(y)) ≤ ξd(x, y) for
all x and y in E, then T has a unique fixed point.
Theorem 2.13. Let (E, ‖ · ‖) be a Tε,λ–complete RN module over K with base
(Ω,F , P ), G a Tε,λ–closed stable subset of E and T : G→ G a stable mapping.
If there exist some positive integer–valued F–measurable random variable L and
some ξ ∈ L0+(F) such that ξ < 1 on Ω and ‖T (L)(x) − T (L)(y)‖ ≤ ξ · ‖x − y‖
for any x and y in G, then T has a unique fixed point in G.
Proof. One can easily see from Proposition 2.12 that T (L) has a unique fixed
point x∗ ∈ G, Since T is stable, T and TL are commutative, then x∗ is also a
unique fixed point of T .
3. L0–convex compactness, random normal structure and Browder–
Kirk’s fixed point theorem in Tε,λ–complete RN modules
Let E be an L0(F ,K)–module. A nonempty subset G of E is said to be
L0–convex if ξx + (1 − ξ)y ∈ G for any x and y in G and for any ξ ∈ L0+(F)
such that 0 ≤ ξ ≤ 1.
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Definition 3.1. [33] Let (E, T ) be a Hausdorff topological module over the
topological algebra (L0(F ,K), Tε,λ) (namely, (E, T ) is a Hausdorff linear topo-
logical space over K and E is also an L0(F ,K)–module such that the module
multiplication operation · : (L0(F ,K), Tε,λ) × (E, T ) → (E, T ) is continuous).
A nonempty L0–convex subset G of E is said to be L0–convexly compact (or,
G is said to have L0–convex compactness) if any family of T –closed L0–convex
subsets of G has the nonempty intersection whenever the family has the finite
intersection property.
Let (E, ‖ · ‖) be an RN module over K with base (Ω,F , P ), then (E, Tε,λ)
is a Hausdorff topological module over the topological algebra (L0(F ,K), Tε,λ)
according to Proposition 2.6. Theorem 3.2 below, which was recently proved in
[33], gives a characterization for an L0–closed convex subset of a complete RN
module to be L0–convexly compact.
Let (E, ‖ ·‖) be a Tε,λ–complete RN module over K with base (Ω,F , P ) and
1 ≤ p ≤ +∞. Further, let Lp(E) = {x ∈ E : ‖x‖p < +∞}, where ‖x‖p denotes
the ordinary Lp–norm of ‖x‖, namely ‖x‖p = (
∫
Ω
‖x‖pdP )1/p for 1 ≤ p < +∞
and ‖x‖∞ = inf{M ∈ [0,+∞) | ‖x‖ ≤ M}, then (Lp(E), ‖ · ‖p) is a Banach
space over K. Let E∗∗ be its second random conjugate space, the canonical
mapping J : E → E∗∗ is defined by J(x)(f) = f(x) for any x ∈ E and f ∈ E∗,
then J is L0–norm–preserving by the Hahn–Banach theorem for random linear
functionals, if, in addition, J is also surjective, then (E, ‖·‖) is said to be random
reflexive. In 1997, Guo proved in [23] that (E, ‖ · ‖) is random reflexive if and
only if Lp(E) is reflexive for any given p such that 1 < p < +∞, which was
further used by Guo and Li in 2005 in [29] to prove that (E, ‖ · ‖) is random
reflexive if and only if each f ∈ E∗ can attain its L0–norm on the random
closed unit ball of E. Recently, it was proved in [33] that (E, ‖ · ‖) is random
reflexive if and only if each Tε,λ–closed L0–convex and a.s. bounded subset of
E is L0–convexly compact, where a subset G of E is said to be a.s. bounded if∨{‖g‖ : g ∈ G} ∈ L0+(F). In particular, we have obtained the following more
general result:
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Theorem 3.2. [33] Let (E, ‖ · ‖) be a Tε,λ–complete RN module over K with
base (Ω,F , P ) and G a Tε,λ–closed L0–convex subset of E. Then G is L0–
convexly compact if and only if for each f ∈ E∗ there exists g0 ∈ G such that
Re(f(g0)) =
∨{Re(f(g)) : g ∈ G}.
Definition 3.3. Let (E, ‖ · ‖) be a Tε,λ–complete RN module over K with base
(Ω,F , P ). A Tε,λ–closed L0–convex subset G of E is said to have random normal
structure if for each a.s. bounded Tε,λ–closed L0–convex subset H of G such that
D(H) :=
∨{‖x − y‖ : x, y ∈ H} > 0, there exists a nondiametral point h of
H, namely
∨{‖h − x‖ : x ∈ H} < D(H) on (D(H) > 0). D(H) is called the
random diameter of H.
To study random normal structure, let (E, ‖ · ‖) be a Tε,λ–complete RN
module over K with base (Ω,F , P ) and ξ = ∨{‖x‖ : x ∈ E}, since E is an
L0(F ,K)– module, for an arbitrarily chosen representative ξ0 of ξ, it always
holds that P{ω ∈ Ω | ξ0(ω) = +∞ or 0} = 1, let supp(E) = {ω ∈ E | ξ0(ω) =
+∞}, then supp(E) is called the support of E (supp(E) is unique a.s.). If
P (supp(E)) = 1, then E is said to have full support.
Lemma 3.4. Let (E, ‖ · ‖) be a Tε,λ–complete RN module over K with base
(Ω,F , P ) such that P (supp(E)) > 0(otherwise, E only consists of the null θ)
and A ∈ F such that A ⊂ supp(E) and P (A) > 0. Then we have the following
assertions:
(1) There exists x ∈ E such that ‖x‖ = I˜A and x = I˜Ax.
(2) Let EA = I˜AE := {I˜Ax : x ∈ E} and ‖ · ‖A : EA → L0+(A∩F) be defined by
‖y‖A := the limitation of ‖y‖ to A, where A∩F = {A∩F : F ∈ F}. Then
(A,A∩F , PA) is a probability space, where PA(A∩F ) = P (A∩F )/P (A) for
any F ∈ F . Further, for any given ξ ∈ L0(A∩F,K), let ξ0 be an arbitrarily
chosen representative of ξ, ξ0A : Ω→ K is defined by ξ0A(ω) = ξ0(ω) for any
ω ∈ A, and ξ0A(ω) = 0 for any ω ∈ Ac, and ξA stands for the equivalence
of ξ0A. Define pi : L
0(A ∩ F ,K)→ I˜AL0(F ,K) := {I˜Aη : η ∈ L0(F ,K)} by
pi(ξ) = ξA for any ξ ∈ L0(A ∩ F ,K), and define the module multiplication
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operation ∗ : L0(A ∩ F ,K)× EA → EA by ξ ∗ x = pi(ξ) · x, then it is easy
to verify the following facts: (i) pi is an algebraic isomorphism from L0(A∩
F ,K) onto I˜AL0(F ,K); (ii) since EA is a I˜AL0(F ,K)–module under the
original module multiplication, EA is an L
0(A ∩ F ,K)–module under the
induced module multiplication ∗; (iii) (EA, ‖ · ‖A) is a Tε,λ–complete RN
module over K with base (A,A∩F , PA) such that (EA, ‖·‖A) has full support,
where the module structure of EA is defined by the module multiplication ∗.
Proof. (1) It follows from [26, Lemma3.1] that there exists z ∈ E such that
‖z‖ = I˜supp(E), then x := I˜Az satisfies (1).
(2) It is obvious that ‖x‖A = 1, and hence (EA, ‖ · ‖A) has full support.
By (2) of Lemma 3.4, we can, without loss of generality, assume that (E, ‖·‖)
has full support (otherwise, we consider (Esupp(E), ‖ · ‖supp(E)) in the place of
(E, ‖ · ‖)) in the following study of random uniform convexity. Geometry of
complete RN modules began with Guo and Zeng’s paper [31], we employ the
following notation:
εF [0, 2] = {ε ∈ L0++(F) | there exists a positive number λ such that λ ≤ ε ≤ 2}.
δF [0, 1] = {δ ∈ L0++(F) | then exists a positive number η such that η ≤ δ ≤ 1}.
For a Tε,λ–complete RN module (E, ‖ · ‖) over K with base (Ω,F , P ), Ax =
(‖x‖ > 0) for any x ∈ E and Bx,y = Ax ∩ Ay ∩Ax−y for any x and y in E.
Definition 3.5. [31] Let (E, ‖ · ‖) be a Tε,λ–complete RN module over K with
base (Ω,F , P ) such that (E, ‖ · ‖) has full support. E is said to be random
uniformly convex if for each ε ∈ εF [0, 2] there exists δ ∈ δF [0, 1] such that
‖x − y‖ ≥ ε on D always implies ‖x + y‖ ≤ 2(1 − δ) on D for any x and
y ∈ U(1) and any D ∈ F such that D ⊂ Bx,y and P (D) > 0, where U(1) =
{z ∈ E | ‖z‖ ≤ 1}, called the random closed unit ball of E.
Definition 3.5 is different from the original Definition4.1 of [31], but they
are equivalent since they are both equivalent to (5) of [31, Theorem4.1]. The
definition of random uniform convexity is fruitful since it can make us prove that
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(E, ‖ · ‖) is random uniformly convex if and only if Lp(E) is uniformly convex
for some p such that 1 < p < +∞ in [31, 32]. Thus LpF0(FT , Rd) is random
uniformly convex for any p such that 1 < p < +∞ since when E = LpF0(FT , Rd),
Lp(E) is exactly Lp(FT , Rd), which is always a uniformly convex Banach space.
Besides, it is also proved that L0(F , B) is random uniformly convex if and only
if B is a uniformly convex Banach space in [31]. Finally, Zeng’s paper [59] gave
a nice discussion on random convexity modulus.
Theorem 3.6. Let (E, ‖ · ‖) be a Tε,λ–complete RN module over K with base
(Ω,F , P ) such that (E, ‖ · ‖) has full support and is random uniformly convex.
Then every Tε,λ–closed L0–convex subset G of E has random normal structure.
Proof. For any given Tε,λ–closed and a.s. bounded L0–convex subset H of
G such that D(H) :=
∨{‖x − y‖ : x, y ∈ H} > 0, we can, without loss of
generality, assume that D(H) > 0 on Ω, namely D(H) ∈ L0++(F)(otherwise,
let A = (D(H) > 0), we can consider (EA, ‖ · ‖A)(see Lemma 3.4), then for EA
we have: D(H) ∈ L0++(A ∩ F)).
Since E × E is a Tε,λ–complete RN module with the L0–norm ‖(x, y)‖ =
‖x‖ + ‖y‖ for any (x, y) ∈ E × E, H × H is Tε,λ–closed and L0–convex, it is
very easy to see H × H is stable. Further, the mapping f : H × H → L0(F)
defined by f(x, y) = ‖x − y‖ for any x and y in H is clearly L0–Lipschitzian,
then f(H × H) = {‖x − y‖ : (x, y) ∈ H × H} is stable by Lemma2.11. In
Lemma2.10, taking ε = D(H)2 yields that there exists (x, y) ∈ H ×H such that
‖x− y‖ > D(H)− D(H)2 = 12D(H) on Ω.
Let z = 12 (x+ y), then z − h = 12 [(x− h) + (y − h)] for each h ∈ H , further
let u1 =
x−h
D(H) and u2 =
y−h
D(H) , then ‖u1‖ ≤ 1, ‖u2‖ ≤ 1 and ‖u2 − u1‖ =
‖x−y‖
D(H) ≥ 12 . In Definition3.5, taking ε = 12 yields that there exists δ ∈ δF [0, 1]
such that ‖v1− v2‖ ≥ ε on D implies ‖v1+v2‖2 ≤ 1− δ on D for any v1 and v2 in
U(1) := {z ∈ E | ‖z‖ ≤ 1} and any D ∈ F such that D ⊂ Bv1,v2 and P (D) > 0.
Taking v1 = u1 and v2 = u2, then at this time Au1−u2 := (‖u1 − u2‖ > 0) = Ω
and hence Bu1,u2 = Au1∩Au2∩Au1−u2 = Au1∩Au2 . Further, letD = Au1∩Au2 ,
then it is obvious that ‖u1− u2‖ ≥ 12 on D, then ‖u1+u2‖2 ≤ 1− δ on D. On the
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other hand, it is also obvious that ‖u1+u2‖2 ≤ 12 = 1− 12 on (Au1 ∩ Au2)c.
Finally, let δˆ = δ ∧ 12 , then δˆ ∈ δF [0, 1] is such that ‖u1+u2‖2 ≤ 1 − δˆ, so
‖z−h‖
D(H) = ‖u1+u22 ‖ ≤ 1 − δˆ, i.e., ‖z − h‖ ≤ (1 − δˆ)D(H) for each h ∈ H , which
shows that
∨{‖z − h‖ : h ∈ H} ≤ (1 − δˆ)D(H) < D(H) on Ω, namely z is a
nondiametral point of H .
Corollary 3.7. Let (B, ‖ · ‖) be a uniformly convex Banach space, V a closed
convex subset of B and L0(F , V ) the set of equivalence classes of V –valued
strongly F–measurable functions on (Ω,F , P ). Then L0(F , V ), as a Tε,λ–closed
L0–convex subset of L0(F , B), has random normal structure.
Proof. It follows from Theorem3.6 and the fact that L0(F , B) is random uni-
formly convex.
The idea of proof of Theorem 3.8 is very similar to that of the classical
Browder–Kirk’s fixed point theorem [45, p.486], but it is nontrivial since it can
apply to complete RN modules, which are a kind of more general spaces than
Banach spaces and in particular include a wide class of not locally convex spaces.
Theorem 3.8. Let (E, ‖ · ‖) be a Tε,λ–complete RN module over K with base
(Ω,F , P ) and G a Tε,λ–closed L0–convex subset of E such that G is an L0–
convexly compact subset with random normal structure. Then a nonexpansive
mapping T form G to G (namely ‖T (x)−T (y)‖ ≤ ‖x−y‖ for any x and y ∈ G)
has a fixed point.
Proof. Let M = {H : H is a nonempty Tε,λ–closed L0–convex subset of G such
that T (H) ⊂ H}, then M is a partially ordered set under the usual inclusion
relation. By the L0–convex compactness of G, the Zorn’s Lemma guarantees
the existence of a minimal element H0 in M .
Lemma2.19 of [33] shows that G is a.s. bounded, so is H0. We assert that
H0 is a singleton: otherwise, D(H0) :=
∨{‖h1 − h2‖ : h1, h2 ∈ H0} > 0, let
A = (D(H0) > 0), then P (A) > 0. Since G has random normal structure,
there exists z ∈ H0 such that r :=
∨{‖z − h‖ : h ∈ H0} < D(H0) on A,
let H1 = {y ∈ H0 : H0 ⊂ B(y, r)}, where B(y, r) = {x ∈ E : ‖x − y‖ ≤
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r}, then H1 6= ∅ since z ∈ H1. Let y be any given element in H1, then
T (H0) ⊂ B(T (y), r) by the nonexpansiveness of T , and hence ConvL0(T (H0)) ⊂
B(T (y), r), where ConvL0(T (H0)) stands for the Tε,λ–closed L0–convex hull of
T (H0). Since H0 is a Tε,λ–closed L0–convex subset of G such that T (H0) ⊂ H0,
T (ConvL0(T (H0))) ⊂ ConvL0(T (H0)), then ConvL0(T (H0)) = H0 by the min-
imality of H0, so that T (y) ∈ H1, that is to say, T (H1) ⊂ H1, then H1 = H0,
and thus ‖u − v‖ ≤ r for any u and v in H0, which contradicts the fact that
r < D(H0) on A. Thus H0 consists of a single element, which is a fixed point
of T .
Corollary 3.9. Let (E, ‖ · ‖) be a Tε,λ–complete random uniformly convex RN
module, G an a.s. bounded Tε,λ–closed L0–convex subset of E and T : G → G
a nonexpansive mapping. Then T has a fixed point.
Proof. Theorem4.6 of [31] shows that E is random reflexive and further Corol-
lary 2.23 of [33] shows that G is L0–convexly compact, which, combined with
Theorem3.6, implies that T has a fixed point by Theorem3.8.
Remark 3.10. Corollay3.9 is a natural generalization of a fixed point theorem
independently due to F.E.Browder[4] and D.Go¨hde [16]. Besides, in Corol-
lay3.9, if G is only assumed to be a Tε,λ–closed L0–convex subset of E such that
T (G) is a.s. bounded, then T still has a fixed point: in fact, one only needs
to consider ConvL0(T (G)), then it is a.s. bounded, Tε,λ–closed, L0–convex and
mapped by T into itself.
4. BSEs of the form(1.3) and fixed point problems in the Tε,λ–
complete RN module Lp
F0
(FT , R
d) for p ∈ (1,+∞]
Let V belong to LpF0(FT , Rd), since LpF0(FT , Rd) = L0(F0) · Lp(FT , Rd), V
can be written as V = ξ · V1 for some ξ ∈ L0(F0) and V1 ∈ Lp(FT , Rd). As
pointed out by Cheridito and Nam in [8], one can see from Jensen’s inequality
that yV1 := E0(V1) = E[V1 | F0] ∈ Lp(F0, Rd) and from Doob’s Lp–maximal
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inequality that MV1t := E0(V1) − Et(V1) is in Mp0 , then yV := E0(V ) = ξ ·
E0(V1) ∈ L0(F0, Rd) and MVt = ξ(E0(V1)− Et(V1)) ∈MpF0,0.
Let us recall that F : SpF0×MpF0,0 → SpF0,0 satisfies condition (S), namely for
any y ∈ L0(F0, Rd) andM ∈MpF0,0 the stochastic equation Yt = y−Ft(Y,M)−
Mt for any t ∈ [0, T ] has a unique solution Y ∈ SpF0 . If F satisfies condition (S),
we denote by Y V the unique solution of the equation Yt = y
V −Ft(Y,MV )−MVt .
A BSE(1.3) depends on the generator F and terminal condition ξ, if F
satisfies condition (S) and ξ belongs to LpF0(FT , Rd) then the pair(F, ξ) define
a mapping G : LpF0(FT , Rd) → LpF0(FT , Rd) by G(V ) = ξ + FT (Y V ,MV ) for
any V ∈ LpF0(FT , Rd).
To relate solutions of the BSE(1.3) to fixed points of G, we define the two
mappings pi : SpF0 ×MpF0,0 → LpF0(FT , Rd) and φ : LpF0(FT , Rd)→ SpF0 ×MpF0,0
as follows:
pi(Y,M) = Y0 −MT for any (Y,M) ∈ SpF0 ×MpF0,0;
φ(V ) = (Y V ,MV ) for any V ∈ LpF0(FT , Rd).
If it is observed that MV is always a generalized martingale for any V ∈
LpF0(FT , Rd), then Theorem4.1 and Corollary4.2 below can be proved in the
same way that Theorem2.3 and Corollary2.4 of [8] was proved in [8], so their
proofs are omitted.
Theorem 4.1. Assume that F satisfies condition (S). Then the following hold:
(a) V = (pi ◦ φ)(V ) for all V ∈ LpF0(FT , Rd). In particular, φ is injective.
(b) If V ∈ LpF0(FT , Rd) is a fixed point of G, then φ(V ) is a solution of the
BSE(1.3).
(c) If (Y,M) ∈ SpF0 ×M
p
F0,0
solves the BSE(1.3), then pi(Y,M) is a fixed point
of G and (Y,M) = (φ ◦ pi)(Y,M).
(d) V is a unique fixed point of G in LpF0(FT , Rd) if and only if φ(V ) is a unique
solution of the BSE(1.3) in SpF0 ×MpF0,0.
In the special case when F does not depend on Y , condition (S) holds
trivially, and it is enough to find a fixed point of the mapping G0(V ) := G(V )−
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E0(G(V )) in the Tε,λ–closed submodule LpF0,0(FT , Rd) := {V ∈ LpF0(FT , Rd) |
E0(V ) = 0}.
Corollary 4.2. If F does not depend on Y , the following hold:
(a) If V ∈ LpF0,0(FT , Rd) is a fixed point of G0, then the processes Yt :=
E0(ξ) + E0(FT (M)) − Ft(M) − Mt and Mt := −Et(V ) form a solution
of the BSE(1.3) in SpF0 ×MpF0,0.
(b) If (Y,M) ∈ SpF0 ×MpF0,0 solves the BSE(1.3), then −MT is a fixed point of
G0.
(c) V is a unique fixed point of G0 in L
p
F0,0
(FT , Rd) if and only if the pair
(Y,M) given by Yt := E0(ξ)+E0(FT (M))−Ft(M)−Mt and Mt := −Et(V )
is a unique solution of the BSE(1.3) in SpF0 ×MpF0,0.
Lemma4.3 below provides a sufficient condition for F to satisfy condition (S).
For (Y,M) ∈ SpF0×MpF0,0 and k ∈ N , define F
(k)
t (Y,M) = Ft(Y
(k,M),M), where
Y (k,M) is recursively given by Y (1,M) = Y and Y
(k,M)
t = Y0−Ft(Y (k−1,M),M)−
Mt, for k ≥ 2. Then, for a positive integer–valued F0–measurable random
variable L : (Ω,F0, P ) → N , we can correspondingly have F (L)t (Y,M) =∑∞
k=1 I˜(L=k)F
(k)
t (Y,M).
Since SpF0 ,M
p
F0,0
and SpF0,0 are all stable, S
p
F0
×MpF0,0 is stable. According
to the definition before Lemma2.11, let us recall that F : SpF0 ×MpF0,0 → SpF0,0
is stable if and only if
F (
∞∑
n=1
I˜An(Y
(n),M (n))) =
∞∑
n=1
I˜AnF (Y
(n),M (n)) (4.1)
for any sequence {(Y (n),M (n)), n ∈ N} in SpF0 × MpF0,0 and any countable
partition {An, n ∈ N} of Ω to F0. The condition that F is stable is not too
restrictive, for example, when F is L0–Lipschitzian F is stable by Lemma2.11,
when the generator F is of the form: Ft(Y,M) =
∫ t
0
f(s, Ys,Ms)ds or Ft(M) =∫ t
0
∫
[0,s] g(s− r, ZMs−r, UMs−r)v(dr)ds, it is easy to see that F ia always stable.
By the way, we point out that the convention that {I˜An , n ∈ N} occurs in
the expression (4.1) comes from the theory of RN modules since we would like
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to emphasize equivalence classes, whereas the scholars working in the field of
probability theory or mathematical finance prefer the following expression (4.2)
to (4.1):
F (
∞∑
n=1
IAn(Y
(n),M (n))) =
∞∑
n=1
IAnF (Y
(n),M (n)), (4.2)
since they prefer to speak of random processes rather than their equivalence
classes, where the equality in (4.2) means that the two sides of (4.2) are stochas-
tically equivalent random processes, so the two conventions express the same
thing.
Lemma 4.3. Let p belong to (1,+∞]. If for any given y ∈ L0(F0, Rd) and any
given M ∈ MpF0,0, there exist a positive integer–valued F0–measurable random
variable L and C ∈ L0+(F) with C < 1 on Ω(i.e., C(ω) < 1 a.s.) such that
|||F (L)(Y,M) − F (L)(Y ′,M)|||p ≤ C|||Y − Y ′|||p for all Y, Y ′ ∈ SpF0 with Y0 =
Y ′0 = y, then when F is stable the SDE : Yt = y − Ft(Y,M) −Mt, ∀t ∈ [0, T ],
has a unique solution. Specially, when L is a constant, the conclusion still holds
without the stability of F .
Proof. Define H = {Y ∈ SpF0 | Y0 = y} and J : H → H by (J(Y ))t = y −
Ft(Y,M)−Mt for any Y ∈ H and any t ∈ [0, T ], then H is a Tε,λ–closed stable
subset of SpF0(and hence also Tε,λ–complete) and (J (k)(Y ))t = y−F
(k)
t (Y,M)−
Mt for any Y ∈ H, t ∈ [0, T ] and k ∈ N , and thus (J (L)(Y ))t = y−F (L)t (Y,M)−
Mt, where J
(k) is the k–th iteration of J .
When F is stable, J is obviously stable, too, then J has a unique fixed point
in H by Theorem2.13, namely, the SDE : Yt = y − Ft(Y,M)−Mt, ∀t ∈ [0, T ],
has a unique solution. The final part comes from Proposition2.12.
Proposition 4.4. If F is stable and satisfies condition (S), then G is stable.
Proof. Since G(V ) = ξ + FT (Y
V ,MV ) for any V ∈ LpF0(FT , Rd), it is obvious
that the mapping sending V ∈ LpF0(FT , Rd) to MV ∈ MpF0,0 is stable, then for
the proof of stability of G it suffices to prove that the mapping sending V to
Y V is stable.
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For any given countable partition {An, n ∈ N} of Ω to F0 and any given
sequence {Vn, n ∈ N} in LpF0(FT , Rd), let V =
∑∞
n=1 I˜AnVn. Then Y
Vn
t =
E0(Vn) − Ft(Y Vn ,MVn) −MVnt for each n ∈ N and each t ∈ [0, T ], and thus
(
∑∞
n=1 I˜AnY
Vn)t = E0(
∑∞
n=1 I˜AnVn) − Ft(
∑∞
n=1 I˜AnY
Vn ,
∑∞
n=1 I˜AnM
Vn) −
M
∑
∞
n=1 I˜AnVn
t = E0(V )−Ft(
∑∞
n=1 I˜AnY
Vn ,MV )−MVt , it follows from condition
(S) that Y V =
∑∞
n=1 I˜AnY
Vn .
5. Existence and uniqueness of solutions under L0–Lipschitz assump-
tions
Lipschitz conditions are usually imposed on the generators or drivers to
guarantee existence and uniqueness of solutions, where Lipschitz coefficients are
often nonnegative constants. However, El Karoui and Huang [13] and Ben-
der and Kohlmann [1] began to study existence and uniqueness of solutions of
BSDEs under stochastic Lipschitz conditions, where stochastic Lipschitz coef-
ficients are a nonnegative adapted process, whose results was recently used by
Sun and Guo in [56] to solve optimal mean–variance investment and reinsurance
problem for an insurer with stochastic volatility. Motivated by this, this paper
formulates our results on existence and uniqueness of solutions under a kind
of random Lipschitz assumptions, namely L0–Lipschitz assumptions. But our
study is essentially different from [13, 1], since our terminal condition belongs to
LpF0(FT , Rd) whereas the terminal condition in [13, 1] belongs to a Banach space.
“L0–Lipschitz” means that Lipschitz coefficients are F0–measurable nonnega-
tive random variables. We employ the L0–Lipschitz assumptions mainly because
our estimates are based on the L0–norms (more precisely, the conditional Lp–
norms with respect to F0) ||| · |||p on SpF0 or L
p
F0
(FT , Rd) rather than the usual
Lp–norms on Sp or Lp(FT , Rd) as in [8], in fact, one can easily construct a great
number of examples satisfying L0–Lipschitz assumptions. Besides, L0–Lipschitz
assumptions also allow us to consider some time–delayed BSDEs involving a
random measure, for example, see Proposition5.10 below.
This section provides the conditional analogues to the main results of [8] on
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existence and uniqueness of solutions under Lipschitz assumptions. When F0 is
trivial (namely, F0 only consists of the events A with P (A) = 0 or 1), our results
and the corresponding results of [8] coincide, whereas they do not include each
other in general.
For the sake of convenience, for p ∈ (1.+∞] this paper always uses ||| · |||p for
the conditional p–norms on SpF0 ,M
p
F0
and LpF0(FT , Rd), respectively, and || · ||p
for the usual p–norms on Sp,Mp and Lp(FT , Rd), respectively. We first give
the following three lemmas which expound upon some theoretical issues.
Lemma5.1 below is the conditional version of the classical Doob’s Lp–maximal
inequality.
Lemma 5.1. Let Cp =
p
p−1 for 1 < p < +∞ and C∞ = 1. Then for any
M ∈ MpF0 it always holds that |||M |||p ≤ Cp|||MT |||p, in particular |||M |||p =
|||MT |||p for p = +∞.
Proof. We first consider the case when 1 < p < +∞. Since M = ξ ·M for
some ξ ∈ L0(F0) and some M ∈ Mp, |||M |||p = |ξ| |||M |||p and |||MT |||p =
|ξ| |||(M)T |||p, it suffices to prove that |||M |||p ≤ Cp|||MT |||p. For a discrete
martingale, the conditional version of Doob’s inequality is well known, see [6,
Lemma]. For M ∈ Mp, we can similarly proceed as follows as in [6]: since
for each A ∈ F0, IA ·M still belongs to Mp, by the classical Doob’s inequality
(
∫
Ω IA sup0≤t≤T |M t|pdP )1/p ≤ pp−1 (
∫
Ω IA|M t|pdP )1/p, then E[(sup0≤t≤T |M t|
)p | F0]1/p ≤ pp−1E[|M t|p | F0]1/p, namely |||M |||p ≤ Cp|||MT |||p.
For p = +∞, if ξ ∈ L0+(F) is such that |MT | ≤ ξ, since M is a generalized
martingale, Mt = E[MT | Ft] a.s. for each fixed t ∈ [0, T ], so |Mt(ω)| ≤ ξ(ω)
for almost all ω ∈ Ω and any t ∈ [0, T ], then sup0≤t≤T |Mt| ≤ ξ follows from
the fact that M is right continuous with left limit, namely |||M |||∞ ≤ ξ. By the
definition of ||| · |||∞, one can have that |||M |||∞ ≤ |||MT |||∞, as for the converse
inequality, it is obvious that |||MT |||∞ ≤ |||M |||∞.
Let (Ω,F , P ) be a probability space and F0 a sub σ–algebra of F . Further,
for an extended F–measurable nonnegative random variable ξ : Ω → [0,+∞],
whose generalized conditional mathematical expectation E[ξ | F0] with respect
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to F0 is usually defined as the almost sure limit of the nondecreasing sequence
{E[ξ ∧ n | F0] : n ∈ N} of F0–measurable random variables. Clearly, E[ξ | F0]
is an extended F0–measurable nonnegative random variable, it is also easy to
check that ξ is conditionally integrable (or σ–integrable) with respect to F0 iff
E[ξ | F0] is almost surely finite. By the Levy’s convergence theorem
∫
A ξdP =∫
A
E[ξ | F0]dP for any A ∈ F0.
Lemma5.2 below is a conditional version of the classical Fubini’s theorem.
Again, let us recall: let (Ω,A, µ) be a σ–finite measure space, an extended real–
valued function f : Ω → [−∞,+∞] is said to be µ–measurable if there exists
an extended real–valued A–measurable function g : Ω → [−∞,+∞] and an
A–measurable Γ with µ(Γ) = 0 such that f(ω) = g(ω) for each ω ∈ Ω \ Γ.
Lemma 5.2. Let (Ω,F , P ) be a probability space, F0 a sub σ–algebra of F ,
(G, E , µ) a σ–finite measure space and f : Ω × G → [−∞,+∞] an F ⊗ E–
measurable function. Denote by g the F–measurable extended nonnegative func-
tion defined by g(ω) =
∫
G |f(ω, x)|µ(dx) for any ω ∈ Ω. (1) If g is conditionally
integrable with respect to F0, then the following three statements holds:
(i) For µ–almost all x in G, f(·, x) is conditionally integrable with respect to
F0;
(ii) The function h : Ω×G→ R defined by h(ω, x) = E[f(·, x) | F0](ω) for any
(ω, x) ∈ Ω×G is a P ⊗ µ–measurable function on (Ω×G,F0⊗E , P ⊗ µ);
(iii) E[
∫
G f(·, x)µ(dx) | F0] =
∫
GE[f(·, x) | F0]µ(dx), P–a.s.
(2) If f is nonnegative, then the extended real–valued function h : Ω × G →
[0,+∞] given by h(ω, x) = E[f(·, x) | F0](ω) for any (ω, x) ∈ Ω×G is P ⊗ µ–
measurable on (Ω×G,F0⊗E , P⊗µ), and further, one has E[
∫
G
f(·, x)µ(dx) | F0]
=
∫
G
E[f(·, x) | F0]µ(dx), P–a.s.
Proof. (1) Since g is conditionally integrable with respect to F0, there exists
some F0–measurable function ξ : Ω→ R such that ξ(ω) > 0 for each ω ∈ Ω and∫
Ω
ξ · gdP < +∞, namely ξ ·f is P ⊗µ–integrable. Let f¯ := ξ ·f , then f = 1ξ · f¯ ,
and thus we only need to prove the lemma for f¯ , namely we can, without loss
of generality, assume that f is P ⊗ µ–integrable and nonnegative.
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(i) By Fubini’s theorem, for µ–almost all x in G, f(·, x) is P–integrable, it is,
of course, conditionally integrable with respect to F0.
(ii) We can, without loss of generality, assume that µ is finite. LetM = {H ∈
F⊗E : the function h : Ω×G→ R, given by h(ω, x) = E[∫
G
IH(·, x)µ(dx) |
F0](ω) for any (ω, x) ∈ Ω × G, is P ⊗ µ–measurable on (Ω × G,F0 ⊗
E , P ⊗ µ)}, then is is clear that M ⊃ F × E := {A × B : A ∈ F and
B ∈ E} and M is a λ–class, by the monotone class theorem one has
M = F ⊗ E . Further, let {fn : n ∈ N} be a sequence of nonnegative
simple F ⊗ E–measurable functions on (Ω × G,F ⊗ E , P ⊗ µ)} such that∫
Ω×G |fn − f |d(P ⊗ µ)→ 0(n→∞), then∫
Ω
|E[
∫
G
f(·, x)µ(dx) | F0](ω)− E[
∫
G
fn(·, x)µ(dx) | F0](ω)]|P (dω)
≤
∫
Ω
E[
∫
G
|f(·, x)− fn(·, x)|µ(dx) | F0](ω)P (dω)
=
∫
Ω×G
|fn(ω, x)− f(ω, x)|P ⊗ µ(dω, dx)→ 0.
Thus, the function h : Ω×G→ R, given by h(ω, x) = E[∫
G
f(·, x)µ(dx)|F0]
(ω) for any (ω, x) ∈ Ω×G, must be P ⊗ µ–measurable.
(iii) For any A ∈ F0,
∫
A
E[
∫
G
f(·, x)µ(dx) | F0](ω)P (dω)
=
∫
A
(
∫
G
f(ω, x)µ(dx))P (dω)
=
∫
G(
∫
A f(ω, x)P (dω))µ(dx)
=
∫
G
(
∫
A
E[f(·, x) | F0](ω)P (dω))µ(dx)
=
∫
A(
∫
GE[f(·, x) | F0](ω)µ(dx))P (dω),
namely (iii) holds.
(2) Since f is nonnegative, for any n ∈ N, f∧n is P⊗µ–integrable. Let h(ω, x) =
E[f(·, x) | F0](ω) and hn(ω, x) = E[f(·, x) ∧ n | F0](ω) for any (ω, x) ∈ Ω×G,
then each hn is P ⊗ µ–measurable on (Ω ×G,F0 ⊗ E , P ⊗ µ) by (ii) as above,
so is h := the a.s.–limit of {hn : n ∈ N}.
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Further, for any A ∈ F0, one has:∫
A
(
∫
G
E[f(·, x) | F0](ω)µ(dx))P (dω)
=
∫
A
(
∫
G
(limn→∞E[f(·, x) ∧ n | F0](ω))µ(dx))P (dω)
=
∫
A
(limn→∞
∫
G
(E[f(·, x) ∧ n | F0](ω))µ(dx))P (dω)
= limn→∞
∫
A×G
(E[f(·, x) ∧ n | F0](ω))(P ⊗ µ)(dω, dx)
= limn→∞
∫
G
(
∫
A
(E[f(·, x) ∧ n | F0](ω))P (dω))µ(dx)
= limn→∞
∫
G
(
∫
A
(f(ω, x) ∧ n)P (dω))µ(dx)
=
∫
A×G
f(ω, x)P ⊗ µ(dω, dx)
=
∫
A
(
∫
G
f(ω, x)µ(dx))P (dω)
=
∫
A
(E[
∫
G
f(·, x)µ(dx) | F0](ω))P (dω).
Lemma 5.3. Let (Ω,F , P ) be a probability space and F0 a sub σ–algebra of F .
Then, for any V ∈ L2F0(F , Rd), V − E[V | F0] and E[V | F0] is conditionally
orthogonal (or, random orthogonal), and hence |||V − E[V | F0]|||2 ≤ |||V |||2.
Proof. Since L2F0(F , Rd) is a complete random inner product module (or a con-
ditional Hilbert space in terms of [38] ) under the L0–inner product (·, ·) :
L2F0(F , Rd) × L2F0(F , Rd) → L0(F0) defined by (x, y) = E[
∑d
i=1 xi · yi | F0]
for any x = (x1, x2, · · ·, xd)′ and y = (y1, y2, · · ·, yd)′ ∈ L2F0(F , Rd), where
′ stands for the transposition. Let V = (V1, V2, · · ·, Vd)′ ∈ L2F0(F , Rd), then
E[V | F0] = (E[V1 | F0], E[V2 | F0], · · ·, E[Vd | F0])′, so that |E[V | F0]|2 =∑d
i=1 E[Vi | F0]2 ≤
∑d
i=1 E[V
2
i | F0] = |||V |||22, which shows that E[V | F0] ∈
L2F0(F , Rd) by the definition of L2F0(F , Rd).
(V − E[V | F0], E[V | F0]) = E[V · E[V | F0] | F0] − E[E[V | F0] ·
E[V | F0] | F0] = E[V | F0] · E[V | F0] − E[V | F0] · E[V | F0] = 0, where
· stands for the inner product in Rd. Thus V − E[V | F0] and E[V | F0] is
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random orthogonal, further |||V |||22 = |||V − E[V | F0]|||22 + |||E[V | F0]|||22 ≥
|||V − E[V | F0]|||22.
Let us denote c2 =
1
5 , c∞ =
1
4 and cp =
p−1
4p−1 for p ∈ (1,∞) \ {2}. We start
with a general existence and uniqueness result—Theorem5.4 below, which can
be regarded as a conditional version of [8, Theorem3.1]. Although the proof of
Theorem5.4 is very similar to that of [8, Theorem3.1], we would like to give the
proof of Theorem5.4 in detail so that readers can easily understand our idea of
conditional version.
Theorem 5.4. Let ξ ∈ LpF0(FT , Rd) for some p ∈ (1,+∞]. If F is stable and
there exist an integer–valued F0–measurable random variable L : Ω → N and
C ∈ L0+(F0) with C < cp on Ω such that |||F (L)(Y,M) − F (L)(Y ′,M ′)|||p ≤
C(|||Y − Y ′|||p + |||M −M ′|||p) for all Y, Y ′ ∈ SpF0 and M,M ′ ∈ MpF0,0, then
BSE(1.3) has a unique solution (Y,M) in SpF0 ×M
p
F0,0
. When L = k for some
positive integer k ∈ N , the theorem still holds without the stability of F .
Proof. Since C < 1 on Ω, it follows from Lemma4.3 that F satisfies condition
(S). So by Lemma4.3, it is enough to prove that G has a unique fixed point
in LpF0(FT , Rd). This follows from Theorem2.13 if we can prove that G is a
random contraction on LpF0(FT , Rd).
Since for any V ∈ LpF0(FT , Rd), Y V is the unique fixed point of the map-
ping Y → E0(V ) − F (Y,MV ) − MV , it follows from the definition of F (k)
that F (k)(Y V ,MV ) = F (Y V ,MV ) for any k ∈ N , so that F (L)(Y V ,MV ) =
F (Y V ,MV ).
Hence, one has, for all V, V ′ ∈ LpF0(FT , Rd), Y Vt − Y V
′
t = E0(V )−E0(V ′)−
(F
(L)
t (Y
V ,MV )− F (L)t (Y V
′
,MV
′
))− (MVt −MV
′
t ) = E0(V − V ′)−MV−V
′
t −
(F
(L)
t (Y
V ,MV )− F (L)t (Y V
′
,MV
′
)).
Then, sup0≤t≤T |Y Vt −Y V
′
t | ≤ sup0≤t≤T |E0(V −V ′)−MV−V
′
t | + sup0≤t≤T
|F (L)t (Y V ,MV )− F (L)t (Y V
′
,MV
′
)|, it follows that |||Y V − Y V ′ |||p
≤ |||E0(V − V ′)−MV−V ′ |||p + |||F (L)(Y V ,MV )− F (L)(Y V ′ ,MV ′)|||p
≤ |||E0(V − V ′)−MV−V ′ |||p + C(|||Y V − Y V ′ |||p + |||MV −MV ′ |||p).
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In particular, |||Y V −Y V ′ |||p ≤ 11−C (|||E0(V −V ′)−MV−V
′ |||p+C|||MV−V ′ |||p),
and thus we have:
|||G(V )−G(V ′)|||p
= |||F (L)T (Y V ,MV )− F (L)T (Y V
′
,MV
′
)|||p
≤ C(|||Y V − Y V ′ |||p + |||MV −MV ′ |||p)
≤ C
1− C (|||E0(V − V
′)−MV−V ′ |||p + C|||MV−V ′ |||p) + C|||MV−V ′ |||p
=
C
1− C (|||E0(V − V
′)−MV−V ′ |||p + |||MV−V ′ |||p)
By Lemma5.1, if we let Cp =
p
p−1 for p ∈ (1,+∞) and C∞ = 1, then
|||MV−V ′ |||p ≤ Cp|||V − V ′ − E0(V − V ′)|||p and |||E0(V − V ′)−MV−V ′ |||p ≤
Cp|||V − V ′|||p.
Hence, |||MV−V ′ |||p
≤


2|||V − V ′ − E0(V − V ′)|||2 ≤ 2|||V − V ′|||2 by Lemma5.3, for p = 2,
Cp|||V − V ′ − E0(V − V ′)|||p ≤ 2Cp|||V − V ′|||p by Lemma5.1, for p 6= 2.
and |||G(V )−G(V ′)|||p
≤


4C
1− C |||V − V
′|||2, for p = 2,
3Cp
C
1− C |||V − V
′|||p, for p 6= 2.
This shows that G is a random contraction.
The final part of the theorem can be seen by applying Proposition2.12 instead
of Theorem2.13.
If the generator is of integral form Ft(Y,M) =
∫ t
0
f(s, Y,M)ds for a driver
f : [0, T ] × Ω × SpF0 ×MpF0,0 → Rd, then BSE(1.3) becomes a BSDE of the
general form:
Yt = ξ +
∫ T
t
f(s, Y,M)ds+MT −Mt (5.1)
If for an equivalence class X of a RCLL measurable process, one denotes
|||X |||p,[0,t] := E[(sup0≤s≤t |Xs|)p | F0]1/p for p ∈ (1,+∞) and |||X |||∞,[0,t] :=∧{η ∈ L¯0+(F0) | sup0≤s≤t |Xs| ≤ η}.
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Proposition5.5 below can be regarded as the conditional version of [8, Propo-
sition3.3].
Proposition 5.5. Let ξ ∈ LpF0(FT , Rd) for some p ∈ (1,+∞]. Then the
BSDE(5.1) has a unique solution (Y,M) ∈ SpF0 × MpF0,0 for every driver
f : [0, T ]× Ω× SpF0 ×MpF0,0 → Rd satisfying the following conditions:
(i) For all (Y,M) ∈ SpF0 ×MpF0,0, f(·, Y,M) is progressively measurable with
||| ∫ T
0
|f(t, 0, 0)|dt|||p < +∞, P–a.s.
(ii) There exist C1 ∈ L0++(F0) and C2 ∈ L0+(F0) with C2 < cpC1eC1T−1 on Ω
such that |||f(t, Y,M) − f(t, Y ′,M ′)|||p ≤ C1|||Y − Y0 +M − (Y ′ − Y ′0 +
M ′)|||p,[0,t]+C2(|Y0−Y ′0 |+ |||M −M ′|||p) for all (Y,M), (Y ′,M ′) ∈ SpF0×
MpF0,0. Where |Y0−Y ′0 | := (
∑n
i=1(Y0,i−Y ′0,i)2)1/2, Y0,i stands for the i–th
component of the random vector Y0, since Y0 and Y
′
0 are F0–measurable,
|Y0 − Y ′0 | = |||Y0 − Y ′0 |||p for any p ∈ (1,+∞].
Proof. Let q = pp−1 ∈ [1,+∞) and denote LqF0(FT ) = L
q
F0
(FT , R1), then
LqF0(FT )∗ ∼= LpF0(FT ) (namely the random conjugate space of LqF0(FT ) is
LpF0(FT )), see [14, 27] for details. For any x ∈ LpF0(FT ), it is well known
that |||x|||p =
∨{|E[xy | F0]| : y ∈ LqF0(FT ) and |||y|||q ≤ 1}
We want to prove that ||| ∫ T0 |f(t, Y,M)|dt|||p < +∞(P–a.s.) for all (Y,M) ∈
SpF0×M
p
F0,0
. Since ||| ∫ T
0
|f(t, Y,M)|dt|||p ≤ |||
∫ T
0
|f(t, Y,M)−f(t, 0, 0)|dt|||p+
||| ∫ T0 |f(t, 0, 0)|dt|||p, we only need to prove that ||| ∫ T0 |f(t, Y,M) − f(t, 0, 0)|dt
|||p < +∞(P–a.s.).
For each n ∈ N, (∫ T0 |f(t, Y,M)− f(t, 0, 0)|dt) ∧ n 1p ∈ LpF0(FT ), so
|||(∫ T
0
|f(t, Y,M)− f(t, 0, 0)|dt) ∧ n 1p |||p
=
∨{E[((∫ T0 |f(t, Y,M) − f(t, 0, 0)|dt) ∧ n 1p ) · |y| | F0] : y ∈ LqF0(FT ) and
|||y|||q ≤ 1}
≤ ∨{E[(∫ T
0
|f(t, Y,M)− f(t, 0, 0)|dt) · |y| | F0] : y ∈ LqF0(FT ) and |||y|||q ≤ 1}
=
∨{E[∫ T0 (|f(t, Y,M)− f(t, 0, 0)| · |y|)dt | F0] : y ∈ LqF0(FT ) and |||y|||q ≤ 1}
=
∨{∫ T
0
E[(|f(t, Y,M)−f(t, 0, 0)|·|y|) | F0]dt : y ∈ LqF0(FT ) and |||y|||q ≤ 1}(by
(2) of Lemma5.2).
≤ ∨{∫ T
0
||||f(t, Y,M)− f(t, 0, 0)|||p · |||y|||qdt : y ∈ LpF0(FT ) and |||y|||q ≤ 1}
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≤ ∫ T
0
||||f(t, Y,M)− f(t, 0, 0)|||pdt
≤ TC1|||Y − Y0 +M |||p + TC2(|Y0|+ |||M |||p).
So ||| ∫ T0 |f(t, Y,M)−f(t, 0, 0)|dt|||p = limn→∞|||(∫ T0 |f(t, Y,M)−f(t, 0, 0)|dt)∧
n
1
p |||p ≤ TC1|||Y − Y0 + M |||p + TC2(|Y0| + |||M |||p) < +∞(P–a.s), namely
Ft(Y,M) =
∫ t
0 f(s, Y,M)ds is a well–defined mapping from S
p
F0
× MpF0,0 to
SpF0,0. Besides, it follows from (ii) that F is easily checked to be stable by a
similar reasoning used in the proof of Lemma2.11.
For given Y, Y ′ ∈ SpF0 and M,M ′ ∈M
p
F0,0
, set
δ := C2C1 (|Y0 − Y ′0 |+ |||M −M ′|||p),
H0t := H
0 := 2(|||Y − Y ′|||p + |||M −M ′|||p),
H
(k)
t := |||F (k)(Y,M)− F (k)(Y ′,M ′)|||p,[0,t], k ∈ N.
Then H
(k)
t ≤
∫ t
0 |||f(s, Y (k,M),M)− f(s, (Y ′)(k,M
′),M ′)|||pds
≤ ∫ t
0
(C1H
(k−1)
s + C2(|Y0 − Y ′0 |+ |||M −M ′|||p))ds
≤ C1
∫ t
0 (H
(k−1)
s + δ)ds,
and by iteration,
H
(k)
t ≤
(C1t)
k
k!
H0 + (C1 + · · ·+ (C1t)
k
k!
)δ.
In particular,
|||F (k)(Y,M)− F (k)(Y ′,M ′)|||p
≤ 2 (C1T )kk! (|||Y −Y ′|||p+ |||M −M ′|||p)+(eC1T −1)C2C1 (|Y0−Y ′0 |+ |||M −M ′|||p)
for any k ∈ N .
Since (eC1T − 1)C2C1 < cp on Ω and {
(C1T )
k
k! : k ∈ N} converges a.s. to 0,
let Bk = (2
(C1T )
k
k! + (e
C1T − 1)C2C1 < cp) for any k ∈ N , then ∪k∈NBk = Ω.
Further, let A1 = B1 and Ak = Bk \ Bk−1 for any k ≥ 2, then {Ak : k ∈ N}
forms a countable partition of Ω to F0. Now, define L : Ω → N by L(ω) =∑∞
k=1 k ·IAk(ω), for any ω ∈ Ω, then |||F (L)(Y,M)−F (L)(Y ′,M ′)|||p ≤ C(|||Y −
Y ′|||p+ |||M −M ′|||p) with C :=
∑∞
k=1(2
(C1T )
k
k! +(e
C1T − 1)C2C1 )I˜Ak < cp on Ω,
and the proposition follows from Theorem5.4.
Remark 5.6. Although there exists some similarity between Proposition3.3 of
[8] and Proposition5.5 here, the biggest differences between them lie in the fol-
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lowing two points: (1). Here, we need a random iteration T (L), which is required
by randomness of C1 and C2; (2). ||Y0 − Y ′0 ||p in [8, Proposition3.3] is replaced
by |Y0 − Y ′0 | here.
Similarly to [8], we may also consider generalized Lipschitz BSDEs based
on a Brown motion and a Poisson random measure. For this, let W be an n–
dimensional Brown motion and N an independent Poisson random measure on
[0, T ]× E for E = Rm \ {0} with an intensity measure of the form dtµ(dx) for
a measure µ over the Borel σ–algebra B(E) of E satisfying ∫E(1∧ |x|2)µ(dx) <
+∞.
Denote by N˜ the compensated random measure N(dt, dx) − dtµ(dx) and
assume that, for A ∈ B(E) with µ(A) < +∞, {N˜([0, t] × A) : t ∈ [0, T ]} and
W are martingales with respect to the filtration F := (Ft)t∈[0,T ]. First, let us
recall the following space of integrands used in [8]:
(i) H2: the Banach space of equivalence class of Rd×n–valued predictable
processes Z satisfying ||Z||2 := (
∫ T
0 E[|Zt|2]dt)1/2 < +∞.
(ii) L2(N˜) : the Banach space of equivalence classes of P ⊗ B(E)–measurable
mappings U : [0, T ]×Ω×E→ Rd such that ||U ||2 := (
∫ T
0 (
∫
E E|Ut(x)|2µ(dx
))dt)
1
2 < +∞.
Where P is the σ–algebra of F–predictable subsets of [0, T ]× Ω.
Any square–integrable F–martingale M ∈ Mp0 has a unique representation
of the form
Mt =
∫ t
0
ZMs dW +
∫ t
0
∫
E
UMs (x)N˜(ds, dx) +K
M
t (5.2)
for a triple (ZM , UM ,KM ) ∈ H2 × L2(N˜) × M20 such that KM is strongly
orthogonal to W and N˜ , see, e.g., [41, 42]. This makes it possible for Cheridito
and Nam [8] to consider BSDEs
Yt = ξ +
∫ T
t
f(s, Y, ZM , UM )ds+MT −Mt (5.3)
for terminal condition ξ ∈ L2(FT )d and drivers f : [0, T ]×Ω×S2×H2×L2(N˜)→
Rd.
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Proposition3.7, Corollary3.9 and Propositioin3.10 of [8] are based on the ex-
istence,uniqueness and isometry of the decomposition(5.2) as above. To give the
conditional versions of the three propositions, we need the existence, unique-
ness and isometry of the following decomposition (see Lemma5.7 below) for
M ∈ M2F0,0. For this, let us first introduce the following Tε,λ–complete RN
modules:
H2F0 : the Tε,λ–complete RN module of equivalence classes of Rd×n–valued pre-
dictable processes Z satisfying |||Z|||2 := E[
∫ T
0 |Zt|2dt | F0]
1
2 < +∞, P–
a.s., which is endowed with the L0–norm ||| · |||2 : H2F0 → L0+(F0) given
by |||Z|||2 = E[
∫ T
0 |Zt|2dt | F0]
1
2 .
L2F0(N˜) : the Tε,λ–complete RN module of equivalence classes of P ⊗ B(E)–
measurable mappings U : [0, T ]× Ω × E → Rd such that |||U |||2 :=
E[
∫ T
0 (
∫
E |Ut(x)|2µ(dx))dt | F0]
1
2 < +∞, P–a.s., which is endowed
with the L0–norm ||| · |||2 : L2F0(N˜) → L0+(F0) given by |||U |||2 :=
E[
∫ T
0
(
∫
E
|Ut(x)|2µ(dx))dt | F0] 12 .
⊕
M
2
F0,0 : = L
0(F0) · ⊕M20 := {ξ · M : ξ ∈ L0(F0) and M ∈ ⊕M20}, where
⊕
M
2
0 := {M ∈ M20 : M is strongly orthogonal to W and N˜}(it is
easy to see that ⊕M
2
0 is a closed subspace of the Banach space M
2
0 ).
The L0–norm on ⊕M
2
F0,0 is the restriction of the L
0–norm ||| · |||2
on M2F0,0 to
⊕
M
2
F0,0, it is easy to check that (
⊕
M
2
F0,0, ||| · |||2) is a
Tε,λ–complete RN module over R with base (Ω,F0, P ).
According to the property of a generalized conditional mathematical expec-
tation, it is easy to see that L2F0(N˜) = L
0(F0) · L2(N˜) and H2F0 = L0(F0) ·H2.
We can now give a key lemma as follows:
Lemma 5.7. EveryM ∈M2F0,0 can be uniquely decomposed asMt =
∫ t
0
ZMs dWs
+
∫ t
0
∫
E U
M
s (x)N˜(ds, dx)+K
M
t (for each t ∈ [0, T ]) for a triple (ZM , UM ,KM ) ∈
H2F0 × L2F0(N˜)× ⊕M2F0,0. Further, one has the isometry
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E[|Mt|2 | F0] =
∫ t
0
E[|ZMs |2 | F0]ds+
∫ t
0
(
∫
E
E[|UMs (x)|2 | F0]µ(dx))ds
(5.4)
+E[|KMt |2 | F0]
Proof. For (ZM , UM ) ∈ H2F0 × L2F0(N˜), there exist ξ1 ∈ L0(F0) and Z(1) ∈
H2 such that ZM = ξ1 · Z(1), and there exists ξ2 ∈ L0(F0) and U (2) ∈
L2(N˜ ) such that ZM = ξ2 · U (2). Clearly, stochastic integrals
∫ t
0
Z
(1)
s dWs and∫ t
0
∫
E
U
(2)
s (x)N˜ (ds, dx) are both inM20 , even
∫ t
0
ZMs dWs and
∫ t
0
∫
E
UMs (x)N˜ (ds,
dx) are both well–defined and both locally square–integrable martingales, see
[41] for details. It is also obvious that
∫ t
0
ZMs dWs = ξ1 ·
∫ t
0
Z
(1)
s dWs and∫ t
0
∫
E U
M
s (x)N˜(ds, dx) = ξ2 ·
∫ t
0 U
(2)
s (x)N˜ (ds, dx) are both generalized martin-
gales.
SinceM ∈M2F0,0, there exists ξ ∈ L0(F0) and Mˆ ∈M20 such thatM = ξ ·Mˆ ,
then applying the decomposition(5.2) to Mˆ yields a unique triple (ZMˆ , UMˆ ,KMˆ )
∈ H2×L2(N˜)× ⊕M20 such that Mˆt =
∫ t
0 Z
Mˆ
s dWs+
∫ t
0
∫
E U
Mˆ
s (x)N˜ (ds, dx)+K
Mˆ
t
for each t ∈ [0, T ], it is also well known that the following isometry holds, see,
e.g.,[42]:
E[|Mˆt|2] =
∫ t
0
E|ZMˆt |2ds+
∫ t
0
∫
E
E|UMˆs |2µ(dx)ds + E|KMˆt |2, (5.5)
for each t ∈ [0, T ].
Thus Mt = ξ · Mˆt =
∫ t
0 ξ · ZMˆt dWs +
∫ t
0
∫
E ξ · UMˆs (x)N˜ (ds, dx) + ξ · KMˆt ,
taking ZM = ξ · ZMˆ , UM = ξ · UMˆ and KM = ξ ·KMˆ proves the existence of
(ZM , UM ,KM ) ∈ H2F0 × L2F0(N˜) × ⊕M2F0,0. We will prove the uniqueness of
(ZM , UM ,KM ) as follows.
Let M = ξ · Mˆ be as above. Further, let ZM = ξ1 ·Z(1), UM = ξ2 ·U (2) and
KM = ξ3·K(3) for some (ξ1, ξ2, ξ3, Z(1), U (2),K(3)) ∈ L0(F0)×L0(F0)×L0(F0)×
H2×L2(N˜)× ⊕M20. Putting L := |ξ|+ |ξ1|+ |ξ2|+ |ξ3|+1, then L ∈ L0++(F0).
Further, denote M¯ = M/L, Z¯ = ZM/L, U¯ = UM/L and K¯ = KM/L, then
M¯t =
∫ t
0
Z¯sdWs +
∫ t
0
∫
E
U¯s(x)N˜(ds, dx) + K¯t for each t ∈ [0, T ]. It is easy to
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observe that M¯ ∈ M20 , Z¯ ∈ H2, U¯ ∈ L2(N˜) and K¯ ∈ ⊕M20, it follows from
the uniqueness of the decomposition(5.2) for M¯ that (Z¯, U¯ , K¯) is unique, so is
(ZM , UM ,KM ).
Now that we have proved the uniqueness of (ZM , UM ,KM ), then for M =
ξ · Mˆ with ξ ∈ L0(F0) and Mˆ ∈ M20 , one has ZM = ξ · ZMˆ , UM = ξ · UMˆ and
KM = ξ ·KMˆ . Since, for any A ∈ F0, IA · Mˆ ∈M20 , and IA · Mˆ can be uniquely
written as IA · Mˆt =
∫ t
0 IA · ZMˆs dWs +
∫ t
0
∫
E IA · UMˆs (x)N˜ (ds, dx) + IA · KMˆt
for each t ∈ [0, T ]. Again by the isometry of the decomposition(5.2), one has
E[IA|Mˆt|2] =
∫ t
0 E[IA|ZMˆs |2]ds+
∫ t
0
∫
E E[IA · |UMˆs (x)|2]µ(dx)ds + E[IA|KMˆt |2],
namely, E[|Mˆt|2 | F0] =
∫ t
0
E[|ZMˆs |2 | F0]ds+
∫ t
0
∫
E
E[|UMˆs (x)|2 | F0]µ(dx)ds+
E[|KMˆt |2 | F0], from which (5.4) follows.
Lemma5.7 makes it possible for us to consider BSEDs
Yt = ξ +
∫ T
t
f(s, Y, ZM , UM )ds+MT −Mt (5.6)
for terminal conditions ξ ∈ L2F0(FT , Rd) and drivers
f : [0, T ]× Ω× S2F0 ×H2F0 × L2F0(N˜)→ Rd. (5.7)
Proposition 5.8. The BSDE(5.6) has a unique solution (Y,M) ∈ S2F0×M2F0,0
for every terminal condition ξ ∈ L2F0(FT , Rd) and driver f : [0, T ]×Ω× S2F0 ×
H2F0 × L2F0(N˜)→ Rd satisfying the following two conditions:
(i) For all (Y, Z, U) ∈ S2F0 × H2F0 × L2F0(N˜), f(t, Y, Z, U) is progressively
measurable with ||| ∫ T0 |f(t, 0, 0, 0)|dt|||2 < +∞, P–a.s.
(ii) There exists C ∈ L0+ such that∫ T
t
|||f(s, Y, Z, U)− f(s, Y ′, Z ′, U ′)|||2ds
≤ C
∫ T
t
(|||Ys − Y ′s |||2 + |||Zs − Z ′s|||2 + |||Us − U ′s|||2)ds
for all t ∈ [0, T ] and (Y, Z, U), (Y ′, Z ′, U ′) ∈ S2F0 ×H2F0 × L2F0(N˜), where
|||Us − U ′s|||2 = E[
∫
E
|(Us − U ′s)(x)|2µ(dx) | F0]1/2.
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Proof. Choose δ ∈ L0++(F0) such that C
√
3δ(δ + 1) < 15 on Ω and k := T/δ˜ is
an F0–measurable positive integer–valued random variable, where δ˜ is a chosen
representative of δ. As usual, for any η ∈ L0(F0), δ˜ · η is interpreted as δ ·
η and the integral
∫ T
T−δ˜
|f(s, Y, ZM , UM )|ds is interpreted as ∫ T
0
I[T−δ,T ](s) ·
|f(s, Y, ZM , UM )|ds.
By the isometry (5.4), one has, for every M ∈M2F0,0,
(
∫ t
0
|||ZMs |||2 + |||UMs |||2ds)2
≤ t
∫ t
0
(|||ZMs |||2 + |||UMs |||2)2ds
≤ 2t
∫ t
0
|||ZMs |||22 + |||UMs |||22ds
≤ 2t|||Mt|||22.
(5.8)
Therefore, one obtains from the assumptions for all (Y,M) ∈ S2F0 ×M2F0,0,
|||
∫ T
T−δ˜
|f(s, Y, ZM , UM )|ds|||2
≤
∫ T
T−δ˜
|||f(s, Y, ZM , UM )− f(s, 0, 0, 0)|||2ds+ |||
∫ T
T−δ˜
|f(s, 0, 0, 0)|dt|||2 (by the
same argument as in the proof of Proposition5.5)
≤ |||
∫ T
T−δ˜
|f(s, 0, 0, 0)|ds|||2 + C ·
∫ T
T−δ˜
(|||Ys|||2 + |||ZMs |||2 + |||UMs |||2)ds
≤ |||
∫ T
0
|f(s, 0, 0, 0)|ds|||2 + C(
∫ T
0
|||Y |||2ds+
∫ T
0
(|||ZMs |||2 + |||UMs |||2)ds)
≤ |||
∫ T
0
|f(s, 0, 0, 0)|ds|||2 + CT |||Y |||2 + C
√
2T |||M |||2(by (5.8)).
This shows that Ft(Y.M) :=
∫ t
0 f(s, Y, Z
M , UM )I[T−δ˜,T ](s)ds defines a process
in S2F0,0.
Furthermore, by the isometry(5.4) and the same argument as in [8, Propo-
sition3.7] one only need to replace the norm || · ||2 there with the conditional 2–
norm |||·|||2 here to obtain that |||F (Y,M)−F (Y ′,M ′)|||2 ≤ C
√
3δ(δ + 1)(|||Y −
Y ′|||2+|||M−M ′|||2) for all (Y,M), (Y ′,M ′) ∈ S2F0×M2F0,0. Since C
√
3δ(δ + 1)
< 15 on Ω, one obtains from the final part of Theorem5.4 that the BSDE :
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Yt = ξ +
∫ T
t
f(s, Y, ZM , UM )I[T−δ˜,T ](s)ds + MT − Mt has a unique solution
(Y (k),M (k)) in S2F0 ×M2F0,0. Now consider the BSDE
Yt = Y
(k)
T−δ˜
+
∫ T−δ˜
t
f (k−1)(s, Y, ZM , UM )I[T−2δ˜,T−δ˜](s)ds+MT−δ˜ −Mt (5.9)
on the random time interval [0, T− δ˜], where f (k−1) is given by f (k−1)(s, Y, Z, U)
:= f(s, (Y, Z, U)I[0,T−δ˜] + (Y
(k), ZM
(k)
, UM
(k)
)I[T−δ˜,T ]). Then the conditions
(i)–(ii) still hold. So (5.9) has a unique solution (Y (k−1),M (k−1)) in S2F0×M2F0,0
over the random time interval [0, T − δ˜]. Repeating the same argument, one
obtains solutions (Y (j),M (j)), j = 1, 2, · · ·, · · ·, k. The remaining part of the
proof is the same as the final part of the proof of [8, Propositin 3.7], so is
omitted.
Corollary 5.9. The BSDE Yt = ξ +
∫ T
t f(s, Ys, Z
M
s , U
M
s )ds +MT −Mt has
a unique solution (Y,M) ∈ S2F0 × M2F0,0 for every terminal condition ξ ∈
L2F0(FT , Rd) and driver f : [0, T ]×Ω×L2F0(FT , Rd)×L2F0(FT , Rd×n)×L2F0(Ω×
E,FT ⊗ B(E), P ⊗ µ;Rd)→ Rd satisfying the following two conditions:
(i) For all (Y, Z, U) ∈ S2F0×H2F0×L2F0(N˜), f(· , Y· , Z· , U·) is progressively
measurable with ||| ∫ T0 |f(t, 0, 0, 0)|dt|||2 < +∞(P–a.s.).
(ii) There exists C ∈ L0+(F) such that |||f(t, Yt, Zt, Ut) − f(t, Y ′t , Z ′t, U ′t)|||2 ≤
C(|||Yt − Y ′t |||2 + |||Zt − Z ′t|||2 + |||Ut − U ′t |||2) for all t ∈ [0, T ] and
(Y, Z, U), (Y ′, Z ′, U ′) ∈ S2F0 × H2F0 × L2F0(N˜) where L2F0(Ω × E,FT ⊗
B(E), P ⊗ µ;Rd) is the Tε,λ–complete RN module of equivalence classes
of Rd–valued FT ⊗ B(E)–measurable functions U on Ω × E satisfying
E[
∫
E
|U(·, x)|2µ(dx) | F0] 12 < +∞ (P–a.s.), which is endowed with the
L0–norm ||| · |||2 given by |||U |||2 = E[
∫
E |U(·, x)|2µ(dx) | F0]
1
2 for any
U ∈ L2F0(Ω × E,FT ⊗ B(E), P ⊗ µ;Rd). It is also easy to check that
L2F0(Ω× E,FT ⊗ B(E), P ⊗ µ;Rd) = L0(F0) · L2(Ω× E,FT ⊗ B(E), P ⊗
µ;Rd).
Allowing Lipschitz coefficients to be random makes it possible for us to
consider the following time–delayed BSDEs involving a random measure v.
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Let us recall that v : Ω× B[0, T ]→ R1 is called an F0–measurable finite Borel
random measure if, for ω ∈ Ω, v(ω, ·) : B[0, T ]→ R1 is a finite Borel measure on
[0, T ], and, for each Borel subset B of [0, T ], v(·, B) : Ω→ R1 is F0–measurable.
Proposition 5.10. Let ξ ∈ L2F0(FT , Rd) and v be an F0–measurable finite
Borel random measure on [0, T ]. Then the BSDE
Yt = ξ +
∫ T
t
∫
[0,s]
g(s− r, ZMs−r, UMs−r)v(dr)ds +MT −Mt (5.10)
has a unique solution (Y,M) ∈ S2F0 ×M2F0,0 for each mapping g : [0, T ]× Ω×
L2F0(FT , Rd×n) × L2F0(Ω × E,FT ⊗ B(E), P ⊗ µ;Rd) → Rd satisfying the two
conditions:
(i) For all (Z,U) ∈ H2F0 ×L2F0(N˜), g(·, ·, Z·, U·) is progressively measurable and
||| ∫ T
0
|g(t, 0, 0)|dt|||2 < +∞(P–a.s.).
(ii) There exists C1 ∈ L0+(F) such that
|||g(t, Zt, Ut)− g(t, Z ′t, U ′t)|||2 ≤ C1(|||Zt − Z ′t|||2 + |||Ut − U ′t |||2)
for all t ∈ [0, T ] and (Z,U), (Z ′, U ′) ∈ H2F0 × L2F0(N˜).
Proof. The generator corresponding to the BSDE(5.10) is given by Ft(M) =∫ t
0
∫
[0,s]
g(s − r, ZMs−r, UMs−r)v(dr)ds. Since it does not depend on Y , it satisfies
condition(S). So, by Theorem4.1, it is enough to show that there exists a unique
V ∈ L2F0(FT , Rd) such that
V = G(V ) = ξ +
∫ T
0
∫
[0,s]
g(s− r, ZMVs−r , UM
V
s−r )v(dr)ds. (5.11)
From Fubini’s theorem and a change of variable, one obtains
∫ T
0
∫
[0,s]
g(s −
r, ZM
V
s−r , U
MV
s−r )v(dr)ds =
∫ T
0 v([0, T − s])g(s, ZM
V
s , U
MV
s )ds. Since the driver
h(s, Zs, Vs) = v([0, T −s])g(s, Zs, Us) satisfies the conditions of Corollary 5.9 for
the L0–Lipschitz coefficient C := v[0, T ]·C1, the BSDE Yt = ξ+
∫ T
t
h(s, ZMs , U
M
s )
ds +MT −Mt has a unique solution (Y,M) ∈ S2F0 ×M2F0,0. The associated
generator, F˜t(M) =
∫ T
0
h(s, ZMs , U
M
s )ds, does not depend on Y either. So it
also satisfies condition (S), and one obtains from Theorem4.1 that there exists
a unique V ∈ L2F0(FT , Rd) satisfies (5.11).
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6. Existence of solutions of BSEs and BSDEs of nonexpansive type
BSE(1.1) and the corresponding BSDEs have been thoroughly studied
in [8] by making full use of Banach’s contraction mapping principle and Kras-
noselskii’s fixed theorem. In this section we first make full use of the classical
Browder–Kirk’s fixed point theorem to continue the study of BSE(1.1), then
we make full use of our generalized Browder–Kirk’s fixed point theorem given
in Section3 to study BSE(1.3). Results in this section are completely new.
Throughout this section, we always assume p ∈ (1,+∞). BSE(1.1) is said
to be of nonexpansive type if the generator F : Sp ×Mp0 → Sp0 satisfies con-
dition (S) and for a given terminal condition ξ ∈ Lp(FT )d(:= Lp(FT , Rd))
the corresponding operator G determined by (F, ξ) is nonexpansive, namely
‖G(V ) − G(V ′)||p ≤ ||V − V ′||p for all V, V ′ ∈ Lp(FT )d(please bear in mind:
G(V ) = ξ + FT (Y
V ,MV ) for any V ∈ Lp(FT )d). Similarly, one can have the
notion of “BSE(1.3) being of nonexpansive type”.
Theorem6.1 below is almost clear, but since it is frequently employed in the
sequel, we would like to summarize and prove it.
Theorem 6.1. BSE(1.1) has a solution (Y,M) ∈ Sp ×Mp0 if it is of nonex-
pansive type and there exists a bounded closed convex subset H of Lp(FT )d such
that G maps H into H(namely G(H) ⊂ H).
Proof. Since 1 < p < ∞, Lp(FT )d is uniformly convex, then H is weakly com-
pact with normal structure, so G has a fixed point in H by the Browder–Kirk’s
fixed point theorem, which means that BSE(1.1) has a solution by Theorem2.3
of [8].
Corollary 6.2. BSE(1.1) has a solution (Y,M) ∈ Sp×Mp0 if it is of nenexpan-
sive type and there exists a positive number R1 such that ||ξ||p + sup{||FT (Y V ,
MV )||p : V ∈ Lp(FT )d and ||V ||p ≤ R1} ≤ R1. In particular, when {FT (Y V ,
MV ) : V ∈ Lp(FT )d} is a bounded set of Lp(FT )d, such a R1 always exists.
Proof. Let H = {V ∈ Lp(FT )d : ||V ||2 ≤ R1}, then G(H) ⊂ H , so the proof
follows from Theorem6.1. When R2 := sup{||FT (Y V ,MV )||2 : V ∈ Lp(FT )d} <
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+∞, taking R1 = ||ξ||2 +R2 ends the proof of this corollary.
Example 6.3. Let f : Rd → Rd be a bounded Lipschitzian function such that
f(0) = 0 and the Lipschitz constant of f is 1. Define F : Sp ×Mp0 → Sp0 by
Ft(Y,M) =
1
2Cp
f [ tT (Y0 −Mt)] for all (Y,M) ∈ Sp ×Mp0 and t ∈ [0, T ], where
Cp =
p
p−1 . Then BSE(1.1) has a solution.
Proof. It is obvious that F satisfies condition (S). Further, ||FT (Y,M) −
FT (Y
′,M ′)||p ≤ 12Cp ||(Y0 − MT ) − (Y ′0 − M ′T )||p for all (Y,M), (Y ′,M ′) ∈
Sp×Mp0 , so ||G(V )−G(V ′)||p ≤ 12Cp ||Y V0 −Y V
′
0 −(MVT −MV
′
T )||p = 12Cp ||E0(V −
V ′) − (V − V ′)||p ≤ ||V − V ′||p for all V, V ′ ∈ Lp(FT )d, which shows that the
corresponding BSE(1.1) is of nonexpansive type. Finally, since f is bounded,
{FT (Y V ,MV ) : V ∈ Lp(FT )d} is a bounded set, and hence BSE(1.1) has a
solution by Corollary6.2.
Example6.3 motivates the following:
Proposition 6.4. If the generator F : Sp ×Mp0 → Sp0 satisfies the following
two conditions:
(i) There exists some positive integer k ∈ N such that ||F (k)(Y,M)−F (k)(Y ′,
M ′)||p ≤ 12Cp ||(Y0−M)− (Y ′0 −M ′)||p for all (Y,M), (Y ′,M ′) ∈ Sp×M
p
0 .
(ii) There exists a positive number R1 such that ||ξ||p+sup{||FT (Y V ,MV )||p :
V ∈ Lp(FT )d and ||V ||p ≤ R1} ≤ R1.
Then BSE(1.1) has a solution (Y,M) ∈ Sp ×Mp0 .
Proof. In (i), takingM =M ′ yields that ||F (k)(Y,M)−F (Y ′,M)||p ≤ 12Cp ||Y0−
Y ′0 ||p ≤ 12Cp ||Y − Y ′||p(please bear in mind that ||Y − Y ′||p = ||(sup0≤t≤T |Yt −
Y ′t |)||p for all Y, Y ′ ∈ Sp). Since Cp = pp−1 , 12Cp < 1, one has that F satisfies
condition (S) by lemma2.5 of [8]. Furthermore, F (Y V ,MV ) = F (k)(Y V ,MV )
for all V ∈ Lp(FT )d, and ||F (Y V ,MV )− F (Y V ′ ,MV ′)||p ≤ 12Cp ||E0(V − V ′)−
MV−V
′ ||p ≤ ||V −V ′||p by Doob’s inequality, for all V, V ′ ∈ Lp(FT )d, and hence
also ||G(V )−G(V ′)||p ≤ ||F (Y V ,MV )−F (Y V ′ ,MV ′)||p ≤ ||V −V ′||p, namely
the corresponding BSE(1.1) is of nonexpansive type. This and (ii) imply that
the corresponding BSE(1.1) has a solution by Corollary6.2.
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Corollary 6.5. The BSDE
Yt = ξ +
∫ T
t
f(s, Y,M)ds+MT −Mt (6.1)
has a solution for a terminal condition ξ ∈ Lp(FT )d if the driver f : [0, T ] ×
Ω× Sp ×Mp0 → Rd satisfies the following three conditions:
(i) For all (Y,M) ∈ Sp × Mp0 , f(·, Y,M) is progressively measurable with
|| ∫ T0 f(t, 0, 0)dt||p < +∞.
(ii) ||f(t, Y,M) − f(t, Y ′,M ′)||p ≤ 12TCp ||(Y0 −M) − (Y ′0 −M ′)||p for all t ∈
[0, T ] and all (Y,M), (Y ′,M ′) ∈ Sp ×Mp0 .
(iii) There exists R1 > 0 such that ||ξ||p + sup{||
∫ T
0
f(t, Y V ,MV )dt||p : V ∈
Lp(FT )d and ||V ||p ≤ R1} ≤ R1.
Proof. First, F : Sp × Mp0 → Sp0 , given by Ft(Y,M) =
∫ t
0 f(s, Y,M)ds, is
well–defined since ||F (Y,M)||p ≤ ||
∫ T
0
|f(t, Y,M)|dt||p ≤ ||
∫ T
0
(|f(t, Y,M) −
f(t, 0, 0)|+ |f(t, 0, 0)|)dt||p ≤ ||
∫ T
0 |f(t, Y,M)−f(t, 0, 0)|dt||p+ ||
∫ T
0 |f(t, 0, 0)|dt
||p ≤ 12Cp ||Y0−M ||p+||
∫ T
0
|f(t, 0, 0)|dt||p < +∞ for all (Y,M) ∈ Sp×Mp0 (by (i)
and (ii)). Second, ||F (Y,M)−F (Y ′,M ′)||p ≤ ||
∫ T
0 |f(t, Y,M)−f(t, Y ′,M ′)|dt||p
≤ ∫ T
0
||f(t, Y,M)− f(t, Y ′,M ′)||pdt ≤ 12Cp ||(Y0 −M)− (Y ′0 −M ′)||p.
Finally, since ‖FT (Y V ,MV )||p = ‖
∫ T
0 f(t, Y
V ,MV )dt‖p, then ‖ξ‖p + sup{
‖FT (Y V ,MV )‖p : V ∈ Lp(FT )d and ‖V ‖p ≤ R1} ≤ ‖ξ‖p + sup{‖
∫ T
0
f(t, Y V ,
MV )dt‖p : V ∈ Lp(FT )d and ‖V ‖p ≤ R1} ≤ R1. Thus the generator Ft(Y,M) =∫ t
0 f(s, Y,M)ds satisfies all the conditions of Proposition6.4.
Let W and N be the same Brown motion and Poisson random measure as
in Section 5 respectively, we consider the associated BSDE as follows:
Proposition 6.6. The BSDE
Yt = ξ +
∫ T
t
f(s, ZM , UM )ds+MT −Mt (6.2)
has a solution (Y,M) ∈ S2 ×M20 for a terminal condition ξ ∈ L2(FT )d if the
driver f : [0, T ]×Ω×H2×L2(N˜)→ Rd satisfies the following three conditions:
(i) For all (Z,U) ∈ H2 × L2(N˜ ), f(·, Z, U) is progressively measurable with
‖ ∫ T
0
|f(t, 0, 0)|dt‖2 < +∞.
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(ii) ‖ ∫ T
0
|f(t, Z, U)− f(t, Z ′, U ′)|dt‖2 ≤
√‖Z − Z ′‖22 + ‖U − U ′‖22 for all
(Z,U), (Z ′, U ′) ∈ H2 × L2(N˜).
(iii) There exists some positive number R1 such that ‖ξ‖2+sup{‖
∫ T
0 f(t, Z
MV ,
UM
V
)dt‖2 : V ∈ L2(FT )d and ‖V ‖2 ≤ R1} ≤ R1.
Proof. For any M ∈M20 , the decomposition Mt =
∫ t
0
ZMs · dWs +
∫ t
0
∫
E
UMs (x)
N˜(ds, dx) + KMt satisfies the isometry: E(|Mt|2)+
∫ t
0 E|ZMs |2ds+
∫ t
0
∫
E E[|UMs
(x)|2]µ(dx)ds + E[|KMt |2], so
‖ ∫ T0 |f(t, ZM , UM )|dt‖2
≤ ‖ ∫ T
0
|f(t, 0, 0)|dt‖2 + ‖
∫ T
0
|f(t, ZM , UM )− f(t, 0, 0)|dt‖2
≤ ‖ ∫ T
0
|f(t, 0, 0)|dt‖2 +
√∫ T
0
E[|ZMs |2]ds+
∫ T
0
∫
E
E[|UMs (x)|2]µ(dx)ds
≤ ‖ ∫ T0 |f(t, 0, 0)|dt‖2 +√E[|MT |2] < +∞,
which shows that the generator F :M20 → S20 , defined by Ft(M) =
∫ t
0
f(s, ZM ,
UM )dt, is well defined. Since F does not depend on Y, F satisfies condition (S).
Further, ‖G(V )−G(V ′)‖2
= ‖ ∫ T0 [f(t, ZMV , UMV )− f(t, ZMV ′ , UMV )]dt‖2
≤
√
‖ZMV − ZMV ′ ‖22 + ‖UMV − UMV
′ ‖22
=
√
‖MVT −MV ′T ‖22
=
√‖E0(V − V ′)− (V − V ′)‖22
≤ ‖V − V ′‖2 for all V, V ′ ∈ L2(FT )d,
so BSDE(6.2) is of nonexpansive type, which means that BSDE(6.2) has a
solution (Y,M) ∈ S2 ×M20 by Corollary6.2.
In the following, we will give the conditional versions of Theorem6.1, Corol-
lary6.2, Proposition6.4, Corollary6.5 and Proposition6.6, respectively.
Theorem6.1′ BSE(1.3) has a solution (Y,M) ∈ SpF0 ×M
p
F0,0
if it is of nonex-
pansive type and there exists an a.s. bounded Tε,λ–closed L0–convex subset H of
LpF0(FT , Rd) such that the associated operator G : L
p
F0
(FT , Rd)→ LpF0(FT , Rd),
given by G(V ) = ξ + FT (Y
V ,MV ) for any V ∈ LpF0(FT , Rd), maps H into H.
Proof. Since 1 < p < +∞, LpF0(FT , Rd) is a random uniformly convex Tε,λ–
complete RN module. It follows from Corollary3.9 that G has a fixed point in
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H , which further implies that the BSE(1.3) has a solution (Y,M) ∈ SpF0×MpF0,0
by Theorem4.1.
The following four results are merely stated without the proofs since the idea
of the proofs of them is very similar to that of the proofs of Corollary6.2, Propo-
sition6.4, Corollary6.5 and Proposition6.6, respectively, which one can easily see
only by replacing the p–norms with the conditional p–norms.
Corollary6.2′ BSE(1.3) has a solution (Y,M) ∈ SpF0 ×MpF0,0 if it is of nonex-
pansive type and there exists R1 ∈ L0+(F0) such that |||ξ|||p+
∨{|||FT (Y V ,MV )|||p :
V ∈ LpF0(FT , Rd) and |||V |||p ≤ R1} ≤ R1.
Proposition6.3′ If the generator F : SpF0 ×MpF0,0 → SpF0,0 satisfies the follow-
ing two conditions:
(i) There exists some positive integer k ∈ N such that |||F (k)(Y,M)−F (k)(Y ′,
M ′)|||p ≤ 12Cp |||(Y0 −M)− (Y ′0 −M ′)|||p for all (Y,M), (Y ′,M ′) ∈ S
p
F0
×
MpF0,0; or F is stable and there exists some F0–measurable positive integer–
valued random variable L : Ω→ N such that |||F (L)(Y,M)−FL(Y ′,M ′)|||p
≤ 12Cp |||(Y0 −M)− (Y ′0 −M ′)|||p for all (Y,M), (Y ′,M ′) ∈ S
p
F0
×MpF0,0.
(ii) There exists R1 ∈ L0+(F0) such that |||ξ|||p +
∨{|||FT (Y V ,MV )|||p : V ∈
LpF0(FT , Rd) and |||V |||p ≤ R1} ≤ R1.
Then BSE(1.3) has a solution (Y,M) ∈ SpF0 ×M
p
F0,0
.
Corollary 6.4′ The BSDE
Yt = ξ +
∫ T
t
f(s, Y,M)ds+MT −Mt (6.1′)
has a solution (Y,M) ∈ SpF0 ×MpF0,0 for a terminal condition ξ ∈ LpF0(FT , Rd)
if the driver f : [0, T ] × Ω × SpF0 × M
p
F0,0
→ Rd satisfies the following three
conditions:
(i) For all (Y,M) ∈ SpF0 ×MpF0,0, f(·, Y,M) is progressively measurable with
||| ∫ T0 |f(t, 0, 0)|dt|||p < +∞(P–a.s.).
(ii) |||f(t, Y,M) − f(t, Y ′,M ′)|||p ≤ 12TCp |||(Y0 −M) − (Y ′0 −M ′)|||p for all
t ∈ [0, T ] and all (Y,M), (Y ′,M ′) ∈ SpF0 ×M
p
F0,0
.
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(iii) There exists R1 ∈ L0+(F0) such that |||ξ|||p+
∨{||| ∫ T
0
f(s, Y V ,MV )ds|||p :
V ∈ LpF0(FT , Rd) and |||V |||p ≤ R1} ≤ R1.
Proposition6.5′ The BSDE
Yt = ξ +
∫ T
t
f(s, ZM , UM )ds+MT −Mt (6.2′)
has a solution (Y,M) ∈ S2F0 ×M2F0,0 for a terminal condition ξ ∈ L2F0(FT , Rd)
if the driver f : [0, T ]× Ω ×H2F0 × L2F0(N˜) → Rd satisfies the following three
conditions:
(i) For all (Z,U) ∈ H2F0 ×L2F0(N˜), f(·, Z, U) is progressively measurable with
||| ∫ T0 |f(t, 0, 0)|dt|||2 < +∞(P–a.s.).
(ii) ||| ∫ T
0
|f(t, Z, U)− f(t, Z ′, U ′)|dt|||2 ≤
√|||Z − Z ′|||22 + |||U − U ′|||22 for all
(Z,U), (Z ′, U ′) ∈ H2F0 × L2F0(N˜).
(iii) There exists R1 ∈ L0+(F0) such that |||ξ|||2+
∨{||| ∫ T0 f(t, ZMV , UMV )dt|||2
: V ∈ L2F0(FT , Rd) and |||V |||2 ≤ R1} ≤ R1.
7. The relation between the solutions of BSEs of the forms (1.1) and
(1.3)
Let (E, ‖ · ‖) be an RN module with base (Ω,F , P ) such that E is stable.
For any subset G of E, Hcc(G) := {
∑∞
n=1 I˜An · gn : {An, n ∈ N} is a countable
partition of Ω to F and {gn, n ∈ N} is a sequence in G}, is called the countable
concatenation hull of G.
In [35], it is already proved that LpF0(FT , Rd) = Hcc(Lp(FT , Rd)). In fact,
LpF0(FT , Rd) is a complete RN module with base (Ω,F0, P ), for any element
g ∈ LpF0(FT , Rd) there exist some ξ ∈ L0(F0) and x ∈ Lp(FT , Rd) such that
g = ξ · x. Let An = (n − 1 ≤ |ξ| < n) for each n ∈ N , then each An ∈ F0
and
∑∞
n=1An = Ω, since ξ =
∑∞
n=1 I˜An · ξ, again let xn = I˜An · ξ · x, then
g =
∑∞
n=1 I˜An · xn ∈ Hcc(Lp(FT , Rd)) since xn ∈ Lp(FT , Rd) for each n ∈ N .
Namely, LpF0(FT , Rd) ⊂ Hcc(Lp(FT , Rd)), the reverse inclusion is obvious since
Lp(FT , Rd) ⊂ LpF0(FT , Rd) and LpF0(FT , Rd) is stable. Similarly, one has SpF0 =
Hcc(S
p), MpF0 = Hcc(M
p) and H2F0 = Hcc(H
2).
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For the sake of convenience, let us first introduce the following:
Definition 7.1. BSE(1.3) is said to be stable if its generator F : SpF0×MpF0,0 →
SpF0,0 is stable. BSE(1.3) is said to be regular if its generator F maps S
p×Mp0
into Sp0 , namely F (S
p×Mp0 ) ⊂ Sp0 , in which case we denote by Fˆ the limitation
of F to Sp ×Mp0 .
Proposition 7.2. Suppose that BSE(1.3) is both stable and regular and that
a sequence {ξn, n ∈ N} of Lp(FT , Rd) is such that BSE(1.1) has a solu-
tion (Y (n),M (n)) ∈ Sp ×Mp0 for the generator Fˆ and the terminal condition
ξn. Then, for any countable partition {An, n ∈ N} of Ω to F0, (Y,M) :=
(
∑∞
n=1 I˜An · Y (n),
∑∞
n=1 I˜An ·M (n)) is a solution of BSE(1.3) for the terminal
condition ξ :=
∑∞
n=1 I˜An · ξn.
Proof. Since Y
(n)
t + Fˆt(Y
(n),M (n)) +M
(n)
t = ξn + FˆT (Y
(n),M (n)) +M
(n)
T for
each t ∈ [0, T ] and each n ∈ N , then Y (n)t + Ft(Y (n),M (n)) +M (n)t = ξn +
FT (Y
(n),M (n)) +M
(n)
T since Fˆ is the limitation of F to S
p ×Mp0 . Further,
(
∑∞
n=1 I˜An ·Y (n))t+
∑∞
n=1 I˜An ·Ft(Y (n),M (n))+(
∑∞
n=1 I˜An ·M (n))t =
∑∞
n=1 I˜An ·
ξn+
∑∞
n=1 I˜An ·FT (Y (n),M (n))+(
∑∞
n=1 I˜An ·M (n))T , then Yt+Ft(Y,M)+Mt =
ξ + FT (Y,M) +MT by stability of F .
Proposition 7.3. Suppose that BSE(1.3) is both stable and regular and further
suppose that BSE(1.3) has a unique solution in SpF0 ×MpF0,0 for each terminal
condition ξ ∈ LpF0(FT , Rd) and BSE(1.1) also has a unique solution in Sp×Mp0
for the generator Fˆ and each terminal condition ξ ∈ Lp(FT , Rd). Then, for each
terminal condition ξ in LpF0(FT , Rd) (for example, let us write ξ =
∑∞
n=1 I˜An ·ξn
for some countable partition {An, n ∈ N} of Ω to F0 and some sequence {ξn, n ∈
N} in Lp(FT , Rd), and further denote by (Y (n),M (n)) ∈ Sp ×Mp0 the unique
solution of BSE(1.1) for Fˆ and ξn),(Y,M) := (
∑∞
n=1 I˜An · Y (n),
∑∞
n=1 I˜An ·
M (n)) is the unique solution of BSE(1.3) for the terminal condition ξ.
Proof. One only need to notice MpF0,0 = Hcc(M
p
0 ), the remaining part of Proof
is similar to the proof of Proposition 7.2, so is omitted.
49
Although Proposition 7.2 and 7.3 are simple, their meaning is obvious:
namely the problem to find a solution for a stable and regular BSE(1.3) can
reduce, to some extent, to one to find a solution for BSE(1.1). Before we il-
lustrate that the classical BSDEs as studied in [51, 53] are just the case which
Proposition 7.3 can be applied to , let us first give the following two remarks.
Remark 7.4. Proposition 3.3 of [8] requires the driver f to satisfy
∫ T
0 ‖f(t, 0, 0)
‖pdt < +∞, which is used to guarantee that the generator Ft(Y,M) =
∫ t
0
f(s, Y,
M)ds is well defined. In fact, as in the proof of Corollary 6.5, the weaker
condition that ‖ ∫ T0 |f(t, 0, 0)|dt‖p < +∞ is enough to guarantee that F is well
defined. Similarly, the corresponding conditions of Proposition 3.7, Corollary
3.9 and Proposition 3.10 of [8] can also be relaxed as above.
Remark 7.5. In the studies of BSE(1.1) and BSE(1.3), the initial time can
be also chosen as an intermediate time t0 ∈ (0, T ) rather than only the time
0. Correspondingly, we consider the filtration F = (Ft)t∈[t0,T ] and S to be
the set of equivalence classes of RCLL (Ft)t∈[t0,T ]–adapted processes with time
parameter set [t0, T ], the spaces employed in the studies of BSEs are changed
to the following:
Sp := {Y ∈ S : ‖Y ‖p = ‖ supt0≤t≤T |Yt|‖p < +∞}
Spt0 := {Y ∈ Sp : Yt0 = 0}
Mp := {M ∈ Sp :M is a martingale }
Mpt0 := {M ∈Mp :Mt0 = 0}
H2 := {Z : Z is an equivalence class of an (Ft)t∈[t0,T ]–predictable Rd×n–valued
process such that ‖Z‖2 = E[
∫ T
t0
|Zt|2dt]1/2 < +∞}.
The conditional analogues to the spaces as above are the following:
SpFt0
:= {Y ∈ S : |||Y |||p = E[(supt0≤t≤T |Yt|)p | Ft0 ]1/p < +∞(a.s.)} for
1 ≤ p < +∞.
S∞Ft0
:= {Y ∈ S : |||Y |||∞ =
∧{ξ ∈ L¯0++(Ft0) : supt0≤t≤T |Yt| ≤ ξ} ∈ L0+(Ft0)}.
SpFt0 ,0
:= {Y ∈ SpFt0 : Yt0 = 0} for 1 ≤ p ≤ +∞.
MpFt0
:= {M ∈ SpFt0 : M is a generalized (Ft)t∈[t0,T ]–martingale} for 1 ≤ p ≤
+∞.
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MpFt0 ,0
:= {M ∈MpFt0 :Mt0 = 0} for 1 ≤ p ≤ +∞.
H2Ft0
:= {Z : Z is an equivalence class of an (Ft)t∈[t0,T ]–predictable Rd×n–
valued process such that |||Z|||2 = E[
∫ T
t0
|Zt|2dt | Ft0 ]1/2 < +∞(a.s.)}.
Now we can return to the case of the classical BSDEs, whose formulation
is slightly more general than the BSDEs as studied in [51, 53].
Example 7.6. We consider the following BSDE:
Yt = ξ +
∫ T
t
g(s, Ys, Zs)ds−
∫ T
t
ZsdWs, ∀t ∈ [t0, T ] (7.1)
where W is a n–dimensional Brown motion on a probability space (Ω,F , P ) with
the time parameter set [0, T ], for each t0 ≤ t ≤ T , Ft = σ{σ(Bs : t0 ≤ s ≤
t) ∪ N}, where N stands for the family of the sets A of F with P (A) = 0, and
the function g : Ω× [t0, T ]×Rd ×Rd×n → Rd satisfies the following conditions
:
(i) For each (y, z) ∈ Rd ×Rd×n, g(·, y, z) is (Ft)t0≤t≤T –progressively measur-
able and ‖ ∫ T
t0
|g(s, 0, 0)|ds‖2 < +∞.
(ii) There exists a nonnegative constant C such that |g(ω, t, y, z)−g(ω, t, y′, z′)|
≤ C(|y − y′| + |z − z′|) for all (ω, t) ∈ Ω × [t0, T ] and all (y, z), (y′, z′) ∈
Rd ×Rd×n.
Then the following hold:
(1) For each ξ ∈ L2Ft0 (FT , R
d), (7.1) has a unique solution (Y, Z) := (Yt, Zt
)t0≤t≤T ∈ S2Ft0 ×H
2
Ft0
.
(2) For each ξ ∈ L2(FT , Rd), (7.1) has a unique solution (Y, Z) := (Yt, Zt)t0≤t≤T
∈ S2 ×H2.
(3) Let ξ and (Y, Z) be the same as in (1), denote Yt0 by Eg[ξ | Ft0 ]. Then,
when E[
∫ T
t0
|g(ω, t, 0, 0)|2dt] < +∞, we have the following estimate:
|Eg[ξ1 | Ft0 ]−Eg[ξ2 | Ft0 ]| ≤ C1E[|ξ1−ξ2|2 | Ft0 ]1/2, ∀ ξ1, ξ2 ∈ L2Ft0 (FT , R
d),
(7.2)
where C1 := e
8(1+C2)(T−t0).
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(4) Let Eg[· | Ft0 ] : L2Ft0 (FT , R
d) → L0(Ft0) be the same as in (3), then
Eg[· | Ft0 ] is stable, namely for any countable partition {An, n ∈ N} of
Ω to Ft0 and sequence {ξn, n ∈ N} in L2Ft0 (FT , R
d), one has
Eg[
∞∑
n=1
I˜An · ξn | Ft0 ] =
∞∑
n=1
I˜An · Eg[ξn | Ft0 ]. (7.3)
Proof. (1). By (i), for each (y, z) ∈ Rd ×Rd×n, g(·, ·, y, z) : Ω× [t0, T ]→ Rd is
(Ft)t0≤t≤T –progressively measurable, and by (ii), for each (ω, t) ∈ Ω × [t0, T ],
g(ω, t, ·, ·) : Rd × Rd×n → Rd is continuous. Since for each (Y, Z) ∈ S2Ft0 ×
H2Ft0
, both Y (·, ·) : Ω × [t0, T ] → Rd and Z(·, ·) : Ω × [t0, T ] → Rd×n are
(Ft)t0≤t≤T –progressively measurable, then the process g(·, ·, Y (·, ·), Z(·, ·)) is, of
course,(Ft)t0≤t≤T –progressively measurable. Further, since ‖
∫ T
t0
|g(t, 0, 0)|dt‖2
< +∞, it is, of course, that ||| ∫ Tt0 |g(t, 0, 0)|dt|||2 := E[∫ Tt0 |g(t, 0, 0)|dt | Ft0 ]1/2 <
+∞(a.s.). Again let Mt =
∫ t
t0
(−Zs)dWs for any t ∈ [t0, T ] and Z ∈ H2Ft0 , then
M ∈ M2Ft0 ,0 and it and Z uniquely determine each other. If we denote Z by
ZM , then BSDE(7.1) becomes
Yt = ξ +
∫ T
t
g(s, Ys, Z
M
s )ds+MT −Mt for any t ∈ [t0, T ] (7.4)
If we consider the driver f : Ω× [t0, T ]×L2Ft0 (FT , R
d)×L2Ft0 (FT , R
d×n)→
Rd, defined by f(ω, t, r, η) = g(ω, t, r(ω), η(ω)) for all (ω, t, r, η) ∈ Ω× [t0, T ]×
L2Ft0
(FT , Rd) × L2Ft0 (FT , R
d×n), then BSDE(7.4) becomes a special case of
Corollary 5.9 where f is independent of UM . Thus BSDE(7.4) has a unique
solution (Y,M) ∈ S2Ft0 × M
2
Ft0 ,0
, namely BSDE(7.1) has a unique solution
(Y, Z) ∈ S2Ft0 ×H
2
Ft0
, at which time Y is obviously continuous.
(2). Similar to the proof of (1) above, one can see that when ξ ∈ L2(FT , Rd),
BSDE(7.1) can be regarded as a special case of Corollary 3.9 of [8].
(3). It is similar to the proof of Theorem 3.2 of [53].
(4). Since the generator corresponding to BSDE(7.1) is F : S2Ft0
×M2Ft0 ,0 →
S2Ft0 ,0
given by Ft(Y,M) =
∫ t
t0
g(s, Ys, Z
M
s )ds when we consider the terminal
condition ξ ∈ L2Ft0 (FT , R
d), where ZM is the same as in the proof of (1), then it
is obvious that the BSE : Yt+Ft(Y,M)+Mt = ξ+FT (Y,M)+MT , ∀t ∈ [t0, T ],
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which corresponds to BSDE(7.1), is stable and regular. By (1), BSDE(7.1)
has a unique solution (Y (n), Z(n)) ∈ S2Ft0 ×H
2
Ft0
for each ξn ∈ L2Ft0 (FT , R
d),
and BSDE(7.1) has a unique solution (Y, Z) for ξ :=
∑∞
n=1 I˜An · ξn. Further,
it is very easy to see that (
∑∞
n=1 I˜An · Y (n),
∑∞
n=1 I˜An · Z(n)) is also the unique
solution to BSDE(7.1) for the terminal condition ξ, so Yt =
∑∞
n=1 I˜An · Y (n)t
for each t ∈ [t0, T ], in particular, Yt0 =
∑∞
n=1 I˜An · Y (n)t0 , namely Eg[ξ | Ft0 ] =∑∞
n=1 I˜An · Eg[ξn | Ft0 ].
To link Example 7.6 with the work of [35], we give the following final remark:
Remark 7.7. In Example 7.6, let d = 1 and g be independent of y such that
g(ω, t, ·) : Rn → R is a convex function and g(ω, t, 0) = 0 for each (ω, t) ∈
Ω × [t0, T ]. Define ρgt0(·) : L2(FT , R1) → L2(Ft0 , R1) by ρgt0(ξ) = Eg[−ξ | Ft0 ]
for each ξ ∈ L2(FT , R1), where Eg is defined in (3) of Example 7.6, then ρt0
is a conditional convex risk measure and satisfies the conditional Lipschitzian
property : |ρgt0(ξ1) − ρgt0(ξ2)| ≤ C1 · E[|ξ1 − ξ2|2 | Ft0 ]1/2 for all ξ1 and ξ2 ∈
L2(FT , R1). Since L2(FT , R1), as a subset of L2Ft0 (FT , R
1), is dense in the RN
module (L2Ft0
(FT , R1), ||| · |||2) with the (ε, λ)–topology, it is just the conditional
Lipschitzian property that is used in [35] to obtain the existence of the unique
extension ρ¯gt0 of ρ
g
t0 onto L
2
Ft0
(FT , R1). In fact, ρ¯gt0(ξ) = Eg[−ξ | Ft0 ] for each
ξ ∈ L2Ft0 (FT , R
1) since both ρ¯gt0 and Eg are stable and ρgt0(ξ) = Eg[−ξ | Ft0 ] for
each ξ ∈ L2(FT , R1). Thus the study of BSE(1.3) can make us directly obtain
ρ¯gt0 !
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