Abstract. Global existence of regular solutions to the Navier-Stokes equations describing the motion of an incompressible viscous fluid in a cylindrical pipe with large inflow and outflow is shown. To prove the long time existence we need smallness of derivatives, with respect to the variable along the axis of the cylinder, of the external force and of the initial velocity in L 2 -norms. Moreover, we need smallness of derivatives of inflow and outflow with respect to tangent directions to the boundary and with respect to time in some norms. The global existence is proved step by step using the existence on the time interval [0, T ], with T sufficiently large.
1. Introduction. We consider viscous incompressible fluid motions in a finite cylinder with large inflow and outflow and under boundary slip conditions. The following initial-boundary value problem is examined:
(1.1)
in Ω,
where Ω ⊂ R 3 , S = S 1 ∪ S 2 = ∂Ω, v = v(x, t) = (v 1 (x, t), v 2 (x, t), v 3 (x, t)) ∈ R 3 is the velocity vector of the fluid motion, p = p(x, t) ∈ R 1 the pressure, f = f (x, t) = (f 1 (x, t), f 2 (x, t), f 3 (x, t)) ∈ R 3 the external force field,n the unit outward vector normal to the boundary S, andτ α , α = 1, 2, are tangent vectors to S. Moreover, T(v, p) is the stress tensor of the form
where ν is the constant viscosity coefficient, I the unit matrix and D(v) the dilatation tensor D(v) = {v i,x j + v j,x i } i,j=1,2,3 .
Finally, γ > 0 is the slip coefficient.
Here Ω ⊂ R 3 is a cylindrical type domain parallel to the x 3 axis with arbitrary cross section. We assume that S 1 is the part of the boundary which is parallel to the x 3 axis and S 2 is perpendicular to x 3 . Hence S 1 = {x ∈ R 3 : ϕ(x 1 , x 2 ) = c 0 , −a < x 3 < a}, S 2 (−a) = {x ∈ R 3 : ϕ(x 1 , x 2 ) < c 0 , x 3 = −a}, S 2 (a) = {x ∈ R 3 : ϕ(x 1 , x 2 ) < c 0 ,
where a, c 0 are given positive numbers and ϕ(x 1 , x 2 ) = c 0 describes a sufficiently smooth closed curve in the plane x 3 = const.
To describe inflow and outflow we define 
where Φ is the flux. Let us introduce an extension α = α(x, t) ∈ R such that
Then equations (1.1) 2,3,6 and (1.3) imply the compatibility condition
The aim of this paper is to show the global in time existence of regular solutions to (1.1). We base on [1] , where the existence of a regular solution for large time has been proved by the Leray-Schauder fixed point theorem.
The proof of global existence in [1] is not explicit. It depends on showing that for a long time solution the norms v(t) L 2 (Ω) , h(t) L 2 (Ω) decrease with time. Therefore for T sufficiently large we have
Hence, (1.5) and appropriate estimates of data functions (f, g, d) imply prolongation of a local solution from the interval [0, T ]. Hence, global existence follows. In this paper the proof of global existence is explicit because we control all estimates step by step. Moreover, we show that
Using the existence of solution on [0, T ] we inductively prolong it on R + by employing some cut-off functions. A similar technique has been used in [5, 6] .
To formulate the main result we need the notation (see Section 2 for definitions of norms)
where g = f ,x 3 , and
where t ∈ (kT, (k + 1)T ).
Assume that η(kT, (k + 1)T ) is so small that there exists a positive constant A such that
where ϕ is some positive increasing function. Then there exists a solution to problem (1.1) such that
where A > 0 is a constant chosen for a given T and independent of k ∈ N.
In [9, 11, 12 ] the existence of global regular solutions which are close to axially symmetric solutions is proved in axially symmetric domains by the method of successive approximations. The main step in the proofs of [11, 12] is the proof of an estimate and the existence of solutions to a problem for χ = (rot v) ϕ with appropriate boundary conditions such that χ| S depends on v| S only (and not on v ,x | S ).
In [5, 6, 9, 10 ] the long time existence of solutions which are close to 2d solutions is proved in non-axially cylindrical domains. In [7, 10] the existence is proved in Besov spaces, and in [6] the proof is simplified, so it is done in Sobolev spaces only. In [5] global existence by prolongation of long time solution from [6] is proved. In [10] the inflow-outflow problem is considered by using Besov spaces.
In this paper the proof of global existence is simplified because the Besov spaces are replaced by Sobolev spaces. This makes the proof totally different and much clearer.
As we examine the inflow-outflow problem, all proofs in this paper are different from the corresponding proofs in [12] because the expressions involving the inflow-outflow flux must be additionally estimated. Moreover, in this case we consider problems with nonhomogeneous boundary conditions, so our approach must be different.
In [6, 7, 9, 10] the Leray-Schauder fixed point theorem was applied. We mention that the present paper generalizes the result from [5] to the inflow-outflow case and simplifies the proof from [10] .
We underline that the main step in the proofs of long time existence in [6, 7, 9, 10] is an estimate for the component χ = (rot v) 3 of the vorticity, which is possible because the slip boundary conditions are assumed.
Notation and auxiliary results.
To simplify the presentation we introduce the following notation:
By c we denote a generic constant which changes its magnitude from formula to formula. Byc(σ) and ϕ(σ) we understand generic functions which are always positive and increasing. Finally, we do not distinguish scalar and vector-valued functions in notation.
We introduce the space
From [10] we get the following result for weak solutions to problem (1.1):
,Ω , and
From (2.3) we obtain
If T is sufficiently large, then |w(T )| 2,Ω ≤ |w(0)| 2,Ω and from [10, (1.
Repeating the above considerations we obtain
From (2.5) we have, for t ∈ (kT, (k + 1)T ),
Then repeating the considerations from [10, Lemma 2.3] in the interval (kT, (k + 1)T ) and using (2.6) we obtain, for t ∈ (kT, (k + 1)T ),
This concludes the proof.
Finally, we introduce the quantities
3. Basic formulations. To prove the existence of global solutions to problem (1.1) we follow [10] . Therefore we need problems for the quantities (2.9). First, from [10] we have Lemma 3.1. The quantities h, q are solutions to the problem (3.1)
To show (3.1) 5,6 we recall that
Hence 
whereē 1 = (1, 0, 0),ē 2 = (0, 1, 0) and
Proof. Differentiating the first equation of (1.1) 1 with respect to x 2 , the second equation of (1.1) 1 with respect to x 1 , and subtracting the results yields (3.3) 1 .
To show (3.3) 2 we extend the vectorsτ 1 ,n to a neighbourhood of S 1 . In this neighbourhood v = (v 1 , v 2 ) can be expressed in the form
where (1.1) 3 was employed and τ 1i , n i are the ith Cartesian coordinates. Utilizing (1.1) 3 in (1.1) 4 for α = 1 yields
Employing (3.5) in (3.4) yields (3.3) 2 . By the definition of χ and (3.1) 5 we have
This ends the proof.
For solutions to problem (3.1) we get (see [10] ) Lemma 3.3. Assume that v is a weak solution to problem (1.1). Then
where ϕ is an increasing positive function, l 1 is defined by (2.7) and
4.
Estimates. In our estimates we will use cut-off functions ξ (kn) ∈ C ∞ 0 (0, ∞) with
and ξ (kn) ,t ≤ 1/T . Moreover, from now on let u (kn) = ξ (kn) u.
Using the notation we obtain from (3.1) the problem
In view of the energy type inequality [10, Lemma 3.7] we obtain, for t ∈ ((k − n − 1)T, (k + 1)T ),
, where
First we examine problem (3.3). Letχ be a solution of the problem
in Ω.
Proof. Multiplying (4.4) by ξ (kn) , then by χ (kn) , and integrating the result over Ω we get
Utilizing the Poincaré inequality and integrating with respect to time for t ∈ ((k − n − 1)T, (k + 1)T ) yields
We estimate the first term on the r.h.s. of (4.6) by
and the second by
The third term on the r.h.s. of (4.6) can be expressed in the form
and estimated by
We bound the fourth integral on the r.h.s. of (4.6) by
| 10/7,Ω t and the last term by
Utilizing the above estimates in (4.6) we obtain
Since χ = χ −χ, for sufficiently small ε > 0 we have
Now using the inequalities
,Ω t , where 5/r − 3/2 ≤ s, and Lemma 2.1 we obtain
we obtain (4.5). This concludes the proof.
Next we consider the problem (4.7)
where Ω = Ω ∩ {x 3 = const ∈ (−a, a)}, S 1 = S 1 ∩ {x 3 = const ∈ (−a, a)}, and x 3 , t are treated as parameters.
Lemma 4.2. Let the asumptions of Lemma 4.1 be satisfied. Then
,Ω t + 1)
Proof. For solutions of problem (4.7) we get the estimates
Integrating the above estimates with respect to x 3 and the second one also with respect to time, and adding the results, we obtain
In view of the above estimates we obtain
Applying (4.5) to estimate the first two norms in the last inequality and the inequality v (kn)
2,∞,Ω t we obtain (4.8) . This concludes the proof. Now we increase the regularity of v. Let us consider problem (1.1) in the form
For this problem we obtain the inequality
We estimate the first term of the r.h.s. by
and the second term by
Using the above estimates and
we obtain the inequality ≤ A, where A > 0 is a sufficiently large constant. We choose k = 3 and n = 0 (when n = 0 we write k instead of k 0 ). Then (4.16) implies
, G(0, t))η 3 (2T, t) + G (2T, t).
For η 3 (t) sufficiently small,
, G(0, t))η 3 (2T, t) + G (2T, t) ≤ A and G (t) ≤ A.
Hence h (3)
≤ A.
Assume now that for n = 0 and 1 ≤ m ≤ s ∈ N we have h (m) , G((s − 2)T, t))η s+1 (sT, t) + G ((sT, t)
, G((s − 2)T, t))η s+1 (sT, t)
+ G (sT, t).
If η s+1 (sT, t) is small enough then (4.17) holds. This concludes the proof.
