Block cyclic distribution seems to suit well for most linear algebra algorithms and this type of data distribution was chosen for the ScaLAPACK library as well as for the HPF language. But one has to choose a good compromise for the size of the blocks (to achieve a good computation and communication e ciency and a good load balancing). This choice heavily depends on each operation, so it is essential to be able to go from one block cyclic distribution to another very quickly. Moreover, it is also essential to be able to choose the right number of processors and the best grid shape for a given operation. We present here the data redistribution algorithms we implemented in the ScaLAPACK library in order to go from one block cyclic distribution on a grid to another one on another grid. A complexity study is made that shows the e ciency of our solution. Timing results on the Intel Paragon and the Cray T3D corroborate our results.
Introduction
This paper describes the solution of the data redistribution problem arising when implementing linear algebra in a distributed memory system. We point out that the paper is not addressing the problem of how to determine a relevant data distribution (even if experimental results are given for three numerical kernels), but how to implement a given redistribution.
The problem of data redistribution occurs as soon as one deals with arrays (from one-dimensional to multidimensional ones) on a parallel distributed memory computer. It applies both to data-parallel languages such as HPF (High Performance Fortran 14] ) and to MIMD programs with message-passing. In the rst case the redistribution is implicit in array statements like A = B where A and B are two arrays with di erent distributions. In the second case a library function has to be called explicitly.
In HPF, redistribution of data is twofold. The rst level corresponds to an a ne mapping of the data on a template. The second level is a block cyclic distribution of the template on a virtual processor grid. In This work has been supported by CNRS contract PICS, and CEE-EUREKA contract EUROTOPS the ScaLAPACK library ( 5, 7] ) a block cyclic distribution is used that is equivalent to an HPF distribution with a unit stride mapping on the template.
The execution time of redistribution is crucial because it should be negligible or at least smaller than the execution time gain it provides. This is especially di cult when the redistribution operation has to be done dynamically, with no compile-time or static information.
We present here an algorithm and implementation of redistribution of data from a given block cyclic distribution on a given virtual grid of processors to another block cyclic distribution on another grid of processors. Our solution is a runtime approach to construct the communication data sets and then e ciently communicate them. We designed a new very fast algorithm with a very short data set computation using the property of periodicity of block cyclic intersections. This algorithm has similarities with the merge phase of the usual merge-sort algorithm. We prove that this strategy is e cient with a complexity study of our algorithm, and a comparison with the data transfers cost shows that with our strategy the computation of the data sets is negligible compared to the data copies and communication.
Our routines are robust, well tested and available on any of the parallel computer running the BLACS 11, 13] communication library (i.e., most of the multicomputers or network of workstations running PVM 15] ). They run for any number of processors, making available the possibility of loading and down-loading from/to one processor to/from many others. Moreover, in the general case, our solution is performing better in practice than all the literature experiments of our knowledge.
Section 2 gives a description of related work. Section 3 introduces the block cyclic data distribution. Section 4 presents our algorithm for the redistribution of data. Section 5 presents our communication strategies. Section 6 gives a complexity study of the algorithm and section 7 presents timing results obtained on the Cray T3D and the Intel Paragon.
Related works
For a long time, redistribution of block cyclically distributed data was considered very di cult in the general case. A lot of work was done for HPF compilers, exploring the general case usually with parameters known at compile time and a xed number of processors (see 2{4] for instance). In the compile time solutions, the communication sets are generally computed by solving linear Diophantine equations, in 4], this is done by constructing a nite state machine with a table-driven algorithm.
The runtime approach (with no compile-time information) we are investigating for block-cyclic distribution is much more critical in term of elapse time because there is no compile-time information 1 . To our knowledge, the rst e cient approaches were proposed in 10] , 20] and 18]. Most other works are restricting the possible data distributions to block or cyclic distributions, or to block cyclic with block-sizes multiple of 1 either on the blocks and matrix sizes, and the number of processors 2 Our redistribution routines in the ScaLAPACK library were released in the end of 1994 on the netlib W 3 server. each others and treat the general case with a brute force algorithm.
A direct solution for block distribution with linear and spiral mapping on the processors is given in 25], a runtime solution for the redistribution of block distributions in an application is presented in 1], but these two papers do not target the block cyclic general case.
A compile time solution for the block cyclic general case where the data communication sets are computed as a union of intersection of cyclic patterns is presented in 22] . This solution could also be use at runtime but it is rapidly ine cient when the block size increases (see 19]).
A runtime solution for the redistribution with routines in a library for a HPF compiler is proposed in 23]. Analytical e cient solutions are given only for special cases. The general case is treated with a algorithm that requires a costly operation for each item to be sent. 17] presents a solution for the general case of HPF distributions. The block-cyclic treatment is done by a virtual processor approach. This allows to deal with a more general case but is costly in terms of number of operations.
In 26], and more recently 24], the redistribution is studied in the case of block cyclic distribution where blocks are multiple of each other. The general case is obtained by a decomposition in 2 phases: a redistribution to a block size equals to the lcm or gcd of the initial and nal distribution and a redistribution to the nal block size. Experimental results are obtained with MPI ( 16] ) and compared to other global communications of the MPI interface.
An approach close to ours, but only element-wise, is proposed in 18] in order to built the communication sets for block-cyclic distributions of HPF/Fortran-D compilers. In a recent paper, 20], a syntactic representation of families of line segments is introduced for block cyclic stored arrays. A redistribution algorithm (PITFALLS) is presented, which has the same complexity as ours but a di erent strategy: their algorithm needs a more expensive basic operation.
Block cyclic data distribution and redistribution
The ScaLAPACK library and the HPF language use the block cyclic data distribution on a virtual grid of processors in order to reach good load-balance and memory usage balance among processors, and good computation e ciency on arrays. Arrays are wrapped by blocks in all dimensions corresponding to the processor grid. Figure 1 illustrates the organization of the block cyclic distribution of a 2D array on a 2D grid of processors, and it can be extended straightforwardly to multi-dimensional arrays and grids. The distribution of a matrix is de ned by four main parameters: a block width size, r 1 ; a block height size, r 2 ; the number of processors in a row, P 1 ; the number of processors in a column, P 2 , plus other parameters to determine, when a sub-matrix is used, where it is located in the global matrix.
Blocks owned by the processors [0, 0] Grid of Processors [2, 3] Block -Matrix Our dynamic approach implies that we deal with the most general case of redistribution 3 allowed by our constraints, namely block cyclic with blocks of size (r 1 ; r 2 ) on a P 1 P 2 virtual grid to block cyclic with blocks of size (r 0 1 ; r 0 2 ) on a P 0 1 P 0 2 virtual grid. Note that this includes the loading and down-loading of data from a processor to a multicomputer, which extends straightforwardly to parallel I/O, and allows calls to parallel routines from a sequential code. Our routines are also usable when dealing with sub-matrices. But it is not possible to extend our algorithm to deal with strides except when the stride divide the dimension size, so programs that manipulate strides should better use a compile-time solution in order to be e cient.
Redistribution algorithm
The rst problem of array redistribution is, for each processor, to nd which data stored locally has to be sent to the others, and, respectively, how much data it will receive from the others, and where it will store it locally (the second problem is to deal with the communications). In the following a \data set" will design all the items of an array that are transferred between a pair of processors.
Determination of a data set in one dimension
We will consider in this section only the one-dimensional case, where a distribution can be described by two parameters, the block size r, and the number of processors P. Hence, in the following, we assume that we want to redistribute from block-cyclic(r,P) to block-cyclic(r',P'). The problem is to nd which data items stored on processor P i in the initial distribution must go to processor P j in the nal distribution (0 i; j < P). These data items have to be packed in one message before being sent to P j in order to avoid start-up delays. In our case, the set of elements to be sent (or received) by a processor will be described by a list of intervals in local memory. Each interval is described by an index in local memory and its length.
procedure scan_sets(i,j,r,P,r',P',m) int i /* number of current processor in initial distribution */ int j /* number of destination processor in final distribution */ int s /* start of a local block (global index) */ int l /* start of a local block (index in local memory) */ int s' /* start of a remote block (global index) */ int m /* global size of the array */ l <-1 s <-1 + i*r s' <-1 + j*r' while (s <= m and s' <= m) do start <-max(s,s') end <-min(s+r,s'+r',m + 1) /* end points AFTER the intersection */ if (start < end) then /* there is an intersection between the two current blocks */ length = end -start memstart = l + (start -s) add_interval(memstart,length) endif if (s+r = end) then s <-s + r*P l <-l +r endif if (s'+r' = end) then s' <-s' + r'*P' endif in the distribution (r,P) and remote processor numbered j in the distribution (r',P') Our algorithm, summarized in Figure 2 , scans at the same time the matrix indices of the data blocks stored on P i and those that will be stored on P j . More precisely, it maintains two counters s and s 0 , s corresponding to the start of P i 's blocks in the global matrix and s 0 to those of P j 's. We increment them progressively by block as in a merge sort in order to determine the overlap areas. Note that this algorithm can be straightforwardly extended to the sub-matrices case by changing the initialization of the variables s and s 0 .
In Figure 3 an example shows which data the processor 1 in the rst distribution should send to the processor 0 in the second distribution. The intervals determined by the above algorithm on this example are 4::5] and 16::18] in global indices.
Determination of the data sets in the multidimensional case
Our scanning is done using the algorithm of Figure 2 dimension by dimension. The data sets corresponding to the \multi-dimensional intervals" are the Cartesian product of the intervals computed in each dimension (there is no limitation in the number of dimensions scanned). This algorithm which builds the message bu er to be sent between two given processors is given in Figure 4 for a 2D grid (can be extended straightforwardly to any number of dimensions). Figure 5 represents the nal data set obtained by taking the product of the two one-dimensional data-sets.
Each processor repeats this work for every possible pair of processors in the grids,in order to send data, and respectively to receive and store data at the right place in local memory.
Improving the algorithm
We present in this section how we reduce the computation of a data set, by showing that such a set has a periodic structure. This periodicity has been noted in other works 18, 20, 22] .
Our aim is to reduce the scanned interval to its periodic pattern. For the sake of simplicity, we look at the problem in one dimension. We decompose the block cyclic patterns (proposition 1). This is the base of the solution adopted in 22] to compute the intersections and also used by 4], but we do this decomposition here only to show certain properties of the intersection: its periodicity (proposition 2) and its size (proposition 3
The set of items owned by a processor have the form C(s; rP) in the particular case of a cyclic distribution (block size equals to 1). In the following, we call a block cyclic(r; P) pattern the set E(s; rP; r). Proposition 1 4 The intersection of two block cyclic(r; P) and (r 0 ; P 0 ) patterns is the union of at most r r 0 cyclic patterns of size 1. The proof is a simple application of the extended Euclidean algorithm, which will give b if it exists.
Proof Let E(s; rP; r) and E(s 0 ; r 0 P 0 ; r 0 ) be two block cyclic patterns. E(s; rP; r) = By application of the lemma, each individual intersection is empty or is a cyclic pattern of period lcm(rP; r 0 P 0 ), so the intersection is an union of at most r r 0 cyclic patterns.
Proposition 2 The intersection of two block cyclic patterns (r; P) and (r 0 ; P 0 ) is periodic of period lcm(rP; r 0 P 0 )
(where P and P 0 are the number of processors in each distribution).
Proof This is derived from the proof of proposition 1. A union of patterns all periodic with the same period lcm(rP; r 0 P 0 ) is also periodic with the same period 5 Proposition 3 There will be at most r r 0 items in an interval of length lcm(rP; r 0 P 0 ) of the intersection pattern.
Proof We have seen in the proof of proposition 1 that the resulting pattern is the union of at most r r 0 cyclic patterns, of identical period. In one period, we have one element of each component of the union.
Hence thanks to the proposition 2, we speed up the computation. In the algorithm of Figure 2 , we restrict the scan to a range of length min(m; lcm(rP; r 0 P 0 )). Then in the algorithm of Figure 4 , for instance in the call to the procedure scan sets the variable m 1 and m 2 can be replaced by lcm(r1P1; r1 0 P1 0 ) and lcm(r2P2; r2 0 P2 0 ) (loops have also to be transformed in order to iterate over the period of the intersection patterns). Furthermore, proposition 3 gives a bound of r1 r1 0 and r2 r2 0 on the number of memory descriptors necessary to store the intersection patterns with \add to bu er".
Communication
In the general case, the communications patterns between processors correspond to a personalized \all-toall", with message sizes that depend on the processors. Each transmission bu er lling and the computation of the size of each reception bu er are done thanks to the data sets computation. But often in practice, some pairs of processors do not communicate (the set of processors involved in the distribution may be partially disjoint or there may be no data to exchange between certain pair of processors).
Asynchronous (receive) communication
In this rst approach, the lengths of the messages to be received are computed rst. Then, asynchronous receives are posted. Then each data set is sent. There is no assumption on the target computer ability to receive messages \from any" because the senders are known precisely. In order to avoid bottlenecks and ensure a good load balance of communications, each sending processor communicates with the destination processors in a di erent order.
Synchronous communication
In some contexts, asynchronous receives may not be available 6 . Moreover in order to avoid OS deadlocks due for instance to the xed number of system communication bu ers, we designed an algorithm that uses a blocking receive protocol. At each step of this algorithm processors are grouped into pairs, and messages are exchanged. At the end, of the algorithm, we ensure that every processor has been paired with every other processor. This strategy can be compared to a rolling caterpillar of all the involved processors where, at a given step d(1 <= d < P ? 1), each processor P i (0 <= i < P) exchanges its data with processor P ((P ?i?d)modP) (that can be itself).
We re ne the caterpillar algorithm by considering that we can mapped to the same slot of the \caterpillar" a processor that is only sending and a processor that is only receiving. This allows to reduce the number of steps of the algorithm from (P ? 1) to the maximum of the number of sending processors and the number of receiving processors. If the two grids are disjointed, this halves the number of steps.
Communication pipelining
Instead of exchanging data in one message between a pair of processors, the data is split into small packets. While the communication for a packet is in progress (in both directions at the same time), the last received packet is unpacked, and the next packet to send is prepared. This is an overlapping strategy close to the work described in 8]. This optimization is implemented within the caterpillar method when the data size is large enough.
Complexity Study
We consider the redistribution of a D-dimensional array of size M 1 M D . The data distributions are de ned by data block sizes r 1 r D and a D-grid of processors of size P 1 P D . A prime will indicate the parameters in the target distribution 7 . We note M; P; r when there is just one dimension. This complexity study aims to give an insight on the algorithm and also identi es the dominant part in the execution time. We consider in the following the complexities in term of basic elementary operations like comparison, addition, move, . ..
Data set computation complexity
The indices scanning is done for each processor pair in order to send the intersecting data, and respectively to receive and store the data at the right place in local memory. ) blocks on the original (resp. nal) distribution for the source (resp. nal) processor. These blocks are scanned like in the \merge sort" algorithm, hence the complexity is equal to the total number of blocks.
In dimension i, let B i be the max(M i ; lcm(r i P i ; r 0 i P 0 i )). As described in Section 4.3, we can stop the scanning as soon as we reach the global index B i while constructing the intersection patterns. Notice that except when r i and r 0 i are very small, it is faster to use our strategy (bounded independently from the block sizes) than the analytical computation of the pattern as in proposition Notice that the complexity is independent of the matrix size (except for small matrices where M i < lcm(r i P i ; r 0 i P 0 i )).
Packing and communication complexity
The packing (or unpacking) consists of \move" operations in order to pack a \data set" into a bu er, followed by sending the bu er. Following the classical linear transfer time model, we describe the communication cost complexity for multi-dimensional arrays in terms of move and transfer time only (there is always P ?1 startup delays in our algorithm). This is an average complexity. We assume that the volume of communication is equally distributed among the processors and that all elements that are to be sent to a partner must be packed in one bu er to reduce startup overhead.
Proposition 6 
Comparison between scanning and packing/communication
In order to study the relative importance of each part of our algorithm (scanning and packing/communication), we present in the following the behavior of their complexity ratio R when M is increasing :
The complexity of the determination of the data sets increases additively with the number of dimensions. On the contrary, the volume of each data set increases multiplicatively with the number of dimensions, as it is the Cartesian product of one-dimensional element sets. So, in practice the total redistribution cost is roughly equal to two memory copies (one when the data is sent and one when it is received) plus the transfer time, of the items owned locally. Moreover the total complexity is not exactly equal to the sum of both parts, it depends of how well the communication and preprocessing overlap each other.
Memory usage consideration
For multi-dimensional arrays, we have seen that the main cost in the redistribution is the memory copy necessary when packing a bu er before emission. Our algorithm proceeds by blocks, optimizing the use of large lines of cache present in most recent microprocessors.
Notice that, on usual processors, the method of 22] would almost always jump between two elements successively packed, so the memory copy of the elements cannot be done at the same rate. Moreover, as local memory rearrangement for packing dominates the global cost in most cases, the methods that deals with the general cases by doing an intermediate redistribution 24, 26] will generally be slower than ours, although in cases where block sizes are multiple of each other, they would be a bit faster.
Timing results
In this section, we want not only to show the e ciency of our algorithms, but also to demonstrate the real gain that is obtained in practice, for linear algebra kernels using our redistribution routines. To compare with others work, we run the redistribution test suite proposed in 20], and show the results in the table 1. Our redistribution algorithm performs better than the PITFALLS algorithm in all cases, the speedup becoming more appreciable for larger array sizes. We then choose 3 routines of the ScaLAPACK library 8 : the matrix multiply (MM), LU factorization (LU) and triangular solve (TS). In the ScaLAPACK library, the routines run for any virtual grid of processors and any size of square blocks. We ran our experiments on the Intel Paragon 9 . We used a compiled version of the ScaLAPACK library on top of the vendor optimized BLAS and BLACS. and on the Cray T3D 10 . We used a compiled version of the redistribution routine with a vendor implementation of the LU, MM, TS, BLACS and BLAS routines.
For a given number of processors (16) and a given matrix size (1024 1024), we determine by experiments the best block size (BBS) and best grid shape (BGS) for each computation kernel (Some analytical work was done to nd the best block sizes for several ScaLAPACK routines in 6,9,21].). The results described in 19] are summarized for the Paragon and the T3D in Table 2 . The best grid shapes and block sizes are very di erent for the three routines and the timings di erences are not negligible. Hence the redistribution can lead to an important gain in elapse time. We then study an example with the 3 linear algebra operations 11 executed sequentially in the same parallel program (see the corresponding algorithms on Figure 6 ). Remark that if several arrays are implied in the computation kernel, then several data redistributions must be called We present in Figure 7 , the results corresponding to the algorithms of Figure 6 where the numerical kernels are chained in the same parallel program. In all cases, it is better to use our redistributions to and from the BBS and BGS than to stay with the initial distribution. 1 16, 2 8, 4 4, 8 2, 16 1) and block sizes (power of 2) without data redistributions (dots) and with redistribution, the best result (with respect to the initial distributions) is the solid-line, the worst result (with respect to the initial distributions) is the dotted-line, the dashed-line is an \optimized case" where the initial data distribution is bestforMM and the nal is bestforTS.
We show several properties on the data distribution in order to improve the algorithm using the periodicity of the cyclic distribution. Thus with these optimizations for the scanning and good communications strategies, our algorithm is very e cient.
Our complexity analysis shows that the scanning is negligible(1 to 10 % for the experiment of Table 1 ) when its algorithmic strategy uses the underlying mathematical properties of cyclic pattern and a merge sort like structure.
The timings of our routines compare favorably with the ones proposed in 20] on the Paragon. Furthermore, tests of our routines on a Cray T3D and on an Intel Paragon corroborate very well our expectations. Our results on a suite of three linear algebra kernels using matrices show that the use of redistribution leads to elapsed time gain. Moreover, the use of our redistribution routines also assures that on the average the computation time stays very close to the optimal even with bad initial data distribution choices (for both block sizes and grid shape).
From our results, the redistribution should be the integrated in the linear algebra kernel themselves and also should be used frequently in explicit parallel programming, or by HPF compilers. Our algorithms are implemented within the ScaLAPACK library 13 . Our future work will consist in the optimization of the library code with the addition of tests of the parameters in order to select the dedicated algorithm for special cases (see 1, 23, 24, 26] ... ) and the study of the access for strides not equal to one.
