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Abstract
Euclidean distance matrices (EDMs) are central players in many diverse fields including
psychometrics, NMR spectroscopy, machine learning and sensor networks. However, they are
not often exploited in signal processing. In this thesis, we analyze attributes of EDMs and derive
new key properties of them. These analyses allow us to propose algorithms to approximate EDMs
and provide analytic bounds on the performance of our methods. We use these techniques to
suggest new solutions for several practical problems in signal processing. Together with these
properties, algorithms and applications, EDMs can thus be considered as a fundamental toolbox
to be used in signal processing.
In more detail, we start by introducing the structure and properties of EDMs. In particular,
we focus on their rank property; the rank of an EDM is at most the dimension of the set of points
generating it plus 2. Using this property, we introduce the use of low rank matrix completion
methods for approximating and completing noisy and partially revealed EDMs. We apply this
algorithm to the problem of sensor position calibration in ultrasound tomography devices. By
adapting the matrix completion framework, in addition to proposing a self calibration process
for these devices, we also provide analytic bounds for the calibration error.
We then study the problem of sensor localization using distance information by minimizing
a non-linear cost function known as the s-stress function in the multidimensional scaling (MDS)
community. We derive key properties of this cost function that can be used to reduce the
search domain for finding its global minimum. We provide an efficient, low cost and distributed
algorithm for minimizing this cost function for incomplete networks and noisy measurements. In
randomized experiments, the proposed method converges to the global minimum of the s-stress
in more than 99% of the cases. We also address the open problem of existence of non-global
minimizers of the s-stress and reduce this problem to a hypothesis. If the hypothesis is true then
the cost function has only global minimizers, otherwise, it has non-global minimizers.
Using the rank property of EDMs and the proposed minimization algorithm for approximating
them, we address an interesting and practical problem in acoustics. We show that using five
microphones and one loudspeaker, we can hear the shape of a room. We reformulate this problem
as finding the locations of the image sources of the loudspeaker with respect to the walls. We
propose an algorithm to find these positions only using first-order echoes. We prove that the
reconstruction of the room is almost surely unique. We further introduce a new algorithm for
locating a microphone inside a known room using only one loudspeaker. Our experimental
evaluations conducted on the EPFL campus and also in the Lausanne cathedral, confirm the
robustness and accuracy of the proposed methods.
By integrating further properties of EDMs into the matrix completion framework, we propose
a new method for calibrating microphone arrays in a diffuse noise field. We use a specific char-
acterization of diffuse noise fields to relate the coherence of recorded signals by two microphones
to their mutual distance. As this model is not reliable for large distances between microphones,
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we use matrix completion coupled with other properties of EDMs to estimate these distances
and calibrate the microphone array. Evaluation of our algorithm using real data measurements
demonstrates, for the first time, the possibility of accurately calibrating large ad-hoc microphone
arrays in a diffuse noise field.
The last part of the thesis addresses a central problem in signal processing; the design of
discrete-time filters (equivalently window functions) that are compact both in time and fre-
quency. By properly adapting the definitions of compactness in the continuous time to discrete
time, we formulate the search for maximally compact sequences as solving a semi-definite pro-
gram. We show that the spectra of maximally compact sequences are a special class of Mathieu’s
cosine functions. Using the asymptotic behavior of these functions, we provide a tight bound for
the time-frequency spread of discrete-time sequences. Our analysis shows that the Heisenberg
uncertainty bound on the time-frequency spread of sequences is not tight and the lower bound
depends on the frequency spread, unlike in the continuous time case.
Keywords: Euclidean Distance Matrices, Calibration, Sensor Localization, S-stress, Multidi-
mensional Scaling, Acoustics, Heisenberg Uncertainty Principle, Maximally Compact Sequences
Re´sume´
Pie`ces maˆıtresses de nombreux domaines tel que la psychome´trie, la spectroscopie RMN,
l’apprentissage automatique, et re´seaux de senseurs, les matrices de distance Euclidiennes (EDMs)
se sont re´ve´le´es utiles dans de nombreuses applications. Ne´anmoins, elles n’ont pas e´te´ souvent
exploite´es en traitement des signaux. Dans cette the`se, nous analysons les caracte´ristiques des
EDMs et en de´duisons d’importantes nouvelles proprie´te´s. Ces analyses nous permettent de
proposer de nouveaux algorithmes pour approcher les EDMs, ainsi que de donner des bornes
analytiques sur la performance de ces me´thodes. Ces techniques sont ensuite applique´es pour
sugge´rer de nouvelles solutions a` plusieurs proble`mes pratiques en traitement des signaux. Mu-
nies de ces nouvelles proprie´te´s, algorithmes et applications, les EDMs peuvent eˆtre conside´re´es
un outil fondamental a` utiliser en traitement des signaux.
Plus en de´tail, nous commenons par pre´senter la structure et les proprie´te´s des EDMs. En
particulier, nous nous concentrons sur la proprie´te´ du rang; le rang d’une EDM est au plus la
dimension de l’ensemble des points la ge´ne´rant plus 2. Cette proprie´te´ nous permet d’appliquer
les me´thodes de comple´tion de matrice de faible rang a` l’approximation et la comple´tion d’EDMs
seulement partiellement re´ve´le´es. Nous appliquons cet algorithme au proble`me de l’e´talonnage
de la position des senseurs dans les appareils de tomographie ultrasonique. Nous pre´sentons
e´galement non seulement une adaptation de cette me´thode au processus d’auto-e´talonnage de
ces appareils, mais aussi des bornes analytiques sur l’erreur d’e´talonnage.
Nous e´tudions ensuite le proble`me de la localisation de senseur exploitant l’information de
distance par la minimisation d’une fonction de couˆt non-line´aire connue sous le nom de fonction
s-stress dans la communaute´ du positionnement multidimensionnel (MDS). Nous de´duisons des
proprie´te´s majeures de cette fonction de couˆt nous permettant de re´duire le domaine de recherche
pour trouver son minimum global. Nous produisons un algorithme distribue´, efficace et peu
couˆteux, pour minimiser la fonction de couˆt pour des re´seaux incomplets ainsi que des mesures
bruite´es. Nous montrons que dans des expe´riences ale´atoires, la me´thode propose´e converge
vers le minimum global du s-stress dans 99% des cas. Nous abordons le proble`me ouvert de
l’existence de minimiseurs non-globaux du s-stress et re´duisons ce proble`me a` une hypothe`se,
dont la satisfaction ou non-satisfaction de´termine l’existence ou l’absence, respectivement, de
minimiseurs non-globaux de la fonction de couˆt.
Nous mettons a` contribution la proprie´te´ du rang des EDMs, ainsi que l’algorithme de
minimisation propose´ pour leur approximation, pour aborder un proble`me d’acoustique aussi
inte´ressant que pratique. Nous montrons qu’avec cinq microphones et un haut-parleur, il est
possible d’entendre la forme d’une pie`ce. Nous reformulons ce proble`me en celui de trouver la
position des images de la source sonore, le haut-parleur, par rapport aux murs. Nous proposons
un algorithme pour trouver ces positions utilisant seulement les e´chos d’ordre premier. Nous
prouvons que la reconstruction de la pie`ce est presque suˆrement unique. Nous pre´sentons en
outre un nouvel algorithme pour la localisation d’un microphone a` l’inte´rieur d’une pie`ce de
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forme connue utilisant seulement un haut-parleur. Notre e´valuation expe´rimentale, conduites
sur le campus de l’EPFL ainsi que dans la cathe´drale de Lausanne, confirme la robustesse et la
pre´cisions des me´thodes propose´es.
Par l’inte´gration de proprie´te´s supple´mentaires des EDMs dans nos algorithmes de comple´tion
de matrice, nous proposons une nouvelle me´thode pour l’e´talonnage de re´seaux de microphones
dans un champ de bruit diffus. Nous utilisons une caracte´ristique spe´cifique des champs de
bruit diffus afin de lier la cohe´rence de signaux enregistre´s par deux microphones a` leur distance
mutuelle. Ce mode`le n’e´tant pas fiable pour de longues distances entre les microphones, nous
utilisons la comple´tion de matrice couple´e a` d’autres proprie´te´s des EDMs afin d’e´valuer ces
distances et d’e´talonner le re´seau de microphones. L’e´valuation de notre algorithmes avec des
donne´es re´elles de´montre pour la premie`re fois la possibilite´ d’e´talonner pre´cise´ment de grands
re´seaux de microphones dans un champs de bruit diffus.
La partie finale de cette the`se traite d’un proble`me central en traitement des signaux; la
conception de filtres a` temps discrets (ou e´galement feneˆtre d’observation) a` la fois compact
en temps et en fre´quence. Une adaptation pertinente de la de´finition de compacite´ en temps
continu pour les filtres a` temps discret nous permet de formuler la recherche de se´quences maxi-
malement compactes en un proble`me d’optimisation semi-de´finie positive. Nous montrons que
les spectres des se´quences maximalement compactes sont une classe spe´ciale des fonctions en
cosinus de Mathieu. Exploitant le comportement asymptotique de ces fonctions, nous donnons
une borne infe´rieur atteignable pour l’e´talement temps-fre´quence des se´quences a` temps discret.
Notre analyse montre que le minorant donne´ par le principe d’incertitude d’Heisenberg pour
l’e´talement temps-fre´quence des se´quences n’est pas atteignable.
Mots-cle´s: Matrices de Distance Euclidiennes, E´talonnage, Localisation de Senseur, S-stress,
Positionnement Multidimensionnel, Acoustiques, Principe d’Incertitude d’Heisenberg, Se´quences
Maximalement Compactes
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Chapter 1
Introduction
It is tempting, if the only tool you have is a
hammer, to treat everything as if it were a
nail.
Abraham Harold Maslow
1.1 Motivation
Euclidean distance matrices (EDMs) are probably one of the most useful and at the same
time under-appreciated tools in signal processing. Studies on the properties of these objects do
not go back further than a century. In this thesis, by studying the properties of these objects
and introducing new algorithms and applications, we will try to convince the reader that EDMs
deserve more attention in the signal processing and communications communities.
Although the notions of metric spaces and distances were introduced long before by Fre´chet [40],
it was not until 1935 that Schoenberg in [114] studied the properties of Euclidean distance ma-
trices in detail. Further properties were developed by Young and Householder in 1938 [137].
In 1952, Togerson introduced the concept of multidimensional scaling (MDS) as the problem
(or the procedure) of finding a set of points that produce a given inter-distance matrix [126] .
This distance matrix could be generated from a Euclidean geometry or a set of dissimilarities.
However, the relation between the used distances and the non-metric dissimilarities was defined
vaguely. Later in 1964, Kruskal suggested the notion of stress as a goodness of fit for non-metric
data [73]. The most significant practical impact of EDMs until that time can be considered the
successful test of Transit, the first satellite navigation system used by the United States Navy in
1960. Later, in a series of papers [47, 48], Gower showed further properties of Euclidean geom-
etry and approaches for the approximations of EDMs. In his 1985 paper [48], Gower rigorously
presented the relation of the rank of EDMs to their embedding dimension.
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While the mathematicians were busy proving abstract properties of EDMs, biologists started
using them to estimate the shape of proteins. In early 1980s, Williamson, Havel and Wu¨thrich
developed the idea of using nuclear magnetic resonance (NMR) to extract inter-distances of
hydrogen atoms in proteins and use these distances to reconstruct the shape of the molecule
[53, 135] 1. In 1990, Glunt et al. in [42] and Hayden et al. in [54], provided some insights on
the structure of the cone of EDMs. It took the multidimensional scaling community a few more
years to come up with a solution for the molecular conformation through Trosset in 1998 [128].
Since 2000, the practical advantages of EMDs started to appear also in the machine learning
community; examples include papers by Tenenbaum et al. in 2000 [123] for image understanding
and handwriting recognition, Jain et al. in 2004 [59], for speech and music and Weinberger
et al. also in 2004 [134], for learning image manifolds. Also starting 1999, as the interest in
sensor networks increased, several approaches based on EDM properties were proposed for sensor
localization [3, 12, 29].
Let us give a short description of two of the EDM applications mentioned above. Many other
applications will be introduced throughout the thesis.
Protein Structure Prediction
Knowing the structure of proteins is crucial for understanding their physical and chemical
properties and interactions. It is also useful for drug design. One of the methods to estimate the
structure of a protein is nuclear magnetic resonance spectroscopy (usually abbreviated as protein
NMR). The process of determining the protein structure by NMR consists of measuring many
short inter-distances between hydrogen atoms and restraining the protein structure with these
distances. Large distance measurements (larger than 5
◦
A [52]) are normally unreliable and thus
a network of short distances is available for reconstructing the structure of the protein. This
produces an incomplete and noisy EDM from which the location of the hydrogen atoms must be
estimated. Many approaches including distance matrix completion [17] and methods based on
molecular dynamics and simulated annealing [92] are proposed to solve this problem. In Figure
1.1 we show an example reconstruction of the protein 2E8O, SAM domain, with a method based
on semi-definite programming called SPROS [4]. The blue structure shows the estimated protein
structure using SPROS and the red one is the reference structure.
Dimensionality Reduction in Machine Learning
In many applications of machine learning (such as face recognition [130] or handwriting
recognition [58]) the high-dimensional measurements lie on a low-dimensional but non-linear
manifold. In order to be able to analyze these data efficiently, we need to find a low dimensional
embedding of these data points. One of the approaches to this problem is called the isometric
feature mapping or Isomap [123]. Isomap finds the paths between the neighboring nodes and
guesses larger distances by finding the shortest paths between the corresponding nodes. Then,
using these geodesic distances and applying simple localization algorithms, the method estimates
the new node positions in the low-dimensional space. An example of the application of the
algorithm on the Swiss roll data-set is shown in Figure 1.2. Several nodes are lying on a 2-
dimensional manifold in 3D (see Figure 1.2(a)). We can observe that for two selected nodes on
1. Wu¨thrich received the Chemistry Nobel Prize in 2002 for “his development of nuclear magnetic resonance
spectroscopy for determining the three-dimensional structure of biological macromolecules in solution”
1.2 Euclidean Distance Matrices 3
Figure 1.1: Structure estimated by SPROS (red) and the reference structure (blue) for the protein
2E8O, SAM domain. Image taken from [4] with permission.
the non-linear manifold, their Euclidean distance in 3D (blue line) may not accurately show their
similarity, as measured by geodesic distance along the low-dimensional manifold (red curve).
Using Isomap, we can find a non-linear embedding of the data-set in 2D (Figure 1.2(b)). In
the low-dimensional embedding, the Euclidean distance between data points represents more
accurately their geodesic distance.
When we go through the history of EDMs and their applications, we unfortunately do not
witness many results from the signal processing community with an EDM flavor 2. This lack
of appreciation, has also held the community back from developing efficient algorithms that fit
specific applications. In these pages, we revisit some of the properties of EMDs, propose new
algorithms to approximate them and test them through several applications in signal processing.
Let us continue with introducing some basic properties of EDMs which will be used in this
thesis.
1.2 Euclidean Distance Matrices
Consider a list of points {xi, i = 1, · · · , n} in the Euclidean space Rη of dimension η. A
matrix D ∈ Rn×n+ is called a Euclidean distance matrix (EDM), when its entries, d2i,j are the
2. Of course one might argue that we can call many things as “signal processing” and many of the mentioned
applications lie in signal processing!
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(a) (b)
Figure 1.2: The Swiss roll data-set in a 3-dimensional space (a), and its non-linear embedding
in 2D using Isomap (b). The images are reproduced from [123] and the data-set provided in
http://isomap.stanford.edu.
Euclidean distance-squares between pairs of xi and xj , i.e.,
D[i, j] = d2i,j = ‖xi − xj‖2 = 〈xi − xj , xi − xj〉
= 〈xi , xi〉+ 〈xj , xj〉 − 2 〈xi , xj〉 .
(1.1)
As a result, any element of an EDM must satisfy the basic Euclidean metric properties [71]:
M1. Non-negativity
di,j ≥ 0 .
M2. Self-distance
di,j = 0⇐⇒ xi = xj .
M3. Symmetry
di,j = dj,i .
M4. Triangle inequality
di,j ≤ di,k + dk,j .
Note that these properties are necessary but not sufficient for a matrix to be an EDM.
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Example 1.1
Consider the points x1 = [1, 1, 0]
T , x2 = [5, 1, 0]
T , x3 = [1, 4, 0]
T and x4 = [1, 1, 1]
T in R3.
We can find their corresponding distance matrix as D1,
D1 =

0 16 9 1
16 0 25 17
9 25 0 10
1 17 10 0
 , D2 =

0 16 9 36
16 0 25 17
9 25 0 10
36 17 10 0
 .
Clearly, by construction D1 is an EDM and satisfies all the metric properties. Consider now
D2 as a simple modification of D1. The new matrix D2 satisfies all the metric properties
M1–M4. However, it is not an EDM (we will see shortly how to check if a matrix is an EDM).
Let us now describe the necessary and sufficient conditions for a matrix to be an EDM. In
this regard, we need to define the following notions:
Definition 1.1 (Symmetric hollow subspace)
Denoted by Snh , the symmetric hollow subspace is a proper subspace of symmetric matrices
Sn with a zero diagonal.
S
n
h
def
= {A ∈ Sn | diag(A) = 0} ,
where diag(·) denotes a column vector with the diagonal entries of its input matrix.
Definition 1.2 (Positive semi-definite cone)
Denoted by Sn+, the positive semi-definite cone is the set of all symmetric positive semi-definite
matrices of dimension n× n.
S
n
+
def
= {A ∈ Sn | A  0} .
Let us also define the geometric centering matrix L as
L
def
= I − 1
n
11T , (1.2)
where I is the n× n identity matrix and 1 is the all one column vector in Rn.
Theorem 1.1 (Schoenberg [114])
D is an EDM ⇐⇒
{
−LDL ∈ Sn+
D ∈ Snh
(1.3)
Theorem 1.1 is very important in the sense that it provides a necessary and sufficient condition
for a matrix to be an EDM, while the metric properties M1–M4 do not provide such functionality.
In the following we provide yet another important property of EDMs.
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1.2.1 Invariance Under Rigid Transformation
Let us collect the coordinates of the set of points in a matrix X as follows:
X =

xT1
xT2
...
xTn

∈ Rn×η ,
with xi ∈ Rη. This, for example, can be the collection of n sensors thrown in a 3-dimensional
(η = 3) field.
An EDM D must be expressible as a function of some X. Let us call that function D. From
(1.1), we can write
D(X) = diag(XXT )1T + 1 diag(XXT )T − 2XXT . (1.4)
In words, for every set of points in Rη, the function D(X) outputs the EDM corresponding to
that point set. Given an EDM D, there are in general infinitely many position matrices X that
generateD. They are related with rigid transformations (also called isometric transformations):
translation, rotation and reflection.
Translation Invariance
A translation in Rη is represented by
Y =X − 1 tT ,
where t ∈ Rη is the translation vector. It is easy to see from (1.4) that for every t ∈ Rη,
D(X − 1 tT ) = D(X) .
Example 1.2 (Centering a set of points at the origin)
If a set of n points are listed in X ∈ Rn×η, their geometric center is calculated as [26]:
µ =
1
n
XT 1 .
Centering the set of points at the origin is equivalent to
Xc =X − 1µT
=X − 1( 1
n
1TX)
= (I − 1
n
11T )X
= LX .
This is why we called the matrix L in (1.2) the geometric centering matrix.
It is easy to verify that
D(LX) = D(X) .
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Rotation and Reflection Invariance
The rotation and/or reflection of a set of points X around a point z ∈ Rη is achieved by
Xr = (X − 1 zT )Q ,
where Q ∈ Rη×η is an orthogonal matrix.
We can verify that
D(Xr) = D((X − 1 zT )Q)
= D(XQ− 1wT )
= D(XQ)
(a)
= D(X) ,
where (a) follows from (1.4) using QTQ = I.
1.2.2 Embedding Dimension and the Rank of an EDM
An important notion in the Euclidean distance geometry is called the embedding (or affine)
dimension of an EDM.
Definition 1.3 (Embedding dimension [48])
If a matrix D ∈ Rn×n is an EDM, its embedding or affine dimension is the rank of X with
the least rank that generates D.
In other words, the embedding dimension of an EDM is the dimension of the smallest affine set
in Rn containing X, the set of points that generate it.
Theorem 1.2 (EDM rank vs. embedding dimension [48])
For a Euclidean distance matrix D ∈ Rn×n with embedding dimension r, we have
rank(D) ≤ r + 2 . (1.5)
Further, rank(D) = r+1, if and only if the points generating D lie on the relative boundary
of an r-dimensional hypersphere.
Proof.
In order to prove the upper bound in (1.5), we use the formulation of D(X) in (1.4),
rank (D(X)) ≤ rank (diag(XXT )1T )+ rank (1 diag(XXT )T )+ rank (2XXT )
≤ 1 + 1 + r ,
where we used the fact that rank(A +B) ≤ rank(A) + rank(B). The rest of the proof can be
found in [48].
Note that the rank of an EDM is independent of its dimensions (i.e. the number of points
generating that EDM). The result of Theorem 1.2 lies at the heart of this thesis and is very
central to the obtained results.
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An important question is how to find the embedding dimension of a distance matrix? The
answer is simple [48]; From (1.4), we can see that
−LDL = 2LXXTL ,
because L1 = 0. Now
r = rank(X)
= rank(LX)
(a)
= rank(LDL) .
(1.6)
For (a) we have used the fact that rank(ATA) = rank(A) = rank(AT ). Thus, in order to find
the embedding dimension of an EDM D, it is enough to compute rank(LDL).
1.2.3 The EDM Cone
Let EDMn denote the set of all EDMs of dimension n × n. The set EDMn forms a closed
convex cone; using (1.3), for any λ1, λ2 ≥ 0:
LD1L  0
D1 ∈ Snh
,
LD2L  0
D2 ∈ Snh
=⇒ λ1LD1L+ λ2LD2L  0
λ1D1 + λ2D2 ∈ Snh
Note that EDMn contains all the EDMs in Snh with embedding dimensions ranging from 0
to n − 1 (since D(X) is invariant under translation, the maximum embedding dimension of an
n× n EDM is n− 1 as the dimension of the points can be reduced by at least one).
Now the question is which portion of this cone belongs to EDMs with certain embedding
dimensions. Recall from (1.6) that r = rank(LDL). We have the following lemma.
Lemma 1.1 (The EDM cone and the embedding dimension [26])
The EDM cone relative interior comprises
rel int EDMn = {D ∈ EDMn | rank(LDL) = n− 1} ,
which is a convex cone. Also the relative boundary of the EDM cone is
rel ∂ EDMn =
n−2⋃
r=0
{D ∈ EDMn | rank(LDL) = r} .
None of these sets are necessarily convex.
Lemma 1.1 states that all the interior of the EDM cone consists only of EDMs with embedding
dimension n − 1 and the rest of EDMs lie only on the relative boundary of the cone. This
lemma plays a crucial role in showing the hardness of problems that try to find the best EDM
approximations to a matrix with a certain embedding dimension. The set of such EDMs is not
convex anymore. Further, Hayden et al. in [54] show that for n > 3, EDMn is not a circular
cone anymore. These properties show why the approximation is not straight forward.
One particular problem of interest is completing a partially revealed EDM. This problem can
be formulated as
find Dest ∈ EDMn
s.t. Dest[i, j] = D[i, j] for (i, j) revealed indices.
(1.7)
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If D is a partial EDM in Rr with embedding dimension r, we are interested in completing
it so that the result has also an embedding dimension r. Then problem (1.7) can be further
restricted to
find Dest ∈ EDMn
s.t. Dest[i, j] = D[i, j] for (i, j) revealed indices
emb dim(Dest) = r.
This problem is NP-hard.
Theorem 1.3 ([72, 113])
The problem of one-embeddability of graphs 3with integer weights is NP-complete.
For this reason, all the solutions for Euclidean distance matrix completion or approximation
problems are relaxed in order to make the solutions tractable (e.g. [12, 60]). In Chapter 2 we see
a relaxed formulation for the completion problem. Also in Chapter 3 we provide an optimization
framework to tackle the problem locally.
One of the earliest implicit applications of EDMs is for data visualization [126]. This task of
down-scaling a set of high dimensional data, with a given distance matrix, into a lower dimension
(which might have multi dimensions) and visualizing them in the lower dimensional space is called
multidimensional scaling (MDS). This process is in essence the same as sensor localization from
mutual distances and similar results are developed in both fields in parallel. In the following
section we briefly introduce multidimensional scaling and some of the common tools for solving
related problems in this field.
1.3 Multidimensional Scaling
Multidimensional scaling (MDS) was originally proposed in psychometrics [73, 126] to visu-
alize the (dis-)similarities between objects (or stimuli, like colors). It is defined as the problem
of finding n points (normally in a certain dimension) whose inter-point distances represent (dis-
)similarities between objects. The term “multidimensional scaling” is often used to refer to
methods for solving MDS (e.g. [14]). The following example is borrowed from [14] to showcase
one of the initial problems in MDS.
Example 1.3 (MDS and Color Similarities)
Ekman in 1954 [36] used 14 colors differing only in their wavelength. Different pairs of colors
were projected on a screen and the average score of 31 subjects for their similarities were taken
(0: not similar, 1: identical). The measured similarities are shown in Table 1.1. With the
simplest algorithm called the classic MDS — which will be introduced in the following lines
— we can associate a set of points in two dimensions to these wavelengths. The reconstructed
locations are shown in Figure 1.3. The figure suggests close correlation of the visualization
with the well-known color circle (or color wheel) [61].
Although the MDS problem originated for different set of purposes and has been widely
used in a separate research community, it addresses the same fundamental question in sensor
3. One-embeddability of graphs is a special case of the k-embeddability problem which accounts for finding an
embedding of a weighted graph in k dimensions that preserves the weights.
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λ (nm) 434 445 465 472 490 504 537 555 584 600 610 628 651 674
434 1.0 .86 .42 .42 .18 .06 .07 .04 .02 .07 .09 .12 .13 .16
445 .86 1.0 .50 .44 .22 .09 .07 .07 .02 .04 .07 .11 .13 .14
465 .42 .50 1.0 .81 .47 .17 .10 .08 .02 .01 .02 .01 .05 .03
472 .42 .44 .81 1.0 .54 .25 .10 .09 .02 .01 .00 .01 .02 .04
490 .18 .22 .47 .54 1.0 .61 .31 .26 .07 .02 .02 .01 .02 .00
504 .06 .09 .17 .25 .61 1.0 .62 .45 .14 .08 .02 .02 .02 .01
537 .07 .07 .10 .10 .31 .62 1.0 .73 .22 .14 .05 .02 .02 .00
555 .04 .07 .08 .09 .26 .45 .73 1.0 .33 .19 .04 .03 .02 .02
584 .02 .02 .02 .02 .07 .14 .22 .33 1.0 .58 .37 .27 .20 .23
600 .07 .04 .01 .01 .02 .08 .14 .19 .58 1.0 .74 .50 .41 .28
610 .09 .07 .02 .00 .02 .02 .05 .04 .37 .74 1.0 .76 .62 .55
628 .12 .11 .01 .01 .01 .02 .02 .03 .27 .50 .76 1.0 .85 .68
651 .13 .13 .05 .02 .02 .02 .02 .02 .20 .41 .62 .85 1.0 .76
674 .16 .14 .03 .04 .00 .01 .00 .02 .23 .28 .55 .68 .76 1.0
Table 1.1: Average similarity scores of colors with wavelengths from 434 to 674 nm [36] used in
Example 1.3.
localization and signal processing: finding a set of points with a certain dimension that generate
a given set of (possibly noisy) distances.
The MDS literature offers many formulations and algorithms to estimate the set of points
X from D. In the following lines we provide a brief description of three of the most famous
approaches to this problem.
1.3.1 Classic Multi-dimensional Scaling
If all the pairwise distances are measured without error, then a na¨ıve algorithm called classic
MDS exactly recovers the correct configuration of points [34, 75, 115]. Let us now explain this
algorithm.
Let L be as in (1.2). Recall from (1.4), that
−LDL = 2LXXTL .
Then, given the singular value decomposition (SVD) of the symmetric and positive semi-
definite matrix (−1/2)LDL as (−1/2)LDL = UΣUT , we have
MDSη(D) , UηΣ
1/2
η ,
where Uη denotes the n × η left singular matrix corresponding to the η largest singular values
and Ση denotes the η × η diagonal matrix with η largest singular values in the diagonal. Note
that as we showed in Example 1.2, the operation LX only shifts the center of the set of the
points to the origin. This is also known as the MDSLocalize algorithm in [34]. The algorithm
is summarized in Algorithm 1.1.
Although the algorithm provides exact solutions in noiseless cases, there is no guarantee for
optimality of the solution in the noisy case.
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Figure 1.3: The output of metric MDS on the color similarity data of [36] with embed-
ding dimension 2. The numbers on the plot represent the wavelength of each color. The
plot resembles the color wheel (also called the color circle) [61]. Image taken from Wikipedia
(http://en.wikipedia.org/wiki/Color_wheel).
Algorithm 1.1 Classic MDS (MDSLocalize) [115].
Input: Dimension η, estimated squared distance matrix D
Output: Estimated positions MDSη(D)
1. Compute (−1/2)LDL;
2. Compute the best rank-η approximation UηΣηU
T
η of (−1/2)LDL;
3. Return MDSη(D) , UηΣ
1/2
η .
1.3.2 Stress Function Minimization
Another way to solve the MDS problem is to use optimization methods. From Lemma 1.1
we know that for a fixed embedding dimension, the target set is not convex. Thus, the existing
optimization methods are not only non-linear, but also non-convex. If we consider the distances
instead of the squared distances, the optimization problem is called the raw Stress [74]:
minimize
X∈Rn×η
∑
i,j
wi,j
(√
D(X)[i, j]−
√
D[i, j]
)2
. (1.8)
The weights wi,j are zero if the measurement (i, j) is not known and wi,j ≥ 0 for the rest of
measurements. As this cost function is not globally differentiable, optimization methods for
solving it are more involved. There are several approaches for this problem such as iterative
majorization [27, 28], methods using convex analysis [86, 87] and steepest descent methods
[50, 74].
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1.3.3 S-stress Function Minimization
The s-stress cost function was first introduced by Takane, Young and De Leeuw [122]:
minimize
X∈Rn×η
∑
i,j
wi,j (D(X)[i, j]−D[i, j])2 .
Note that, contrary to the Stress function, the s-stress criterion is differentiable everywhere.
However, one disadvantage of the s-stress functions is the fact that it favors larger distances over
small ones [122]. Gaffke and Mathar [41] propose an algorithm to find the global minimum of
the s-stress function for embedding dimension η = n− 1. We bear in mind that EDMs with this
embedding dimension constitute a convex set (Lemma 1.1). We are rather interested in cases
where the embedding dimension is significantly smaller than n.
In this thesis, the s-stress function is considered in great detail. We study many of its prop-
erties in Chapter 3 and introduce a new low complexity algorithm to minimize it in a distributed
manner. We also show applications of this cost function and the minimization algorithm in
Chapters 4 and 5.
1.4 Sensor Localization, Calibration and Uncertainties
Independent of the specific applications, if you have a network of sensors that collaboratively
measure a quantity, knowing their location is of interest. This network of sensors could be a
few microphones deployed in a room to record sound or used for teleconferencing [39], it can be
a network of sensors dropped from an airplane to measure the presence of enemies in a large
field [77], a sensor network to estimate the temperature map in the Alps [57] or hundreds of
ultrasound sensors used for the diagnosis of breast cancer [35]. In almost all applications of
sensor networks, it is not possible to design the system in such a way that the position of the
sensors is known and fixed; the obvious case is when the sensors are dropped from an airplane
and the non-obvious one is when a ring of ultrasound transducers is designed for cancer imaging.
In the latter, although designed with high precision, the positions are sometimes found using an
X-ray scan of the ring to determine the exact position of the sensors.
In this thesis, we are mostly focused on finding the position of sensors using their pair-wise
distance information. If all the distances between the sensors were known and noiseless, the task
of finding the sensor positions would be very simple (using the classic MDS introduced in Section
1.3.1). In many applications however, not all the distance information is available and even the
known distances are noisy. These uncertainties make the localization procedure challenging.
Normally in a sensor network, the missing distance information correspond to sensors which
are far from each other (because of energy constraints for communication). In some applications,
however, the distance measurements for close-by sensors are missing. This is in particular true
for the calibration of sensors in ultrasound tomography devices, explained in Chapter 2. In
these cases, the classic methods for sensor localization need to be properly adapted for accurate
positioning of sensors.
The main part of this thesis focuses on the applications of EDMs and sensor positioning.
Heisenberg uncertainty principle on the other hand states that accurate location yields inaccurate
momentum and vice versa. In Chapter 6 we study the uncertainty principle for discrete sequences.
Although the chapter might seem unrelated to the context of this thesis, there is no doubt that
the fundamental question of time-frequency uncertainty for discrete sequences plays an important
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role in all fields of signal processing. It suffices to note that in all the applications presented in
this thesis, some sort of windowing has been performed on the signals of interest. The design of
optimal window functions and their frequency characteristics are considered in Chapter 6.
1.5 Thesis Outline and Contributions
Each result presented in this thesis has originated from and was motivated by a practical
problem in the field of signal processing. The problems at hand have defined the tools to be
used in this work. Thus, the contributions of the thesis are presented by their corresponding
applications, i.e. in each chapter we start by explaining the practical problem at hand, and then
we present the tools to solve such a problem.
In the following we present a brief summary of each chapter and its contributions.
Calibration Through Matrix Completion
In Chapter 2, we study the calibration of ultrasound tomography devices using time-of-flight
(ToF) measurements. In particular, we study circular tomography devices where the sensors do
not lie on a perfect circle. After the manufacturing process, either the sensors are assumed to lie
on a circle, or an X-ray image provides an estimate of their positions. We aim at finding a self
calibration process for such devices with no extra equipment. In the calibration process we face
however some obstacles: The distance information for close-by transducers are missing due the
beam shape of the ultrasound sensors (it is very hard to build small omni-directional ultrasound
transducers). Further, due to malfunction of sensors or excessive noise, some measurements are
not reliable and thus useless in the distance matrix.
We use the rank property of EDMs (Theorem 1.2) and a state-of-the-art low rank matrix
completion, OptSpace, to complete the distance matrix. We then use the classic MDS algorithm
(Section 1.3.1) to estimate the sensor positions. With this two-step process, we not only introduce
a self calibrating mechanism for ultrasound tomography devices, but we also provide analytic
upper bounds on the calibration error in the presence of noise and missing entries. The analysis
enables us to also find bounds on the performance of OptSpace in the presence of structured
missing entries.
Distributed Low-Complexity Sensor Localization
In Chapter 3, we consider the s-stress function shown in Section 1.3.3 and study its properties
in great detail. By decomposing this cost function, we provide an algorithm based on alternate
coordinate descent to minimize it. The proposed algorithm is implementable in a distributed
fashion and we observe that in practice the number of iteration until convergence is linear with
respect to the number of sensors. We show — through randomized experiments — that the
proposed method converges to the global minimum of the s-stress in more than 99% of cases. This
raises the question if all the minimizers of the s-stress function are global or not. Interestingly,
no one has been able to find an analytic non-global minimizer of the s-stress so far. By proving
several algebraic properties of the s-stress function, we reduce the question of existence of its
non-global minimizers to a hypothesis If the hypothesis is true, then the s-stress function has
only global minimizers, otherwise it also has local minimizers. Thanks to the structure of the
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chosen cost function, we later provide a toy example of designing an optimal English keyboard
based on the average pair-wise distances of alphabet characters in English words.
Room Geometry Estimation and In-Room Localization
In Chapter 4, we address the interesting problem of hearing the shape of a room. Imagine
that you are blindfolded inside an unknown room. How can you hear the shape of the room
with a single finger snap? Using the image source model (assuming that the room is convex
and polyhedral), we reformulate the problem of room geometry estimation as the problem of
positioning image sources. We use the fact that echoes coming from an image source to four
microphones can build a row of an EDM. Thanks to the rank property of EDMs (Theorem 1.2),
we assign correct echoes to the image sources, i.e., we label the echoes. We prove that such
assignment is unique almost surely. In the noisy case where the rank test is not reliable, we use
the s-stress criterion (Section 1.3.3) with the algorithm proposed in Chapter 3 to assign scores
to every echo combination. We provide experiments performed in a classroom on the EPFL
campus and also in the Lausanne Cathedral. Using the same principles, we also provide a novel
algorithm for indoor localization when the room geometry is known. Using this method, we can
estimate the location of a microphone inside a room on the EPFL campus with 5 mm accuracy.
Microphone Array Calibration With Diffuse Noise
In Chapter 5, we aim at solving the problem of microphone array calibration in a diffuse noise
field. We use a property of the diffuse noise fields that the coherence between recordings of two
microphones is directly related to their mutual distances. This model, however, performs poorly
when the microphones are separated by a large distance inside a room. Thus, using a Cadzow-like
method we estimate the large distances in the corresponding EDM of the microphones. Through
this process, we alternatively impose the rank property of EMDs (Theorem 1.2) and their other
properties (symmetry, zero diagonal and non-negativity). This alternating procedure, although
heuristic, provides a better approximation framework for noisy and incomplete EDMs. Using real
experiments we compare the calibration results with different localization methods and show, for
the first time, the possibility of calibrating large ad-hoc microphone arrays in a diffuse field.
Sequences With Minimal Time-Frequency Uncertainty
In Chapter 6, we study a central problem in signal processing and communications: design
signals (or equivalently window functions or filters) that are compact both in time and frequency.
The variance is accepted as a good measure of compactness, and with this definition Heisenberg
states that a given function cannot be arbitrarily compact both in time and frequency, defining
an “uncertainty” lower bound. In continuous-time, Gaussian functions reach this bound. For
sequences, however, this is not true; it is known that the Heisenbergs bound is generally un-
achievable. We study the proper choice of variance in the periodic frequency domain. Then, for
a chosen frequency variance, we formulate the search for maximally compact sequences as an
exactly and efficiently solved convex optimization problem, thus providing a sharp uncertainty
principle for sequences. The optimization formulation also reveals that maximally compact se-
quences are derived from Mathieu’s harmonic cosine function of order zero. Using asymptotic
behavior of Mathieu’s functions, we provide analytic uncertainty bounds in the asymptotical
regimes.
Chapter 2
Sensor Calibration for Ultrasound
Tomography Devices
Essentially, all models are wrong, but some
are useful.
George Edward Pelham Box
2.1 Introduction
In most applications that involve sensing, finding the correct positions of the sensors is of
crucial importance for obtaining reliable results. This is particularly true in the case of inverse
problems which can be very sensitive to incorrect sensor placement. This requirement can be
satisfied in two ways; We might put the effort in the construction of the instruments and try to
place the sensors exactly in the desired positions, or use a method to find the exact positions after
the construction of the device. In this chapter we consider the latter and we call the procedure of
obtaining the sensor positions calibration. Note that even in the former case, due to the limited
precision of the construction instruments, a calibration is needed afterwards to determine the
exact sensor positions.
This chapter 1 focuses on the calibration problem in circular ultrasound tomography devices,
in particular, the ones manufactured and deployed in [35, 65]. These devices consist of a circular
ring surrounding an object and scanning horizontal planes. Ultrasound sensors are placed on the
interior boundary of the ring and act both as transmitters and receivers. In such tomography
devices, the sensors are not exactly placed on a perfect circle. This uncertainty in the positions
1. This chapter is the result of a collaboration with A. Karbasi, S. Oh and M. Vetterli [95].
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Figure 2.1: Block diagram for the calibration procedure prior to ultrasound tomography. The
incomplete distance matrix is passed through the OptSpace algorithm which denoises it, estimates
the missing entries and removes the unknown time delay. The calibration is finished then by applying
the classic MDS algorithm on the completed matrix which estimates the actual sensor positions.
of the sensors acts as a source of error in the reconstruction algorithms that are used to obtain
the characteristics of the enclosed object. We aim at finding a simple method for calibrating the
system at low cost and without using any extra calibrating instrument.
We use the time-of-flight (ToF) between each pair of sensors to estimate their mutual dis-
tances. In a homogeneous medium where the sound speed is fixed, the ToFs between sensors
have a simple relation to their mutual distances. If we have all the noiseless ToF measurements,
we can use the classic MDS method, introduced in Section 1.3, to estimate the sensor positions.
In practical settings, however, there are a number of challenges; these measurements are noisy,
not all the measurements are available, and there is an unknown delay added to the ToF mea-
surements. We categorize the missing measurements into two classes; structured missing entries
caused by inability of the sensors to compute the ToF with their close-by neighbors, and ran-
dom missing entries due to malfunctioning of the sensors and uncertainties of the measurement
procedure (explained further later).
In general, it is a difficult task to infer missing entries of a matrix. However, it has recently
been established that if the matrix is low rank, a small random subset of its entries permits
an exact reconstruction [20]. We use the rank property of Euclidean distance matrices from
Theorem 1.2 to show that an element-wise transform of the ToF matrix has low rank. Thus,
its missing entries can be accurately estimated using matrix completion algorithms. We use
OptSpace, a robust matrix completion algorithm developed by Keshavan et al. [68] to estimate
the missing entries of this matrix. After completing the ToF matrix, we use the classic MDS
algorithm (MDSLocalize) shown in Algorithm 1.1, to estimate the position of the sensors.
Besides providing a complete framework for self-calibration of circular ultrasound tomography
devices, one of the main contributions of this chapter is the theoretical bound on the calibration
error. Such results, as we see in the next section, are not only valid for ultrasound tomography
devices, but also benefit the analysis of sensor localization algorithms for which local connectivity
information is missing.
We also present a heuristic algorithm to estimate the unknown time delay, which is due to
the unknown piezoelectric impulse response and lack of the time-origin in the measurements.
The block diagram shown in Figure 2.1 summarizes the calibration procedure taking place prior
to tomography.
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Figure 2.2: Calibration with missing entries (a) in sensor localization local connectivity information
is available. (b) in calibration the opposite is true.
2.2 Calibration as a Dual to Sensor Localization
Calibration for circular tomography devices is a variant of sensor localization [21, 55]. In
the classic sensor localization, given the local connectivity, the objective is to infer the global
position of the sensors [79, 91, 112]. In practice, each node in the sensor network has a small
communication range compared to the field size they are installed. This situation is depicted in
Figure 2.2(a).
In our problem, however, the local connectivity is precisely the kind of information that is
missing (see Section 2.3.2). This situation is demonstrated in Figure 2.2(b). By comparing
these two scenarios, one can think of the calibration problem for ultrasound sensors as the dual
problem of sensor localization. As a result, all sensor localization algorithms that rely on local
information/connectivity are doomed to fail in our scenario. To confirm this fact, in Section 2.7
through numerical simulations we compare the performance of our proposed method with the
state-of-the-art algorithms for sensor localization applied in our setting.
The first sensor localization algorithm we consider is Mds-Map [115]. In this method the
distance of sensors that are not in each others vicinity is approximated by the shortest path
between them. We can easily see that given the distances of faraway sensors, the shortest path
is a very coarse estimate of the distance between the close-by sensors. This makes Mds-Map
perform poorly in our setting. Further, we compare our results to one of the most prominent
algorithms for centralized sensor localization, based on semi-definite programming (Sdp). The
main problem of Sdp-based methods is their heavy computational load. According to [13],
the sensor localization for more than 200 sensors is computationally prohibitive. Theoretical
guarantees of such methods were provided recently by Javanmard et al. [60].
In the core of our proposed method is matrix completion (explained in Section 2.4.1). Based
on the rank property of EDMs, Drineas et al. suggest using matrix completion for inferring the
unknown distances [34] in the distance-squared matrix. However, their analysis relies on the
assumption that even for faraway sensors, there is a nonzero probability of communication. In
our setting, this assumption implies that the pairwise distances of nearby transmitters/receivers
can be obtained with a nonzero probability, which does not hold.
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Figure 2.3: Circular setup for ultrasound tomography considered in this chapter. Ultrasound trans-
ducers are distributed on the edge of a circular ring and the object with unknown characteristics is
put inside.
In a series of papers [67–69], Keshavan et al. study an efficient implementation of a matrix
completion algorithm called OptSpace. We show that OptSpace is also capable of finding
the missing nearby distances in our scenario and hence provide us with their corresponding
ToFs. To the best of our knowledge, all the above work, as well as the recent matrix completion
algorithms [104, 105], only deal with random missing entries. However, in our case, we have
structured missing entries in addition to random ones (see Section 2.3.2), an aspect that was
absent from the previous work. Therefore, one of our contributions is to provide analytic bounds
on the error of OptSpace in the presence of structured missing entries.
2.3 Circular Time of Flight Tomography
In a circular ultrasound tomography setup, n ultrasound transmitters and receivers are in-
stalled on the interior edge of a circular ring and an object with unknown acoustic characteristics
is placed inside the ring. The general configuration for such a tomography device is depicted
in Figure 2.3. At each time instance a transmitter is fired, sending ultrasound signals with fre-
quencies ranging from hundreds to thousands of kHz, while the rest of the sensors record the
received signals. The same process is repeated for all the transmitters. Each one of the n sensors
on the ring is capable of transmitting and receiving ultrasound signals. By employing these
measurements, an inverse problem is constructed, whose solution provides the acoustic charac-
teristics of the enclosed object (e.g., sound speed, sound attenuation, etc.). In order to solve the
inverse problem, a very precise estimate of the sensor positions is needed. In most applications
(e.g., [64, 90]) it is assumed that the sensors are positioned equidistant apart on a circle and no
later calibration is performed to find the exact sensor positions.
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2.3.1 Homogeneous Medium and Dimensionality Reduction
Assume that the squared mutual ToFs are stored in a matrix T . In a homogeneous medium,
entries of T represent the time travelled by sound in a straight line between each pair of a
transmitter and receiver.
Knowing the temperature and the characteristics of the medium inside the ring, we can
accurately estimate the constant sound speed c0. Thus, it is reasonable to assume that c0 is
fixed and known. We can construct a Euclidean distance matrix D consisting of squares of the
mutual distances between the sensors as
D =
[
d2i,j
]
= c20 T , T =
[
t2i,j
]
, i, j ∈ {1, · · · , n}
where ti,j is the ToF between sensors i and j and n is the total number of sensors around the
circular ring. Notice that the only difference between the ToF matrix T , and distance matrix
D, is the constant c0. Thus in the following, we focus mainly on the distance matrix rather than
the actual measured matrix T .
The matrix T is a symmetric matrix with zeros on the diagonal and so is the matrix D. We
saw in Theorem 1.2 that the rank of an EDM does not depend on the number of the sensors, but
rather on the dimension of the space that the sensors span. We assume that the sensors lie on a
2-dimensional ring. Thus, the EDM D has rank at most 4 (We assume that η = 2). According
to Theorem 1.2, if the sensors were on a perfect circle, the rank of the matrix would be 3.
2.3.2 Time-of-Flight Estimation
Several methods for ToF estimation (also known as time-delay estimation in acoustics [23]) are
proposed in the signal processing community [63, 78]. Normally the received signal is compared
to a reference signal (ideally the sent signal), and the relative delay between the two signals is
estimated. As the sent signal is not available in most cases (due to unknown impulse response
of the transducers), the received signal through the object is compared to the received signal
when the underlying medium is homogeneous. This assumption is not true in our case. In the
calibration phase, we have only signals passed though the homogeneous medium. Thus, there is
no reference signal to find the relative time-of-flights.
Because of the above limitations, we are forced to estimate the absolute ToFs. For this
purpose, we use the first arrival method [138] to estimate the ToFs.
In practical screening systems, to record measurements for one fired transmitter, all the
sensors are turned on simultaneously and after some unknown transition time (which is caused
by the system structure, different sensor responses, etc.), the transmitter is fed with the electrical
signal and the receivers start recording the signal. This unknown time may change for each pair
of transmitters and receivers. We will see that this unknown time delay plays an important role
in calibration.
The beam width of the transducers and the transition behavior of the ultrasound sensors
prevent the sensors to have a reliable ToF measurement for close-by neighbors. This causes
incorrect ToF values for the sensors positioned close to each other. Therefore, numbering the
sensors on the ring by their angles from 1 to n, in the ToF matrix T , there are no measurements
on a certain band around the main diagonal and on the lower left and upper right parts as well.
We call these missing entries as structured missing entries. This is illustrated in Figure 2.4. The
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S
Figure 2.4: The beam width of the transmitter prohibits the neighboring sensors to have reliable
ToF measurements. This is shown by dashed lines and results in the structured missing entries.
links shown by dashed lines do not contribute to the ToF measurements, because the beam for
the transmitter does not cover the red part.
Compared to other measuring sensors such as X-ray and electromagnetic imaging devices,
ultrasound sensors are more prone to malfunctions due to continuous contact with the mea-
surement liquid (water, gel or oil). Moreover, as these devices are inside liquid, a momentary
presence of an air bubble can cause an error in the sensor measurements. Studies also highlight
the possibility of malfunction of ultrasound sensors [109]. Thus, during the measurement proce-
dure, it might happen that some sensors produce outliers. One can perform a post processing
on the measurements, in which a smoothness criterion is defined and the measurements not sat-
isfying this criterion are removed from the ToF matrix. We call these entries random missing
entries. An instance of the ToF matrix with the structured and random missing entries is shown
in Figure 2.5, where the gray entries correspond to the missing entries.
Furthermore, in practice, the measurements are corrupted by noise. Thus, we have an in-
complete and noisy matrix T , which cannot be used for position reconstruction, unless the time
delay effect is removed, the unknown entries are estimated, and the noise is smoothed.
2.4 Background
2.4.1 Matrix Completion
OptSpace, introduced in [68], is an algorithm for recovering a low-rank matrix from noisy
data with missing entries. The steps are shown in Algorithm 2.1. Let M be a rank-q matrix of
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T =
Figure 2.5: An example of an incomplete ToF matrix with structured and random missing entries.
Missing entries are colored in gray.
dimensions n × n, Z the measurement noise, and E the set of indices of the measured entries.
Then, the measured noisy and incomplete matrix is ME = PE(M +Z).
Algorithm 2.1 OptSpace [68]
Input: Observed matrix ME = PE(M +Z).
Output: Estimate M .
1. Trimming: remove over-represented columns/rows;
2. Rank-q projection on the space of rank-q matrices according to (2.1);
3. Gradient descent: Minimize a cost function F (·) defined in (2.2);
A row or a column is over-represented if it contains more samples than twice the average
number of samples per row or column. These rows or columns can dominate the spectral char-
acteristics of the observed matrix ME . Thus, some of their entries are removed uniformly at
random from the observed matrix. Let M˜E be the resulting matrix of this trimming step. The
trimming step is presented here for completeness, but in the case when p (refer to Section 2.5)
is larger than some fixed constant (like in our case), ME=M˜E with high probability and the
trimming step can be omitted.
In the second step, we compute the singular value decomposition of M˜E .
M˜E =
n∑
i=1
σi(M˜
E)uiv
T
i ,
where σi(·) denotes the i-th singular value of a matrix. Then, the rank-q projection returns the
matrix
Pq(M˜E) = (1/pn)
q∑
i=1
σi(M˜
E)uiv
T
i , (2.1)
obtained by setting to 0 all but the q largest singular values.
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Starting from the initial guess provided by the rank-q projection Pq(M˜E), the final step
solves a minimization problem stated as the following [68]:
Given X ∈ Rn×q,Y ∈ Rn×q with XTX = I and Y TY = I, define
F (X,Y ) = min
S∈Rq×q
1
2
∑
(i,j)∈E
(Mi,j − (XSY T )i,j)2 . (2.2)
Values for X and Y are computed by minimizing F (X,Y ). This consists of writing Pq(M˜E) =
X0S0Y
T
0 and minimizing F (X,Y ) locally with initial condition X = X0 and Y = Y0. This
last step tries to get us as close as possible to the correct low rank matrix M .
2.4.2 Reconstruction Error Measure
As mentioned earlier, for calibration, we perform the classic MDS method (MDSLocalize)
to recover the sensor locations from the completed distance matrix. Recall from Section 1.2.1
that EDMs are invariant under rigid transformation. Thus, any method that tries to estimate
the positions from mutual distances will also be invariant under rigid transformation. Strictly
speaking, we only recover the configuration and not the absolute positions, in the sense that
MDSη(D) is one version of infinitely many solutions that (approximately) match the distance
measurements D.
Let X̂ ∈ Rn×η denote an estimate for X. Then, we need to define a metric for the distance
between the original position matrix X and the estimation X̂ which is invariant under rigid
transformations of X or X̂.
Lemma 2.1 ([34, 93, 115])
Let matrix L be as in (1.2). Also let X and X̂ be two position matrices with dimension
n× η. Then, we can show that
– LXXTL is invariant under rigid transformation.
– LXXTL = LX̂X̂TL implies that X and X̂ are equal up to a rigid transformation.
This naturally defines the following distance between X and X̂.
dist(X, X̂) =
1
n
∥∥∥LXXTL−LX̂X̂TL∥∥∥
F
, (2.3)
where ‖·‖F denotes the Frobenius norm of a matrix.
According to Lemma 2.1, this distance is invariant to rigid transformation of X and X̂.
Furthermore, dist(X, X̂) = 0 implies that X and X̂ are equal up to a rigid transformation. We
later state our theoretical results in terms of the distance defined in (2.3).
2.5 Mathematical Formulation
For simplicity, we will assume that the unknown time delay is constant for all the transmitters.
Specifically, all the transmitters send the electrical signal after some fixed but unknown delay t0.
Hence, we can rewrite the distance matrix as√
D˜ =
√
D + d0 J +Z , (2.4)
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Figure 2.6: Sensors are distributed around a circle of radius r with small deviations from the cir-
cumference.
where D = c20 T , d0 = c0t0, Z = c0Z0 and
J [i, j] =
{
1 if i 6= j ,
0 otherwise .
The matrix Z0 models the noise in the ToF measurements. In practice, the sensor positions
deviate from the circumference of a ring and our ultimate goal is to estimate these deviations or
equivalently the correct positions (see Figure 2.6). The general positions taken by sensors are
denoted by the set of vectors {x1, . . . ,xn}.
As described earlier, there are two types of missing entries; structured and random. To model
the structured missing entries, we assume that any measurement between sensors of distance less
than δn is missing (see Figure 2.6). Hence, the number of structured missing entries depends on
δ2n. We are interested in the regime where we have a small number of structured missing entries
per row in the large system limit. Accordingly, a typical range for δn is δn = Θ( r
√
logn/n). A
random set of structured missing indices S ⊆ [n]× [n] is defined from {xi} and δn, by
S = {(i, j) : di,j ≤ δn and i 6= j} ,
where di,j = ‖xi − xj‖. Then, the structured missing entries are denoted by a matrix
Ds[i, j] =
{
D[i, j] if (i, j) ∈ S ,
0 otherwise .
Note that the matrix Ds¯ = D −Ds captures the noiseless distance measurements that are not
affected by structured missing entries. This way, we can interpret the matrix Ds as additive
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noise in our model. Likewise, for the constant additive time delay we can define
J s¯[i, j] =
{
J [i, j] if (i, j) ∈ S⊥ ,
0 otherwise ,
where S⊥ denotes the complementary set of S. Next, to model the noise we add a random noise
matrix Z s¯.
Z s¯[i, j] =
{
Z[i, j] if (i, j) ∈ S⊥ ,
0 otherwise .
We do not assume a prior distribution on Z, and the main theorem is stated for any general
noise matrix Z, deterministic or random.
Finally, to model the random missing entries, we assume that each entry of
√
Ds¯+d0J
s¯+Z s¯
is sampled with probability p < 1. Let E ⊆ [n]× [n] denote the subset of indices which are not
erased randomly. Then a projection operator PE : Rn×n → Rn×n is defined as
PE(M)[i, j] =
{
M [i, j] if (i, j) ∈ E ,
0 otherwise .
We denote the observed measurement matrix by
NE = PE
(
(
√
Ds¯ + d0J
s¯ +Z s¯)·2
)
,
where (·)·2 represents element-wise squaring. Notice that the matrix NE has the same shape as
T shown schematically in Figure 2.5. Now we can state the goal of our calibration problem:
Given the observed matrixNE and the missing indices S∪E⊥, we want to estimate a matrix
D̂ which is close to the correct distance matrix D. Then by using D̂ we would like to estimate
the sensor positions.
In order to achieve this goal, there are two obstacles we need to overcome. First, we need to
estimate the missing entries of NE and second, we want to find the sensor positions given ap-
proximate pairwise distances. The former is done by employing the matrix completion algorithm
OptSpace [69] and the latter by using MDSLocalize, in Algorithm 1.1 [34].
2.6 Calibration Algorithm and Theoretical Bounds
We mentioned earlier that the OptSpace algorithm is not directly applicable to the squared
distance matrix because of the unknown delay. Since J in (2.4) is a full rank matrix, the matrix
D˜ no longer has rank four. Moreover, as the measurements are noisy, one cannot hope for
estimating the exact value for d0. Therefore, in the following we will provide error bounds on
the reconstruction of the positions assuming that the time delay (equivalently d0) is known.
Afterwards, a heuristic method is proposed to estimate the value of d0.
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Algorithm 2.2 Finding d0.
Input: Matrix NE ;
Output: Estimate d0;
1. Construct the candidate set Cd = {d(1)0 , . . . , d(M)0 } containing discrete values for d0.
2. for k = 1 to M do
3. Set
√
NE(k) =
√
NE − d(k)0 JE ;
4. Apply OptSpace on NE(k) and call the output N̂
(k);
5. Apply MDSLocalize and let X(k) = MDS2(N̂
(k));
6. Find c(k)
c(k) =
∑
(i,j)∈E∩S⊥
(
d
(k)
0 + ‖X(k)i −X(k)j ‖ −
√
NE [i, j]
)2
;
7. end for
8. Choose d0 satisfying
d0 = d
(l)
0 , l = argmink c
(k);
Theorem 2.1
Assume n sensors are distributed independently and uniformly at random on a circular
ring of width a with central radius r0 as in Figure 2.4. The resulting distance matrix D is
corrupted by structured missing entries Ds and measurement noise Z s¯. Further, the entries
are missing randomly with probability p. Let NE denote the observed distance-squared
matrix. Assume δn = δ r0
√
logn/n. Then, there exist constants C1 and C2, such that the
output of OptSpace D̂ achieves
1
n
‖D − D̂‖F ≤ C1
(√
logn
n
)3
+ C2
‖PE(Y s¯)‖2
p n
, (2.5)
with probability larger than 1−n−3, provided that the right hand side is less than σ4(D)/n.
In (2.5), Y s¯[i, j] = Z s¯[i, j]2 + 2Z s¯[i, j]
√
Ds¯[i, j].
The proof is given in Appendix 2.A.1. The above theorem, in great generality, holds for any noise
matrix Z, deterministic or random. The above guarantees only hold up to numerical constants.
To evaluate the performance of this approach in practice we provide simulation results in Section
2.7.
Theorem 2.2
Applying the MDSLocalize algorithm on D̂, the error on the resulting coordinates will be
bounded as follows
dist(X, X̂) ≤ C1
(√
logn
n
)3
+ C2
‖PE(Y s¯)‖2
p n
,
with probability larger than 1− 1/n3. The proof is given in Appendix 2.A.2
Finally we can use a heuristic algorithm to estimate the unknown value of d0. It simply
checks for which value of d0, the reconstructed positions produce a distance matrix closest to the
recorded measurements when the effect of d0 is removed. This is shown in Algorithm 2.2.
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In fact, this algorithm guarantees that after removing the effect of the time delay, we have
found the best rank 4 approximation of the distance squared matrix. In other words, if we
remove exactly the mismatch d0, we will have an incomplete version of a rank 4 matrix and after
reconstruction, the measured values will be closest to the reconstructed ones.
2.6.1 Computational Complexity
Note that the calibration phase can be performed in the resting stage of the device; it does
not introduce any difficulties or extra procedures to the functionalities of the device. It is also
easy to compute the complexity of the calibration phase. We first need to measure the time
of flights. This step is also performed in the actual ultrasound tomography and does not add
computational complexity compared to real tomography. Then, we need to complete the distance
matrix. The complexity of this step is O(|E| log n), where |E| is the number of observed entries
and n is the number of sensors [67]. After the distance matrix is complete, one needs to perform
the MDSLocalize algorithm. This step requires a singular value decomposition which has a
complexity of O(n3).
2.7 Numerical Evaluations
In order to evaluate the functionality of the calibration process, three sets of experiments are
conducted. First, the distance matrix is assumed to be noiseless and the value of d0 is set to zero.
The position estimation error is derived for different values of n and the ring width a. The value
of r0 is set to 10 cm, on average 5 percent of entries are missing randomly, and δ in Theorem
2.1 is assumed to be 1. For each value of a and n, the experiment is repeated 10 times, and the
average error is taken. The results are reported in Figure 2.7. As expected from Theorem 2.2,
the general trend in all the curves is that the error decreases as n grows. Moreover, the larger a,
the bigger the reconstruction error, which is also coherent with the results of Theorem 2.2.
To examine the stability of the estimation algorithm under noise, under the same settings
as in the previous experiment, we added to each entry of the matrix
√
D a centered white
Gaussian noise of different standard deviations. For each n and standard deviation of the noise,
the experiments are repeated 10 times and the average is taken. The results are depicted in
Figure 2.8. As the variance of the noise increases, the position estimation error grows, but in
general the error decreases for larger n.
As we discussed in Section 2.2, one might treat the calibration problem as a special case of the
sensor localization problem. In order to compare the performance of sensor localization methods
based on local information with the proposed methods, a set of simulations are performed. We
compared the localization results of our method to the ones of Mds-Map [115], Sdp-based [13]
and also Svd-Reconstruct [34]. Figure 2.9 demonstrates the position reconstruction error
(defined in (2.3)) of our algorithm compared to these methods for different number of sensors,
n.
In these simulations, we set the values of a to 1 cm, δ to 1, r0 to 10 cm, t0 to zero, and
the percentage of the random missing entries to 5. The distance measurements are corrupted
with a white Gaussian noise of standard deviation 0.6mm. For each method and each n, the
experiment is performed 10 times for different positions and different noises, and the average
error is taken. For the Sdp-based method, we use the algorithm presented in [13] and the code
published by the same authors. For Mds-Map, we estimate the shortest paths using Johnson’s
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Figure 2.7: Error in position estimation in the noiseless case for different values of a. As n increases,
the reconstruction error tends to zero. The estimation error increases for larger values of a, which
confirms the results of Theorem 2.2.
algorithm [62]. Finally for Svd-Reconstruct, we use the algorithm in [34]. In order to adapt
the measurements with the assumptions of the method, we assumed that pij = 1 − 0.05 = 0.95
for the measured points (note that 0.05 is on average the probability of having a random missing
entry) and γij = 0.
As the results in Figure 2.9 suggest, Mds-Map and Svd-Reconstruct perform poorer
compared to the other two methods. The poor performance of Mds-Map is for the fact that it
highly relies on the presence of local distance information, whereas in our case, these measure-
ments are in fact missing. Also note that as the simulation results show, the estimation error
might increase as n grows.
For Svd-Reconstruct, the unrealistic assumption that all the sensors have a non-zero
probability of being connected causes the bad results of the method. In our case, the probability
that the close-by sensors are connected is zero because of the structured missing entries. In fact,
since pij is high, one could see this method as simply applying the classic MDS on the incomplete
distance matrix. The surprising observation about the performance of this method is that the
estimation error does not change much with n.
In contrast to the two aforementioned algorithms, the Sdp-based method performs very well
for estimating the sensor positions and the reconstruction error is very close to the one of the
proposed method. This is due to the fact that this method does not directly rely on the local
distance information. As the number of sensors grows, however, the number of constraints for
the semi-definite program grow, which causes the algorithm to fail for n larger than 150 in our
case. The same limitation is also reported by the authors of the method.
In summary, taking the computational cost and reconstruction accuracy of the algorithms
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Figure 2.8: Error in position estimation for the case with centered white Gaussian noise of different
standard deviations, σ.
into account, the proposed method performs significantly better.
Moreover, to show the importance of calibration in an ultrasound scanning device, a simple
simulation is performed. Early diagnosis of breast cancer requires sub-millimeter precision in
the imaging device. This implicitly poses restrictions on the calibration of the measuring device.
If the ToF measurements correspond to the exact positions of sensors without time delay t0,
reconstruction of water will lead to a homogeneous region with values equal to the water sound
speed, whereas wrong assumptions on the sensor positions and t0 cause the inverse method to
give incorrect values of the sound speed to compensate the effect of position mismatch and time
delay.
In a simple experiment, we simulated the reconstruction of water sound speed (c0 = 1500m/s)
using the ToF measurements. In this setup, 200 sensors are distributed around a circle with radius
r0 = 10 cm, and they deviate at most 5mm from the circumference. Also, the ToF measurements
are added by t0 = 10 µs. The incomplete distance matrix is shown in Figure 2.10(a). The value
for t0 is estimated as 10 µs using the proposed heuristic method, which is exactly as set in the
simulation. The output of OptSpace algorithm is the completed matrix D̂, which is shown in
Figure 2.10(b).
Using the completed distance matrix and the MDS method, the positions are reconstructed
and fed to an inverse tomography algorithm to reconstruct the water sound speed. The results of
the reconstruction are shown in Figure 2.11. In Figure 2.11(a), the ToF matrix is not complete,
it contains the time delay t0, and the positions are not calibrated. The dark ring is caused by the
non-zero time delay in the ToF measurements. In Figure 2.11(b), the time mismatch is resolved
using the proposed algorithm, but the sensor positions are not calibrated and the ToF matrix is
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Figure 2.9: Error in position estimation versus the number of sensors for different methods.
still not complete. This figure shows clearly that finding the unknown time delay improves the
reconstruction image significantly. Figure 2.11(c), shows the reconstructed medium when the
ToF matrix is completed and time mismatch is removed, but the sensor positions are not yet
calibrated. From this figure, it is confirmed that accurate time-of-flights are necessary but not
sufficient to have a good reconstruction of the inclosed object. Finally, Figure 2.11(d) shows the
reconstruction when the positions are also calibrated. Notice the change in the dynamic range
of the figure for the last case.
2.8 Summary
We started the chapter by introducing a common problem in sensing devices. We focused
on specific kind of measuring devices with ultrasound sensors on a circular ring. We used the
rank property of EDMs to propose an algorithm for calibrating the sensor positions in presence
of several uncertainties in the measurement process. Using the analysis of matrix completion
literature, we were able to provide theoretical bounds on the reconstruction error of the sensor
positions. We also tested our method through extensive simulations to demonstrate its func-
tionality in practice. We compared the algorithm with the state-of-the-art centralized sensor
localization methods and showed that our method outperforms them in estimating the correct
sensor positions.
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Figure 2.10: Input and output of OptSpace algorithm. Colors represent the value of the squared
distances. (a) The incomplete distance squared matrixD, with 5 percent of entries randomly missing,
t0 = 10µs and δn = 3 cm. (b) The completed matrix with estimated t0 = 10µs.
2.A Analysis
2.A.1 Proof of Theorem 2.1
In order to prove our main result, we apply Theorem 1.2 of [67] to the rank-4 matrix D and
the observed matrix NE .
First, let us recall the incoherence property of D from [67]. A rank-4 symmetric matrix
D ∈ Rn×n is said to be µ-incoherent if the following conditions hold. Let UΣUT be the singular
value decomposition of D.
A0. For all i ∈ [n], we have∑4k=1U [i, k]2 ≤ 4µ/n.
A1. For all i ∈ [n], j ∈ [n], we have ∣∣D[i, j]/σ1(D)∣∣ ≤ √4µ/n.
The extra 1/n terms in the right hand side are due to the fact that here, we assume that the
singular vectors are normalized to unit norm, whereas in [67] the singular vectors are normalized
to have norm
√
n.
Theorem 1.2 of [67] states that if a rank-4 matrix D is µ-incoherent then the following is
true with probability at least 1 − 1/n3. Let σi(D) be the ith singular value of D and κ(D) =
σ1(D)/σ4(D) be the condition number of D. Also, let D̂ denote the estimation returned by
OptSpace with input NE . Then, there exists numerical constants C1 and C2 such that
1
n
∥∥∥D − D̂∥∥∥
F
≤ C1 ‖PE(D
s)‖2 + ‖PE(Y s¯)‖2
p n
, (2.6)
provided that
np ≥ C2µ2κ(D)6 logn , (2.7)
and
C1
‖PE(Ds)‖2 + ‖PE(Y s¯)‖2
p n
≤ σ4(D)
n
. (2.8)
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Figure 2.11: Results of the inversion procedure for finding the sound speed inside the ring with only
water inside. (a) Reconstruction when no calibration in performed. (b) Reconstruction after t0 is
removed from the ToF matrix, but the matrix is still incomplete and the positions are not calibrated.
(c) Reconstruction when the matrix is also completed, but the positions are not yet calibrated. (d)
Reconstruction with completed ToF matrix and calibrated positions.
First, using Lemma 2.2, we show that the bound in (2.6) gives the desired bound in the theorem.
Then, it is enough to show that there exists a numerical constant N such that the conditions in
(2.7) and (2.8) are satisfied with high probability for n ≥ N .
Lemma 2.2
In the model defined in Section 2.5, n sensors are distributed independently and uniformly
at random on a circular ring of width a with central radius r0. Then, with probability larger
than 1− n−3, there exists a constant c such that
‖PE(Ds)‖2 ≤ cδ3(r0 + a)2
(√ logn
n
)3
p n .
The proof of this lemma can be found in Appendix 2.A.3.
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Now, to show that (2.7) holds with high probability for n ≥ C logn/p for some constant
C, we show that κ ≤ fκ(r0, a) and µ ≤ fµ(r0, a) with high probability, where fκ and fµ are
independent of n. Recall that κ(D) = σ1(D)/σ4(D). We have
D[i, j] = ‖xi‖2 + ‖xj‖2 − 2xTi xj
= (r0 + ρi)
2 + (r0 + ρj)
2 − 2xTi xj
= 2r20 + (2r0ρi + ρ
2
i ) + (2r0ρj + ρ
2
j)− 2xTi xj ,
where ρi is distributed in such a way that we have uniform distribution over the circular band.
We can show that
D = ASAT ,
where
A =
r0 x1,1 x1,2 2r0ρ1 + ρ
2
1
...
...
...
...
r0 xn,2 xn,2 2r0ρn + ρ
2
n
 , S =

2 0 0 1r0
0 −2 0 0
0 0 −2 0
1
r0
0 0 0
 .
We can further write S as
S = UΛU−1, Λ = diag
(
−2,−2, r0 +
√
1 + r20
r0
,
r0 −
√
1 + r20
r0
)
.
It follows that
σ1(D) ≤ r0 +
√
1 + r20
r0
σ1(AA
T )
and
σ4(D) ≥ min
(
2,
√
1 + r20 − r0
r0
)
σ4(AA
T ) .
We can compute the expectation of this matrix over the distribution of node positions. Having
uniform distribution of the sensors over the circular ring, we have for the probability distribution
of ρ:
pρ(ρ) =
r0 + ρ
r0a
, for − a
2
≤ ρ ≤ a
2
.
Thus, the expectation of the matrix ATA is easily computed as
E[ATA] =

nr20 0 0 nr0
a2
4
0 n2 (r
2
0 +
a2
4 ) 0 0
0 0 n2 (r
2
0 +
a2
4 ) 0
nr0
a2
4 0 0 n(
a2
16 +
r20a
2
3 )
 .
Let the largest and smallest singular values of E[ATA] be nσmax(r0, a) and nσmin(r0, a). Using
the fact that σi(·) is a Lipschitz continuous function of its arguments, together with the Chernoff
bound for large deviation of sums of i.i.d. random variables, we get
P(σ1(AA
T ) > 2nσmax(r0, a)) ≤ e−Cn ,
P(σ1(AA
T ) < (1/2)nσmax(r0, a)) ≤ e−Cn , (2.9)
P(σ4(AA
T ) < (1/2)nσmin(r0, a)) ≤ e−Cn , (2.10)
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for some constant C. Hence, with high probability, κ(D) ≤ 4σmax(r0,a)σmin(r0,a) = fκ(r0, a).
Now to bound µ, note that with probability 1 the columns of A are linearly independent.
Therefore, there exists a matrix B ∈ Rr×r such that A = V BT with V TV = I. The SVD of
D then readsD = UΣUT with Σ = QTBTSBQ and U = V Q for some orthogonal matrix Q.
To show incoherence property A0, we need to show that, for all i ∈ [n],
‖Vi‖2 ≤ 4µ
n
.
Since Vi = B
−1Ai, we have ‖Vi‖2 ≤ σ4(B)−2‖Ai‖2 ≤ σ4(A)−2‖Ai‖2. Combined with ‖Ai‖2 =
r20 + (r0 + ρi)
2 + (2r0ρi + ρ
2
i )
2 ≤ r20 + (r0 + a)2 + (2r0a+ a2)2 and (2.10), we have
‖Ui‖2 ≤ fµ(r0, a)
n
, (2.11)
with high probability, where fµ(r0, a) = 2(r
2
0 + (r0 + a)
2 + (2r0a+ a
2)2).
To show incoherence property A1, we use |D[i, j]| ≤ (2r0 + a)2 and
σ1(D) ≥ 1
4
nσmin(r0, a)min
(
2,
√
1 + r20 − r0
r0
)
from (2.9). Then,
|D[i, j]|
σ1(D)
≤ g(r0, a)
n
, (2.12)
with high probability, where g(r0, a) = max
(
2, 4r0√
1+r20−r0
)
(2r0 + a)
2/σmin(r0, a). Combining
(2.11) and (2.12), we see that the incoherence property is satisfied, with high probability.
Further, (2.8) holds, with high probability, if the right-hand side of (2.5) is less than
C3
√
1+r20+r0
r0
σmax(r0, a), since σ4(D) ≤ 12n
√
1+r20+r0
r0
σmax(r0, a). This finishes the proof of The-
orem 2.1.

2.A.2 Proof of Theorem 2.2
Recall from (1.6) that (LXXTL−LX̂X̂TL) has rank at most 2η where η is the dimension
of the space in which sensors are placed (in our case η = 2). Therefore,∥∥∥LXXTL−LX̂X̂TL∥∥∥
F
≤
√
2η
∥∥∥LXXTL−LX̂X̂TL∥∥∥
2
,
where we used the fact that for any matrix A of rank r we have ‖A‖F ≤
√
r ‖A‖2. Furthermore,
the spectral norm can be bounded in terms of D and D̂ as follows.∥∥∥LXXTL−LX̂X̂TL∥∥∥
2
(a)
≤
∥∥∥∥LXXTL− 12LD̂L
∥∥∥∥
2
+
∥∥∥∥12LD̂L− X̂X̂T
∥∥∥∥
2
(b)
≤ 1
2
∥∥∥L(D − D̂)L∥∥∥
2
+
1
2
∥∥∥L(−D + D̂)L∥∥∥
2
, (2.13)
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where in (a), we use the triangle inequality and LX̂ = X̂ . In (b), we use
−1
2
LDL = LXXTL ,
and the fact that for any matrix A of rank η,
∥∥∥ 12LD̂L− X̂X̂T∥∥∥
2
≤
∥∥∥ 12LD̂L−A∥∥∥
2
. In partic-
ular, by setting A = 12LDL the second term in (2.13) follows. Since L is a projection matrix
we have ‖L‖2 = 1. Hence, from (2.13) we can conclude that∥∥∥LXXTL− LX̂X̂TL∥∥∥
2
≤
∥∥∥D̂ −D∥∥∥
2
.
This immediately leads to the result of Theorem 2.2. 
2.A.3 Proof of Lemma 2.2
Note that by the definition of Ds, we have |PE(Ds)[i, j]| ≤ δ2n for all i and j. Define A as
A[i, j] =
{
1 if (i, j) ∈ E ∩ S ,
0 otherwise .
We start from a simple relationship between an element-wise bounded matrix and its operator
norm.
‖PE(Ds)‖2 ≤ δ2n max‖x‖=‖y‖=1
∑
i,j
|xi| |yj|A[i, j] = δ2n‖A‖2 . (2.14)
The inequality in (2.14) follows from the fact that PE(Ds) is element-wise bounded by δn. We
can further bound the operator norm ‖A‖2, by applying the celebrated Gershgorin circle theorem
to a symmetrized version of A. Define a symmetric matrix A as
A[i, j] =
{
1 if (i, j) ∈ E ∩ S or (j, i) ∈ E ∩ S ,
0 otherwise .
Since 0 ≤ A[i, j] ≤ A[i, j] for all i and j, we have ‖A‖2 ≤ ‖A‖2. Applying the Gershgorin circle
theorem we get
‖A‖2 ≤ max
i∈[n]
∑
j∈[n]
|A[i, j]| .
Define random variables {Y1, · · · , Yn}, where Yi is the number of non-zero entries in the ith row
of A. Then,
‖A‖2 ≤ max
i∈[n]
Yi .
We need to show that Yi concentrates around its mean. Since Yi’s are binomial random
variables, we can apply the Chernoff bound. Recall that (i, j) ∈ S if ‖xi − xj‖ ≤ δn. By the
definition of E, each sample is sampled with probability p. Then the probability that either (i, j)
or (j, i) is in E is 2p− p2.
Each entry in the ith row of A is an independent Bernoulli random variable with probability
of being one equal to q(2p − p2), where q is the probability that a pair is in S. Thus, we have
E[Yi] = q(2p − p2)n. In order to find the bounds on E[Yi], we need to bound q. Figure 2.12(a)
shows the process for obtaining the bounds on q.
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(a) (b)
Figure 2.12: (a) The process for bounding the probability of a pair of sensors to fall in S. r1 =
r0 − a/2 and r2 = r0 + a/2. (b) Upper bound on A(r). The grey area made by the tangents to the
δn circle is an upper bound for A(r).
q = P{‖xi − xj‖ ≤ δn} =
∫ r2
r1
2πr
π(r22 − r21)
p2(r)dr ,
where p2(r) = A(r)/(π(r
2
2 − r21)).
Upper Bound on A(r): Obviously the area A(r) can be bounded by what is shown in Fig-
ure 2.12(b). Thus, we will have sin(α/2) = δn/r .
Note that for 0 < α < π, α/π ≤ sinα/2 ≤ α/2. Hence, α/π ≤ δn/r ≤ α/2. So,
A(r) ≤ α
2π
π(r22 − r21) ≤
δnπ
2r
(r22 − r21) .
Thus
p2(r) ≤
δnπ
2r (r
2
2 − r21)
π(r22 − r21)
=
δn
2r
.
q ≤
∫ r2
r1
2πr
π(r22 − r21)
· δn
2r
dr =
δn
r2 + r1
=
δn
2r0
.
Lower Bound on A(r): In order to find the lower bound, we consider two cases:
Case 1 (δn ≤ a):
In this case the minimum area of the intersection is achieved when the center of the circle is on
the exterior boundary of the region as shown in Figure 2.13(a). In this case, one can show that,
A(r) ≥ πδ
2
n
4
. (2.15)
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(a) (b)
Figure 2.13: Evaluation of lower bound for A(r). In (a) we assume that δn ≤ a whereas in (b) we
take δn > a. In both cases the minimum intersection is achieved when the center of δn circle is on
the exterior boundary of the region.
Case 2 (δn > a):
In this case, the minimum area is achieved when the center of the circle is on the exterior
boundary as in Figure 2.13(b), where
x1 =
r22 − δ2n + r21
2r2
, y1 =
1
r2
√
(δ2n − a2)(4r20 − δ2n) ,
x2 =
r22 − δ2n + r22
2r2
, y2 =
1
r2
√
δ2n(4r
2
2 − δ2n) .
Thus, we will have
A(r) ≥ y1 + y2
2
(x2 − x1)
≥
√
δ2n(4r2 − δ2n)
2r2
× r
2
2 − r21
2r2
= δn
√
(r2 − 1
4
δ2n)
r22 − r21
2r22
.
If we assume that r2 ≥ 1√2δn, which is a reasonable assumption according to the problem
statement, we will have
A(r)≥1
2
δ2n
r22 − r21
2r22
≥ a r0
2(r0 + a)2
δ2n . (2.16)
Combining (2.15) and (2.16), we can find the lower bound for A(r) as
A(r) ≥ min
(
π
4
,
a r0
2(r0 + a)2
)
δ2n =
a r0
2(r0 + a)2
δ2n .
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Thus,
q =
∫ r2
r1
2πr
π(r22 − r21)
p2(r)dr
=
∫ r2
r1
2πr
π(r22 − r21)
A(r)
π(r22 − r21)
dr ≥ δ
2
n
4π(r0 + a)2
.
From the above calculations, we have that
δ2n
4π(r0+a)2
p n ≤ E[Yi] ≤ 1r0 δnp n. Applying the Chernoff
bound to Yi, we have
P
(
Yi > (1 + α)E[Yi]
)
≤ 2−(1+α)E[Yi] .
In other words
P
(
Yi > (1 + α)
1
r0
δnp n
)
≤ 2−(1+α)
δ2n
4π(r0+a)
2 p n .
Applying the union bound, we get
P
(
max
i∈[n]
Yi > (1 + α)
1
r0
δnp n
)
≤ n2−(1+α)
δ2n
4π(r0+a)
2 pn
≤ 2−
(
(1+α)
δ2n
4π(r0+a)
2 p n−log2 n
)
.
By the assumption that δnp = Ω(r0
√
log2 n/n), there exists constants c and N , such that
δ2np ≥ cr20 log2 n/n, for n ≥ N . Define a positive parameter β such that 1+ β = c(1+α)r
2
0
4π(r0+a)2
. Then
we will have
P
(
max
i∈[n]
Yi >
4π(1 + β)
cr30
(r0 + a)
2δnp n
)
≤ n−β .
Finally with probability 1− n−β ,
‖PE(Ds)‖2 ≤ 4π(1 + β)
c
δ3
(√
logn
n
)3
p n
= C(r0 + a)
2δ3
(√
logn
n
)3
p n .
This finishes the proof of Lemma 2.2.

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Chapter 3
Distributed Low-Complexity Sensor
Localization
A great deal more is known than has been
proved.
Richard Feynman
3.1 Introduction
In Chapter 2, we studied the calibration problem as a dual formulation for sensor localization,
in which the local connectivity information was missing. Besides this characteristic, in the
solution proposed in Chapter 2, the localization problem is divided into two sub-problems and
each problem is treated separately; first using the properties of Euclidean distance matrices we
estimate the missing distances; and then we estimate the positions from the completed matrix.
One would ask if it is really necessary to solve the problem in two distinct steps? The answer is
no. There are several methods in the literature that aim at solving the localization problem all
at once [13, 14].
The localization process based on distance information can be performed in a centralized or
distributed fashion. In centralized algorithms (e.g., MDSLocalize [34]) it is assumed that the
sensors send the distance information to a central base station where the positions are estimated
and forwarded back to the sensors. However, in order to decrease the communication costs
(specially in dynamic networks) and also to split the computation power for estimating the
positions, distributed sensor localization algorithms have gained more interest. In this chapter 1,
1. The results presented in this chapter are from joint works with S. Haghighatshoar, A. Hormati and M. Vet-
terli.
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we propose a distributed algorithm in which each sensor estimates its own location based on the
distance information it receives from its neighbors.
We can further divide the localization algorithms into two classes; anchor-based localiza-
tion [111] and anchor-free localization [21]. In anchor based localization, the positions of few
sensors are assumed fixed and known and the positions of the rest are estimated relative to the
anchors. In an anchor-free localization, however, the relative positions are estimated up to rigid
transformations (refer to Section 1.2.1). The analysis and algorithm presented in this chapter is
for anchor-free localization, but they are easily extendable to the anchor-based case with simple
modifications.
Distributed anchor-free sensor localization has been extensively studied in the past decade
and in some cases simple algorithms have been proposed [21, 100, 136]. Since these methods rely
on computation over individual sensors, they are normally not computationally demanding and
use simple structures for estimating the positions. In most of the cases, however, reconstruc-
tion accuracy is sacrificed in order to achieve coarse but less expensive estimations. Moreover,
because of the difficulty of the analysis for distributed algorithms in general, to the best of our
knowledge there is no analysis available for these methods. Many of these methods are local
minimization methods and commonly find false minima as the solution of the localization. As
all the localization procedures are non-linear and non-convex, it is often impossible to guarantee
a global minimum for the solution. However, we can try to design algorithms that avoid local
minima in a more intelligent way. In this chapter, we introduce a very simple update procedure
for each sensor to minimize the s-stress criterion, introduced in Section 1.3.3. We further provide
numerical evidence that our distributed minimization method converges in most setups. We
also study the open question of existence of non-global minimizers of the s-stress function. We
propose an equivalent problem for finding the answer to this problem in the form of a hypothesis.
3.2 The S-stress Criterion For Sensor Localization
Similarly to the previous chapter, consider a set of n sensors lying in an η-dimensional space.
In most applications η is equal to two or three. The distance matrix for such configuration is
given by
D = [d2i,j ] = D(X) = ‖Xi −Xj‖2 , i, j ∈ {1, · · · , n} ,
where Xi ∈ Rη, the i-th row of X, is the coordinate of the sensor number i in the η-dimensional
space.
Normally, the exact distances are not available. Only a noisy and/or incomplete version of
the distance matrix is observed. We first assume that the distance matrix is corrupted with
arbitrary symmetric noise. Moreover, we assume that after adding noise to the distance matrix,
all its elements will remain non-negative. We call the noisy distance matrix D˜:
D˜ = D +N ,
where N is a symmetric noise matrix and D˜ has non-negative elements with a zero diagonal.
We denote elements of D˜ by d˜2i,j , for i, j ∈ {1, · · · , n}. We can further assume that the observed
distance matrix is incomplete.
Assume that each sensor i, is connected only to its neighbors listed in Ni (i.e., sensor i has
only distance information from sensors in Ni). For every configuration X ∈ Rn×η, we define the
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cost function f(X) as follows
f(X) =
n∑
i=1
∑
j∈Ni
(
‖Xi −Xj‖2 − d˜2i,j
)2
. (3.1)
By a configuration we mean an n×η matrix whose i-th row isXTi , the position of the i-th sensor.
This cost function in fact represents the Frobenius norm of the difference between the observed
distance matrix and the distance matrix resulting from the estimated configuration. Also note
that in the noiseless case, having a zero cost is equivalent to finding the exact configuration in
Rη. This cost function — also shown in Section 1.3.3 — is called the s-stress criterion in the
multidimensional scaling literature [14].
The goal of this chapter is to solve the following problem: Given the corrupted distance
measurements D˜, minimize the cost function f(X).
s-stress:
X̂ = argmin
X∈Rn×η
n∑
i=1
∑
j∈Ni
(
‖Xi −Xj‖2 − d˜2i,j
)2
s.t. D˜ ∈ Snh
. (3.2)
In the following, we first propose an algorithm with very simple updates to find a local
minimum of the s-stress function in a fast, distributed and efficient way. Afterwards, we study
the properties of the cost function in more details and try to shed some light on the behavior of
this cost function and difficulties in its minimization. We also provide examples for which our
update method finds the global minimum while classic minimization approaches fail.
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We can decompose the s-stress function in (3.1) as
f(X) =
n∑
i=1
fi(X) ,
with
fi(X) =
∑
j∈Ni
(
‖Xi −Xj‖2 − d˜2i,j
)2
.
This decomposition is a key step in finding a distributed algorithm for minimizing f(X). For
simplicity of representation, we assume that the sensors are in a two-dimensional space withXi =
[xi, yi]
T . The results are immediately extendable to higher dimensions. A simple computation
shows that
∂f(X)
∂xi
= 2
∂fi(X)
∂xi
. (3.3)
In order to minimize the cost function, we choose an alternate coordinate descent method.
Assume at iteration k, the coordinate xi is updated by ∆x
(k)
i . Thus,
fi(X
(k+1)) =
∑
j∈Ni
(
(x
(k)
i +∆x
(k+1)
i − x(k)j )2 + (y(k)i − y(k)j )2 − d˜2i,j
)2
.
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Algorithm 3.1 Alternative coordinate descent method for minimizing the s-stress
function
Input: Distance matrix D˜.
Output: Estimated positions: X̂.
1. Assume an initial configuration for the sensors X0 (e.g. X0 = 0);
2. repeat
3. for sensor number i = 1 to n do
4. Assume the configuration of the rest of the sensors fixed;
5. Use the coordinate descent method to find the x coordinate of sensor i using distance
information of its neighbors;
6. Use the coordinate descent method to find the y coordinate of sensor i using distance
information of its neighbors;
7. Send the estimated position of sensor i to its neighbors;
8. end for
9. until convergence or maximum number of iterations is reached.
In order to minimize fi(X
(k+1)) we find its derivative with respect to ∆x
(k)
i ;
∂f
(k+1)
i (X
(k+1))
∂∆x
(k+1)
i
= 4|Ni|(∆x
(k+1)
i )
3
+
∑
j∈Ni
3(x
(k)
i − x
(k)
j )(∆x
(k+1)
i )
2
+
∑
j∈Ni
[3(x
(k)
i − x
(k)
j )
2 + (y
(k)
i − y
(k)
j )
2 − d˜2i,j ]∆x
(k+1)
i
+ [(x
(k)
i − x
(k)
j )
3 + (x
(k)
i − x
(k)
j )(y
(k)
i − y
(k)
j )
2 − (x(k)i − x
(k)
j )d˜
2
i,j ] .
Setting the derivative to zero will lead to at most three solutions for ∆x
(k+1)
i . These roots are
analytically defined and easy to compute given the distance information. We choose the root
that decreases the value of fi(X) the most. After updating the xi coordinate, we update yi and
then we continue to the next sensors. We call each round of updates from sensor 1 to n, a sweep.
The algorithm is summarized in Algorithm 3.1. Note that the decomposition in (3.3) allows
us to implement this algorithm in a distributed manner. We assume that every sensor collects
the distance information of itself from its neighbors. It then minimizes its cost function fi(X)
and passes its estimated position to its neighbors.
Example 3.1
Consider 4 sensors in a two-dimensional space. Suppose that the distance matrix is noiseless
and complete, i.e., D˜ = D. The original configuration is shown in Figure 3.1(c) with red
stars. We start from a random configuration and run Algorithm 3.1. Figures 3.1(a) and
3.1(b) show the value of the cost function and the reconstruction error dist(X̂ ,X) (defined
in (2.3)), respectively. We observe that although Algorithm 3.1 guarantees a non-increasing
update for the cost function at each iteration, the value of dist(X̂,X) might sometimes
increase. The estimated positions are illustrated in Figure 3.1(c) by blue crosses. It is clear
that the reconstruction is a translated and rotated version of the original configuration.
We will see in the next section that the s-stress function has a very complicated characteristic
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Figure 3.1: Figures for Example 3.1: (a) shows the decrease in the value of the s-stress function
when Algorithm 3.1 is used for localization. (b) shows the reconstruction error for the positions of
the sensors. (c) shows the original configuration of the sensors (red stars) and the reconstructed
configuration (blue crosses).
with a behavior not yet fully understood by mathematicians. The unknown properties of this
cost function, make the analysis of our algorithm also difficult. A-priori, there is no guarantee
that our proposed algorithm will converge to a global minimizer of (3.2). Let us run a test to
see what is the percentage of times that our algorithm converges to the global minimum.
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Figure 3.2: Figures of Example 3.2: (a) shows the histogram of the estimated values of the s-stress
function for 100, 000 experiments with 10 sensors randomly distributed in [0, 1] × [0, 1]. (b) shows
the histogram of the values of dist(X̂ ,X) for the same setup. (c) shows the zoomed version of the
right part of (a) in the same setup.
Example 3.2
We run the following test 100, 000 times: Consider 10 sensors spread uniformly at random
on the two-dimensional square [0, 1]× [0, 1]. This configuration produces our original distance
matrix D. We assume that the distance matrix is observed completely and without noise.
Starting from an initial random configuration, we run the proposed algorithm to estimate the
sensor positions. Figures 3.2(a) and 3.2(b) show the histogram of the values of ‖D̂−D‖F and
dist(X̂,X), respectively. Out of 100, 000 experiments, 99.66% resulted in ‖D̂ −D‖ < 10−12
and 99.83% in dist(X̂,X) < 10−12. Figure 3.2(c) shows the larger error distribution between
10−10 and 1. This shows that in almost any scenario, the algorithm finds the global minimum
of the s-stress function. But it also shows that there exist cases for which the algorithm cannot
find the global minimizer of the cost function.
Glunt et al. in [43] note:
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“A number of algorithms have been proposed for the solution of the embedding
problem [s-stress criterion] by researchers in multidimensional scaling. An algorithm
due to Leeuw and Takane was modified by Browne (1987) by adding a Newton Raph-
son step and resulted in the best algorithm known to us for finding a local minimum
solution of the embedding problem. Newton Raphson either finds the global mini-
mum (about 90% of the time in our examples) or a local minimum with objective
function near the global minimum.”
Although we do not have access to the setup that was used in the experiments of [43], it is
mentioned in their paper that the test predistance matrices (a symmetric matrix with zero
diagonal and non-negative entries) are produced randomly. This resembles the setup that we use
in our example. The comparison in the performance of our algorithm versus the best algorithm
known to the authors shows a large advantages of our proposed method.
In the following section, we introduce some key properties of the s-stress function and the
space of local minimizers of it. This section can help in understanding the cost function in more
depth, develop better algorithms and use better initial configurations for the existing algorithms.
3.4 Algebraic Properties of the S-stress Function
The cost function f(X) defined in (3.1) is a non-convex function and normally finding the
global minima of a non-convex function is not trivial. In this section, we aim at showing some
key properties of the s-stress function that not only attest its non-convexity, but also show
that simple optimization algorithms are unable to provide global convergence guarantees for it.
These properties might as well serve as a tool for providing neighborhood convergence analysis
for optimization algorithms applied on the s-stress function.
Let us define the connectivity graph associated with a given noisy and incomplete distance
matrix D˜.
Definition 3.1
The connectivity graph of a noisy and incomplete distance matrix D˜ is a graph G = (V,E)
with V = {1, 2, . . . , n} the set of nodes, where node i corresponds to sensor i, and E the set
of edges where {i, j} ∈ E if and only if D˜[i, j] > 0 is revealed.
Now we introduce a condition on the observed matrix D˜ which will be used to show the properties
of the s-stress function.
Condition A
The connectivity graph associated with the measurement matrix D˜ is connected.
We saw in Section 1.2.1 that the s-stress function is invariant to rigid transformation. Thus,
the optimization method will be also invariant to this effect. In the following, without any loss
of generality we will assume that sensors are centered around the origin, i.e.,
1TX = 0 ,
where 1 is the all one column vector of length n. In the rest of this chapter, we will consider the
properties of the s-stress function on the plane P = {X |1TX = 0}. The gradient of f(X) can
46 Distributed Low-Complexity Sensor Localization
be computed easily as
∂f
∂X[k, l]
= 2
∑
j|{j,k}∈E
(X[k, l]−X[j, l])
[
‖Xk −Xj‖2 − d˜2k,j
]
, (3.4)
for k ∈ {1, · · · , n} and l ∈ {1, · · · , η}. It is easy to see that the configuration X = 0 is in fact
a local maximum for this cost function and the value of the cost at this configuration would be∑
{i,j}∈E d˜
4
i,j . Moreover, asX[k, l] grows, the cost will eventually increase. This can be also seen
from the positive coefficients of X[k, l]4 in the s-stress function (3.1).
The above argument shows in fact that the cost function is not convex. In addition to the
local minima and local maxima, the cost might also have saddle points.
Example 3.3
Take the original configuration as the one shown in Figure 3.3(a). Assume that the distance
matrix is noiseless and complete, i.e.,
D˜ =

0 1 2 1
1 0 1 2
2 1 0 1
1 2 1 0
 .
For the configuration shown in Figure 3.3(b) all the gradients (defined in (3.4)) are zero.
Further, Figure 3.3(c) shows how the value of the cost function changes as we move sen-
sor number 2 in the horizontal (or vertical) direction. This clearly shows that the second
configuration is a saddle point for the cost function.
Also note that since the cost function is a continuous and differentiable function of X, a
smooth global minimum of it always exists and all the gradients are zero at the global minimum.
As the cost is invariant to reflection and rotation, the global minimum is not unique; rather, its
rotations and reflections on the plane P are also global minimizers of the cost function.
Lemma 3.1
Assuming Condition A is met, the equality:∑
{i,j}∈E
d˜2i,j ‖Xi −Xj‖2 = 0 (3.5)
holds on the plane P if and only if X is the zero configuration.
Proof.
If X is the zero configuration, which is on the plane P , the equality obviously holds. For the
converse, assume two arbitrary i, j ∈ {1, 2, . . . , n}. The connectedness assumption of G implies
that there is a path Pi,j = i, n1, n2, . . . , nr, j between i and j in the graph G.
As all the terms in the summation of (3.5) are non-negative this implies that:∑
{s,e}∈Pi,j
d˜2s,e ‖Xs −Xe‖2 = 0,
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Figure 3.3: (a) shows the original configuration from which a noiseless distance matrix is measured.
(b) shows the modified version of the original configuration for which the position of sensor 2 coincides
with sensor 4. All the derivatives of the cost function are zero at this configuration. (c) shows the
values of the cost function as the first coordinate of sensor 2 is changing (in this case its x component).
For better visualization, the zero mean assumption of the sensor positions is neglected.
because Pi,j is a sub-graph of G. By the definition of the connectivity graph G, d˜s,e > 0 for all
{s, e} ∈ Pi,j and this implies that
Xi =Xn1 =Xn2 = · · · =Xnr =Xj ,
and specifically Xi = Xj . As the choice of i and j was arbitrary this means that Xi = Xj for
every i, j ∈ {1, 2, . . . , n}. Considering the fact that on the plane P , ∑ni=1Xi = 0, this implies
that Xi = 0 for every i ∈ {1, 2, . . . , n}. Thus, X is the zero configuration.
Lemma 3.2
Assuming that Condition A holds, for every fixed non-zero configuration X on the plane P ,
the scaling function g(X, α) : Rn×η × R → R defined as g(X, α) = f(αX) has one local
maximum and two local minima on the plane P where the local maximum happens for α = 0
and the two local minima are symmetric with respect to the origin.
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Figure 3.4: Shape of the cost function along any ray passing through origin and a configuration X.
The minima α1 and α2 are computed in (3.14).
Proof.
See Appendix 3.A.1.
According to Lemma 3.2, a cross-section of the cost function on a ray passing through the
origin will look like Figure 3.4. This has two immediate consequences:
– The cost function has a local maximum at the origin. This is because of the fact that it
decreases along any ray passing it.
– The cost function has exactly one local maximum X = 0. Because, if it had another local
maximum, connecting it with a straight line to the origin, would result in a ray passing
through the origin. We saw that along any ray passing the origin there is only one local
maximum. This contradicts the possibility of having two local maxima.
Example 3.4
Consider the configuration X = [0, 1, 5]T on a one-dimensional line. This point set produces
the following EDM:
D˜ =
 0 1 251 0 16
25 16 0
 .
As the s-stress function is invariant to translation, we can assume that X̂[1] = 0. The level
contours of the s-stress function are shown in Figure 3.5. It is evident from the figure that the
the cost function has a local maximum at the origin and two global minima at X̂ = [0, 1, 5]T
and its reflection through the origin, X̂ = [0,−1,−5]T .
Define for every X 6= 0, the positive scaling α(X) which minimizes g(X, α).
Lemma 3.3
The function α(X) : P\{0} → R is a continuous function of X and α(X) = α(−X).
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Figure 3.5: Values of the s-stress function for X̂ [1] = 0 and variable X̂[2] and X̂[3] in a one-
dimensional space.
Proof.
From Lemma 3.2 we have the explicit form for α(X) as follows:
α(X) =
√∑
{i,j}∈E d˜
2
i,j ‖Xi −Xj‖2√∑
{i,j}∈E ‖Xi −Xj‖4
(3.6)
It is easy to see that α(−X) = α(X). For every non-zero configuration on the plane P , the
numerator and the denominator are continuous functions of X and the denominator is non-zero.
Thus, α(X) is a continuous function on P\{0}.
Let us define the set S as
S = {X ∈ P\{0} ∣∣ α(X) = 1} .
This is equivalent to saying that along each ray passing through the origin, we pick the minimizer
and call the collection of all the minimizer configurations for different rays as S.
Using (3.6), we may equivalently define the set S as
S =
X ∈ P\{0} ∣∣ ∑{i,j}∈E d˜2i,j ‖Xi −Xj‖2 =
∑
{i,j}∈E
‖Xi −Xj‖4
 . (3.7)
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Note that for a configuration X on the set S, the cost function f(X) simplifies to
f(X) =
∑
{i,j}∈E
d˜4i,j −
∑
{i,j}∈E
d˜2i,j ‖Xi −Xj‖2 , for X ∈ S . (3.8)
Remark: What happens if the graph G associated with D˜ is not connected? For simplicity
assume that the graph G has two connected parts Gi = (Vi, Ei), i = 1, 2 where V = V1 ∪ V2
and E = E1 ∪ E2. Let us consider a simple configuration in which Xi = C1 for i ∈ V1 and
Xj = C2 for all j ∈ V2. We can always translate the configuration so that
∑
iXi = 0. Thus,
without loss of generality we assume that our configuration is on the plane P . Then the mutual
distance between sensors in V1 is zero and the same is true for sensors in V2. We can write the
cost function as
f(X) =
∑
{i,j}∈E1
(‖Xi −Xj‖2 − d˜2i,j)2 +
∑
{i,j}∈E2
(‖Xi −Xj‖2 − d˜2i,j)2 .
which can be simplified to
f(X) =
∑
{i,j}∈E1
d˜4i,j +
∑
{i,j}∈E2
d˜4i,j .
Now if we look at the scaling cost function
g(X, α) = f(αX) =
∑
{i,j}∈E1
d˜4i,j +
∑
{i,j}∈E2
d˜4i,j .
This shows that the cost function will be constant along some rays passing the origin. This can
later cause some implausible cases. We avoid these degenerate cases by putting the connectivity
assumption on G.
Lemma 3.4
If Condition A holds, then the set S defines a bounded hyper-surface on the plane P that is
symmetric with respect to the origin.
Proof.
The symmetry with respect to the origin is trivial. For boundedness of S, consider the cost
function restricted to the set S. Observe that for X ∈ S,
f(X) =
∑
{i,j}∈E
(‖Xi −Xj‖2 − d˜2i,j)2
=
∑
{i,j}∈E
d˜4i,j −
∑
{i,j}∈E
d˜2i,j ‖Xi −Xj‖2
=
∑
{i,j}∈E
d˜4i,j −
∑
{i,j}∈E
‖Xi −Xj‖4 ≥ 0 ,
which implies that for every configuration X in S,∑
{i,j}∈E
‖Xi −Xj‖4 ≤
∑
{i,j}∈E
d˜4i,j .
3.4 Algebraic Properties of the S-stress Function 51
Using the Cauchy-Schwarz inequality we have
(
∑
{i,j}∈E
‖Xi −Xj‖2)2 ≤ 2|E|
∑
{i,j}∈E
‖Xi −Xj‖4 ≤ 2|E|
∑
{i,j}∈E
d˜4i,j .
Thus, ∑
{i,j}∈E
‖Xi −Xj‖2 ≤
√
2|E|
∑
{i,j}∈E
d˜4i,j . (3.9)
Fix some node a in the graph. Since Condition A holds, the graph is connected, thus there
exists at least one path from each node i to a. Call Pi,a the shortest path (or any other path)
between nodes i and a in the graph G. We can write
Xi =Xa +
∑
{e,s}∈Pi,a
(Xe −Xs) . (3.10)
We know that on the set S, ∑iXi = 0. Thus,
−nXa =
n∑
i=1
∑
{e,s}∈Pi,a
(Xe −Xs) .
Using Cauchy-Schwarz inequality,
‖Xa‖2 ≤
n∑
i=1
∑
{e,s}∈Pi,a
‖Xe −Xs‖2 . (3.11)
Now, applying again the Cauchy-Schwarz inequality on (3.10) we have
n∑
i=1
‖Xi‖2 ≤ n
n∑
i=1
‖Xa‖2 + ∑
{e,s}∈Pi,a
‖Xe −Xs‖2

(a)
≤ n
n n∑
i=1
∑
{e,s}∈Pi,a
‖Xe −Xs‖2 +
n∑
i=1
∑
{e,s}∈Pi,a
‖Xe −Xs‖2

= n(n+ 1)
n∑
i=1
∑
{e,s}∈Pi,a
‖Xe −Xs‖2
(b)
≤ n(n+ 1)
√
2|E|
∑
{i,j}∈E
d˜4i,j .
In (a) we used (3.11) and in (b), we used (3.9). This shows that the set S is bounded.
Lemma 3.5
Assuming that Condition A holds, there is a positive parameter Dm such that for all of the
points on the set S
n∑
i=1
‖Xi‖2 ≥ D2m.
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Proof.
See Appendix 3.A.2.
Lemma 3.6
The set S is a closed set contained in the plane P .
Proof.
From (3.7) a configuration X ∈ P\{0} is in S if and only if∑
{i,j}∈E
d˜2i,j ‖Xi −Xj‖2 −
∑
{i,j}∈E
‖Xi −Xj‖4 = 0. (3.12)
Now consider a sequence of configurations {X(m)} in S converging to a configuration X.
Using the continuity of (3.12) and computing the limit as m goes to infinity we have
lim
m→∞
∑
{i,j}∈E
d˜2i,j
∥∥∥X(m)i −X(m)j ∥∥∥2 − ∑
{i,j}∈E
∥∥∥X(m)i −X(m)j ∥∥∥4 = 0 ,
which implies that ∑
{i,j}∈E
d˜2i,j ‖Xi −Xj‖2 −
∑
{i,j}∈E
‖Xi −Xj‖4 = 0. (3.13)
Furthermore, the configuration X(m) belongs to S. Thus, using Lemma 3.5,
lim
m→∞
∥∥∥X(m)∥∥∥2 = ‖X‖2 ≥ D2m > 0.
Thus, the limit configuration X 6= 0, satisfies (3.13) and it must belong to S. This proves
the closedness of the set S.
Lemma 3.7
If Condition A holds, then the set S is path-wise connected. In other words for every two
configurations in S, there is a continuous curve lying in S which connects these two configu-
rations.
Proof.
See Appendix 3.A.3
Example 3.5
Let us consider a one-dimensional space and the distance matrix
D˜ =
 0 0.01 0.160.01 0 0.25
0.16 0.25 0

The set S for this distance matrix is shown in Figure 3.6. The color shows the value of the
s-stress function at each particular point in space. Note that in this example the dimension
of P is 2 and thus, the set S will be a one-dimensional curve lying on the plane P .
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Figure 3.6: An example of the shape of the set S. The color shows the value of the cost function
at each particular point.
Lemma 3.8
Assuming that Condition A holds, all the local minima of the cost function f(X) lie on S.
Proof.
We know from Lemma 3.2 that the 0 configuration is a local maximum. If we consider any local
minimum X of the function f(·), obviously X 6= 0 and if it is not in S we can find a point in S
corresponding to X by moving along the positive ray connecting X to the origin. This implies
that along this positive ray we have two local minima. This is a contradiction.
The result in Lemma 3.8 can help us to reduce the search space for finding the minimum of
the s-stress cost function.
3.5 Does the S-stress Function Have Non-Global Minimizers?
The properties of the s-stress function that were studied in the previous section can help
in better understanding of this cost function and introducing better starting points for the
algorithms that minimize it. These analyses can also serve a more important purpose. There
is a long standing question in the multidimensional scaling which asks for the existence of non-
global minimizers of the s-stress function. While several people have come up with local minima
of the stress criterion (1.8) [129], to the best of our knowledge no one has been able to design
a scenario and show that a configuration is a local minimum (and not global) of the s-stress
function. Malone and Trosset in [83] state that
54 Distributed Low-Complexity Sensor Localization
“We are not aware that anyone has formally demonstrated the existence of non-
global minimizers of s-stress. In this section [Section 2], we show that the example
constructed by Trosset and Mathar (1997) for stress does not produce a non-global
minimizer of s-stress. Indeed, we have been unable to construct a non-global mini-
mizer of s-stress.”
The effort in finding local minima of the s-stress has resulted only in numerical evidence with
a certain precision. For example, Zˇilinskas et al. in [133] consider the following measured distance
matrix
D˜ =

0 1 1.44 1
1 0 1 1.44
1.44 1 0 1
1 1.44 1 0
 ,
And use Maple to numerically find the configurations for which the gradients are less than 10−10.
The proposed configuration in 2D is
X =

0 0
0.721 0
0 0.980
0.721 0.980
 .
Although the value of the gradient is very small at this configuration and the Hessian of the cost
function is positive semi-definite, the authors do not provide any analytic guarantee that it is a
local minimum.
We also have not been able to find an analytic design of a non-global minimizer of the s-stress
criterion. In the following we provide a framework, under which we can construct an equivalent
problem for the existence of non-global minimizers of the s-stress function.
Let us define another set ER as
ER =
X ∈ P ∣∣∣ ∑{i,j}∈E d˜2i,j ‖Xi −Xj‖2 = R, R ∈ R+
 .
Lemma 3.9
If Condition A holds, then the set ER defines a bounded and closed hyper-surface in Rn×η.
Proof.
By Lemma 3.1 E0 consists of only zero configuration which is bounded. For R > 0,∑
{i,j}∈E
d˜2i,j ‖Xi −Xj‖2 = R ,
which implies that ∑
{i,j}∈E
‖Xi −Xj‖2 ≤ R
d2min
.
Using the same line of proof as we did in Lemma 3.6, we have
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n∑
i=1
n∑
j=1
‖Xi −Xj‖2 ≤ n(n+ 1) R
d2min
,
which implies the boundedness of ER for every R > 0.
Remark: Using Lemmas 3.5 and 3.9, we can see that when R is a small number S ∩ ER = ∅.
Note that for every configurationX ∈ S, we can find a radius R such that the hyper-surfaces
S and ER intersect at X.
For every value of R, we see from (3.8) that
f(X) =
∑
{i,j}∈E
d˜4i,j −R , for X ∈ ER ∩ S .
Also,
∑
{i,j}∈E
‖Xi −Xj‖4 = R , for X ∈ ER ∩ S .
Consider two functions h1(X) =
∑
{i,j}∈E d˜
2
i,j ‖Xi −Xj‖2 and h2(X) =
∑
{i,j}∈E ‖Xi −Xj‖4.
Setting h1(X) = R produces the set ER and h2(X) = R gives ER ∩ S. Let Rmin be the smallest
value of R such that ER and S intersect. For a given distance matrix D˜, the set S is fixed. When
the value of R changes the sets ER and ER ∩ S change. We observe that the rate of growth for
h1(X) and h2(X) is different (order of X is 2 in h1 and 4 in h2). For this reason, the sets ER
and S will have an intersection until a certain Rmax.
We know from Lemma 3.8 that all the local minima of the s-stress function belong to the set
S. Thus, we have
global-min(f(X)) =
∑
{i,j}∈E
d˜4i,j −Rmax .
By global-min(f(X)) we mean its global minimum. The maximum value of f(X) restricted to
the set S is ∑{i,j}∈E d˜4i,j −Rmin.
Example 3.6
Consider the same setup as in Example 3.5. In this case, we have Rmin = 0.019 and
Rmax = 0.176. The sets S, ERmin and ERmax are shown in Figure. 3.7. It is clear from the
figure that E
Rmin
intersects the set S on the maximum of f(X) and E
Rmax
on the minimum
of f(X).
When R changes smoothly from Rmin towards Rmax, the intersection set ER ∩ S changes. A
non-global minimum happens if we observe a non-smooth change (a jump) in the intersection
set ER ∩ S. This is equivalent to saying that if the number of connected components of ER ∩ S
(A connected component is a set in which there exists a connected path between each pair of
configurations belonging to it) changes, we have a local minimum. Let us show the change in
the number of connected components in an example. The example and the sets given in it are
not related to this problem and are provided for visualization purposes only.
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Figure 3.7: The sets S, E
Rmin
and E
Rmax
for the setup in Example 3.6. For this setup Rmin = 0.019
and Rmax = 0.177. The colors represent the value of the cost function at each point.
Example 3.7
Take two sets K1 and K2(R). K1 is fixed and shown in Figure 3.8, but K2(R) expands with R.
At some Rmin the two sets start intersecting. Each connected component of the intersection
in this case is a single point. The number of connected components of K1 ∩ K2(Rmin + ε)
is equal to 8. When R reaches some critical value Rc, the number of connected components
drops to 6 and for Rc + ε becomes 4.
In our setting a local minimum occurs if something similar to Example 3.7 happens for the
intersection of the sets S and ER. Thus, in order to prove (or disprove) that the s-stress function
has only global minimizers we need to verify (or reject) the following hypothesis:
Hypothesis 3.1
When R changes in [Rmin+ε,Rmax−ε], the number of connected components of ER∩S does
not change.
The question that Hypothesis 3.1 is true or false remains an open problem to us.
3.6 An Optimal English Keyboard Design
In this section we present a fun example of the applications of EDMs and the method that
was presented in this chapter.
The most important goal in designing a keyboard layout is (or should be) to make it easier
to type the common key combinations. Some argue that the current English keyboard layout is
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Figure 3.8: An example in which the number of connected components of the intersection of two
sets changes as one of them grows.
designed to serve the opposite. The QWERTY keyboard, patented in 1878 by Latham Sholes is
believed to have been designed to slow down the typist and avoid jamming the typing machine.
Assume that you can type with only one hand. The optimal layout for a keyboard in such
case would be: If two alphabetic characters occur close to each other in English words, they
should be located also close to each other on the keyboard, so that the fingers do not move a
long distance to type the consecutive characters. We computed the average distance of each pairs
of English alphabet characters in a collection of around 70, 000 English words. For example in
the word ”love” we have D[l, o] = 1, D[l, v] = 2, D[l, e] = 3, and so on. The following matrix
presents the average distances between each pairs of characters in the studied data-base.
√
D˜ =


a b c d e f g h i j k l m n o p q r s t u v w x y z
a 0.0 2.9 3.6 3.5 3.9 3.2 3.3 3.7 3.6 3.0 2.8 3.1 3.4 3.6 4.1 3.7 3.5 3.2 4.1 3.2 3.9 3.1 2.6 3.7 4.6 3.1
b 2.9 0.0 4.2 4.4 3.7 3.9 4.2 4.1 3.5 2.9 3.8 2.8 3.4 4.6 3.1 4.7 4.2 3.3 4.3 4.0 3.0 3.9 3.5 4.0 4.4 3.5
c 3.6 4.2 0.0 4.5 4.0 3.6 5.1 3.2 3.5 3.2 2.3 4.0 4.3 4.1 3.5 4.3 4.2 3.7 4.5 4.0 3.5 4.2 4.0 4.0 4.8 5.2
d 3.5 4.4 4.5 0.0 3.2 4.3 4.3 4.4 3.3 3.2 4.0 4.1 4.2 4.1 3.7 4.4 4.4 3.7 4.6 4.6 4.2 4.0 3.7 4.0 4.6 3.6
e 3.9 3.7 4.0 3.2 0.0 3.6 3.7 3.8 4.1 3.6 2.9 3.5 3.7 3.8 4.3 3.9 3.8 3.2 3.8 3.5 4.3 2.9 3.2 2.9 5.0 3.1
f 3.2 3.9 3.6 4.3 3.6 0.0 4.3 4.0 3.0 3.6 4.2 3.3 3.9 4.2 3.1 4.0 4.4 3.1 4.7 4.0 2.9 4.4 3.6 2.8 5.2 4.3
g 3.3 4.2 5.1 4.3 3.7 4.3 0.0 3.9 3.1 3.6 4.2 3.5 4.2 2.9 3.3 4.7 6.4 3.4 4.7 4.0 3.5 4.1 4.4 4.6 3.9 3.7
h 3.7 4.1 3.2 4.4 3.8 4.0 3.9 0.0 3.6 3.6 3.8 4.2 4.1 4.1 3.3 3.1 4.8 3.6 4.0 3.3 3.7 4.1 3.2 4.2 3.9 4.2
i 3.6 3.5 3.5 3.3 4.1 3.0 3.1 3.6 0.0 3.8 2.6 3.4 3.5 3.3 3.7 4.0 3.5 3.6 3.7 3.2 3.9 2.8 2.9 3.6 4.9 2.4
j 3.0 2.9 3.2 3.2 3.6 3.6 3.6 3.6 3.8 0.0 3.3 4.8 3.4 3.9 2.8 3.2 3.2 3.4 4.7 4.2 2.1 3.8 3.1 3.4 5.7 3.8
k 2.8 3.8 2.3 4.0 2.9 4.2 4.2 3.8 2.6 3.3 0.0 3.0 3.6 3.0 2.9 3.7 4.3 3.2 3.6 3.8 3.3 4.0 3.4 3.8 3.1 4.2
l 3.1 2.8 4.0 4.1 3.5 3.3 3.5 4.2 3.4 4.8 3.0 0.0 4.2 4.5 3.5 4.1 4.6 4.4 4.3 3.9 3.5 3.5 3.2 4.0 3.0 3.2
m 3.4 3.4 4.3 4.2 3.7 3.9 4.2 4.1 3.5 3.4 3.6 4.2 0.0 4.0 3.2 3.8 4.9 3.7 4.2 4.1 3.0 5.0 3.8 3.8 4.7 4.2
n 3.6 4.6 4.1 4.1 3.8 4.2 2.9 4.1 3.3 3.9 3.0 4.5 4.0 0.0 3.3 4.7 4.5 4.2 4.3 3.7 3.6 4.3 3.6 4.5 4.8 4.0
o 4.1 3.1 3.5 3.7 4.3 3.1 3.3 3.3 3.7 2.8 2.9 3.5 3.2 3.3 0.0 3.2 4.1 3.1 4.0 3.4 3.5 3.4 2.2 3.4 4.4 3.3
p 3.7 4.7 4.3 4.4 3.9 4.0 4.7 3.1 4.0 3.2 3.7 4.1 3.8 4.7 3.2 0.0 4.3 3.1 4.2 4.3 3.6 4.9 3.7 2.9 4.9 4.6
q 3.5 4.2 4.2 4.4 3.8 4.4 6.4 4.8 3.5 3.2 4.3 4.6 4.9 4.5 4.1 4.3 0.0 4.2 3.9 4.7 1.6 4.8 4.3 3.1 6.2 4.5
r 3.2 3.3 3.7 3.7 3.2 3.1 3.4 3.6 3.6 3.4 3.2 4.4 3.7 4.2 3.1 3.1 4.2 0.0 4.2 3.4 3.2 3.3 3.2 3.7 4.2 3.6
s 4.1 4.3 4.5 4.6 3.8 4.7 4.7 4.0 3.7 4.7 3.6 4.3 4.2 4.3 4.0 4.2 3.9 4.2 0.0 3.9 3.4 4.3 3.9 4.8 4.9 5.4
t 3.2 4.0 4.0 4.6 3.5 4.0 4.0 3.3 3.2 4.2 3.8 3.9 4.1 3.7 3.4 4.3 4.7 3.4 3.9 0.0 3.6 3.9 3.4 4.0 4.0 3.7
u 3.9 3.0 3.5 4.2 4.3 2.9 3.5 3.7 3.9 2.1 3.3 3.5 3.0 3.6 3.5 3.6 1.6 3.2 3.4 3.6 0.0 4.2 3.9 3.3 5.4 4.1
v 3.1 3.9 4.2 4.0 2.9 4.4 4.1 4.1 2.8 3.8 4.0 3.5 5.0 4.3 3.4 4.9 4.8 3.3 4.3 3.9 4.2 0.0 3.6 4.4 5.0 5.2
w 2.6 3.5 4.0 3.7 3.2 3.6 4.4 3.2 2.9 3.1 3.4 3.2 3.8 3.6 2.2 3.7 4.3 3.2 3.9 3.4 3.9 3.6 0.0 2.9 3.9 3.1
x 3.7 4.0 4.0 4.0 2.9 2.8 4.6 4.2 3.6 3.4 3.8 4.0 3.8 4.5 3.4 2.9 3.1 3.7 4.8 4.0 3.3 4.4 2.9 0.0 4.4 4.9
y 4.6 4.4 4.8 4.6 5.0 5.2 3.9 3.9 4.9 5.7 3.1 3.0 4.7 4.8 4.4 4.9 6.2 4.2 4.9 4.0 5.4 5.0 3.9 4.4 0.0 3.9
z 3.1 3.5 5.2 3.6 3.1 4.3 3.7 4.2 2.4 3.8 4.2 3.2 4.2 4.0 3.3 4.6 4.5 3.6 5.4 3.7 4.1 5.2 3.1 4.9 3.9 0.0


.
Using this matrix, we can try to find the best configuration in a two-dimensional space (two-
dimensional embedding), for the characters of English alphabet. We use Algorithm 3.1 to find
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(a) (b)
AB
C
D
E
F
G
H
I
J
K
L
M
N
O
P
Q
R
S
T
U
V
W
X
Y
Z
(c)
Figure 3.9: (a) shows a constructed keyboard layout for English based on the average distances of
alphabet characters in English words. (b) shows the same when the frequencies of the occurrences
of the pairs are used as weights to find the keyboard layout. (c) shows the same as (b) divided into
Voronoi cells.
the configuration. This is shown in Figure 3.9(a). This can be a possible keyboard layout.
However, there is a slight problem; for example we do not encounter the combination “xj” often
in English words, but they are very close to each other in the layout.
In order to have an optimal keyboard, we need to take into account the frequency of each
pair of characters. We collect these in the matrix W .
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W =


a b c d e f g h i j k l m n o p q r s t u v w x y z
a 6.6 2.1 5.2 3.3 9.1 1.0 2.3 2.6 8.5 0.2 0.7 6.2 3.4 7.1 5.5 3.1 0.2 7.1 5.4 7.2 3.0 0.9 0.5 0.3 1.9 0.3
b 2.1 0.4 0.7 0.6 2.2 0.2 0.4 0.4 1.8 0.0 0.2 1.4 0.5 1.2 1.4 0.3 0.0 1.5 1.1 1.1 0.9 0.1 0.1 0.0 0.4 0.1
c 5.2 0.7 1.9 1.4 5.5 0.5 0.6 1.5 5.0 0.1 0.4 2.8 1.4 3.6 4.2 1.5 0.1 3.5 3.0 3.5 2.0 0.4 0.1 0.1 1.1 0.1
d 3.3 0.6 1.4 1.0 4.9 0.4 0.7 0.8 3.5 0.1 0.2 1.7 1.0 2.7 2.5 0.9 0.1 2.4 1.9 1.9 1.4 0.3 0.3 0.1 0.6 0.1
e 9.1 2.2 5.5 4.9 10.0 1.5 2.4 2.8 9.0 0.2 0.7 6.5 3.5 8.8 6.5 3.8 0.3 9.4 8.1 8.6 3.8 1.6 0.8 0.5 1.8 0.3
f 1.0 0.2 0.5 0.4 1.5 0.4 0.3 0.2 1.3 0.0 0.1 0.9 0.3 0.9 0.9 0.2 0.0 1.0 0.7 0.8 0.6 0.1 0.1 0.0 0.2 0.0
g 2.3 0.4 0.6 0.7 2.4 0.3 0.5 0.7 2.5 0.0 0.1 1.4 0.6 2.3 1.7 0.5 0.0 1.7 1.2 1.3 0.9 0.2 0.2 0.0 0.5 0.1
h 2.6 0.4 1.5 0.8 2.8 0.2 0.7 0.6 2.2 0.0 0.2 1.3 0.8 1.5 2.2 1.2 0.0 2.0 1.9 1.9 0.8 0.1 0.3 0.1 0.7 0.1
i 8.5 1.8 5.0 3.5 9.0 1.3 2.5 2.2 6.5 0.1 0.5 5.8 3.2 8.4 6.2 3.1 0.2 6.3 6.7 7.8 3.1 1.3 0.4 0.3 1.8 0.4
j 0.2 0.0 0.1 0.1 0.2 0.0 0.0 0.0 0.1 0.0 0.0 0.1 0.0 0.1 0.1 0.0 0.0 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0
k 0.7 0.2 0.4 0.2 0.7 0.1 0.1 0.2 0.5 0.0 0.1 0.4 0.1 0.5 0.4 0.1 0.0 0.5 0.4 0.3 0.2 0.0 0.1 0.0 0.1 0.0
l 6.2 1.4 2.8 1.7 6.5 0.9 1.4 1.3 5.8 0.1 0.4 2.8 1.7 3.5 4.1 1.8 0.1 3.1 3.5 3.6 2.5 0.6 0.4 0.2 1.8 0.2
m 3.4 0.5 1.4 1.0 3.5 0.3 0.6 0.8 3.2 0.0 0.1 1.7 0.9 2.3 2.7 0.9 0.0 2.2 2.0 2.2 1.3 0.2 0.1 0.1 0.7 0.1
n 7.1 1.2 3.6 2.7 8.8 0.9 2.3 1.5 8.4 0.1 0.5 3.5 2.3 4.1 5.8 1.9 0.1 4.5 4.8 5.7 3.2 0.8 0.4 0.2 1.3 0.2
o 5.5 1.4 4.2 2.5 6.5 0.9 1.7 2.2 6.2 0.1 0.4 4.1 2.7 5.8 4.3 2.9 0.1 5.7 4.9 5.5 2.6 0.7 0.5 0.2 1.6 0.2
p 3.1 0.3 1.5 0.9 3.8 0.2 0.5 1.2 3.1 0.0 0.1 1.8 0.9 1.9 2.9 1.0 0.0 2.7 2.4 2.2 1.2 0.2 0.1 0.1 0.9 0.1
q 0.2 0.0 0.1 0.1 0.3 0.0 0.0 0.0 0.2 0.0 0.0 0.1 0.0 0.1 0.1 0.0 0.0 0.1 0.1 0.1 0.3 0.0 0.0 0.0 0.0 0.0
r 7.1 1.5 3.5 2.4 9.4 1.0 1.7 2.0 6.3 0.1 0.5 3.1 2.2 4.5 5.7 2.7 0.1 3.0 4.4 5.5 3.0 0.8 0.5 0.2 1.5 0.2
s 5.4 1.1 3.0 1.9 8.1 0.7 1.2 1.9 6.7 0.1 0.4 3.5 2.0 4.8 4.9 2.4 0.1 4.4 4.6 4.7 3.2 0.6 0.4 0.1 1.2 0.1
t 7.2 1.1 3.5 1.9 8.6 0.8 1.3 1.9 7.8 0.1 0.3 3.6 2.2 5.7 5.5 2.2 0.1 5.5 4.7 3.5 2.9 0.7 0.3 0.2 1.5 0.2
u 3.0 0.9 2.0 1.4 3.8 0.6 0.9 0.8 3.1 0.1 0.2 2.5 1.3 3.2 2.6 1.2 0.3 3.0 3.2 2.9 1.2 0.4 0.1 0.1 0.7 0.1
v 0.9 0.1 0.4 0.3 1.6 0.1 0.2 0.1 1.3 0.0 0.0 0.6 0.2 0.8 0.7 0.2 0.0 0.8 0.6 0.7 0.4 0.1 0.0 0.0 0.2 0.0
w 0.5 0.1 0.1 0.3 0.8 0.1 0.2 0.3 0.4 0.0 0.1 0.4 0.1 0.4 0.5 0.1 0.0 0.5 0.4 0.3 0.1 0.0 0.1 0.0 0.1 0.0
x 0.3 0.0 0.1 0.1 0.5 0.0 0.0 0.1 0.3 0.0 0.0 0.2 0.1 0.2 0.2 0.1 0.0 0.2 0.1 0.2 0.1 0.0 0.0 0.0 0.1 0.0
y 1.9 0.4 1.1 0.6 1.8 0.2 0.5 0.7 1.8 0.0 0.1 1.8 0.7 1.3 1.6 0.9 0.0 1.5 1.2 1.5 0.7 0.2 0.1 0.1 0.2 0.0
z 0.3 0.1 0.1 0.1 0.3 0.0 0.1 0.1 0.4 0.0 0.0 0.2 0.1 0.2 0.2 0.1 0.0 0.2 0.1 0.2 0.1 0.0 0.0 0.0 0.0 0.0


×
1
10
.
The weights are normalized, such that the maximum weight is equal to 1. Now, instead of
solving the classic s-stress criterion, we solve the weighted s-stress
f(X) =
n∑
i=1
n∑
j=1
W [i, j]
(
‖Xi −Xj‖2 − D˜[i, j]
)2
.
Minimizing the weighted s-stress using Algorithm 3.1 results in the alphabet positions shown in
Figure 3.9(b). If we divide the space into Voronoi cells (with modifications on the boundaries)
we get a design shown in Figure 3.9(c). Note that the proposed layout could be useful only for
typing with one hand, as in two-hand keyboards, the design is such that consecutive characters
are typed with different hands to increase the typing speed. Although the provided example is
far from a real design of an English keyboard, it serves as a showcase for the practical benefits
of EDMs and the proposed algorithm for minimizing the s-stress function, even in the presence
of weights.
3.7 Summary
In this chapter we introduced a novel simple algorithm for sensor localization and multidi-
mensional scaling. The proposed algorithm has the following advantages:
i) It is distributed.
ii) The updates performed by individual sensors are as simple as computing the roots of a
cubic polynomial.
iii) It converges fast and the number of sweeps until convergence is observed to be independent
of the number of sensors.
iv) It converges to the global minimum of the s-stress function in 99.66% of the cases (in a
randomized experiment) whereas the best competing methods reach only 90%.
We will exploit the proposed algorithm further in Chapters 4 and 5.
Later in the chapter, we aimed at showing some key properties of the s-stress criterion. We
showed that the set of all the critical points of this cost function produce a bounded, closed
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and path-wise connected hyper-surface in Rn×η. We finished the chapter by a hypothesis that if
proves true means that the s-stress function has only global minimizers and if false, it also has
non-global minimizers.
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3.A Analysis
3.A.1 Proof of Lemma 3.2
Consider a fixed non-zero configuration X on the plane P . There must be at least two
i and j for which Xi − Xj 6= 0, because otherwise, Xi = Xj for every i, j ∈ {1, 2, . . . , n}
and considering the condition
∑n
i=1Xi = 0 on plane P , this implies that Xi = 0 for every
i = {1, 2, . . . , n}. Hence, for every non-zero configuration on P , ∑{i,j}∈E ‖Xi −Xj‖2 > 0. The
scaling cost function
g(X, α) = f(αX)
=
∑
{i,j}∈E
[
α2 ‖Xi −Xj‖2 − d˜2i,j
]2
is a fourth degree even polynomial of α which approaches ∞ as |α| grows and it has at most
three local extrema. By taking the derivative it is easy to see that g(X, α) has a maximum at
α = 0 and two local minima at
α1 =
√∑
{i,j}∈E d˜
2
i,j ‖Xi −Xj‖2√∑
{i,j}∈E ‖Xi −Xj‖4
, α2 = −
√∑
{i,j}∈E d˜
2
i,j ‖Xi −Xj‖2√∑
{i,j}∈E ‖Xi −Xj‖4
. (3.14)
Notice that α1 is well-defined and non-zero, because
∑
{i,j}∈E ‖Xi −Xj‖4 > 0 and∑
{i,j}∈E d˜
2
i,j ‖Xi −Xj‖2 > 0 by Lemma 3.1.

3.A.2 Proof of Lemma 3.5
Consider a specific configuration on the set S and define two parameters
d2min
def
= min
{i,j}∈E
d˜2i,j
x2max
def
= max
{i,j}∈E
‖Xi −Xj‖2 .
Both of these parameters are positive. Hence we can write
∑
{i,j}∈E
d˜2i,j ‖Xi −Xj‖2 ≥
d2min
x2max
∑
{i,j}∈E
‖Xi −Xj‖4 . (3.15)
We know that on the set S,∑
{i,j}∈E
d˜2i,j ‖Xi −Xj‖2 =
∑
{i,j}∈E
‖Xi −Xj‖4 .
Using this in (3.15), we have
x2max ≥ d2min .
On the other hand,
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n∑
i=1
n∑
j=1
‖Xi −Xj‖2 ≥ x2max .
Since on the plane P , ∑iXi = 0,
n∑
i=1
n∑
j=1
‖Xi −Xj‖2 = 2n
n∑
i=1
‖Xi‖2 .
Hence,
n∑
i=1
‖Xi‖2 ≤ 1
2n
d2min .
Setting Dm =
1√
2n
dmin proves the lemma.

3.A.3 Proof of Lemma 3.7
Consider two configurationsX and Y in S. Choose an arbitrary configuration Z˜ in P which
does not lie on the ray connecting X and Y to the origin. In other words
Z˜ /∈ {βX|β ∈ R} ∪ {γY |γ ∈ R}
As Z˜ 6= 0, there is a point Z = α(Z˜)Z˜ which is the scaled version of Z˜ and lies on the set
S. Now consider two continuous curves
δ˜ : [0, 1]→ P , δ˜(t) = (1 − t)X + tZ
λ˜ : [0, 1]→ P , λ˜(t) = (1− t)Y + tZ .
It is easy to check that δ˜(t) and λ˜(t) lie in P for every t ∈ [0, 1] because for example for δ˜
1T δ˜(t) = (1− t)1TX + t1TZ = 0.
Observe that neither δ˜ nor λ˜ contains the zero configuration, because otherwise it would
imply that there is a t0 ∈ [0, 1] for which δ˜(t0) = 0; t0 cannot be 0 or 1, because it means that
one of the configurations X or Z is the zero configuration which is a contradiction. Therefore,
t0 ∈ (0, 1). Then δ˜(t0) = (1 − t0)X + t0Z = 0 and it implies that Z = − 1−t0t0 X. This shows
that Z is on the ray connecting X to the origin which is again a contradiction.
As the curves δ˜ and λ˜ are on P\{0}, and by Lemma 3.4, α is continuous on P\{0} then the
curve
r : [0, 2]→ P\{0},
{
α(δ˜(t))δ˜(t) t ∈ [0, 1]
α(λ˜(2− t))λ˜(2 − t) t ∈ (1, 2]
is a continuous curve connecting X to Y which completely lies in the set S. This shows the
path-wise connectivity of the set S.

Chapter 4
Room Geometry Estimation and
In-Room Localization Using EDMs
Truth is ever to be found in the simplicity,
and not in the multiplicity and confusion of
things.
Isaac Newton
4.1 Introduction
In Chapter 2 we used a fundamental property of Euclidean distance matrices for completing
the measured EDMs in the calibration process. Then, in Chapter 3 we presented a new algorithm
with fast convergence properties for sensor localization in an optimization framework. In this
chapter 1 we use a combination of both techniques presented in Chapters 2 and 3 to solve an
interesting problem in acoustics.
Imagine that you are blindfolded inside an unknown room. You snap your fingers and try to
estimate the geometry of the room and your location by listening to the early reflections of the
sound you made. In other words; can you hear the shape of a room [30]?!
A similar question was posed by Kac in 1966 [66]: Can one hear the shape of a drum?
Although the question is asked in a general manner, it is specifically looking for drums having
the same resonant frequencies. Gordon et al. show that the answer to this question and a similar
question in astrophysics is negative [22, 44–46]. Note that although we are asking a similar
1. This chapter includes results from a collaboration with I. Dokmanic´, A. Walther, Y. M. Lu and M. Vetterli
[31].
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question for rooms, the nature of the two approaches are fundamentally different. We are not
restricting ourselves to estimating the room geometry using only the resonant frequencies. We
aim at solving the problem using the room impulse response (RIR) and reflection times from
the walls. This does not seem an unrealistic attempt as many animals (including bats and
dolphins) and humans are able to estimate the room geometry using early reflections off the
walls. Knowing the geometry of the room can help in many scenarios. Indoor sound-source
localization [8, 32, 106, 108], teleconferencing, auralization and virtual reality [80] can benefit
largely from known room geometry.
In this chapter we use the arrival times of early reflections (extracted from RIRs) together
with the image source model to estimate the room geometry. We use properties of EDMs to find
the correct combination of echoes that correspond to the same wall.
Several prior works have addressed the problem of room geometry estimation using RIRs.
In [7], the authors try to solve the problem in 2D using multiple source locations. In [107] the
authors address the problem by ℓ1-regularized template matching with a pre-measured dictionary
of impulse responses. Note that such approach would require measuring a very large matrix
of impulse responses. In contrast, our method works with arbitrary measurement geometries.
Furthermore, we prove that the first-order echoes provide a unique description of the room
for almost all setups. A subspace-based formulation allows us to use the minimal number of
microphones (4 microphones in 3D). It is impossible to further reduce the number of microphones,
unless we consider higher-order echoes, as attempted in [30]. However, the arrival times of higher
order echoes are often challenging to obtain and delicate to use, both for theoretical and practical
reasons. Therefore, in the proposed method, we use more than one microphone, avoiding the
need for higher order echoes.
Later in this chapter we use the model and formulation of the above problem to solve an-
other important problem in the field of acoustics; microphone localization. We show that if the
geometry of a convex polyhedral room is known, only one source with known location is enough
to estimate and track the location of a microphone inside that room.
4.2 Room Geometry Estimation Using EDMs
4.2.1 Modeling the Room
Consider a convex polyhedral room with K planar walls. The acoustic channel between a
sound source and a sound receiver in a room can be modeled by the room impulse response
(RIR). In an ideal case, an RIR is a train of impulses with the first impulse corresponding to
the direct path between the source and the receiver and the rest of the impulses corresponding
to the reflections off the walls. An RIR is often modeled as
h(t) =
∑
i
aiδ(t− ti) ,
where ti’s are the echo arrival times. We can relate the room geometry to the echo times using
the image source model [6, 15]. In this model, every echo from a wall can be modeled as a direct
sound coming from a virtual source which is the mirror of the original source with respect to the
same wall. An example of the image source model is shown in Figure 4.1. The time of arrival
(ToA) of the echo from the i-th wall is ti = ‖s˜i − r‖ /c, where c is the speed of sound.
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Wall j
Wall i
Figure 4.1: Illustration of the image source model for first and second-order echoes. Vector ni is
the outward pointing unit normal associated with the ith wall. Stars denote the image sources, and
s˜ij is the image source corresponding to the second-order echo. Sound rays corresponding to first
reflections are shown in blue, and the ray corresponding to the second-order reflection is shown in
red.
We consider a room with a loudspeaker and an array of M microphones positioned so that
they hear the first-order echoes (we typically use M = 5). Denote the receiver positions by
r1, . . . , rM , rm ∈ R3 and the source position by s ∈ R3.
If we have more than three microphones in the room, we can estimate the location of the
sound source using the direct sound [10, 76, 119]. Afterwards, knowing the positions of the image
sources is equivalent to knowing the position of the walls (a wall is the plane halving the line
segment between the source and the receiver and perpendicular to it). Thus, we can simplify the
problem by locating the image sources instead of the walls.
In order to locate an image source we need to extract out the echoes corresponding to it from
the RIRs of the microphones. The challenge is that these echoes are unlabeled in each RIR. For
example the echo from a wall might not arrive to a microphone in the same order as it arrives to
other microphones. This is shown visually in Figure 4.2. The echoes corresponding to s˜1 do not
reach the two microphones in the same order. Thus, the task is to identify the right combination
of echoes that correspond to the same image source.
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Figure 4.2: In order to estimate the position of the image sources we need to identify their corre-
sponding echoes in each RIR. The challenge is that the echoes might get swapped. This figure shows
an example that the echoes from s˜1 and s˜2 do not arrive to the microphones in the same order.
4.2.2 Echo Labeling Using EDMs
Let D ∈ RM×M be a matrix whose entries are squared distances between microphones,
D[i, j] = ‖ri − rj‖22, 1 ≤ i, j ≤ M . Matrix D is an EDM corresponding to the microphone
setup.
When the loudspeaker emits a sound, each microphone receives the direct sound and K first-
order echoes from the K walls. The arrival times of the received echoes are proportional to the
distances between image sources and microphones.
Our solution for the echo labeling problem is based on the rank property of EDMs. Recall
from Theorem 1.2 that in a 3-dimensional space, the rank of an EDM is at most 5. We assume
that we know the distances between the microphones; this is not an unrealistic assumption as
we setup the measurement system for hearing the shape of the room. Thus, the matrix D is a
known EDM with rank at most 5. When we extract peaks from the the RIRs of the microphones,
some of them might not correspond to an image source (they are falsely chosen) and for those
that do, we do not know from which image source they are coming. We select one echo from each
microphone’s RIR. The aim is to find the collection of echoes that come from the same wall. Let
us explain the echo labeling procedure with the help of Figure 4.3. With each selection of echoes
we augment the EDM D. For example in the figure two possible augmentations are shown.
Daug,1 is a plausible augmentation of D because all the distances correspond to a single image
source, and they appear in the correct order. This matrix is an EDM and has a rank at most 5.
The second matrix, Daug,2, is the result of an incorrect echo assignment, as it contains entries
coming from different walls. A priori, we cannot tell whether the red echo comes from Wall 1
or from Wall 2. It is simply an unlabeled peak in the RIR recorded by microphone 1. However,
the augmented matrix Daug,2 is not an EDM and has a rank larger than 5, so we conclude that
the corresponding combination of echoes is not correct. In other words, wrong assignments lead
to augmentations of D that are not EDMs. In particular, these augmentations do not have the
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Figure 4.3: Microphones receive the echoes from all the walls, and we aim to identify echoes coming
from a single wall. We select one echo from each microphone and use these echoes to augment the
EDM of the microphone setup,D. If all the selected echoes come from the same wall, the augmented
matrix is an EDM as well. In the figure, Daug,1 is an EDM since it contains the distances to a single
point s˜1. Daug,2 contains a wrong distance (shown in red) for microphone 1, so it is not an EDM.
correct rank.
More formally, let em list the candidate distances computed from the RIR recorded by the
m-th microphone. We proceed by augmenting the matrix D with a combination of M unlabeled
squared distances d(i1,...,iM ) to get Daug,
Daug(d(i1,...,iM )) =
[
D d(i1,...,iM )
dT(i1,...,iM ) 0
]
.
The column vector d(i1,...,iM ) is constructed as
d(i1,...,iM )[m] = e
2
m[im],
with im ∈ {1, . . . , length(em)}. In words, we construct a candidate combination of echoes d
by selecting one echo from each microphone. Note that length(em) 6= length(en) for m 6= n in
general. That is, we can pick different number of echoes from each microphone.
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Algorithm 4.1 Hearing the shape of a room using first-order echoes.
Input: Microphone EDM D, and em, m ∈ {1, · · · ,M}.
Output: Shape of the room.
1. For every d(i1,...,iM ), score[d(i1,...,iM )]← s−stress(Daug).
2. Sort the scores collected in score.
3. Compute the image source locations.
4. Remove image sources that do not correspond to walls (higher-order by their geometric
dependencies to first order echoes and the “ghost” sources by heuristics).
5. Reconstruct the room.
If rank(Daug) ≤ 5 or more specifically Daug verifies the EDM property, then the selected
combination of echoes corresponds to an image source, or equivalently to a wall. Even if this
approach requires testing all the echo combinations, in practical cases the number of combinations
is small enough that this does not pose a problem.
4.2.3 Practical Room Geometry Estimation Algorithm
Due to several uncertainties in the measurement process the rank test that was explained in
the previous section is not applicable in practical scenarios. This is because of the measurement
noise in the echo arrival times, sampling resolution, precision in measuring the distances of the
microphone array, etc. Because of the above limitations, we need to find an alternative to the
rank test of Daug. Note that the rank property is not the only characteristic of EDMs (refer
to Section 1.2). A natural approach is to check how close Daug is to an EDM. To this end, we
use the s-stress criterion that we studied in great detail in Chapter 3. Let us write the cost
function again; Given an observed noisy matrix D˜aug, s−stress(D˜aug) is the value of the following
optimization program,
s−stress(D˜aug) = minimize
Daug∈EDM(3)
∑
i,j
(
Daug[i, j]− D˜aug[i, j]
)2
. (4.1)
By EDM(3) we denote the set of EDMs with embedding dimension equal to 3. We say that
s−stress(D˜aug) is the score of the matrix D˜aug, and use it to assess the likelihood that a combi-
nation of echoes corresponds to a wall. In order to solve (4.1) we use the alternate coordinate
descent method introduced in Section 3.3.
Combining the described ingredients, we design an algorithm for estimating the shape of
a room. The algorithm takes as input the arrival times of echoes at different microphones
(computed from RIRs). For every combination of echoes, it computes the score using the s-stress
criterion. For the highest ranked combinations of echoes, it computes the image source locations.
We employ an additional step to eliminate invalid echoes, second-order image sources and other
impossible solutions. This is summarized in Algorithm 4.1.
It is not necessary to test all echo combinations. An echo from a fixed wall will arrive at
all the microphones within the time given by the largest inter-microphone distance. Therefore,
it suffices to combine echoes within a temporal window corresponding to the array diameter.
This substantially reduces the running time of the algorithm. Consequently, we can be less
conservative in the peak-picking stage.
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We can also find the right echo combinations based on a simple linear condition. The details
of the method are out of the scope of this thesis. Interested readers are refered to [31].
4.2.4 Uniqueness
In the previous section we introduced an algorithm to reconstruct the geometry of a convex
polyhedral room from first order echoes collected by five microphones. Can we guarantee that
only one room corresponds to the set of selected first order echoes? In order to answer this
question, we need to define a good room-microphone array combination. Since our algorithm
needs the knowledge of first order echoes, we need to restrict ourselves to the cases in which we
can hear them.
Definition 4.1 (Feasibility)
Given a room R and a loudspeaker position s, we say that the point x ∈ R is feasible if a
microphone placed at x can receive all the first-order echoes of a pulse emitted from s.
Using the above definition, we can state the unicity theorem as follows.
Theorem 4.1
Consider a room with a loudspeaker and M ≥ 4 microphones placed uniformly at random
inside the feasible region. Then the unlabeled set of first-order echoes uniquely specifies the
room with probability 1. In other words, almost surely exactly one assignment of first-order
echoes to walls describes a room.
Proof.
See Appendix 4.A.1.
This means that we can reconstruct any convex polyhedral room if the microphones are in
the feasible region.
4.2.5 Experimental Evaluations
We ran the experiments in two distinctly different environments. One set was conducted in
a lecture room at EPFL, where our modeling assumptions are approximately satisfied. Another
experiment was conducted in a portal of the Lausanne cathedral. The portal is non-convex, with
numerous non-planar reflecting objects. It essentially violates the modeling assumptions, and
the objective was to see whether the algorithm still gives useful information. In all experiments,
microphones were arranged in an arbitrary geometry, and we measured the distances between
the microphones approximately with a tape measure. We did not use any specialized equipment
or microphone arrays. Nevertheless, the obtained results are remarkably accurate and robust.
The lecture room is depicted in Figure 4.4(a). Two walls are glass windows, and two are
gypsum-board partitions. The room is equipped with a perforated metal plate ceiling suspended
below a concrete ceiling. To make the geometry of the room more interesting, we replaced one
wall by a wall made of tables. Results are shown for two positions of the table wall and two
different source types. We used an off-the-shelf directional loudspeaker (Genelec 8030A), an omni-
directional loudspeaker (Lange D12A dodecahedron) and five non-matched omni-directional mi-
crophones (Behringer ECM 8000). The RIRs were estimated by the sine sweep technique [38].
In the first experiment, we used an omni-directional loudspeaker to excite the room, and the
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Figure 4.4: (a) Illustration of the room used in the experiment with a movable wall. (b, c) Two
reconstruction results. Real values are indicated in red, and the estimated values are indicated in
black.
algorithm reconstructed all six walls correctly, as shown in Figure 4.4(b). Note that the floor
and the ceiling are estimated near-perfectly. In the second experiment, we used a directional
loudspeaker. As the power radiated to the rear by this loudspeaker is small, we placed it against
the north wall, thus avoiding the need to reconstruct it. Surprisingly, even though the loud-
speaker is directional, the proposed algorithm reconstructs all the remaining walls accurately,
including the floor and the ceiling.
Figures 4.5(a,b) show a panoramic view and the floor plan of the portal of the Lausanne
cathedral. The central part is a pit reached by two stairs. The side and back walls are closed
by glass windows, with their lower parts in concrete. In front of each side wall, there are two
columns, and the walls are joined by column rows indicated in the figure. The ceiling is a
dome approximately 9 meters high. We used a directional loudspeaker placed at point ‘L’ in
Figure 4.5(c). Microphones were placed around the center of the portal. In spite of the complex
room structure with obstacles in front of walls, the proposed algorithm correctly retrieves the
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Figure 4.5: (a) Panoramic photo of the portal of the Lausanne cathedral. (b) A close up of the
microphone array used in cathedral experiments. (c) Floor plan of the portal. Real values are indicated
in red, and the estimated values are indicated in black.
three glass walls and the floor. Alas, in this case we do not have a way to remove unwanted
image sources. Even though the RIRs contain many echoes from numerous objects in the portal,
our algorithm successfully groups the echoes corresponding to the walls and the floor, certifying
the robustness of the method. More details about the experiments are given in the SI Appendix
of [31].
4.3 In-Room Microphone Localization Using EDMs
In the previous section we saw how to find the geometry of a convex polyhedral room given
five microphones and a loudspeaker. In this section we address a dual problem; we assume that
we know the geometry of the room and also the position of the loudspeaker and would like to
localize the microphone.
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Figure 4.6: The image source model for a single loudspeaker and a microphone inside a known room.
If the position of the loudspeaker is known, the image sources are known as well. The image sources
for the floor and the ceiling are skipped for better visualization.
There are several approaches in the literature to calibrate the position of a microphone (or
a microphone array) inside a room [11, 97, 102]. This problem is also similar to source localiza-
tion in acoustics [10, 117]. In this section, we propose an alternative approach for microphone
localization using the foundations stablished so far.
Consider a known room R with K planar walls and a loudspeaker with a known position
inside the room. An example setup is shown in Figure 4.6. As the room and the loudspeaker
position are known, we know the position of the image sources. Call D, the distance squared
matrix with elements
D[i, j] =

‖s˜i − s˜j‖2 i, j ≥ 2
‖s− s˜j‖2 i = 1
‖s˜i − s‖2 j = 1
, (4.2)
where s˜i are the image source locations. The matrix D is known a-priori. When we extract the
echoes from microphone r, if we know which echo corresponds to which image source the local-
ization will be trivial. However, the echoes that are extracted from the RIR of the microphone
are unlabeled. Again we are facing a labeling problem.
4.3.1 Echo Labeling for Microphone Localization
Similar to Section 4.2.2, let e list the candidate distances computed from the RIR recorded
by the microphone. We proceed by augmenting the matrixD with a combination of K unlabeled
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squared distances d(i1,...,iK) to get Daug,
Daug(d(i1,...,iK)) =
[
D d(i1,...,iK)
dT(i1,...,iK) 0
]
.
The column vector d(i1,...,iK) is constructed as
d(i1,...,iK)[k] = e
2[ik],
with ik ∈ {1, . . . , length(e)}. In words, we construct a candidate combination of echoes d by
selecting K echoes out of all extracted echoes from the microphone. Note that length(e) 6= K in
general, meaning that we might pick more than K echoes from the RIR of the microphone.
If rank(Daug) ≤ 5 or more specifically Daug verifies the EDM properties, then the selected
combination of echoes is the correct permutation. Again note that even if this approach requires
testing all the echo combinations, in practical cases the number of combinations is small enough
that this does not pose a problem.
4.3.2 Practical Echo Labeling for Microphone Calibration
Both the measurements for D and e are often noisy. Thus, the rank test is not suitable
for this application. We try to find the Daug that is the closest to an EDM. Similar to Section
4.2.3, for each selection of echoes that results in Daug, we find the value s−stress(Daug) with the
algorithm presented in Section 3.3. The combination of echoes which results in the minimum
value for the s−stress score is selected as the correct permutation. The algorithm is summarized
as
i) For every d(i1,...,iK), score[d(i1,...,iK)]← s−stress(Daug)
ii) find the minimum score collected in score,
iii) Compute the microphone location.
Also note that while finding the s−stress score, we actually estimate the position of the
microphone at the same time. Thus, no more processing is needed to estimate this position after
finding Daug with the minimum score.
4.3.3 Experimental Evaluations
In order to evaluate the theory for in-room localization of microphones, we use the data from
experiment shown in Figure 4.4(c). The room dimensions are known a-priori and the loudspeaker
location was measured during the experiment. The experimental setup with the image sources
of the loudspeaker are shown in Figure 4.7. As the loudspeaker is placed against the north wall,
we do not consider the image source for this wall. We extract the echo times from the RIR of
the microphone as shown in Figure 4.8. The matrix D — defined in (4.2) — is
D =

s s˜1 s˜2 s˜3 s˜4 s˜5
s 0 25.40 178.48 5.91 4.66 10.38
s˜1 25.40 0 203.90 55.40 30.07 35.77
s˜2 178.48 203.90 0 172.38 183.15 188.86
s˜3 5.91 55.40 172.38 0 10.58 16.28
s˜4 4.66 30.07 183.15 10.58 0 28.94
s˜5 10.38 35.77 188.86 16.28 28.94 0
 .
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Figure 4.7: Sketch of a room in the EPFL campus where the in-room localization experiment is
performed. The image sources of the loudspeaker are shown with stars. The image source of the
floor (s˜4) is not shown for better visualization. The distance of the loudspeaker and the microphone
is shown in red while the estimated distance is in black.
We augment this matrix with 6-tuples of echoes selected from the microphone’s RIR. For each
combination we find the value of s-stress(Daug). The combination that results in the minimum
score is selected as the correct combination and the microphone position is found using the
estimated permutation of the echoes. As it is shown in Figure 4.7 the distance of the microphone
from the loudspeaker is estimated with less than 1 cm error.
4.4 Summary
Using the rank property of Euclidean distance matrices (Theorem 1.2) we proposed a novel
method for estimating the shape of an unknown convex polyhedral room. The main advantages
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Figure 4.8: The room impulse response and the echoes chosen from it for indoor localization of the
microphone. The first peak corresponds to the direct path from the loudspeaker to the microphone.
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of the method are its simplicity, its ability to find the room shape uniquely and robustness
against model mismatch. In the noisy case, we used the proposed algorithm for minimization of
the s-stress function from Section 3.3 to evaluate each combination of the echoes. The s-stress
function enabled us to give a score for each combination and pick those with the best score.
Using the same geometrical arguments, we could also design a method for microphone local-
ization inside a known room with only one known loudspeaker. Through several experiments,
we showed that the proposed methods for hearing the shape of a room and in-room localization
are accurate and remarkably stable even when the room does not necessarily satisfy the model
conditions.
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4.A Analysis
4.A.1 Proof of Theorem 4.1
It is sufficient to prove the claim for M = 4. Cases when M > 4 follow by considering any
subset of four microphones. Draw independently and uniformly at random microphone locations
r1, . . . , r4 in the feasible region. To this particular choice of microphone locations we correspond
vectors yk and y˜k as follows,
yk,m
def
= ‖s˜k − rm‖2 = ‖s˜k‖2 − 2 s˜Tk rm + ‖rm‖2 ,
and
y˜k,m
def
= −1
2
(yk,m − ‖rm‖2),
where s˜k is the location of the image source with respect to Wall k. We have in vector form
y˜k,1
y˜k,2
y˜k,3
y˜k,4
 =

rT1 − 12
rT2 − 12
rT3 − 12
rT4 − 12

[
s˜k
‖s˜k‖2
]
, or y˜k = Ru˜k.
Thanks to the condition
∑4
m=1 rm = 0, we have that
1T y˜k = −M
2
‖s˜k‖2 or ‖s˜k‖2 = − 2
M
M∑
m=1
y˜k,m.
The image source is found as
s˜k = Sy˜k,
where S is a matrix satisfying
SR =
1 0 0 00 1 0 0
0 0 1 0
 .
It follows that
2
41
T y˜k + ‖Sy˜k‖2 = 0. (4.3)
Vector y˜k corresponds to the kth wall, or kth image source (it is the correct permutation). We
now show that wrong permutations cannot satisfy (4.3). We do it by replacing one, two, or three
entries in y˜k by wrong values and arguing that these are not good combinations. We choose
S =
1 0 0 00 1 0 0
0 0 1 0
R†,
where R† is the Moore-Penrose pseudo-inverse of R. With this choice, any column submatrix of
S with n ≤ 3 columns is rank n with probability one.
1. (1 replacement). Without loss of generality, let us replace the 4-th entry of y˜k (y˜k,4), by
y˜k′,4, k
′ 6= k, and plug it into (4.3). We can rewrite the equation as
α+ βy˜k′,4 + γy˜
2
k′,4 = 0, (4.4)
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where α, β and γ do not functionally depend on y˜k′,4, and γ 6= 0 with probability 1. For any
realization of y˜k,1, . . . , y˜k,3, the distribution of y˜k′,4 is continuous, thus the probability that
it assumes any given value is zero (note that this is not true for y˜k,4—for echoes coming
from the same wall, knowing three of them constraints the fourth to two possible values).
Therefore the probability that y˜k′,4 is one of at most two real roots of (4.4) is zero.
2. (2 replacements). Now we replace y˜k,3 and y˜k,4 by y˜k′,3 and y˜k′′,4. We can have either a)
k′ = k′′ or b) k′ 6= k′′. We rewrite (4.3) as
[y˜k′,3 y˜k′′,4]A
[
y˜k′,3
y˜k′′,4
]
+ aT
[
y˜k′,3
y˜k′′,4
]
+ a = 0, (4.5)
where A = S[:, 3:4]TS[:, 3:4] (with Matlab notation) is full rank with probability 1 and is
positive semi-definite. Also, A,a and a do not functionally depend on [y˜k′,3 y˜k′′,4]
T . Locus
of the roots of (4.5) is an ellipse. But for any realization of y˜k,1 and y˜k,2 the distribution
of [y˜k′,3 y˜k′′,4]
T is continuous over some two-dimensional subset of R2 both in cases a) and
b). Therefore the probability that it takes a value on the root ellipse of (4.5) is zero.
3. (3 replacements). Here we replace y˜k,2, y˜k,3, y˜k,4 by y˜k′,2, y˜k′′,3, y˜k′′′,4. If k
′ = k′′ = k′′′,
then the argument is the same as in the case of one replacement. If k′ = k′′ or k′ = k′′′ or
k′′ = k′′′, but not all three are equal, then we can just repeat the argument for the case of
2 replacements (b). Finally if they are all different, we write
[y˜k′,2 y˜k′′,3 y˜k′′′,4]B
 y˜k′,2y˜k′′,3
y˜k′′′,4
+ bT
 y˜k′,2y˜k′′,3
y˜k′′′,4
+ b = 0. (4.6)
Again B = S[:, 2 : 4]TS[:, 2 : 4] is full rank with probability 1, so the locus of the roots of
(4.6) is an ellipsoid. The set of values that [y˜k′,2 y˜k′′,3 y˜k′′′,4] takes is again some three-
dimensional region in R3 and the probability that the triplet takes value on an ellipsoid is
zero.
In conclusion, almost surely only one (correct) combination of echoes satisfies (4.3), so almost
surely only one room corresponds to collected first-order echoes.
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Chapter 5
Microphone Array Calibration with
Diffuse Noise
One person’s data is another person’s noise.
K. C. Cole
5.1 Introduction
Growing use of smart phones in people’s daily interactions makes researchers think of ideas
to incorporate them in different applications. One of the main fields to use smart phones is for
speech acquisition as a microphone array (e.g., in conference rooms). A great challenge to reach
this goal, however, is to estimate the geometry of the ad-hoc network of the microphones in the
measurement space. Knowing the relative location of the microphones enables one to remove the
echoes and other effects of the room from speech and deliver a higher quality sound 1.
We can classify the common microphone calibration techniques in three categories:
With Loudspeaker(s) and Known Source Signals An a-priori known source is played from one
or multiple loudspeakers to perform the calibration. Sachar et al. [110] present an experimental
setup using a pulsed acoustic excitation generated by five domed tweeters. The ToFs between
the loudspeakers and microphones are used to find the relative geometry. Raykar et al. [103]
use a maximum length sequence or chirp signal in a distributed computing platform. The time
difference of arrival of microphone signals are then computed by cross-correlation and used for
estimating the microphone locations. Since the original signal is known, these techniques are
1. This chapter is the result of a collaboration with M. J. Taghizadeh, P. N. Garner and H. Bourlard [121].
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robust to noise and reverberation. These techniques are the most common ones and are the
basis for finding the time-of-flights. We saw an example of such methods in Chapter 2. The
microphone localization technique introduced in Chapter 4, also falls into this category.
With Loudspeaker(s) and Unknown Source Signals These methods do not assume a-priori
knowledge of the sent signals. Microphone calibration is usually integrated with source local-
ization. Flanagan and Bell [39] propose a method using the Weiss-Friedlander technique where
the sensor location and direction of arrival of the sources are estimated alternately until the
algorithm has converged. Another approach is proposed in [24] by introducing an energy based
method for joint microphone calibration and speaker localization. The energy of the signal is
computed and a nonlinear optimization problem is formulated to perform maximum likelihood
estimation of the source sensor positions. This method requires several active sources for accu-
rate localization and calibration. These methods are useful for microphone calibration with an
active speaker where the speech signal is unknown.
Without Loudspeaker(s) and Unknown Source Signals Recently, a third approach is proposed
by McCowan and Lincoln [88] using the characteristics of a diffuse noise field. A diffuse noise
field is characterized by noise signals that propagate with equal probability in all directions. An
interesting property of diffuse noise field is used to estimate the mutual distances of the sensors.
As the present noise in the environment is approximately (and not exactly) diffuse, this method
needs careful post-processing for accurate localization.
The state-of-the-art techniques are usually applicable for conventional small microphone ar-
rays. Estimation of the pairwise distances becomes unreliable when the distances between the
microphones are large. Some methods have been already proposed for calibration of large ad-hoc
microphone arrays (one example is MDS-MAP explained in Chapter 2). In this chapter we use
the methods provided in Chapters 2 and 3 for obtaining more accurate localization. Using an
improved version of the method proposed in [88], we estimate the pairwise distances of the
microphones in close proximity based on the coherence of their recorded signals in a diffuse noise
field. We show that a simple averaging among the noise frames yields more accurate estimates
and speeds up the algorithm. Then, by adding constraints to the matrix completion method we
try to further improve the completion results for microphone array calibration. We show that
imposing EDM characteristics on matrix completion using the Cadzow algorithm improves the
robustness and accuracy of extracting the ad-hoc microphones geometry. Although adding more
constraints to matrix completion, makes it difficult to provide theoretical performance bounds
on the method as in Chapter 2, but it helps to improve the accuracy of reconstruction.
5.2 Distance Estimation in a Diffuse Noise Field
5.2.1 Coherence in Diffuse Noise Fields
Let us start by the definition of a diffuse noise field:
Definition 5.1 (Diffuse noise field [88])
A diffuse noise field is characterized by noise signals that propagate with equal probability
in all directions and have equal power at all locations.
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Figure 5.1: A plane wave hitting two microphone at positions A and B.
Cook in [25] presents the following analysis: consider two microphones in positions A and B,
with distance r from each other. The correlation coefficient between the sound pressures at the
two points is defined as
γA,B =
1
T
∫ T
0 xA(t)xB(t)dt(∫ T
0 xA(t)
2dt
∫ T
0 xB(t)
2dt
)1/2 ,
where xA(t) and xB(t) are the instantaneous sound pressures in points A and B and T is some
large value. Suppose that a plane wave with wave number k passes from points A and B with
angle θ (see Figure 5.1). It is easy to verify that
γA,B = cos(k r cos θ) .
In a diffuse sound field, we assign the same weights for plane waves coming from all directions.
Thus, if the two microphones are in a three-dimensional space, then
γ¯A,B =
1
4π
∫ π
0
∫ 2π
0
cos(k r cos θ) sin θ dφ dθ =
sin(k r)
k r
.
This is the cross-correlation coefficient for the sound pressure at two points with distance r.
When there are more than one frequencies, we can perform the same analysis with the Fourier
transform of the signals: The coherence ΓA,B(ω) between two microphone signals is defined as
ΓA,B(ω) =
ΦA,B(ω)√
ΦA(ω)ΦB(ω)
, (5.1)
where ΦA,B(ω) is the cross-spectral density between microphone signals XA(ω) and XB(ω)
(Fourier transforms of xA(t) and xB(t)) defined as [124]:
ΦA,B(ω) = E [XA(ω)XB(ω)
∗] . (5.2)
In a diffuse noise field, we have
ΓA,B(ω) = sinc
(ω r
c
)
, (5.3)
where c is the sound speed in the medium.
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Figure 5.2: Fitting a sinc function on one frame of the diffuse noise coherence; the correct distance
is 20 cm and the estimated distance is 19.3 cm
5.2.2 Distance Estimation from Coherence Information
Equation (5.3) is of great importance as it can help in estimating the distance of two micro-
phones in a diffuse noise field. A simple way to extract the distance information is to divide the
microphone signals into several frames in time and apply the above computation to each frame
to estimate the mutual distances. This is the approach taken in [88].
Assume we are interested in finding the mutual distance of microphones l and k. In order to
fit a sinc function to the coherence of the recorded signals in frame number j, we use the simple
quadratic objective function:
ǫjl,k(d) =
ωjmax∑
ωjmin
∣∣∣∣ℜ{Γl,k(ω)} − sinc(ω dc
)∣∣∣∣2
dˆjl,k = argmin
d
ǫjl,k(d) .
where [ωjmin, ω
j
max] defines the frame support in which the fitting is performed and j is the frame
number.
The pairwise distances can be estimated from each frame of the noise signal. After the
distance is estimated in each frame, the authors in [88] use a k-means clustering to classify the
distances versus their corresponding cost value into two classes. The cluster with the lower cost
mean is chosen as the winner and the distance is estimated as the center of the cluster. An
example of distance extraction from one frame in real measurements is shown in Figure 5.2.
Although the estimated distance is close to the actual one, it is clear from the figure that the
estimation cannot be accurate using one frame estimations. We further improve the method for
removing the outliers proposed in [88] by adding another stage of clustering to the system. We
add a Gaussian mixture model (GMM) classifier to the system to enable separating overlapping
clusters. After clustering, the cluster with the minimum variance (as opposed to minimum
mean objective function) is chosen as the winner class. An example of such clustering with real
measurements is shown in Figure 5.3.
Another simple approach for estimating the distance from several frames is to use a 2-
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Figure 5.3: Example of k-means followed by GMM clustering for outlier detection for distance
estimation between two microphones in a diffuse noise field. Each data point represents an estimation
of the distance from one single frame. Blue dots have large errors, while green crosses have more
variance and red stars are the winners. The actual distance is 70 cm and the estimated pairwise
distance is 69.9 cm.
dimensional histogram of the distance points. This approach also shows a robust performance
in our experiments. An example of a simple histogram is shown in Figure 5.4.
The clustering methods that we saw above indeed improve the distance estimation results
presented in [88] for large distance values. However, there is an important fact that is neglected
in the analysis of [88]; the expectation in (5.2). This expectation can be performed over several
frames. To this end, we simply find the coherence function from the average coherence over
several frames. Figure 5.5 demonstrates an example from real measurement data. The coherence
coefficients are averaged over 100 temporal frames of the noise signals. The fitting is significantly
improved in this case with a simple averaging operation.
5.3 Microphone Calibration in Diffuse Noise Field
In real scenarios (as we will see in the next section) the distance estimates in diffuse noise fields
become noisy and unreliable as the distances grow, while the estimations for small distances are
good. In such scenarios we can simply neglect the measurements for large distances, and estimate
them using properties of EDMs. We saw in Chapter 2 how to use the rank property of EDMs
to estimate missing distance data. As we have seen in Chapter 2, not all low-rank matrices
are necessarily EDMs. In this section we incorporate more properties of distance matrices in
estimating the missing data.
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Figure 5.4: Example of two-dimensional histogram clustering for distance estimation between two
microphones. The actual distance is 70 cm and the estimated distance is 69.8 cm.
5.3.1 Cadzow Projection to EDM Properties
The classic matrix completion algorithm as described in Section 2.4.1 recovers a low-rank
matrix which does not necessarily correspond to an EDM. We have seen that an EDM is sym-
metric with diagonal elements equal to zero. These properties are not incorporated in a basic
matrix completion algorithm. In order to have the outputs of the completion process closer to an
EDM we modify the matrix completion algorithm used in Section 2.4.1; we apply a Cadzow-like
method. The Cadzow (also known as Papoulis-Gershberg) algorithm [19] is a method for finding
a signal which satisfies a composite of properties by alternately projecting the signal into the
property sets. We modify the OptSpace algorithm by inserting an extra step in its iterations.
Recall that in the classic version of this algorithm a simple rank-q approximation (q = 4 for
the distance matrix of a two-dimensional microphone array) is used as the starting point for the
iterations using gradient descent on (2.2). After each step of the gradient descent, we apply the
transformation φ : Rn×n → Rn×n on the new matrix to make sure that the output satisfies the
following properties sequentially:
⋄ It is symmetric: We replace each element by the average of it and its symmetric counterpart.
⋄ It has a zero diagonal: We set the diagonal values equal to zero.
⋄ It has only non-negative elements (we set all the negative elements to zero).
⋄ It is rank-q.
Thus, the modified iteration can be summarized in two steps (refer to (2.2)):
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Figure 5.5: Fitting a sinc function on average of 100 frames of diffuse noise coherence; The correct
distance is 20 cm and the estimated distance is 19.8 cm
– iteration k + 1/2:
Xk+1/2 =Xk + µ
∂F (Xk,Y k)
∂X
Y k+1/2 = Y k + µ
∂F (Xk,Y k)
∂Y
Sk+1/2 = argmin
S
F(Xk,Y k,S))
– iteration k + 1:
(Xk+1,Y k+1,Sk+1) = svd
(
φ(Xk+1/2Sk+1/2Y k+1/2
T
), q
)
,
where µ is the step size found using line search.
In the next section, we compare the performance of this simple modification to the classic
OptSpace and also to the s-stress criterion studied in Chapter 3.
5.4 Experimental Evaluations
5.4.1 Diffuse Noise Recording Set-up
We use the geometrical setup of the MONC corpus [89]. Twelve microphones are located in
a planar area (i.e., two-dimensional space): eight of them are located on a circle with diameter
20 cm while one microphone is located at the center of the circle. There are three additional
microphones at 70 cm from the central microphone. The microphones are Sennheiser MKE-2-5-
C omnidirectional miniature lapel microphones. The floor is covered with carpet and surrounded
with plaster walls having two big windows. The enclosure is a 8× 5.5× 3.5m3 rectangular room
and is moderately reverberant. It contains a centrally located 4.8 × 1.2m2 rectangular table.
The sampling rate is 48 kHz.
In addition to the real recordings, we simulated the scenario described above to enable some
evaluations in a controlled set-up. The results on the simulated data indicate the performance
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bounds of the methods. In the simulations, we consider 32 white Gaussian noise sources dis-
tributed in the room. The room impulse responses are generated with the image source model [5]
using intra-sample interpolation up to 15th order reflections. The corresponding reflection ratio,
β used by the image source model was calculated via Eyring’s formula:
β = exp
( −13.82
c× (L−1x + L−1y + L−1z )× T
)
,
where Lx, Ly and Lz are the room dimensions, c is the speed of sound in the air and T is the
room reverberation time. In our experiments, T = 300ms and the direct-path propagation is
discarded from the impulse response for generating a diffuse noise field [51].
5.4.2 Microphone Calibration with Simulated Data
In order to estimate the pairwise distances, we take two microphone signals of length 2.14 s
and split them into short windows of length 1024 samples using a Tukey function (parameter =
0.25) and apply Fourier transform. For each frame, we compute the coherence function through
(5.1). The average of the coherence functions are computed and used for estimation of the pair-
wise distances by fitting a sinc function. This procedure is repeated for all pairs of microphones
to construct an estimated distance matrix. The geometry of the array is extracted using the
s-stress method introduced in Chapter 3. Figure 5.6(a) illustrates the microphone calibration
results. The reconstruction error is dist(X, X̂) = 1.43 as defined in (2.3), whereas the error
using the method proposed in [88] is 4 (all the errors reported in this chapter are the value
of dist(X, X̂)). In addition, our averaging method speeds up the calibration by a factor of 60
compared to [88] since the k-means clustering is not required to identify the accurate frames.
To perform evaluations for a scenario of having microphones at long distances, we consider
the three additional microphones. The proposed method enables a reasonable estimate up to
73 cm (this value is obtained empirically). We confirm empirically that the distances beyond
that are not reliably estimated so we regard them as missing. Thereby, the following entries
of the Euclidean distance matrix are missing, d10,11, d10,12, d1,10, d7,10, d8,10, d12,11, d5,11, d6,11,
d7,11, d3,12, d4,12, d5,12 (see Figure 5.6(b)). Microphone calibration is achieved in two steps. In
the first step, the s-stress method is used to find 9 close microphones. These microphones are then
used as anchor points. In the second step, either the s-stress or the matrix completion method is
used to calibrate the full network. Figure 5.6(b) demonstrates the results. The estimated error
for the s-stress and the matrix completion methods are 65 and 33 respectively.
5.4.3 Microphone Calibration with Real Data
In the first step, the geometry of the 9 microphones are estimated. To further improve the
performance, we use a two-dimensional (errors vs. pairwise distances) histogram to remove the
outliers. The resolution of the bins is chosen to be 2.5mm . The green curve in Figure 5.7(a)
depicts the results based on our averaging method on 100 frames. The estimated error is 8.04.
The blue curve shows the improved estimates by a hybrid of averaging and outlier removal
using 1000 frames where the averaging method is applied on five frames to estimate the pairwise
distances and construct the two-dimensional histogram. The estimated error in this case is 5.
To estimate the full network geometry where the pairwise distances of far away microphones
are missing, we apply the proposed EDM completion technique and compare the results with the
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Figure 5.6: (a) Simulation of calibration of a 9-element microphone array with synthetic diffuse
noise. The distances are estimated using averaging method and localization is obtained by the s-
stress algorithm. (b) Calibration of a 12-element microphone array on synthetic diffuse noise. First
the central microphones are localized using s-stress and then either the s-stress or matrix completion
is used to calibrate the full network.
alternative s-stress method. Figure 5.7(b) demonstrates the results. Similar to the previous test,
d10,11, d10,12, d1,10, d7,10, d8,10, d12,11, d5,11, d6,11, d7,11, d3,12, d4,12, d5,12 are missing from the dis-
tance matrix. We observe that the matrix completion method combined with Cadzow algorithm
yields the best results with error 54. The s-stress and the classic matrix completion methods
have errors equal to 99 and 159 respectively.
5.5 Summary
In this chapter we showed an application of the theory introduced in Chapters 2 and 3 for a
real scenario in microphone array calibration. We proposed modifications to the method in [88]
for better estimation of the mutual distances between microphones in a diffuse noise field and
also for better microphone localization with matrix completion. We saw that imposing further
constraints on the matrix completion algorithm helps in finding complete matrices which are
closer to an EDM. Using these modifications we saw major improvements in the accuracy of
microphone calibration in diffuse noise fields compared to state-of-the-art methods.
88 Microphone Array Calibration with Diffuse Noise
−0.1 −0.05 0 0.05 0.1
−0.1
−0.05
0
0.05
0.1
1
2
3
4
5
6
7
8
9
horizontal position [m]
v
e
rt
ic
a
l p
o
si
ti
o
n
 [
m
]
 
 
correct positions
averaging
averaging and clustering
(a)
−0.6 −0.4 −0.2 0 0.2 0.4 0.6
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
1
2
3
4
5
6
7
8
9
10 11
12
horizontal position [m]
v
e
rt
ic
a
l p
o
si
ti
o
n
 [
m
]
 
 
correct positions
matrix completion
s−stress
matrix completion + Cadzow
(b)
Figure 5.7: (a) Calibration of a 9-element microphone array on real diffuse noise recordings using
averaging and a hybrid of averaging and histogram-based distance estimation. Localization is obtained
by the s-stress method. (b) Calibration of a 12-element microphones array in real diffuse noise. The
central array is calibrated using the s-stress method. Different approaches are used to calibrate the
full network while several pairwise distances are missing.
Chapter 6
Sequences with Minimal
Time-Frequency Spreads
The quest for absolute certainty is an imma-
ture, if not infantile, trait of thinking.
Herbert Feigl
6.1 Introduction
Recall from Chapter 4 the procedure for measuring the room impulse response. We used a
sine sweep to calculate the impulse response. Also in Chapter 5 we used a short-time Fourier
transform to frame the measured noise in each microphone. In these applications and many
other, the signal of interest needs to be multiplied with a proper window with specific desired
characteristics. Windowing in the time domain is equivalent to filtering in the frequency domain.
Thus, we can mention the same argument for filtering. Suppose you are asked to design filters
that are sharp in the frequency domain and at the same time compact in the time domain.
The same problem is posed in designing sharp probing basis functions with compact frequency
characteristics. In order to formulate these problems mathematically, we need to have a correct
and universal definition of compactness and clarify what we mean by saying a signal is spread in
time or frequency 1.
These notions are well defined and established for continuous-time signals [56, 131] and their
properties are studied thoroughly in the literature. For a continuous-time signal, we can define
the time and frequency characteristics as in Table 6.1. Note the connection of these definitions
1. The results presented in this chapter are part of a collaboration with Y. Barbotin and M. Vetterli [94]
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domain center spread
time µt =
1
‖x‖2
∫
t∈R t|x(t)|
2dt ∆2t =
1
‖x‖2
∫
t∈R(t− µt)
2|x(t)|2dt
frequency µωc =
1
2pi‖x‖2
∫
ω∈R ω|X(ω)|
2dω ∆2ωc =
1
2pi‖x‖2
∫
ω∈R(ω − µω)
2|X(ω)|2dω
Table 6.1: Time and frequency centers and spreads for a continuous-time signal x(t).
domain center spread
time µn =
1
‖x‖2
∑
n∈Z n|xn|
2 ∆2n =
1
‖x‖2
∑
n∈Z(n− µn)
2|xn|2
frequency µωℓ =
1
2pi‖x‖2
∫ pi
−pi ω|X(e
jω)|2dω ∆2ωℓ =
1
2pi‖x‖2
∫ pi
−pi(ω − µω)
2|X(ejω)|2dω
Table 6.2: Time and frequency centers and spreads for a discrete-time signal xn as extensions of
Table 6.1 [131].
with the mean and variance of a probability distribution function |x(t)|2/ ‖x‖2. The value of ∆2t
is considered as the spread of the signal in the time domain while ∆2ωc represents its spread in
the frequency domain. We say that a signal is compact in time (or frequency) if it has a small
time (or frequency) spread.
The Heisenberg uncertainty principle [56] states that continuous-time signals cannot be ar-
bitrarily compact in both domains. Specifically, for any x(t) ∈ L2(R),
ηc = ∆
2
t ∆
2
ωc ≥
1
4
,
where the lower bound is achieved for Gaussian signals of the form x(t) = γe−αt
2
, α > 0 [131].
The subscript c stands for continuous-time definitions. We call ηc the time-frequency spread of
x.
Although the continuous Heisenberg uncertainty principle is widely used in theory, in practice
we often work with discrete-time signals (e.g. filters and wavelets). Thus, equivalent definitions
for discrete-time sequences are needed in signal processing. In the next section we study two
common definitions of center and spread available in the literature.
6.1.1 Uncertainty principles for sequences
An obvious and intuitive extension of the definitions in Table 6.1 for discrete-time signals is
presented in Table 6.2, where
X(ejω) =
∑
n∈Z
xne
−jωn ω ∈ R , (6.1)
is the discrete-time Fourier transform (DTFT) of xn.
Using the definitions in Table 6.2, we can also state the Heisenberg uncertainty principle for
discrete-time signals as [131]:
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ηℓ = ∆
2
n∆
2
ωℓ
>
1
4
, xn ∈ ℓ2(Z) with X(ejπ) = 0 , (6.2)
where the subscript ℓ stands for linear in reference to the definition of the frequency spread.
Note the extra assumption on the Fourier transform of the signal in (6.2). This assumption is
necessary for the result to hold.
Example 6.1
Take xn = δn + 7δn−1 + 2δn−2. It is easy to verify that
∣∣X(ejπ)∣∣ = 0.22 6= 0, which violates
the condition X(ejπ) = 0. The linear time-frequency spread of this signal according to Table
6.2 is ηℓ = 0.159 < 1/4.
Let us give another example regarding the limit of the time-frequency spread of discrete
sequences.
Example 6.2
Consider the second order binomial filter H(z) = (1 + z−1)2. We are interested in studying
the behavior of this filter in the limit of its length. Thus, we iterate the filter. The iteration
is in the sense of filter-banks and is equivalent to upsampling the filter and then convolving
it with itself. If a filter is iterated J times, its z-transform is
H(J)(z) = H(z)H(z2) · · ·H(z2J−1) .
The filter H(z) and some of its iterations are shown in Figure 6.1. If we use the definitions
from Table 6.2, we can see empirically that
lim
J→∞
ηℓ(h
(J)
n ) =
3
10
.
The surprise comes when we find out that for the continuous hat function
h(t) =
{
1− |t| |t| < 1
0 otherwise,
the continuous time-frequency spread is
ηc(h(t)) =
3
10
.
In this particular case, through several pages of computation 2, we can prove the limit. But
the question is what happens in the limit for other general filters?
In addition to the restriction on the Heisenberg uncertainty principle, shown in Example 6.1,
the definitions in Table 6.2 do not capture the periodic nature of X(ejω) for the frequency center
and spread. In the search for more natural properties, we can adopt definitions for circular
moments widely used in quantum mechanics [18] and directional statistics [84].
For a sequence xn, n ∈ Z, with a 2π periodic DTFT, X(ejω) as in (6.1), the first trigonometric
2. In the interest of time and space, we skip the details.
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Figure 6.1: The second order binomial filter and its iterations used in Example 6.2.
domain center spread
time µn =
1
‖x‖2
∑
n∈Z n|xn|
2 ∆2n =
1
‖x‖2
∑
n∈Z(n− µn)
2|xn|2
frequency µωp = 1− τ(x) ∆
2
ωp
= 1−|τ(x)|
2
|τ(x)|2
=
∣
∣
∣
∣
‖x‖2∑
n∈Z xn x
∗
n+1
∣
∣
∣
∣
2
− 1
Table 6.3: Time and frequency centers and spreads for a discrete-time signal xn using circular
moments, where τ(x) is defined in (6.3).
moment is defined as [98, 99]
τ(x) =
1
2π ‖x‖2
∫ π
−π
ejω|X(ejω)|2dω . (6.3)
This moment was originally defined for probability distributions on a circle. However, we can
also apply it to periodic functions with proper normalization.
Using (6.3), the periodic frequency spread is defined as [18]:
∆2ωp =
1− |τ(x)|2
|τ(x)|2 =
∣∣∣∣∣ ‖x‖2∑n∈Z xn x∗n+1
∣∣∣∣∣
2
− 1 .
The definition of ∆2n remains unchanged as in Table 6.2. These are collected in Table 6.3.
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Figure 6.2: Time-frequency spread of continuous vs. sampled Gaussians. The solid line shows the
1/4 Heisenberg bound which is achieved by continuous Gaussian signals (with definitions in Table
6.1), while the markers show the time-frequency spread (according to Table 6.3) of sampled Gaussian
sequences. The question is if the gap between the two curves is inherited from the properties of
sequences or sampled Gaussians are not optimal in discrete domain.
6.1.2 Contribution
In this chapter, using the definitions in Table 6.3, we revisit the Heisenberg uncertainty
principle for discrete-time signals.
We address the fundamental yet unanswered question: If someone asks us to design a discrete-
time filter with a certain frequency spread (∆2ωp fixed), can we return the sequence with minimal
time spread ∆2n? In other words, the problem is to find the solution to
∆2n,opt = minimizexn
∆2n
subject to ∆2ωp = fixed .
(6.4)
One could also ask the dual question: Given a fixed ∆2n, minimize the value of ∆
2
ωp . By the end of
this chapter, we will see that both of these questions lead to the same answer. In order to provide
an insight on the uncertainty principle in the discrete time domain, we do a simple test. In Figure
6.2, the solid line of ordinate 1/4 shows the time-frequency spread of continuous Gaussian signals.
This is the Heisenberg’s uncertainty bound which is achievable by continuous-time Gaussians.
Further, using the definitions in Table 6.3, we compute the time-frequency spread of sampled
Gaussian sequences. Prestin et al. in [99] prove that the time-frequency spread tends to 1/4 as
the frequency spread of Gaussians decreases. But this experiment shows that when the frequency
spread is large, the values are far from the uncertainty bound. Two questions arise here:
– Is the 1/4 uncertainty bound also tight for discrete sequences?
– Are sampled Gaussians the minimizers of the uncertainty in the discrete domain?
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Answers to these questions will be apparent if we can solve (6.4). We call the solution of (6.4) a
maximally compact sequence.
By formulating the design of maximally compact sequences as an optimization problem, we
show that in contrast to the continuous-time case, it is not possible to reach a constant time-
frequency lower bound for discrete-time sequences. We further develop a simple optimization
framework to find maximally compact sequences in the time domain for a given frequency spread.
In other words, we provide in a constructive and numerical way, a sharp uncertainty principle
for sequences, later shown in Figure 6.4. We also show that the Fourier spectra of maximally
compact sequences are in fact a very special class of Mathieu functions. Using the asymptotical
expansion of these functions, we develop closed-form bounds on the time-frequency spread of
maximally compact sequences.
6.1.3 Related Work
The classic uncertainty principle [56] assumes continuous-time non-periodic signals. Several
works in the signal processing community also address the discrete-time/discrete-frequency case
[33, 85, 101]. Our work bridges these two cases by considering the discrete-time/continuous-
frequency regime.
Note that not all studies about the uncertainty principle concern the notion of spread. For
example, the authors in [101] propose the uncertainty bound on the information content of signals
(entropy) and [33] provides a bound on the non-zero coefficients of discrete-time sequences and
their discrete Fourier transforms.
The discrete-time/continuous-frequency scenario has been recently encountered in many prac-
tical applications in signal processing. Examples include uncertainty principle on graphs [2] and
on spheres [70]. Studies on the periodic frequency spread can be found in [18] and [132]. A
comprehensive work on the uncertainty relations for discrete sequences is found in [99]. The au-
thors show that 1/4 is a lower-bound on the time-frequency spread, which can only be achieved
asymptotically as the sequence spreads in time. We provide sharp achievable bounds in the
non-extreme case which match the results in [99] in the asymptotic regime.
This problem is similar to — although different than — the design of Slepian’s discrete prolate
spheroidal sequences (DPSS’s). First introduced by Slepian in 1978 [118], DPSS’s are sequences
designed to be both limited in the time and band-limited in the frequency domains. For a finite
length N in time and a cut-off frequency W , the DPSS’s are a collection of N discrete-time
sequences that are strictly band-limited to the digital frequency range |f | < W , yet highly
concentrated in time to the index range n = 0, 1, · · · , N − 1. Such sequences can be found using
an algorithm similar to the Papoulis-Gerchberg method. Note the difference of such sequences
to those that we intend to design here; we do not impose any constraints on the bandwidth of
the sequences in the frequency domain. Also, the original ideas presented in this chapter are
applicable both to finite and infinite length sequences. Moreover, we use the notion of variance
for the concentration of signals in time and frequency domains.
6.2 Maximally Compact Sequences
In the search for maximally compact sequences, we use the definitions of spreads presented
in Table 6.3. Although the choice for the definition of periodic variance might not seem intuitive
at first sight, we show in [94] that ∆2ωp corresponds to the finite difference operator — which
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is the simplest among discrete differentials — applied on the momentum operator in time as a
consequence of discretization in the temporal domain.
Using the definitions in Table 6.3, we can state the Heisenberg uncertainty principle for
discrete sequences as [18]:
ηp = ∆
2
n ∆
2
ωp ≥
1
4
, for ‖x‖0 > 1, (6.5)
The condition ‖x‖0 > 1 in (6.5) is necessary to exclude signals with one sample, as for such
signals we would have ∆2n = 0. Equation (6.5) provides a lower bound on the solution of (6.4).
However, we saw in Figure 6.2 that this bound is not tight for Gaussians. Let us rewrite the
mathematical formulation of the problem that we aim to solve:
∆2n,opt = minimize
xn
∆2n
subject to ∆2ωp = σ
2 ,
(6.6)
where σ2 is the fixed and given frequency spread of the sequence. Although finding a tight
bound for maximally compact sequences is an important task, the more interesting problem is to
constructively design sequences which achieve such a bound. The ideal answer to this question
would be to find analytic closed form solutions — like Gaussian signals for the continuous-time
problem — achieving the tight bound. In the following we will address these problems.
We start with some properties of maximally compact sequences. These properties will greatly
facilitate the task of solving (6.6).
6.2.1 Properties of Maximally Compact Sequences
In the definitions of time and frequency spreads in Table 6.3 we considered complex sequences
and their DTFTs. In the following, we establish two lemmas that make the search for maximally
compact sequences easier.
Lemma 6.1
Maximally compact sequences are generalized linear-phase sequences derived from real-
valued, positive maximally compact sequences; i.e. xn is a maximally compact sequence
only if
∃ ϕ, ψ ∈ [0, 2π[ such that xn = |xn|e−j(ϕn+ψ) ,
where |x| is a maximally compact sequence.
Proof.
See Appendix 6.A.1.
Consider also the shift operator
xn+ν
DTFT←→ ejωνX(ejω) , ν ∈ R, (6.7)
whose principal effect is to shift the time centre of a sequence
µn(xn−ν) = µn(x) + ν.
Notice that ν might be non-integer, in which case xn−ν is a shorthand for sinc resampling on
a grid shifted by ν in the time domain.
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Lemma 6.2
If x is a maximally compact sequence, then xn−µn(x) is also maximally compact.
Proof.
See Appendix 6.A.1.
Lemmas 6.1 and 6.2 greatly reduce the complexity of the problem, and from here on we only
consider — without loss of generality — real, positive sequences x, with µn(x) = 0 and ‖x‖2 = 1.
6.2.2 Design of Maximally Compact Sequences and Their Uncertainty Bounds
The following theorem is the core of the results presented in this chapter.
Theorem 6.1
For finding the solution of (6.6), it is sufficient to solve the following semi-definite program
(SDP)
minimize
X
tr(AX)
subject to tr(BX) = α
tr(X) = 1, X  0 ,
(6.8)
where α = 1√
1+σ2
. Further, Xopt, the solution to (6.8) has rank 1 and Xopt = xopt xopt
T
,
with xopt the solution of (6.6). Matrices A and B are defined as
A =

. . .
22 0
12
0
12
0 22
. . .

, B =

. . . 0
1
2 0
1
2
1
2 0
1
2
1
2 0
1
2
0
. . .
 . (6.9)
Proof.
See Appendix 6.A.2.
The SDP in (6.8) can be solved to an arbitrary precision by using existing approaches in the
optimization literature; for example using the cvx software package [49]. This gives a constructive
way to design sequences that are maximally compact in the time domain with a given frequency
spread.
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Figure 6.3: An example solution of (6.8). The output of the SDP in (6.8) with σ2 = 0.1 using
cvx in Example 6.3. The optimal value for ∆2n is found to be 2.62 which results in a time-frequency
spread of ηp = 0.262.
Example 6.3
Take σ2 = 0.1 to be the fixed and given frequency spread of the sequence. We can use cvx to
solve the semi-definite program (6.8) and find the optimal value of ∆2n = 2.62. This results
in the time-frequency spread of ηp = 0.262. The simple code in MATLAB is:
cvx_begin
variable X(n,n);
minimize(trace(A*X))
subject to
trace(B*X) == 1/sqrt(1+0.1)
trace(X) == 1
X == semi-definite(n)
cvx_end;
Note that in contrast to continuous-time signals, we cannot reach the 0.25 lower bound for
sequences. The resulting sequence and its DTFT are shown in Figure 6.3.
The dual of SDP (6.8) is [16]:
maximize
λ1,λ2
αλ1 + λ2
subject to A− λ1B − λ2 I  0
(6.10)
Lemma 6.3
For the primal problem (6.8) and the dual (6.10), strong duality holds.
Proof.
See Appendix 6.A.3.
Thus, for finding the time-frequency spread of maximally compact sequences, solving the dual
problem suffices.
Note that although Theorem 6.1 provides a constructive way for finding maximally compact
sequences, it does not specify the closed form for these sequences. One would be interested to see
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if — in analogy to continuous-time — sampled gaussians are maximally compact? The answer
is negative, as shown by this theorem:
Theorem 6.2
The DTFT spectra, X(ejω) of maximally compact sequences are Mathieu functions. More
specifically,
X(ejω) = γ0 · ce0(−2λ1 ; (ω − ω0)/2)ejµω ,
where |γ0| = ‖ce0(−2λ1 ; (ω−ω0)/2)‖−1, ω0 and µ are shifts in frequency or time and λ1 is the
optimal solution of the dual problem (6.10). The function ce0(q ;ω) is Mathieu’s harmonic
cosine function of order zero.
Proof.
For the proof of the theorem and further insights about Mathieu functions, see Appendix 6.A.4.
Using the constructive method presented in Theorem 6.1, we can find the achievable (and tight)
uncertainty principle bound for discrete sequences. This is shown and discussed more in Section
6.3 and Figure 6.4. However, a numerically computed bound may not always be satisfying, and
even though the numerical solution exactly solves the problem, its accuracy may be challenged.
Therefore, we characterize the asymptotic behavior of the time-frequency bound:
Theorem 6.3
If xn is maximally compact for a given ∆
2
ωp = σ
2, then
ηp = ∆
2
n ∆
2
ωp ≥ σ2
(
1−
√
σ2
1 + σ2
)
. (6.11)
Proof.
The proof for this theorem is provided in Appendix 6.A.5.
This fundamental result states that for a given frequency spread, we cannot design sequences
that achieve the classic Heisenberg uncertainty bound. We will see how this curve compares to
the classic Heisenberg bound in Section 6.3.
The lower bound in (6.11) converges to 1/2 as the value of σ2 grows, and “pushes up” the
time-frequency spread of maximally compact sequences towards 1/2 which is also an asymptotic
upper bound on the time-frequency spread as ∆2ωp → ∞; indeed, one may construct the unit-
norm sequence x
(ε)
n = εδn+1 +
√
1− 2ε2δn + εδn−1, which verifies limε→0 ηp(x(ε)) = 1/2.
Theorem 6.4
For small values of σ2, maximally compact sequences satisfy
ηp = ∆
2
n ∆
2
ωp ≤
σ2
8
( √
1 + σ2√
1 + σ2 − 1 −
1
2
)
. (6.12)
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Proof.
See Appendix 6.A.6.
For small values of σ2, the upper bound in (6.12) converges from above to 1/4, thus “push-
ing down” the time-frequency spread of maximally compact sequences towards the Heisenberg
uncertainty bound 1/4 from above.
Finite-Length Sequences
The theory that we have provided so far holds for infinite sequences. For computational
purposes, we have to assume finite length for the sequences in the time domain, which is not an
issue if the sequence length is chosen to be long enough. As a side benefit, a length constraint
on the sequence may be put at will without changing the design algorithm.
6.3 Numerical Analysis
In order to show the behavior of the results obtained in Theorems 6.1, 6.3 and 6.4, we ran
some simulations. To this end, we assumed that the designed filter is of finite length with 201
taps in the time domain (the length is long enough not to pose restrictions on the solution). For
different values of ∆2ωp = σ
2, we solved the semi-definite program (6.8) using the cvx toolbox in
MATLAB.
The resulting values of ∆2n were then multiplied with the corresponding ∆
2
ωp to produce the
time-frequency spread of maximally compact sequences. The time-frequency spread of maximally
compact sequences versus their frequency spread is shown with the solid curve in Figure 6.4.
This means (numerically) that any time-frequency spread under this curve is not achievable.
The dotted line in this figure shows the classic Heisenberg uncertainty bound. Comparing the
two curves shows the gap between the classic Heisenberg principle and what is achievable in
practice. The dashed lines represent analytical lower and upper bounds for the time-frequency
spread of maximally compact sequences (found in Theorems 6.3 and 6.4, respectively).
Further, to give an insight on how the time-frequency spread of some common filters compare
to that of maximally compact sequences, we plot their time-frequency spread together with the
new uncertainty bound in Figure 6.5. By changing the length of each filter in time, we can find
its time and frequency spreads which results in a point on the figure. We observe that as shown
by Prestin et al. in [99], asymptotically when the frequency spread of sequences are very small,
sampled Gaussians converge to the lower bound for maximally compact sequences.
6.4 Summary
In this chapter we first redefined the periodic frequency spread for discrete-time sequences.
We then proposed a constructive way for designing (exactly and not approximately) sequences
with minimum time-frequency spreads. We called such sequences maximally compact. We saw
that in contrast to continuous-time signals, the time-frequency spread of sequences cannot achieve
the classic Heisenberg bound. We further provided a new tight bound for sequences. Theorem 6.2
show that sampled Gaussians are not maximally compact, although they are very close to being
so!
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Figure 6.4: New uncertainty bounds. The solid line shows the results of solving the SDP in (6.8).
The dotted line shows the classic Heisenberg uncertainty principle. The dashed lines show the analytic
lower and upper bounds found in Theorems 6.3 and 6.4, respectively.
We can use the theory and bounds proved in this chapter as a benchmark for different filters
and wavelet function to quantify how compact they are in time and frequency.
6.A Analysis 101
10−3 10−2 10−1 100 101 102 103
0.25
0.3
0.35
0.4
0.45
0.5
∆2ωp
η
p
=
∆
2 n
×
∆
2 ω
p
Maximally Compact
Bartlett
Blackman
Chebyshev
Gaussian
Hamming
Hann
Binomial
Infeasible TF region
Figure 6.5: Time-frequency spread of common FIR filters. By changing the length of the filters
in time, we compute the time and frequency spreads for each type of filters. For small values of
frequency spread, Gaussian filters are good approximations of Mathieu functions (as shown also in
[99]).
6.A Analysis
6.A.1 Proof of Lemmas 6.1 and 6.2
Proof of Lemma 6.1
Let x be maximally compact for a given time-spread ∆2n(x).
∆2n(x) = ∆
2
n(|x|).
∆2ωp(|x|) =
∣∣∣∣∣∑
n∈Z
|xn||xn+1|
∣∣∣∣∣
−2
− 1,
≤
∣∣∣∣∣∑
n∈Z
xnx
∗
n+1
∣∣∣∣∣
−2
− 1 = ∆2ωp(x) . (6.13)
Since x is maximally compact, equality must be met in (6.13) to avoid contradiction, which
amounts to
xnx
∗
n+1 = |xn||xn+1|ejϕ, ϕ ∈ [0, 2π) , ∀n ∈ Z.
This condition is equivalent to (6.1).
For maximally compact sequences, if ∆2n strictly monotonically varies in function of ∆
2
ωp ,
then fixing ∆2n or ∆
2
ωp is equivalent and proves the lemma. In the following lemma we show that
for maximally compact sequences ∆2n changes monotonically with ∆
2
ωp .
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Figure 6.6: The feasible set of the dual problem (6.10) and the supporting line. As α increases, we
need to elevate the line more to support the feasible set, which means that the optimal value of ∆2n
increases.
Lemma 6.4
For maximally compact sequences, ∆2n is a decreasing function of ∆
2
ωp .
Proof.
For proving this lemma, we use the dual formulation in (6.10). The feasible region of the dual
problem is shown in Figure 6.6. We can write the dual as
maximize
λ1,λ2
c
subject to λ2 = c− αλ1 ,
A− λ1B − λ2 I  0 .
Note that α changes between 0 and 1 (see Figure 6.6). For a fixed α, the maximum copt is found
by elevating the corresponding line λ2 = c−αλ1 until it supports the feasible set (it is tangent to
it). Since the feasible set is convex, as α grows (which means ∆2ωp decreases), we need a higher
elevation of the line to support the convex set, thus copt (equivalently ∆2n) increases.
Proof of Lemma 6.2
Consider the shift operator in (6.7). Since the shift operation does not change the norm of a
sequence, we will assume a unit norm sequence without loss of generality. We can show that
µn(xn−ν) =
〈
j ddω
(
e−jωνX(ejω)
)
, e−jωνX(ejω)
〉
2π
=
〈
j ddωX(e
jω), X(ejω)
〉
2π
+
ν
〈
X(ejω), X(ejω)
〉
2π
= µn(x) + ν, (6.14)
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where we used the DTFT domain definition of the time center [99]:
µn(x) =
〈
j ddωX(e
jω), X(ejω)
〉
‖X‖2 .
The proof for Lemma 6.2 — trivial for ν ∈ Z — is not obvious for arbitrary shifts. Let x
be maximally compact with time center µn(x), then according to (6.14), xn−ν is centered at
µn(x) + ν and
2π∆2n(xn−ν) = 2π
[∑
n∈Z
n2(xn−ν)2 − |µn(xn−ν)|2
]
=
〈
j
d
dω
e−jωνX(ejω), j
d
dω
e−jωνX(ejω)
〉
− 2π |µn(x) + ν|2
=
〈−jνX(ejω) +X ′(ejω),−jνX(ejω) +X ′(ejω)〉− 2π |µn(x) + ν|2
= 2π |ν|2 〈X(ejω), X(ejω)〉+ 〈X ′(ejω), X ′(ejω)〉
+
〈−jνX(ejω), X ′(ejω)〉+ 〈X ′(ejω),−jνX(ejω)〉− 2π |µn(x) + ν|2
= 2π |ν|2 + 〈X ′(ejω), X ′(ejω)〉+ 2π Real[µn(x)ν∗]− 2π |µn(x) + ν|2
=
〈
X ′(ejω), X ′(ejω)
〉− 2π |µn(x)|2
= 2π∆2n(x) .
This shows that a time shift does not affect the time spread of a sequence. Thus, if x is a
maximally compact sequence, then xn−µn(x) is also maximally compact (note that a time shift
does not change the frequency characteristics of the sequence).
6.A.2 Proof of Theorem 6.1
By using Lemmas 6.1 and 6.2, we can write problem (6.6) as
∆2n,opt = minimizexn
∑
n∈Z
n2x2n
subject to
∑
n∈Z
xnxn+1 =
1√
1 + σ2
,∑
n∈Z
x2n = 1.
(6.15)
We can rewrite (6.15) in a matrix form as a quadratically constrained quadratic program
(QCQP) [16]
minimize
x
xTAx
subject to xTBx = α ,
xTx = 1 ,
(6.16)
where A and B are defined in (6.9) and α = 1/
√
1 + σ2. This problem can be further reformu-
104 Sequences with Minimal Time-Frequency Spreads
lated as follows:
minimize
x
tr(AxxT )
subject to tr(BxxT ) = α
tr(xxT ) = 1 .
Replacing xxT by X, we can write equivalently
minimize
X
tr(AX)
subject to tr(BX) = α
tr(X) = 1
X  0, rank(X) = 1 .
(6.17)
We further relax the above formulation to reach the semi-definite program
minimize
X
tr(AX)
subject to tr(BX) = α
tr(X) = 1, X  0 .
(6.18)
In Lemma 6.5 we show that the semi-definite relaxation is tight.
Lemma 6.5
The semi-definite relaxation (SDR) from (6.17) to (6.18) is tight.
Proof.
Shapiro and then Barnivok and Pataki [9, 81, 96, 116] show that if the SDP in (6.17) is feasible,
then
rank(Xopt) ≤ ⌊(√8m+ 1− 1)/2⌋ , (6.19)
where m is the number of constraints of the SDP and Xopt is its optimal solution. For our
semi-definite program in (6.17), m = 2. Thus, (6.19) implies that the solution has rank 1. Using
this fact, one can see that the semi-definite relaxation is in fact tight. Note that from the nature
of the problem, (6.17) is clearly feasible; we can always find a periodic signal in the Fourier
domain with a unit norm and a desired frequency spread, although not having an optimal time
spread.
6.A.3 Proof of Lemma 6.3
We use the following Lemma for the proof:
Lemma 6.6 ([125, 127])
For a semi-definite program and its dual: If the primal is feasible and the dual is strictly
feasible, then strong duality holds.
It is easy to see the primal is feasible. One can always find a signal x with a certain frequency
spread and norm one. Using this signal we can constructX = xxT which shows the feasibility of
the primal. For the dual, one can use the Gershgorin’s circle theorem and show that a sufficient
condition for A − λ1B − λ2 I ≻ 0 to hold is λ2 < −λ1 and λ1 > 0. Thus, the dual problem is
strictly feasible.
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6.A.4 Proof of Theorem 6.2
If a sequence is a solution to the dual SDP problem (6.10), the dual constraint is active.
Therefore, maximally compact sequences lie on the boundary of the quadratic cone
A− λ1B − λ2 I  0.
A maximally compact sequence x is thus solution of the eigenvalue problem
(A− λ1B)x = λ2 x, (6.20)
where λ1 and λ2 are the dual variables of the SDP problem, and λ2 is also the minimal eigenvalue
of A− λ1B and x is the associated eigenvector (this can be also seen by forcing the derivative
of the Lagrangian in (6.16) to zero).
This explicit link between the dual variables and the sequence, yields a differential equation
for which the DTFT spectrum of maximally compact sequences is the solution. In the DTFT
domain (6.20) becomes (expanding the matrix multiplications)
−X ′′(ejω)− λ1 cos(ω)X(ejω) = λ2X(ejω),
⇔ X ′′(ejω) + (λ2 + λ1 cos(ω))X(ejω) = 0 , (6.21)
which is Mathieu’s differential equation ([1] 20.1.1):
∂2y(ω)
∂ω2
+ (a− 2q cos(2ω)) · y(ω) = 0. (6.22)
The solutions of Mathieu’s equation are called Mathieu functions, and they assume an odd
and even form
Mathieu’s Cosine (even) ce(a, q;ω) ,
Mathieu’s Sine (odd) se(a, q;ω) .
Taking into account the periodicity of (6.21), it appears not all pairs of parameters (a, q) will
lead to a periodic solution. Mathieu functions can be restricted to be 2π periodic:
Definition 6.1
The solutions of Mathieu’s harmonic differential equation — equation (6.22) with a solution
y 2π-periodic — are defined as
Mathieu’s harmonic Cosine (even, periodic) cem(q ; ω) = ce(am(q), q ; ω) , m ∈ N.
Mathieu’s harmonic Sine (odd, periodic) sem(q ; ω) = ce(bm(q), q ; ω) , m ∈ N+.
It is immediately visible that the spectrum of maximally compact sequences may only have
the form
X(ejω) = γ0 · cem(−2λ1 ; ω/2) + γ1 · sem(−2λ1 ; ω/2), for m ∈ N+,
X(ejω) = γ0 · cem(−2λ1 ; ω/2), for m = 0 , (6.23)
for any constants γ0 and γ1 such that ‖X(ejω)‖ = 1. More specifically, for any λ1 ≥ 0, the dual
SDP problem can be posed and any solution would have the form (6.23).
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Characteristic numbers of Mathieu’s equation are ordered [37], such that
a0(−2λ1) < a1(−2λ1) < b1(−2λ1) < b2(−2λ1) < a2(−2λ1) < · · · , λ1 > 0 ,
a0(−2λ1) < b1(−2λ1) ≤ a1(−2λ1) < b2(−2λ1) ≤ a2(−2λ1) < · · · , λ1 ≤ 0 ,
By (6.22) and with the substitution ω → ω/2 one obtains am(−2λ1) = 4λ2. Because λ2 is
the minimal eigenvalue, we conclude that m = 0.
Note that this result validates the one in [120] which stated that asymptotically Mathieu
functions minimize the time-frequency product. Here, with a different approach, we showed
that only Mathieu’s harmonic cosine of order 0 minimizes this product for any given frequency-
spread.
6.A.5 Proof of Theorem 6.3
In order to prove the theorem we first provide the following lemma.
Lemma 6.7
If
λ2 ≤ 1−
√
1 + λ21 , (6.24)
then P = A− λ1B − λ2 I ≻ 0.
Proof.
Note that if λ1 = 0, then the matrix P is positive semi-definite with the given condition. So in
the proof we will assume that λ1 6= 0.
Consider the following matrices P1 and P2:
P1 =

0− λ2 −λ1 0 0 0
−λ1/2 1− λ2 −λ1/2 0 0
0 −λ1/2 4− λ2 −λ1/2 0
0 0
. . .
. . .
. . .
 , P2 =
1− λ2 −λ1/2 0 0−λ1/2 4− λ2 −λ1/2 0
0
. . .
. . .
. . .
 .
Call I the set of eigenvalues of P , I1 the set of eigenvalues of P1 and I2 the set of eigenvalues
of P2. It is trivial to see that I = I1 ∪ I2.
We show that if condition (6.24) is satisfied, then both P1 and P2 have positive eigenvalues.
1. P1
One can decompose P1 as
P1 =

2 0
1
1
. . .
0 1
×

−λ2/2 −λ1/2 0 0 0
−λ1/2 1− λ2 −λ1/2 0 0
0 −λ1/2 4− λ2 −λ1/2 0
0 0
. . .
. . .
. . .
 = D × P (s)1 .
6.A Analysis 107
Note that both D and P
(s)
1 are symmetric. Now define
S
def
= D−1/2P1D1/2
=D−1/2
(
DP
(s)
1
)
D1/2
=D1/2P
(s)
1 D
1/2 .
First observe that S is symmetric, thus it has real eigenvalues.
Let λ be an eigenvalue of S corresponding to eigenvector v. Then
S v = λv
⇒ D−1/2P1D1/2 = λv
⇒ P1D1/2 v =D1/2 λv
⇒ P1
(
D1/2 v
)
= λ
(
D1/2 v
)
.
Thus, eigenvalues of S and P1 are equal. Further, if v is an eigenvector of S, then D
1/2v
is an eigenvector of P1. Therefore, it suffices to consider eigenvalues of S; If S is positive-
definite then all the eigenvalues of P1 are positive. We have
S =

−λ2 −λ1/
√
2 0 0 0
−λ1/
√
2 1− λ2 −λ1/2 0 0
0 −λ1/2 4− λ2 −λ1/2 0
0 0
. . .
. . .
. . .
 .
Sylvester’s criterion states that a symmetric matrix is positive definite if and only if its
principal minors are all positive. We can use Gaussian elimination on the matrix S to
compute its principal minors.
SU =

0− λ2 −λ1/
√
2 0 0 0
0 s1 −λ1/2 0 0
0 0 s2 −λ1/2 0
0 0 0
. . .
. . .
 ,
where s1 = 1− λ2 + λ21/2λ2 and s2 = 4− λ2 − λ21/4s1. In general one can write
si+1 = (i + 1)
2 − λ2 − λ
2
1
4si
, i ≥ 1 .
Note that
si+2 − si+1 = 2i+ 3 + λ21
si+1 − si
4sisi+1
.
If si+1 > si then si+2 > si+1. Thus if we have s0 > 0 and s2 > s1, then by induction,
si > 0 and thus S is positive-definite. We show that under condition (6.24), this is true.
One can easily check that under this condition:
(i) s0 > 0.
(ii) s1 =
√
1+λ21−1
2 > 0.
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(iii) s2 − s1 = 3 > 0.
This shows that under condition (6.24), S is positive definite and thus P1 has only positive
eigenvalues.
2. P2 :
As P2 is already symmetric, we can immediately use Sylvester’s criterion on it. One can
write
PU2 =

1− λ2 −λ1/2 0 0 0
0 s2 −λ1/2 0 0
0 0 s3 −λ1/2 0
0 0 0
. . .
. . .
 ,
where
si+1 = (i+ 1)
2 − λ2 − λ
2
1
4si
, i ≥ 1 .
It is easy to see that under condition (6.24), si > |λ1| /2 > 0:
(i)
s1 = 1− λ2 = 1− (1 −
√
1 + λ21) =
√
1 + λ21 >
|λ1|
2
.
(ii)
si+1 = (i+ 1)
2 − λ2 − λ
2
1
4si
= i2 + 2i+
√
1 + λ21 −
λ21
2si
.
Thus, by induction if si > |λ1| /2, then
si+1 > i
2 + 2i+ |λ1| − λ
2
1
4 |λ1| /2
= i2 + 2i+ |λ1| − |λ1|
2
>
|λ1|
2
> 0 .
Thus, P2 is also positive-definite. Putting these together, one can conclude that under
condition (6.24), the matrix P is positive-definite. This finishes the proof of Lemma 6.7.
Note that condition (6.24) gives a sufficient (but not necessary) condition on the feasible set
of the dual problem (6.10). Thus, it provides a lower bound for the maximum value of the dual.
Consider the restricted dual problem
maximize
λ1,λ2
αλ1 + λ2
subject to λ2 ≤ 1−
√
1 + λ21 .
The solution to this problem is simply 1−√1− α2. If we rewrite α in terms of σ2, we have
at the end
∆2n,opt ≥ 1−
√
σ2
1 + σ2
.
This concludes the proof for the lower bound in Theorem 6.3.
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6.A.6 Proof of Theorem 6.4
It is easy to see that for small values of σ2 (equivalently α close to 1), the maximum of
the dual problem is achieved for large values of λ1 (remember that λ1 needs to be positive).
We saw in Appendix 6.A.4 that for maximally compact sequences (i.e. sequences that result
in the maximum of the dual problem) we have λ2 = 1/4 a0(2λ1) (note that a0(−q) = a0(q)).
McLachlan in [82] shows that for large enough values of q, we have
a0(q) = −2q + 2q 12 + 1
4
− 1
32
q
−1
2 − 48
27
q−1 − 848
217
q
−3
2 − 4, 752
220
q−2 − 126, 752
220
q
−5
2 − · · ·
= −2q + 2q 12 + 1
4
− 1
32
q
−1
2 +O(q−1) .
Thus, we have for large q,
a0(q) ≤ −2q + 2q 12 + 1
4
.
After replacing q by 2λ1 and a0(2λ) by 4λ2, we have
λ2 =
1
4
a0(2λ1) ≤ −λ1 + 1√
2
√
λ1 − 1
16
.
Because this set contains the original feasible set of the dual problem, it will give an upper bound
on the optimal value of the dual. In other words, ∆2n ≤ σ2r , where
σ2r =maximize
λ1,λ2
αλ1 + λ2
subject to λ2 ≤ −λ1 + 1√
2
√
λ1 − 1
16
.
(6.25)
It is easy to see that the maximum of (6.25) is achieved for λ1 =
1
8(1−α)2 . Replacing λ1 in
(6.25) and using the fact that ∆2n ≤ σ2r , leads to
∆2n ≤
1
8
( √
1 + σ2√
1 + σ2 − 1 −
1
2
)
.
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Chapter 7
Conclusion
A large part of this thesis focused on the Euclidean distanced matrices. We started by a
brief review of EDMs’ key properties. In particular, we emphasized the importance of their low
rank nature. Using EDM properties, we proposed three algorithms for attacking different related
problems in signal processing. Let us review these algorithms again:
Algorithm I ) EDM Completion: Thanks to the low rank of EDMs, we used a state-of-the-art
matrix completion method, OptSpace, to estimate missing distance entries in an EDM.
Although completion of distance matrices has already been addressed in the literature, to
the best of our knowledge, all of these treatments lacked the analysis of the completion and
error bounds. We provided analytic error bounds on the completion of distance matrices in
the presence of noise, random missing entries and also structured missing entries. Later, we
proposed a modification to this algorithm to incorporate more properties of EDMs in the
matrix completion framework (e.g. symmetry, zero diagonal and positivity). We introduced
a Cadzow-like algorithm to alternately satisfy each of these properties.
Algorithm II ) Echo Labeling: Again based on the rank property of EDMs, we proposed an
algorithm for echo labeling. Knowing the distance matrix coming from five points, the
algorithm chooses collection of echoes and augments this known distance matrix with the
chosen collection. If the echoes come from a single physical point in space, the rank of the
EDM remains the same, otherwise it increases.
Algorithm III ) Distributed Sensor Localization: By utilizing a non-linear cost function
called s-stress, we introduced an algorithm to find a set of points in space that generate
a given noisy and incomplete distance matrix. We decomposed the s-stress function into
disjoint pieces that could be minimized using an alternate coordinate descent approach.
This algorithm can be used both for finding the configuration that produces a given distance
matrix, or for finding the closest EDM (in the sense of Frobenius norm) to a given matrix.
Through a randomized set of experiments, we saw that in more than 99% of cases, the
proposed algorithm converges to the global minimum of the s-stress function. Further, the
algorithm is easily adaptable to use variable weights for different pairs in the cost function.
Using the algorithms mentioned above, we addressed four applications in signal processing:
Application I ) Calibration in Ultrasound Tomography: In ultrasound tomography de-
vices normally several hundreds of sensors are embedded on a structure (e.g., a ring) that
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send and receive ultrasound signals to estimate the sound speed distribution. We used
Algorithm I to complete and denoise the distance matrix coming from these devices and
then estimate the sensor positions. The analysis derived for this algorithm enabled us to
provide analytic error bounds on the calibration.
Application II ) Hearing The Shape of a Room: Using the image source model, we trans-
formed the problem of estimating the geometry of a room to the problem of finding the
location of image sources of the loudspeaker. We used Algorithm II to label the echoes
recorded by each microphone and were able to reconstruct the shape of a room with five
microphones and one loudspeaker. In the noisy case, with the help of Algorithm III , we
found how much the augmented matrix is close to an EDM. Thus, a fitness score was
assigned to each echo combination and the echo collections with the smallest scores were
chosen. The same algorithms were applied to find the position of a microphone inside a
known room with only one loudspeaker.
Application III ) Microphone Array Calibration In Diffuse Noise Fields: In this appli-
cation, using the inherent properties of diffuse noise fields, we estimated the distances
between close-by microphones, and larger distances were estimated by Algorithm I . We
used Algorithm III to find the locations of the central microphones in our test setup. These
microphones then served as anchor points in finding the location of the rest of microphones.
Application IV ) Optimal English Keyboard Design: In this example we took every pair of
alphabet characters in English and computed their pair-wise distance in English words. We
used the frequency of each pair as a weight in Algorithm III and found the best embedding
of English keys in 2D. If one would be interested in designing 3D keyboards, it could be
easily done by a simple change of one parameter in the estimation procedure!
We further studied the problem of designing maximally compact sequences. We revisited the
definitions of variance for periodic functions. Using these definitions, we formulated the search
for maximally compact sequences as a semi-definite program. Solving this program gave us
a tight bound on the time-frequency spread of discrete-time sequences. This analysis further
showed that the classic Heisenberg uncertainty bound is not tight for sequences. We showed that
contrary to continuous-time signals, Gaussians are not the minimizers of time-frequency spread
in discrete domain. The uncertainty lower bound is achieved by sequences that have as their
Fourier transform, Mathieu’s harmonic cosine function of order zero.
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