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Abstract
This paper is related to the existence and approximation of solutions for impulsive functional differential equations with periodic
boundary conditions. We study the existence and approximation of extremal solutions to different types of functional differential
equations with impulses at fixed times, by the use of the monotone method. Some of the options included in this formulation
are differential equations with maximum and integro-differential equations. In this paper, we also prove that the Lipschitzian
character of the function which introduces the functional dependence in a differential equation is not a necessary condition for the
development of the monotone iterative technique to obtain a solution and to approximate the extremal solutions to the equation in a
given functional interval. The corresponding results are established for the impulsive case. The general formulation includes several
types of functional dependence (delay equations, equations with maxima, integro-differential equations). Finally, we consider the
case of functional dependence which is given by nonincreasing and bounded functions.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The importance of impulse effects in many areas, such as biology, physics, medicine, control theory, etc. makes
it necessary to investigate the behavior of impulsive differential equations as models for many real situations. We
mention, for instance, the books [1,2], dealing with impulsive differential equations.
In what follows, we study several aspects of differential equations with impulses at fixed times. In the literature,
we can find results on existence and approximation of solutions for the periodic boundary value problem relative to
first-order ordinary differential equations with impulses at fixed times
u′(t) = f (t, u(t)), a.e. t ∈ J ′ = J \ {t1, . . . , tp},
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u(t+k ) = Ik(u(tk)), k = 1, . . . , p, u(0) = u(T ),
where J = [0, T ], 0 = t0 < t1 < · · · < tp < tp+1 = T , Ik : R→ R, k = 1, . . . , p, f : J × R→ R.
To study this problem, some conditions which have been considered on f and Ik are: f is a Carathe´odory
function and Ik : R → R, k = 1, . . . , p, are continuous and nondecreasing, but also the discontinuous and
monotone character of Ik (nonincreasing in an even number) with f ∈ C(I ′ × R) and the limits limt→t−k f (t, u) =
f (tk, u), limt→t+k f (t, u) exist, for k ∈ {1, 2, . . . , p}, and u ∈ R. See, for instance, [1–3]. In [3], we find maximum
principles for periodic impulsive differential equations of first order. The corresponding non-impulsive problem is
considered, for instance, in [4]. Also for non-impulsive problems, references [5–7] include some considerations on
first-order functional differential equations with periodic boundary value conditions. In [7], we find the development
of the monotone method for equations with a general type of functional dependence, which includes the case of
non-Lipschitzian functions.
With respect to the impulsive case, Ref. [8] studies the periodic boundary value problem for a first-order functional
differential equation with impulses. Besides, for the analysis of some types of impulsive problems corresponding to
functional differential equations with functional dependence which is non-necessarily Lipschitzian, see [9]. Ref. [10]
is devoted to the analysis of impulsive integro-differential equations. For some results on hybrid metric dynamical
systems with impulses, see [11], and for the comparison results and approximation of solutions for second-order
functional differential equations, see [12]. We also cite [13–16], concerning impulsive problems.
Ref. [17] includes results on the existence and approximation of solutions for the impulsive functional problemu
′(t) = f (t, u(t), [ψku](t)), t ∈ (tk, tk+1), k = 1, 2, . . . , p,
∆u(tk) = Ik(u(tk)), k = 1, . . . , p,
u(t) = u(0) = u(T ), t ∈ [−h, 0],
where ψk : PC([−h, T ],R) → F(tk, tk+1), k = 1, 2, . . . , p, by using comparison results which allow us to
determine the sign of a function m satisfying the following properties:m
′(t) ≤ −Mm(t)− N [ψkm](t), t ∈ (tk, tk+1), k = 1, 2, . . . , p,
∆m(tk) ≤ −Lkm(tk), k = 1, . . . , p,
m(t) = m(0) ≤ m(T ), t ∈ [−h, 0].
The applicability of functional equations in sciences is obvious, as many real phenomena require a mature period,
producing a delay term. On the other hand, since impulse functions are used to regulate the process described by the
differential equation, it is interesting, in many occasions, to take into account not only the value of the solution at
the instant tk but also other magnitudes such as the maximum or the minimum value of the solution between impulse
instants, or the mean value of the solution in the corresponding interval. These considerations lead to the following
type of equations (impulsive functional differential equation), see [18],{
u′(t) = f (t, u(t), [ψkuk](t)), t ∈ int(Jk), k = 1, 2, . . . , p + 1,
u(t+k ) = Ik([φkuk](tk)), k = 1, . . . , p, u(0) = u(T ),
(1)
where J = [0, T ], 0 = t0 < t1 < . . . < tp < tp+1 = T , Jk = [tk−1, tk], for k = 1, . . . , p + 1, and
ψk : C(Jk)→ C(Jk) is continuous, for k = 1, . . . , p + 1,
φk : C(Jk)→ C(Jk), Ik : R→ R are continuous, for k = 1, 2, . . . , p,
and f : J × R × R→ R is continuous in (J \ {t1, . . . , tp}) × R × R, and such that the limits limt→t−k f (t, x, y) =
f (tk, x, y), limt→t+k f (t, x, y) exist, for k ∈ {1, 2, . . . , p}, and x, y ∈ R.
In [18], the monotone method for this problem was developed. In this paper, we give some improvements of the
results in [18], as well as some other new results. We mention Ref. [19], which includes the basis of the monotone
method, and [20] in relation with fixed point results.
To define the concept of solution to problem (1), the following Banach spaces are considered:
PC(J ) = {u : J → R : u is continuous in J \ {t1, . . . , tp};
there exist u(0+), u(T−), u(t+k ), u(t
−
k ) = u(tk), k = 1, . . . , p},
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and
PC1(J ) = {u ∈ PC(J ) : u ∈ C1(J \ {t1, . . . , tp});
and there exist u′(0+), u′(T−), u′(t+k ), u
′(t−k ), k = 1, . . . , p},
furnished, respectively, with the norms
‖u‖PC(J ) = sup{|u(t)| : t ∈ J }, ‖u‖PC1(J ) = ‖u‖PC(J ) + ‖u′‖PC(J ).
We remark that PC(J ) and
∏p+1
k=1 C(Jk) are equivalent Banach spaces, considering the supremum norm in C(Jk),
that is, to give an element in PC(J ) is equivalent to giving the product of p + 1 functions, each of them defined
on Jk and continuous. Indeed, if u ∈ PC(J ), we define uk : Jk → R, k = 1, 2, . . . , p + 1 by uk(t) = u(t), t ∈
(tk−1, tk], uk(tk−1) = u(t+k−1) and, reciprocally, given uk , we take u(t) = uk(t) if t ∈ (tk−1, tk], k = 1, . . . , p + 1,
u(0) = u1(0).Moreover, ‖u‖PC(J ) = sup{|u(t)| : t ∈ [0, T ]} = max{‖uk‖C(Jk ) : k = 1, 2, . . . , p + 1}.
Definition 1.1. A solution to (1) is a function u ∈ PC1(J ) satisfying the conditions in (1).
In Theorem 2.3.1 [18], the development of the monotone iterative technique for problem (1) is established, and the
conditions enumerated below are imposed.
(H1) There exists R > 0 such that
‖ψkx − ψk y‖ ≤ R‖x − y‖, ∀x, y ∈ C(Jk), k = 1, 2, . . . , p + 1.
(H2) There exists L > 0 such that [ψkx](t) ≤ L maxs∈[tk−1,t] x(s), for all x ∈ C(Jk), t ∈ Jk , k = 1, 2, . . . , p + 1.
(H3) There exist M > 0, N ≥ 0 such that, for x, y ∈ PC(J ) with x ≤ y, and t ∈ int(Jk), k = 1, . . . , p + 1,
f (t, y(t), [ψk yk](t))− f (t, x(t), [ψkxk](t)) ≥ −M(y(t)− x(t))− N ([ψk yk](t)− [ψkxk](t)).
(H4) ψku − ψkv ≤ ψk(u − v), for u, v ∈ C(Jk), k = 1, 2, . . . , p + 1.
(H5) Ik, φk, k = 1, 2, . . . , p, are nondecreasing.
Similarly to [18], we define the concepts of lower and upper solutions to Eq. (1).
Definition 1.2. We say that α ∈ PC1(J ) is a lower solution to (1) if
α′(t) ≤ f (t, α(t), [ψkαk](t)), t ∈ int(Jk), k = 1, 2, . . . , p + 1,
α(t+k ) ≤ Ik([φkαk](tk)), k = 1, 2, . . . , p, and α(0) ≤ α(T ).
Analogously, an upper solution β ∈ PC1(J ) to (1) is defined by reversing the previous inequalities.
In order to guarantee the existence of monotone sequences which approximate the extremal solutions of (1)
in a functional interval delimited by a lower and an upper solution, the following estimates are imposed in [18]
(M + NR)σ < 1, NLσeMσ ≤ 1, where σ = max{tk − tk−1 : k = 1, . . . , p + 1}. In the next sections, we check that it
is possible to weaken some of these conditions, extending the applicability of the previous results, and we also study
some cases which are not included in the formulation of [18].
Our aim is to analyze the existence and approximation of solutions for the impulsive functional differential equation
with periodic boundary value conditions (1). In particular, in Section 2, we give results on the existence and uniqueness
of solution to quasi-linear problems, extending the results for Lipschitzian functional dependence, and also assuming
new conditions which allow to improve, for instance, the results known for the case of functional differential equations
with maxima. Some examples illustrate the type of equations for which the new conditions are valid. Proving new
comparison results, we provide different approximation results for integro-differential equations, but also for the case
of functional dependence which is bounded by an integral term, justifying the validity of the monotone method under
weaker assumptions, attending to the particularities of this type of equations. In Section 3, we analyze the case of
non-necessarily Lipschitzian functional dependence, obtaining results on the existence, uniqueness and localization of
solutions for quasi-linear functional problems, and applying them to the study of the solvability of nonlinear problems.
Finally, in Section 4, we consider the case of nonincreasing functional dependence.
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2. Results on quasi-linear problems
First, we consider the quasi-linear problem{
u′(t) = −Mu(t)− N [ψkuk](t)+ b(t), t ∈ int(Jk), k = 1, . . . , p + 1,
u(t+k ) = ck, k = 1, . . . , p, u(0) = u(T ),
(2)
and prove that the existence of solution can be obtained under hypotheses more general than those in [18].
Lemma 2.1. Let M > 0, N ≥ 0, ck ∈ R, k = 1, . . . , p, be constants, b ∈ PC(J ), and suppose that (H1) holds, and
NR(1− e−Mσ ) < M. Then problem (2) has a unique solution u ∈ PC1(J ).
Proof. It suffices to prove that each of the following initial value problems has a unique solution:
u′(t)+ Mu(t) = −N [ψkuk](t)+ b(t), t ∈ (tk−1, tk], u(t+k−1) = ck−1,
for k = 2, . . . , p + 1, and
u′(t)+ Mu(t) = −N [ψ1u1](t)+ b(t), t ∈ [0, t1], u(0) = c0,
where we take c0 = u p+1(T ), once this value is calculated. These problems are equivalent to the following:
u(t) = e−M(t−tk−1)ck−1 + e−M(t−tk−1)
∫ t
tk−1
(b(s)− N [ψkuk](s))eM(s−tk−1) ds,
for t ∈ Jk , and k = 1, . . . , p + 1. Finally, to give a solution for each one of these problems consists of calculating a
fixed point for each operator Tk : C(Jk)→ C(Jk) given by
[Tku](t) = e−M(t−tk−1)ck−1 + e−M(t−tk−1)
∫ t
tk−1
(b(s)− N [ψkuk](s))eM(s−tk−1) ds,
for t ∈ Jk , and k = 1, . . . , p + 1. Tk is a contraction since NR(1 − e−Mσ ) < M , and it has a unique fixed point.
Therefore, we deduce that problem (2) has at least one solution, which is obtained by calculating the fixed points of Tk
from k = 2 to k = p+1 and, finally, for k = 1, taking as initial condition the value at T of the solution corresponding
to k = p + 1. Uniqueness comes from uniqueness for each problem in Jk . 
This implies that it is possible to develop the monotone method for problem (1) under hypotheses (H1)–(H5),
where M , N , L , R are such that
NR
M
(1− e−Mσ ) < 1, NLσeMσ ≤ 1,
and assuming that there exist α ≤ β lower and upper solutions for (1), respectively.
Define an operator A : [α, β] → [α, β], where, for η ∈ [α, β], Aη is given by the unique solution of problem{
u′(t)+ Mu(t)+ N [ψkuk](t) = F(t, ηk(t)), t ∈ int(Jk), k = 1, 2, . . . , p + 1,
u(t+k ) = Ik([φkηk](tk)), k = 1, . . . , p, u(0) = u(T ),
with F(t, ηk(t)) = f (t, η(t), [ψkηk](t)) + Mη(t) + N [ψkηk](t). To prove that this operator is well-defined, we use
existence and uniqueness of solution for quasi-linear problem (2) with b(t) = F(t, ηk(t)), and we conclude the proof
following the same reasoning as in the case of ordinary differential equations.
Condition NRM (1−e−Mσ ) < 1 is more general than (M+NR)σ < 1 (Lemma 3.1 in [18]). Indeed, for R and σ fixed,
if we represent the set of values M, N satisfying these conditions in a graph with axes OM and ON, the first condition
is given by the points under the curve N = M
R(1−e−Mσ ) , and the second one by the points under the line N = 1−MσRσ ,
which has negative slope and meets the axesON andOM at points (0, 1Rσ ) and (
1
σ
, 0), respectively. The graph of M →
M
R(1−e−Mσ ) is above the line, since it is strictly increasing, and limM→0
M
R(1−e−Mσ ) = 1Rσ , limM→∞ MR(1−e−Mσ ) = ∞.
In other words, if (M + NR)σ < 1, then NRM (1− e−Mσ ) < 1 holds, since
NR
M
(1− e−Mσ ) < (M + NR)σ, for M > 0, N ≥ 0.
This expression is equivalent to NR(1− e−Mσ − Mσ) < M2σ , which is trivially valid.
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This means that this result improves Theorem 4.2 [18]. We have just proved that the conclusion of Theorem 4.2 [18]
is still valid replacing (M + NR)σ < 1 by NR(1− e−Mσ ) < M . Then, the new restrictions on the constants are
NR(1− e−Mσ ) < M and NLσeMσ ≤ 1.
We remark that, if L ≥ R, then NLσeMσ ≤ 1 implies that NR(1 − e−Mσ ) < M . If N = 0, both the expressions are
valid, and for N > 0, then
NR
M
(1− e−Mσ ) < NLσeMσ ,
or R(1 − e−Mσ ) < MLσeMσ . This inequality is true, since function m(y) = Lyey − R + Re−y is strictly positive
for y > 0. Indeed, m(0) = −R + R = 0, m′(y) = Ley + Lyey − Re−y , and the sign of m′ coincides with the sign
of r(y) = L + Ly − Re−2y . Function r satisfies that r(0) = L − R ≥ 0 and r ′(y) = L + 2Re−2y > 0, so that r is
increasing and positive for y > 0, and m′(y) is positive for y > 0, hence m(y) > 0, for y > 0.
In consequence, if L ≥ R, we can simply assume that NLσeMσ ≤ 1 holds and the theorem which
provides the development of the monotone method is valid. This applies, for example, to the case [ψkx](t) =
maxs∈[tk−1,t] x(s), k = 1, . . . , p + 1, where R = L = 1 and thus the condition imposed to build the sequences
that approximate the extremal solutions is NσeMσ ≤ 1.
If ψk are Lipschitzian functions with Lipschitz constants Mk , k = 1, 2, . . . , p + 1, we can use their special
properties to improve the previous results. Obviously, if we study the existence of solution to the quasi-linear problem
u′(t)+ Mu(t)+ N [ψkuk](t) = b(t), t ∈ (tk−1, tk], u(t+k−1) = ck−1,
for k = 1, . . . , p + 1, we can infer some results for problem (1). If we consider different Lipschitz constants Mk for
each function ψk ,
‖ψkx − ψk y‖ ≤ Mk‖x − y‖, ∀x, y ∈ C(Jk), k = 1, . . . , p + 1,
then (H1) holds for R = max{Mk : k = 1, . . . , p + 1}. Therefore, by Lemma 2.1, problem (2) has a unique solution
if N max{Mk}(1 − e−Mσ ) < M. Considering the constant Mk for each k, it can be proved that the operator Tk is
contractive provided that NMkM (1− e−M(tk−tk−1)) < 1, and we guarantee the existence and uniqueness of the solution.
It is clear that NMkM (1 − e−M(tk−tk−1)) ≤ N max{Mk }M (1 − e−Mσ ), but, for the expression on the left-hand side, it
would be possible that large values of (tk − tk−1) correspond to small values of Mk or vice versa, since it does not
necessarily coincide the index where Mk is greater with the index which makes (tk − tk−1) maximum. In this sense,
N max{Mk }
M (1− e−Mσ ) < 1 is more restrictive, unless there exists j such that
max{Mk} = M j if and only if max{tk − tk−1} = t j − t j−1.
For instance, if ψk has the expression [ψkx](t) =
∫ t
tk−1 x(s) ds, then Mk = tk − tk−1 and, in this case, both conditions
are the same.
2.1. New conditions for functional dependence
Next, we focus our attention on the case where functions ψk satisfy a more restrictive condition, which is satisfied
in some situations of interest. As a result, we obtain the validity of the development of the monotone method under
weaker hypotheses, for the case of equations which include differential equations with maxima.
We consider the condition
˜(H1) There exists Q > 0 such that
|[ψkx](t)− [ψk y](t)| ≤ Q max
s∈[tk−1,t]
|x(s)− y(s)|,
for x, y ∈ C(Jk), t ∈ Jk , k = 1, . . . , p + 1.
If ψk satisfy ˜(H1), then (H1) holds for R = Q. Indeed,
‖ψkx − ψk y‖ = sup
t∈Jk
|[ψkx](t)− [ψk y](t)|
≤ sup
t∈Jk
Q max
s∈[tk−1,t]
|x(s)− y(s)| = Q max
s∈[tk−1,tk ]
|x(s)− y(s)| = Q‖x − y‖.
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However, we can find examples where (H1) is satisfied but ˜(H1) fails. Indeed, if we consider [ψkx](t) = max[tk−1,tk ] x,
we obtain
‖[ψkx] − [ψk y]‖ =
∣∣∣∣ max[tk−1,tk ] x − max[tk−1,tk ] y
∣∣∣∣ ≤ max[tk−1,tk ] |x − y| = ‖x − y‖,
so that (H1) holds for R = 1. If ˜(H1) holds, then there exists Q > 0 such that∣∣∣∣ max[tk−1,tk ] x − max[tk−1,tk ] y
∣∣∣∣ ≤ Q maxs∈[tk−1,t] |x(s)− y(s)|, ∀t ∈ Jk, ∀x, y ∈ C(Jk).
We prove that, for any Q > 0, we can find t, x, y such that the inequality above fails. Indeed, let ek = tk−1+tk2 and
define x = 0 on [tk−1, ek], x > 0 at some point in (ek, tk], and y = 0 on [tk−1, tk]. For t ≤ ek , it satisfies that∣∣∣∣ max[tk−1,tk ] x − max[tk−1,tk ] y
∣∣∣∣ = ∣∣∣∣ max[tk−1,tk ] x
∣∣∣∣ > 0, Q maxs∈[tk−1,t] |x(s)− y(s)| = 0.
This proves that ˜(H1) fails.
Let us show how we can improve Lemma 2.1 assuming hypothesis ˜(H1).
Lemma 2.2. Let M > 0, N ≥ 0, ck ∈ R, k = 1, . . . , p, be constants, b ∈ PC(J ), and suppose that ˜(H1) holds. Then
problem (2) has a unique solution u ∈ PC1(J ).
Proof. For k = 1, . . . , p + 1, consider the initial problems
u′(t) = −Mu(t)− N [ψkuk](t)+ b(t), t ∈ (tk−1, tk], u(t+k−1) = ck−1 (3)
and the operators T˜k : C(Jk) → C(Jk), defined by [T˜ku](t) = ck−1 +
∫ t
tk−1(b(s) − Mu(s) − N [ψkuk](s)) ds,
for t ∈ Jk . We endow C(Jk) with the norm ‖u‖ρ,k = supt∈Jk |u(t)|e−ρ(t−tk−1), where ρ > 0 is fixed satisfying
(M+NQ)
ρ
(1− e−ρσ ) < 1.
Using ˜(H1) and following standard arguments, we obtain, for u, v ∈ C(Jk),
‖T˜ku − T˜kv‖ρ,k ≤ sup
t∈Jk
∫ t
tk−1
(
M‖u − v‖ρ,keρ(s−tk−1)
+ NQ max
z∈[tk−1,s]
{|u(z)− v(z)|e−ρ(z−tk−1)eρ(z−tk−1)}
)
ds e−ρ(t−tk−1)
≤ (M + NQ)
ρ
(1− e−ρ(tk−tk−1))‖u − v‖ρ,k ≤ (M + NQ)
ρ
(1− e−ρσ )‖u − v‖ρ,k,
and T˜k is contractive for k = 1, 2, . . . , p+ 1, so that it has a unique fixed point uk ∈ C1(Jk). This implies that (2) has
a unique solution u ∈ PC1(J ). 
Example 2.3. We show some examples of functions ψk satisfying ˜(H1).
• [ψkx](t) = maxs∈[tk−1,t] x(s) satisfies ˜(H1) with Q = 1.
|[ψkx](t)− [ψk y](t)| =
∣∣∣∣ maxs∈[tk−1,t] x(s)− maxs∈[tk−1,t] y(s)
∣∣∣∣ ≤ maxs∈[tk−1,t] |x(s)− y(s)|
for x, y ∈ C(Jk), t ∈ Jk , k = 1, . . . , p + 1.
• [ψ˜kx](t) =
∫ t
tk−1 x(s) ds satisfies
˜(H1) with Q = σ .
|[ψ˜kx](t)− [ψ˜k y](t)| =
∣∣∣∣∫ t
tk−1
x(s) ds −
∫ t
tk−1
y(s) ds
∣∣∣∣
≤
∫ t
tk−1
|x(s)− y(s)| ds ≤
∫ t
tk−1
max
z∈[tk−1,t]
|x(z)− y(z)| ds
≤ max
z∈[tk−1,t]
|x(z)− y(z)|(tk − tk−1) ≤ max
s∈[tk−1,t]
|x(s)− y(s)|σ
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for x, y ∈ C(Jk), t ∈ Jk , k = 1, . . . , p + 1.
This means that the corresponding quasi-linear problems (2) have a unique solution.
Lemma 2.2 allows to affirm that, under the hypotheses of Theorem 4.2 [18] and ˜(H1), the condition that we have
to impose on the constants for the validity of the development of the monotone method is NLσeMσ ≤ 1 (for the
maximum case, we already knew that this condition was enough since R = L = 1).
Theorem 2.4. If ˜(H1), (H2)–(H5), and NLσeMσ ≤ 1 hold, and α, β ∈ PC1(J ) are, respectively, lower and upper
solutions of (1) with α ≤ β on J , then there exist monotone sequences {αn}, {βn} (starting at α, β) which converge
uniformly in J to the extremal solutions of (1) in [α, β].
2.2. Impulsive integro-differential equations
As we have just proved, the validity of ˜(H1) for the set of functions
[ψkx](t) =
∫ t
tk−1
x(s) ds, t ∈ Jk, k = 1, . . . , p + 1,
implies the existence of a unique solution u ∈ PC1(J ) to the problemu′(t)+ Mu(t)+ N
∫ t
tk−1
uk(s) ds = b(t), t ∈ int(Jk), k = 1, 2, . . . , p + 1,
u(t+k ) = ck, k = 1, . . . , p, u(0) = u(T ),
where M > 0, N ≥ 0, ck ∈ R, k = 1, . . . , p, and b ∈ PC(J ). However, for these functions satisfying strong
conditions such as linearity or ˜(H1), (H2) fails, therefore we cannot apply Theorem 4.2 [18] to obtain sequences
which approximate the extremal solutions of problem (1) between α and β.
Indeed, if there exists L > 0 such that
∫ t
tk−1 x(s) ds ≤ L maxs∈[tk−1,t] x(s), for every x ∈ C(Jk), and t ∈ Jk ,
we obtain, in particular, for all constant functions x ∈ R, that ∫ ttk−1 x ds ≤ Lx,∀x ∈ R,∀t ∈ Jk, and then
x(t − tk−1) ≤ Lx, ∀x ∈ R,∀t ∈ Jk . For a fixed x > 0, we deduce that (t − tk−1) ≤ L ,∀t ∈ Jk and, if x < 0, we
have that (t − tk−1) ≥ L ,∀t ∈ Jk , so that, L = t − tk−1,∀t ∈ Jk , which is absurd.
Revising the proof of Theorem 4.2 [18], we realize that hypothesis (H2) is used only for the application of the
maximum principle (Lemma 3.2 [18]). At this point, we could try to prove a maximum principle similar to Lemma
3.2 [18], but appropriate for our functions ψk of integral type, and see if it is possible to apply it to develop the
monotone method. To this purpose, we prove the following lemma.
Lemma 2.5. Let M > 0, N ≥ 0, and u ∈ PC1(J ) be such that
u′(t) ≥ −Mu(t)− N
∫ t
tk−1
uk(s) ds, t ∈ int(Jk), k = 1, 2, . . . , p + 1,
u(t+k ) ≥ 0, k = 1, 2, . . . , p, u(0) ≥ u(T ).
If Nσ(eMσ − 1) ≤ M, then u ≥ 0 on J .
Proof. If N = 0, it is obvious that u ≥ 0. Suppose that N > 0 and define v(t) = u(t)eMt . Then, for k = 1, . . . , p+1,
v′(t) = u′(t)eMt + u(t)MeMt ≥ −N
∫ t
tk−1
v(s)e−Ms ds eMt , t ∈ int(Jk)
and, for k = 1, . . . , p, v(t+k ) = u(t+k )eMtk ≥ 0. Besides, u and v have the same sign, so that v(T ) ≥ 0 implies that
u(T ) ≥ 0 and, therefore, v(0) = u(0) ≥ u(T ) ≥ 0. First, we prove that v ≥ 0 on (t1, T ]. Let k ∈ {1, . . . , p + 1} and
prove that vk ≥ 0 on (tk−1, tk], using that
v′k(t) ≥ −NeMt
∫ t
tk−1
vk(s)e−Ms ds, t ∈ (tk−1, tk),
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and vk(tk−1) = v(t+k−1) ≥ 0. If there exists µ ∈ (tk−1, tk] such that vk(µ) = min[tk−1,tk ] vk < 0, we take
r ∈ [tk−1, µ), with vk(r) = maxs∈[tk−1,µ] vk(s) ≥ 0. If vk(r) = 0, then vk(tk−1) = 0, and applying the Mean
Value Theorem to vk on [tk−1, µ], we obtain the existence of z ∈ (tk−1, µ) such that
vk(µ)− vk(tk−1) = v′k(z)(µ− tk−1) ≥ −NeMz
∫ z
tk−1
vk(s)e−Ms ds (µ− tk−1) ≥ 0,
which contradicts vk(µ) − vk(tk−1) < 0. If vk(r) > 0, we apply the Mean Value Theorem to vk in [r, µ], and we
obtain p ∈ (r, µ) with
−vk(r) > vk(µ)− vk(r) = v′k(p)(µ− r) ≥ −NeMp
∫ p
tk−1
vk(s)e−Ms ds (µ− r),
but, if s ∈ [tk−1, p], then vk(s) ≤ vk(r), and
−vk(r) > −Nvk(r)eMp
∫ p
tk−1
e−Ms ds (µ− r),
which produces −1 > −NM eMp(e−Mtk−1 − e−Mp)(µ− r), and
1 <
N
M
(eM(p−tk−1) − 1)(µ− r) ≤ N
M
(tk − tk−1)(eM(tk−tk−1) − 1) < NM σ(e
Mσ − 1),
reaching again a contradiction. Then v ≥ 0 on (t1, T ], so that v(T ) ≥ 0 and v(0) ≥ 0. Since v′(t) ≥
−NeMt ∫ t0 v(s)e−Ms ds, t ∈ (0, t1), we can repeat the same reasoning and find that v ≥ 0 on [0, t1], so that v ≥ 0
on J . 
We could prove a more general lemma, as follows.
Lemma 2.6. Let M > 0, N ≥ 0, and u ∈ PC1(J ) be such that
u′(t) ≥ −Mu(t)− N [ψkuk](t), t ∈ int(Jk), k = 1, 2, . . . , p + 1,
u(t+k ) ≥ 0, k = 1, 2, . . . , p, u(0) ≥ u(T ),
and suppose that the following conditions hold:
ˆ(H2) There exists Lˆ > 0 such that [ψkx](t) ≤ Lˆ
∫ t
tk−1 x(s) ds, for all x ∈ C(Jk), t ∈ Jk , k = 1, 2, . . . , p + 1,
and N Lˆσ(eMσ − 1) ≤ M. Then u ≥ 0 on J .
Proof. Again, the case N = 0 is obvious. Suppose that N > 0 and define v(t) = u(t)eMt . Then, for k = 1, . . . , p+1,
v′(t) ≥ −NeMt [ψkuk](t) ≥ −N LˆeMt
∫ t
tk−1
vk(s)e−Ms ds, t ∈ int(Jk),
and, for k = 1, . . . , p, v(t+k ) = u(t+k )eMtk ≥ 0. Functions u and v have the same sign, thus v(T ) ≥ 0 implies
v(0) ≥ 0. It is evident that we can repeat the reasoning in Lemma 2.5 and obtain that v ≥ 0 on J . We also realize that
the difference with respect to the previous proof is the constant Lˆ , but, if we take Nˆ = N Lˆ , then, for k = 1, . . . , p+1,
v′k(t) ≥ −NˆeMt
∫ t
tk−1
vk(s)e−Ms ds, t ∈ (tk−1, tk), vk(tk−1) = v(t+k−1) ≥ 0,
and the application of Lemma 2.5 produces that v ≥ 0 on J , assuming the estimate Nˆσ(eMσ − 1) ≤ M, which is
equivalent to N Lˆσ(eMσ − 1) ≤ M. 
Remark 2.7. Lemma 2.5 is a particular case of Lemma 2.6 where Lˆ = 1.
Remark 2.8. Conditions (H2) and ˆ(H2) are independent of each other. For [ψkx](t) =
∫ t
tk−1 x(s) ds,
ˆ(H2) is satisfied
with Lˆ = 1, but (H2) fails. If we consider [ψkx](t) = maxs∈[tk−1,t] x(s), (H2) is satisfied for L = 1, but ˆ(H2) is not
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valid. Indeed, suppose that there exists Lˆ > 0 such that
max
s∈[tk−1,t]
x(s) ≤ Lˆ
∫ t
tk−1
x(s) ds, ∀t ∈ Jk, ∀x ∈ C(Jk).
Now, for each n ∈ N, n ≥ 2, let wn = tk−1 + 1n (tk − tk−1), and define yn ∈ C(Jk) vanishing on
[tk−1 + 1n (tk − tk−1), tk] and taking the constant value 1 on [tk−1, bn], with tk−1 < bn < tk−1 + 1n (tk − tk−1)
(a closed interval with (positive) measure smaller than 1n (tk − tk−1) and left endpoint tk−1). Take xn = n yn , for each
n ∈ N, n ≥ 2, which satisfy
0 ≤ xn ≤ n on [tk−1, tk−1 + 1n (tk − tk−1)], xn = 0 on [tk−1 +
1
n
(tk − tk−1), tk].
Then, for n ≥ 2, and t ∈ Jk , n = maxs∈[tk−1,t] xn(s) ≤ Lˆ
∫ t
tk−1 xn(s) ds. In particular, if t ≥ tk−1 + 1n (tk − tk−1), then
n ≤ Lˆ
∫ t
tk−1
xn(s) ds ≤ Lˆ
∫ tk−1+ 1n (tk−tk−1)
tk−1
n ds = Lˆ(tk − tk−1).
We have proved that n ≤ Lˆ(tk − tk−1), for all n ∈ N, n ≥ 2, which is absurd, hence ˆ(H2) fails.
Theorem 2.9 (Monotone Method for Integro-Differential Equations). Suppose that (H3) and (H5) hold and that the
constants M, N, σ satisfy Nσ(eMσ − 1) ≤ M. Assume that there exist functions α, β ∈ PC1(J ) such that α ≤ β on
J and
α′(t) ≤ f
(
t, α(t),
∫ t
tk−1
αk(s) ds
)
, t ∈ int(Jk), k = 1, 2, . . . , p + 1,
α(t+k ) ≤ Ik([φkαk](tk)), k = 1, 2, . . . , p, α(0) ≤ α(T ),
β ′(t) ≥ f
(
t, β(t),
∫ t
tk−1
βk(s) ds
)
, t ∈ int(Jk), k = 1, 2, . . . , p + 1,
β(t+k ) ≥ Ik([φkβk](tk)), k = 1, 2, . . . , p, β(0) ≥ β(T ).
Then there exist monotone sequences {αn}, {βn}, with α0 = α, β0 = β on J , such that {αn} ↑ ρ, {βn} ↓ γ
uniformly in J , where ρ, γ are, respectively, the minimal and maximal solutions to the problemu′(t) = f
(
t, u(t),
∫ t
tk−1
uk(s) ds
)
, t ∈ int(Jk), k = 1, 2, . . . , p + 1,
u(t+k ) = Ik([φkuk](tk)), k = 1, . . . , p, u(0) = u(T )
(4)
in [α, β].
Remark 2.10. We have not imposed condition (H4) since, in this case, it is clearly satisfied due to the linearity of ψk ,
for k = 1, . . . , p + 1.
Proof. It is obtained similarly to the results in [18]. For a fixed η ∈ [α, β], we define
F(t, ηk(t)) = f
(
t, η(t),
∫ t
tk−1
ηk(s) ds
)
+ Mη(t)+ N
∫ t
tk−1
ηk(s) ds,
for t ∈ Jk , k = 1, . . . , p + 1, and consider the problemu′(t)+ Mu(t)+ N
∫ t
tk−1
uk(s) ds = F(t, ηk(t)), t ∈ int(Jk), k = 1, . . . , p + 1,
u(t+k ) = Ik([φkηk](tk)), k = 1, . . . , p, u(0) = u(T ),
(5)
which has, by Lemma 2.2, a unique solution u ∈ PC1(J ), where we have taken into account that functions ψk given
by [ψkx](t) =
∫ t
tk−1 x(s) ds satisfy condition
˜(H1). We define B : [α, β] → PC(J ), where Bη = u is the unique
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solution to problem (5), and prove that operator B maps [α, β] into itself and it is nondecreasing. Let u = Bη and
define m = u − α ∈ PC1(J ), then we have that
m′(t)+ Mm(t)+ N
∫ t
tk−1
mk(s) ds = u′(t)+ Mu(t)+ N
∫ t
tk−1
uk(s) ds − α′(t)− Mα(t)− N
∫ t
tk−1
αk(s) ds
≥ f
(
t, η(t),
∫ t
tk−1
ηk(s) ds
)
+ Mη(t)+ N
∫ t
tk−1
ηk(s) ds
− f
(
t, α(t),
∫ t
tk−1
αk(s) ds
)
− Mα(t)− N
∫ t
tk−1
αk(s) ds
≥ 0, t ∈ int(Jk), k = 1, . . . , p + 1,
m(t+k ) = u(t+k )− α(t+k ) ≥ Ik([φkηk](tk))− Ik([φkαk](tk)) ≥ 0, k = 1, . . . , p,
m(0) = u(0)− α(0) = u(T )− α(0) ≥ u(T )− α(T ) = m(T ),
where we have applied hypotheses (H3), (H5) and the properties of α. Then, by Lemma 2.5, we deduce that m ≥ 0
on J , that is, u ≥ α on J . Analogously, we prove that u ≤ β on J , applying the same Lemma to the function
m˜ = β − u ∈ PC1(J ).
If η1, η2 ∈ [α, β] are such that η1 ≤ η2 on J , we define m = v − u, where u = Bη1, v = Bη2. For the function
m ∈ PC1(J ) we obtain, by (H3) and (H5), that
m′(t)+ Mm(t)+ N
∫ t
tk−1
mk(s) ds = v′(t)+ Mv(t)+ N
∫ t
tk−1
vk(s) ds − u′(t)− Mu(t)− N
∫ t
tk−1
uk(s) ds
= f
(
t, η2(t),
∫ t
tk−1
η2,k(s) ds
)
+ Mη2(t)+ N
∫ t
tk−1
η2,k(s) ds
− f
(
t, η1(t),
∫ t
tk−1
η1,k(s) ds
)
− Mη1(t)− N
∫ t
tk−1
η1,k(s) ds
≥ 0, t ∈ int(Jk), k = 1, . . . , p + 1,
m(t+k ) = v(t+k )− u(t+k ) = Ik([φkη2,k](tk))− Ik([φkη1,k](tk)) ≥ 0, k = 1, . . . , p,
m(0) = v(0)− u(0) = v(T )− u(T ) = m(T ).
Hence, m ≥ 0 and B is nondecreasing.
The construction of the sequences {αn}, {βn} is made as follows:
α0 = α, β0 = β, αn = Bαn−1, βn = Bβn−1, n ≥ 1.
In consequence, {αn} is nondecreasing and {βn} is nonincreasing, and αn ≤ βn , for n ∈ N ∪ {0}. Besides, since
B([α, β]) ⊆ [α, β], {αn} is uniformly bounded and, attending to the definition of αn , {α′n} is uniformly bounded in
PC(J ). Hence {αn} converges uniformly to ρ in J , and repeating the same reasoning for βn , we have that {βn} ↓ γ
uniformly. It is easy to prove that ρ, γ are solutions to problem (4) and they are the extremal solutions of (4) in [α, β]
since, if u ∈ [α, β] is a solution to (4), then α0 ≤ u ≤ β0 and, inductively, αn ≤ u ≤ βn for all n, where we have used
that B is nondecreasing and u is a fixed point of B. In consequence, ρ ≤ u ≤ γ on J . 
Remark 2.11. It is also possible to prove that, if ˜(H1), ˆ(H2), (H3)–(H5) hold, in such a way that the corresponding
constants satisfy N Lˆσ(eMσ − 1) ≤ M , and α, β are, respectively, lower and upper solutions with α ≤ β, then there
exist monotone sequences which converge uniformly to the extremal solutions to problem (1) in [α, β]. The proof is
analogous to the proof of the previous theorem, but applying Lemma 2.6 instead of Lemma 2.5.
Remark 2.12. Lemma 2.6 also allows us to develop the monotone method for (1) if there exist appropriate functions
α, β and (H1), ˆ(H2), (H3)–(H5) hold, adding the conditions N Lˆσ(eMσ − 1) ≤ M and NR(1− e−Mσ ) < M.
3. Non-Lipschitzian functional dependence ψk
The Lipschitzian character of functions ψk is not essential neither to prove the existence and uniqueness of solution
for the quasi-linear problem (2), nor for the development of the monotone technique to approximate the extremal
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solutions of (1) in a given functional interval. In this section, we study the case where functions ψk do not satisfy
hypotheses ˜(H1) or (H1). We find conditions which guarantee the approximation of the extremal solutions for (1).
We add a new condition which is independent of the Lipschitzian character of ψk . In the following, the relation
NR
M (1− e−Mσ ) < 1 has no sense, since (H1) is not imposed. The hypothesis used to replace (H1) is similar to (H2):
ˆ(H1) There exists P > 0 such that
∫ t
tk−1 |[ψkx](s)| ds ≤ P
∫ t
tk−1 maxr∈[tk−1,s] |x(r)| ds, for every x ∈ C(Jk), t ∈ Jk ,
k = 1, 2, . . . , p + 1.
Remark 3.1. Note that ˆ(H1) is not directly related to (H2). If (H2) holds, then [ψkx](t) ≤ L maxs∈[tk−1,t] x(s) ≤
L maxs∈[tk−1,t] |x(s)|, but this is not enough for the validity of ˆ(H1). Indeed, let
[ψkx](t) = e
− max
s∈[tk−1,t]
x(s)
max
s∈[tk−1,t]
x(s), t ∈ Jk, x ∈ C(Jk).
In this example, (H2) is true for L = 1. If x , t are such that maxs∈[tk−1,t] x(s) ≥ 0, then e−maxs∈[tk−1,t] x(s) ≤ 1
and [ψkx](t) ≤ maxs∈[tk−1,t] x(s). On the other hand, if x , t are such that maxs∈[tk−1,t] x(s) < 0, we get
e−maxs∈[tk−1,t] x(s) > 1 and [ψkx](t) < maxs∈[tk−1,t] x(s).
Next, we prove that ˆ(H1) is not true. Indeed, if ˆ(H1) holds, we obtain that∫ t
tk−1
|e
− max
z∈[tk−1,s]
x(z)
max
z∈[tk−1,s]
x(z)| ds ≤ P
∫ t
tk−1
max
r∈[tk−1,s]
|x(r)| ds,
∀t ∈ Jk, ∀x ∈ C(Jk), for a certain P > 0. In particular, for the sequence of constant functions xn = −n, n ∈ N,∫ t
tk−1 |en(−n)| ds ≤ P
∫ t
tk−1 n ds, ∀n ∈ N,∀t ∈ Jk, and nen(t− tk−1) ≤ Pn(t− tk−1), ∀n ∈ N,∀t ∈ Jk . In particular,
for t = tk ∈ Jk , we get nen(tk − tk−1) ≤ Pn(tk − tk−1), ∀n ∈ N, that is, en ≤ P, ∀n ∈ N, which is absurd.
We can also provide examples of functions ψk satisfying ˆ(H1) for which (H2) fails. For instance, [ψ˜kx](t) =∫ t
tk−1 x(s) ds is such that
|[ψ˜kx](t)| ≤
∫ t
tk−1
|x(s)| ds ≤ max
s∈[tk−1,t]
|x(s)|(tk − tk−1) ≤ σ max
s∈[tk−1,t]
|x(s)|,
for x ∈ C(Jk), t ∈ Jk , hence ˆ(H1) is satisfied for P = σ = max{tk − tk−1 : k = 1, . . . , p + 1}, but (H2) fails, as we
have already proved.
An example of functions ψk satisfying ˆ(H1) and (H2) is [ψkx](t) = maxs∈[tk−1,t] x(s). In this case, L = P = 1,
since |[ψkx](t)| =
∣∣maxs∈[tk−1,t] x(s)∣∣ ≤ maxs∈[tk−1,t] |x(s)|. Besides, functions [ψ˜kx](t) = ∫ ttk−1 x(s) ds satisfy
conditions ˆ(H1) and ˆ(H2), for P = σ and Lˆ = 1.
Taking into account the previous remark, the results we expose below are also applicable, for instance, to
differential equations with maxima and integro-differential equations with impulses although, in these cases, the new
results do not improve the results in Section 2, where we suppose that ˜(H1) holds.
Lemma 3.2. Let M > 0, N ≥ 0, ck ∈ R, k = 1, . . . , p, be constants, b ∈ PC(J ), and suppose that ψk are
continuous and bounded functions satisfying ˆ(H1). Then problem (2) has at least one solution u ∈ PC1(J ).
Proof. It suffices to prove that each one of the following initial value problems:
u′(t) = −Mu(t)− N [ψkuk](t)+ b(t), t ∈ (tk−1, tk], u(t+k−1) = ck−1,
for k = 2, . . . , p + 1, and
u′(t) = −Mu(t)− N [ψ1u1](t)+ b(t), t ∈ [0, t1], u(0) = c0,
has at least one solution in C1 on each subinterval (note that b is continuous on each Jk). That is, we prove that, for
k = 1, . . . , p + 1, the problem
u(t) = ck−1 +
∫ t
tk−1
(b(s)− Mu(s)− N [ψkuk](s)) ds, t ∈ Jk
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has a solution in C1(Jk). Of course, we suppose that c0 is the value u(T ) after calculating the solution on (t1, T ]. We
prove that each one of the operators T˜k : C(Jk)→ C(Jk) defined by
[T˜ku](t) = ck−1 +
∫ t
tk−1
(b(s)− Mu(s)− N [ψkuk](s)) ds, t ∈ Jk
has at least one fixed point. For k = 1, . . . , p + 1, T˜k is continuous and, if S ⊂ C(Jk) is bounded (‖v‖ ≤ r1, for
v ∈ S) and u ∈ S, using ˆ(H1) we obtain, for t ∈ Jk ,
|[T˜ku](t)| ≤ |ck−1| +
∫ t
tk−1
(
sup
Jk
|b(s)| + M |u(s)| + N |[ψkuk](s)|
)
ds
≤ |ck−1| +
(
sup
Jk
|b(s)| + Mr1
)
(t − tk−1)+ N P
∫ t
tk−1
max
r∈[tk−1,s]
|uk(r)| ds
≤ |ck−1| +
(
sup
Jk
|b(s)| + Mr1 + N Pr1
)
(tk − tk−1).
Using the fact that ψk maps bounded sets into bounded sets (‖ψkw‖ ≤ r2, if ‖w‖ ≤ r1), then
|[T˜ku]′(t)| = |b(t)− Mu(t)− N [ψkuk](t)|
≤ sup
Jk
|b(s)| + M‖u‖ + N‖ψkuk‖ ≤ sup
Jk
|b(s)| + Mr1 + Nr2, t ∈ Jk .
In consequence, T˜k(S) is relatively compact and T˜k is compact.
Now, we take u ∈ C(Jk) such that u = λT˜ku, for λ ∈ (0, 1). We consider, in C(Jk), the norm ‖u‖ρ,k =
supJk |u(t)|e−ρ(t−tk−1), where ρ > 0 is such that M+N Pρ (1− e−ρ(tk−tk−1)) < 1, for all k = 1, . . . , p+ 1 (it suffices to
take ρ large enough). Then, using ˆ(H1), we prove that
‖u‖ρ,k = ‖λT˜ku‖ρ,k ≤ ‖T˜ku‖ρ,k
≤ sup
t∈Jk
{
|ck−1| +
∫ t
tk−1
sup
Jk
|b(s)| ds + M
∫ t
tk−1
|u(s)|e−ρ(s−tk−1)eρ(s−tk−1) ds+
+ N P
∫ t
tk−1
max
z∈[tk−1,s]
|uk(z)| ds
}
e−ρ(t−tk−1)
≤ sup
t∈Jk
{
|ck−1| +
(
sup
Jk
|b(s)|
)
(t − tk−1)+ M
ρ
‖u‖ρ,k(eρ(t−tk−1) − 1)
+N P
ρ
‖u‖ρ,k(eρ(t−tk−1) − 1)
}
e−ρ(t−tk−1)
≤ |ck−1| +
(
sup
Jk
|b(s)|
)
(tk − tk−1)+ ‖u‖ρ,k M + N P
ρ
(1− e−ρ(tk−tk−1)),
and, hence,
‖u‖ρ,k
(
1− M + N P
ρ
(1− e−ρ(tk−tk−1))
)
≤ |ck−1| +
(
sup
Jk
|b(s)|
)
(tk − tk−1).
Consequently, by the choice of ρ, we obtain an upper bound for ‖u‖ρ,k which is independent of u and λ,
‖u‖ρ,k ≤
|ck−1| +
(
sup
Jk
|b(s)|
)
(tk − tk−1)
1− M+N P
ρ
(1− e−ρ(tk−tk−1)) .
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Then, by Schaefer’s Theorem, T˜k has at least one fixed point uk ∈ C1(Jk), for every k = 1, . . . , p + 1, and problem
(2) has at least one solution u ∈ PC1(J ), given by u(t) = uk(t), t ∈ (tk−1, tk], k = 2, . . . , p + 1, u(t) = u1(t), t ∈
[0, t1], with c0 = u p+1(T ). 
Lemma 3.3. Under hypotheses (H2), (H4) and LNσeMσ ≤ 1, there exists at most one solution u ∈ PC1(J ) to
problem (2). With these assumptions, if problem (2) has, at least, one solution in PC1(J ), then (2) has a unique
solution u ∈ PC1(J ).
Proof. Let u1, u2 ∈ PC1(J ) be solutions of (2) and define m1 = u1 − u2, m2 = u2 − u1, m1, m2 ∈ PC1(J ). Then,
using (H4), we obtain
m′1(t)+ Mm1(t)+ N [ψkm1,k](t) = u′1(t)+ Mu1(t)− u′2(t)− Mu2(t)+ N [ψk(u1,k − u2,k)](t)≥ u′1(t)+ Mu1(t)+ N [ψku1,k](t)− u′2(t)− Mu2(t)− N [ψku2,k](t)= b(t)− b(t) = 0, t ∈ int(Jk), k = 1, . . . , p + 1,
m1(t
+
k ) = u1(t+k )− u2(t+k ) = ck − ck = 0, k = 1, . . . , p,
m1(0) = u1(0)− u2(0) = u1(T )− u2(T ) = m1(T ),
and analogously for m2, so that, applying Lemma 3.2 [18], m1 ≥ 0 and m2 ≥ 0, therefore u1 = u2 on J , and we
deduce the uniqueness of the solution. 
Lemma 3.4. If ˆ(H2), (H4) and N Lˆσ(eMσ −1) ≤ M hold, then (2) has, at most, one solution in PC1(J ). Under these
assumptions, if problem (2) has a solution u ∈ PC1(J ), then (2) has a unique solution in PC1(J ).
Proof. The proof is identical to the proof of Lemma 3.3, applying Lemma 2.6 instead of Lemma 3.2 [18]. 
Lemma 3.5. Let α, β ∈ PC1(J ) be, respectively, lower and upper solutions to problem (2), in the sense that
α′(t)+ Mα(t)+ N [ψkαk](t) ≤ b(t), t ∈ int(Jk), k = 1, 2, . . . , p + 1,
α(t+k ) ≤ ck, k = 1, 2, . . . , p, α(0) ≤ α(T ),
β ′(t)+ Mβ(t)+ N [ψkβk](t) ≥ b(t), t ∈ int(Jk), k = 1, 2, . . . , p + 1,
β(t+k ) ≥ ck, k = 1, 2, . . . , p, β(0) ≥ β(T ),
with α ≤ β. Suppose that (H2), (H4), and LNσeMσ ≤ 1 hold.
If u ∈ PC1(J ) is a solution to problem (2), then α ≤ u ≤ β on J .
Proof. Let w1 = u − α, w2 = β − u ∈ PC1(J ). Using (H4) and the properties of α and β, we obtain that
w′1(t)+ Mw1(t)+ N [ψkw1,k](t) = u′(t)+ Mu(t)− α′(t)− Mα(t)+ N [ψk(u − α)k](t)≥ u′(t)+ Mu(t)+ N [ψkuk](t)− α′(t)− Mα(t)− N [ψkαk](t)
≥ b(t)− b(t) = 0, t ∈ int(Jk), k = 1, . . . , p + 1,
w1(t
+
k ) = u(t+k )− α(t+k ) ≥ ck − ck = 0, k = 1, . . . , p,
w1(0) = u(0)− α(0) ≥ u(T )− α(T ) = w1(T ),
and analogously for w2. By Lemma 3.2 [18], we get w1 ≥ 0, w2 ≥ 0 on J , hence α ≤ u ≤ β on J . 
Lemma 3.6. Suppose that α, β ∈ PC1(J ) are lower and upper solutions for problem (2), with α ≤ β on J , and
assume that ˆ(H2) and (H4) hold, and N Lˆσ(eMσ − 1) ≤ M. If u ∈ PC1(J ) is a solution to problem (2), then
α ≤ u ≤ β on J .
Proof. Identical to the proof of Lemma 3.5, applying Lemma 2.6 instead of Lemma 3.2 [18]. 
3.1. Nonlinear problems
Next, as an application of the previous lemmas, we prove a theorem which provides the way to approximate
the extremal solutions of the impulsive functional differential equation (1) between two given functions which are,
respectively, lower and upper solutions.
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Theorem 3.7. Suppose that ψk are continuous and bounded, and that hypotheses ˆ(H1), (H3)–(H5) hold. Assume that
one of the following conditions is satisfied:
(a) (H2) and NLσeMσ ≤ 1,
(b) ˆ(H2) and N LˆσM (eMσ − 1) ≤ 1.
Suppose that α, β ∈ PC1(J ) are, respectively, lower and upper solutions to problem (1) with α ≤ β on J .
Then, there exist monotone sequences {αn}, {βn} with α0 = α, β0 = β on J such that {αn} ↑ ρ, {βn} ↓ γ
uniformly in J , with ρ, γ , respectively, the minimal and maximal solutions of problem (1) in [α, β] = {u ∈ PC(J ) :
α ≤ u ≤ β on J }.
Proof. For each η ∈ [α, β], we consider the problem{
u′(t)+ Mu(t)+ N [ψkuk](t) = F(t, ηk(t)), t ∈ int(Jk), k = 1, . . . , p + 1,
u(t+k ) = Ik([φkηk](tk)), k = 1, . . . , p, u(0) = u(T ),
(6)
where F(t, ηk(t)) = f (t, η(t), [ψkηk](t)) + Mη(t) + N [ψkηk](t). Using (H3) and (H5), we prove that, for each
η ∈ [α, β], α and β are, respectively, lower and upper solutions for problem (6). Indeed,
α′(t)+ Mα(t)+ N [ψkαk](t) ≤ f (t, α(t), [ψkαk](t))+ Mα(t)+ N [ψkαk](t)
≤ f (t, η(t), [ψkηk](t))+ Mη(t)+ N [ψkηk](t), t ∈ int(Jk), k = 1, . . . , p + 1,
α(t+k ) ≤ Ik([φkαk](tk)) ≤ Ik([φkηk](tk)), k = 1, . . . , p, α(0) ≤ α(T ),
and
β ′(t)+ Mβ(t)+ N [ψkβk](t) ≥ f (t, β(t), [ψkβk](t))+ Mβ(t)+ N [ψkβk](t)
≥ f (t, η(t), [ψkηk](t))+ Mη(t)+ N [ψkηk](t), t ∈ int(Jk), k = 1, . . . , p + 1,
β(t+k ) ≥ Ik([φkβk](tk)) ≥ Ik([φkηk](tk)), k = 1, . . . , p, β(0) ≥ β(T ).
Using Lemmas 3.2, 3.3 and 3.5 (in case (a)) or Lemmas 3.2, 3.4 and 3.6 (in case (b)), we deduce that problem (6) has
a unique solution u ∈ PC1(J ), which belongs to [α, β]. Therefore, we can define the operator B : [α, β] → [α, β],
where, for each η ∈ [α, β], Bη is the unique solution to problem (6). Moreover, B is nondecreasing: if η, ξ ∈ [α, β]
are such that η ≥ ξ , then u = Bη ≥ Bξ = v. Indeed, we define m = u − v ∈ PC1(J ), which satisfies, by (H3)–(H5),
that
m′(t)+ Mm(t)+ N [ψkmk](t) = u′(t)+ Mu(t)− v′(t)− Mv(t)+ N [ψk(uk − vk)](t)
≥ u′(t)+ Mu(t)+ N [ψkuk](t)− v′(t)− Mv(t)− N [ψkvk](t)
= f (t, η(t), [ψkηk](t))+ Mη(t)+ N [ψkηk](t)− f (t, ξ(t), [ψkξk](t))− Mξ(t)− N [ψkξk](t)
≥ 0, t ∈ int(Jk), k = 1, . . . , p + 1,
m(t+k ) = u(t+k )− v(t+k ) = Ik([φkηk](tk)− Ik([φkξk](tk)) ≥ 0, k = 1, . . . , p,
m(0) = u(0)− v(0) = u(T )− v(T ) = m(T ),
which implies, using Lemma 3.2 [18] in case (a), or Lemma 2.6 in case (b), that m ≥ 0 on J (Bη ≥ Bξ on J ). Now,
we define two sequences as α0 = α, β0 = β, αn = Bαn−1, βn = Bβn−1, n ≥ 1. The nondecreasing character of
B implies that {αn} is also nondecreasing, {βn} is nonincreasing and αn ≤ βn , for n ∈ N ∪ {0}. Moreover, {αn} is
uniformly bounded and
α′n(t) = f (t, αn−1(t), [ψkαn−1,k](t))+ Mαn−1(t)+ N [ψkαn−1,k](t)− Mαn(t)− N [ψkαn,k](t),
then {α′n} is bounded in PC(J ) and {αn} is relatively compact in PC(J ). The same reasoning can be made for {βn}.
Since {αn} and {βn} are monotone, {αn} → ρ, and {βn} → γ uniformly in J . To prove that ρ, γ are solutions to (1),
we use that
αn+1(t) = Ik−1([φk−1αn,k−1](tk−1))+
∫ t
tk−1
{ f (s, αn(s), [ψkαn,k](s))+ Mαn(s)+ N [ψkαn,k](s)
−Mαn+1(s)− N [ψkαn+1,k](s)} ds,
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for t ∈ (tk−1, tk), k = 2, . . . , p + 1, and the same expression, replacing the initial condition by αn+1(T ), if k = 1.
Passing to the limit when n →+∞ and using the uniform convergence of {αn}, we obtain that
ρ(t) = Ik−1([φk−1ρk−1](tk−1))+
∫ t
tk−1
{ f (s, ρ(s), [ψkρk](s))} ds,
if t ∈ Jk , k = 2, . . . , p + 1, and the same expression for k = 1 taking the value ρ(T ) at t = 0, that is, ρ is a solution
to (1). For {βn}, we proceed analogously. Finally, ρ, γ are the extremal solutions to (1) in [α, β]: if u is a solution in
[α, β], then αn ≤ u ≤ βn for all n and, hence, ρ ≤ u ≤ γ on J . 
4. Nonincreasing functional dependence ψk
In this section, we assume that ψk are nonincreasing functions, for k = 1, . . . , p + 1, that is, if x, y ∈ C(Jk) are
such that x ≤ y on Jk , then ψkx ≥ ψk y on Jk .
Lemma 4.1. Let M > 0, N ≥ 0, ck ∈ R, k = 1, . . . , p be constants, b ∈ PC(J ) and suppose that, for every
k = 1, . . . , p + 1, ψk is a continuous, bounded and nonincreasing function. Let α, β ∈ PC1(J ) be such that
α′(t)+ Mα(t)+ N [ψkαk](t) ≤ b(t), t ∈ int(Jk), k = 1, 2, . . . , p + 1,
α(t+k ) ≤ ck, k = 1, 2, . . . , p, α(0) ≤ α(T ),
β ′(t)+ Mβ(t)+ N [ψkβk](t) ≥ b(t), t ∈ int(Jk), k = 1, 2, . . . , p + 1,
β(t+k ) ≥ ck, k = 1, 2, . . . , p, β(0) ≥ β(T ),
with α ≤ β on J .
Then problem (2) has at least one solution in [α, β].
Proof. For k = 1, . . . , p + 1, we define Tk : C(Jk)→ C(Jk), given by
[Tku](t) = e−M(t−tk−1)ck−1 +
∫ t
tk−1
(b(s)− N [ψkuk](s))eM(s−t) ds, t ∈ Jk .
The operator Tk is continuous and compact. Let [αk, βk] = {z ∈ C(Jk) : αk ≤ z ≤ βk}, which is a closed, bounded
and convex set in C(Jk), k = 1, . . . , p+1. We check that, if c0 ∈ [α(0), β(0)], Tk maps [αk, βk] into itself. Indeed, fix
k ∈ {1, . . . , p + 1}, ηk ∈ [αk, βk] and consider m1,k = αk − Tkηk and m2,k = Tkηk − βk . Then m1,k, m2,k ∈ C1(Jk)
and
m′1,k(t)+ Mm1,k(t) = α′k(t)+ Mαk(t)− (Tkηk)′(t)− M(Tkηk)(t)
≤ b(t)− N [ψkαk](t)+ N [ψkηk](t)− b(t)
= N ([ψkηk](t)− [ψkαk](t)) ≤ 0, t ∈ Jk, k = 1, . . . , p + 1,
m1,k(t
+
k−1) = αk(t+k−1)− (Tkηk)(t+k−1) ≤ ck−1 − ck−1 = 0, k = 2, . . . , p + 1.
This implies that m1,k ≤ 0 on (tk−1, tk], k = 2, . . . , p + 1, in particular m1,p+1(T ) ≤ 0. If we proceed with m2,k ,
we obtain that m2,k ≤ 0 on (tk−1, tk], k = 2, . . . , p + 1, and m2,p+1(T ) ≤ 0. But, if c0 ∈ [α(0), β(0)], then
m1,1(0) = α1(0) − c0 ≤ 0,m2,1(0) = c0 − β1(0) ≤ 0, and, in consequence, m1,1 ≤ 0, m2,1 ≤ 0 on [0, t1], which
produces αk ≤ Tkηk ≤ βk on Jk , for k = 1, . . . , p + 1. Hence Tk([αk, βk]) ⊆ [αk, βk], for k = 2, . . . , p + 1
and, by Schauder’s Theorem, Tk has at least one fixed point in [αk, βk]. We have obtained a solution u on (t1, T ] but
α(0) ≤ α(T ) ≤ u(T ) ≤ β(T ) ≤ β(0), and taking c0 = u(T ), we obtain that T1([α1, β1]) ⊆ [α1, β1], so that there
exists at least one fixed point of T1 in [α1, β1], which enables us to complete the definition of a solution of (2) between
α and β. 
Proceeding similarly to the proof of Theorem 3.7, we can prove the following theorem.
Theorem 4.2. Suppose that, for k = 1, . . . , p + 1, ψk is continuous, bounded and nonincreasing. Assume that
(H3)–(H5) hold and that one of the following conditions is satisfied:
(a) (H2) and NLσeMσ ≤ 1,
(b) ˆ(H2) and N Lˆσ(eMσ − 1) ≤ M.
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Moreover, if α, β are, respectively, lower and upper solutions to problem (1), such that α ≤ β on J , then there
exist monotone sequences starting, respectively, at α and β which are uniformly convergent to the extremal solutions
of (1) in [α, β].
Remark 4.3. This result illustrates that, even if conditions (H1), ˆ(H1) fail, it is possible to develop the monotone
method at least for the nonincreasing functional dependence ψk . This formulation does not apply to functions
ψk(t) = max[tk−1,t] x , or ψ˜k(t) =
∫ t
tk−1 x(s) ds, which are nondecreasing but these cases have already been studied
specifically in the previous sections.
5. Remarks
Lemma 2.1 represents an advantage over Lemma 3.1 [18] and allows us to develop the monotone method described
in Theorem 4.2 [18] under more general conditions. Hence, we obtain some results which are more general than the
corresponding results obtained in [18] for the general problem (1). In Section 2.1, we have considered particular
Lipschitzian functions ψk , assuming new hypotheses, and obtaining some improvements concerning the study of
differential equations with maxima. Moreover, we have studied, following the same approach, impulsive integro-
differential equations, proving Lemmas 2.5 and 2.6, which are new and allow us to develop the monotone iterative
technique not only for ψk strictly of integral type, but also for those which are bounded by an integral term. This
theory constitutes a complement of the results in [18]. In Section 3, we analyze the case where ψk are not necessarily
Lipschitzian functions, proving new results of existence, uniqueness and localization of solution for a quasi-linear
problem (Lemmas 3.2–3.6), useful to prove Theorem 3.7, which provides the development of monotone iterative
technique. Finally, in Section 4, we study a new situation: the case where ψk are nonincreasing functions. Lemma 4.1
establishes the existence of solution for a quasi-linear problem between two fixed functions, and we conclude with the
development of the monotone method (Theorem 4.2).
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