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Abstract—There are several methods in the literature for
pathological voice classification but there are very few methods
which can classify pathological sub-groups. An attempt is made
here to classify pathological sub-groups using matching pursuit
decomposition method and is compared with PRAAT. Random
forest classifier is used and frequency band of the atoms are
used as feature. The result shows that we can classify adductor
spasmodic dysphonia, keratosis and vocal nodules in a class of
voices consisting of adductor spasmodic dysphonia, keratosis,
paralysis, vocal nodules and vocal fold polyps with reasonably
good classification accuracy. Both matching pursuit (MP) and
PRAAT shows comparable classification scores but using MP is
more advantageous over PRAAT since it doesn’t rely on pitch
information and extraction of pitch information in a pathological
signal is a complex problem.
I. INTRODUCTION
Pathological voice classification is of greater importance
with increase in vocal cord disorders and neural disorders
which leads to abnormal voice. Early detection of vocal cord
disorder may help patients to take remedy before it is wors-
ened. There are number of methods in the literature to classify
normal and pathological voices [1], [2], [3], [4]. There is no
single method for normal and pathological voice classification
which is robust for all the available pathological databases
and for real time application. This shows the difficulty in
classifying pathological voice from the normal voice. The
classification problem becomes more intense if it is within
the pathological voices. Pathological voice is a class which
contains wave files of several vocal disorders with different
severity level, age, gender,..etc. There are not many methods
available in the literature which has addressed this problem
of pathological voice classification within itself. In [5], clas-
sification of vocal fold polyp against keratosis leukoplakia,
adductor spasmodic dysphonia and vocal nodules is made
using modulation spectra as a feature. In [6], classification
of vocal polyp and vocal nodules against keratosis leuko-
plakia, adductor spasmodic dysphonia is made using adaptive
growth of wavelet packet tree, based on the criterion of local
discriminant bases. In this paper it is shown that adductor
spasmodic dysphonia, keratosis leukoplakia and vocal nodules
can be classified in a group consisting of adductor spasmodic
dysphonia, keratosis leukoplakia, paralysis, vocal nodules and
vocal fold polyp using frequency information of the atoms
obtained by matching pursuit algorithm. The centre frequency
of the atoms is used to classify normal and pathological voices
in [3]. In this paper, depending on the centre frequency of
the atoms, it is grouped into 12 bands and the number of
atoms falling in each frequency band is used as a feature for
classification.
PRAAT is the most popularly used platform for voice anal-
ysis, both normal and pathological voices. Since pathological
voices are dynamic, turbulent and non-stationary in nature,
any pitch detection algorithm which is applicable for normal
voices cannot be directly used for pathological voices unless
it is validated. It has been validated in [8] of using Fo (pitch)
estimation algorithm which PRAAT [7] uses on pathological
voices and its performance is compared with other methods.
In this paper, we are using two approaches for pathological
subgroup classification, one is matching pursuit (MP) and the
other one is PRAAT. The MP approach has already been
proved for normal v/s pathological voice classification in [9].
Although here the result shows that both MP and PRAAT
methods show comparable results, MP is more reliable since
it doesn’t require pitch estimation, which is a complex issue
for pathological voices.
In section II, Matching Pursuit (MP) algorithm is explained
briefly, feature extraction procedure is explained in section III.
Classification results are explained in section IV and finally
conclusion is provided in section V.
II. MATCHING PURSUIT ALGORITHM
The principle of matching pursuit (MP) algorithm is de-
composition of a signal x(t) into a linear combination of Time-
Frequency (TF) functions (also called atoms) am(t) selected
from a redundant dictionary of atoms generated by translation,





where αm are the expansion coefficients and TF function





where pm is the translation parameter, fm and φm are the
frequency and phase of the exponential function respectively,
sm is the scale factor used to control the width of the window
function.
Matching pursuit is a greedy algorithm which iteratively
approximates the signal x(t) by projecting it onto the over-
complete dictionary D. At each iteration m, the MP algorithm
looks for the atom am(t) which is the most strongly correlated
with the signal x(t) i.e. which has the highest absolute inner
product with the signal.




< xm(t), âm(t) > âm(t) + xm(t) (3)
âm(t) = argmax
a∈D
| < xm(t), a > | (4)
where < ., . > is the Hermitian inner product, D is the
dictionary containing atoms and | < xm(t), a > | is the sparse
code vector.
Matching Pursuit Tool Kit [10] which efficiently imple-
ments the matching pursuit algorithm is used to decompose
the signal into atoms using Gabor dictionary in this work.
III. FEATURE EXTRACTION
A. Feature extraction by Matching Pursuit
A signal is decomposed into atoms using matching pursuit
algorithm as described in the above section. The frequency
of the obtained set of atoms after M iteration is observed
and grouped into N bands depending on the centre frequency
(fj) of the individual atom. The sampling frequency of the
wave files used here is 25kHz and hence according to nyquist
theorem, the signal frequency is less than 12.5kHz. The
frequency range from 1Hz to 12.5kHz is divided into 12 bands
(shown in table I), with 1 kHz frequency range in each band
except the Band 12, which has 1.5kHz frequency range. After
grouping, the number of atoms in each frequency band is
counted and is used as a feature Fn. This gives precise estimate
of the contribution of TF functions to approximate particular
frequency components of any given signal.
Fn = Numberofatoms(Bn) (5)
where Bn is the frequency band and n = 1, 2, . . . , N(=
12).
For a given signal, atoms are obtained using MPTK [10] in
MATLAB environment with number of iterations, M = 2000
and scale factor, sm = {21, 22, . . . , 213} in eq 2. Five pathologi-
cal groups are considered here: adductor spasmodic dysphonia,
keratosis, paralysis, vocal nodules and vocal polyps. The
number of wave files in each group is tabulated in table II and
are taken from MEEI [11] database. The sampling frequency of
few files was at 50kHz and it is down sampled to 25kHz. Such
that all the wave files are at 25kHz. All the files are amplitude
normalised and no other processing steps are applied before
applying matching pursuit algorithm.
B. Feature extraction by PRAAT
Jitter and shimmer are the most widely used perturbation
measures for pathological voices. Here, jitter, shimmer and
its variants are derived using pitch marks obtained by PRAAT.
We use the default setting of PRAAT for pitch mark extraction
TABLE I: Frequency Bands
Band Frequency
Band 1 <1kHz
Band 2 1 to 2 kHz
Band 3 2 to 3 kHz
Band 4 3 to 4 kHz
Band 5 4 to 5 kHz
Band 6 5 to 6 kHz
Band 7 6 to 7 kHz
Band 8 7 to 8 kHz
Band 9 8 to 9 kHz
Band 10 9 to 10 kHz
Band 11 10 to 11 kHz
Band 12 11 to 12.5 kHz
and MATLAB environment to compute jitter, shimmer, and its
derivatives by the extracted pitch marks. The default settings
like, the Period Floor (PF) and Period Ceiling (PC) parameters
are set at 50Hz and 10kHz respectively, Maximum Amplitude
Factor (MAP) and Maximum Period Factors (MPF) are set to
1.6 and 1.3 respectively. While pitch mark extraction, PF and
PC parameters are used and for feature extraction, all the four
(PF, PC, MAF and MPF) threshold parameters are used. The
following explains the equations used for feature extraction.
1) Absolute Jitter : It is the evaluation of the period
to period variability of the pitch period within the








where To(i) is the duration of the ith interval and
N is the number of intervals.
2) Jitter: It is a measure of period to period variability














To(i) and To(i) is the duration of the
i-th pitch period.
Pitch period perturbation (PPQ), relative average
perturbation (RAP), and smoothed pitch period
perturbation (sPPQ) are computed similar to jitter
but with 3, 5 and 55 pitch cycles respectively.
The description and equations are available in
Multi-Dimensional Voice Program (MDVP) manual
[11] and the same is used here.
3) Shimmer in db : It is the evaluation of the period to
period variability of the peak to peak amplitude in dB








where A(i), i = 1, 2, . . . , N - extracted peak-to-peak
amplitude N - number of extracted impulses.
4) Shimmer: It is a measure of period to period variabil-
ity of the peak to peak amplitude within the analysed













where A(i), i = 1, 2, . . . , N are the extracted peak-
to-peak amplitude and N is number of extracted
pitch marks.
Amplitude perturbation quotient (APQ) and
smoothed amplitude perturbation quotient (sAPQ)
are computed similar to shimmer but with 5 and 55
peak-to-peak cycles. The description and equations
are available in MDVP manual [11] and the same is
used here.
5) Coefficient of fundamental frequency variation in
time (vTo) : It is a relative standard deviation of
the fundamental frequency in time. It reflects the
variation of To within the analysed voice sample and



















To(i) and To(i) is the duration of the
i-th pitch period.
6) Coefficient of amplitude variation (vAm) : It is a
relative standard deviation of the peak to peak ampli-
tude. It reflects the peak to peak amplitude variations




















where A(i), i = 1, 2, . . . , N are the extracted peak-
to-peak amplitude and N is number of extracted
pitch marks.
7) The standard deviation (STD, σ) of fundamental














To(i) and To(i) is the duration of the
i-th pitch period.
IV. CLASSIFICATION AND RESULTS
Feature classification is done using random forest classifier
(available in MATLAB 2011a), with uniform prior probability
for each class and Gini’s diversity index split criterion. The
model is cross-validated using leave-one-out method. In this
method, one sample is excluded for training and the excluded
sample is used for testing. This is repeated until all the files are
tested against the rest of files. True positive (TP) is defined as
the ratio of number of files classified correctly as pathological
type say P1 to the total number of P1 type pathological files.
Similar to TP, true negative (TN) is defined as the ratio of
number of files NOT classified as pathological type P1 and
total number of pathological files other than P1 type. Overall
score is the ratio of number of files classified as pathological
type P1 and number of files classified NOT as pathological
type P1 to the total number of files.
The MEEI database [11] is used to test the features dis-
cussed in section III using Random Forest classifier with leave-
one-out cross validation method. The number of files available
in each pathological subgroup types in MEEI database, which
are considered here are tabulated in table II. Classification
scores are shown in table III, IV and V for adductor, keratosis
and vocal nodules respectively.
It can be seen in table III that for adductor, MP shows
highest classification score in Band 12 than in the other bands
which signifies that the number of atoms to approximate
signal’s frequency components in 11kHz to 12.5kHz has more
classification power than the rest of the bands. In addition to
Band 12, Band 11 and Band 4 shows classification accuracy
comparable to Band 12. In case of PRAAT, absolute jitter,
jitter and coefficient of amplitude variation shows good clas-
sification score and is comparable with the scores obtained in
Band 4, Band 11 and Band 12. In case of keratosis in table IV,
Band 3 and Band 12 of MP are showing highest classification
score compared to other bands. For PRAAT, coefficient of
amplitude variation and shimmer in db are showing reasonably
good scores compared to other features and the performance
of MP features are better than PRAAT. Similar to adductor
and keratosis, in case of vocal nodules in table V, Band
7 of MP is showing the highest classification score when
compared to other bands. For PRAAT, standard deviation of the
fundamental frequency in time and coefficient of fundamental
frequency variation in time is showing highest classification
score compared to all the other features.
Vocal nodules classification score (for Band 7 in MP and
for STD in PRAAT) is highest of all the three pathological
types considered here. Although STD can better classify vocal
TABLE II: Pathological type and number of files






nodules than Band 7, STD depends on the efficiency of the
pitch mark extraction algorithm. Greater classification score
definitely doesn’t imply that the pitch mark algorithm is better
since we are dealing with the pathological voices which are
non-stationary in nature. Also by manual observation, it can
be known that PRAAT performance in pitch mark extraction
can be believed only for normal voices. On contrary, Band
7 classification score is more reliable since this feature is
obtained by time-frequency localisation method i.e. Matching
pursuit. On similar lines, for adductor and keratosis also, scores
of MP features can be considered as more stable than the
PRAAT features.
TABLE III: Classification of adductor
Matching Pursuit (MP) PRAAT
Bands TP[%] TN[%] Overall[%] Features TP[%] TN[%] Overall[%]
Band 1 40 67.71 63.94 abs jitter 40 75.93 71.24
Band 2 20 66.92 60.54 jitter 45 75.18 71.24
Band 3 35 67.71 63.26 RAP 30 72.18 66.67
Band 4 45 74.01 70.06 PPQ 50 71.42 68.62
Band 5 15 53.54 48.29 sPPQ 20 70.67 64.05
Band 6 10 63.77 56.46 db shimm 30 72.18 66.67
Band 7 20 59.05 53.74 shimmer 31 64.66 59.47
Band 8 15 66.14 59.18 APQ 32 73.68 66.01
Band 9 10 51.18 45.57 sAPQ 33 72.93 67.97
Band 10 55 70.86 68.70 T0 var 34 67.66 63.39
Band 11 25 77.16 70.06 amp var 35 75.93 71.24
Band 12 40 76.37 71.42 STD 36 70.67 66.67
V. CONCLUSION
Matching pursuit algorithm is used to classify pathologi-
cal sub-groups consisting of adductor spasmodic dysphonia,
keratosis, paralysis, vocal nodules and vocal fold polyps.
Frequency band of the atoms obtained by MP decomposition
is used as a feature. Classification score shows encouraging re-
sults due to good time-frequency localisation of MP algorithm.
This approach has shown highest classification score in case
of vocal nodules than the rest of the pathological types. Using
TABLE IV: Classification of keratosis
Matching Pursuit (MP) PRAAT
Bands TP[%] TN[%] Overall[%] Features TP[%] TN[%] Overall[%]
Band 1 22.23 72.8 63.81 abs jitter 29.62 65.07 58.82
Band 2 25.92 71.2 63.15 jitter 18.51 67.46 58.82
Band 3 44.45 71.2 66.44 RAP 18.51 65.07 56.86
Band 4 18.51 60.8 53.28 PPQ 22.23 63.49 56.20
Band 5 7.40 65.6 55.26 sPPQ 22.23 60.31 53.59
Band 6 29.62 60 54.60 db shimm 25.92 70.63 62.74
Band 7 33.34 69.6 63.15 shimmer 33.34 61.12 56.20
Band 8 29.62 64.8 58.55 APQ 33.34 57.14 52.94
Band 9 33.34 64.8 59.21 sAPQ 18.51 47.61 42.48
Band 10 37.03 56.8 53.28 T0 var 22.23 59.52 52.94
Band 11 59.25 48.8 50.65 amp var 29.62 72.23 64.70
Band 12 29.62 76 67.76 STD 25.92 66.67 59.47
TABLE V: Classification of vocal nodules
Matching Pursuit (MP) PRAAT
Bands TP[%] TN[%] Overall[%] Features TP[%] TN[%] Overall[%]
Band 1 15.78 72.86 65.54 abs jitter 21.05 78.35 71.24
Band 2 26.31 75.96 69.59 jitter 57.89 76.86 74.50
Band 3 52.63 76.74 73.64 RAP 21.05 76.86 69.93
Band 4 26.31 67.44 62.16 PPQ 36.84 78.35 73..20
Band 5 21.05 64.34 58.78 sPPQ 31.57 80.59 74.50
Band 6 36.84 65.89 62.16 db shimm 31.57 76.86 71.24
Band 7 63.15 80.62 78.37 shimmer 36.84 77.61 72.54
Band 8 57.89 62.79 62.16 APQ 21.05 73.88 67.32
Band 9 57.89 61.24 60.81 sAPQ 21.05 72.38 66.01
Band 10 64.03 70.54 68.24 T0 var 47.36 82.08 77.77
Band 11 31.57 58.13 54.72 amp var 15.78 71.64 64
Band 12 52.63 61.24 60.13 STD 57.89 88.05 84
MP is advantageous over PRAAT because it doesn’t rely on the
pitch information. Any advanced decomposition method with
better time frequency locational may perform better than MP.
There is much scope to explore in this pathological subgroup
classification, which is more challenging than general normal
and pathological voice classification.
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