ABSTRACT The in-network caching strategy in named data networking can not only reduce the unnecessary fetching of content from the original content server deep in the core network and improve the user response time, but also ease the traffic in the core network. However, challenges exist in in-network caching, such as the distributed locations of storage and relatively small cache space which limit the hit rate, and the cache management introduces further overhead. In this paper, we propose a two-layer hierarchical clusterbased caching solution to improve in-network caching efficiency. A network is grouped into several clusters, then, a clusterhead is nominated for each cluster to make caching decision. The clustering approach offers scalability and permits multiple aspects of inputs to be used for decision making. Our solution jointly considers the location and content popularity for caching. We implement our strategy in ndnSIM and test it on GEANT-based network and AS3967 network. Our simulation results show significant improvement over its peers.
I. INTRODUCTION
In Named Data Networking (NDN), caching the requested content in the routers along the delivery path is a unique feature [1] - [3] . In-network caching allow users to obtain the contents from nearer intermediate routers, reducing the need for content fetching from the servers often located deep in the network [4] . The benefits of in-network caching are obvious. Firstly, intermediate routers can share the responsibility of providing contents which lighten the load of the original content servers. Secondly, peer-to-peer traffic involves shorter paths and reduces the chance of congestion. Finally, the response time and the transmission overhead for fetching contents are reduced because the required contents can be fetched from the nearest cache instead.
In order to take full advantage of above benefits, an appropriate caching strategy is needed. A simple caching strategy of NDN named Leave Copy Everywhere (LCE) caches every content in the intermediate routers. While it is easy to implement, caching all contents is impractical given the limited cache space in routers. Besides, blindly caching every content increases the chance of caching contents that will not be requested again, leading to inefficient occupation of the limited cache space. Thus, a careful design of caching strategy is needed to ensure high hit rate given limited cache space.
To manage distributed locations of cache storage, we use a hierarchical clustering approach to manage the in-network caching. Clustering approach is common in network design to manage distributed entities in a network, such as those in Mobile Ad hoc NETworks (MANETs) [5] , [6] , Wireless Sensor Networks (WSN) [7] , [8] and Vehicular Ad hoc NETworks (VANETs) [9] . As clustering approach permits scaling of a potentially large network into several smaller autonomous groups as well as scoping of operational functions and message exchanges within a cluster, this approach generally offers high scalability and efficiency.
To take the advantage of clustering approach for management of distributed caching, we present a Hierarchical Clusterbased Caching (HCC) solution. Our design has a twolayer hierarchical clustering architecture. The routers in Core Layer are not used for caching so that they can focus on content routing. In Edge Layer, routers are designed to cache contents for prompt user responses. Furthermore, we introduce importance rating where nodes of higher (resp. lower) importance rating in Edge Cluster cache more (resp. less) popular contents. Clusterhead has a responsibility to collect and allocate the information of node importance based on betweenness centrality, content popularity and probability matrix in its cluster. In additional, all the important nodes execute their respective caching decision whether a content should be cached, and if so, where. Our proposed HCC solution is implemented in ndnSIM [10] considering two different network topologies. We show that HCC outforms other strategies in several aspects.
The part of initial work has been published in our previous conference paper [11] . In this paper, we made significant extensions in three aspects. Firstly, we present the computation process of probability matrix and its elements, content caching/update strategy, and cluster-based routing protocol. Secondly, both GEANT-based network and AS3967 network are adopted as simulation topologies. And we demonstrate that the trends of simulation results are similar. Thirdly, we analyze the performance of five caching strategies affected by content storage and content popularity distribution that are two important factors of caching.
In the next section we briefly introduce NDN and some related research works. Section III presents the architecture of our proposed HCC, clusterhead election and establishment of hierarchical cluster. In Section IV, the hierarchical clusterbased caching strategy is described. Section V presents the performance of our proposed method and highlights the performance advantages compared with its peers. Finally in Section VI, important conclusions are drawn.
II. RELATED WORKS
As shared by Cha et al. [12] , 80% of the requests can be satisfied if a cache stores only 10% of long-term popular videos in YouTube. The study has motivated many research works focusing on proposing new caching strategies to improve the effectiveness of caching. Generally, a caching strategy solves two problems, namely which locations are most appropriate to cache contents and which contents should be cached. In the following, we survey existing related works that focus on decision making on location selection and/or content popularity individually within a device or collaboratively within a network.
The simplest form of location selection strategy for caching is probability-based caching. A caching strategy named Prob(p) suggests to cache each content at every router along the delivery path with a certain probability [13] . It is stateless and it disregards of the location of routers in the network when making caching decision. To allow more cached contents nearer to the destination, Probabilistic Cache (ProbCache) proposes using higher probability to cache contents when a router is closer to the destination [14] . Similarly, Hop-based Probabilistic Caching (HPC) uses the number of the hops between the responder (content provider or intermediate router) and the router to determine the caching probability [15] . Leave Copy Down (LCD) [13] prefers to cache the copies in the next router which is along the downstream path of cache hit router. WAVE [16] is another approach similar to LCD. WAVE extends LCD by dividing contents into several chunks and caching them in the next downstream router with consideration of content popularity. A betweenness centrality-based caching algorithm (Betw) caches contents at the most important router through where most content delivery paths pass [17] . All the above-mentioned solutions mainly deal with the location for caching and pay little attention to the contents.
User request frequency is a common indicator for content popularity, and hence on the basis of location selection, a caching strategy with content popularity will help to decide which contents should be cached. Li et al. [18] present popularity-based caching algorithms using a hierarchical tree topology. The content popularity information is aggregated from end nodes to the root, and the caching decisions are spread from the top level to the bottom level. However, too much engagement from downstream routers for caching has led to high advertisement overhead. Without involvement in many routings, CRCache [19] introduces content caching based on correlation of content popularity and network topology. Its main drawback is the use of selected routers in network backbone rather than network edges where prompt response can be offered. MAx-Gain In-network Caching (MAGIC) [20] introduces a utility called cache gain based on content popularity, hop reduction and cache replacement penalty to consider content caching. Contents are judged for caching using the utility to maximal the cache gain. However, the computational complexity of MAGIC is very costly because it needs to calculate all three indexes of each content at each node.
Instead of individual decision making for caching, collaborative caching strategy attempts to introduce collaboration among routers to make caching decision for lower redundancy in content caching. This strategy generally involves in a certain message exchanges among devices to jointly make caching decision. Age-based cooperative caching [21] spreads popular contents to the network edge by dynamically changing the caching time of contents in an implicitly cooperation manner. In [22] , an intra-AS cache cooperation scheme is proposed to allow neighbor nodes to eliminate redundancy after caching content and collaborate in serving each other's requests. Intra-Domain cooperative caching (IDCC) scheme in [23] combines probabilistic caching and hierarchical caching. In IDCC, cached content advertisements are diffused in the intra-domain to minimize cache redundancy for improved cache utilization. Dai et al. [24] investigate the capacity provisioning problem and propose a collaborative hierarchical caching mechanism accordingly. The main drawback of collaborative caching approach is the need for message exchanges which introduces additional overheads and scalability issue.
Our proposed HCC solution jointly considers location selection and content popularity for caching. HCC further takes collaborative caching approach allowing devices to exchange information for more effective caching and less 8434 VOLUME 5, 2017 redundancy. However, as a collaborative caching approach, the main challenge in the design is the management of overheads while maintaining high caching effectiveness. We address this by introducing a hierarchical cluster-based architecture to reduce communication overhead for scalability. Our proposed collaborative probability caching further reduces caching redundancy for effective use of cache memory storage.
III. HIERARCHICAL CLUSTER-BASED ARCHITECTURE
In this section, we describe the design of hierarchical clusterbased architecture. We first introduce the hierarchical clusterbased structure, followed by a variable weighted-based clustering algorithm for clusterhead selection. Finally, we present the procedures of cluster establishment.
A. HIERARCHICAL CLUSTER-BASED STRUCTURE
Hierarchical topology has a broad range of application in many existing systems (e.g., multicast routing, content broadcasting). Based on [25] , we consider a typical network topology with a two layers hierarchical structure which are called Core Layer and Edge Layer. Core Layer has large bandwidth and provides fast packet transportation among Autonomous System (AS) areas, which is constituted by the core routers in wide area network (WAN). Edge Layer provides user access to the network via edge routers.
Our design of caching role has the following principles. In Core layer, all routers do not perform caching. This consideration is to avoid disruption of routing function in the Core Layer. In Edge Layer, routers are allowed to cache contents depending on their importance. Generally, more important routers in Edge Layer should cache more popular contents, while less important routers cache less popular contents, and non-important routers should not perform any caching.
Routers exchange information to collaboratively and dynamically adjust their caching roles. The management of caching and message exchange is done by clustering. For scalability, Edge Layer may contain one or more clusters depending on the size of the Edge Layer. These clusters are called Edge Clusters. Fig. 1 shows an example of the hierarchical cluster-based network topology for caching.
Each Edge Cluster contains three types of nodes, namely clusterhead, gateway and member. Routers in Edge Cluster provide connectivity to content providers and content requesters. Content providers and requesters are not part of the Edge Cluster, and thus they do not participate in cluster formation nor the management. This design allows content providers and requesters to move freely from one location to another without affecting the involved clusters. The following summarizes the main role of clusterhead, gateway and member.
• Clusterhead is a cluster controller which is elected by other cluster members. Section III-B explains the procedure of clusterhead election. Its main responsibility is to gather and maintain the betweenness centrality of all the nodes and popularity of contents requested in the cluster. Furthermore, it calculates probability matrix and distributes the outcome within its cluster.
• Gateway is a border router between two clusters. It can participate in the clusterhead election and forward Interest and Data packets among different clusters.
• Member is the remaining router neither a clusterhead nor a gateway. All members have a right to vote for the clusterhead. Members will cache temporary contents according to the probability and content popularity. More detail about the operation is given in Section IV. Besides, some members will also act as access routers communicating with content providers and content requesters.
Clusters are named by their corresponding layers, such as, a cluster with an ID of i located at the Edge Cluster is represented by EC i . A clusterhead of EC i is named EC i _H . The j-th gateway in EC i is named EC i _G j . The k-th cluster members in EC i is named EC i _R k . For Core Layer, there is only one cluster in the system without any clusterhead.
B. CLUSTERHEAD ELECTION
Our clustering approach is mainly based on Weighted-based Clustering Algorithm (WCA) [26] . In WCA, a weight function is defined to consolidate a number of factors together and produce a single value that rates each node. The node possesses the lowest value among all is chosen as the clusterhead. Designing for mobile ad hoc networks, WCA uses the following four factors to measure a node, which are degreedifference between the node degree of the measured node and the pre-defined node limitation, the sum of distances from the measured node to all neighbors, the average moving speed of the measured node, and finally the serving time of the measured node which is related to the remaining battery level.
We follow WCA for our clusterhead election. Due to different considerations of network scenarios and use cases, we use different factors for our computation. Considering a network of M nodes, we first label each node uniquely by an integer starting from 1. Labels of all nodes in the network VOLUME 5, 2017 is collected in a set V = {1, 2, ..., M } and the cardinal of V is |V| = M .
We consider the following three factors to measure each node, which are (i) the reciprocal of neighbor node degree 1 d v of the measured node v, (ii) the average transmission time T v to all reachable nodes from node v, and (iii) the weightedbased hops H v of node v. The final score of a node is a weighted sum of all three factors defined in (1) .
where α 1 , α 2 , and α 3 are the weighting factors, and α 1 + α 2 + α 3 = 1. Similar to WCA, a node with the lowest overall value among all is chosen as the clusterhead for the cluster. The first factor stated in (1) 
The second factor stated in (1) is the average transmission time to reachable nodes from node v. Precisely, T v , is defined as
, where C v is the set of nodes connected to node v and t v,j is the transmission time from node v to any connected node j. We see that a smaller transmission time offers faster dissemination of information. Similarly, the system-wide average transmission time can be determined
The third factor stated in (1) is the weighted-based number of hops of node v, or H v . This factor indicates the topology relationship in a cluster. In order to reduce the overhead of collecting and distributing caching information, the number of hops from clusterhead to any cluster nodes should be as low as possible. The quantity H v can be determined by
where n k is the number of k-hop neighbors of node v. The coefficient β k describes the weight with higher weight for a lower hop, that is β 1 > β 2 > β 3 > · · · . Here a heuristic parameter setting is β 1 = and β k = 0, k > 3. Note that we truncate the summation at k = 3 to reduce the influence from faraway hops. The system-wide average weighted-based hops of the network is
Based on the above equations, a node with the smallest overall weight value will be elected as a clusterhead. The selection favors a node with more neighbor nodes, a lower transmission time to other nodes, and a smaller number of hops to other nodes.
C. FORMATION OF HIERARCHICAL CLUSTER
The following describes the formation of cluster after the election of a clusterhead. To avoid management of a large cluster, we set a node limitation σ for each clusterhead which limits the number of nodes that a clusterhead can handle.
• Clusterhead sends a JOIN message to other nodes.
• These nodes reply PRE_JOIN message to clusterhead as a response to join the cluster.
• Clusterhead only selects the top σ nodes as the cluster members based on the rank of transmission time from clusterhead to other nodes, which is measured during the process of advertising JOIN and PRE_JOIN message. Then it sends CONF_JOIN message to the top σ nodes.
• The nodes reply JOIN_ACK message when they receive the first CONF_JOIN messages from clusterhead, and becomes a cluster member. Furthermore, some cluster members will become gateways if they have physical links connecting to other clusters. For subsequent CONF_JOIN messages from other clusterheads, it will send REF_JOIN message for refusing to join.
• The nodes which send JOIN_ACK messages will be added into the member list of clusterhead, and the nodes which send REF_JOIN messages should be deleted. If the number of member is less than σ , clusterhead continue to send CONF_JOIN message to other potential nodes.
• After the above process, if a clusterhead doesn't have any member, it will change its roles to a member. It may be aggregated into some adjacent clusters when the number of members in those clusters drops below σ . And a node which fails to join any cluster will do the same thing.
IV. HIERARCHICAL CLUSTER-BASED CACHING
In order to reduce caching redundancy and improve hit rate, betweenness centrality is introduced to calculate the importance of nodes for caching [17] , [27] . The measure rates each node based on the frequency of the node involved in a shortest path routing in a cluster. Betweenness centrality gives high rating to those nodes that are likely to handle majority of traffic. Those nodes are said to be important for caching. However, high volume of traffic may cause space exhaustion in caching which leads to frequent cache replacement and hit rate reduction. Thus we consider a new hierarchical caching strategy based on node importance and content popularity, and a pairing between the two using a probability matrix. Our approach diversifies the use of nodes for caching, avoiding contents to be monotonically cached in certain nodes.
A. NODE IMPORTANCE DETERMINATION
Our node importance rating is based on the betweenness centrality of a node. Given a cluster network containing a set of nodes U where U ⊂ V, the betweenness centrality of node u can be calculated by each clusterhead according to the following equation
where s, t ∈ U and δ s,t (u) is the number of the shortest paths from node s to node t through node u. The quantity δ s,t is the total number of the shortest paths from node s to node t [28] . All the members, gateways and clusterhead are rated based on betweenness centrality. Furthermore, the top p percentage of cluster nodes are classified as more important nodes, and the next p percentage of cluster nodes are classified as less important nodes in this cluster. The remaining nodes are considered not important, and they are excluded from the list of important nodes. Clusterhead maintains a list of important nodes and the betweenness centrality rating for each node in the list. Let N = |U| which is the number of nodes in the cluster, the list contains p · N of more important and p · N less important nodes.
B. CONTENT POPULARITY DETERMINATION
Another role of clusterhead is to collect and measure the content popularity in the Edge Cluster. Access routers which connect to content requesters are responsible for counting the request rate of contents and providing the information to their clusterhead. Based on the content popularity information reported by the access routers, clusterhead summarizes the content name and popularity in the cluster in descending order. Let P H and P L be the highest and lowest popularity scores respectively, and we subdivide the popularity within the range between P H and P L into K popularity classes. Zipf-Mandelbrot distribution, which is a power-law distribution, is often used to model content popularity [16] . The interval of each class, I p , is equal in log-scale, that is
Each content belongs to a popularity class based on its popularity score. The highest popularity class is Class 1.
Contents with popularity score of P c satisfying the condition log P c ≥ log P H − I p belong to class 1. The next class is Class 2. It groups contents with popularity of P c satisfying log P H −2I p ≤ log P c < log P H −I p . Class 3 groups contents with popularity of P c satisfying log P H − 3I p ≤ log P c < log P H −2I p , and so on. The last class is Class K . It carries the contents with popularity of P c satisfying log P c < log P L +I p .
In our hierarchical caching strategy, we consider that contents in the top q percentage of popularity classes are more popular. The remaining contents are less popular. The treatment of these two groups of contents will be different as we shall see in the next subsection.
C. PROBABILITY MATRIX COMPUTATION
In order to connect node importance and content popularity, a probability matrix, P, is introduced to pair node importance and content popularity. P is a ( p * N + p * N )-by-K matrix containing caching probabilities. Its element a i,j where i ∈ [1, p * N + p * N ], j ∈ [1, K ] describes the caching probability to be used by a node with importance rating of i in the Edge Cluster on a content with popularity class j. The paring of node importance and content popularity is indicated by a non-zero caching probability. Setting a i,j > 0 instruct nodes with importance rating of i to cache content popularity class of j with a probability of a i,j . Setting a i,j = 0 simply disables the caching of content popularity class of j in the nodes with importance rating of i. The probability matrix, P, is described in (5) and (6), as shown at the bottom of this page. The coefficients γ 1 and γ 2 in (6) are the weight factors where γ 1 + γ 2 = 1. Each element of probability matrix is calculated by the importance rating of i and popularity class of j in (6) . Here the reciprocal function is used to assign higher probability for more important nodes and higher popularity class of contents.
Our design principle of P is that more important nodes should cache more popular contents and less popular contents should be only cached in less less important routers. Thus from (5), for non-zero a i,j , we enforce that a i,j > a i,j+1 and a i,j > a i+1,j . The described cache policy has the same effect of caching more popular contents in the network edge
similar to those in [21] and [29] . Nevertheless, our framework provides more flexible design for other effects or targets.
In the system, clusterhead collects the information of betweenness centrality and content popularity. After the collection, it calculates the probability matrix and sends the result as well as the corresponding class of content popularity to all important nodes in its cluster. Upon receiving the result from the clusterhead, all important nodes start performing caching using the probability matrix.
D. CONTENT CACHING
After receiving the probability matrix and popularity class list from the clusterhead, content caching operation for each important node is relatively straightforward. Content caching is generally based on probabilistic approach. Each important node first obtains the caching probability for each content popularity class. For each content, the node handles during routing operation, the content is cached with the specified caching probability in the node. Since the caching space is limited in each node, an important node may face caching storage exhaustion to further cache the received content. In this situation, a replacement strategy should be considered. We use a Least Recently Used (LRU)-Like strategy. When more space is needed, the node checks whether any cached content has a popularity class that is no longer specified in the latest content popularity class. LRU policy is used to discard these contents until adequate space is generated for the new content or all such contents are discarded. If further space is needed, LRU policy is used to all other contents.
Since content popularity changes from time to time, it is necessary for the clusterhead to periodically update the probability matrix and popularity class list. In our proposed solution, we enforce periodic update. Based on [30] , an update interval of 5 to 60 minutes is considerable appropriate.
E. CLUSTER-BASED ROUTING
To complete our solution, we further need a cluster-based routing protocol to efficiently find cached and non-cached contents and deliver them over the clustered network. If the content is not cached, the request will be forwarded to the content provider directly according to the shortest path routing algorithm. Some candidates such as those described in [31] , [32] can be used for this purpose. We use Open Shortest Path First for Named-data (OSPFN) which is a default routing policy of NDN.
When clusterhead receives an Interest, it will check the popularity class of the requested content. If its popularity class maps with more important or less important nodes, the clusterhead will floods the Interest to these nodes in its cluster accordingly. Each node receiving the request checks its Content Store [33] and responds to the request directly. Thus, only clusterhead implements flooding strategy in a limited range. Methods such as those presented in [34] and [35] provide efficient lookup for cached contents in a network may be used. 
V. EVALUATION AND ANALYSIS
We use ndnSIM [36] simulation to evaluate the performance of our hierarchical cluster-based caching. We build two simulation scenarios with different network topologies. The first scenario is based on the GEANT network topology [37] . The simulated network topology is given in Fig. 2(a) . In the network, all routers in Core Layer are chosen from the nodes with more than 100 Gbps bandwidth in the GEANT network. The round trip time (RTT) between any two nodes in the core is measured by the HADES system [38] . We set the node limitation for Edge Cluster σ to 14. The RTT between two cluster nodes in Edge Cluster is a random value uniformly distributed between 5 ms and 40 ms. Node degree of Edge Cluster is also chosen by random algorithm from 2 to 6 [39] . The second scenario follows Exodus AS-3967 network. Link bandwidth, routing metric, link delay are all based on Rocketfuel traces [40] . As shown in Fig. 2(b) , the topology consists of 192 nodes including 39 backbone nodes, 58 gateway nodes and 95 leaf nodes. In AS-3967 network, node limitation of Edge Cluster σ is set to 16.
The settings of main parameters used in our simulation are shown in Table 1 . The request arrival rate at each content requester follows Poisson arrival process. The simulation time is set to 1000s and the Interest packet generation rate is set to 100 packets per second. Similar to [17] , all simulations go through a warm-up phase where the content popularity, node importance and probability matrix calculation are completed and the information is distributed.
Three metrics are introduced for evaluating the performance of caching strategies. They are
• Average Hop Reduction: when contents can be retrieved from a node, the number of hops involved in packet routing for content retrieval is reduced. This metric measures the average number of hops reduced for the communication between the requesters and providers due to caching.
• Average Router Hit: the average number of Interests served by each router. This metric shows the efficiency of caching.
• Replacement: the frequency of old contents in routers being replaced by new ones, indicating the caching overhead. Compared with the performance of our HCC, we select four other caching strategies as follows. LCE [33] is the basic scheme in NDN that caches contents everywhere. In LCD [13] , contents are cached in the downstream router. Betw is a betweenness centrality-based caching scheme [17] which caches contents in the router with the highest betweenness centrality. Prob(p) uses a fixed probability to decide whether a content should be cached [13] . In our simulation, we tested both 0.5 and 0.1 probability values for Prob(p).
A. IMPACT OF CONTENT STORAGE
In this subsection, we study the impact of cache storage in each node varying from 50 to 400 contents on the caching performance. There are 12 content requesters and 12 content providers in both topologies. Each content provider is set to store 10 4 contents. In other words, a cache storage of 100 contents in a node corresponds to 1% of contents hosted in a content provider. We study the performance of caching with sizes of cache storage in each node setting to 0.5%, 1%, 2% and 4%. Content popularity follows the Zipf-Mandelbrot distribution with skewness parameter α = 0.85 [16] . We report simulation results in Fig. 3 and Fig. 4 . As can be seen, our proposed HCC strategy shows clear performance advantages compared with its peers.
We first study LCE which is a scheme to blindly leave copies everywhere. From Fig. 3(c) and Fig. 4(c) , it is not surprised to see that its replacement rate is high because caching is done pervasively without evaluating their popularity. The high replacement rate contributes to the low router hit rate as shown in Fig. 3(b) and Fig. 4(b) . With many contents eventually retrieving from the providers, the contents are delivered through more hops in the network. The average hop reduction due to caching as shown in Fig. 3(a) and Fig. 4(a) for LCE is thus low. Prob(p) with 0.5 and 0.1 probability settings respectively cache 50% and 10% of the contents in the routers. They reduce replacement rate, increases the hit rates as well as hop reduction. We see that lower probability setting generally gives better performance. However, optimal setting of the probability depends on many dynamic factors which is difficult to determine in real time.
LCD caches contents in the downstream router. By making use of the location for content caching, its replacement rate is low, router hit rate and average hop reduction are comparatively high. The results show the advantage of including location information for content caching. Betw uses betweenness centrality-based caching scheme which explicitly consider network topology for caching. It has similar performance compared with LCD.
By coordinating network topology and content popularity for caching in our proposed solution, we see clear performance advantages compared with the others. Particularly for average router hit shown in Fig. 3(b) and Fig. 4(b) , a clear gap is seen between our solution and all other schemes.
B. IMPACT OF CONTENT POPULARITY DISTRIBUTION
It is demonstrated that content popularity distribution generally follows a Zipf-like distribution [41] . Different applications and scenarios may exhibit different values of skewness parameter. In general, the value is linked to the user request behavior where a higher value of skewness parameter indicates that requests are more concentrated on some specific contents. In this subsection, we study the impact of different skewness values on the caching performance. Fig. 5 and Fig. 6 shows the performances of all caching strategies with skewness values of Zipf distribution ranging from 0.6 to 1.2. The range setting is based on the study given in [42] . According to [43] , content popularity of a user generated content (UGC) service follows Zipf distribution with skewness value of approximately 0.88. For a video on demand (VOD) service, statistics in China shows a value between 0.65 and 1 [44] . Our simulation also considers 12 content requesters and 12 content providers with 10 4 contents each, and cache storage of 100 in each node.
The average hop reduction of all the strategies reported in Fig. 5(a) and Fig. 6(a) increases as the skewness value increases. This is because with higher skewness value, a smaller set of contents are access more frequently which promotes the effectiveness of caching. Among all strategies, our proposed HCC strategy consistently records the highest reduction.
Performance advantages are also shown for average router hit and replacement for our proposed HCC strategy in both hit, a gap between our proposed strategy and all other strategies is clearly shown.
C. ANALYSIS OF COMMUNICATION OVERHEAD
The communication overhead of HCC is embodied in both initialization phase and update phase. In initialization phase, the advertisement overhead between clusterheads and members during cluster formation is (σ + 1 + η)(V O − V C ) according to [6] , where σ is node limitation, η is number of clusters, V O is the whole number of nodes, V C is the number of Core Layer nodes. And the number of messages for collecting and distributing probability matrix by clusterheads is 3 · σ · η. And in content popularity update phase, the advertisement overhead is T s /f · (2σ ) · η, where T S is simulation time, f is update interval of popularity. Thus the total communication overhead is shown as (7) .
Take AS-3967 as an example, each content provider stores 10 4 contents, the size of cache storage in each node is set to 100. Based on [30] and [45] , when the update interval f is set to 30 min, the ratio between communication overhead of HCC and the total packets transmitted is less than 0.19%.
Compared with other 4 caching strategies, they don't need message interaction because all the nodes implement the caching decision individually. Even though HCC has a little communication overhead, it obtains obvious performance improvement.
VI. CONCLUSION
In-network caching offers prompt response and ease traffic load in the core network. Since in-network caching operates in a distributed environment, challenges exist in designing an efficient in-network caching for a large-scale network. In this paper, we introduced a two-layer Hierarchical Cluster-based Caching strategy. Our strategy jointly considers both the location of the node and the popularity of content to make caching decision. To overcome high overhead, we used cluster-based approach to scale a network into multiple autonomous groups for better manageability. A centralized decision on caching policy was made in the clusterhead, which was eventually described by a probability matrix. Based on the probability matrix, each router made its caching decision individually. We implemented our proposed strategy in NS3 based on ndnSIM project. Our tests showed that in both GEANT-based network and AS3967 network, our strategy consistently outperforms other strategies in several aspects. In particular, our strategy gives the highest average hop reduction for content retrieval showing that not only more contents are retrieved from the cache, but also the cached contents are nearer to the requesters. This result confirms the benefit of jointly considering location and content popularity for in-network caching.
In the future work, we will consider to optimize the updating algorithmic of content popularity, by using flexible update interval of sliding window instead of static update period, which makes caching decision more accurately. 
