Abstract. We improve Irving's method of the double-sieve [8] by using the DHR sieve. By extending the upper and lower bound sieve functions into their respective non-elementary ranges, we are able to make improvements on the previous records on the number of prime factors of irreducible polynomials at prime arguments. In particular, we prove that irreducible quadratics over Z satisfying necessary local conditions are P 4 infinitely often.
Introduction
V. Bouniakowsky conjectured [1] that under suitable hypotheses, any irreducible polynomial f ∈ Z[x] is prime for infinitely many integral arguments n. The conjecture is beyond the reach of current technology. Sieve methods, however, can provide approximations to show that such an f (n) is infinitely often a P r -number, that is, Ω(f (n)) r for infinitely many n. One can similarly consider bounds on the number of prime factors of f (p), where p is a prime.
The first result in this direction was due to R. J. Miech [9] , who used Brun's sieve and Renyi's equidistribution theorem (which was a precursor of the Bombieri-Vinogradov theorem) to show that under the hypotheses of the Bouniakowsky conjecture, and if k is the degree of f , then f (p) is infinitely often a P ck for some fixed constant c. H.-E. Richert [10] later reduced ck to 2k + 1. The main ingredients of Richert's proof consist of a weighted Selberg's sieve and the Bombieri-Vinogradov theorem. The weights in Richert's proof were restricted to the primes p < x 1/2 . In his much celebrated paper [2] , Chen showed that f (p) is infinitely often a P 2 -number for k = 1. Except for Chen's achievement, the subject remained dormant for nearly fifty years until the improvements made by A. J. Irving [8] . Irving's innovation was to observe that one could incorporate weights with primes > x 1/2 by applying a two-dimensional sieve to the sequence {nf (n)}. By appealing to the one-and two-dimensional beta sieves [5, Theorem 11 .13], he was able to show that f (p) is infinitely often a P r 0 (k) , where r 0 (k) is given by the table below. As one of the concluding remarks in [8] , Irving suggested the possibility of improvements by applying the Diamond-Halberstam-Richert sieve in place of the the beta sieve. We carry out his suggestion and extend all sifting functions into their respective non-elementary ranges. We prove the following theorem.
be an irreducible polynomial of degree k with a positive leading coefficient. Suppose further that for all primes p, we have #{a (mod p) : (a, p) = 1 and f (a) ≡ 0 (mod p)} < p − 1.
Then there exists a function r(k) such that for sufficiently large x and for r k, we have
Moreover, for sufficiently large k, f (p) is infinitely often a P r(k) -number for
with c = 1.18751.... For small values of k, the same result is true with values of r(k) provided in Table 1 . k 2 3 4 5 6 7 8 9 10 r(k) 4 6 7 9 10 11 12 13 15 Table 1 . Values of r(k) for small k We remark that Theorem 1 improves Irving's results except for k = 3. In particular, we are able to reduce r(2) from 5 to 4.
Wu and Xi very recently announced the result that irreducible quadratics at prime arguments are P 4 infinitely often [11] . They approached the problem by employing composition of the linear sieves rather than appealing to the two-dimensional sieve as Irving did. On the other hand, Wu and Xi extended the level of distribution up to x 0.79 . It is unclear if their argument could be generalized to polynomials of higher degree.
Preliminaries
Throughout this paper, the letters p and q are used to denote primes. For any natural number n, we let ω(n) denote the number of distinct prime factors of n not counting multiplicities; Ω(n) count the number of prime factors of n with multiplicities. ϕ(n) denotes Euler's totient function. f ∼ g denotes f /g → 1 as x → ∞; f = o(g) denotes f /g → 0 as x → ∞. We write f = O(g) or, equivalently, f g if |f | Cg for some real number C. We remark that all implied constants will depend on f unless otherwise indicated.
The sequence of interest in this paper is
where f is irreducible over Z and has nonzero constant term. Denote k = deg f and let
where a k > 0 is the leading coefficient of f . We denote |A|= X, whence by the Prime Number Theorem, X ∼ x log x .
We introduce the following arithmetic functions that are necessary in the sieve constructions. For squarefree d, let
We also provide Mertens' type estimates for ν 1 and ν 2 , as they are frequently needed in sieve estimates.
Lemma 2.1. For x 2, we have
where S(f ) is defined by
Proof. See the proof of [8, Lemma 2.1].
We adopt the following standard sieve theoretic notations and hypotheses. Let
where
We assume that there exists some non-negative multiplicative function ν(·) such that 0 ν(p) < p, for primes p in relevant range according to applications so that the error term
whenever d|P (z), is on average small, over some restricted range of values of d. We also assume that there exist κ > 1 and A > 1 such that (8)
where 2 w 1 w 2 . An immediate consequence of (8) is that
One can easily see that equations (5) and (7) are examples of (8) .
then the Bombieri-Vinogradov theorem [3, Chapter 28] states that for any constant A > 0, there exists a number B = B(A) such that
The following two lemma are useful in bounding the error terms in later sections.
Lemma 2.2. With E, A, and B as above and let K > 0 be any constant. Then The next lemma provides a trivial estimate on the error term without using the BombieriVinogradov theorem.
Lemma 2.3. Suppose that (8) hold, and that
Proof. The proof relies on the use of Rankin's trick. See the proof of [4, Lemma 4.3].
Richert's weighted sieve
Let 0 < α < β < 1 k be parameters to be chosen later. We write z = N α and y = N β , and let r be a positive integer such that r + 1 > 1 β . Define
then η > 0. Following Richert [10] and Irving [8] , we consider the weighted sum
We will show in Section 5 that
For now, we shall suppose that the above holds and prove that A contains x (log x) 2 elements that are P r -numbers.
First, we show that there is a suitable bound for the number of n in A that are divisible by p 2 for z p < y. Observe that
Thus the number of these elements are negligible given the estimate (10) and can therefore be absorbed into the error term.
We now consider the elements n in A that are free from the divisors p 2 , where z p < y. If (n, P (z)) = 1, then n makes a positive contribution to W if and only if
This means that
On the other hand, it is still possible that n has a repeated prime divisor q. In this case, however, q must be y, and so we have 1 − log q log y 0.
Consequently, we have
It then follows that Ω(n) = # {p|n : p < y} + # {q a |n : q y}
This shows that A contains x (log x) 2 elements that are P r -numbers, all of which have prime divisors z.
Solutions to Differential-Difference Equations
We are interested in following continuous solutions f κ and F κ to certain differentialdifference equations arising in sieve theory. These are the upper and lower sifting functions that occur in the DHR sieve method. 
Then there exist α κ , β κ ∈ R + such that the system
with boundary conditions
has continuous solutions F = F κ and f = f κ with the property that F decreases monotonically and f increases monotonically on (0, ∞).
When κ = 1, it is known that α 1 = β 1 = 2 [4, Table 17 .1]. It is also known that
while for 0 < s 3,
Using (15), we see that for 3 < s 5,
For 4 < s 6, it follows at once from (16) that
We pause to remark that for κ = 1, there is no essential difference between the beta sieve and the DHR sieve. For κ = 2, it is known that α 2 = 5.3577... and β 2 = 4.2664.... Using (11) and (12), one could deduce similarily to F 1 , that
We refrain from writing down F 2 (s) explicitly for s > α 2 for it involves a complicated expression. The evaluation of F 2 (s) for s > α 2 will require numerical techniques.
Sieve Estimates
Recall that we seek to estimate the sum W . To ease notation, we follow Irving and write
W can then be written as
Let δ ∈ (α, β) and denote u = N δ , where δ < 1 2k
. Then W may be written as
We consider the linearized problem for S(A, z) and S * 1 in order to apply the BombieriVinogradov theorem, and the non-linearized problem for S * 2 for the elements outside of the level of distribution applicable to the Bombieri-Vinogradov theorem.
Since N = max A, we have N x k and so N 1/k
x. This suggests that the appropriate level of distribution for S(A, z) is θ 1 < 1 2k
. For S * 1 , our sequence is A p , thus the level of distribution is N θ 1 /p. For S * 2 , the sifting sequence is A p , where
we apply a two-dimensional sieve to A p with N θ 2 /p, where θ 2 < 1 k
. Then the level of distribution is N θ 2 /p. First, we apply the one-dimensional DHR sieve to S(A, z). By [4, Theorem 7.1], we have
Observe that (log log N θ 1 )
The sum on the right-hand side of (17) is bounded by
The first sum on the right-hand of (18) can be estimated using Lemma 2.2; we have
Next, we use Lemma 2.3 to bound the second sum on the right-hand of (18)
Observe that the first estimate dominates the second one. Moreover, V 1 (z) 1 log z and so the error term is
Equation (17) may therefore be written as
Applying the one-dimensional upper bound sieve, we arrive at the following lemma.
Lemma 5.1. If 0 < α < δ < θ 1 , then
Proof. We apply the one-dimensional upper bound DHR sieve with level of distribution N θ 1 /p to each p to obtain
Since p < N δ and δ < θ 1 , it follows that
For the error term, we appeal to Lemma 2.2 to get z p<u
Note that since 0 < α < δ, it follows that
and so
For the main term in (17), define
Partial summation gives us z p<u
We use (4) to obtain g(u)C(z, u) = g(u)(log u − log z + O (1)). Note that
However,
and so z p<u
This concludes the proof of the lemma.
The estimate for S * 2 is more involved. We first provide an estimate for S(A p , z) using a two-dimensional sieve with level of distribution N θ 2 /p, where p ∈ [z, y) and
. Then for any p such that p ∈ [z, y), we have
Proof. Suppose that p z, then
If we let A = {nf (n) : n ∈ (x, 2x]} . Then the inequality (21) tells us that we can apply an upper bound sieve to the sequence A p . Let d|P (z) and p sufficiently large so that p f (0). Then (d, p) = 1 and by the Chinese Remainder Theorem, we have #{a (mod dp) :
Also, for any ε > 0,
We apply the two-dimensional DHR sieve [4, Lemma 9.3] with level of distribution N θ 2 /p to get
First note that since p < N β and β < θ 2 , it follows that
The error term can be estimated as following using Lemma 2.3.
Lemma 5.3. Let α, β, and θ 2 satisfy the hypotheses of the previous lemma. If α < δ < β, then
Proof. By Lemma 5.2, we immediately have
The error term can be bounded by noting that u p<y
For the main term, let
From the proof of Lemma 5.1, we know that h(y) and
. We may thus use partial summation and (4) to see that u p<y
Next, we observe that by (7),
and by the Prime Number Theorem,
The lemma follows by combining (22) with (23) 
. By continuity of the sifting functions, for any ε > 0, we may take θ 1 and θ 2 sufficiently close to , respectively. Furthermore, the Prime Number Theorem gives us
We thus have the following lower bound for W .
in which we replaced η with its definition η = r + 1 − . It is now clear that one can deduce the results of Theorem 1 provided that one can find the suitable α, δ, and β satisfying 0 < α < δ < β < 1 k , δ < 1 2k , and β > 1 r + 1 such that
To ease notation, we let α 0 = kα, δ 0 = kδ, and β 0 = kβ, and make the observation that the above is the equivalent of
In the next section, we complete the proof of Theorem 1 by finding the optimal values of α 0 , δ 0 , and β 0 which will minimize r with respect to a given k, where they also satisfy the conditions 0 < α 0 < δ 0 < β 0 < 1, δ 0 < 1 2 , and β 0 k > 1 r + 1 .
P.-H. KAO 
Proof of Theorem 1
In order to improve upon Irving's results, one must extend the ranges of the sifting functions f 1 , F 1 , and F 2 which appeared on the right-hand side of (26). In particular, we will consider f 1 (s) in the range of 2 s 6, F 1 (s) in the range of 0 < s 5, and F 2 (s) in the range of 0 < s < 7. We remark all numerical computations of f 1 , F 1 , and F 2 are completed in Mathematica using the packaged developed by W. Galway [6] .
To this end, we take α 0 = 1 12
, so that f 1 ( and is elementary for s 5 6 . We seek the optimal choice of δ 0 that minimizes the right-hand side of (26). This can be accomplished by finding the δ 0 that minimizes the quantity inside the brackets of the inequality (26). In other words, we solve the equation In other words, β 0 k > 1 r + 1 .
We now proceed to find the admissible β 0 that will minimize the right-hand side of (26). To do this, we first set r(k, β 0 ) = k β 0 − 1 + 1 f 1 (6) Numerical computations suggest that the optimal β 0 's are less than 5 6 . Therefore F 2 (12 − 12s) is non-elementary in the interval [δ 0 , β 0 ). We approxmiate the optimal values of β 0 numerically and obtain the desired values for r(k, β 0 ). Table 2 . r(k, β 0 ) for k = 2, . . . , 6
For k 7, β 0 will be greater than 5 6 . In this case, we may write (27) as r(k, β 0 ) = k β 0 − 1 + 1 f 1 (6) 
