We consider the function f α,
Introduction
When f : (0, ∞) −→ (0, ∞) is continuous and satisfies f (1) = 1, we denote f ∈ C(0, ∞) + 1 . We call f ∈ C(0, ∞) + 1 symmetric if it holds f (t) = tf (1/t). For f, g ∈ C(0, ∞) + 1 , we define f g if the function
is positive definite, where a function ϕ : R −→ C is positive definite means that, for any positive integer n and real numbers x 1 , x 2 , . . . , x n , the n × n matrix [ϕ(x i − x j )]
Then it holds that M f (1, 1) = 1, M f (αs, αt) = αM f (s, t) (α > 0) and
if f is symmetric.
We define the inner product ·, · on M N (C) by X, Y = Tr(Y * X) for X, Y ∈ M N (C). When A ∈ M N (C), we can define bounded linear operator L A and R A on the Hilbert space (M N (C), ·, · ) as follows:
L A (X) = AX, R A (X) = XA for X ∈ M N (C).
If both H and K are positive, invertible matrix in M N (C) (in short, H, K > 0), then L H and R K are also positive, invertible operators on (M N (C), ·, · ) and satisfy the relation L H R K = R K L H . Using continuous function calculus of operators, we can consider the operator
In [4] , F. Hiai and H. Kosaki has given the following equivalent conditions for f, g ∈ C(0, ∞) + 1 satisfying the symmetric condition:
(1) there exists a symmetric probability measure ν on R such that
for all H, K, X ∈ M N (C) with H, K > 0.
(2) |||M f (L H , R K )X||| ≤ |||M g (L H , R K )X||| for all H, K, X ∈ M N (C) with H, K > 0 and any unitarily invariant norm ||| · |||, which means |||UX||| = |||X||| = |||XU||| for any unitary U ∈ M N (C) and any matrix X ∈ M N (C).
, R H )X for all H, X ∈ M N (C) with H > 0 and the usual operator norm · on M N (C).
(4) f g.
They also proved that, for a family of symmetric functions f a (t) = a−1 a t a −1 t a−1 −1 ∈ C(0, ∞) + 1 (a ∈ R), −∞ ≤ a < b ≤ ∞ ⇒ f a f b .
As an example, f 1/2 f 2 implies
So we can get the arithmetic-geometric mean inequality
because M f 1/2 (s, t) = s 1/2 t 1/2 and M f 2 (s, t) = (s + t)/2. This is known as McIntosh's inequality [10] .
In this paper, we consider the following function:
Under some condition, the second-named author investigated their operator monotonicity in [11] . The function f α,β ∈ C(0, ∞) + 1 is an extension of functions {f a : a ∈ R} in some sense and satisfies the symmetric condition. We also set
For α = (a 1 , a 2 , . . . , a n ), β = (b 1 , b 2 , . . . , b n ) ∈ R n , we define the relation |α| w |β| as follows:
for some permutations σ, τ on {1, 2, . . . , n}, where we denote (|a 1 |, |a 2 |, . . . , |a n |) by |α|. In this case we call that |β| weakly submajorises |α|. Our main result is as follows:
,
for any H, K ∈ M N (C) with H, K > 0 and any matrix X ∈ M N (C).
We can get an operator norm inequality for a pair of sequences of positive numbers if one sequence is weakly submajorise the other one. In a special case, we can completely determine the condition to get the related operator norm inequality.
.
We remark that this statement has been proved in [8] based on the facts given by [4] and [6] .
Positive Definite Functions and Infinitely Divisible Functions
We call a function ϕ : R −→ C positive definite if, for any positive integer n and any real numbers x 1 , x 2 , . . . , x n ∈ R, the matrix
By definition, it easily follows that the function x → e iax is positive definite for any a ∈ R. This implies the Fourier transformμ(x) = ∞ −∞ e ixt dµ(t) of a finite positive measure µ on R is positive definite. As Bochner's theorem [2] , it is known that ϕ is positive definite and continuous at 0 if and only if there exists a finite, positive measure µ on R satisfying 
is positive definite by (1), (2) , and (3) . So e ϕ is positive definite.
A positive definite function ϕ is called infinitely divisible if ϕ r is positive definite for any r > 0. When ϕ is the Fourier transform of a probability measure µ on R, i.e.,
we call ϕ the characteristic function of µ. It is known as Lévi-Khintchine theorem that ϕ is an infinitely divisible characteristic function if and only if it can be written as
with a finite positive measure ν and γ ∈ R. It is also known as Kolmogorov's theorem that ϕ is the characteristic function of an infinitely divisible probability measure µ with finite second moment if and only if
with a finite measure ν and γ ∈ R ([3], [9] ).
Lemma 2.2. Let a, b be positive numbers and set
Then the following are equivalent:
(2) f is positive definite.
is not positive for a sufficiently large x. So f is not positive definite. This means the positive definiteness of f implies a ≤ b.
(1) ⇒ (3) The function f (x) can be written as
:Corollary 3). So we have f is infinitely divisible when a ≤ b.
Using above integral expression of the function
is infinitely divisible if β ≥ α. 
, and
, we have the function
is also infinitely divisible.
Proof.
(1) For any r > 0, we have
By the assumption, Lemma 2.1 and Lemma 2.2, we can get the infinite divisibility of
is positive definite when
is positive definite. By the identity
we can get the positive definiteness of
Lemma 2.5. Let p be a prime number with p > 3. For any positive integer n, we have
is not positive definite.
Proof. We prove the Fourier transform of f is not positive by using the similar method in [6] :Lemma 5.2. Set the function
and define the closed curve C 1 + C 2 + C 3 + C 4 in C as follows:
for R > 0. We have
by the relation
Using this relation, we have, for a sufficiently large R,
So we can get
The singular points of f (z) in the rectangle
We can see that 0 and pπi are removable singularities, each kπi (k ∈ {1, 2, . . . , p− 1}) is a pole of order 1, each
When α ∈ {π, 2π, . . . , (p − 1)π}, the residue Res(e izs f (z) : αi) of e izs f (z) at αi is
n is analytic at αi. So this has the Taylor expansion at αi as follows:
where we remark that e k (α) does not depend on s. So we can compute
Res(e izs f (z) :
πi is a pole of order n − 1, by the similar argument, we have
for a suitable numbers {e n }. By the Cauchy Residue Theorem, we have
Then we have
When s tends to ∞, then the right-hand side of above identity tends to
that is,f (s) is not positive for a sufficiently large s. This means that f is not positive definite.
. It suffices to show f is not positive definite. Clearly we have f (0) = 1, and f (x) = f (−x). Since a 1 + a 2 + · · · + a n > b 1 + b 2 + · · · + b n , it follows lim x→∞ f (x) = ∞. Then the self-adjoint matrix
is not positive for a sufficiently large x. So f is not positive definite.
Proof. We may assume that a 1 ≥ a 2 ≥ . . . ≥ a n , b 1 = 1 ≥ b 2 ≥ . . . ≥ b n , and a 1 > 1. We can choose a prime number p such that
, and a n > 1 p − 1 . For n-tuples of positive numbers a = (a 1 , a 2 , . . . , a n ) and b = (b 1 , b 2 , . . . , b n ), we call that a is weakly submajorised by b (a w b) if there exists permutations σ, τ on {1, 2, . . . , n} satisfying
By Lemma 2.5 and Lemma 2.4(2), we have (sinh
Proof. It suffices to show that the function
. . , n}. We prove this statement using induction on n.
When n = 1, it follows from Lemma 2.2 since a 1 ≤ b 1 . We assume the statement is valid for some n and
is infinitely divisible by Lemma 2.1(3) and Lemma 2.2. If a j > b j for some j, then we may assume that
By the assumption of induction, we can see
is infinitely divisible and by Lemma 2.3 We remark that f (0) = 1 and f (x) = f (−x). We can get the following approximation values:
and |f (1) − 0.9981846167| ≤ 10 −10 .
Since |f (0)|, |f (1/3)|, |f (2/3)|, |f (1)| ≤ 1, we can get the following estimation:
by using these approximation values. This means that the 4 × 4 matrix (f (
is not positive. So we have f is not positive definite. We also use the following integral expression:
by Kosaki([9] : Corollary 3). Since log 3 sinh 8x sinh 6x sinh x sinh 9x sinh 4x sinh 4x = log 9 sinh 8x 8 sinh 9x − log 6 sinh 4x 4 sinh 6x + log 4 sinh x sinh 4x , we have log 3 sinh 8x sinh 6x sinh x sinh 9x sinh 4x sinh 4x =
where F (t) = f 1 (t) − f 2 (t) + f 3 (t) and f i 's are non-negative integrable functions as follows:
, f 2 (t) = t 2 sinh(πt/24) 2t sinh(πt/12) sinh(πt/8) ,
We set
, where
If we show that g(t) ≥ 0 for all t ∈ R, then so is F (t). This implies the infinite divisibility of the function sinh 8x sinh 6x sinh x sinh 9x sinh 4x sinh 4x .
By the formulas
we have sinh a sinh b sinh c sinh d
Using this relation, we can get g(144s/π) =(sinh(s) sinh(12s) sinh(18s) sinh(72s) − sinh(6s) sinh(9s) sinh(8s) sinh(72s) + sinh(54s) sinh(9s) sinh(8s) sinh(12s)) = 1 8 (cosh 103s + 2 cosh 83s + 2 cosh 77s + 2 cosh 49s + 2 cos 43s − cosh 101s − cosh 95s − 3 cosh 67s − cosh 65s − cosh 61s − cosh 59s − cosh 25s)
where So g(t) is non-negative for all t ∈ R.
Remark. We have already shown in Lemma 2.3 that the function f (x) = bd sinh ax sinh cx ac sinh bx sinh dx is infinitely divisible for any positive numbers a, b, c, d with b > max{a, c} and a + c = b + d. As stated in [9] :Theorem 5, the density function F appeared in the integral expression as below becomes even, positive and integrable (i.e., F (t) admits a finite limit at the origin and rapidly decreasing at ∞) :
and
When n ≥ 2 and two sequences α = (a 1 , a 2 , . . . , a n ) and β = (b 1 , b 2 , . . . , b n ) of positive numbers satisfy the following condition:
is also infinitely divisible by Theorem 2.8. By the argument in the proof of Theorem 2.8, we can see that g(x) is written by the product f 2 (x) , . . ., and f n−1 (x), where each f i (x) has the form
For examples, we have the following expressions:
sinh 6x sinh 5x sinh 3x sinh 9x sinh 4x sinh x = sinh 6x sinh 3x sinh 8x sinh x × sinh 5x sinh 8x sinh 9x sinh 4x , sinh 7x sinh 5x sinh 4x sinh 9x sinh 6x sinh x = sinh 7x sinh 5x sinh 9x sinh 3x × sinh 4x sinh 3x sinh 6x sin x .
This means that, the density function G appeared in the integral expression as below is also even, positive and integrable:
r has the following form for any r > 0:
We can also see that g(x) is infinitely divisible by Lemma 2.1(4).
Proof of Theorems and Applications
For a, b ∈ R, we define
where we use the notation (t a − 1)/a = log t if a = 0. Then the function f a,b : (0, ∞) −→ (0, ∞) is continuous with f a,b (1) = 1 (i.e., f a,b ∈ C(0, ∞)
So we only consider the case a, b ≥ 0. For α = (a 1 , a 2 , . . . , a n ), β = (b 1 , b 2 , . . . , b n ) ∈ R n , we define the function as follows:
and we also use the notation (t a − 1)/a = log t if a = 0. Then the function f α,β also satisfies f α,β ∈ C(0, ∞) + 1 and f α,β (t) = tf α,β (1/t). If we defineα = (−a 1 , a 2 , . . . , a n ), that is,α is replaced a 1 by −a 1 in α, then we have
This means f α,β (t) = f |α|,|β| (t), where |α| = (|a 1 |, |a 2 |, . . . , |a n |).
Proof of Theorem 1.1 For α, β ∈ R n and α ′ , β ′ ∈ R m , it suffices to show that the function
is positive definite. By Lemma 2.1(2) and the fact f α,β = f |α|,|β| , we may assume that each component of α, β, α ′ and β ′ is positive. By the calculation
the function h(x) has the following form:
By Theorem 2.8, h(x) is infinitely divisible, in particular positive definite if (a 1 , a 2 , . . . , a n ,
For α, β ∈ R n , we set M α,β (s, t) = tf α,β (s/t). Then M α,β (s, t) can be written as follows:
b i sinh(a i (log s − log t)/2) a i sinh(b i (log s − log t)/2) .
Let k be a positive integer smaller than n. For 1 ≤ i 1 < i 2 < · · · < i k ≤ n, we define α \ (i 1 , i 2 , . . . , i k ) ∈ R n−k by deleting the i 1 -th, i 2 -th, . . . and i k -th components from α. If α, β ∈ R n satisfy the relation |α| w |β|, then we have f α\(i 1 ,i 2 ,...,i k ),β\(j 1 ,j 2 ,...,j k ) (t) r f (b j 1 ,b j 2 ,...,b j k ),(a i 1 ,a i 2 ,...,a i k ) (t) r for any r > 0 by Theorem 1.1, where it is also assumed 1 ≤ j 1 < j 2 < · · · < j k ≤ n. In the case r = 1, we can get the following operator norm inequality:
|||M α\ (i 1 ,i 2 ,...,i k ),β\(j 1 ,j 2 ,. ..,j k ) (L H , R K )X||| ≤|||M (b j 1 ,b j 2 ,...,b j k ),(a i 1 ,a i 2 ,...,a i k ) (L H , R K )X||| for any H, K, X ∈ M N (C) with H, K > 0.
As an example, we consider α = (8, 8, 7, 5, 3) and β = (10, 9, 6, 4, 2) ∈ R 5 . It is clear α w β. If we choose as i 1 = 1, i 2 = 4, j 1 = 2 and j 2 = 5, then we have |||M (8, 7, 3) , (10, 6, 4) (L H , R K )X||| ≤ |||M (9, 2) , (8, 5) (L H , R K )X|||.
By using our method, if we choose i 1 = 2 and j 1 = 2 for α = (1, 1) w (1, 2) = β, then we can get McIntosh's inequality
for all H, K, X ∈ M N (C) with H, K > 0, because t 1/2 = f (1),(1) (t) f (2),(1) (t) = (1 + t)/2.
Proof of Theorem 1.2 At first, we show that, for a 1 ≥ a 2 > 0 and 
