Size averaging of irrelevant stimuli cannot be prevented  by Oriet, Chris & Brand, John
Vision Research 79 (2013) 8–16Contents lists available at SciVerse ScienceDirect
Vision Research
journal homepage: www.elsevier .com/locate /v isresSize averaging of irrelevant stimuli cannot be prevented
Chris Oriet a,⇑, John Brand b
aDepartment of Psychology, University of Regina, Canada
bDepartment of Psychology, Concordia University, Canadaa r t i c l e i n f o
Article history:
Received 29 May 2012
Received in revised form 12 November 2012
Available online 27 December 2012
Keywords:
Perceptual averaging
Divided attention
Set representation
Attention
Gist0042-6989/$ - see front matter  2012 Elsevier Ltd. A
http://dx.doi.org/10.1016/j.visres.2012.12.004
⇑ Corresponding author. Address: Department o
Regina, 3737 Wascana Parkway, Regina, Saskatchewa
E-mail address: chris.oriet@uregina.ca (C. Oriet).a b s t r a c t
Research suggests that subjects can compute the mean size of two sets of interspersed objects concur-
rently, but that doing so incurs a cost of dividing attention across the two sets. Alternatively, costs
may arise from failing to exclude irrelevant items from the calculation of mean size. Here, we examined
whether attention can be selectively deployed to prevent the inclusion of items from an irrelevant, con-
currently displayed set in the computation of the relevant set’s mean size. The results suggest that mean
size is computed prior to the deployment of attention, failing to exclude processing of items that are irrel-
evant to the task. The inﬂuence of the irrelevant items is evident both with brief exposures of the set
(200 ms) and in a simultaneous judgment task with unlimited viewing time, suggesting that attention
cannot be effectively deployed to facilitate selective averaging of the size of the relevant set. Size averag-
ing appears to precede the deployment of selective attention, suggesting that it may be carried out auto-
matically, without intention.
 2012 Elsevier Ltd. All rights reserved.1. Size averaging of irrelevant stimuli cannot be prevented
The tendency of the visual system to extract statistical proper-
ties from a set of items rather than to encode its individual ele-
ments is well documented. Researchers have demonstrated that
observers can compute the average orientation (Dakin & Watt,
1997; Parkes et al., 2001), brightness (Bauer, 2009), direction of
motion (Watamaniuk, Sekuler, & Williams, 1989), or size (Ariely,
2001; Chong & Treisman, 2003, 2005a) of sets of similar items,
and can even summarize higher order properties of sets of more
complex objects, such as the mean emotion (Haberman &Whitney,
2007, 2009), sex (Haberman & Whitney, 2007), or identity (de
Fockert & Wolfenstein, 2009) of sets of faces. Such statistical sum-
maries are argued to be formed outside of the focus of attention
(Alvarez & Oliva, 2008; Chong & Treisman, 2003) and to rely on
representations established relatively early in perceptual process-
ing before subjects become aware of the identity of individual ob-
jects (Choo & Franconeri, 2010; Corbett & Oriet, 2011; Haberman &
Whitney, 2011; but see Jacoby, Kamke, & Mattingley, in press).
Much recent research has focused on observers’ abilities to
compute the average size of objects, and the extent to which this
ability can be characterized as an automatic process. Although de-
bate persists about whether the number of items that can be sum-
marized lies within known limits of focal attention and workingll rights reserved.
f Psychology, University of
n, Canada S4S 0A2.memory (de Fockert & Marchant, 2008; Marchant, de Fockert, &
Simons, 2013; Myczek & Simons, 2008; Simons & Myczek, 2008)
or exceeds those limits (Chong et al., 2008; Chong & Treisman,
2003, 2005a, 2005b; Robitaille & Harris, 2011), researchers are
generally in agreement that some sort of ensemble representation
forms the basis of judgments in size averaging tasks (Alvarez,
2011). The extent to which size averaging is automatic, however,
is a subject of current debate, with both the speed of the process
(Whiting & Oriet, 2011) and the extent to which attention can be
divided to compute the mean sizes of two sets of objects without
cost (Brand, Oriet, & Sykes Tottenham, 2012) called into question.
In this paper, we address a different aspect of the automaticity of
perceptual averaging, focusing on the extent to which size averag-
ing is carried out without conscious intent for items that are to be
ignored.
Visual sets often contain distinct sub-groups, and occasionally it
is useful to compare the statistical properties of one group to the
statistical properties of another. For example, consider the situa-
tion in which the driver of a large vehicle is looking for a parking
spot in a crowded parking lot. One strategy for locating a large spot
is to quickly estimate the average size of vehicles in the different
parts of the lot; the part of the lot with the larger vehicles is more
likely to have the larger spots. In this example, the ability to rapidly
compare the average size of two spatially-segregated sub-groups is
beneﬁcial in circumventing the need to undertake time-consuming
serial search. As such, it seems reasonable that the visual system
should be able to compute the mean size of two different sets of
items concurrently after segregation into sub-groups, with a fair
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this segregation could be done preattentively, minimizing the po-
tential for interference between the groups to be compared.
Chong and Treisman (2005b) addressed these possibilities by
examining whether mean size can be computed for two different
sets of objects (circle sets distinguished by color). Subjects viewed
a display containing two sets of circles, one in red and one in green,
randomly distributed throughout the display. Following the offset
of this display, two probe circles were shown. The size of one circle
corresponded to the mean size of one of the sets (the relevant set)
and the size of the other circle was titrated to yield 75% correct
performance across trials. Subjects were instructed to determine
which of the two probes corresponded to the average size of the
circles shown in the display in the relevant color. On some trials,
the relevant set was pre-cued with two lines appearing in the rel-
evant color prior to the onset of the display. On other trials, the rel-
evant set was post-cued; subjects learned which color set’s mean
was to be reported when the probes appeared, with the probes
sharing the relevant set’s color. In a control condition, only one
of the two color sets was displayed.
Chong and Treisman (2005b) reasoned that if mean size is com-
puted following the segregation of items into sets, subjects should
be able to reliably identify which of two probes corresponds to the
mean size of one of the sets. Further, if the mean size of both sets
can be computed concurrently, subjects should be able to perform
this task at rates better than expected by chance even when they
are not told in advance which set will be cued. Finally, if the two
means can be computed concurrently without cost, they reasoned
that there will be no advantage to telling subjects in advance
which mean will have to be reported at the end of the trial because
the means of both sets will be computed in parallel. The authors
found that pre-cueing the relevant color set yielded no better per-
formance for estimating the mean size of the relevant set than dis-
playing the sets ﬁrst and then post-cueing the relevant color.
Chong and Treisman interpreted this ﬁnding as evidence that sub-
jects were able to ﬁrst preattentively segregate the two sets of
items on the basis of color and then calculate the mean size of
the two sets concurrently, without cost. The authors concluded
that size averaging is an automatic process, able to be carried out
for two sets of items as easily as for one.
Recently, Brand et al. (2012) conﬁrmed that subjects could in-
deed compute two means concurrently, but challenged Chong
and Treisman’s (2005b) assertion that attention could be divided
across the two sets without cost. Brand et al. argued that the meth-
od used to probe performance in their task allowed subjects to cir-
cumvent the need to compute two means, which in turn yielded
similar performance across the pre-cued, post-cued, and single
set conditions. By eliminating this confound, Brand et al. demon-
strated reliable costs of post-cueing the relevant set in Chong
and Treisman’s task, suggesting that although two means could
be computed concurrently, there was a clear cost in performance
when the relevant set was post-cued.
The fact that performance improves when the relevant set is
pre-cued suggests that selective attention functions in some way
to protect the calculation of the relevant set’s mean from interfer-
ence from the irrelevant set. One possibility is that selectively
attending to the pre-cued set allowed subjects to ﬁlter out the
irrelevant set altogether, restricting attention to processing only
the items in the relevant set. Consistent with this interpretation,
Brand et al. (2012), like Chong and Treisman (2005b) observed
similar performance in the pre-cued and single set conditions, as
would be expected if pre-cueing the relevant set effectively re-
duced the pre-cue condition to the single set condition.
Alternatively, if mean size is computed for all visible items in a
display prior to selection, subjects may not be able to prevent
inclusion of items from the irrelevant set in the calculation of themean size of the relevant set. Consistent with this interpretation,
Brady and Alvarez (2011) found that subjects appeared to encode
separate mean sizes of two colored sets of circles when instructed
to do so, but encoded the mean of the entire set when not in-
structed to encode separate means. This suggests that encoding
two means is indeed more effortful than encoding one, but it does
not speak to the present question of whether subjects can selec-
tively deploy attention to a relevant set of items to prevent includ-
ing items from an irrelevant set when computing the mean size of
the relevant set.
A limitation of the cueing paradigm discussed above is that it is
not adequate for addressing the question of whether calculation of
mean size can be prevented. In the post-cued condition, either set
can be cued, so subjects must try to compute both sets’ means, but
in the pre-cued and single set conditions, attention could either be
restricted to one set, or the mean sizes of both sets could be com-
puted concurrently. Both accounts predict similar performance
across the single set and pre-cued conditions in which only one
set’s mean needs to be remembered, and both predict costs relative
to the post-cued condition, in which both sets’ means need to be
remembered. Thus, the post-cueing paradigm cannot address the
question of whether attention can be selectively deployed to the
relevant set, excluding processing of the irrelevant set altogether.
In the present work, we introduce a new paradigm that allows
us to determine whether selective attention can be deployed to the
relevant set to prevent processing of the irrelevant set. We asked
subjects to compute the mean length of one set of objects while
the mean length of a second set was experimentally manipulated.
If variation in the irrelevant set inﬂuences judgments of the mean
size of the relevant set despite the instruction to focus attention on
one set only, then selective attention is unable to protect the calcu-
lation of the relevant set’s mean from interference that arises from
the presence of an irrelevant set. In this scenario, ﬁnding that the
mean size is biased by the presence of irrelevant items, even when
processing these is unnecessary and potentially detrimental to per-
formance, would be a clear indication that calculation of the rele-
vant set’s mean size occurs prior to deployment of attention to
the relevant items. If judgments of mean size are accurate in the
presence of this potentially interfering information, then selective
attention serves to prevent processing of the irrelevant set alto-
gether, suggesting that calculation of mean size is not strongly
automatic and can be postponed until attention has selected the
relevant set when it is advantageous to do so.
In Experiment 1, we demonstrate that items from an irrelevant
set are included in computation of a relevant set’s mean even when
subjects attempt to selectively attend to one set and ignore the
other. In Experiment 2, we conﬁrmed that unintentional process-
ing of items from an irrelevant set interferes with judgments of
the relevant set’s mean length by showing that interference per-
sists even when subjects are given unlimited time to view the
two sets.2. Experiment 1
In Experiment 1, subjects viewed displays of horizontal lines
interspersed among vertical lines, and were instructed to compute
the average length of one set while ignoring the other. Subjects
compared two sets of six items directly, one on the left half of
the display and one on the right (Fig. 1); this method was previ-
ously used by Chong et al. (2008) among others. In two conditions,
each (relevant) set to be compared was accompanied by an irrele-
vant set. In these conditions, we varied whether the mean length of
the irrelevant set matched or mismatched (i.e., was 20% or 40%
shorter or longer than) the mean length of the relevant set. If sub-
jects can ﬁlter out the irrelevant set altogether, no effect of varying
Fig. 1. Example of displays viewed by subjects in each experiment. In Experiment 1, subjects judged which side (left or right) had the larger average width or length; the
mean length of an irrelevant set of items on the left side when present either matched or mismatched the mean length of the relevant set on the left side. In Experiment 2,
subjects adjusted the mean length of the relevant set on the right side until it matched the mean length of the relevant set on the left side. Relevant set = horizontal lines;
irrelevant set = vertical lines. In Experiment 1, Matched trial: RLeft = ILeft = RRight = IRight. Mismatched trial: ILeft > (or <) RLeft = IRight = RRight. In Experiment 2, matched trial:
ILeft = RLeft > (or <) IRight = RRight. Mismatched trial: RLeft > (or <) ILeft = RRight = IRight.
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sponses are systematically biased in the direction suggested by
the irrelevant set’s mean size, then this would suggest that calcu-
lation of mean size cannot be restricted to the relevant set of items.
One might argue that comparing the two relevant sets in the
presence of two irrelevant sets increases the difﬁculty of selecting
the relevant set relative to previous work because there are effec-
tively four sets of items, rather than the usual two. To control for
this, we included a single set condition in which the irrelevant
items were omitted; increased selection difﬁculty would be indi-
cated by reliable differences between the matched and single set
conditions.2.1. Method
2.1.1. Subjects
Thirty-six undergraduate students from the University of Regi-
na (29 female) ranging in age from 17 to 39 with a mean age of
20.4 years participated in exchange for partial course credit. None
of the subjects participated in the other experiments reported in
this article. All self-reported normal or corrected-to-normal vision.2.1.2. Stimuli and apparatus
Stimuli consisted of non-intersecting vertical and horizontal
line segments ranging in length from 8 pixels to 58 pixels. Sets of
six items were generated so as to yield sets with a mean length
of 18, 24, 30, 36, 42, and 48 pixels. Stimuli were presented in black
on a white background and presented on a CRT monitor set to re-
fresh at 60 Hz with a display resolution of 640  480 pixels. The
display was divided into 8 rows of 6 imaginary 80 pixel  80 pixel
boxes. Half of the stimuli were presented on the left half of the dis-
play and half on the right (Fig. 1). The location of each line was
determined at random with the constraint that no line could ap-
pear within the column of boxes on either side of ﬁxation, nor
within the top or bottom row of boxes. Thus, each group occupied
an area 3 boxes wide and 4 boxes high (240  320 pixels), subtend-
ing an area of 9.6 by 12.8 of visual angle when viewed from a dis-
tance of 54 cm.Three conditions were tested, one with two groups of lines (sin-
gle set condition) and two with four groups of lines (matched and
mismatched conditions). Each group consisted of six vertical lines
and six horizontal lines.
In the single set condition (one third of trials), only lines of one
orientation (vertical lines or horizontal) were displayed, with one
group of lines presented on the left side of the screen and one
group of lines presented on the right side of the screen. The mean
length of the lines on the left side of the display (denoted RLeft) was
always equal to the mean length of the lines on the right side of the
display (RRight), but composed of a different set of randomly-gener-
ated items with the same mean to make it less obvious that the
means were in fact identical.
On one third of trials (matched trials), the mean length of the
relevant attribute on each half of the display was equal, with each
set comprised of different items, as in the single set condition.
However, in this condition, each relevant set was accompanied
by an irrelevant set (denoted ILeft and IRight), which was created
by simply rotating the elements on each side of the display by
90. Thus, in this condition, RLeft = ILeft = RRight = IRight.
On the remaining one third of trials (mismatched trials), RLeft
was again equal to RRight, as in the other conditions, and RRight =
IRight, as in the matched condition. However, in contrast to the
matched condition, in this condition ILeft was greater or less than
RLeft by 20 or 40%. Thus, in the mismatched condition, RLeft =
RRight = IRight, but ILeft was 40%, 20%, 20%, or 40% larger than RLeft.
This was done by randomly generating a new set of items that had
the required mean length, rather than by scaling all items in the set
by a constant.2.1.3. Procedure
Half of subjects were randomly assigned to judge the width of
the horizontal lines appearing in the display; the other half judged
the height of the vertical lines. Whether subjects judged width or
height had no inﬂuence on performance, so the results are col-
lapsed over this variable in both experiments reported in this arti-
cle. Each trial began with a ﬁxation marker (a ‘+’ sign) displayed for
1000 ms. The display was cleared and remained blank until the
two groups of items were presented. After 200 ms, the display
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jects were instructed to determine whether the average length of
the relevant set was greater on the left half of the display or on
the right half; in fact, the average length of the relevant set was
the same across the two halves of the display. To indicate the left
side, subjects pressed the ‘‘4’’ key on the number pad with the in-
dex ﬁnger of their right hand; to indicate the right side, they in-
stead pressed the ‘‘6’’ key with the ring ﬁnger. Responses were
unspeeded and no feedback was provided. Responding initiated
the next trial by returning the ﬁxation cross to the screen. Subjects
completed one block of 10 practice trials, followed by 12 blocks of
24 experimental trials; data from practice trials were not analyzed.
Each combination of match and disparity (dummy coded for the
single set and matched conditions) was presented twice within
each block of 24 trials.2.2. Results
The mean proportion of ‘‘left side is larger’’ responses (i.e., the
proportion of trials on which subjects chose the side that was
biased in the mismatched condition) was computed for each sub-
ject in each of the three display conditions (matched, mismatched,
single set) as a function of the degree of disparity between RLeft and
ILeft. Because there is no such disparity in the matched condition,
and no irrelevant set in the single set condition, disparity was
dummy coded for those two conditions by randomly assigning
one of the four disparity values to each single set and matched
trial. Subject means were averaged to produce group means, which
are displayed in Fig. 2. As is evident in the ﬁgure, the probability
that subjects indicated that the average length of the relevant set
was greater on the biased side systematically increased as dispar-
ity increased from 40% (i.e., ILeft is 40% smaller than RLeft) to +40%
(ILeft is 40% larger than RLeft). A repeated-measures ANOVA revealed
a signiﬁcant interaction between condition (matched, mismatched,
or single set) and disparity (40%, 20%, +20%, and +40%),
F(6,210) = 2.86,MSE = .012, p < .02, g2p = .08; neither the main effect
of condition nor the main effect of disparity was signiﬁcant, both0.40 
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Fig. 2. Proportion of trials on which the mean length of the relevant set on the left
side was judged to be larger than on the right side in Experiment 1. Results are
displayed as a function of condition (mismatched, matched, single set) and disparity
(mean length of irrelevant set on left side is 20% or 40% smaller than the relevant set
on the left side, denoted as 20%, and 40%, respectively) or 20% or 40% larger.
Black solid line/black circles: mean lengths of relevant and irrelevant sets
mismatch. Gray solid line/gray diamonds: mean lengths of relevant and irrelevant
sets match. Black dashed line/white triangles: single set condition. Error bars
represent 95% within-subjects conﬁdence intervals.Fs < 1, and there was no signiﬁcant difference between perfor-
mance on the matched (48.2%) and single set trials (46.3%),
t(35) = 1.09, p > .28, conﬁrming that selection of the relevant set
was of similar difﬁculty across these conditions. A trend analysis
carried out on the mismatched condition indicated that the proba-
bility the biased side was chosen as larger increased linearly across
the range of disparities tested, conﬁrming judgments of the rele-
vant set’s mean size were biased in the direction of the irrelevant
set’s mean size, F(1, 35) = 6.68, MSE = .022, p < .02, g2p = .16.
2.3. Discussion
In this experiment, responses were biased by irrelevant items
that should have had no effect on performance if selective atten-
tion could successfully ﬁlter out the irrelevant set. Here, there
was only one possible source of bias, the irrelevant set on the left
side of the display. Performance was similar in the single set and
matched conditions, but differed markedly across disparity in the
expected direction in the mismatched condition, suggesting an
inﬂuence of the irrelevant set. However, with a brief exposure
duration (200 ms) subjects may have opted to encode all informa-
tion available as quickly as possible while the items were visible,
rather than isolating the relevant items in each group and ﬁltering
out the irrelevant set. This would have the unintended conse-
quence of encouraging subjects to determine the mean size of both
sets, or to determine the mean size of the entire set, even if they
were perfectly capable of selectively attending to just one. More-
over, in Experiment 1 the means of three of the subsets (i.e., RLeft =
RRight = IRight) matched across the two displays on mismatched tri-
als which may have made the disparity between the mean of the
irrelevant set and the mean of the relevant set salient to subjects.
This in turn may have made it difﬁcult to avoid attending to the
irrelevant set, especially given there was no correct response in
the task, or may have encouraged subjects to select the wrong
set on some subset of trials, although the fact that subjects were
instructed to attend to the same relevant dimension throughout
the experiment makes this unlikely. It is also possible that
200 ms simply wasn’t sufﬁcient to allow attention to be selectively
deployed to the relevant group of items. To address these possible
limitations, in Experiment 2 we created a new version of the task
that ensured the display could be observed for an unlimited dura-
tion, decreasing the likelihood that observers were uncertain about
which set to select.3. Experiment 2
The purpose of Experiment 2 was to replicate the ﬁnding that
the presence of an irrelevant set biased judgments of the mean size
of the relevant set in a situation in which displays remain visible
for an unlimited duration. In this experiment, subjects were in-
structed to adjust elements in one set until their mean length
matched that of another set. Subjects were free to view the dis-
plays for as long as they liked and the displays remained in view
until the observer was satisﬁed with the match. As such, subjects
should have had ample time to identify the relevant set and selec-
tively attend to it if they could have done so.
3.1. Method
3.1.1. Subjects
Thirteen undergraduate students (7 female) volunteered their
participation in exchange for partial course credit. None of the sub-
jects participated in Experiment 1. Subjects ranged in age from 18
to 34 with a mean age of 21.5 years. All subjects self-reported nor-
mal or corrected-to-normal vision.
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Stimuli in the initial display (prior to adjustments by the sub-
ject) were chosen as in Experiment 1 except that RRight was initially
40%, 20%, +20%, or +40% longer than the value of RLeft, which
was necessary to ensure subjects would be encouraged to make
adjustments to the displays. It is important to note that RLeft and
RRight were chosen from two different, randomly-generated sets
(i.e., if the right set was on average 40% smaller than the left, the
right set was not just the same items as in the standard set with
each reduced by 40% in length). This is important because it en-
sured that subjects could not accurately match the mean lengths
of the relevant set on the two sides by choosing a single item on
the right side (for example, the largest), then reducing the size of
all items until the largest item on the right matched the largest
item on the left.
As in Experiment 1, the mean size of the relevant and irrelevant
sets on the unbiased (comparison) side were equal (and the two
sets consisted of the same elements in opposite orientations),
throughout adjustment. In the single set condition, lines of only
one orientation (horizontal or vertical, counterbalanced across
subjects) were shown. In the matched condition, ILeft was equal
to RLeft and consisted of exactly the same lines in the opposite
orientation.
In the critical mismatched condition, ILeft differed from RLeft, as
in Experiment 1. However, to ensure the irrelevant set on the
biased side did not stand out, its value was set to be exactly equal
to IRight. IRight, in turn, was always equal to RRight, to ensure that any
bias could be attributed to the irrelevant set on the left side of the
display. As a result, when RRight was (initially) 40% smaller than
RLeft, ILeft was also 40% smaller than RLeft. That is, in the mismatched
condition disparity is deﬁned as both the difference between RRight
and RLeft, and as the difference between ILeft and RLeft.
For example, if on a given trial RLeft was 100 and RRight was (ini-
tially) 60, RRight would be 40% smaller than RLeft making the dispar-
ity value for this trial 40%. ILeft must equal the initial value of
IRight, which in turn must equal the initial value or RRight, so ILeft
is also 60. Thus, a trial with a disparity of 40% would indicate that
both RRight (initially) and ILeft are 40% smaller than RLeft.
If RLeft is biased to appear smaller by the presence of a 40% smal-
ler ILeft in this example, subjects should be more conservative in
adjusting RRight to match RLeft because RRight will already be per-
ceived as matching RLeft better than it objectively does. For exam-
ple, subjects would be expected to adjust RRight upward from 60 to
a value close to 100 if the presence of ILeft had no effect, but to set-
tle on a smaller value (say, 90) if the presence of a smaller ILeft
interferes with judgments of RLeft; if so, the error in subjects’ esti-
mates would be 10.-8 
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Fig. 3. Mean error in the perceptual judgment task of Experiment 2. Positive values
indicate RRight was set to a larger value than RLeft; negative values indicate that RRight
was set to a smaller value than RLeft. Results are displayed as a function of condition
(mismatched, matched, single set) and disparity (mean length of irrelevant set on
left side is 20%, 40%, +20% or +40% larger than the relevant set on the left side
and equal to the mean length of the relevant and irrelevant set on the right side.
Black solid line/black circles: mean lengths of relevant and irrelevant sets
mismatch. Gray solid line/gray diamonds: mean lengths of relevant and irrelevant
sets match. Black dashed line/white triangles: single set condition. Error bars
represent 95% within-subjects conﬁdence intervals.3.1.3. Procedure
Subjects were instructed to adjust either the width of the hori-
zontal lines or the height of the vertical lines (manipulated be-
tween subjects) on the right half of the display (comparison side)
until the average length of the relevant set on the right matched
the average length of the relevant set on the left (standard). To
do so, they pressed the ‘‘4’’ key on the number pad to decrease
the length of each item (both vertical and horizontal lines) by
the same amount (2 pixels; a decrease of one pixel on each end
of the line so that its center remained constant across adjust-
ments); pressing the ‘‘6’’ key increased the length of each line by
2 pixels. By increasing the length of the items in both the relevant
and irrelevant sets concurrently, the mean length of the relevant
set remained equal to that of the irrelevant set on the unbiased
(right) side. Adjusting the lines on the right half of the display
had no effect on the lengths of the lines on the left half of the
display.Subjects were free to adjust the lines back and forth until they
were satisﬁed with their response, with the constraint that the
smallest line in the set could not be decreased to less than 1 pixel,
and the longest line could not be increased beyond 79 pixels; at-
tempts to do so were met with a short beep sound and no change
in the lines. To indicate that their adjustments were complete, sub-
jects pressed the ‘‘0’’ key on the number pad with their right
thumb. Subjects completed one block of 10 practice trials followed
by 9 blocks of 24 experimental trials; data from practice trials were
not analyzed. All other aspects of the stimuli, apparatus, and pro-
cedure were as in Experiment 1.3.2. Results
The dependent variable of interest was the average error, in pix-
els. Negative error scores indicate that the post-adjustment mean
length of RRight (i.e., the PSE) was smaller than the mean length
of RLeft; positive values indicate RRight was set to a larger value than
RLeft. The mean error score was computed for each subject in each
condition and averaged to produce group means, which are dis-
played in Fig. 3. Group means were analyzed with a repeated-mea-
sures ANOVA with the factors condition (matched, mismatched,
single set) and disparity (matched and single: initial RRight is
40%, 20%, +20%, or +40% larger than RLeft; mismatched: both ini-
tial RRight and ILeft are 40%, 20%, +20%, or +40% larger than RLeft).
Not surprisingly, the ﬁnal value of RRight was strongly inﬂuenced
by its initial value, reﬂecting the well-known effect of anchoring by
endpoint values often observed in experiments using the method
of adjustment (e.g., Woodworth & Schlosberg, 1954; pp. 232–
233.). Subjects made conservative adjustments in all conditions;
that is, when the initial value of RRight was smaller than RLeft, sub-
jects settled on an RRight value that was smaller than RLeft; when the
initial value of RRight was larger than RLeft, subjects settled on an
RRight value that was larger than RLeft. However, for the mismatched
condition, the PSE was more conservative than in the other two
conditions, suggesting that subjects were biased by ILeft in this con-
dition. As expected, the PSE varied with disparity in a linear fash-
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function in Fig. 3), RRight was set to a smaller value in the mis-
matched condition than in the matched and single set conditions,
and when ILeft was larger than RLeft (right half of each function in
Fig. 3), RRight was set to a larger value. This pattern led to a signif-
icant Condition  Disparity interaction, F(6,72) = 8.34, MSE = 2.78,
p < .001, g2p = .41. Analysis of trend components indicated a signif-
icant linear trend of disparity within all three conditions (all
Fs > 32.0, all ps < .001), reﬂecting the fact that the initial disparity
between the means of the relevant sets across the two halves of
the display strongly inﬂuenced estimates of the PSE. More impor-
tantly, the analysis revealed that the linear trend of disparity var-
ied as a function of condition, F(1,12) = 11.7, MSE = 7.95, p < .006,
g2p = .50. To better understand this interaction, the analysis was re-
peated by excluding the critical mismatched condition. In this
analysis, no such interaction was present, F(1,12) = .05, MSE = .54,
p > .82, g2p = .004. Moreover, a calculation of Tukey’s HSD using
q(6, 72) = 4.13 revealed that a difference of 1.91 was signiﬁcant
at a = .05. By this criterion, both the mismatched and matched con-
ditions, and the mismatched and single conditions were reliably
different at disparities of 40% and 20%, conﬁrming that the
interaction resulted from the larger differences in error observed
when the mean length of the irrelevant set on the left side of the
display varied from the mean length of the relevant set on that
side. As a ﬁnal check, the mean absolute error in the 40% and
+40% conditions, combined, was computed for each condition
(mismatched, matched, and single set) and compared to the mean
absolute error in the respective 20% and +20% conditions using a
2 (absolute disparity)  3 (condition) repeated measures ANOVA.
Absolute error was greater in the ±40% conditions (M = 5.93 pixels)
than in the ±20% conditions (M = 4.80 pixels), leading to a signiﬁ-
cant main effect of absolute disparity, F(2,24) = 7.52, MSE = .70,
p < .004, g2p = .39. The analysis also revealed a signiﬁcant interac-
tion, F(2,24) = 3.77, MSE = .46, p < .04, g2p = .24, both of which com-
pletely disappeared when the analysis was repeated without the
critical mismatch condition, (F = 1.30, p > .27, and F < 1, for the
main effect and interaction, respectively) suggesting the larger
absolute error observed in the ±40% disparity conditions relative
to the ±20% disparity conditions arises from the mismatch
condition.
3.3. Discussion
In Experiment 2, subjects were instructed to adjust the mean
length of a set of line segments until its mean length appeared to
match the mean length of another set of line segments. In all con-
ditions, subjects were quite precise in their estimates (mean error
<6 pixels), although it should be noted that this precision is likely
at least partially attributable to the fact that the length of each line
had to be adjusted in constant 2 pixel increments. Because of this,
adjustments to sets with a small mean (e.g., 18 pixels) represented
a proportionally larger adjustment with each key press (11% in-
crease or decrease) than adjustments to sets with large means
(e.g., 48 pixels; 4% increase or decrease). Consistent with this,
average error varied with the mean size of the sets, ranging from
.28 to 3.97 pixels for sets with a mean of 18 pixels, and from
2.60 to 10.47 pixels for sets with a mean of 48 pixels.
The presence of an irrelevant set of lines systematically biased
estimates of the point of subjective equality in the direction of
the mean length of the irrelevant set. By carefully controlling the
relationship between the irrelevant and relevant sets on each half
of the display, the results conﬁrm that it is processing of the irrel-
evant set of items on the left half of the display that inﬂuenced the
estimated mean length of the relevant set. Speciﬁcally, perfor-
mance was nearly identical when the irrelevant set was present
(but its mean length matched the mean length of the relevantset) as it was when the irrelevant set was absent altogether. This
was observed despite the fact that, in contrast to Experiment 1,
the mean length of the irrelevant set on the left half of the display
was initially identical to the mean length of the relevant and irrel-
evant set on the right. This point is important because this ﬁnding
shows that performance was not inﬂuenced by a salient difference
in the mean length of the irrelevant lines on the two halves of the
display as it may have been in Experiment 1. Rather, it is the dis-
parity between the mean length of the irrelevant and relevant sets
on the left side that biases responding; the calculation of the mean
length of the relevant set is disrupted by the presence of the irrel-
evant set.
The results of Experiment 2 also conﬁrm that interference from
the irrelevant set persists even when the displays are visible for an
unlimited duration, ruling out the possibility that there was insuf-
ﬁcient time available for attentional selection of the relevant set to
be carried out. Because the sets remained in view and could be ad-
justed until subjects were satisﬁed that the relevant sets matched
across the two halves of the display, strategic encoding biases and
memory load effects should have been minimized. Instead, the re-
sults suggest that subjects were unable to successfully ﬁlter out the
irrelevant set, allowing its presence to interfere with judgments of
the relevant set’s mean length.4. General discussion
This investigation was undertaken to determine whether selec-
tive attention can be deployed to one set of items, allowing calcu-
lation of its mean size without contamination from irrelevant
items. Interference from the irrelevant set was observed irrespec-
tive of whether presentation of stimuli was relatively brief
(200 ms; Experiment 1) or unlimited (Experiment 2) in both a rel-
ative comparison task (Experiment 1) and in a perceptual matching
task (Experiment 2). In contrast to the claim that there is no decre-
ment in performance when computing two means within the same
dimension (Chong & Treisman, 2005b; Emmanouil & Treisman,
2008), we consistently found evidence of interference from items
in an irrelevant set on calculations of the relevant mean, suggesting
that selective attention cannot protect calculation of mean size
from irrelevant sources of information.4.1. The role of selective attention in size averaging
The most parsimonious explanation of the present ﬁndings is
that subjects were unable to deploy attention to one set of items
distinguished by orientation, resulting in a calculation of mean size
that incorporated some, or perhaps all of the irrelevant items in the
display. The nature of averaging makes it difﬁcult to distinguish
these possibilities; on average, inclusion of a single randomly se-
lected item from an irrelevant set with a larger mean will increase
the computed value of the relevant mean, as will a random subset
of any size, or inclusion of all items in the irrelevant set. On the
other hand, the results of previous work suggest that subjects are
able to determine which of two sets of interspersed items has
the larger average size (Brand et al., 2012; Chong & Treisman,
2005b) with performance that reliably exceeds what would be ex-
pected if subjects were guessing randomly.
There are several differences between the present study and
those suggesting that mean size can be computed for relevant set
items only, or for two sets of items in parallel. First, in the present
study, the irrelevant set was distinguished by orientation, rather
than by color (or emotion). There is evidence that subjects may be-
come aware of color about 60 ms more quickly than they become
aware of orientation (e.g., Moutoussis & Zeki, 1997). Thus, it is pos-
sible that selection on the basis of orientation is simply too slow to
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to intrude on the calculation of the relevant set’s mean size. In a vi-
sual search task, Wolfe and colleagues have shown that orientation
differences, like color differences, can be detected preattentively
(Wolfe, Cave, & Franzel, 1989; Wolfe et al., 1992; see also Schübo,
Meinecke, & Schröger, 2001, for additional evidence from the tex-
ture segmentation paradigm). However, the tasks used in the pres-
ent study and in other studies requiring segmentation of items into
sets prior to averaging used intermingled sets consisting of several
‘‘target’’ items embedded among an equal number of distractors.
Using similar displays, Theeuwes (1996) showed that search for a
uniquely colored or oriented item within a homogeneous set of
distractors (e.g., a red vertical target among red horizontal and
green vertical distractors) could be parallel and efﬁcient, but only
if the distractors sharing the irrelevant feature were spatially con-
tiguous, forming a region that was spatially separable from other
distractors (i.e., in this example, a ‘patch’ of red items within green
items). When instead the red and green (or vertical and horizontal)
distractors were spatially interspersed, such as in the present study
and in previous work (Brand et al., 2012; Chong & Treisman,
2005b), search was inefﬁcient, with the time needed to locate
the target increasing as the number of items increased. Search time
was not inﬂuenced by increasing the number of distractors in the
display that did not share a relevant feature of the target (i.e., green
items), suggesting that although inefﬁcient, search could neverthe-
less be restricted to the relevant items (i.e., to red items).
This conclusion dovetails with Schübo, Meinecke, and Schrö-
ger’s (2001) ﬁnding of preattentive segregation of a texture deﬁned
by orientation in a texture segmentation task. These authors used
EEG to determine whether a ‘‘patch’’ of items of one orientation
embedded within a background of items oriented in the opposite
direction could be segregated preattentively. The authors found
that the presence or absence of a texture stimulus modulated the
N2p, a component thought to reﬂect preattentive detection of vi-
sual irregularities (Berti & Schröger, 2006). In a visual search exper-
iment using similar stimuli, subjects searched for a target oriented
45 to the left or right among a heterogeneous (random) ﬁeld of
horizontal and vertical distractors, or within a texture ﬁeld of the
same distractors organized into ‘patches’ deﬁned by orientation.
Schübo and colleagues found no modulation of N2p by target pres-
ence versus absence for the random ﬁeld of distractors, but clear
evidence for such an effect in the organized ﬁeld, suggesting that
verticals and horizontals were segregated preattentively in the or-
ganized ﬁeld, but not in the random ﬁeld. Taken together, the re-
sults of these search studies suggest that although attention can
be directed to items of one color or orientation interspersed among
distractors of a different color or orientation, this process can only
be carried out preattentively when the items sharing the relevant
feature of the target occupy a contiguous region of space. If inter-
spersed sets cannot be preattentively segregated on the basis of
color or orientation, it is perhaps not surprising that judgments
of the mean size of the relevant set were contaminated by irrele-
vant items, particularly if size averaging is more compatible with
a diffuse deployment of attention (Chong & Treisman, 2005a) than
it is with the kind of serial deployment of attention that the ﬁnd-
ings of these search studies suggest is required to selectively pro-
cess the relevant set.
If this interpretation is correct, why do subjects in earlier exper-
iments (Brand et al., 2012; Chong & Treisman, 2005b, Experiment
3) appear to perform as well when one of two sets is cued to be
averaged as when only one set is present? Although we can only
speculate, it is possible that differences between how mean size
judgments are assessed in the present paradigm versus earlier
experiments account for this disparity. Speciﬁcally, in previous
experiments, subjects viewed a display containing one or two sets
of circles distinguished by color, and then chose which of two sub-sequently-appearing probes (differing in size by about 20%) corre-
sponded to the mean size of the relevant set. In this forced choice
probe task, the mean size of the relevant set is often quite similar
to the mean size of the irrelevant set, and the correct probe is often
a better match to both sets than is the incorrect probe. As such, if
selective attention cannot prevent processing of some or all irrele-
vant items in the calculation of the mean size of the relevant set, it
would be difﬁcult to detect this kind of error in the probe para-
digm. In the present experiments, biases towards the irrelevant
set – rather than accuracy (Brand et al., 2012) or threshold differ-
ences (Chong & Treisman, 2005b) – index whether irrelevant items
contaminated calculations of the relevant set’s mean size, perhaps
providing a more sensitive test of its effect on performance. Thus,
our previous speculation (Brand et al., 2012) that post-cue costs re-
ﬂect the added cost ofmaintaining representations of two indepen-
dent means in VSTM may have only been partly correct: such costs
may also index the difﬁculty of computing an accurate mean in the
ﬁrst place in the presence of irrelevant items.
4.2. The automaticity of perceptual averaging
Perceptual averaging has been argued to be very fast (e.g.,
Chong & Treisman, 2003) and to have little requirement for atten-
tional resources (Corbett & Oriet, 2011; Joo, Shin, Chong, & Blake,
2009), suggesting that it may be an automatic process. Researchers
(e.g., Besner & Care, 2003; Brown, Gore, & Carr, 2002) have outlined
a number of criteria that need to be met for a process to be consid-
ered strongly automatic. Among these, it has been suggested that a
process is automatic if (1) it can occur without intention, (2) it is
executed quickly, (3) it is immune to interference by concurrent
processes, and (4) it does not require attention. The ﬁndings of
the present investigation suggest that average size appears to be
computed without intention: although subjects were instructed
to process only one of the sets, they may have unintentionally cal-
culated the mean size of all the items in the display as though there
were only one large set. Thus, size averaging may meet the ﬁrst cri-
terion for automaticity, although it is unclear whether all or only
some of the irrelevant items were included in the relevant set’s
mean size calculation, a point to which we will return in a later
section. Several investigations suggest that size averaging does
not require central attentional resources (e.g., Corbett & Oriet,
2011; Joo et al., 2009) or focused attention (e.g., Alvarez & Oliva,
2008; Chong & Treisman, 2005a), and thus meets the fourth crite-
rion. However, size averaging requires a longer display duration
(200 ms; Whiting & Oriet, 2011) than other processes that have
been characterized as highly automatic (e.g., 50 ms for word recog-
nition; Rayner et al., 1981) and may be more accurate (Robitaille &
Harris, 2011) or less accurate (Marchant et al. in press) as set size
increases, in contrast to other preattentive processes such as pop
out visual search that are unaffected by increases in display size;
as such, size averaging may not meet the second criterion. Taken
together, the evidence suggests that perceptual averaging is unin-
tentional, it may be immune to interference from concurrent pro-
cesses, it may not be as fast as other processes argued to be
preattentive, and it appears to have no requirement for focused
or central attention.
4.3. Pooling or imprecise averaging?
Were subjects simply computing the mean length of all (or
most) of the items in the display by pooling over relevant and irrel-
evant items in their calculation, or was the calculation of the rele-
vant set’s mean size ‘leaky,’ allowing a few irrelevant items –
perhaps the most salient – to enter into its computation?
Pooling over the entire set is a strategy subjects sometimes ap-
pear to invoke to facilitate selection of the correct response when
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2012; Chong & Treisman, 2005b). A prediction of this account is
that performance in the cueing paradigm should be similar
whether the relevant set is pre-cued or post-cued, and worse in
both conditions compared to the single set control condition. This
is not observed: Brand et al. (2012) found clear post-cue costs, and
both Brand et al. and Chong and Treisman (2005b) found no differ-
ence in performance in the pre-cued and single set conditions.
Moreover, when the probe paradigm is modiﬁed such that the
probe corresponding to the relevant set’s mean is pitted against a
probe corresponding to the mean of the whole set (i.e., as though
the items were all part of one large set), subjects reliably favor
the correct option, even when the relevant set was post-cued
(Brand et al., 2012), suggesting they are not exclusively relying
on a whole set calculation.
Unfortunately, our present design is not well-suited to distin-
guishing whether subjects were relying on a pooled mean repre-
sentation of all items irrespective of orientation in making their
judgments because subjects would likely arrive at the same answer
in Experiment 1 whether they were computing the pooled mean or
were biased by a few irrelevant items in computing the relevant
mean. Moreover, in adjusting the mean size of a comparison to
match a standard in Experiment 2, subjects’ choices are likely to
be closer to the pooled mean than to the relevant mean (especially
if their adjustments tend to be conservative, as they appear to be
here even when no irrelevant set is present) because the pooled
mean is always closer than the relevant mean to the initial value
of the comparison stimulus. Nevertheless, if subjects are referenc-
ing the pooled mean in Experiment 2, we might expect their
choices to cluster around that value, with ﬁnal values as likely to
be larger than the pooled mean as they are to be smaller. In fact,
this is approximately true for the 40% and 20% conditions, in
which 55% and 41% of choices are closer to the relevant mean than
to the pooled mean, values which do not reliably differ from 50%,
t(12) = .88, p > .39, and t(12) = 1.78, p > .10, respectively1. However,
it is not true for the +20% and +40% conditions, in which 65% and 64%
of choices were closer to the relevant mean than to the pooled mean,
t(12) = 3.64, p < .004, and t(12) = 2.16, p < .06. Thus, although the re-
sults of Experiment 2 do not rule out the possibility that subjects re-
lied on a pooled mean representation, they do not strongly support it
either.
Could the observed bias simply reﬂect a tendency for subjects to
incorporate one or two especially salient items from the irrelevant
set into their estimate of the mean length of the relevant set? We
regard this possibility as unlikely, given that Haberman and Whit-
ney (2010) have shown that subjects (implicitly and unintention-
ally) tend to discount outliers in computing statistical summary
representations, at least for emotional expression. Nevertheless,
to check on this possibility, we computed the average difference
between the mean length of the sets used in our experiments
and the length of the most extreme item (largest or smallest,
whichever was further from the mean) as a function of condition
(mismatching versus matching; there was no irrelevant set in the
single condition to consider). If the most extreme item in the mis-
matching set tended to be more of an outlier than the most ex-
treme item in the matching set, this could perhaps explain the
bias observed in the mismatching conditions of the present exper-
iments. In contrast to this, we found no systematic tendency for
the most extreme item in the mismatched condition to be more
salient than its counterpart in the matched condition. Speciﬁcally,
in the matched condition, for those judging the mean width of the1 Note that for the -20% condition, the preponderance of choices larger than the
pooled mean suggests the observed bias in the mismatch condition should have been
larger in the -20% condition than in the -40% condition if subjects were relying on the
pooled mean rather than the relevant set’s mean, but the opposite is observed.stimuli, the average difference between the most extreme item and
the mean of the sets was 21.5 pixels; note that this value is con-
stant across disparity because the irrelevant set in the matching
condition is just the same items in the relevant set, rotated by 90
degrees. In the mismatched condition, the average difference was
19.9, 15.9, 17.3, and 25.3 pixels for the 40%, 20%, +20%, and
+40% disparities, respectively. Thus, only in the +40% condition
was the most extreme item in the set more of an outlier in the mis-
matched condition than in the matched condition. Given this, it is
unlikely that the observed bias in the mismatched condition re-
ﬂects the inﬂuence of a small number of especially salient items,
but this does not rule out the possibility that a random subset of
irrelevant items enters into calculation of the relevant set’s mean
size. Thus, it is an open question whether the calculation of mean
size pools over all items in a display, as expected if this process is
strongly automatic, or whether an otherwise accurate mean size
calculation is biased by imperfect selection prior to computation
of the relevant set’s mean.4.4. Concluding remarks
Perceptual averaging has captured the interest of researchers
because it offers new insight into how sets of similar objects might
be quickly summarized and compared without the computational
expense of encoding each object individually. It could also help
to explain why observers often perform better on tasks that de-
pend on extracting global properties of a scene than would be ex-
pected based on the quality of encoding of the individual objects in
it (e.g., Alvarez & Oliva, 2008; Haberman & Whitney, 2011).
Although the existence of a specialized mechanism for size averag-
ing that operates in parallel across a display of items seems to be
well supported by the available evidence (Chong & Treisman,
2005a; Robitaille & Harris, 2011; but see Marchant et al. (2013);
Myczek & Simons, 2008), there is less consensus on the precise role
of attention and the extent to which the averaging process can be
characterized as automatic. The results of the experiments re-
ported here advance understanding of these issues by showing that
size averaging is probably carried out preattentively, and as such,
selective attention cannot be deployed to shield processing of the
selected set from the inﬂuence of irrelevant items.Acknowledgments
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