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Figures
When faced with a particular biodiversity challenge, environmental policy-makers must choose amongst alternative instruments for biodiversity conservation and sustainable use. A number of factors will affect this decision, including likely impact, cost-effectiveness, distributional issues, administrative ease, the ability to address uncertainties, and political feasibility (Goulder and Parry, 2008) .
Evaluating the impact and cost-effectiveness of biodiversity policy instruments is crucial to ensure that the often limited resources available are spent so as to maximise outcomes. While the need to track biodiversity expenditure, identify funding gaps for biodiversity, and develop strategies to mobilise and scale-up finance is being increasingly recognised, much less attention has focussed on evaluating the impact of biodiversity policies (i.e., to determine what works, what doesn't -and why) and how this can be improved. This is true for both terrestrial and marine biodiversity instruments and finance and at various levels: domestic public finance, private finance, and biodiversity-related international development finance. Results from these kinds of rigorous analyses would allow governments, the private sector and donors to evaluate and adjust policies and future investments for improved biodiversity impact. Such studies are an important element of evidence-based policy making. This need has also been recognised by the Parties to the Convention on Biological Diversity (CBD). Decision XIII/1 encourages Parties to undertake evaluations of the effectiveness of measures undertaken to implement the Strategic Plan for Biodiversity 2011-2020, to document experiences, including the methodologies applied, to identify lessons learned, and to provide this information to the Executive Secretary. To this end, the CBD Secretariat circulated a note on "Tools to evaluate the effectiveness of policy instruments for the implementation of the Strategic Plan for Biodiversity" [CBD/SBSTTA/21/7]. Recommendation XXI/6 on this issue was subsequently adopted by the CBD SBSTTA in December 2017, and a Decision adopted at CBD COP14 in November 2018. 1 This report builds on and responds to the CBD Secretariat note and the CBD COP14 Decision in three ways: 1) it provides a more in-depth overview of some of the more rigorous methodologies to evaluate the impact and cost-effectiveness of biodiversity policies, and discusses the use of other, more commonly used approaches to assess policy effectiveness; 2) it develops an inventory of biodiversity-relevant studies that have used these more rigorous approaches; and 3) it presents insights and lessons learned from the analysis and concludes with recommendations for further work.
Annual financial flows to biodiversity have been estimated at USD 51.8 billion in 2010 (Parker et al., 2012) 2 , though these numbers are likely to have risen since then. Though not directly comparable with all the categories in Parker et al., more recent data indicates that potentially environmentally beneficial agriculture support in OECD countries was USD 13.7 billion in 2015 3 ; bilateral biodiversity-related ODA was USD 8.3 billion on average per year in 2015-16 4 ; and that revenue generated from biodiversity-relevant taxes amounted to approximately USD 7.4 billion in OECD countries in 2018 5 . Another estimate put total private capital committed to conservation investments at USD 4.7 billion in 2015, of which half was committed to water quality and quantity, and the rest equally split between habitat conservation, and sustainable food and fibre (Hammrick, 2016) .
Looking across these various biodiversity policy instruments and finance flows, very little information is available on their actual impact in achieving biodiversity conservation and sustainable use, and which instruments tend to be more cost-effective. In line with Baylis et al. (2016) , impact evaluation goes beyond monitoring programme inputs, outputs or indicators over time. It measures the causal effect of a specific policy, programme or intervention vis-`a-vis a credible counterfactual scenario and seeks to understand the conditions under which this effect arises (Ferraro and Hanauer, 2014) . Impact evaluation focuses on disentangling the effects attributable to a particular policy intervention (e.g. protected areas) on an outcome variable (e.g. deforestation) from broader changes in a region (e.g. widespread development or government policies) (Ahmadia, 2015) . More generally, according to one source, the resources currently allocated to monitoring and evaluation -on average, less than 5% of a conservation project's budget -do not come close to what is needed to satisfy the increasing demand from policymakers for more and higher-quality evidence on the impacts of conservation and development interventions (McKinnon et al., 2015a) 6 . This need for better evidence-based policy making holds true in both the terrestrial and marine biodiversity context.
In the context of development co-operation, the OECD Development Assistance Committee (DAC) defines impact as "the positive and negative changes produced by a development intervention, directly or indirectly, intended or unintended. This involves the main impacts and effects resulting from the activity on the local social, economic, environmental and other development indicators." (OECD, 2010) 7 . Other definitions of impact evaluation also exist such as that of the World Bank Development Impact Evaluation (DIME) initiative, which states: impact evaluations compare the outcomes of a programme against a counterfactual that shows what would have happened to beneficiaries without the programme.
The need for better impact evaluation and cost-effectiveness analysis is also implicit in various national and supra-national policy frameworks, such as EU Marine Strategy Framework Directive (MSFD) and Australia's biodiversity strategy. The MSFD, for example, explicitly requires the member states to assess the present state of the sea in question and develop a national Programme of Measures (PoM) designed to narrow and eventually close the gap between the current and desired state of the sea. The member states must show that the chosen PoM is cost-effective (Oinonon, 2016) . This approach is also consistent with the broad goal of Australia's Biodiversity Conservation Strategy 2010-2030 to deliver conservation initiatives in a cost-effective manner. Moreover, a number of development agencies are supporting the use of impact evaluation to assess the effectiveness of interventions abroad. Examples include the Japan International Cooperation Agency which has supported impact evaluation studies to evaluate forest conservation programmes in Ethiopia (see Takashi and Todo, 2013) and the Global Environmental Facility which has undertaken an impact evaluation of GEF support to protected areas and protected area systems (GEF, 2016) . The German Institute of Development Evaluation (DEval) was created in 2012 to carry out independent evaluations of Germany's development interventions, providing the foundations for informed policy making 8 .
Impact evaluation and cost-effectiveness of biodiversity policies: where are we today?
More than 10 years ago, Ferraro and Pattanayak (2006) made a call for better empirical evaluation of biodiversity conservation investments. They argued that evaluation focus must shift from "inputs" (e.g., investment dollars) and "outputs" (e.g., training) to "outcomes" produced directly because of conservation investments (e.g., species and habitats), stating that "In the field of program evaluation, one lesson is paramount: you cannot overcome poor quality with greater quantity." A subsequent review conducted in 2012 re-confirmed the claim that credible evaluations of common biodiversity instruments continue to be rare (Miteva, Pattanayak and Ferraro, 2012) 9 . Calls for more effective conservation-related development finance have also been made (e.g. Waldron et al. 2013; Richertzhagen et al. 2016) .
Albeit still sparse, additional rigorous studies are emerging however (see section 3, and Annex 2 for an inventory). Law (2016) indicates that today many funders now request or encourage rigorous conservation evaluation as a condition of funding, and conceptual and technical how-to literature is increasingly available (Ferraro 2012 , World Bank Group 2013 , Fisher et al. 2014 . There is also an expanding drive and capacity to collate the required data (Ferraro and Pressey 2015; Bare et al. 2015) . The lack of studies using rigorous impact evaluation methodologies may be partly explained by the fact that their use was not planned for in the design of the policy, meaning there is no counterfactual to measure against. Institutions, including governments and NGOs, are now increasingly recognising the need for rigorous evaluations within the context of evidence based policy, even if they uncover negligible or negative impacts (McKinnon et al. 2015b ).
Other initiatives that consolidate relevant information and aim to make it more accessible to policy-makers are also emerging. For example, the Initiative for Impact Evaluation (www.3ieimpact.org) has collected more than 4 260 impact evaluation studies of which 240 are environmentally-relevant. The Poverty Action Lab (J-PAL) initiative documents 843 impact evaluation (specifically randomised) studies, about 60 of which are relevant to the environment and energy (www.povertyactionlab.org/evaluations). The World Bank Development Impact Evaluation (DIME) project, whose objective is to increase the use of impact evaluation in the design and implementation of public policy, also collects this information (http://www.worldbank.org/en/research/dime ). The Network of Networks on Impact Evaluation (NONIE), comprised of the OECD DAC Evaluation Network, the United Nations Evaluation Group (UNEG), the Evaluation Cooperation Group (ECG), and the International Organisation for Cooperation in Evaluation (IOCE), was formed in 2006 to promote quality impact evaluations. The group has also developed NONIE guidance on impact evaluation (Leeuw and Vaessen, 2009) . Systematic reviews in this area are also being developed. Systematic reviews examine the results of a synthesis of individual impact evaluation studies to identify general relationships and treatment effects. The Collaboration for Environmental Evidence (www.environmentalevidence.org) has published systematic reviews of the effect of protected areas, payment for ecosystem services and aspects of forest management on various human welfare, habitat and species preservation outcomes (Baylis et al. 2016; see Samii et al. 2015 for an example). have identified 8 systematic reviews in the context of forest conservation interventions. Including a broader variety of approaches to evaluate effectiveness, the OECD DAC Evaluation Resource Centre (DEReC) has collected over 3000 evaluation reports from its member's development agencies, including on environment, forestry and agriculture (www.oecd.org/derec).
Moving beyond quantitative impact evaluation to determine what works and what doesn't, a related field is that of theory-based impact evaluation. Theory-based evaluation aims to ascertain, through a mixed methods approach, the question of why a programme or policy did or did not work. It examines the assumptions underlying the causal chain from inputs to outputs, outcomes and impacts. According to White (2009) , the six key principles of theory-based impact evaluation are:
• 1. Map out the causal chain (programme theory) • 2. Understand context • 3. Anticipate heterogeneity • 4. Rigorous evaluation of impact using a credible counterfactual • 5. Rigorous factual analysis • 6. Use mixed methods 10 While impact evaluation is important in order to identify what works and what doesn't, and can be combined with more qualitative methods of evaluation to determine why the policy or programme did or did not work, the next logical step is ex-post assessment of the costeffectiveness of biodiversity conservation and sustainable use instruments. Having identified the impact of a given policy in meeting its intended objectives, information on the finance needed to achieve this would enable a cost-effectiveness analysis. Ferraro et al. (2013) point out the glaring lack of cost data in impact evaluation studies and Vincent (2016) discusses the challenges with this in the context of forest conservation where costs and benefits are spatially heterogeneous.
In a global review investigating the integration of economics in agri-environment scheme (AES) evaluation, Ansell et al. (2016) find that fewer than 15% of studies consider costeffectiveness in scheme evaluation (i.e. 31 studies). Given that AES are the focus of significant investment around the world, with agri-environmental investment in many countries often equal to, or surpassing that of other conservation expenditure (Batáry et al., 2015) , further work in this area is also important 11 .
Other approaches to evaluate the effectiveness of policy instruments for biodiversity
The impact evaluation methods described above are attributional, that is, they support inferences about the causal relationship between the treatment and the indicators. Other more commonly used approaches to evaluate effectiveness are non-attributional, that is, not supportive of any causal claim but assessing the level of the indicators against other benchmarks (Coglianese, 2012) . Non-attributional evaluations are often used in performance measurement, strategic management, and budgeting practices (U.S. OMB, 2010, p. 83) . They typically compare current measurements of performance with one or more of the benchmarks highlighted in Box 1.1 (Coglianese, 2012) . 11 Moreover, a review of impact evaluations in the agriculture sector conducted by IEG (2011) identified 86 impact evaluation studies, 50% of which used quasi-experimental or RCT methods. Of the total, 14 percent examined natural resource management relevant interventions, defined as those that sought to improve farmer knowledge and adoption of new technologies and conservation techniques. They included soil and water conservation (9 percent), systems of crop management (4 percent), and integrated aquaculture-agriculture (1 percent).
Box 1.1. Types of benchmarks against which to measure performance
• Treatment goals. Do the indicators show levels that meet regulatory officials' goals or targets (e.g., have nutrient pollution levels decreased to the level desired), regardless of whether caused by the regulation? • "Acceptable" levels. Do the indicators show that the problem has been reduced sufficiently, such as to below a morally tolerable threshold that has been independently determined (e.g., reducing nutrient pollution to below a safe level)? • Historical benchmarks. Are the indicators better today than they were before (regardless of whether the treatment actually caused any of the change)? • Other jurisdictions. Are the indicators in the jurisdiction with the regulation different than in other jurisdictions (again, regardless of whether the regulation contributed to any of the difference)?
Source: Coglianese (2012) , "Evaluating the impact of regulation and regulatory policy", Expert Paper No.1, OECD Paris.
The ideal indicators to use in evaluating a policy will always be measures of impacts, as these are what matter in the end. However, this does not mean there is not a role, nor even a significant one, for indicators on inputs, processes, and other outcomes.
The OECD Framework for Regulatory Evaluation describes how different types of indicators can be used to create an overarching method of evaluating policy performance, ranging from inputs, process, outputs, outcomes and impacts (OECD, 2014) . This is in line with suggested approaches to e.g. monitor progress towards biodiversity mainstreaming (see OECD, 2018) . As part of the OECD (2014) work, a survey was conducted to obtain information on OECD country practices with respect to regulatory policy evaluation. The report states:
"While it is widely agreed that systematic evaluation of existing regulations through ex post impact analysis is necessary to ensure that regulations are effective and efficient, few countries are actually performing it on a systematic basis. In particular, few countries assess whether underlying policy goals of regulation have been achieved, whether any unintended consequences have occurred and whether there is a more efficient solution to achieve the same objective. A more frequent practice in OECD countries is partial ex post assessment focusing exclusively on regulatory burdens".
Nevertheless they conclude that the application of the Framework is within reach for all OECD countries. While not all countries will be in a position to collect information at all stages, there is already great value in collecting data on the actual implementation of regulatory policy (outputs) and its impact on regulations (intermediate outcomes 
Methodologies for impact evaluation and cost-effectiveness analysis 2.1. Impact evaluation
Impact evaluation asks what is the causal effect of a programme P on an outcome Y for unit i? Causal impacts are unit specific, where i can refer to locations, firms, households, individuals, species, etc (Ferraro and Hanauer, 2014) . This can be illustrated by a formula that the causal impact (Δ) of a programme (P) on an outcome (Y) for unit i is the difference between the outcome (Y) with the programme (in other words, when P = 1) and the same outcome (Y) without the programme (that is, when P = 0).
The key challenge is to determine what this counterfactual is i.e., what would the alternative state for unit i have been without the programme. The difference between the two states cannot be directly observed but can be inferred based on empirical evidence and some assumptions. It involves moving from the unit level to the group level, and identifying a treatment group and a control group (i.e. a valid counterfactual) that are statistically similar, on average, or at least follow the same trend, in the absence of the programme. Two common problems that arise in the construction of a valid counterfactual are:
Omitted variables: the risk of attributing to the programme or policy effects due to other intervening factors external to the programme/policy (such as the change in economic conditions).
Selection bias: the risk of attributing to the programme/policy the effect of non-observable variables that affect participation to the programme/policy through the selection mechanism (ability, motivation, environmental awareness, etc.). Two common empirical designs employed by natural scientists to assess the performance of biodiversity interventions rely on comparisons of outcomes in areas (a) with and without exposure to a biodiversity policy instrument, or (b) before and after a biodiversity policy instrument is implemented. 'With-without' analyses implicitly assume that (i) the areas with and without the biodiversity policy are similar in terms of their expected outcomes in the absence of the biodiversity policy (i.e. similar in characteristics that affect outcomes, such as accessibility, suitability for agriculture, and proximity to markets) and (ii) there are no spillover effects from the biodiversity policy to 'unexposed' areas. 'Before-after' analyses assume that the outcome level (or its trend) before a policy is enacted would remain constant after the policy is enacted (Nagendra, 2008) and that there is no selection bias in targeting the policy (Miteva et al., 2012) .
Various methods have evolved to rigorously evaluate the causal impact of policies or programmes (referred to as programme impact evaluation in the literature). The methods are classified as experimental and quasi-experimental designs 12 . Experimental designs construct a control group through random assignment. In contrast quasi-experimental designs construct a comparison group via methods such as matching, instrumental variables, and difference-in-difference (Pattanayak, 2009; Gertler et al. 2016 ). These four 12 Some use a broader definition of impact evaluation and also include non-experimental designs. These look systematically at whether the evidence is consistent with what would be expected if the intervention was producing the impacts, and also whether other factors could provide an alternative explanation. See e.g., http://www.betterevaluation.org/en/themes/impact_evaluation. methods are discussed in further detail in Annex 1 in order to illustrate the types of issues that can arise and how they can be addressed. Other methods are also available 13 and several guidance documents and handbooks exist. The interested reader can refer to Gertler et al. (2016) , Ferraro and Hanauer (2014) , Lance et al. (2014) , and Leeuw and Vaessen (2009).
Cost-effectiveness analysis
It is critically important that impact evaluation be complemented with information on the cost of the project, programme or policy being evaluated. Once impact evaluation results are available, they can be combined with information on programme costs to analyse costeffectiveness (if possible, a fully-fledged cost-benefit analysis should be carried out (OECD, 2018; Gertler et al., 2016) .
A cost-effectiveness analysis (CEA) seeks to find the alternative activity, process or intervention that minimises resource use to achieve a desired result. An ex-post CEA addresses the question of how far objectives have been achieved, and at what cost. The cost-effectiveness of a policy is calculated by dividing the annualised costs of the option by a quantified measure of the physical effect, such as animal or plant species recovered, tonnes of emissions of a given pollutant reduced, kilometres of river length restored, and so on (Gorlach, n.d.). Given that the physical effect of a biodiversity intervention can be measured (or deduced from) by a variety of metrics, it is therefore necessary to limit the comparison of alternatives to those that have similar goals. 14 There is some discussion on which types of costs should be considered in a CEA, ranging from the purely financial private costs (investment and operational costs) of specific measures to general equilibrium-estimates of costs to the wider economy, including efficiency losses (foregone welfare). If projects or interventions are small however, they are less likely to have impacts on the wider economy and the latter may not be needed. Generally, the types of costs should include start-up costs, programme costs, capital costs, personnel costs and opportunity costs. All the costs should be discounted to their present value.
An issue to consider is whether measures of effectiveness should be discounted even though they are in non-monetary terms. 15 Regarding the temporal dimension of effectiveness, there is no guidance on whether some type of discounting should be applied as well.
Overall, McVittie et al. (2014) find that CEA is more routinely applied in health economics (Gold et al., 1996) , and has so far only been applied to the evaluation of conservation programmes on a handful of occasions (e.g. Laycock et al., 2009 Laycock et al., , 2011 Laycock et al., , 2012 Montgomery et al., 1994; Macmillan et al., 1998; Fairburn et al., 2004) .
13 For example, regression discontinuity design.
14 In the field of health economics, for example, the metric developed for health assessment includes the Quality Adjusted Life Year (QALY) and the Value of Statistical Life (VSL), which collapses many otherwise incommensurate health states to a common metric or scoring system.
15 Canada uses CEA in the application of its Species At Risk Act (SARA) Action Plans where the benefits are in non-monetary terms. These are expressed in terms of probability, and are therefore not discounted. The approach is based on prioritising threat management for biodiversity, following Carwardine et al. (2012) .
A study on community-based forest management in India by Somanathan et al. (2009) provides an example of combining impact evaluation results with information on conservation costs, as does the study on protected areas and PES in Mexico by Sims and Alix-Garcia (2016) .
There are also seemingly less guides or manuals available on how to undertake a CEA than there are for IE, with some exceptions including Dhaliwal et al. (2011) with applications for education 16 . As indicated above, the main challenge in CEA is that investment comparisons and choices need to be based on a constant outcome metric. In other words, species and landscape scale outcomes need to be scaled using a comparable scale. Another challenge is that CEA generally only looks at one outcome and does not consider other impacts such as co-benefits.
An inventory of biodiversity-relevant impact evaluation and costeffectiveness studies
A review of the literature yielded more than 80 impact evaluation and CEA studies that are relevant to biodiversity conservation and sustainable use (see Annex 2). Though there are likely to be additional impact evaluation and CEA studies available, this sample is nevertheless likely to represent the majority of studies that exist at this time. The policy instruments that have been evaluated via these methods are:
• For each of the studies, the following information is collected (Annex 2):
• Policy instrument • Location • Scope (e.g. national, sub-national, regional) • Methodology (e.g., matching) and/or CEA
Looking across the existing studies identified in this review, only three studies (of more than 80) focus on the marine environment. These are Ahmadia et al. (2015) on marine protected areas 17 ; on the effectiveness of marine protected areas and species management PAs on conserving mangroves and reducing blue carbon emissions 17 Ahmadia et al (2015) collected data to conduct the baseline analysis for an impact evaluation. Time-series data is planned to be collected in order to undertake a full impact evaluation study.
(via carbon sequestration); and Verissimo et al. (2018) on social marketing campaigns targeted to fishers in MPAs. All other studies identified focus on terrestrial ecosystems.
Descriptive statistics on the policy instruments and the geographic representation are presented below. With regard to the former, the majority of IE studies focus on protected areas and on PES (Figure 3 .1). In terms of geographical representation, most biodiversityrelevant impact evaluation studies have been conducted in developing countries notably in Latin America, followed by S.E. Asia (Figure 3 .2). Turning to the measurement units that have been used to evaluate impact, most of the studies examine changes in forest cover or in deforestation rates. This is true predominantly for studies evaluating community-based forest management schemes, (terrestrial) protected areas, payments for ecosystem services programmes, and ICDP. The agri-environment and farmland conservation schemes evaluate either farmers' behaviour, or hectares of cover crops planted. Very few of the studies use more specific impact indicators. Exceptions include an index of biodiversity decline (Waldron et al. 2017 ), a biodiversity index value (Hily et al. 2015) ; the percentage of nests successfully fledgling (Clements et al. 2013 ); a change in population index (Saldarriaga-Isaza, 2007), species recovery rates (Ferraro, McIntosh, and Ospina, 2007) , and changes in fish biomass and in marine habitat quality (Ahmadia et al. 2015) .
The results of a few of these studies are summarised in Box 3.1 below. An overview of all other results is provided in Annex 2.
Looking across the results of the effectiveness of PES and protected areas (where a larger number of studies are available), nearly all of the studies evaluating PES programmes indicate that such payments have resulted in a positive environmental impact. While this is interesting in-and-of itself, it would also have been interesting if the studies had provided information on the average payment/unit measured (e.g. hectare or type of ecosystem service) for each of the PES schemes, and if possible, information on the opportunity costs of land.
Turning to protected areas, the results summarised in Annex 2 suggest that these have had a positive impact, but the results are perhaps less conclusive than those of PES. To some extent this also raises the question of associated monitoring and enforcement efforts across protected areas. It would be interesting, for example, to better understand if the results depend on the average PA spending per hectare. Overall, information on payments (or other form of funding) would be interesting as, for example, Ferraro, McIntosh, and Ospina (2007) used matching methods to analyse the impact of the U.S. Endangered Species Act on species recovery rates and found significant improvements in recovery rates but only Oceania when the listing was combined with substantial government funding for habitat protection. Nelson et al. (2017) evaluate the impacts of critical habitat designation under the U.S Endangered Species Act on land cover change and find that, on average, it does not have impact. They acknowledge that their study does not take into account any land management and water use impacts of designation. In a comprehensive national-scale impact evaluation and comparison of protected area parks versus payments for ecosystem services in Mexico, Sims and Alix-Garcia (2016) find that both policies conserved forest, generating an approximately 20-25% reduction in expected forest cover loss. Looking at all protected area types and the federal PES programme, they find all policies generated avoided deforestation from a mix of low and high cost land. They also found that there is no clear policy winner with respect to cost-effectiveness.
Using propensity score matching and Difference-in-Difference, Andam et al. (2008) evaluate the impact on deforestation of Costa Rica's Protected Area system between 1960 and 1997. They found that protection reduced deforestation: approximately 10% of the PAs would have been deforested had they not been protected. In contrast, the conventional approaches to evaluation overestimated avoided deforestation by over 65%.
In a study examining the environmental impacts of forest certification in Indonesia, Miteva, Loucks and Pattanayak (2015) find that between 2000 and 2008, Forest Stewardship Council (FSC) certification reduced aggregate deforestation by 5 percentage points. Three other studies of certification schemes also found positive impact, whereas one (Villalobos et al. 2018 ) did not. Bare et al. (2015) assess the impact of international conservation aid on deforestation in sub-Saharan Africa and find that conservation aid is associated with higher rates of forest loss after one-or two-year lags. A similar result holds for Protected Area extent, suggesting possible displacement of deforestation from PAs (i.e. leakage).
A cost-effectiveness of Natura 2000 contracts in forests has been undertaken by Hily et al (2015) , and of a protected area in Chile by Saldarriaga-Isaza et al (2010) . Laycock et al (2009) estimated the cost-effectiveness of the UK Biodiversity Action Plan. The present value cost of implementing the 44 Species Action Plans for which cost data were available over the 10-year period in question varied from GBP 500 to GBP 7,000,000. The analysis enabled to make recommendations regarding how the finance could better be allocated to reach objectives at lower total cost. Earlier studies include a cost-effectiveness analysis of an endangered species management in New Zealand (Fairburn et al., 2004) , and of woodland ecosystem restoration (Macmillan, 1998) .
Based on a review of the literature, a similar analysis in the context of fisheries does not seem to exist. In Denmark, Kronbak and Vestergaard (2013) apply environmental cost-effectiveness analysis to a selective fishing gear policy case in Danish mixed trawl fisheries in Kattegat and Skagerrak. They compare the outcomes of two different gear types (referred to as 90/120 mm vs. grid) to the baseline. Cost data is not included however.
Policy insights and suggestions for further work
Rigorous impact evaluation studies offer robust evidence on whether a policy intervention has had the desired impact on biodiversity. However, such studies are not needed for all interventions. A practical consideration in the use of impact evaluation is cost. Impact evaluations are expensive and it is neither required nor possible to undertake impact evaluations of all programmes or policies. The use of impact evaluation has, however, garnered substantially greater attention in the field of development economics, health and education (Sabet and Brown, 2018) , and is being used to inform and adjust policy-making in these fields (World Bank, 2009 ). Moreover while the costs of an impact evaluation can be high, designing or adjusting programmes without information on whether or not they work can be significantly more costly. Tax-payers also demand accountability for results. There is a need therefore to build a strong evidence base across all sectors -including those relevant to biodiversity -in a variety of contexts to provide guidance for policy-makers (OECD, 2006) . The general lack of impact evaluation studies in the field of environment, and more specifically biodiversity, implies that these fields are not keeping up with best practice. There is a risk, therefore, of wasting money; not optimising biodiversity conservation and sustainable use spending; and not adjusting biodiversity programmes to achieve greater impacts on the ground.
The analysis in this report finds that most of the biodiversity-relevant impact evaluation studies are being conducted in developing countries. This is likely to be due to the need for development co-operation providers to show accountability for the financial and other resources invested, and the fact that impact evaluation is more common overall in the development field. Most of the existing biodiversity-relevant impact evaluation studies focus on protected areas and payments for ecosystem services. Very few impact evaluation studies exist however on other policy instruments that are also commonly used across countries. Given the large budgetary investments, for example, of agri-environmental schemes, it is perhaps surprising that few if any impact evaluation studies exist that aim to examine their impact on the environment. Moreover, nearly all of the studies identified focus on terrestrial ecosystems, with only a very small minority of studies on marine ecosystems (i.e. three studies, namely: Ahmadia et al (2015) and on impacts of MPAs; and Verissimo et al (2018) on the impact of social marketing campaigns in fisheries). Based on the analysis in this paper, the following recommendations are made for further work in this area:
Governments could endeavour to develop a strategic approach to scale up impact evaluation and cost-effectiveness analysis so as to build a stronger evidence base for more environmentally-and cost-effective biodiversity policy instruments. This could include considerations of geographic representability, ensuring a good balance between different policy instruments and of different types of terrestrial and marine ecosystems, and ideally prioritising larger initiatives that are being planned 18 .
18 As an example, criteria used by DEval to determine whether to undertake an impact evaluation study include: coverage; innovation and learning potential; risk; and strategic importance. For more information see http://www.deval.org/en/evaluations.html?file=files/content/Dateien/Evaluierung/DEval_Evaluier ungsprogramm_2018_EN_final.pdf).
In terms of ways forward, state that targeted investment in baseline data (qualitative and quantitative) on intended outcomes of conservation interventions (ecological, social and economic) may substantially increase the ability to evaluate interventions in geographic areas that lack substantial secondary data archives. Greater efforts are therefore needed to systematically integrate impact evaluation and costeffectiveness analysis in the design and implementation of biodiversity policy monitoring. More generally, Gertler et al. (2016) call for better selection of outcome and performance indicators, where good indicators are SMART (specific, measurable, attributable, realistic, and targeted). Le Velly and Dutilly (2016) propose guidelines and discuss methodological choices in designing impact evaluation for PES programmes and Ahmadia (2015) discusses how impact evaluation monitoring can be integrated into the design of Marine Protected Areas (see Box 4.1). In another paper, Peterson et al. (2018) provide a quantitative framework for evaluating the impact of biodiversity offset policies. Ecological indicators were selected to reflect management goals, inform policy-makers, and be useful as indicators of ecosystem health and fish populations. The following indicators were selected for inclusion: (i) overall biomass of key fisheries species (Lutjanidae, Haemulidae, Serranidae), (ii) biomass of herbivorous fish species (Acanthuridae, Scaridae, Siganidae), and (iii) habitat quality (ratio of hard coral cover to rubble and algae cover).
Matching methods were then used: MPAs in the BHS have been strategically designed and (nonrandomly) placed. To avoid observable selection bias, a quasi-experimental design was adopted, and a tiered matching approach was applied (coarse matching followed by statistical matching) to identify comparable control sites, which allowed the estimation of the counterfactual (i.e. changes in fish biomass that would have occurred if no MPA were established).
Source: Ahmadia, G., et al. (2015) , Integrating impact evaluation in the design and implementation of monitoring marine protected areas, Phil. Trans. R. Soc., B 370.
Given the multidimensionality of biodiversity (covering both terrestrial and marine ecosystems) and ecosystem services, the development of further, more comprehensive guidance in this area is likely to be useful. Such a guidance document could, for example, highlight the various types of impact indicators that could possibly be examined, organised by ecosystem types, and when the data needs to be collected. Biodiversity-relevant policy practitioners designing new policies or programmes could then use this as a check-list of issues to consider, so as to enable the establishment of a counter-factual, and eventually, the undertaking of an impact evaluation study. Overall, much greater attention is being paid to these methods also in academic circles, and the number of impact evaluation studies covering all fields continues to rise (Sabet and Brown, 2018) . Government policy-makers and practitioners interested in ensuring that actions and finance invested is achieving real impact on the ground could therefore also enable academics to undertake such rigorous studies if relevant data is collected. Fostering stronger collaboration in the science-policy interface (i.e. between academia and government) may also help to move from an ad-hoc emergence of biodiversity-relevant impact evaluation and cost-effectiveness analysis studies, to a more strategic one.
ANNEX 1: Overview of selected impact evaluation methodologies Experimental methods (randomisation)
Experimental control, particularly through random assignment, makes the estimation of counterfactual outcomes easier. A randomised controlled trial (RCT) is a study design that randomly assigns units (e.g. participants) to a treatment group or a control group, where the treatment consists of the real implementation of a policy or programme, and the control group serves as the counterfactual.
Due to possible ethical considerations regarding which units to exclude from a treatment, Gertler et al. (2016) states that randomised assignment can be used as a programme allocation rule in one of two specific scenarios:
(1) When the eligible population is greater than the number of programme spaces available. When the demand for a programme exceeds the supply, a lottery can be used to select the treatment group within the eligible population.
In the case of environmental policies, such a study design could be used to evaluate a Payments for Ecosystem Services (PES) programme, or another form of a subsidy such as an AES.
(2) When a programme needs to be gradually phased in until it covers the entire eligible population. Gertler states: When a programme is phased in, randomisation of the order in which participants receive the programme gives each eligible unit the same chance of receiving treatment in the first phase or in a later phase of the programme. As long as the last group has not yet been phased into the programme, it serves as a valid comparison group from which the counterfactual for the groups that have already been phased in can be estimated. This setup can also allow for the evaluation to pick up the effects of differential exposure to treatment: that is, the effect of receiving a programme for more or less time.
Despite its advantages, the use of experimental design is rare in environmental programmes (Ferraro, 2012) . Studies that do exist have more commonly been applied in the energy and water domains (Ferraro and Hanuauer 2014) . Box 2.1 summarises an example of an RCT study applied in the context of biodiversity, to evaluate a forest PES programme 19 .
Box A.1. Applying a randomised control trial to evaluate a PES
The study objective was to evaluate a PES programme in Uganda that offered forestry owning households annual payments of 70,000 Ugandian shillings if they conserved their forest. 121 villages with private forest owners were selected for the RCT study. After a baseline survey was undertaken, subcounty-level public lotteries were conducted to choose the 60 villages that were in the treatment group with the rest serving as the control group. The indicator used was tree cover (thus enabling evaluation of both deforestation and forest degradation). The authors found that tree cover declined by 4.2% during the study period in treatment villages, compared to 9.1% in control villages, and that there was no evidence of leakage to nearby land.
Source: Jayachandran et al., (2017) , Science, 357, pp. 267-273.
Quasi-experimental methods

Matching
With matching, the control group is constructed in order to make it resemble as much as possible the treatment group, on the basis of observed characteristics. If resemblance is satisfactory, the outcome observed for the matched group approximates the counterfactual, and the effect of the intervention is estimated as the difference between the average outcomes of the two groups. The method of matching gets rid of selection bias due to observables. It is not able to address bias caused by un-oservables.
For example, if the objective is to evaluate the impact of listing and funding species under an environmental protection act in terms of species recovery, a control group of species can be selected that has similar characteristics (e.g., level of endangerment, biological characteristics, political influences, scientific knowledge, and advocacy) (Ferraro and Pattanayak, 2006) . Similarly, in the context of an agri-environment scheme, treated farmers can be compared to similar untreated farmers that have the same observed characteristics (e.g., same education level, age, farm structure and equipment but who differ in treatment status). It is then possible to form the difference in outcomes between the treated farmer and his twin. By doing this for all treated farmers and taking the average of these differences, the average causal effect of the AES on participating farmers (i.e. the average effect of treatment on the treated -ATT) can be estimated (OECD, 2012) .
Matching methods gives an unbiased estimate of the ATT under three assumptions: 1) that the treatment received by one does not affect outcomes for another; 2) that there are no unobserved characteristics; and 3) that for each participant there exists at least one "twin" nonparticipant having the same observed characteristics (OECD, 2012) . Stated otherwise, matching assumes that similarity in the observed characteristics translates into similarity in unobservable characteristics, correlated with the outcome and the biodiversity policy assignment, or that such unobservables are negligible sources of bias (Miteva, 2012) .
Matching methods have been applied to the evaluation of a wide range of environmental policies including farmland conservation (Mezzatesta et al., 2013; OECD, 2012) , ecocertification (Blackman and Naranjo, 2012) , integrated conservation and development projects (Weber et al. 2011) , payments for ecosystem services (Arriagada et al. 2012) , and ecosystem conservation (Joppa and Pfaff, 2012 ) (see Ferraro and Hanauer 2014) .
Difference-in-differences
There may be systematic differences between the treatment and non-treatment groups even after conditioning on observables. There may also be unobservables, as mentioned earlier, such as motivation or environmental awareness that may influence e.g., a farmer's decision to participate in an AES. Difference-in-difference (DID) designs measure the impact of a policy by the difference in the before-after change in the outcomes. The impact is estimated by computing a double difference: one over time (before-after) and one across subjects (between beneficiaries and non-beneficiaries). DID assumes that any unobserved differences (i.e. systematic biases) are linear and time-invariant and can hence be removed by taking the difference in the outcomes before and after the policy. Simply observing the before and after change in the treatment group is not sufficient as there may be other factors likely to influence the outcome over time. Simply comparing the treatment and control group is also not sufficient. The first difference (for the treatment) controls for factors that are constant over time, since the same group is compared to itself. The second difference is on the comparison group (Gertler et al. 2016) . This is illustrated in Figure 2 .2 where the DID impact is = (B -A) -(D -C ) = ( B -E). This method is less complex than other methods, and requires longitudinal aggregate data on policy outcomes for beneficiaries and non-beneficiaries, collected before and after the intervention. 
Box A.2 Using DID to evaluate impact of PES on forest cover in Chiapas Mexico
Using Difference-in-Difference (DID) methods, the study examines the effectiveness of Mexico's national programme of payments for biodiversity conservation, focusing on avoided forest loss as a proxy outcome. The analysis is performed comparing grid cells spread over two municipalities in Chiapas, which involved identifying suitable control groups with good statistical properties in a geographically constrained area that is subject to high deforestation pressure. They examine programme implementation in a geographically limited area where territories have relatively similar historical trends, land use patterns, and potentially similar access to information and to infrastructure. Using data on land cover in 2007 and 2013, they estimate that the additional conservation represents between 12 and 14.7 percent of forest area enrolled in the programme in comparison to control areas.
Source: Costedoat et al. 2015 .
Instrumental variables
The instrumental variables (IV) method produces credible estimates of the impact of the policy when the exposure to the policy is to a certain degree determined by an "external force" that does not affect the outcome of the policy directly, but only indirectly, through its influence on exposure. It can help evaluate programmes with imperfect compliance, voluntary enrolment, or universal coverage (Gertler et al. 2016) . With IV, the causal effect is estimated by measuring how the outcome varies with the portion of the total variation in the treatment explained by variation in the instrumental variable. For example, if PAs are more likely to be assigned where endemic mammals are present, but the presence of endemic mammals only affects deforestation rates through its effect on the likelihood of a parcel's protection, then the presence of endemic mammals can be used as an 'instrument' to identify a causal effect of PAs on deforestation (Miteva et al. 2012) . See Amin et al (2015) for an application. In practice, it is often hard to find instruments that are both strong (related to the intervention) and valid (unrelated to the outcome). 
