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Abstract
Novel coordinate descent (CD) methods are proposed for minimizing nonconvex functions consisting of
three terms: (i) a continuously differentiable term, (ii) a simple convex term, and (iii) a concave and contin-
uous term. First, by extending randomized CD to nonsmooth nonconvex settings, we develop a coordinate
subgradient method that randomly updates block-coordinate variables by using block composite subgradient
mapping. This method converges asymptotically to critical points with proven sublinear convergence rate
for certain optimality measures. Second, we develop a randomly permuted CD method with two alternating
steps: linearizing the concave part and cycling through variables. We prove asymptotic convergence to critical
points and sublinear complexity rate for objectives with both smooth and concave parts. Third, we extend
accelerated coordinate descent (ACD) to nonsmooth and nonconvex optimization to develop a novel random-
ized proximal DC algorithm whereby we solve the subproblem inexactly by ACD. Convergence is guaranteed
with at most a few number of ACD iterations for each DC subproblem, and convergence complexity is estab-
lished for identification of some approximate critical points. Fourth, we further develop the third method to
minimize certain ill-conditioned nonconvex functions: weakly convex functions with high Lipschitz constant
to negative curvature ratios. We show that, under specific criteria, the ACD-based randomized method has
superior complexity compared to conventional gradient methods. Finally, an empirical study on sparsity-
inducing learning models demonstrates that CD methods are superior to gradient-based methods for certain
large-scale problems.
1 Introduction
Coordinate descent (CD) methods update only a subset of coordinate variables in each iteration, keeping other
variables fixed. Due to their scalability to the so-called “big data” problems (see [26, 22, 17, 27, 4]), CD methods
have attracted significant attention from machine learning and data science. This paper will develop efficient CD
methods for large-scale structured nonconvex problems in the following form:
min
x ∈ Rd
F (x) = f(x) + φ(x)− h(x), (1)
where f(x) is continuously differentiable, φ(x) is convex lower-semicontinuous with a simple structure, and h(x) is
convex continuous. The nonconvex problem formed in (1) is sufficiently powerful to express a variety of machine
learning applications, including sparse regression, low rank optimization, and clustering (see [33, 18, 29]).
Our main contribution to the field is that we propose a number of novel CD methods with guaranteed
convergence for a broad class of nonconvex problems described by (1). Our methods include extending RCD and
cyclic CD to nonsmooth and nonconvex settings, and new randomized proximal DC and proximal point methods
by using ACD to solve the subproblems. For all the proposed algorithms, we not only provide guarantees to
asymptotic convergence, but also prove rate of convergence for properly defined optimality measures. To the
best of our knowledge, this is the first study of coordinate descent methods for such nonsmooth and nonconvex
optimization with complexity efficiency guarantee. Our results are summarized as follows.
Our first result is a new randomized coordinate subgradient descent (RCSD) method for nonsmooth nonconvex
and composite problems. While our algorithm recovers existing nonconvex CD methods [25] as a special case,
it allows the nonsmooth part to be inseparable and concave, and coordinates to be sampled either uniformly or
non-uniformly at random. We show the asymptotic convergence to critical points, and we establish the sublinear
rate of convergence for a proposed optimality measure which naturally extends the proximal gradient mapping
to nonsmooth and nonconvex settings.
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Motivated by block coordinate gradient descent (BCGD) [4], we propose a new randomly permuted coordinate
descent (RPCD) for nonsmooth and nonconvex optimization. Our primary innovation is to alternate RPCD
between linearizing the concave part h(x) and successively updating all the block-coordinate variables based on
some cycling order. The cycling order can be either deterministic or randomly shuffled, provided that each block
of variables is updated once in each loop. We provide asymptotic convergence of BCGD method to critical points.
For a certain case (φ(x) = 0), we also establish a sublinear rate of convergence of the subgradient norm.
We next extend accelerated coordinate descent methods to the nonsmooth and nonconvex setting by consid-
ering the difference-of-convex representation of Problem (1). We propose an ACD-based proximal DC (ACPDC)
algorithm by transforming F (x) into a sequence of strongly convex functions that are approximately minimized
by the ACD method. We show that ACPDC is sufficiently fast that only a few rounds of ACD are needed in each
iteration. Hence, ACPDC offers significant improvements compared to the classic DC algorithm, which requires
exact optimal solutions to the subproblems. ACPDC also offers advantages to the proximal DC algorithm, an
extension of the DC algorithm that performs one proximal gradient descent step to minimize the majorized
function. Taking advantages of the fast convergence of ACD, ACPDC is more efficient than gradient-based DC
algorithm in exploiting the problem structure, offering a much better trade-off between iteration complexity and
running time.
Finally, we draw attention to minimization of weakly convex functions, namely, the nonconvex functions
with bounded negative curvature, and propose a new ACD-based proximal point method (ACPP) for solving
such problems. By assuming that the objective function is weakly convex, faster rates of convergence can be
attained. Specifically, we show that the complexity rate of ACPP can be significantly better than that of classic
CD approaches for ill-conditioned problems; ill-conditioned problems are those that have a relatively high ratio
between Lipschitz constant to negative curvature.
Related work There is a significant body of work on CD methods for nonconvex optimization. We refer to
[17] for some general strategies to develop block update algorithms for nonconvex optimization. [32] proposed
proximal cyclic CD methods for minimizing composite functions with nonconvex separable regularizers. However,
their work didn’t include the nonconvex and nonsmooth function described in (1). See such an example in
Section 7. A recent work [16] extended the cyclic block mirror descent to the nonsmooth setting, and guaranteed
asymptotic convergence to block-wise optimality for minimizing Problem (1). In contrast, our work directly
guarantees convergence to the critical points by employing a different linearization technique to handle the
nonsmooth part h(x). The work [3] proposed efficient CD-type algorithms for achieving specific coordinate-wise
optimality for problems with group sparsity terms; they proved that the proposed coordinate-wise optimality
is more restrictive than stationarity for such nonconvex problems. Apart from these works, a number of CD
methods with complexity guarantees have also been developed. For example, [25] proposed randomized coordinate
descent for nonconvex composite problems, possibly with a linear constraint. Their algorithm 1-RCD can be
viewed as a special case of our first algorithm RCSD when h(x) is void and uniform sampling is adopted.
Additionally, [7] proposed randomized block mirror descent for stochastic optimization of convex and nonconvex
composite problems. However, none of these proposals consider a concave nonsmooth part in the objective, nor
do they improve on algorithm efficiency for the ill-conditioned nonconvex problem; we fully address both of these
challenges for coordinate descent methods in this paper.
Another research line relevant to our study is the so-called DC optimization (see [28, 34, 33, 29]). Specified for
minimizing the difference-of-convex (DC) functions, a DC algorithm alternates between linearizing the concave
part and optimizing some convex surrogate of DC function by applying convex algorithms. Lately, much progress
has been made in developing more efficient DC algorithms and in applying DC algorithms to machine learning
and statistics (see [33, 18, 30, 31, 24]). We refer to the recent work [28] for a general review of DC algorithms and
the applications. Notably, as a special case of DC functions, the weakly convex function has been increasingly
popular due to its importance in machine learning and statistics ([12, 35, 9]). While it is possible to optimize
weakly convex functions by directly generalizing convex methods to the nonconvex settings (see [13, 14, 25, 7]),
much stronger efficiency guarantees can be obtained by indirect approaches such as proximal point methods and
prox-linear methods (see [20, 19, 5, 8, 11, 9]). However, for the weakly-convex and the more general DC problems,
it remains to develop efficient CD-type methods that are scalable to high-dimensional and large-scale data.
Outline of the paper Section 2 introduces notations and preliminaries. Section 3 and Section 4 present
RCSD and RPCD for nonsmooth nonconvex optimization, and then establish their convergence results. Section
5 presents a new DC algorithm based on ACD and demonstrates its asymptotic convergence to critical points
and its convergence complexity of a proposed optimality measure. Section 6 considers the nonconvex problem
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with bounded negative curvature and presents an even faster proximal point algorithm based on using ACD.
Section 7 discusses the applications of proposed methods on sparsity-inducing machine learning models, and
present preliminary experiments to demonstrate the advantages of our proposed CD methods. Finally, Section 8
draws conclusions.
2 Notations and Preliminaries
We denote [m] = {1, 2, ...,m}. Let d be a positive integer and Id be the d × d identity matrix. Assume that
matrix Ui ∈ Rd×di (i ∈ [m]) satisfies: [U1,U2, ...,Um] = Id where
∑m
i=1 di = d. Let xi = U
T
i x be the restriction
of x to the i-th block, and we hereby express x =
∑m
i=1Uixi. Let ‖ · ‖i be the standard Euclidean norm on
Rdi , and the norm ‖·‖ on Rd is denoted by ‖x‖ = √∑mi=1 ‖xi‖2i . We say that f is block-coordinate-wise (or
block-wise) Lipschitz smooth, if there exist constants L1, L2, ..., Lm > 0 such that for any x, x +Uit ∈ Rdi and
t ∈ Rdi , i ∈ [m], we have
‖∇if(x)−∇if(x+Uit)‖i ≤ Li‖t‖i.
For any s ∈ [0, 1], we define Ts =
∑m
i=1 L
s
i and ‖x‖[s] =
√∑m
i=1 L
s
i‖xi‖2i . The dual norm is defined by ‖y‖[s],∗ =√∑m
i=1 L
−s
i ‖yi‖2i . Let Lmax = max1≤i≤m Li and Lmin = min1≤i≤m Li.
We say that a function f(x) is µs-strongly convex with respect to ‖·‖[s] if
f(y) ≥ f(x) + 〈∇f(x), y − x〉+ µs
2
‖x− y‖2[s] . (2)
It immediately follows that µs ∈ [0, 1].
Given a proper lower semi-continuous (lsc) function f : Rd → R, for any x ∈ dom(f), the limiting subdiffer-
ential of f at x is defined as
∂f(x) =
{
u : ∃xk → x, uk → u, with f(xk)→ f(x)
and lim inf
y 6=x,y→xk
f(y)−f(xk)−〈uk,y−xk〉
‖y−xk‖ ≥ 0 as k →∞
}
.
Using the limiting subdifferential, we can define the optimality measure of the proposed algorithms. A point x
is known as a critical point of Problem (1) if
[∇f(x) + ∂φ(x)] ∩ ∂h(x) 6= ∅,
and it is known as a stationary point of Problem (1) if
∂h(x) ⊆ ∇f(x) + ∂φ(x).
While it can be readily seen that critical points are weaker than stationary points, these two notions coincide
when h(x) is smooth: ∂h(x) = {∇h(x)}.
Throughout this paper, we make the following assumptions regarding Problem (1).
1. f(x) is continuously differentiable, and it is block-wise Lipschitz smooth with parameters L1, L2, ..., Lm.
2. φ(x) is convex block-wise separable. Specifically, φ(x) =
∑m
i=1 φi(x(i)), where φi : Rdi → R (i ∈ [m]) is a
proper convex lsc function. Furthermore, φi(x) has a simple structure such that for γ > 0, and g, y ∈ Rdi ,
it is relatively easy to solve the proximal problem: minx∈Rdi{〈g, x〉+ φi(x) + β2 ‖x− y‖2i }.
3. h(x) is a convex continuous function.
4. F (x) is level-bounded in the sense that the lower level set {x : F (x) ≤ r} is bounded for any r ∈ R.
5. There exists an optimal solution x∗ such that F (x∗) = minx F (x) > −∞.
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3 Randomized Coordinate Subgradient Descent
Our goal in this section is to develop the proposed randomized coordinate subgradient descent (RCSD) for the
nonconvex problem (1) in Algorithm 1. This method can be regarded as a block-wise proximal-subgradient-
type algorithm that iteratively updates some random coordinates while keeping the other coordinates fixed. Let
γ = [γ1, γ2, ..., γm]
T be a positive vector. For any y ∈ Rdi , the composite block proximal mapping is given by
Pi (x¯i, yi, γi) = argmin
x∈Rdi
{〈yi, x〉+ φi(x) + γi2 ‖x¯i − x‖2i} . (3)
Furthermore, we denote P (x¯, y, γ) = ∑mi=1UiPi (x¯i, yi, γi).
Algorithm 1 is broad enough to cover a variety of first order methods for nonsmooth nonconvex optimization.
For example, when setting block number m = 1, we recover Algorithm 2 in [18]. When assuming that h(x) is
void, we recover Algorithm 1-RCD in [25].
Algorithm 1: RCSD
Input: x0;
for k=0,1,2,...K do
Sample ik ∈ [m] randomly with prob(ik = i) = pi;
Compute ∇ikf(xk) and vkik where vk ∈ ∂h(xk);
xk+1ik = Pik
(
xkik ,∇ikf(xk)− vkik , γik
)
;
xk+1j = x
k
j if j 6= ik;
end
In order to analyze the convergence property of RCSD, we must first establish some optimality measure. Let
v ∈ ∂h(x), we define the composite block subgradient as
gi(x,∇if(x)− vi, γi) = γi (xi − Pi(xi,∇if(x)− vi, γi)) , (4)
and we define the composite subgradient as
g(x,∇f(x)− v, γ) = ∑mi=1Uigi(x,∇if(x)− vi, γi). (5)
The notations g(x,∇f(x) − v, γ) and g(x) are used interchangeably when there is no ambiguity. According to
the above definition, ‖g(·)‖∗ measures the progress in solving the subproblem. It can be seen that ‖g(x)‖[s],∗ 6= 0
when x is a non-critical point, and ‖g(x)‖[s],∗ = 0 for some v ∈ ∂h(x) when x is a critical point. This result is
proven in the following proposition:
Proposition 1. x¯ is a critical point of (1) if and only if there exists v ∈ ∂h(x¯) such that g(x¯,∇f(x¯)− v, γ) = 0.
Proof. If g(x¯,∇f(x¯)− v, γ) = 0, then x¯ = P(x¯,∇f(x¯)− v, γ). Due to the optimality condition for (3), we have
0 ∈ ∇if(x¯) − vi + ∂φi(x¯i), i ∈ [m]; hence x¯ is a critical point. On the other hand, if x¯ is a critical point, then
there exists v ∈ ∂h(x¯) such that
0 ∈ ∇if(x¯)− vi + ∂φi(x¯i), i ∈ [m]. (6)
For brevity, let us denote u = ∇f(x¯)− v. We have
〈ui, x¯i〉+ φi(x¯i) ≥ min
x∈Rdi
{
〈ui, x〉+ φi(x) + γi
2
‖x¯i − x‖2i
}
≥ min
x∈Rdi
{〈ui, x〉+ φi(x)}+ min
x∈Rdi
γi
2
‖x¯i − x‖2i
= 〈ui, x¯i〉+ φi(x¯i),
(7)
where the final equality follows from the optimality condition (6). Hence we have strict equality in (7), and it
follows that
x¯i = argmin
x∈Rdi
{
〈ui, x〉+ φi(x) + γi
2
‖x¯i − x‖2i
}
, i ∈ [m].
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We next present an important result that is related to the proximal subproblem, presenting the proof for
completeness.
Lemma 2. Let ψ(·) be a convex lsc function and define z = argminy 〈g, y〉+ γ2 ‖x− y‖2 + ψ(y), then we have
〈g, z − y〉+ ψ(z)− ψ(y) ≤ γ
2
[‖x− y‖2 − ‖z − y‖2 − ‖x− z‖2]. (8)
Proof. Using the optimality condition, there exists ξ ∈ ∂ψ(z) such that g + ξ + γ(z − x) = 0. Plugging this into
the convexity conditionψ(y) ≥ ψ(z) + 〈ξ, y − z〉, we have ψ(y) + 〈g + γ(z − x), y − z〉 ≥ ψ(z). Furthermore, for
any x, y, z we have the equality
〈z − x, y − z〉 = 1
2
‖x− y‖2 − 1
2
‖z − y‖2 − 1
2
‖x− z‖2.
Combining the above two results immediately yields (8).
We present the general convergence property of RCSD in the following theorem.
Theorem 3. Let x0, x1, x2, ...xk be a sequence generated by Algorithm 1.
1. Assume that γi > Li2 . The sequence {xk} is bounded, and almost surely (a.s.), every limit point of the
sequence is a critical point.
2. Assume that γi = Li (i ∈ [m]) and that blocks are sampled with probability pi ∝ L1−si (0 ≤ s ≤ 1). Then
min
0≤k≤K
E
∥∥g(xk,∇f(xk)− vk, γ)∥∥2
[s],∗ ≤
2(
∑m
j=1 L
1−s
j )[F (x
0)−F (x∗)]
K+1 ,
where the expectation is with respect to i0, i1, ..., iK .
Proof. First, due to the optimality condition, there exists ξk+1ik ∈ ∂φik(xk+1ik ) such that
∇ikf(xk)− vkik + ξk+1ik = −γik
(
xk+1ik − xkik
)
. (9)
Using the convexity of φ(·) and h(·), we obtain
φ(xk+1)− h(xk+1) ≤ φ(xk) + 〈ξk+1, xk+1 − xk〉− h(xk)− 〈vk, xk+1 − xk〉
= φ(xk)− h(xk) + 〈ξk+1ik − vkik , xk+1ik − xkik〉 . (10)
In view of the relation (9), (10), and the block-wise smoothness of f(x), we have
F (xk+1) = f(xk+1) + φ(xk+1)− h(xk+1)
≤ f(xk) + 〈∇ikf(xk), xk+1ik − xkik〉+ Lik2 ‖xk+1ik − xkik‖2ik
+ φ(xk+1)− h(xk+1)
≤ f(xk) + 〈∇ikf(xk)− vkik + ξk+1ik , xk+1ik − xkik〉+ Lik2 ‖xk+1ik − xkik‖2ik
+ φ(xk)− h(xk)
≤ F (xk) +
(
Lik
2 − γik
)
‖xk+1ik − xkik‖2ik . (11)
Together with the identity ‖xk+1ik −xkik‖2ik = ‖xk+1−xk‖2, we have F (xk+1)+
(
γik − Lik2
)
‖xk+1−xk‖2 ≤ F (xk).
Let γ¯ = min1≤i≤m
(
γi − Li2
)
, then we immediately see that {F (xk+1) + γ¯‖xk+1 − xk‖2} is a non-increasing
sequence. Hence {xk} is a bounded sequence due to the level-boundedness of F (·). Moreover, summing up the
relation (11) over k = 0, 1, 2, ...,K, we obtain
γ¯
∑K
k=0‖xk+1 − xk‖2 ≤ F (x0)− F (xK+1). (12)
Consequently, we conclude that limk→∞ ‖xk − xk+1‖ = 0.
For brevity, let gki = gi(xk,∇ikf(xk)− vki , γi) and gk =
∑m
i=1Ug
k
i . We have
Eik
[(
γik − Lik2
)
‖xk+1ik − xkik‖2ik
]
=
∑m
i=1pi
γi−Li/2
γ2i
‖gki ‖2 ≥ β ‖gk‖2, (13)
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where β = min1≤i≤m{pi γi−Li/2γ2i }. In view of (11) and (13), we have
Eik [F (x
k+1)− F ∗] + β ‖gk‖2 ≤ F (xk)− F ∗.
According to the supermartingale convergence theorem, the sequence {F (xk+1) − F ∗} converges a.s. and∑∞
k=0 ‖gk‖2 <∞ a.s. It follows that limk→∞ gk = 0 a.s. Let us define
x˜k+1 = argmin
x
{〈∇f(xk)− vk, x〉+ φ(x) +∑mi=1 γi2 ‖xki − xi‖2i }. (14)
Since gk =
∑m
i γiUi(x
k
i − x˜k+1i ), we have limk→+∞ x˜k+1− xk = 0 a.s. Based on the optimality of x˜k+1, we have
φ(x˜k+1) ≤ φ(x) + 〈∇f(xk)− vk, x− x˜k+1〉+∑mi=1 γi2 ‖xki − xi‖2i −∑mi=1 γi2 ‖xki − x˜k+1i ‖2i . (15)
Let x¯ be a limit point of the sequence
{
xk
}
. Passing to a subsequence if necessary, we have limk→∞ xk = x¯. By
the continuity of ∇f(x), we have limk→∞∇f(xk) = ∇f(x¯). Taking k →∞ in (15) and x = x¯, we have
lim sup
k
φ(x˜k+1) ≤ φ(x¯), a.s.
because limk x˜k+1 = limk xk = x¯ a.s. Since φ(x) is a lsc function, we have limk→∞ φ(x˜k+1) = φ(x¯).
Moreover, by the optimality condition of (14), we have
0 = ∇f(xk)− vk +∑mi=1γiUi(x˜k+1i − xki ) + uk+1,
for some uk+1 ∈ ∂φ(x˜k+1). Due to the boundedness of {xk} and continuity of h(x), {vk} is also a bounded
sequence. Passing to a subsequence if necessary, we have limk→∞ vk = v¯ a.s. for some v¯, and limk→∞ uk+1 =
v¯−∇f(x¯) = u¯ a.s. By graph continuity of limiting subdifferentials, we have u¯ ∈ ∂φ(x¯) and v¯ ∈ ∂h(x¯) . Therefore,
we conclude that x¯ is a.s. a critical point.
For the second part, summing up (11) over k = 0, 1, 2, ...,K and rearranging the terms accordingly, we have∑K
k=0
(
γik − Lik2
)
‖xk+1ik − xkik‖2ik ≤ F (x0)− F (xK+1). (16)
Since we assume that γi = Li and pi = L1−si /
(∑m
j=1 L
1−s
j
)
, the following identity holds
Eik
[(
γik − Lik2
)
‖xk+1ik − xkik‖2ik
]
=
∑m
i=1
pi
2Li
‖gi‖2i = 12T1−s ‖gk‖2[s],∗. (17)
Taking the expectation of (16) with respect to {ik} and using (17),we have∑K
k=0E
∥∥gk∥∥2
[s],∗ ≤ 2T1−s[F (x0)− F (xK+1)].
Remark 4. Notice that the sublinear rate in Theorem 3 is typical for first order methods on nonsmooth and
nonconvex problems. For instance, if h(x) is void and uniform sampling (s = 1) is performed, we recover the
rate obtained for 1-RCD in [25]. Another difference between our work and [25] is that our analysis also adapts
to the strategy of nonuniform sampling (s < 1), whereby the composite subgradient is measured by the norm
‖ · ‖[s],∗. Suppose that our goal is to have some ε-accurate solution (mink E
[‖gk‖2] ≤ ε), the total number of
iterations required by non-uniform sampling RCSD (with s = 0) is O
(∑m
i=1 Li
ε
[
F (x0)−F (x∗)]). In contrast, since∥∥gk∥∥2
[1],∗ ≥ 1Lmax
∥∥gk∥∥2, the bound provided by uniform sampling RCSD (s = 1) is O(Lmaxmε [F (x0)− F (x∗)]).
4 Randomly Permuted Coordinate Descent
In this section, our goal is to develop a randomly permuted coordinate descent (RPCD) method in Algorithm 2.
When analyzing the convergence of cyclic or permuted CD, we normally require the triangle inequality to bound
the gradient norm by the sum of point distances. However, this may be difficult to achieve in the nonsmooth
setting since subgradient is not necessarily Lipschitz continuous. To avoid this problem, Algorithm 2 computes
the subgradient of h(x) only once after updating all the blocks but it always uses the new block gradient of f(x)
while updating the block variables. The visiting order of block-coordinate variables can be either deterministic
or randomly shuffled, provided that all the blocks are updated in each outer loop of the algorithm. The following
theorem summarizes the main convergence property of RPCD.
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Algorithm 2: RPCD
Input: x0;
for k=0,1,2,...K-1 do
Compute vk ∈ ∂h(xk) and set x˜0 = xk;
Generate permutation: pi0, pi1, pi2, . . . pim−1;
for t = 0, 2, ...,m− 1 do
Set x˜t+1pit = Ppit
(
x˜tpit ,∇pitf
(
x˜t
)− vkpit , γpit);
Set x˜t+1j = x˜
t
j if j 6= pit;
end
Set xk+1 = x˜m;
end
Theorem 5. Let x1, x2, ..., xK be the generated sequence in Algorithm 2.
1. If γi ≥ Li (1 ≤ i ≤ m), then the sequence {xk} is bounded, limk→∞ ‖xk−xk+1‖ <∞, and every limit point
is a critical point.
2. If we assume φ(x) = 0 and set γi = Li, then
min
0≤k≤K
‖∇f(xk)− vk‖2 ≤ 4
(
Lmax +
mL2
Lmin
)
F (x0)−F (x∗)
(K+1) .
Proof. First, using the optimality condition, there exists ξk+1 ∈ ∂φ(x˜t+1) such that
∇pitf(xk)− vkpit + ξk+1pit = γpit
(
x˜tpit − x˜t+1pit
)
. (18)
For the k-th subproblem, let F˜ (x) = f(x) + φ(x) − 〈vk, x− xk〉 − h(xk) be the surrogate function. Due to the
convexity of F˜ (x), we obtain
F˜ (x) = f(x) + φ(x)− 〈vk, x− xk〉− h(xk) ≥ f(x) + φ(x)− h(x) = F (x), ∀x.
This bound is tight at xk: F˜ (xk) = F (xk). Next we develop some relation about the surrogate functions. We
have
F˜ (x˜t+1) ≤ f(x˜t) + 〈∇pitf
(
x˜t
)
, x˜t+1pit − x˜tpit〉+
Lpit
2 ‖x˜t+1pit − x˜tpit‖2pit
− h(xk)− 〈vk, x˜t+1 − xk〉+ φ (x˜t+1)
≤ f(x˜t)− γpit〈x˜t+1pit − x˜tpit , x˜t+1pit − x˜tpit〉+
Lpit
2 ‖x˜t+1pit − x˜tpit‖2pit
〈vkpit − ξk+1pit , x˜t+1pit − x˜tpit〉 − h(xk)− 〈vk, x˜t+1 − xk〉+ φ
(
x˜t+1
)
≤ f(x˜t) +
(
Lpit
2 − γpit
)
‖x˜t+1pit − x˜tpit‖2pit − h(xk)− 〈vk, x˜t − xk〉
+ φ
(
x˜t+1
)
+ 〈ξk+1pit , x˜tpit − x˜t+1pit 〉
≤ F˜ (x˜t) +
(
Lpit
2 − γpit
)
‖x˜t+1pit − x˜tpit‖2pit
≤ F˜ (x˜t)− Lpit2 ‖xk+1pit − xkpit‖2pit ,
where the last inequality uses the fact that ‖x˜t+1pit − x˜tpit‖2pit = ‖xk+1pit − xkpit‖2pit and γi − Li2 ≥ Li2 . Summing up the
above relation over t = 0, 1, ...,m− 1, we have
1
2
∥∥xk+1 − xk∥∥2
[1]
≤∑m−1t=0 [F˜ (x˜t)− F˜ (x˜t+1)] = F˜ (x0)− F˜ (xk+1)
≤ F (xk)− F (xk+1). (19)
Therefore, {F (xk)} is a non-increasing sequence and limk→∞ F (xk) exists. From the bounded level set assump-
tion, we immediately have that the sequence {xk} is bounded. Summing up the above inequality, we obtain
1
2
∑K
k=0‖xk+1 − xk‖2[1] ≤ F (x0)− F (xK+1) ≤ F (x0)− F (x∗) < +∞. (20)
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Therefore, we have limk→∞ ‖xk − xk+1‖[1] = 0.
Let x¯ be a limiting point of
{
xk
}
. Passing to a subsequence if necessary, we have limk→∞ xk = x¯. Let us
denote yt+1 = argminx
{〈∇f(x˜t)− vk, x〉+ φ(x) +∑mi=1 γi2 ‖xi − x˜ti‖2i}. By this definition, for t = 0, 1, ...,m− 1
and any x, we have
φ(yt+1) ≤ φ(x) + 〈∇f(x˜t)− vk, x− yt+1〉+∑mi=1 γi2 ‖xi − x˜ti‖2i −∑mi=1 γi2 ‖yt+1i − x˜ti‖2i . (21)
Notice that ym = xk+1. Taking x = x¯, t = m−1 and letting k →∞ in (21), we have lim supk→∞ φ(xk+1) ≤ φ(x¯).
According to the lower semicontinuity of φ(·), we have limk→∞ φ(xk+1) = φ(x¯). In addition, due to the optimality
condition, we have
∇f(x˜t)− vk + ut+1 +∑mi=1γiUi(yt+1i − x˜ti) = 0, t = 0, 1, ...,m− 1, (22)
where ut+1 ∈ ∂φ(yt+1). Taking t = m − 1 and letting k → ∞ in (22), since limk→∞ ym − x˜m−1 = 0, we
have limk→∞∇f(x˜m−1) − vk + um = 0, where um ∈ ∂φ(ym) = ∂φ(xk+1). By continuity of ∇f(·) we have
limk→∞∇f(x˜m−1) = ∇f(x¯). Since xk is bounded, vk ∈ ∂h(xk) is also bounded. Passing to a subsequence
if necessary, we have limk→∞ vk = v¯ and therefore limk→∞ um = v¯ − ∇f(x¯). Since xk f→ x¯, xk+1 φ→ x¯, we
have v¯ ∈ ∂h(x¯) and u¯ ∈ ∂φ(x¯) based on graph continuity of limiting subdifferentials. Therefore, we have
v¯ ∈ ∇f(x¯) + ∂φ(x¯) and we conclude that x¯ is a critical point.
For the second part, assume that φ(x) = 0 and γi = Li. From the smoothness of f(x), we have
‖∇pitf(x˜t)−∇pitf(xk)‖2pit ≤ ‖∇f(x˜t)−∇f(xk)‖2 ≤ L2‖x˜t − xk‖2, t = 0, 1, 2, ...,m.
For any vector a, b we have the inequality
‖a‖2 ≤ (‖b‖+ ‖a− b‖)2 ≤ 2 ‖b‖2 + 2 ‖a− b‖2 .
Hence we can bound the squared subgradient norm by:
‖∇pitf(xk)− vkpit‖2pit ≤ 2‖∇pitf(x˜t)− vkpit‖2pit + 2‖∇pitf(x˜t)−∇pitf(xk)‖2pit
≤ 2‖∇pitf(x˜t)− vkpit‖2pit + 2L2‖x˜t − xk‖2.
Summing up the above relation over pi0, pi1, pi2, . . . pim−1, we have
‖∇f(xk)− vk‖2 ≤∑m−1t=0 [2‖∇pitf(x˜t)− vkpit‖2pit + 2L2‖x˜t − xk‖2]
=
∑m−1
t=0
[
2L2pit‖x˜t+1pit − x˜tpit‖2pit + 2L2‖x˜t − xk‖2
]
≤∑m−1t=0 [2L2pit‖x˜t+1pit − x˜tpit‖2pit + 2 L2Lmin∑t−1s=0Lpis‖x˜s+1pis − x˜spis‖2s]
≤ 2
(
Lmax +
mL2
Lmin
)∑m−1
t=0 Lpit‖x˜t+1pit − x˜tpit‖2pit
≤ 2
(
Lmax +
mL2
Lmin
)∥∥xk+1 − xk∥∥2
[1]
. (23)
Here, the first equality is due to the equality ∇pitf(x˜t)− vtpit = γpit
(
x˜tpit − x˜t+1pit
)
, and the second inequality is due
to the block Lipschitz smoothness. Putting (20) and (23) together, we obtain∑K
k=0
∥∥∇f(xk)− vk∥∥2 ≤ 4(Lmax + mL2Lmin) [F (x0)− F (x∗)] .
Remark 6. Although the complexity rate of RPCD has a larger multiplicative constant than that of RCSD,
RPCD and RCSD are based on substantially different optimality measures: the rate of RPCD is deterministic
and the rate of RCSD is on expectation. Nevertheless, in our experiments (presented in Section 7.2) , we observe
that RPCD and RCSD have very similar convergence performance. We note that similar observations ([4]) have
been made when comparing RCD and RBGD in convex setting.
8
5 Randomized Proximal DC method For Nonconvex Optimization
In this section we will develop a new randomized proximal DC algorithm based on ACD. Our method is based
on the simple observation that F (x) can be reformulated as a difference-of-convex function. Specifically, suppose
that f(x) has a bounded negative curvature (µ-weakly convex):
f(x) ≥ f(y) + 〈∇f(y), x− y〉 − µ
2
‖x− y‖2.
By this definition, f(x) + µ2 ‖x‖2 is convex and hence f(x) can be expressed as a difference-of-convex function:
f(x) =
(
f(x) + µ2 ‖x‖2
)
− µ2 ‖x‖2. Therefore, we express F (x) in the following DC form:
F (x) = f(x) +
µ
2
‖x‖2 + φ(x)−
(µ
2
‖x‖2 + h(x)
)
.
For simplicity, we assume that f(x) is convex for the remainder of this section.
Algorithm 3: The DC algorithm
Input: x0;
for k=0,1,2,...K do
Compute vk ∈ ∂h(xk) ;
Set
xk+1 = argmin
x
F˜ (x) = f(x) + φ(x)− h(xk)− 〈vk, x− xk〉 . (24)
end
There is a wealth of literature on DC optimization. For simplicity, we summarize the most general DC
algorithm (DCA) in Algorithm 3. This approach is an iterative procedure that alternates between linearizing the
concave part (−h(·) ≤ −h(xk)− 〈vk, · − xk〉) and minimizing the majorized function (F˜ (·)) to specific accuracy.
To handle the subproblem (24) more efficiently, DCA often employs some external solvers, such as gradient
methods and interior point methods to obtain high-precision solutions. However, the main drawback of this
approach is that exactly minimizing F˜ (x) can be potentially slow for many large-scale problems. To avoid this
difficulty, recent works (such as [30, 33, 2]) propose using a proximal DC algorithm (pDCA) by performing one
step of proximal gradient descent to solve (24). pDCA can be interpreted as an application of Algorithm 3
based on a different DC representation: F (x) =
[
L
2 ‖x‖2 + φ(x)
] − [h(x) + L2 ‖x‖2 − f(x)] . It follows from the
DC algorithm that we obtain xk+1 by
xk+1 = argmin
x
{L
2
‖x‖2 + φ(x)− 〈vk + Lxk −∇f(xk), x〉}
= argmin
x
{〈∇f(xk)− vk, x〉+ φ(x) + L
2
‖x− xk‖2
}
.
Computing the above proximal mapping can be much easier than solving (24), provided that the function φ(x)
has specific simple form. For example, when φ(x) is the lasso or elastic-net penalty, xk+1 is computed by the
so-called soft-thresholding. While pDCA offers significant improvements on the per-iteration computational time
for convergence to approximate critical point solutions, it appears that pDCA does not efficiently exploit the
convex structure of f(x) + φ(x). For example, consider the extreme case that h(x) = 0, then pDCA is exactly
the proximal gradient descent for minimizing convex composite function. However, in such case, it is well known
that proximal gradient descent has suboptimal worst-case complexity and the optimal complexity is achieved by
Nesterov’s accelerated methods.
To overcome these drawbacks, in Algorithm 4, we propose a new randomized proximal DC method (ACPDC)
by using ACD efficiently for the DC subproblem. This algorithm is based on the idea that, at the k-th iteration,
we first form a majorized function Fk(x) by linearizing h(x) and adding a strongly convex function
µ
2
‖x− xk‖2[1] =
µ
2
∑m
i=1Li‖xi − xki ‖2i ,
and we then apply ACD to approximately minimize Fk(x) to specific accuracy. As we will show later, there is
no need to obtain high precision for the subproblems, because running a few iterations (order O(m)) of ACD
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Algorithm 4: ACPDC
Input: x0, µ, t;
Compute µ˜;
for k=0,1,2,...K do
Compute vk ∈ ∂h(xk) ;
Set
Fk(x) = f(x) + φ(x)− h(xk)−
〈
vk, x− xk〉+ µ
2
‖x− xk‖2[1] (25)
Obtain xk+1 from running Algorithm 5 with input Fk(·), xk , µ˜ and t;
end
is sufficient to guarantee fast convergence. Using ACD allows us to exploit the convex structure of f(x) more
efficiently than by using proximal gradient descent, while at the same time retaining the same O
(
1

)
iteration
complexity. We confirm the empirical advantage of using ACDPC in selected real applications in Section 7.
The convex subproblem
Before developing the main convergence result of ACPDC, let us discuss the convex subproblem in Algorithm 4
and examine its complexity. This subproblem to minimize Fk(x) can be described in the following general form:
min
x
F˜ (x) = f˜(x) + φ(x) +
µ
2
‖x− x¯‖2[1], (26)
where f˜(x) is convex and continuously differentiable. In the context of (25), F˜ (·) has the following properties:
1. f˜(x) + µ2 ‖x− x¯‖2[1] is block-wise Lipschitz smooth with constant L˜i = (1 + µ)Li, i = 1, 2, ...,m.
2. F˜ (·) is µ˜-strongly convex w.r.t. ‖ ·‖
[˜1]
, where µ˜ = µ1+µ and the norm is defined by ‖x‖[˜1] =
√∑m
i=1L˜i ‖xi‖2i .
In order to approach this problem efficiently, we adopt the accelerated randomized proximal coordinate gradient
method (APCG, [21]) and express it in Algorithm 5; APCG is a specific ACD method for strongly convex and
composite optimization. We refer to [21] for the complete convergence analysis of APCG, and we rephrase one
important result in the following theorem.
Algorithm 5: APCG
Input: F˜ (x), x0, µ˜, K;
Initialize z0 = x0 and choose γ0 ∈ [µ˜, 1];
for k=0,1,2,...,K-1 do
Compute αk ∈ (0, 1m ] from m2α2k = (1− αk)γk + αkµ and set γk+1 = (1− αk)γk + αkµ˜, βk = αkµγk+1 ;
Set yk = 1αkγk+γk+1 (αkγkx
k + γk+1z
k);
Sample ik uniformly at random from {1, 2, ...,m} and update
zk+1 = argmin
x
{mαk2 ‖x− (1− βk)zk − βkyk‖2[1] + 〈∇ikf(yk), xik〉+ φik(xik)};
Set xk+1 = yk +mαk(zk+1 − zk) + µ˜m (zk − yk);
end
Theorem 7. Let x∗ be the optimal solution of Problem (26) and assume that F˜ (x) is µ˜-strongly convex with
‖·‖
[˜1]
. In Algorithm 5, we have
E[F˜ (xK)− F˜ (x∗)] ≤
(
1−
√
µ˜
m
)K (
F˜ (x0)− F˜ (x∗) + µ˜2 ‖x0 − x∗‖2[˜1]
)
.
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Analysis of ACPDC
To develop the complexity result of the overall procedure, we need to define some terminating criterion. Let us
denote
Fµ(y, x, v) = f(y) + φ(y)− h(x)− 〈v, y − x〉+ µ
2
‖y − x‖2[1], v ∈ ∂h(x), (27)
and define x¯ = argminy Fµ(y, x, v). We define the prox-mapping
p(x, v, µ) = µ
∑m
i=1 [LiUi(xi − x¯i)] .
Based on the definition, x is exactly a critical point when ‖p(x, v, µ)‖[1] = 0, and the norm of ‖p(x, v, µ)‖[1] can
be viewed as a measure of the optimality of x. Moreover, notice that the norm ‖p(x, v, µ)‖[1] is also related to
the accuracy of x for minimizing Fµ(·, x, v). Assume that F (x) = Fµ(x, x, v) ≤ Fµ(x¯, x, v) + , then we have
Fµ(x, x, v) ≥ µ
2
‖x− x¯‖2[1] + Fµ(x¯, x, v) ≥
µ
2
‖x− x¯‖2[1] + Fµ(x, x, v)− ,
where the first inequality is due to the strong convexity of Fµ(·, x, v) and the optimality of x¯. Therefore, we
conclude
1
2µ
‖p(x, v, µ)‖2[1],∗ =
µ
2
‖x− x¯‖2[1] ≤ . (28)
We next justify the usage of ‖p(x, v, µ)‖[1],∗ by showing that this criterion is quantitatively equivalent to the
earlier proposed criterion of using composite subgradient at x. Here, the equivalence means that the two values
are different up to some constant factors. Before making more rigorous argument, we first simplify notations.
Throughout this section we denote the composite mapping as x˜ = argminy F γ(y, x, v) (γ > 0) where we define
F γ(y, x, v) =
〈∇f(x)− v, y − x〉+ φ(y) + γ
2
‖y − x‖2[1], v ∈ ∂h(x). (29)
In this way, the earlier proposed stepsize parameter γi in Algorithm 1 takes the form γi = γLi. We still denote
the composite subgradient by g(x,∇f(x)− v, γ), slightly abusing the notation when there is no ambiguity in the
context. Then we quantify the relations between these two criteria in the following theorem.
Theorem 8. Let γ ∈ [µ, 3µ), then we have
‖g(x,∇f(x)− v, γ)‖[1],∗ ≤
(
1 + LµLmin
)(
1 +
√
L
2Lminµ+L
)
‖p(x, v, µ)‖[1],∗, (30)
‖g(x,∇f(x)− v, γ)‖[1],∗ ≥ γ
µ
(
1 +
√
γ−µ+L/Lmin
3µ−γ
)−1
‖p(x, v, µ)‖[1],∗. (31)
Proof. Using the optimality of x˜ and x¯ for optimizing (29) and (27), respectively, and using Lemma 2, we have〈∇f(x)− v, x˜− y〉+ φ(x˜)− φ(y) ≤ γ2 ‖x− y‖2[1] − γ2 ‖x− x˜‖2[1] − γ2 ‖y − x˜‖2[1], (32)
and
f(x¯) + φ(x¯)− 〈v, x¯− y〉− f(y)− φ(y) ≤ µ2 ‖x− y‖2[1] − µ2 ‖x− x¯‖2[1] − µ2 ‖y − x¯‖2[1], (33)
Plugging in y = x¯ into the (32) and plugging y = x˜ into (33) respectively and then adding the two inequalities
together, we have
f(x¯)− f(x˜) + 〈∇f(x), x˜− x¯〉 ≤ γ−µ2 ‖x− x¯‖2[1] − γ−µ2 ‖x− x˜‖2[1] − µ+γ2 ‖x˜− x¯‖2[1],
Moreover, due to the convexity and the Lipschitz smoothness of f(x), we deduce
f(x¯)− f(x˜) + 〈∇f(x), x˜− x¯〉
= f(x¯)− f(x)− 〈∇f(x), x¯− x〉− [f(x˜)− f(x)− 〈∇f(x), x˜− x〉]
≥ −L2 ‖x− x˜‖2.
Combining the above two inequalities, we have
µ+γ
2 ‖x˜− x¯‖2[1] ≤ γ−µ2 ‖x− x¯‖2[1] + L2 ‖x− x˜‖2 − γ−µ2 ‖x− x˜‖2[1]. (34)
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Moreover, due to the inequality ‖a+ b‖2 ≤ 2(‖a‖2 + ‖b‖2), it follows that
µ+γ
2 ‖x˜− x¯‖2[1] ≤ (γ − µ)
(
‖x− x˜‖2[1] + ‖x˜− x¯‖2[1]
)
+ L2 ‖x− x˜‖2 − γ−µ2 ‖x− x˜‖2[1]
≤ (γ − µ)‖x˜− x¯‖2[1] + γ−µ+L/Lmin2 ‖x− x˜‖2[1].
Therefore, we have
3µ−γ
2 ‖x˜− x¯‖2[1] ≤ γ−µ+L/Lmin2 ‖x− x˜‖2[1].
Using the triangle inequality, we have
‖x¯− x‖[1] ≤ ‖x˜− x‖[1] + ‖x˜− x¯‖[1] ≤
(
1 +
√
γ−µ+L/Lmin
3µ−γ
)
‖x˜− x‖[1].
Notice that we have ‖g(x,∇f(x)− v, γ)‖[1],∗ = γ‖x˜− x‖[1] and ‖p(x, v, µ)‖[1],∗ = µ‖x¯− x‖[1] by definition. Then
the result (31) immediately follows.
Furthermore, let z˜ = argminF γ˜(y, x, v) for γ˜ = µ+ LLmin . Placing γ = γ˜ and x˜ = z˜ in relation (34), we have
µ+γ˜
2 ‖z˜ − x¯‖2[1] ≤ γ˜−µ2 ‖x− x¯‖2[1] + L2 ‖z˜ − x‖2 − γ˜−µ2 ‖x− z˜‖2[1]
≤ L2Lmin ‖x− x¯‖2[1] + L2Lmin ‖z˜ − x‖2[1] −
γ˜−µ
2 ‖x− z˜‖2[1]
≤ L2Lmin ‖x− x¯‖2[1].
We similarly obtain
‖z˜ − x‖[1] ≤ ‖z˜ − x¯‖[1] + ‖x¯− x‖[1] ≤
(
1 +
√
L
2Lminµ+L
)
‖x¯− x‖[1]. (35)
Next we derive a bound of ‖x˜− x‖[1] in terms of ‖z˜ − x‖[1]. Due to the optimality of z˜ (0 ∈ ∂F γ˜(z˜, x, v)), we
have
0 ∈ ∇f(x)− v + ∂φ(z˜) + γ˜∑i∈[m]LiUi(z˜i − xi),
let us denote a subgradient ∇F γ(z˜, x) ∈ ∂F γ(z˜, x) such that 0 = ∇F γ(z˜, x) + (γ˜ − γ)∑i∈[m]UiLi(z˜i − xi),
hence we have ‖∇F γ(z˜, x)‖[1],∗ = (γ˜ − γ)‖z˜− x‖[1]. Then using strong convexity of F γ(y, x) and optimality of x˜
(0 ∈ ∂F γ(x˜, x)) , we have
(γ˜ − γ)‖z˜ − x‖[1] = ‖∇F γ(z˜, x)‖[1],∗ ≥ γ‖z˜ − x˜‖[1] ≥ γ
[‖x˜− x‖[1] − ‖z˜ − x‖[1]].
We conclude that γ˜‖z˜ − x‖[1] ≥ γ‖x˜− x‖[1]. In view of relation (35), we have
‖x˜− x‖[1] ≤
(
µ
γ +
L
Lminγ
)(
1 +
√
L
2Lminµ+L
)
‖x¯− x‖[1].
Then relation (30) follows.
We are now ready to present the main convergence result of Algorithm 4 in the following theorem.
Theorem 9. Assume that f(x) is convex, and that there exists M > 0 such that M = supv∈∂h(x) ‖v‖ < +∞. In
Algorithm 4 if we set t = t0 =
⌈
ln 4 m√
µ/(1+µ)
⌉
, then
1. Every limit point of the sequence is a critical point, a.s.;
2. We have
min
1≤k≤K
E
[
‖p(xk, vk, µ)‖2[1],∗
]
≤ 2µ
[
F (x0)−F (x∗)+4M‖x0−x∗‖+µ‖x0−x∗‖2[1]
]
K .
Proof. Based on the earlier discussion, Fk(x) is block-wise Lipschitz smooth with constant (1 + µ)Li, and µ˜-
strongly convex (µ˜ = µ1+µ ) with ‖·‖[˜1], where ‖x‖[˜1] =
√∑m
i=1(1 + µ)Li ‖xi‖2i . For brevity, we denote λ =
(1−
√
µ˜/m)t. Let xk+1
∗
be the optimal solution for minimizing Fk(·). After running Algorithm 5 we obtain the
following convergence relation
E[Fk(xk+1)− Fk(xk+1∗)] ≤
(
1−
√
µ˜
m
)t[
Fk(x
k)− Fk(xk+1∗) + µ˜2 ‖xk − xk+1
∗‖2
[˜1]
]
≤ 2λ
[
Fk(x
k)− Fk(xk+1∗)
]
, (36)
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where the expectation is over xk+1. It then follows that
E[Fk(xk+1)] ≤ Fk(xk)− (1− 2λ)[Fk(xk)− Fk(xk+1∗)]
≤ F (xk)− µ(1−2λ)2 ‖xk − xk+1
∗‖2[1]
≤ f(xk) + φ(xk)− h(xk−1)− 〈vk−1, xk − xk−1〉 − µ(1−2λ)2 ‖xk − xk+1
∗‖2[1]
= Fk−1(xk)− µ2 ‖xk − xk−1‖2[1] − µ(1−2λ)2 ‖xk − xk+1
∗‖2[1].
Here the second inequality is due to strong convexity of Fk(·), and the third inequality is due to the convexity of
h(·). Therefore, based on the supermartingale convergence theorem, we have that limk→∞ Fk(xk+1) = pi for some
random variable pi,
∑∞
k=0‖xk−xk+1
∗‖2 <∞ a.s.,∑∞k=0‖xk−xk−1‖2 <∞ and, hence, limk→∞ ‖xk−xk+1∗‖ = 0
a.s. and limk→∞ ‖xk − xk−1‖ = 0. Moreover, we see that {F (xk)} is a bounded sequence a.s.
Let x¯ be any limit point of {xk}, passing to a subsequence if necessary, we therefore have limk→∞ xk+1∗ = x¯
a.s. Since xk+1
∗
obtains the optimum of the subproblem, we can adopt an argument analogous to the previ-
ous analysis to show that lim supk→∞ φ(xk+1
∗
) = φ(x¯) a.s. Hence, by lower semi-continuity of φ(·), we have
limk→∞ φ(xk+1
∗
) = φ(x¯) a.s. Moreover, based on the the optimality condition for minimizing Fk(·), we obtain
0 = ∇f(xk+1∗) + uk+1 − vk + µ˜∑mi=1L˜iUi(xk+1∗i − xki ),
where uk+1 ∈ ∂φ(xk+1∗). Due to the continuity of h(x) and almost sure boundedness of xk, we have limk→∞ vk =
v¯ ∈ ∂h(x¯) for some v¯. Taking k →∞, we have
lim
k→∞
uk+1 = u¯ = v¯ −∇f(x¯), a.s.
Due to the graph continuity of limiting subdifferential we have limk→∞ uk+1 = u¯ ∈ ∂φ(x¯) for some u¯. Thus by
definition x¯ is a.s. a critical point.
For the second part, let us establish some relation between different iterates. Taking expectation over xk, we
have
E
[
Fk(x
k)− Fk(xk+1∗)
]
≤ E[Fk−1(xk)− Fk(xk+1∗)]
≤ E[Fk−1(xk∗)− Fk(xk+1∗)]+ 2λ[Fk−1(xk−1)− Fk−1(xk∗)], (37)
where the first inequality is obtained from Fk(xk) = F (xk) ≤ Fk−1(xk) and the second inequality is obtained
from the subproblem convergence (36). Summing up the relation (37) over k = 1, 2, ...,K and taking expectation
over x1, x2, ..., we have ∑K
k=1E
[
Fk(x
k)− Fk(xk+1∗)
]
≤ E[F0(x1∗)− FK(xK+1∗)]+ 2λ∑K−1k=0 E[Fk(xk)− Fk(xk+1∗)]. (38)
We next derive bounds on Fk(xk+1
∗
), k = 0, 1, 2, ....
Fk(x
k+1∗) ≤ Fk(x∗)
= F (x∗) +
[
h(x∗)− h(xk)− 〈vk, x∗ − xk〉]+ µ2 ‖x∗ − xk‖2[1]
≤ F (x∗) + 2M‖xk − x∗‖+ µ2 ‖x∗ − xk‖2[1]. (39)
Here, the last inequality uses the relation
h(y)− h(x)− 〈∇h(x), y − x〉 ≤ 〈∇h(y)−∇h(x), y − x〉
≤(‖∇h(y)‖+ ‖∇h(x)‖) ‖x− y‖ ≤ 2M ‖x− y‖,
for any x, y, and ∇h(x) ∈ ∂h(x),∇h(y) ∈ ∂h(y). Moreover, we obtain
Fk(x
k+1∗) = min
x
f(x) + φ(x)− h(xk)− 〈vk, x− xk〉+ µ2 ‖x− xk‖2[1]
≥ min
x
f(x) + φ(x)− h(x)
= F (x∗). (40)
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In view of (38), (39) and (40), we have
(1− 2λ)∑Kk=1E[Fk(xk)− Fk(xk+1∗)]
≤ F0(x1∗)− E[FK(xK+1∗)] + 2λE[F (x0)− F0(x1∗)]
≤ 2M‖x0 − x∗‖+ µ2 ‖x0 − x∗‖2[1] + 2λ
[
F (x0)− F (x∗)] .
Taking t ≥ ln 4 m√
µ˜
, we have λ = (1−
√
µ˜/m)t ≤ exp(−(t
√
µ˜)/m) ≤ 14 . It follows that∑K
k=1E
[
Fk(x
k)− Fk(xk+1∗)
]
≤
[
F (x0)− F (x∗) + 4M‖x0 − x∗‖+ µ‖x0 − x∗‖2[1]
]
.
Moreover, due to (28) and strong convexity of Fk(·), we have
1
2µ‖p(xk, vk, µ)‖2[1],∗ = µ2 ‖xk+1
∗ − xk‖2[1] ≤ Fk(xk)− Fk(xk+1
∗
).
Putting the above two relations together, we have∑K
k=1E
[
‖p(xk, vk, µ)‖2[1],∗
]
≤ 2µ[F (x0)− F (x∗) + 4M‖x0 − x∗‖+ µ‖x0 − x∗‖2[1]].
Remark 10. Compared with DCA, ACPDC only requires (O(lnm)) steps of ACD to approximately solve each
subproblem. In order to obtain an ε-accurate solution (mink E
[‖p(xk, vk, µ)‖2[1],∗] ≤ ε), the total number of block
gradient computations is bounded by
N ∈ O
(
ln 4 m√
µ/(1+µ)
· µ[F (x
0)−F (x∗)+4M‖x0−x∗‖+µ‖x0−x∗‖2[1]]
ε
)
.
6 Randomized Proximal Point Method for Weakly Convex Problems
In this section we develop a new randomized proximal point algorithm based on ACD, for minimizing weakly
convex functions. We first make some important assumptions. Specifically, we assume that h(x) is void and
consider the following form
min
x
F (x) = f(x) + φ(x). (41)
Furthermore we assume that f(x) is µ-weakly convex:
f(x) ≥ f(y) + 〈∇f(y), x− y〉 − µ
2
‖x− y‖2. (42)
We immediately see that the notion of weak convexity is implied by Lipschitz smoothness. Suppose that f(x)
is Lipschitz smooth with constant L: ‖∇f(x) − ∇f(y)‖ ≤ L‖x − y‖, it is easy to see that f(x) ≥ f(y) +
〈∇f(y), x− y〉 − L2 ‖x − y‖2, namely, that f(x) is L-weakly convex. Therefore, it is more interesting to study
nontrivial case when µ 6= L. Throughout this section, we consider an ill-conditioned weakly convex function in
the sense that µ  Li (i ∈ [m]). Such scenarios often arise in a variety of machine learning applications. For
example, in regularized risk minimization, by adding a small nonconvex penalty such as SCAD and MCP, the
problem is weakly convex with a relatively small value of µ. Cases such as these will be discussed in more detail
in Section 7.
To solve the above-mentioned problem, we present a new ACD-based proximal point method (ACPP) in
Algorithm 6. Specifically, at the k-th iteration, given the initial point xk, we employ APCG to approximately
solve the following convex composite problem with some appropriate accuracy:
min
x
Fk(x) = F (x) + µ‖x− xk‖2.
It can be readily seen that f(x) + µ‖x− xk‖2 is Lipschitz smooth with L˜ = L+ 2µ and block Lipschitz smooth
with L˜i = Li + 2µ. Let s ∈ [0, 1] and define the norm ‖x‖[˜s] =
√∑m
i=1 L˜
s
i‖x‖2i . Therefore, Fk is µ˜s-strongly
convex with norm ‖ · ‖
[˜s]
: Fk(x) ≥ Fk(y) +
〈∇Fk(y), x− y〉+ µ˜s2 ‖x− y‖2[˜s], where µ˜s = µL˜smax .
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It should be pointed out that ACPP is closely related to the proximal DC algorithm. Specifically, consider
viewing the objective (41) as the following difference-of-convex function:
F (x) =
[
f(x) +
µ
2
‖x‖2 + φ(x)]− µ
2
‖x‖2. (43)
To apply a proximal DC algorithm for minimizing (43), we need to approximately minimize the following function:
F˜k(x) =
[
f(x) +
µ
2
‖x‖2 + φ(x)]+ µ
2
‖x− xk‖2 − µ
2
‖xk‖2 − µ〈xk, x− xk〉
= F (x) + µ‖x− xk‖2 = Fk(x).
Here F˜k is exactly the function to minimize in the ACPP subproblem. As a consequence, ACPP can be viewed
as a specific proximal DC algorithm while the earlier technique developed for ACPDC can be adapted to analyze
the convergence of ACPP. Nevertheless, taking into account the weakly-convex structure, we develop some
new convergence analysis based on the proximal point iteration. By properly choosing the parameters and
termination criterion, we establish new rates of convergence to approximate stationary point solutions. We show
that the convergence performance of ACPP is much better than that of RCSD and pDCA when the problem is
unconstrained, smooth and ill-conditioned. In such case, the convergence rates of all the compared algorithms are
comparable when expressing the convergence criteria in terms of ‖∇F (x)‖2. ACPP has a much better complexity
rate in minimizing ‖∇F (x)‖2 in comparison with other single stage CD methods.
Before develop the main convergence result, let us formally define some optimality measures for problem (41).
Following the setup in [20], we say that a point x is an (ε, δ)-approximate stationary point if there exists x¯ such
that
‖x− x¯‖2 ≤ δ and [dist (0, ∂F (x¯))]2 ≤ ε.
Moreover, x is a stochastic (ε, δ)-approximate stationary point if
E‖x− x¯‖2 ≤ δ and E[dist (0, ∂F (x¯))]2 ≤ ε.
Here we define dist (y,X) = infx∈X ‖x − y‖. Conceptually, an approximate stationary point is an iterate in
proximity to some nearly-stationary point. Note that similar criteria have been proposed in [8, 9] for minimizing
nonsmooth and weakly convex functions.
Algorithm 6: ACPP
Input: x0, µ, t;
Compute µ˜1;
for k=0,1,2,...,K do
Compute vk ∈ ∂h(xk) ;
Set Fk(x) = F (x) + µ‖x− xk‖2;
Obtain xk+1 from running Algorithm 5 with input Fk(x), xk , µ˜1 and t;
end
Choose kˆ from {2, 3, ...,K + 1} uniformly at random;
Output: xkˆ.
In the following theorem, we develop the main convergence property of Algorithm 6.
Theorem 11. In Algorithm 6, let κ = L˜max/L˜min, η =
√
µ˜1
m and assume that λ = (1 − η)t < 12 . Then there
exists a random xkˆ
∗
such that
E‖xkˆ − xkˆ∗‖2 ≤ 4κλKµ(1−2λ)
{
µ‖x0 − x∗‖2 + 2λ[F (x0)− F (x∗)]
}
, (44)
E
[
dist (0, ∂F (xkˆ
∗
))
]2
≤ 8κµK(1−2λ)
{
µ‖x0 − x∗‖2 + 2λ[F (x0)− F (x∗)]
}
. (45)
In particular, if we set t = t0 =
⌈−η−1 ln λ˜⌉ where λ˜ = min{ 14 , µ2L2 , µ2L}, then
E‖xkˆ − xkˆ∗‖2 ≤ 8κµKL2
{
µ‖x0 − x∗‖2 + µL [F (x0)− F (x∗)]
}
, (46)
E
[
dist (0, ∂F (xkˆ
∗
))
]2
≤ 16κµK
{
µ‖x0 − x∗‖2 + µL [F (x0)− F (x∗)]
}
. (47)
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Proof. First of all, due to the convergence of APCG (Theorem 7), we have
Fk(x
k+1)− Fk(xk+1∗) ≤ λ
[
Fk(x
k)− Fk(xk+1∗) + µ˜12 ‖xk − xk+1
∗‖2
[˜1]
]
, k = 0, 1, 2, ....
Moreover, since xk+1
∗
is optimal for minimizing Fk(·), we have the upper-bound of Fk(xk+1∗):
Fk(x
k+1∗) ≤ Fk(x∗) = F (x∗) + µ‖xk − x∗‖2, (48)
and the lower-bound of Fk(xk+1
∗
):
Fk(x
k+1∗) = min
x
f(x) + φ(x) + µ‖x− xk‖2 ≥ min
x
f(x) + φ(x) = F (x∗). (49)
For any k = 0, 1, 2, ..., we deduce the relation
E
[
Fk(x
k)− Fk(xk+1∗)
]
≤ E
[
Fk−1(xk)− Fk(xk+1∗)
]
≤ E
[
Fk−1(xk
∗
)− Fk(xk+1∗)
]
+ λE
[
Fk−1(xk−1)− Fk−1(xk∗) + µ˜1
2
‖xk−1 − xk∗‖2
[˜1]
]
≤ E
[
Fk−1(xk
∗
)− Fk(xk+1∗)
]
+ 2λE
[
Fk−1(xk−1)− Fk−1(xk∗)
]
, (50)
where the first inequality is due to Fk(xk) ≤ F (xk) + µ‖x − xk−1‖2 = Fk−1(xk), the second inequality is due
to the convergence of APCG (Theorem 7), and the third inequality is due to the strong convexity of Fk−1(·).
Summing up the above over k = 1, 2, 3, ...K, and then rearranging terms appropriately, we have∑K
k=1E
[
Fk(x
k)− Fk(xk+1∗)
]
≤ 11−2λ
{
F0(x
1∗)− E[FK(xK+1∗)]+ 2λE[F0(x0)− F0(x1∗)]}.
≤ 11−2λ
{
µ‖x0 − x∗‖2 + 2λ[F (x0)− F (x∗)]
}
. (51)
Here, the second inequality uses (48) and (49). Applying the randomness of kˆ, we have
E
[
Fkˆ−1(x
kˆ−1)− Fkˆ−1(xkˆ
∗
)
] ≤ 1K∑Kk=1E[Fk(xk)− Fk(xk+1∗)]
≤ 1K(1−2λ)
{
µ‖x0 − x∗‖2 + 2λ[F (x0)− F (x∗)]
}
. (52)
We next derive an upper-bound on E‖xkˆ − xk∗‖2. Taking expectation over xk, we have
E‖xkˆ − xkˆ∗‖2 ≤ 1
L˜min
E‖xkˆ − xkˆ∗‖2
[˜1]
≤ 2
µ˜1L˜min
E[Fkˆ−1(x
kˆ)− Fkˆ−1(xkˆ
∗
)]
≤ 2λ
µ˜1L˜min
[
Fkˆ−1(x
kˆ−1)− Fkˆ−1(xkˆ
∗
) + µ˜12 ‖xkˆ−1 − xkˆ
∗‖2
[˜1]
]
≤ 4κλµ
[
Fkˆ−1(x
kˆ−1)− Fkˆ−1(xkˆ
∗
)
]
. (53)
In addition, by the optimality of xkˆ
∗
we have 0 ∈ ∂F (xkˆ∗) + 2µ(xkˆ∗ − xkˆ−1), it follows that
E
[
dist (0, ∂F (xkˆ
∗
))
]2 ≤ 4µ2E[‖xkˆ∗ − xkˆ−1‖2] ≤ 4µ2
L˜min
E
[‖xkˆ−1 − xkˆ∗‖2
[˜1]
]
≤ 8µκE[Fkˆ−1(xkˆ−1)− Fkˆ−1(xkˆ∗)]. (54)
Consequently, we obtain (44) by combining (52) with (53) and obtain (45) by combining (52) with (54).
Finally, given that t ≥ ⌈−η−1 ln λ˜⌉ with λ˜ = min{ 14 , µ2L2 , µ2L}, we have λ ≤ exp(−ηt) ≤ λ˜, and therefore,
(1− 2λ)−1 ≤ 2. The results (46) and (47) follow immediately.
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Unconstrained smooth weakly-convex optimization
In Algorithm 7, we describe a version of ACPP for unconstrained smooth nonconvex optimization; this is a
special case of Problem (1) with φ(x) being void. Since Fk(·) is a smooth and strongly convex function, it can
be more efficiently optimized by ACD with importance sampling ([1, 23]). For the sake of completeness, we
provide an extension of APCG for smooth optimization with non-uniform sampling in Algorithm 8. We state
the convergence result in the following theorem and present the formal proof in the appendix for brevity.
Algorithm 7: ACPP for smooth nonconvex optimization
Input: x0, µ, t, s;
for k=0,1,2,...,K do
Set Fk(x) = F (x) + µ‖x− xk‖2;
Obtain xk+1 from Algorithm 8 with input Fk(x), xk , µ˜s , s and t;
end
Choose kˆ from {2, 3, ...,K + 1} uniformly at random;
Output: xkˆ.
Algorithm 8: ACD for smooth convex optimization
Input: A smooth convex function f(x), x0, µs, s, K;
for k=0,1,2,...K-1 do
Set yk = (1− αk)xk + αkzk;
Sample random block ik ∈ {1, 2, 3, ...,m} with probability pi ∝ L(1−s)/2i ;
zk+1 = argmin
x
{〈∇ikf(yk), xi〉+ pikγ2 ‖x− yk‖2[s] + pikβk2 ‖x− zk‖2[s]}.
Set
x¯k+1 = yk +
αk
pik
Uik(z
k+1
ik
− zkik);
Option I: xk+1ik = argminx
{〈∇ikf(x¯k+1), x〉+ Lik2 ‖x− x¯k+1ik ‖2ik} ;
and xk+1j = x¯
k+1
j for j 6= ik;
Option II: xk+1 = x¯k+1;
end
Output: xK ;
Theorem 12 (Informal). Assume that f(x) is smooth with block Lipschitz constant {Li}1≤i≤m and is µs-strongly
convex with norm ‖ · ‖[s], where s ∈ [0, 1]. Denote T(1−s)/2 =
∑m
i=1 L
(1−s)/2
i . If the coordinates are sampled with
probability pi ∝ L(1−s)/2i , then we have
E[f(xK)− f(x∗)] ≤
(
1−
√
µs√
µs+T(1−s)/2
)K [
f(x0)− f(x∗) + µs2 ‖x− x0‖2[s]
]
.
Theorem 12 describes the efficiency of solving the subproblems of ACPP using ACD method. Incorporating
this result, we present the overall complexity result of Algorithm 7 in the following theorem.
Theorem 13. Assume that f(x) is µ-weakly convex and that φ(x) = 0 in Problem (41). In Algorithm 7, let
κs = maxi L˜
s
i/mini L˜
s
i , T(1−s)/2 =
∑m
i=1 L˜
(1−s)/2
i , µ˜s = µ/L˜
s
max, η =
√
µ˜s/
(√
µ˜s + T(1−s)/2
)
, and assume that
λ = (1− η)t < 12 , we have
E‖∇F (xkˆ)‖2 ≤ 8λL2κs+16µ2κsKµ(1−2λ)
[
µ‖x0 − x∗‖2 + 2λ[F (x0)− F (x∗)]] . (55)
In particular, if we set t ≥ d−η−1 ln λ˜e with λ˜ = min{ 18 , µ4L , µ
2
L2 }, in order to guarantee that E‖∇F (xkˆ)‖2 ≤ ε,
the total number of block gradient updates is at most
Nε = O
((
1 + L˜smaxT(1−s)/2/
√
µ˜s
)
log
(
max
{
8, 4Lµ ,
L2
µ2
})( 40µ2κs‖x0−x∗‖2
ε + 1
))
.
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Proof. Similar to relation (50), we have
E
[
Fk(x
k)− Fk(xk+1∗)
]
≤ E
[
Fk−1(xk
∗
)− Fk(xk+1∗)
]
+ 2λE
[
Fk−1(xk−1)− Fk−1(xk∗)
]
.
Summing up the above inequality over k = 1, 2, 3, ...,K and rearranging the terms accordingly, we arrive at
(1− 2λ)∑Kk=1E[Fk(xk)− Fk(xk+1∗)]
≤ F0(x1∗)− E
[
FK(x
K+1∗)
]
+ 2λE
[
F0(x
0)− F0(x1∗)
]
≤ µ ‖x0 − x∗‖2 + 2λ[F (x0)− F (x∗)]. (56)
In addition, taking the expectation conditioned on xk, we have
E‖xk+1 − xk+1∗‖2
[˜s]
≤ 2µ˜sE[Fk(xk+1)− Fk(xk+1
∗
)]
≤ 2λµ˜s
[
Fk(x
k)− Fk(xk+1∗) + µ˜s2 ‖xk − xk+1
∗‖2
[˜s]
]
.
≤ 4λµ˜s
[
Fk(x
k)− Fk(xk+1∗)
]
. (57)
For the k-th subproblem, we have
‖∇F (xk+1)‖2 ≤ 2‖∇F (xk+1)−∇F (xk+1∗)‖2 + 2‖∇F (xk+1∗)‖2
≤ 2L2 ‖xk+1 − xk+1∗‖2 + 8µ2‖xk − xk+1∗‖2
≤ 2L2
L˜smin
‖xk+1 − xk+1∗‖2
[˜s]
+ 8µ
2
L˜smin
‖xk − xk+1∗‖2
[˜s]
≤ 8λL2κs+16µ2κsµ
[
Fk(x
k)− Fk(xk+1∗)
]
. (58)
Here, the first inequality uses ‖a+ b‖2 ≤ 2‖a‖2 + 2‖b‖2, the second inequality uses Lipschitz continuity of ∇F (x)
and the optimality condition ∇F (xk+1∗) = 2µ(xk − xk+1∗), the third inequality uses the relation ‖x‖2
[˜s]
≥
L˜smin‖x‖2, and the fourth inequality follows from (57) and ‖xk − xk+1
∗‖2
[˜s]
≤ 2µ˜s
[
Fk(x
k)− Fk(xk+1∗)
]
.
Summing up the relation (58) over k = 0, 1, 2, ... and then combining it with (56), we have∑K
k=1E‖∇F (xk+1)‖2 ≤ 8λL
2κs+16µ
2κs
µ(1−2λ)
[
µ‖x0 − x∗‖2 + 2λ[F (x0)− F (x∗)]] .
The result (55) immediately follows.
In addition, λ ≤ (1− η)t ≤ min
{
1
8 ,
µ
4L ,
µ2
L2
}
, then we have
E‖∇F (xkˆ)‖2 = 1K
∑K
k=1E‖∇F (xk+1)‖2 ≤ 8λL
2κs+16µ
2κs
µ(1−2λ)K (µ+ λL)‖x0 − x∗‖2
≤ 40µ2κsK ‖x0 − x∗‖2,
where the first inequality uses F (x0)− F (x∗) ≤ L2 ‖x0 − x∗‖2.
Next we estimate the total number of block gradient computations Nε for some ε-accurate solution. Let
K ≥ 40µκsε ‖x0 − x∗‖2. It suffices to choose
Nε = t(K + 1) ≥
(
1 + L˜smaxT(1−s)/2/
√
µ˜s
)
log
(
max
{
8, 4Lµ ,
L2
µ2
})( 40µ2κs‖x0−x∗‖2
ε + 1
)
.
The above theorem describes the iteration complexity of ACD to obtain an approximate stationary point
when sampling probability takes the form pi ∝ L˜(1−s)/2i . To the best of our knowledge, the best rate of ACD
([23, 1]) is achieved for s = 0. In the following result, we develop specific complexity result using such sampling
strategy.
Corollary 14. If in Algorithm 6, we set s = 0 and choose sample probability pi ∝
√
L˜i, the total number of
block gradient computations is bounded by
Nε = O
((∑m
i=1
√
Li
)√
µ log
(
L
µ
)
µ‖x0−x∗‖2
ε
)
. (59)
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Proof. By setting s = 0, we have κs = 1. The result immediately follows.
Remark 15. It is interesting to compare ACPP and RCD for their iteration complexities. Our earlier analysis in
Section 3 implies that RCD requires O((∑mi=1 Li)/ε) block gradient computations for achieving an ε-accurate
solution. In comparison, Theorem 14 implies that ACPP needs much less number of such computations when
the problem is ill-conditioned with block Lipschitz constants Li  µ (i ∈ [m]).
7 Applications
7.1 Sparsity-inducing machine learning
As a notable application of Problem (1), we consider an important class of sparse learning problems that are
described in the following form:
min
x ∈ Rd
f(x)
s.t. ‖x‖0 ≤ k
(60)
Here, f(x) is some loss function and the l0 norm constraint promotes sparsity. Due to the nonconvexity and
noncontinuity of l0-norm, direct optimization of the above problem is generally intractable. An alternative way
is to translate (60) into a regularized problem with some sparsity-inducing penalty ψ(x).
min
x ∈ Rd
f(x) + ψ(x) (61)
While convex relaxation such as the l1 penalty (ψ(x) = λ‖x‖1) has been widely studied in the literature,
nonconvex regularization has received increasing popularity recently (for example, see [15, 29, 33]). Here, we
consider a wide class of nonconvex regularizers that take the form of a difference-of-convex (DC) function. For
example, SCAD ([12, 30, 15]) penalty has the separable form ψλ,θ(x) =
∑m
i=1 [φλ(xi)− hλ,θ(xi)] where φλ(·) and
hλ,θ(·) are defined by
φλ(x) = λ|xi|, and hλ,θ(x) =

0 if |x| ≤ λ
x2−2λ|x|+λ2
2(θ−1) if λ < |x| ≤ θλ
λ|x| − 12 (θ + 1)λ2 if |x| > θλ
(62)
respectively. It is routine to check that hλ,θ(x) is Lipschitz smooth with constant 1θ−1 .
Another type of interesting sparsity-inducing regularizers arises from direct reformulation of the l0 term. For
instance, the constraint {‖x0‖ ≤ k} can be equivalently expressed as {‖x‖1 − |||x|||k = 0}, where |||x|||k is the
largest-k norm, defined by |||x|||k =
∑d
i=1
∣∣xji∣∣, where j1, j2, ...jd are coordinate indices in descending order of
absolute value. [33] used this observation when studying the following nonconvex composite problem
min
x∈Rd
F (x) = f(x) + λ‖x‖1 − λ|||x|||k. (63)
Notice that existing nonconvex coordinate descent [25, 32] are not applicable to (63), since the norm ||| · |||k is
neither smooth nor separable. In contrast, our methods can be applied to solve Problem (63) since the concave
part of the objective is allowed to be nonsmooth as well as inseparable. Moreover, efficient implementations of
our methods are viable: in RPCD and ACPDC, full subgradient of ||| · |||k is computed only once a while; in
RCSD, block subgradient of ||| · |||k can be computed in logarithmic time by maintaining the coordinates in max
heaps. Therefore, in all three algorithms, the overheads to compute subgradient are negligible.
7.2 Experiments
We conduct empirical experiments on the nonconvex problems described in Subsection 7.1. We compare our
algorithms with two gradient-based methods. The first algorithm is the proximal DC algorithm (pDCA, [18, 33])
which performs a single step of proximal gradient descent in each iteration. The second algorithm is an enhanced
proximal DC algorithm using extrapolation technique (pDCAe [30]). In the paper [30], pDCAe has been reported
to obtain better performance than pDCA on a variety of nonconvex learning problems.
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Datasets We use both synthetic and real data. The synthetic dataset is based on the study in [18]. Namely,
we generate an n×d matrix A, of which the rows are generated from d-dim Gaussian distribution N (0,Σ). Here,
the covariance matrix Σ satisfies: Σii = 1 (1 ≤ i ≤ d) and Σij = 0.7 (i 6= j). We generate the true solution
x∗ from a random binary vector, of which s nonzeros are chosen uniformly without replacement. Real data
are collected from online repositories. Among them, E2006-tfidf, E2006-log1p, real-sim, news20.binary,
mnist are from [6], and UJIndoorLoc, dexter are from [10]. More details are described in Table 1.
Parameter setting In CD methods, the block number m is set to 10000 for both news20.binary and
E2006-log1p and is set to min{1000, d} for the other datasets. For both ACPDC and ACPP, we choose t
from the range [m, t0] and tune it as a hyper-parameter. For ACPDC, we set µ = 0.01 because this value consis-
tently yields good performance. In all the experiments, x0 = 0 is used as the initial point for all the algorithms.
The performance of CD methods is reported on the average of ten replications.
Datasets n d m Sparsity Problem type
synthetic 500 5000 1000 100% R
E2006-tfidf 16087 150360 1000 0.826% R
E2006-log1p 16087 4272227 10000 0.141% R
UJIndoorLoc 19937 554 554 50% R
resl-sim 72309 20959 1000 0.25% C
news20.binary 19996 1355191 10000 0.034% C
mnist 60000 718 718 21.02% C
dexter 600 20000 1000 0.848% C
Table 1: Dataset description. n is the number of samples, d is the feature dimension, m is the block number. R
stands for regression and C stands for classification.
Logistic loss + largest-k norm penalty Our first experiment examines the performance of RCSD, RPCD
and ACPDC on logistic loss classification with largest-k norm penalty:
min
x∈Rd
1
n
n∑
i=1
log(1 + exp(−bi(aTi x))) +
ρ
d
(‖x‖1 − |||x|||k).
We use the following real datasets: resl-sim, news20.binary, dexter and mnist. For the mnist dataset, we
formulate a binary classification problem by labeling the digits 0, 4, 5, 6, 8 positive and all other digits negative.
We plot the function objectives with respect to number of gradient evaluations for various values of weight ρ;
our results are shown in Figure 1.
We now make a number of important observations from Figure 1. First, pDCAe consistently outperforms
pDCA in all experiments. This result suggests that, despite the unclear theoretical advantage of pDCAe over
pDCA, extrapolation indeed has empirical advantage in nonsmooth and nonconvex optimization. Second, RPCD
exhibits at least the same (sometimes better) performance as RCSD, while both RPCD and RCSD have superior
performance when compared with gradient methods. Third, ACPDC achieves the best performance among all
the tested algorithms.
Smoothed l1 loss + SCAD penalty Our next experiment targets the l1 loss regression with SCAD penalty:
min
x∈Rd
F (x) =
1
n
∑n
i=1
∣∣bi − aTi x∣∣+ ρdψλ,θ(x). (64)
Due to the nonsmooth, convex and inseparable part, Problem (64) does not exactly satisfy our assumption.
Fortunately, by introducing a small term δ, we can approximate l1 loss by Huber loss Hδ(a):
Hδ(a) =
{
a2
2δ |a| ≤ δ
|a| − δ2 o.w.
, δ > 0.
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Figure 1: Experimental results on logistic loss classification with largest-k norm penalty. y-axis: objective value
(log scaled). x-axis: number of passes to the dataset. Test datasets (from top to bottom): mnist, resl-sim,
news20.binary and dexter.
Our problem of interest, thus, follows:
min
x∈Rd
Fδ(x) =
1
n
n∑
i=1
Hδ(bi − aTi x) +
ρ
d
ψλ,θ(x), (65)
Although smooth approximation introduces an O(δ) error, it allows us to minimize Fδ(x) fast by using the
gradient information. It is easy to verify that fδ(x) = 1n
∑n
i=1Hδ(bi − aTi x) is block-wise Lipschitz smooth with
‖Aei‖2
nδ . In view of the Lipschitz smoothness of fδ(x) and the weak convexity of ψλ,θ(x), Fδ(x) has a condition
number of O(ρ (θ−1)d δ ). To set the parameters, we choose δ in the range {10−2, 10−3}. Clearly, Fδ is more difficult
to minimize when δ is relatively small.
We conduct the experiments on datasets synthetic, E2006, UJIndoorLoc and log1p.E2006. In UJIndoorLoc,
we consider predicting the location (longitude) of users inside of buildings. The dataset is preprocessed by
rescaling and shifting the longitude values to [−1, 1]. We compare all our proposed CD methods and the gradient
methods pDCA and pDCAe; convergence performance is shown in Figure 2. When the value of δ decreases, the
approximation function Fδ is increasingly ill-conditioned, thereby being increasingly difficult to optimize. Indeed,
we observe that the convergence of all the tested algorithms slows down when δ decreases from 10−2 to 10−3.
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Figure 2: Experimental results on smoothed l1 regression with SCAD penalty. y-axis: objective value (log
scaled). x-axis: number of passes to the dataset. Test datasets (from top to bottom): synthetic, E2006-tfidf
and UJIndoorLoc and E2006-log1p.
Meanwhile, we observe that, CD methods still perform consistently better than gradient-based methods, and
pDCAe performs consistently better than pDCA. Moreover, we find that both ACPDC and ACPP exhibit fast
convergence and they both outperform RCSD and RPCD, further confirming the advantage of using ACD in the
nonconvex settings.
8 Conclusion
In this paper, we developed novel CD methods for minimizing a class of nonsmooth and nonconvex functions.
We developed randomized coordinate subgradient descent (RCSD) and randomly permuted coordinate descent
(RPCD) methods, which naturally extend randomized coordinate descent and cyclic coordinate descent, respec-
tively, to the nonsmooth and nonconvex settings, and establish their asymptotic convergence to critical points and
novel complexity results. We also developed a new randomized proximal DC algorithm (ACPDC) for composite
DC problems and a new randomized proximal point algorithm (ACPP) for weakly convex problems, based on
the fast convergence of ACD for convex programming. We developed new optimality measures and established
iteration complexities for the proposed algorithms. Both theoretical and experimental results demonstrate the
advantage of our proposed CD approaches over state-of-the-art gradient-based methods.
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Appendices
Convergence of ACD for convex smooth optimization
In this section, we propose Algorithm 8, a variant of ACD method with non-uniform sampling, for unconstrained
smooth optimization.
Theorem 16. In Algorithm 8, choose the probability pi = L
(1−s)/2
i /T(1−s)/2, i ∈ [m]. Define Γk =
∏k
i=0(1 −
αi)
−1, and assume that βk, αk, γ satisfy:
µs ≥ γ (66)
βk ≥ αkT 2(1−s)/2, k = 0, 1, 2, ..., (67)
Γkαk(βk + γ) ≥ Γk+1αk+1βk+1 k = 0, 1, 2, .... (68)
Then we have
ΓK−1E[f(xK)− f(x∗)] ≤ f(x0)− f(x∗) + Γ0α0β02 ‖x∗ − x0‖2[s].
In particular, if we choose αk =
√
µs√
µs+T(1−s)/2
and βk =
√
µsT(1−s)/2 and γ = µs, then we have
E[f(xK)− f(x∗)] ≤
(
1−
√
µs√
µs+T(1−s)/2
)K [
f(x0)− f(x∗) + µs2 ‖x− x0‖2[s]
]
.
Proof. We successively estimate the bound of f(x¯k+1) by
f(x¯k+1) ≤ f(yk) + 〈∇f(yk), x¯k+1 − yk〉+ Lik2 ‖x¯k+1 − yk‖2
= (1− αk)[f(yk) + 〈∇f(yk), xk − yk〉] + Lik2 ‖x¯k+1 − yk‖2 + αkf(yk)
+ αk〈∇f(yk), 1pikUikz
k+1
ik
− yk〉+ αk〈∇f(yk), zk − 1pikUikz
k
ik
〉
≤ (1− αk)f(xk) + Likα
2
k
2p2ik
‖zkik − zk+1ik ‖2ik + αkf(x)− αkµs2
∥∥x− yk∥∥2
[s]
+ αkpik
〈∇ikf(yk), zk+1ik − xik〉+ αk〈∇f(yk), 1pikUikxik − x〉
+ αk〈∇f(yk), zk − 1pikUikz
k
ik
〉, (69)
where the first equality uses the following identity
x¯k+1 = yk + αkpi Uik(z
k+1
ik
− zkik) = (1− αk)xk + αkpi Uikz
k+1
ik
+ (αkz
k − αkpi Uikzkik),
and the last inequality uses the strong convexity:
f(yk) +
〈∇f(yk), x− yk〉 ≤ f(x)− µs2 ‖x− yk‖2[s].
According to Lemma (2), we have
αk
pik
〈∇ikf(yk), zk+1ik − xik〉 ≤ αkγ2 [‖x− yk‖2[s] − ‖x− zk+1‖2[s] − ‖yk − zk+1‖2[s]]
+ αkβk2 [‖x− zk‖2[s] − ‖x− zk+1‖2[s] − ‖zk − zk+1‖2[s]]
≤ αkγ2 ‖x− yk‖2[s] + αkβk2 ‖x− zk‖2[s]
− αk(βk+γ)2 ‖x− zk+1‖2[s] − αkβk2 ‖zk − zk+1‖2[s] (70)
In view of (67), we have
Likα
2
k
2p2ik
‖zkik − zk+1ik ‖2ik − αkβk2 ‖zk − zk+1‖2[s] ≤
α2kT
2
(1−s)/2−αkβk
2 ‖zk − zk+1‖2[s] ≤ 0.
From (66), we have αkγ2 [‖x− yk‖2[s] ≤ αkµs2
∥∥x− yk∥∥2
[s]
.
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Now putting (69) and (70) together, we obtain
f(x¯k+1) ≤ (1− αk)f(xk) + αkf(x) + αkβk2 ‖x− zk‖2[s] − αk(βk+γ)2 ‖x− zk+1‖2[s]
+ αk〈∇f(yk), 1pikUikxik − x〉+ αk〈∇f(y
k), zk − 1pikUikz
k
ik
〉. (71)
We next take the expectation on both sides of (71) over ik. Notice the identity Eik〈∇f(yk), 1pikUikxik − x〉 = 0
and Eik〈∇f(yk), zk − 1pikUikz
k
ik
〉 = 0. Moreover, notice that for option II of Algorithm 7, we have f(xk+1) +
1
2Lik
‖∇ikf(x¯k+1)‖2ik ≤ f(x¯k+1), hence we always guarantee f(xk+1) ≤ f(x¯k+1). Putting all these pieces together,
we have
Eik [f(xk+1)− f(x)] ≤ (1− αk)[f(xk)− f(x)] + αkβk2 ‖x− zk‖2[s] − αk(βk+γ)2 Eik‖x− zk+1‖2[s].
Note that Γk =
∏k
i=0
1
1−αi . Then, multiplying both sides of the above relation by Γk, and then summing up over
k = 0, 1, 2, ...,K − 1, we have
ΓK−1E[f(xK)− f(x)] ≤ f(x0)− f(x) + Γ0α0β02 ‖x− x0‖2[s]
− ΓK−1αK−1(βK−1+γ)2 E‖x− zK‖2[s].
Moreover, if we choose αk =
√
µs√
µs+T(1−s)/2
, βk =
√
µsT(1−s)/2 and γ = µs, then we have
E[f(xK)− f(x∗)] ≤
(
1−
√
µs√
µs+T(1−s)/2
)K [
f(x0)− f(x∗) + µs2 ‖x− x0‖2[s]
]
.
The best rate of Algorithm 8 is achieved at s = 0. We summarize the complexity of such a case in the
following corollary.
Corollary 17. Let x∗ be the optimal solution. Assume that f(·) is strongly convex with norm ‖ ·‖2. If we choose
s = 0, then for any  > 0,
N ∈ O
(√
µ0+
∑m
i=1
√
Li√
µ0
log
f(x0)−f(x∗)+µ02 ‖x−x
0‖2

)
iterations of Algorithm 8 are required to obtain an expected -accurate solution.
Proof. From Theorem 13, we have that
E[f(xK)− f(x∗)] ≤
(
1−
√
µ0√
µ0+T1/2
)K [
f(x0)− f(x∗) + µ02 ‖x− x0‖2
]
≤ exp
(
−
√
µ0√
µ0+T1/2
K
) [
f(x0)− f(x∗) + µ02 ‖x− x0‖2
]
.
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