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Abstract
The non-backtracking matrix and its eigenvalues have many applica-
tions in network science and graph mining, such as node and edge cen-
trality, community detection, length spectrum theory, graph distance, and
epidemic and percolation thresholds. Moreover, in network epidemiology,
the reciprocal of the largest eigenvalue of the non-backtracking matrix is a
good approximation for the epidemic threshold of certain network dynam-
ics. In this work, we develop techniques that identify which nodes have
the largest impact on the leading non-backtracking eigenvalue. We do so
by studying the behavior of the spectrum of the non-backtracking matrix
after a node is removed from the graph. From this analysis we derive two
new centrality measures: X-degree and X-non-backtracking centrality. We
perform extensive experimentation with targeted immunization strategies
derived from these two centrality measures. Our spectral analysis and cen-
trality measures can be broadly applied, and will be of interest to both
theorists and practitioners alike.
Keywords. Non-backtracking matrix, epidemic threshold, perturbation
analysis
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1 Introduction
A non-backtracking walk in a graph is a sequence of pairwise adjacent edges such
that no edge is traversed twice in succession, i.e., the walk does not contain back-
tracks. Non-backtracking walks are known to mix faster than standard random
walks [1], whereas non-backtracking cycles (i.e. closed non-backtracking walks)
contain important topological information from the so-called length spectrum
of the graph [2]. The associated non-backtracking matrix is the unnormalized
transition matrix of a random walker that does not trace backtracks, and it has
many applications such as community detection [3, 4], influencer identification
[5, 6], graph distance [2, 7], etc. Additionally, the non-backtracking centrality of
nodes, defined in terms of the principal eigenvector of the non-backtracking ma-
trix, has more desirable properties than the standard eigenvector centrality [8].
The non-backtracking framework has also been adapted to directed networks [9],
weighted networks [10], and multi-layer networks [11]. In this paper, to avoid
repetition we use the prefix “NB” to mean non-backtracking. For example, we
refer to the non-backtracking matrix as the NB-matrix.
The eigenvalues of the NB-matrix (or NB-eigenvalues for short) are related
to certain kinds of spreading dynamics. Karrer et al. [12] and Hamilton and
Pryadko [13] showed that the percolation threshold is approximated by the in-
verse of the largest NB-eigenvalue λ1. This implies that the epidemic threshold
of susceptible-infectious-recovered (SIR) dynamics can also be approximated by
λ1 [14, 15]. Furthermore, Shrestha et al. [16] argued the same for susceptible-
infectious-susceptible (SIS) dynamics, though Castellano and Pastor-Satorras
[17] highlight that this may only hold for networks with certain amounts of de-
gree heterogeneity, and propose a fully non-backtracking version of SIS dynamics
where the NB-walks also play a large role. Whether one is talking about the
percolation threshold or the epidemic threshold on SIR or SIS dynamics, λ1 of
the NB-matrix provides a better approximation to the true epidemic threshold
than the largest eigenvalue of the adjacency matrix [16, 12].
Given the importance of the largest NB-eigenvalue in network dynamics,
we ask: which nodes have the largest influence on the largest NB-
eigenvalue? In the cases of SIR and SIS dynamics, answering this question
will lead to targeted immunization strategies, as it is equivalent to asking which
are the nodes whose removal from the network causes the epidemic threshold
to increase the most. In the case of percolation, this is equivalent to deter-
mining which nodes’ removal will put the network closer to splitting into many
connected components. Operationally, we frame this question as follows.
Problem 1. Consider a graph G with largest NB-eigenvalue λ1. Given an ar-
bitrary node c, define λ1(c) as the largest NB-eigenvalue of the network after
removing c. Define λ1 − λ1(c) as the eigen-drop induced by c. Which node c
induces the maximum eigen-drop?
The contributions of the present work are as follows:
• We develop the spectral theory of the NB-matrix to study the behavior of
its eigenvalues under the removal of a node.
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• For Problem 1, we propose two new centrality measures, X-degree and
X-non-backtracking (or X-NB) centrality. Further, X-degree can be com-
puted in approximately log-linear time in the number of nodes.
• Our experiments show that immunization strategies induced by X-degree
and X-NB centrality are more effective than other methods.
In Section 2 we present the necessary background theory. In Section 3 we
develop a spectral perturbation theory of the NB-matrix. We use this theory
in Section 4 to introduce two new centrality measures and argue why they
are effective at identifying nodes with largest eigen-drops. In Section 5 we
review previous studies related to the present work. In Section 6 we provide
experimental evidence for our claims. We conclude the paper in Section 7.
2 Background
Let G be a simple undirected graph with node set V and edge set E. We consider
the set of directed edges E where each undirected edge (i, j) ∈ E gives rise to
two directed edges i → j ∈ E and j → i ∈ E. A walk in G is a sequence of
directed edges i1 → j1, . . . , ik → jk, where jr = ir+1 for each r = 1, . . . , k − 1.
Here, k is the length of the walk. A walk is closed if jk = i1. A backtrack
is a walk of length 2 of the form i → j, j → i. A walk is a non-backtracking
walk, or NB-walk, if no two consecutive edges in it form a backtrack. The non-
backtracking matrix, or NB-matrix, B is the unnormalized transition matrix of
a walker that does not perform backtracks. Concretely, B is indexed in the rows
and columns by elements of E. Let m = |E|, then B is of size 2m× 2m, and it
is defined by
Bk→l,i→j = δjk (1− δil) , (1)
where δ is the Kronecker delta. In words, Bk→l,i→j is 1 iff j = k and i→ j, j → l
is not a backtrack. Notably, the powers of B count the number of NB-walks in
G, i.e. (Br)k→l,i→j is the number of NB-walks that start with i → j and end
with k → l of length r + 1.
Among other applications, the NB-matrix has been used to define a notion
of node centrality that has more desirable properties than the usual eigenvector
centrality [8, 18]. Concretely, let λ be the largest eigenvalue of B and let v be the
corresponding unit right eigenvector. By Perron-Frobenius theory, λ is positive,
real, and has multiplicity one, while v can be chosen to be non-negative. The
non-backtracking centrality of a node i is defined as
vi =
∑
j
aijvj→i, (2)
where A = (aij) is the adjacency matrix of G. Now let D be the diagonal matrix
with the degree of each node, and let vaux be the left principal eigenvector of
Baux =
(
0 D − In
−In A
)
, (3)
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where Ir is the identity matrix of size r. We have that vaux = (f ,−λf), where
f is of size n, and it is known that f is parallel to the vector of NB-centralities,
f i ∝ vi [8]. It is more efficient to use Baux than B when computing the NB-
centrality, since the former matrix is of size 2n× 2n, where n = |V |.
The NB-matrix is not symmetric and therefore its eigenvalues, other than the
largest one, can be complex numbers. Even so, it contains a subtle structure,
sometimes called PT-symmetry [3]. Indeed, let P be the matrix such that
Pxi→j = xj→i for any vector x indexed by E. It is readily checked that (i) the
product PB is symmetric, and (ii) there exists a basis where P can be written
as
P =
(
0 Im
Im 0
)
. (4)
3 Non-backtracking eigenvalues under node re-
moval
We are interested in the behavior of the NB-eigenvalues when we remove a node
from G. Suppose the target node we want to remove is c ∈ V , and partition the
edges in E as those that are incident to c and those that are not. Sort the rows
and columns of B accordingly, so that it takes the block form
B =
(
B′ D
E F
)
, (5)
as shown in Figure 1. Here, B′ is the NB-matrix of the graph after node c is
removed, while F is the NB-matrix of the star graph centered at c; if d is the
degree of c, then F is of size 2d × 2d. Further, D is indexed in the rows by
directed edges not incident to c, and in the columns by directed edges incident
to c, and vice versa for E.
3.1 The characteristic polynomial
The NB-eigenvalues are the roots of the characteristic polynomial det (B − tI).
The theory of Schur complements gives us an identity for the determinant of a
block matrix,
det (B − tI) =
∣∣∣∣ B′ − tI DE F − tI
∣∣∣∣ (6)
= det (F − tI) det
(
B′ − tI −D (F − tI)−1E
)
, (7)
where the size of I is given by context. This formula holds whenever (F − tI)
is invertible, i.e., whenever t is not an eigenvalue of F . To simplify this expres-
sion, we make the following observations.
Lemma 3.1. Let d be the degree of target node c. With D,E, F as in Equa-
tion (5), we have DE = 0 and F 2 = 0. Therefore, F is nilpotent, that is,
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cbefore removal after removal
B =
 B′ D
E F

 2m− 2d}
2d
 B′

Figure 1: Top: Graph G with target node c before and after removal. G has m
edges and c has degree d. Dashed yellow edges are incident to c, all other edges
in solid blue. Bottom: Corresponding NB-matrices before and after removal.
all its eigenvalues are zero, and hence det (F − tI) = t2d. Finally, we have
(F − tI)−1 = − (F + tI) /t2 when t 6= 0.
Proof. Since D,E, F are sub-matrices of B, their element is given by Equa-
tion (1). Hence, computing DE and F 2 is straightforward, as long as care is
placed in keeping track of the appropriate indices for the rows and columns of the
involved matrices. Now, F 2 = 0 implies that all its eigenvalues are zero and that
det (F − tI) = t2d. Finally, one can manually check that (F − tI) (F + tI) =
−t2I.
Now define X = DFE. One can manually check that
Xk→l,i→j = ackacj (1− δkj) . (8)
Per the Lemma, Equation (7) holds for t 6= 0 and
det (B − tI) = t2d det
(
B′ − tI + DFE
t2
+
DE
t
)
(9)
= t2d det
(
B′ − tI + X
t2
)
. (10)
Theorem 3.2. For a graph G and target node c, suppose the NB-matrix of G is
B and the NB-matrix after removing c is B′, and let X be as in Equation (10).
If t is not an eigenvalue of B′ then we have
det (B − tI)
det (B′ − tI) = t
2d det
(
I +
1
t2
(B′ − tI)−1X
)
. (11)
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Proof. Immediate from (10) by factoring out B′ − tI.
If c has degree 1, then X equals the zero matrix, and Equation (11) simplifies
to show that removing c has no influence on the non-zero NB-eigenvalues. There
are other nodes whose removal do not influence the non-zero NB-eigenvalues,
which are characterized as follows. Let the 2-core of G be the graph that remains
after iteratively removing nodes of degree 1. Let the 1-shell of G be the graph
induced by the nodes outside of the 2-core.
Corollary 1. If c is in the 1-shell of G, removing it does not change the non-zero
NB-eigenvalues.
Proof. If c has degree 1, Equation (8) gives X = 0. In this case, (11) becomes
det (B − tI) = t2d det (B′ − tI), which implies the assertion. In general, if c
is in the 1-shell, then it must have degree 1 after iteratively removing some
sequence of nodes each of which has degree 1 at the time of removal. Each of
these removals has no effect on the non-zero eigenvalues, and therefore neither
does the removal of c.
Remark 1. Intuitively, since F is the NB-matrix of a star graph, which contains
no NB-walks of length 3 or more, then immediately we have F 2 = 0. Following
Figure 1, F 2 counts the number of NB-walks of length 3 whose edges are yellow-
yellow-yellow, of which there are none. Similarly, DE counts the NB-walks
whose edges are blue-yellow-blue, which also do not exist. Finally, X = DFE
counts the NB-walks of color blue-yellow-yellow-blue, which are precisely those
that are destroyed when removing c. It is then no surprise that the rest of our
analysis pivots fundamentally on the matrix X.
3.2 The largest eigenvalue
We now pivot to study the eigen-drop induced by removing c. The larger this
eigen-drop, the more influential the target node is in determining the epidemic
or percolation thresholds.
Theorem 3.3. With the same assumptions as in Theorem 3.2, let λ1 be the
largest eigenvalue of B and let w be a vector such that in Equation (10) we
have (
B′ − λ1I + X
λ21
)
w = 0. (12)
Suppose {vi} is a basis of right eigenvectors of B′ and write w in this basis,
w =
∑
i wivi. Let u1 be the left eigenvector of B
′ corresponding to v1, and
set αi = u
T
1Xvi. Finally, let λ
′
1 be the largest eigenvalue of B
′, so that the
eigen-drop induced by c is λ1 − λ′1 . Then, we have
λ1 − λ′1 =
1
λ21
∑
i
wi
w1
αi. (13)
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Proof. If vi corresponds to the eigenvalue λ
′
i, then (12) gives∑
i
wi
(
B′ − λ1I + X
λ21
)
vi =
∑
i
wi
(
λ′ivi − λ1vi +
Xvi
λ21
)
= 0. (14)
Let u1 be the left eigenvector corresponding to v1 normalized such that
uT1 v1 = 1. Recall that u1 is orthogonal to every right eigenvector corresponding
to a different eigenvalue. Since λ′1 has multiplicity one, we have u
T
1 vi = 0 for
each i 6= 1. Multiply by u1 on the left to get
w1 (λ
′
1 − λ1) +
∑
i
wi
uT1Xvi
λ21
= 0. (15)
Define αi = u
T
1Xvi and rearrange to get Equation (13).
Remark 2. We can reverse our argument and interpret (13) in terms of node
addition rather than removal. Suppose the original graph does not contain c,
and therefore its NB-matrix is B′. Then, the NB-matrix after adding node c
is given by (5). All our arguments are valid in this setting, and (13) then says
that the new largest NB-eigenvalue is the solution to a third-degree polynomial,
the coefficients of which depend on the full eigendecomposition of B′.
3.2.1 An approximation
Unfortunately, Equation (13) requires knowledge of all eigenvectors of B′. How-
ever, in our experience, the vector w is extremely closely aligned to v1 and
therefore the coefficients wi/w1  1. In this case, all but one term in the
right-hand side of Equation (13) can be neglected and we get
λ21 (λ1 − λ′1)− α1 ≈ 0. (16)
Here, the larger α1, the larger the eigen-drop λ1 − λ′1. Therefore, we study
the significance of α1 next.
Proposition 3.4. Let u1,v1 be the left and right eigenvectors of B
′ normalized
such that uT1 v1 = 1. Then we have
α1 = u
T
1Xv1 = v
T
1 PXv1 =
(∑
i
aciv
i
1
)2
−
∑
i
aci
(
vi1
)2
, (17)
where vi1 is the NB-centrality of node i in the graph after removal (see Equa-
tion (2)). We call α1 the X-non-backtracking centrality, or X-NB centrality, of
c.
Proof. The first equality comes from the fact that u1 = Pv1, by Lemma A.1. We
can find PXk→l,i→j = aclacj (1− δlj) using Equations (8) and (4). The result
then follows from manually computing vT1 PXv1 and applying Equation (2).
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The Proposition establishes that the behavior of the eigen-drop in (16) is
governed by the X-NB centrality of c in (17), which is a function only of the
NB-centralities of c’s neighbors. Importantly, these centralities are measured
after c is removed. We come back to this point in Section 4. Notably, the
principal eigenvector is normalized by uT1 v1 = v
T
1 Pv1 = 1, i.e. it does not have
unit length.
3.2.2 An upper bound
An alternative way of studying the eigen-drop is by choosing w such that w1 = 1,
and bounding
q = q(c) =
∑
i
wiαi, (18)
which drives the right-hand side of Equation (13).
Suppose that R is the matrix whose columns are the eigenvectors {vi}, and
let L = R−1 such that B′ = RΛL, where Λ is the diagonal matrix of the
eigenvalues {λ′i}. The rows of L are left eigenvectors of B′, in particular, uT1
is the first row of L. Then we have αi = (LXR)1i, and q is the dot product
between the first row of LXR and w,
q = eT1 LXRw = Tr
(
LXRweT1
)
, (19)
where e1 = (1, 0, . . . , 0). Using the cyclic property of the trace, and the fact
that P 2 = I, we now have
q = Tr
(
LXRweT1
)
= Tr
(
XRweT1 L
)
= Tr
(
PXRweT1 LP
)
. (20)
Applying the Cauchy-Schwarz inequality for the trace gives us
q ≤ |PX|F
∣∣RweT1 LP ∣∣F , (21)
where |M |2F = Tr
(
MTM
)
is the Frobenius norm. Finally, the fact that weT1 is
a matrix with rank one gives
q ≤ |PX|F
(
eT1 LPRw
)
. (22)
As before, we have wi/w1  1 and since we chose w1 = 1, the term
(
eT1 LPRw
)
is very close to 1. Therefore, we obtain |PX|F as an (approximate) upper bound
for q. Observe that since PX is non-negative, we have |PX|F = 1TPX1, where
1 = (1, 1, . . . , 1).
Proposition 3.5. In Equation (13), let w be such that w1 = 1, and define
q =
∑
i wiαi. The quantity 1
TPX1 is an approximate upper bound for q, that
is, q ≤ 1TPX1 (eT1 LPRw). Furthermore, we have
1TPX1 =
(∑
i
aci (di − 1)
)2
−
∑
i
aci (di − 1)2 , (23)
where di is the degree of node i in the original graph, before removal. We call
1TPX1 the X-degree centrality of c.
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Proof. The first claim was proved in the previous paragraphs. The second claim
comes from direct evaluation of 1TPX1 using PXk→l,i→j = aclacj (1− δlj),
keeping in mind the degrees are measured after removal.
Remark 3. The fact that the X-degree of c, 1TPX1, bounds q only approxi-
mately merits further theoretical consideration. However, it will be immaterial
in our exposition going forward, as our experiments will show that, in prac-
tice, the X-degree of nodes is an excellent predictor of the node’s eigen-gap,
regardless of the value of eT1 LPRw.
3.3 X-centrality
In Section 3.2.1 we use the X-NB centrality, vT1 PXv1, while in Section 3.2.2
we use the X-degree centrality, 1TPX1, both for the purpose of studying the
eigen-drop induced by c. The former is a function of the NB-centralities of the
neighbors of c (Proposition 3.4), while the latter is a function of their degrees
(Proposition 3.5). Importantly, both centralities are measured after c has been
removed.
Consider a fixed target node c, which in turn fixes X and P . The matrix PX
is capable of defining new node-level statistics given a vector of values for each
directed edge. It does so by aggregating the edge values along NB-walks that go
through c; following Figure 1, this aggregation is done along blue-yellow-yellow-
blue walks. Recall that if G has m (undirected) edges and c has degree d, then
X and P are of size 2m − 2d. Given an arbitrary vector z of size 2m − 2d, we
have
zTPXz =
∑
i
aci
∑
j
zj→i
2 −∑
i
aci
∑
j
zj→i
2 . (24)
One can evaluate the right-hand side of (24) for any vector z of size 2m, and
use only the 2m−2d entries that correspond to edges not incident to c. In other
words, we do not need to know X or P , but only who the neighbors of c are.
Since c determines both X and P , the same vector z can be evaluated using
different target nodes. Therefore the quantity in (24) naturally corresponds
to whichever target node was used to evaluate it, and can be thought of as a
node-level quantity derived from z.
Now define zi =
∑
j zj→i and let Varc
(
zi
)
be the variance of the zi values
corresponding to neighbors of c. Then we have
Varc
(
zi
)
=
∑
i aci
(
zi
)2
d
−
(∑
i aciz
i
d
)2
, (25)
which differs from (24) only in sign and a (non-linear) normalization. Accord-
ingly, zTPXz will have large values when zi has little variability among the
neighbors of c.
Using this framework we could define, for example, X-closeness centrality,
X-betweenness centrality, etc. Whether these concepts are as useful as the two
studied here remains an open question.
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4 Node immunization
Targeted immunization works as follows. Given a graph G and an integer p,
we want to remove from G the p nodes that increase the epidemic threshold
the most (equivalently, decrease the largest NB-eigenvalue the most). Common
strategies involve three steps: (i) the nodes are sorted by decreasing values of a
certain statistic, for example degree; (ii) the node with the highest value of this
statistic is removed from the graph; and (iii) the statistic has to be recomputed
after each time a node is removed. These steps are repeated until the target
number p has been removed. In this context, our framework presents two major
obstacles:
a) Both the X-NB and X-degree centralities of a node must be computed
after the node has been removed. So, to execute the step (i) above, we
need to temporarily remove each node in turn before we decide which one
to ultimately remove, which defeats the purpose of targeted immunization.
b) For step (iii), we must guarantee that recomputing the statistic of every
node at each step is an efficient procedure.
4.1 Using X-NB centrality
Algorithm 1 naively follows the steps above to implement an immunization
strategy based on X-NB centrality. We are tempted to think this strategy is
the “right” one, as it approximates the true effect of a node’s removal in the
epidemic threshold. However, we must address the obstacles mentioned above.
Input: graph G, integer p
Output: removed, an ordered list of nodes to immunize
1 removed ← ∅
2 XNB[i] ← 0 for each node i
3 while length(removed) < p do
4 foreach node c in G do
5 H ← RemoveNode(G, c)
6 vH ← principal eigenvector of AuxNBMatrix(H)
7 XNB[c] ← XNBCentrality(vH , c)
8 node ← arg maxi XNB[i]
9 G← RemoveNode(G, node)
10 removed.append(node)
11 return removed
Algorithm 1: Naive X-NB immunization strategy.
To overcome obstacle (a), we propose to approximate Equation (17) by using
the NB-centralities in the original graph before removing any node even tem-
porarily. Algorithm 2 takes this approximation into account. The error incurred
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Input: graph G, integer p
Output: removed, an ordered list of nodes to immunize
1 removed ← ∅
2 XNB[i] ← 0 for each node i
3 while length(removed) < p do
4 vG ← principal eigenvector of AuxNBMatrix(G)
5 foreach node c in G do
6 XNB[c] ← XNBCentrality(vG, c)
7 node ← arg maxi XNB[i]
8 G← RemoveNode(G, node)
9 removed.append(node)
10 return removed
Algorithm 2: Approximate X-NB immunization strategy.
by this approximation is dampened by the fact that what we are ultimately in-
terested in is the ranking of the nodes rather than the actual values of their
centralities. For obstacle (b), one could use a strategy similar to [19], where
they devise an algorithm to approximate the impact on a node’s eigenvector
centrality after the removal of a node without having to recompute the values
again. However, doing so for X-NB centrality remains an open question.
Complexity Analysis
We assume that G is given in adjacency list format. In Algorithm 1, lines
2 and 8 take n operations each. Line 5 creates a copy H of the adjacency
list and removes the target node c from it (but leaves G intact). Line 6 uses
Equation (3) to compute the auxiliary NB-matrix, which takes O(m) time, and
it takes O (m) to compute the principal eigenvector (using, e.g. the Lanczos
algorithm with a number of iterations that does not depend on the parameters).
Line 7 uses Lemma A.2 to compute the correctly normalized NB-centralities, and
Equation (17) to compute X-NB centralities, both of which take n operations.
The remaining lines take constant time. Accounting for loops, Algorithm 1 takes
a total of O (n+ p (n (m+ n) + n)) = O (pn (m+ n)). In Algorithm 2, the NB-
centralities are computed outside of the inner loop, which gives a complexity of
O (p (m+ n)), or O (m+ n) for constant p.
4.2 Using X-degree
X-degree can be easily computed without temporarily removing any nodes, see
Equation (23). Indeed, all we need to know about the graph after removal is
the degree of each node. Hence, obstacle (a) is easily overcome in this case.
Further, after each step we need not recompute the X-degree of all nodes, but
only of those nodes two steps away from the target node. Indeed, removing c
changes the degree of its neighbors, which in turn changes the X-degree of its
11
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Figure 2: Average runtime scaling of Algorithm 3 on random power-law graphs
with varying degree exponent γ. The runtimes are linear, with IPQ being faster
than Map.
neighbors’ neighbors. So obstacle (b) is also overcome. Algorithm 3 implements
this strategy. Importantly, it does not involve the computation of any matrices
or their eigenvectors.
Complexity Analysis
Lines 1, 6, 10, 11 of Algorithm 3 take constant time, while line 2 takes O(m).
When using a standard map (or dictionary) to store the X-degree values, line
4 takes O(n) operations, and line 9 takes O(1). Now suppose that the nodes
removed by Algorithm 3 are, in order, i1, . . . , ip. At iteration j, the loop in
line 5 takes dij operations, and the double loop in lines 7 − 8 takes as many
iterations as the number of nodes two steps away from ij , say Dij . This yields
a total of O
(
m+ pn+
∑p
j=1 dij +
∑p
j=1Dij
)
. We can also implement Algo-
rithm 3 using an indexed priority queue (IPQ) to store the X-degree values
instead of a map; see Appendix B. In this case the worst case scenario complex-
ity is O
(
m+ p log n+
∑p
j=1 dij + log n
∑p
j=1Dij
)
. In Appendix B we refine
this analysis for networks with homogeneous or heterogeneous degree distribu-
tions, and show that the map or IPQ versions have better worst case scenario
scalability for different values of network parameters.
Importantly, the average runtime of both versions is in fact close to linear,
with the IPQ version being the fastest. Figure 2 shows the average runtime of
both versions on random power-law configuration model graphs with varying
degree exponent γ and constant p (see Appendix B for details). The reason the
average runtime is considerably faster than the worst-case scenario is because
graphs typically have very few large hubs. That is, roughly speaking, there are
O(1) many nodes that take O(n) time to process, while there are O(n) many
nodes that take O(1) time to process. This effect is intensified the closer γ is to
2, which counterbalances the exponent 2γ−1 in the worst case scenario.
12
Input: graph G, integer p
Output: removed, an ordered list of nodes to immunize
1 removed ← ∅
2 XDeg[i] ← XDegree(G, i) for each node i
3 while length(removed) < p do
4 node ← maxi XDeg[i]
5 foreach i in G.neighbors[node] do
6 G.neighbors[i].remove(node)
7 foreach i in G.neighbors[node] do
8 foreach j in G.neighbors[i] do
9 XDeg[j] ← XDegree(G, j)
10 G.neighbors[node] ← ∅
11 removed.append(node)
12 return removed
Algorithm 3: X-degree immunization strategy.
5 Related work
Perturbation of NB-matrix Zhang [20] briefly treats the case of eigen-
value perturbation of a matrix derived from the NB-matrix in the case of edge
removal, while Coste and Zhu [21] analyze the perturbation of quadratic eigen-
value problems, with applications to the NB-eigenvalues of the stochastic block
model. Our theory is more general since it studies node removal (as opposed to
single edge removal), and it applies to any arbitrary graph.
NB centrality Many notions of centrality based on the NB-matrix exist, for
example NB-PageRank [22], NB-centrality [8, 18], and Collective Influence [6, 5].
The latter two have been proposed as solutions to the problem of “influencer
identification”. This problem aims to find nodes that determine the course of
spreading dynamics, and is thus more general than our objective of increasing
the epidemic threshold. Collective Influence in particular is similar to X-degree;
see Appendix C.1. Also in this context, Kitsak et al. [23] propose to use the
k-core index, and Poux-Me´dard et al. [24] highlight the importance of node
degree. We compare our algorithms to all of these baselines in Section 6. Finally,
Everett and Borgatti [25] study the influence of a node’s removal in other nodes’
centrality, which is reminiscent to our X-centrality framework.
Targeted immunization Pastor-Satorras et al. [14] review general immu-
nization strategies and other generalities of spreading dynamics on networks.
Chen et al. [19] propose NetShield, an efficient algorithm for immunization
focusing on decreasing the largest eigenvalue of the adjacency matrix. We pre-
fer to focus on decreasing the largest NB-eigenvalue instead since it provides a
tighter bound to the true epidemic threshold in certain cases [12, 13, 16]. Lin
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et al. [26] study the percolation threshold in terms of so-called high-order non-
backtracking matrices. Percolation thresholds are tightly related to epidemic
thresholds of SIR dynamics [14, 15].
6 Experiments
6.1 Approximating the Eigenvalue
How close is the approximation in Equation (16)? We first compute the
largest NB-eigenvalue λ1 of a graph G. Then we fix a target node c and remove
it from G and compute the new eigenvalue λc. (For ease of notation, in this
section we use λc instead of λ
′
1, and α instead of α1.) Finally, we use (16) to
compute two approximations,
λ̂c = λ1 − α/λ21, λ˜c = λ1 − α˜/λ21, (26)
where α is the true X-NB centrality of c, and α˜ is the approximate X-NB
centrality used in Algorithm 2, i.e., it is computed using the NB-centralities
before removing c. We now compare the approximations λ̂c and λ˜c to the true
value of λc for randomly selected nodes of synthetic graphs. We use different
synthetic random graph models: Watts-Strogatz (WS) [27], Stochastic Block
Model (SBM) [28, 29], Baraba´si-Albert (BA) [30], and Block Two–Level Erdo˝s-
Re´nyi (BTER) [31]. See Section C.2 for more details on the data sets, and
Section C.3 for details on the experimental setup.
Fig. 3a shows that our approximation is extremely close for all graphs tested,
though it tends to underestimate the eigen-drop in WS graphs. Fig. 3c shows
the average relative error versus degree. Our approximation worsens as degree
increases, though it is quite small for most degrees. In the worst case, the
relative error is less than 10−4, or 0.01%. Fig. 3b shows the eigen-drop computed
using the approximate version of X-NB. This approximation is systematically
overestimating the true eigen-drop. Fig. 3d shows that this systematic error is
of the order of 10% in the worst case, though it is negligible for small degrees.
In all, Figure 3 confirms the accuracy of our approximations, and it points to
the fact that the terms neglected in (16) will become larger as degree increases.
6.2 Predicting the Eigen-drop
How well can X-NB centrality and X-degree predict a node’s eigen-
drop? Unlike in Experiment 6.1, here we do not approximate the eigen-drop,
but only seek to predict its size. (In fact, we cannot useX-degree to approximate
the eigen-drop at all.) See Section C.4 for experimental setup, and Section C.2
for details on data sets.
In Fig. 4a we measure how correlated the true value of X-NB, denoted by
α, is to the true eigen-drop. For SBM, BA, and BTER graphs, the magnitude
of α lines up extremely closely with the value of the eigen-drop, showing a
correlation coefficient of r = 1.00. In all cases, α is better correlated to the
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Figure 3: Left: True eigen-drop (vertical axis) vs approx. eigen-drop (horizontal
axis), using (a) true, and (b) approx. values of X-NB. Dashed line is y =
x. Each marker represents one node. Right: Relative error when predicting
λc, as a function of degree, using (c) true, and (d) approx. values of X-NB.
Degrees expressed as a fraction of the maximum degree among graphs in the
same ensemble. Each marker is the average within log-binned values of degree;
error bars too small to show at this scale. WS graphs (blue circles) have no
nodes whose degree is less than 30% of the maximum. Our approximation of
the eigen-gap is accurate.
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Figure 4: Predicting the eigen-drop using (a) true value of X-NB, (b) approx.
value of X-NB, and (c) X-degree. Markers colored by degree, expressed as a
fraction of the largest degree in the same ensemble. Each panel shows the corre-
lation coefficient between the corresponding statistic and the eigen-drop (r), and
the correlation between degree and the eigen-drop (rdeg). Dashed lines are linear
regression lines. Our proposed node-level statistics accurately track eigen-drops
in random graph models such as BA, SBM, and BTER. X-degree underesti-
mates the eigen-drop in WS graphs.
eigen-drop than degree (as shown by the correlation coefficients rdeg). In WS
we see considerably more variance than in other ensembles though α is still
an excellent predictor of the eigen-drop, at r = 0.98. This picture repeats
itself when using the approximate value of X-NB, α˜ (Fig. 4b), and X-degree
(Fig. 4c). α˜ seems to slightly underestimate the eigen-drop, while X-degree has
noticeably more variance than the other two statistics, especially in WS. All
three statistics are better correlated to the eigen-drop than degree in all graph
ensembles. We highlight that even when some of the panels in Fig. 4 are not
precisely linear, they all show that the eigen-drop is an increasing function of all
of α, α˜, and X-degree. These results encourage us to use X-NB and X-degree
as immunization strategies. Further, using α has very little advantage over
α˜, and therefore we are justified in using Algorithm 2 instead Algorithm 1 for
computational reasons.
6.3 Immunization with X-NB and X-degree
How effective are X-NB and X-degree at immunization? We remove
1, 2 and 3 percent of nodes using different strategies and evaluate the resulting
eigenvalue. We use the immunization strategies node degree (degree), k-core
index (core), NetShield (NS), Collective Influence (CI), NB-centrality (NB), ap-
proximate X-NB (XNB), and X-degree (Xdeg). For computational reasons, we
do not use the true value of X-NB; for more details on baselines see Section C.1.
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degree NS CI Xdeg NB XNB
1% 62.76 61.44 62.88 62.90 62.92 62.91
BA 2% 68.84 66.94 68.97 68.99 69.01 69.01
3% 72.42 70.09 72.56 72.57 72.59 72.59
1% 6.28 6.40 6.41 6.45 6.46 6.46
BTER 2% 10.60 10.72 10.80 10.85 10.86 10.86
3% 14.31 14.40 14.55 14.61 14.63 14.63
1% 3.31 3.41 3.40 3.43 3.44 3.44
SBM 2% 6.00 6.16 6.19 6.23 6.25 6.25
3% 8.52 8.66 8.76 8.80 8.82 8.82
1% 1.41 1.17 1.50 1.52 1.63 1.63
WS 2% 2.52 2.09 2.97 2.98 3.11 3.11
3% 3.66 2.94 4.41 4.41 4.57 4.58
Table 1: Average percentage eigen-drop (larger is better) on synthetic graphs
after removing 1%, 2%, and 3% of the nodes using different strategies. Strate-
gies are (column) grouped in performance tiers. NB and XNB have the best
performances.
In all data sets, core had the least performance and is therefore not shown in
our results. We hypothesize this is because many nodes can have the same
k-core index at the same time, so core cannot identify which is the best one
among all of them.
Table 1 shows the percentage reduction of the eigenvalue after immunization,
averaged over repetitions on synthetic graphs. We can arrange immunization
strategies in tiers according to increasing performance: strategies within a tier
have comparable performance across data sets. The third tier is made up of NS
and degree. They perform similarly because NS targets the largest eigenvalue
of the adjacency matrix, which is largely dominated by node degree. Strategies
in this tier perform substantially better than core (not shown), and are very
p = 1 p = 10 p = 100
degree CI Xdeg degree CI Xdeg degree CI Xdeg
AS-1 0.74 0.74 2.35 6.70 13.51 15.43 71.65 78.26 75.92
AS-2 2.02 2.02 4.00 17.09 22.36 28.17 87.60 89.61 87.02
Social-Slashdot 0.95 1.02 1.02 4.63 6.06 6.94 23.65 28.11 30.30
Social-Twitter 2.18 2.18 1.98 13.21 13.97 13.68 41.10 42.88 43.39
Transport-California 0.00 0.00 0.65 2.65 0.65 2.65 5.09 5.09 7.80
Transport-Sydney 0.00 0.00 0.00 0.00 0.00 6.50 0.00 7.37 9.49
Web-NotreDame 9.34 9.34 9.34 12.10 13.79 13.79 14.37 14.37 19.22
Table 2: Average percentage eigen-drop on real networks (larger is better) when
removing p = 1, 10, or 100 nodes. Xdeg is effective and has log-linear time in
the number of nodes. Details about the sizes of these datasets are in Table 3 of
the appendix.
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close to the strategies in the next two tiers, i.e. degree is a very strong baseline
in this task. The second tier is comprised of CI and Xdeg, with Xdeg having
a slight advantage over CI. Finally, the best performance was achieved by NB
and XNB. Their performances were almost indistinguishable in most data sets,
though they have a small margin over CI and Xdeg.
Strategies in the best two tiers, i.e. CI, Xdeg, NB and XNB, all showed stan-
dard deviations of similar magnitude across all data sets (not shown), and the
ordering in increasing performance CI ¡ Xdeg ¡ NB ≈ XNB is statistically signif-
icant at p  10−10 (see Appendix C.5). Further, the best two (NB and XNB)
use the principal NB-eigenvector, whereas CI and Xdeg depend only on node
degree, and are therefore much more computationally efficient.
Table 2 shows the results on real data sets, where we have run only degree,
CI, and Xdeg for computational reasons. We use social networks [32, 33], trans-
portation networks, [34, 35, 33], Autonomous Systems (AS) of the Internet
networks [36, 12], and web crawl networks [37]. See Section C.2 for data set
descriptions. We remove from each network 1, 10, and 100 nodes at a time.
Again, degree is a very strong baseline, but it is never better than both CI
and Xdeg at the same time. All three strategies are able to drastically immu-
nize the autonomous systems networks AS-1 and AS-2 at 100 nodes removed,
probably owing to the fact that their degree distribution is extremely hetero-
geneous and thus the nodes with largest degree have a large eigen-drop. In
all other networks, X-degree achieves the best performance. An interesting
case is that of Transport-Sydney. The node identified by all three strategies
has an eigen-drop of exactly 0.0. Following Corollary 1, this means that the
chosen node lies outside of the 2-core of the graph and thus has no impact
on non-zero NB-eigenvalues. After 10 nodes are removed, both degree and
CI continue to achieve zero eigen-drop, while Xdeg already identifies the cor-
rect nodes and ahieves 6.50% decrease. Even at 100 nodes removed, degree
cannot identify nodes that generate an eigen-drop. A similar case occurs on
Transport-California, where the first node identified by degree and CI gen-
erates no eigen-drop, while Xdeg is able to correctly identify influential nodes.
We conclude that in cases where efficiency is of the essence, Xdeg is the
best overall immunization strategy, as it has a slight advantage over CI and
its performance is close to optimal. If effectiveness is more important than
efficiency, either XNB or NB should be used.
7 Conclusion
We developed a theory of spectral analysis for the NB-matrix by studying what
happens to its largest eigenvalue when one node is removed from the network.
Our theory is independent of the structure of the graph, i.e. we make no as-
sumptions of locally tree-like structure or density or length of cycles, as is usual
in other studies. We find two new node-level statistics, or centrality measures,
X-NB centrality and X-degree, which are excellent predictors of a node’s in-
fluence on the largest NB-eigenvalue. Finally, we focus on the application of
18
targeted immunization, where we propose two new algorithms that are shown
to be more effective than other strategies for a variety of real and synthetic
graph ensembles.
Our techniques open many possibilities for further research. For instance,
the left-hand side of Equation (11) is reminiscent to certain quantities used in
the theory of eigenvalue interlacing [38], while the matrix (B′ − tI)−1 on the
right-hand side is known as the resolvent of B′, which has many applications in
random matrix theory [39]. On a different note, Cvetkovic et al. [40] highlight
that most matrices associated to graphs are linear combinations of I, A, and D,
whereas the NB-matrix is associated with a quadratic combination of I, A, and
D, via Equation (3). In the future, we will explore which other matrices asso-
ciated with graphs can be studied via quadratic, or higher order, combinations
of I, A, and D.
We focused on the application to targeted immunization. However, other
applications of NB-eigenvalues exist – e.g., community detection and graph dis-
tance. Further studying the behavior of NB-eigenvalues under small perturba-
tions of the graph, using the framework presented here, has potential to affect
those applications.
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A Technical Lemmas
In this subsection, B is the NB-matrix of a graph G, P is defined in Section 2,
and λ,v are the Perron eigenvalue and corresponding unit right eigenvector of
B. Let also vi =
∑
j vj→i as in Equation (2) and let v =
(
v1, . . . ,vn
)
.
Lemma A.1. Pv is a left eigenvector of B corresponding to λ.
Proof. Since PB is symmetric and P 2 = I, we have B = PBTP . Now Bv = λv
implies BTPv = λPv, which completes the proof.
Lemma A.2. Suppose v is such that vTPv = 1. Let (f ,−λf) be the left unit
eigenvector of Baux corresponding to λ. Then, we have ‖v‖ = µ‖f‖, where
µ =
√
λ (λ2 − 1)
1− fTD f . (27)
Proof. First, from vTPv = 1 we get vTPBv = λvTPv = λ, and we can expand
vTPBv to find ‖v‖2 − ‖v‖2 = λ. Second, since (f ,−λf) has unit length, we
have ‖f‖2 = 1/ (λ2 + 1). Therefore,
µ2 =
(
λ2 + 1
) (
λ+ ‖v‖2) . (28)
Now, Bv = λv implies vj→i + λvi→j = vi for any i, j. Plug this identity in
‖v‖2 = ∑i,j aijv2i→j to find
‖v‖2 (λ2 + 1)+ 2λ = ∑
i
(
vi
)2
deg i = vTDv = µ2fTD f . (29)
Using (28) and (29) together finishes the proof.
Remark 4. Both v and f determine the same node centrality ranking, though
the latter is easier to compute. However, the normalization vTPv = 1 is funda-
mental in our theory, which makes v the more appropriate choice. Lemma A.2
allows us to compute v only with the knowledge of f , λ and D, which is much
more efficient than computing v and v directly.
B Complexity Analysis of Algorithm 3
In Section 4.2 we used a standard map (i.e. hash table, or dictionary) to store
the X-degree values in line 2 of Algorithm 3. Alternatively, we can use an
indexed priority queue (IPQ). An IPQ is a data structure that behaves like a
priority queue except that, additionally, elements in the IPQ can be updated
efficiently. The underlying data structure is a max-heap. An IPQ can find the
maximum element in the heap, as well as update any element, in logarithmic
time.
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In this case, line 2 of Algorithm 3 takes m operations to compute the
X-degree values plus n operations to heapify the IPQ. Further, lines 4 and
9 take O (log n) time, which yields a time complexity of
O
m+ n+ p log n+ p∑
j=1
dij + log n
p∑
j=1
Dij
 . (30)
B.1 Homogeneous degree distribution
In networks with a homogeneous degree distribution (e.g. Poisson) we can
estimate dij ≈ 〈k〉 and Dij ≈ 〈k〉2, where 〈k〉 is the average degree. This yields
O
(
m+ n+ p〈k〉2 log n) total complexity for the IPQ version, while the map
version gives O
(
m+ pn+ p〈k〉2). If p = O(n) and 〈k〉 = O(1), the IPQ version
scales better in the worst case scenario.
B.2 Heterogeneous degree distribution
In networks whose degree distribution is well approximated by a power law, the
probability of finding a node of degree d scales as d−γ , for some γ > 0. In
this case, the first few nodes removed by Algorithm 3 will usually have large
degree, comparable to the largest degree in the network, dij = O (dmax) for
each j. Further, in the worst case scenario, each of their neighbors will also
have a degree comparable to dmax and thus Dij = O
(
d2max
)
for each j. Using
dmax = O
(
n
1
γ−1
)
[41] yields O
(
m+ pn+ pn
2
γ−1
)
for the map version and
O
(
m+ pn
2
γ−1 log n
)
for the IPQ version. In the typical case 2 ≤ γ ≤ 3, the
exponent 2γ−1 varies between 1 and 2.
B.3 Average runtime
We have provided the analysis of worst case scenario runtime. However, the
average runtime of both the IPQ and map versions is close to linear, as shown
in Figure 2. This figure was generated by first sampling a degree sequence from
a power-law density pd ∝ d−γ , and then generating a graph at random using
the configuration model. Self-loops and multi-edges were removed and only the
largest component was kept. Each marker is the average of 30 repetitions. We
used p = 100.
C Experimental Setup
C.1 Base lines
Degree. The degree of a node i, denoted di is the number of neighbors it
has in the graph. Nodes of degree 1 have zero Collective Influence, X-degree,
NB-centrality, X-NB centrality.
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nodes edges n m λ1 dmax
AS-1 [36] AS digital communication 34,761 107,720 151.442 2,760
AS-2 [12] AS digital communication 22,963 48,436 64.678 2,390
Social-Slashdot [33] users friendships 77,360 469,180 128.550 2,539
Social-Twitter [32] users friendships 456,290 12,508,221 636.147 51,386
Transport-California [35] intersections roads 1,957,027 2,760,388 3.321 12
Transport-Sydney [35] intersections roads 32,956 38,787 2.266 10
Web-NotreDame [37] websites hyperlinks 325,729 1,090,108 175.657 10,721
Table 3: Real-world data sets. n: number of nodes, m: number of edges, λ1:
largest NB-eigenvalue, dmax: largest degree. AS stands for autonomous systems.
k-core index. The k-core index of a node, also called coreness, is defined as
follows. First, iteratively remove all nodes of degree 1 until there are none. All
nodes removed in this step are assigned a value of k-core index of 1. Then,
iteratively remove all nodes of degree 2; all nodes removed at this step have k-
core 2. Repeat this process until there are no more nodes in the graph. Notably,
following Corollary 1, all nodes with k-core value of 1 have zero NB-centrality.
NB-centrality. The NB-centrality of a node is defined in Equation (2). It
was proposed in [18] as an indicator of influential spreaders on locally tree-like
networks for the SIR model.
NetShield. NetShield is an efficient algorithm that identifies a subset of nodes
with the highest “shield-value”, which is defined as the impact a node, or set of
nodes, has on the largest eigenvalue of the adjacency matrix [19].
Collective Influence. The Collective Influence (CI) of node i is
CIi = (di − 1)
∑
j
aij (dj − 1) , (31)
though this definition can be generalized to include nodes in arbitrarily large
neighborhoods around i [6]. Note that this is quite similar in nature to X-degree
in Equation (23). We think of X-degree as a second-order aggregation of the
values (dj − 1) of the neighbors of i, while CI is a first-order aggregation. Fur-
ther, one can apply Algorithm 3 to perform targeted immunization based on
CI instead of X-degree, and hence they have the same running time complexity
(see Section 4.2 and Appendix B). Morone et al. [5] claim that the CI algorithm
runs in O (n log n) time, though we were not able to reproduce this result. In
any case, any efficient algorithm that computes CI can be used to compute
X-degree as well.
C.2 Data sets
All synthetic graphs have n = 105 nodes and parameters were chosen so that
the average degree was approximately 12. SBM graphs were generated with
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two blocks, or communities, so that the average within-block degree is 9 and
the between-block degree is 3. WS graphs generated with rewiring probability
0.1. BTER graphs were generated with target average local clustering coef-
ficient of 0.98, and target global clustering coefficient of 0.4. BTER graphs
were generated with the authors’ implementation [42]; all other graphs were
generated using NetworkX [43] version 2.3. After generation, we extracted the
largest connected component of each graph and converted all multi-edges to sin-
gle edges and deleted self-loops. 100 graphs were generated from each ensemble.
Table 3 describes the real data sets used. Directed networks were converted to
undirected, and only the largest connected component of each data set was used.
C.3 Approximating the Largest Eigenvalue
Since nodes of large degree are bound to induce a larger eigen-drop than those
of small degree, we chose target nodes at random by sampling 1% of nodes
from each graph, proportionally to their degree. This was achieved by sampling
one edge at random, with replacement, and then choosing one of its endpoints
randomly. This yields a probability of sampling node i equal to di/2m.
C.4 Predicting the Eigen-drop
Nodes were sampled in the same way as in C.3. Figure 4 shows correlation
coefficients, defined as the covariance divided by the product of the standard
deviations of the two variables. We computed the correlation between the eigen-
drop and each of the statistics: α, α˜, X-degree, and degree. No three-way
correlation was computed.
C.5 Immunization with X-NB and X-degree
To confirm the ordering in increasing performance CI < Xdeg < NB ≈ XNB, we
used a one-sided Wilcoxon signed-rank test, which is a non-parametric version of
the paired T-test. In a paired sample setting, this test tests the null hypothesis
that the median of the differences between the two samples is positive, against
the alternative that it is negative. Therefore, a small p-value means that there
is little probability that the first sample’s median is smaller than the second’s.
For each graph ensemble and each percentage of removed nodes (1%, 2%, 3%),
the ranking CI < Xdeg < NB was confirmed with p 10−10 in all cases. Further,
we have NB < XNB in WS networks (p 10−10) and BTER networks (p < 0.05),
and NB > XNB in BA networks (p 10−10) and SBM networks (p < 0.05). We
summarize these results by writing CI < Xdeg < NB ≈ XNB.
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