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K-THEORY OF MONOID ALGEBRAS AND A QUESTION OF
GUBELADZE
AMALENDU KRISHNA, HUSNEY PARVEZ SARWAR
Abstract. We show that for any commutative Noetherian regular ring R
containing Q, the mapK1(R)→ K1(
R[x1,··· ,x4]
(x1x2−x3x4)
) is an isomorphism. This
answers a question of Gubeladze. We also compute the higherK-theory of
this monoid algebra. In particular, we show that the above isomorphism
does not extend to all higherK-groups. We give applications to a question
of Lindel on the Serre dimension of monoid algebras.
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1. Introduction
The algebraic K-theory is well known to be a very powerful invariant to study various
geometric and cohomological properties of algebraic varieties. Quillen [29] showed that
algebraic K-theory of smooth varieties satisfies homotopy invariance. This implies in
particular that the algebraic K-theory of commutative Noetherian regular rings remains
invariant under any polynomial extension.
The monoid algebras associated to finitely generated monoids are natural general-
izations of polynomial algebras over commutative rings. These algebras form a very
important class of toy models to test various properties of algebraic K-theory which are
known to be true for polynomial algebras. Questions like Serre’s problem on projec-
tive modules, homotopy invariance of K-theory, and K-regularity have been extensively
studied for monoid algebras by various authors, see for instance, [1], [12], [13] and [6].
In a series of several papers, Gubeladze [10], [11] showed that for a regular commutative
Noetherian ring R and a monoid M , one has Ki(R[M ]) = 0 for i < 0 and K0(R)
≃
−→
K0(R[M ]), if M is semi-normal. In particular, the analogue of homotopy invariance
extends to K-theory of monoid algebras over regular rings in degree up to zero. However,
Srinivas [31] showed that this property no longer holds in higher degrees, by showing
that SK1(k[M ]) 6= 0, where k is any algebraically closed field of characteristic different
from two and k[M ] is the monoid algebra k[x21, x1x2, x
2
2] ⊂ k[x1, x2].
Gubeladze [12] gave a different and more algebraic proof of Srinivas’ result with no
condition on the ground field k. He further showed that the above monoid algebra is not
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K1-regular. This motivates the following question (See [12, Question, pp 170]). Let k be
a field and let M be a finitely generated normal, cancellative, torsion-free monoid which
has no non-trivial units and which is not c-divisible for any integer c 6= 1 (see § 2.1 for
definitions). Assume that
(1) k[M ] is K1-regular and
(2) SK1(k[M ]) = 0.
Is M ≃ Nr?
Note that c-divisibility is very important here in view of [13, Theorem 1.12]. For any
commutative ring R, let R[M ] denote the monoid algebra
(1.1) R[M ] = R[x1x3, x1x4, x2x3, x2x4] ⊂ R[x1, · · · , x4].
From the geometric point of view, it is useful to note that R[M ] is the homogeneous
coordinate ring for the Segre embedding of P1R ×R P
1
R inside P
3
R.
When R is a field, Gubeladze ([13, Remark 1.9 (c)]) asked if the monoid algebra (1.1)
is K1-regular
1. If so, this could give a counter-example to the above question. We refer
to [13] for Gubeladze’s consideration of this monoid algebra and for an excellent account
of many results and other open questions on the algebraic K-theory of monoid algebras.
The algebraic K-theory of many monoid algebras (including (1.1)) were extensively
studied by Cortin˜as, Haesemeyer, Walker and Weibel [6] using the technique of cdh-
descent of homotopy invariant K-theory. However, Gubeladze’s question remained an
open and intractable problem.
1.1. Gubeladze’s question. The main result of this text is to show that Gubeladze’s
monoid algebra is indeed a counter-example to the above question. In fact, we prove the
following more general statement.
Theorem 1.1. Let R be a commutative Noetherian regular ring containing Q. Then the
inclusion of scalars R →֒ R[M ] induces an isomorphism
K1(R)
≃
−→ K1(R[M ]).
Using the commutative square
(1.2) K1(R)
≃ //
≃

K1(R[M ])

K1(R[X1, · · · ,Xn]) ≃
// K1(R[M ][X1, · · · ,Xn]),
Theorem 1.1 and the homotopy invariance of K-theory of regular rings together imply
the following.
Corollary 1.2. Let R be a commutative Noetherian regular ring containing Q. Then
R[M ] is K1-regular.
1.2. Lindel’s question. As another application of Theorem 1.1, we can give a partial
answer to a question of Lindel [23] on the Serre dimension of monoid algebras. Recall
that a commutative Noetherian ring R is said to have Serre dimension (denoted by Serre
dim(R)) at most t ≥ 0, if every projective R-module of rank higher than t splits off a
rank one free direct summand. Lindel studied the Serre dimension of the monoid algebra
R[M ] = R[x1x3, x1x4, x2x3, x2x4] in [23]. He showed that Serre dim(R[M ]) ≤ d + 1,
where R is any commutative Noetherian ring of Krull dimension d.
1In fact, Gubeladze asked if this algebra is Ki-regular for all i ≥ 1, but the resolution of Vorst’s
conjecture by Cortin˜as, Haesemeyer and Weibel [5] shows that such algebras do not exist.
K-THEORY OF MONOID ALGEBRAS AND A QUESTION OF GUBELADZE 3
Motivated by his results, Lindel [23] asked if one actually has Serre dim(R[M ]) ≤ d
in the above case. Note that this bound on Serre dim(R[M ]) is the best possible for a
general Noetherian ring R. We apply Theorem 1.1 to prove the following result which is
due to Swan ([32, Theorem 1.1]) when R is a Dedekind domain.
Theorem 1.3. Let R be an one-dimensional Noetherian commutative ring containing
Q. Let P be a projective module over R[M ] of rank r ≥ 2. Then P ≃ ∧r(P )⊕R[M ]r−1.
In particular, Serre dim(R[M ]) ≤ 1.
1.3. Higher K-theory of k[M ]. When k is a field which is algebraic over Q, we can
improve Theorem 1.1 to prove the following more general result.
Theorem 1.4. Let k be a field which is algebraic over Q. Then for any integer i /∈
{2, 3, 4}, one has
Ki(k)
≃
−→ Ki(k[M ]).
We can apply Theorem 1.4 to show that it can not be extended to all polynomial
algebras over k for i ≥ 5. Indeed, if Ki(k[X1, . . . ,Xn])
≃
−→ Ki(k[M ][X1, . . . ,Xn]) for all
n ≥ 1, the homotopy invariance of K∗(k) and Theorem 1.4 together would tell us that
k[M ] is K5-regular. In particular, it is K4-regular by [34, Corollary 2.1 (ii)]. But this is
not possible in view of [5].
Theorem 1.1 shows that Gubeladze’s monoid algebra shares some importantK-theoretic
properties (see the question before (1.1) for other common properties) of free monoid
algebras even though it is not free. This raises the following question: can algebraic
K-theory actually detect this defect?
We answer this question affirmatively by giving an explicit expression for all K-groups
of the above monoid algebra in Theorem 6.5. Using these computations, we show that
the isomorphisms of Theorems 1.1 and 1.4 do not extend to all K-groups. In particular,
the algebraic K-theory does explain the non-freeness of Gubeladze’s monoid algebra.
Theorem 1.5. Let k be any field of characteristic zero. Then the map K4(k) →
K4(k[M ]) is not an isomorphism. In particular, the map of spectra K(k)→ K(k[M ]) is
not a weak equivalence.
It is known that the reduced algebraic K-theory (Ker(K∗(k[M ]) → K∗(k)) of the
above monoid algebra consists of uniquely divisible groups K˜∗(k[M ]) (e.g., see [6, § 1]).
In particular, there is a direct sum decomposition K˜i(k[M ]) ≃ ⊕j≥0K˜
(j)
i (k[M ]) of eigen
pieces for Adams operation, whenever i ≥ 0. For monoid algebras arising from the cones
over smooth projective schemes, many of these pieces have been computed by Cortin˜as,
Haesemeyer, Walker and Weibel in [6].
However, it is not clear if the technique of cdh-descent for the KH-theory employed in
[6] can be helpful in computing theK-theory of Gubeladze’s monoid algebra. Instead, we
use the more recent pro-cdh descent for the Quillen K-theory and work in the category
of pro K-groups to make the above breakthrough. In fact, the referee pointed out that
the results of this paper are possibly the very first applications of the pro-cdh descent to
the study of monoid algebras.
We end the introduction of the results with a note. Some critics may ask if our methods
help in computing the K-theory of other monoid algebras. To this, we remark that even
if it may be possible, it was not the purpose of this work to devise general techniques
to study K-theory of monoid algebras. This is already done in [6] in the best possible
way. Our motivation was to verify some conjectures and questions of Gubeladze which
remained intractable, even after [6]. And one should note that Gubeladze’s question is
about producing counter-examples in K-theory of monoid algebras.
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1.4. Outline of the proofs. As stated above, a new idea which turned out to be very
crucial for computing the higher K-theory of the monoid algebra of (1.1) is the pro-
descent theorem of [19] and [27]. This descent theorem tells us that it is often enough to
prove many vanishing theorems for Hochschild and cyclic homology groups only in the
pro-setting in order to compute higher K-theory of singular schemes.
In § 2, we review finitely generated monoids and monoid algebras. We also study the
geometry of the Zariski spectrum of the monoid algebra of Theorem 1.1 and use this
geometry to compute the cohomology groups of the sheaves of differential forms on this
algebra. The heart of this text are sections 3 and 4, where we prove some vanishing
theorems which are critical for the proofs of the above results. In § 5, we generalize some
results of § 4 in order to compute the higher K-theory of our monoid algebra. In § 6,
we combine the vanishing theorems of sections 3 and 4 with the pro-descent theorem of
[19] and [27] to complete the proofs of our main results.
2. Review of monoid algebras and their geometry
In this section, we set up our notations and review various definitions in the study
of monoids and monoid algebras. We then study the geometry of the monoid algebra
k[x1x3, x1x4, x2x3, x2x4], whose algebraic K-theory is the main interest of this text.
In this paper, a ring R will always mean a commutative, Noetherian Q-algebra. In
particular, all fields will be of characteristic zero. Given a ring R as above, we shall let
EftalgR denote the category of essentially of finite type R-algebras and let ReftalgR
denote the full subcategory of EftalgR consisting of smooth R-algebras. We shall let
SchR denote the category of separated Noetherian schemes over Spec (R) and let SmR
denote the full subcategory of SchR consisting of schemes which are smooth and essen-
tially of finite type over R. We shall denote the product of X,Y ∈ SchR by X×R Y . We
shall let SchR/zar denote the Grothendieck site on SchR given by the Zariski topology.
2.1. Commutative monoids. Let N denote the set of all non-negative integers. LetM
be a commutative and finitely generatedmonoid (a semi-group with unit element). Recall
that M is said to be cancellative if given a, a′, b ∈ M , we have a+ b = a′ + b ⇒ a = a′.
One says that M is torsion-free if given any integer c ≥ 1 and a, b ∈ M , one has
ca = cb ⇒ a = b. We say that M is reduced if it has no non-trivial units (i.e, a = 0
in M if and only if a + a′ = 0 for some a′ ∈ M). It is well known that a finitely
generated commutative monoid is cancellative, torsion-free and reduced if and only if
it is isomorphic to a submonoid of Nr for some integer r ≥ 1 (see, for instance, [8,
Theorem 3.11]).
Let M be a commutative and cancellative monoid and let gp(M) denote its group
completion. Recall that M is said to be semi-normal if for every a ∈ gp(M) with
2a, 3a ∈M , we have a ∈M . One says that M is normal if every element a ∈ gp(M) lies
in M if and only if ma ∈ M for some integer m ≥ 1. We say that M is c-divisible for
some positive integer c if for any x ∈ M , there exists y ∈ M for which cy = x. In this
text, we shall assume all monoids to be commutative, finitely generated, cancellative,
torsion-free, reduced and normal. We shall use the shorthand decoration nice for such
monoids in the sequel.
2.2. Gubeladze’s monoid algebra. Our principal interest in this text is to study the
algebraic K-theory of the following monoid algebra, considered by Gubeladze [13, § 1].
For any integer r ≥ 1, let {e1, · · · , er} denote the standard ordered basis of N
r as a
monoid. Here, ei is the vector whose ith coordinate is one and others are all zero. Let
M denote the submonoid of N4 generated by the vectors {v1, · · · , v4}, where
v1 = e1 + e3, v2 = e1 + e4, v3 = e2 + e3, and v4 = e2 + e4.
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We shall use the term Gubeladze’s monoid for the one given above for the rest of
this text. One can check that M is not divisible by any integer c > 1. Indeed, if M is
c-divisible for integer c > 1, then we can write v1 = c(a1v1 + a2v2 + a3v3 + a4v4), where
ai ∈ N. But this implies that c(a1 + a2) = 1, which is not possible.
It is also easy to check that for any ring R, the monoid algebra R[M ] is isomorphic
to the monomial R-algebra R[z1z3, z2z4, z1z4, z2z3], considered as the subalgebra of the
polynomial algebra R[z1, · · · , z4] via the isomorphism v = (m1, · · · ,m4) 7→ z
m1
1 · · · z
m4
4 .
There is in turn an isomorphism of R-algebras
(2.1) φR :
R[x1, · · · , x4]
(x1x2 − x3x4)
≃
−→ R[z1z3, z2z4, z1z4, z2z3];
φR(x1) = z1z3, φR(x2) = z2z4, φR(x3) = z1z4, φR(x4) = z2z3.
Let ǫR : R[M ] ։ R denote the augmentation map of the monoid algebra R[M ] so
that the composite R → R[M ] → R is identity and let m¯R = (x1, · · · , x4) denote the
augmentation ideal. It is well known (and not so difficult to check) that the monoid M
above is nice. In particular, R[M ] is an integral domain if R is so and R[M ] is normal if
R is a normal integral domain (see, for instance, [4, Theorem 4.40]). On the other hand,
it follows from [4, Proposition 4.45] that R[M ] is not regular even if R is. We shall study
the singularity of R[M ] shortly. From now on, R[M ] will always denote the monoid
algebra described in (2.1). We shall often refer to it as Gubeladze’s monoid algebra.
2.3. The desingularization of Spec (R[M ]) and its geometry. Let R be a regular
ring. We observed in § 1 that R[M ] is the homogeneous coordinate ring for the Segre
embedding of ER = P
1
R ×R P
1
R inside P
3
R. We shall use this geometric interpretation in
our study of the monoid algebra R[M ]. Letting P3R = ProjR(R[x1, · · · , x4]), this closed
embedding is defined by the graded surjection R[x1, · · · , x4]։ R[M ] of (2.1). We shall
fix this embedding ιR : ER →֒ P
3
R throughout the text. We shall let ProjR(R[z1, z2]) be
the first factor and ProjR(R[z3, z4]) the second factor of ER.
If we let XR = Spec (R[M ]), then it is the affine cone over ER whose vertex PR is
the closed subscheme Spec (R) →֒ Spec (R[M ]) defined by the augmentation ideal of
R[M ]. If we let πR : VR → XR denote the blow-up along the vertex PR, then we get a
commutative diagram
(2.2) ER
  //
pER

id
''
En,R
  //

VR
πR

p˜R
// ER
pER

PR
  // Pn,R
  // XR pXR
// Spec (R),
where Pn,R is the closed subscheme of XR defined by the ideal m¯
n
R and En,R = π
∗
R(Pn,R)
so that the left and the middle squares are Cartesian. The arrows pXR and pER are the
structure maps. It is well known that p˜R : VR → ER is the line bundle associated to the
invertible sheaf OE(1) (with respect to the Segre embedding) on ER and the inclusion
of the exceptional divisor ER →֒ VR for πR is same as the 0-section of p˜R. We let pR
be the restriction of p˜R to En,R. We let IR denote the ideal sheaf of the exceptional
divisor ER so that I
n
R defines En,R →֒ VR for n ≥ 1. In this case, one also knows that
InR/I
n+1
R ≃ OER(n) for every n ≥ 0.
We let V ′R denote the blow-up of A
4
R at the origin, P
′
n,R = Spec (R[x1, · · · , x4]/m
n
R),
where mR is the defining ideal of the origin in A
4
R and let E
′
n,R be the inverse image
of P ′n,R under the blow-up π
′ : V ′R → A
4
R. We let E
′
R = π
′−1(PR) ≃ P
3
R. We have a
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commutative diagram
(2.3) XR × ER

//
qR
||②②
②②
②②
②②
XR

ER

VR
bb❊❊❊❊❊❊❊❊ πR
AA✄✄✄✄✄✄✄
p˜R
oo

A4R × E
′
R
//
q′R
}}④④
④④
④④
④④
A4R
P3R V
′
R.
aa❈❈❈❈❈❈❈❈ π
′
R
BB✆✆✆✆✆✆✆
p′R
oo
In this diagram, all vertical arrows are closed immersions, πR and π
′
R are blow-up
maps, p˜R and p
′
R are line bundle projections, qR and q
′
R are projections, and all squares
and triangles commute. The lower square on the front is Cartesian. We note that
V ′R = ProjR[x1,··· ,x4](R[x1, · · · , x4][y1, · · · , y4]/I), VR = ProjR[M ](R[M ][y1, · · · , y4]/J),
where
(2.4) I = (x1y2 − x2y1, x1y3 − x3y1, x1y4 − x4y1, x2y3 − x3y2, x2y4 − x4y2, x3y4 − x4y3)
and J = I + (y1y2 − y3y4).
We also have a commutative diagram
(2.5) En,R
pR
  ✂✂
✂✂
✂✂
✂
//

Pn,R × ER //

Pn,R

ER VR //
p˜R
oo XR × ER // XR,
with Cartesian squares for each n ≥ 1, where the vertical and the left horizontal arrows
are closed immersions, and the right horizontal arrows are projections.
In terms of the coordinate rings over an affine open subset of P3R of the form U1 =
{y1 6= 0}, (2.5) is translated into a commutative diagram
(2.6) R[x1,··· ,x4](x1x2−x3x4)
//

R[x1,··· ,x4,y3,y4]
(x1x2−x3x4)
α //

R[x1, y3, y4]

R[y3, y4]oo
{{✈✈
✈✈
✈✈
✈✈
✈✈
R[x1,··· ,x4]
(x1x2−x3x4,mnR)
// R[x1,··· ,x4,y3,y4]
(x1x2−x3x4,mnR)
α // R[x1,y3,y4]
(xn
1
) ,
where one checks from (2.4) that
α(x1) = x1, α(x2) = y3y4x1, α(x3) = y3x1, α(x4) = y4x1, α(y3) = y3 and α(y4) = y4.
If we replace ER by P
3
R, then the coordinate rings of the terms in (2.5) lead to a
commutative diagram
(2.7) R[x1, · · · , x4] //

R[x1, · · · , x4, y2, y3, y4]
α′ //

R[x1, y2, y3, y4]

R[y2, y3, y4]oo
xxqq
qq
qq
qq
qq
q
R[x1,··· ,x4]
mnR
// R[x1,··· ,x4,y2,y3,y4]
mnR
α′ // R[x1,y2,y3,y4]
(xn
1
) ,
where α′(x1) = x1, α
′(x2) = y2x1, α
′(x3) = y3x1 and α
′(x4) = y4x1. The diagram (2.7)
maps onto (2.6) via the transformation y2 7→ y3y4.
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We shall use the following notations for various coordinate rings over the open subset
{y1 6= 0} of P
3
R. We let
(2.8) Q = R[x1, · · · , x4]/(x1x2 − x3x4), Qn = R[x1, · · · , x4]/(x1x2 − x3x4,m
n
R),
A = R[y3, y4], Rn = R[x1]/(x
n
1 ) and An = A[x1]/(x
n
1 ) = Rn[y3, y4]
so that Spec (Q) = XR and Spec (Qn) = Pn,R. One checks using (2.6) and (2.7) that
An = Qn[y3, y4]/JR, where
J ′R = Ker(α
′) = (x2−y3y4x1, x3−y3x1, x4−y4x1, x2y3−x3y2, x2y4−x4y2, x3y4−x4y3) and
(2.9) JR = Ker(α) =
J ′R + (y2 − y3y4)
(y2 − y3y4)
= (x2 − y3y4x1, x3 − y3x1, x4 − y4x1).
2.4. Cohomology of ER. We shall need to use the following result about the coho-
mology groups on ER repeatedly in this text. Let AR = R[z1, z2] =
⊕
i≥0AR,i and
A′R = R[z3, z4] =
⊕
i≥0A
′
R,i be the homogeneous coordinate rings of the two factors of
ER and let φR : R[M ]
≃
−→ A⊠R A
′ =
⊕
i≥0AR,i ⊗R A
′
R,i.
Lemma 2.1. Let R be a Noetherian regular ring containing Q and let n ∈ Z. Then the
following hold.
(1) Ω2ER/R(n) ≃ OER(n − 2).
(2) H0(ER,OER(n)) ≃ AR,n⊗RA
′
R,n. In particular, H
0(ER,OER(n)) = 0 for n < 0.
(3) H1(ER,OER(n)) = 0.
(4)
H2(ER,OER(n)) ≃
{
AR,2−n ⊗R A
′
R,2−n if n < −1
0 if n ≥ −1.
(5) H0(E,Ω1ER/R(n)) ≃ (An−2 ⊗R An)
⊕2.
(6)
H1(ER,Ω
1
ER/R
(n)) ≃ (AR,−n ⊗R A
′
R,n)⊕ (AR,n−2 ⊗R A
′
R,−2−n)
⊕
(AR,−2−n ⊗R A
′
R,n−2)⊕ (AR,n ⊗R A
′
R,−n).
(7) H2(ER,Ω
1
ER/R
(n)) ≃ (AR,−n ⊗R A
′
R,−2−n)⊕ (AR,−2−n ⊗R A
′
R,−n).
(8) H0(ER,Ω
2
ER/R
(n)) ≃ AR,n−2 ⊗R A
′
R,n−2 and H
1(ER,Ω
2
ER/R
(n)) = 0.
(9)
H2(ER,Ω
2
ER/R
(n)) ≃
{
AR,−n ⊗R A
′
R,−n if n ≤ 0
0 if n > 0.
Proof. The key point in this proof (and elsewhere in the text) is the observation that our
monoid algebra R[M ] is the base change of the monoid algebra Q[M ] via the inclusion
Q ⊂ R. Furthermore, it is evident from (2.2) that all schemes in the diagram as well as
all squares are obtained by the (flat) base change of a similar set of schemes and squares
over Q. Since ΩiEQ/Q(n) ⊗Q R
≃
−→ ΩiER/R(n) for all i ≥ 0 and n ∈ Z, we can apply [16,
Theorem 12] to reduce the proof to the case when R = Q. We therefore assume this to
be the case and drop the subscript Q from all notations.
If p1, p2 : E → P
1 denote two projections, then one knows that OE(n) ≃ p
∗
1(OP1(n))⊗E
p∗2(OP1(n)) := OP1(n)⊠OP1(n) := OE(n, n). We also know that Ω
1
E/Q ≃ (Ω
1
P1/Q⊠OP1)⊕
(OP1 ⊠ Ω
1
P1/Q). In particular, we get
Ω1E/Q(n) ≃ (Ω
1
P1/Q(n)⊠OP1(n))⊕ (OP1(n)⊠ Ω
1
P1/Q(n)) ≃ OE(n− 2, n)⊕OE(n, n− 2).
We similarly get Ω2E/Q(n) ≃ OE(n− 2) and Ω
>2
E/Q(n) = 0, which proves (1).
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The proof of (2), (3) and (4) now follows immediately from the Ku¨nneth formula [16,
Theorems 13, 14] and [14, Theorem 5.1]. Another application of the Ku¨nneth formula
gives H0(E,Ω1E/Q(n)) ≃ (An−2 ⊗Q A
′
n) ⊕ (An ⊗Q A
′
n−2) ≃ (An−2 ⊗Q An)
⊕2. Next we
have
H1(E,OE(n− 2, n)) ≃ H
1(P1,OP1(n− 2)) ⊗Q H
0(P1,OP1(n))
⊕
H0(P1,OP1(n− 2)) ⊗Q H
1(P1,OP1(n))
≃ (A−n ⊗Q A
′
n)⊕ (An−2 ⊗Q A
′
−2−n).
Similarly, we have H1(E,OE(n, n − 2)) ≃ (A−2−n ⊗Q A
′
n−2) ⊕ (An ⊗Q A
′
−n). We
conclude that
H1(E,Ω1E/Q(n)) ≃ (A−n⊗QA
′
n)⊕ (An−2⊗QA
′
−2−n)⊕ (A−2−n⊗QA
′
n−2)⊕ (An⊗QA
′
−n).
H2(E,Ω1E/Q(n)) ≃ (A−n ⊗Q A
′
−2−n)⊕ (A−2−n ⊗Q A
′
−n).
We have thus proven (5), (6) and (7). The last two assertions follow from (1) ∼ (4). 
One can check by an elementary calculation, using (2.1) and Lemma 2.1, that the
map H0(P3R,OP3R
(n)) → H0(ER,OER(n)) is surjective for all n ≥ 0. In view of [14,
Exc. II.5.14], this gives a geometric proof of the fact that R[M ] is normal. Combining
Lemma 2.1 with [18, Lemma 1.3], we subsequently conclude that R[M ] is also Cohen-
Macaulay.
3. Vanishing theorems
Let k be a field of characteristic zero. Let k[M ] be Gubeladze’s monoid algebra and
consider the diagram (2.2), where we drop the subscript k from all notations. But we
shall continue to use the subscript R if it is different from k.
One of our main tools to study the algebraic K-theory of R[M ] (for a k-algebra R)
will be the use of Chern class maps from K-theory to Hochschild and cyclic homology.
We refer the reader to [25] for details on this subject. For any subring l ⊂ k and
any map A → B of commutative k-algebras, Loday also defines the relative Hochschild
homology HH l∗(A,B) over l as the homology groups of the chain complex Cone(C•(A)→
C•(B))[−1], where C•(A) denotes the Hochschild complex of A over l. For an ideal I of
A, HH l∗(A, I) is the relative Hochschild homology of A and A/I.
Given an ideal I ⊂ A such that I = IB, one defines the double relative Hochschild
homology HH l(A,B, I) as the homology of the complex Cone(C•(A, I)→ C•(B, I))[−1]
over l. The relative and double relative cyclic homology are defined in a similar way by
taking the cones over the total cyclic complexes. These are denoted by HC l∗(A, I) and
HC l∗(A,B, I), respectively. Recall from [25, § 4.5, 4.6] that the Hochschild and cyclic
homology as well as their relative and double relative companions have λ-decomposition
in terms of the Andre´-Quillen homology and the de Rham cohomology.
There are Chern class maps (Dennis trace maps) [25, 8.4.3] Ki(A) → HH
l
i(A) and
by functoriality of fibrations of K-theory spectra and Hochschild homology, one also
has Chern class maps from relative K-theory to relative Hochschild homology which
are compatible with long exact sequence of relative K-theory and Hochschild homology.
These Chern classes induce similar Chern character maps from relative (for nilpotent
ideals) and double relative K-theory to the corresponding cyclic homology.
The Hochschild and cyclic homology (and their relative and double relative compan-
ions) are defined for any X ∈ Schk and they coincide with the above definitions for
affine schemes (see, for instance, [36]). We let HHli,X (resp. HC
l
i,X) denote the Zariski
sheaf on X associated to the presheaf U 7→ HH li(U) (resp. U 7→ HC
l
i(U)). We define
the sheaves of relative and double relative cyclic homology in analogous way. As just
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remarked, the stalks of these sheaves are the (relative, double relative) Hochschild and
cyclic homology of the associated local rings. The functoriality of the λ-decomposition
gives rise to the corresponding decomposition for the sheaves as well [36]. The resulting
Hodge pieces of these sheaves will be denoted by HH
l,(j)
i,X and HC
l,(j)
i,X (resp. HH
l,(j)
i,(X,W ),
HH
l,(j)
i,(X,W,Z) and HC
l,(j)
i,(X,W ), HC
l,(j)
i,(X,W,Z)).
Given X ∈ Schk, we shall denote its Andre-Quillen homology sheaves relative to l ⊂ k
by D
(q)
p (X/l), where p, q ≥ 0. We shall freely use various standard facts about Andre´-
Quillen, Hochschild and cyclic homology of rings without a specific reference. They can
all be found in [25].
In this paper, all Hochschild, cyclic homology and sheaves of differential forms without
the mention of the base ring l ⊂ k will be assumed to be considered over l = Q.
3.1. K-theory, Hochschild and cyclic homology relative to R. Let R be a regular
k-algebra and set S = Spec (R). In this paper, we shall use the following notations to
take care of various (co)homology and homotopy groups relative to the k-algebra R.
Given a presheaf F of abelian groups on Schk, we let RF denote the sheaf on Schk/zar
associated to the presheaf X 7→ F(X ×k S). If F is a presheaf of spectra, we define the
presheaf of spectra RF in a similar way. The idea behind the introduction of the sheaves
RF is that it often allows us to compute various functors (e.g., K-theory, Hochschild
homology and cyclic homology) on R-algebras in terms of sheaf cohomology on Schk
(e.g., see Theorems 6.1 and 6.3).
Given a morphism f : X → Y in Schk, the relative K-theory spectrum RK(Y,X)
is defined to be the homotopy fiber of the map of spectra f∗ : RK(Y ) → RK(X).
Given any X ∈ Schk, we shall let RK˜(X) denote the relative K-theory spectrum
RK(Spec (k),X). Similarly, the relative Hochschild homology RHH∗(A,B) will be the
homology of Cone(C•(A⊗k R)→ C•(B ⊗k R))[−1] over the base field Q.
Associated to the commutative diagram (2.2), we shall use the following notations.
For any closed subscheme Z ⊂ V containing E, we shall denote the relative K-theory
RK(Z,E) by RK˜(Z). We shall use similar notations for the relativeK-theory, Hochschild
and cyclic homology sheaves on Z. The relative K-theory (resp. Hochschild and cyclic
homology) RK∗(Pn, P ) (resp. RHH∗(Pn, P ) and RHC∗(Pn, P )) will be denoted by
RK˜∗(Pn) (resp. RH˜H∗(Pn) and RH˜C∗(Pn)). We shall write Ker(RΩ
∗
Z → RΩ
∗
E) as
RΩ˜
∗
Z . The notation RΩ˜
∗
Pn
will denote Ker(RΩ
∗
Pn
→ RΩ
∗
P ). These are all over the base
field Q.
Given an affine map f : X → Y in Schk, we let RHH
(j)
∗,X/Y be the Zariski sheaf on
Y whose value at any affine open U = Spec (A) ⊂ Y is HH
A⊗kR,(j)
∗ (B ⊗k R), where
Spec (B) = f−1(U). We define the relative cyclic and Andre´-Quillen homology sheaves
and the sheaves of relative differential forms RHC
(j)
∗,X/Y ,RD
(q)
p (X/Y ) and RΩ
∗
X/Y in an
analogous way. In the above notations, we shall often drop the subscript R if R = k.
3.2. Pro-objects in abelian categories. By a pro-object in an abelian category C, we
shall mean a sequence {A1
α1←− A2
α2←− · · · } of objects in C. It will be formally denoted
by {Ai}i. A morphism f : {Ai}i → {Bj}j in the category proC of pro-objects in C is an
element of the set lim
←−
j
lim
−→
i
HomC(Ai, Bj). In particular, such a morphism f is same as
giving a function λ : N+ → N+ and a morphism fi : Aλ(i) → Bi in C for each i ≥ 1 such
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that for any j ≥ i, there is some l ≥ λ(i), λ(j) so that the diagram
(3.1) Al //

❀❀
❀❀
❀❀
❀❀
Aλ(j)
fj
// Bj

Aλ(i) fi
// Bi
commutes in C. We shall call such a morphism to be strict if λ(j) ≥ λ(i) and l = λ(j)
for every j ≥ i. In this paper, we shall use only the strict morphisms. Moreover, except
in (5.3), the function λ will actually be identity. It is known that proC is an abelian
category. The following description of kernels and cokernels in proC is elementary.
Lemma 3.1. Given a strict morphism f : {Ai}i → {Bi}i in proC, one has Ker(f) =
{Ker(fi)}i and Coker(f) = {Coker(fi)}i. In particular, a sequence of strict morphisms
(3.2) {Ai}i
λ
−→ {Bi}i
γ
−→ {Ci}i
is exact in proC if the sequence Aλ◦γ(i) → Bγ(i) → Ci is exact for every i ≥ 1.
We refer the reader to [2, Appendix 4] for these facts about pro-objects in abelian
categories.
3.3. Some vanishing results. In this section, we prove some vanishing theorems for
the cohomology of relative cyclic homology sheaves. Given a quasi-coherent sheaf F
on V (resp. on En+1), we shall denote the sheaf F ⊗V OEn (resp. F ⊗En+1 OEn) by
F|En . We shall write Ker(RΩ
m
En+1/l
→ RΩ
m
En/l
) as RΩ
m
(En+1,En)/l
for any subring l ⊂ k.
These notations will be used throughout the text. We shall use the following elementary
computations for exterior products.
Lemma 3.2. Let A be a ring and let
(3.3) 0→M ′ →M →M ′′ → 0
be a short exact sequence of A-modules, and let m ≥ 1 be an integer. Then, there
exists a finite filtration {F •∧mM} of ∧mM by A-submodules and a surjection ∧iM ′ ⊗A
∧m−iM ′′ ։ F i ∧m M/F i+1 ∧m M . This surjection is an isomorphism if (3.3) splits.
Proof. We can define a decreasing finite filtration on ∧mM by defining F j∧mM to be
the A-submodule generated by the forms of the type{
a1 ∧ · · · ∧ ar|ai1 , · · · , aij ∈M
′ for some 1 ≤ i1 ≤ · · · ≤ ij ≤ m
}
.
Then we have
∧mM = F 0∧mM ⊇ · · · ⊇ Fm∧mM ⊇ Fm+1∧mM = 0
and it is easy to check that for 0 ≤ j ≤ m, the map
βji : ∧
jM ′⊗A∧
m−jM → F j∧mM,
βji ((a1 ∧ · · · ∧ aj)⊗ (b1 ∧ · · · ∧ bm−j)) = a1 ∧ · · · ∧ am ∧ b1 ∧ · · · ∧ bm−j
descends to a surjective map of quotients
(3.4) βji : ∧
jM ′⊗A∧
m−jM ′′ ։
F j∧mM
F j+1∧mM
.
One also checks easily that this map is an isomorphism if M ≃M ′ ⊕M ′′. We leave out
the details as an exercise. 
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Lemma 3.3. Let A be a ring and let f : {M ′n}n → {Mn}n be a map of pro-A-modules,
induced by a compatible system of surjective maps fn :M
′
n ։Mn of A-modules. Assume
that f is an isomorphism. Then the induced map ∧rf : {∧rM ′n}n → {∧
rMn}n is also an
isomorphism for every r ≥ 1.
Proof. Let M ′′n = Ker(fn) so that the sequence
0→M ′′n →M
′
n →Mn → 0
is a short exact sequence of A-modules for every n ≥ 0. This yields a short exact sequence
(3.5) 0→ Ern → T
r(M ′n)→ T
r(Mn)→ 0,
where T r(−) denotes the functor of tensor power of A-modules and Ern is the submodule
of T r(M ′n), generated by the tensors {a1 ⊗ · · · ⊗ ar| ai ∈M
′′
n for some 1 ≤ i ≤ r}.
Since {M ′′n}n = 0 by hypothesis, it is clear that {E
r
n}n = 0 and this yields {T
r(M ′n)}n
≃
−→
{T r(Mn)}n. Since {∧
r(Nn)}n is a canonical direct summand of {T
r(Nn)}n for any pro-
A-module {Nn}n (see [19, Lemma 2.2]), the lemma follows. 
Lemma 3.4. Let k be a field of characteristic zero and let Y ⊂ X be a closed embedding
of regular, Noetherian k-schemes of finite Krull dimension. Then, {HC
k,(i)
n (rY, Y )}r = 0
for 0 ≤ i < n.
Proof. This is [21, Proposition 3.3]. The only point to be noted is that this result is
stated in the cited reference for k = Q case. However, the proof works verbatim for
any field k containing Q. The reason is that it uses only [28, Theorem 3.23] and [35,
Corollary 9.9.3], both of which are valid in the general situation. 
We now return to the study of our monoid algebra. Since our monoid algebra is
defined over Q, we can write
(3.6) RΩ
m
En ≃ Ω
m
En⊗kR
≃ ΩmEn,Q⊗QR ≃
m
⊕
i=0
ΩiEn,Q ⊗Q Ω
m−i
R ≃
m
⊕
i=0
ΩiEn/k ⊗k Ω
m−i
R .
In particular, we have
(3.7)
RΩ˜
i
En = Ker(RΩ
i
En ։ RΩ
i
E) ≃
m
⊕
i=0
Ω˜iEn/k⊗kΩ
m−i
R ≃
m
⊕
i=0
Ω˜iEn,Q⊗QΩ
m−i
R form ≥ 0 and n ≥ 1.
The following is our key lemma to prove some of the vanishing results. In its proof (and
elsewhere), we shall use the following notation: for any k-algebra B, B[v]dv/(vm, vndv)
will denote B[v]dv/(vndv)⊗B B[v]/(v
m) for m,n ≥ 0.
Lemma 3.5. For integers m ≥ 0 and n ≥ 1, there is a short exact sequence
(3.8) 0→ ΩmE/k(n)→ Ω
m
(En+1,En)/k
→ Ωm−1
E/k
(n)→ 0.
Proof. The m = 0 case immediately follows from the exact sequence
0→ In/In+1 → OEn+1 → OEn → 0
and the isomorphism In/In+1 ≃ OE(n).
For m ≥ 1, we consider the exact sequence
(3.9) 0→ In/In+1
d
−→ Ω1En+1/k|En → Ω
1
En/k
→ 0.
We need to justify the injectivity of the map d. But this is a local verification. We shall
use the notations of (2.8) for this purpose (with R = k). We thus have E = Spec (A) =
Spec (k[y3, y4]), V = Spec (A[x1]), kn = k[x1]/(x
n
1 ) and En = Spec (k[x1, y3, y4]/(x
n
1 )).
We then get ΩmAn/k ≃
m
⊕
i=0
ΩiA/k ⊗k Ω
m−i
kn/k
.
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We also have for j ≥ 0:
(3.10)
(ΩiA/k ⊗k Ω
m−i
kn/k
)⊗An (x
j
1)An ≃ (Ω
i
A/k ⊗k Ω
m−i
kn/k
)⊗An (A⊗k (x
j
1)/(x
n
1 ))
≃ (ΩiA/k ⊗k Ω
m−i
kn/k
)⊗An (A⊗k (kn ⊗kn (x
j
1)/(x
n
1 )))
≃ (ΩiA/k ⊗k Ω
m−i
kn/k
)⊗An (An ⊗kn (x
j
1)/(x
n
1 ))
≃ ΩiA/k ⊗k (Ω
m−i
kn/k
⊗kn (x
j
1)/(x
n
1 )).
Since the map (zn)/(zn+1)
d
−→ Ω1kn+1/k|kn ≃ k[z]dz/(z
n, zndz) is clearly injective (here
we use characteristic zero), it follows that the composite map A ⊗k (z
n)/(zn+1)
d
−→
Ω1An+1/k|An ։ A ⊗k Ω
1
kn+1/k
|kn is injective. This shows that the map d in (3.9) is
injective.
Since In/In+1 ≃ OE(n) is an invertible sheaf on E, it follows from Lemma 3.2 that
there exists an exact sequence
(3.11) Ωm−1En/k ⊗En OE(n)
id∧d
−−−→ ΩmEn+1/k|En → Ω
m
En/k
→ 0.
Claim 1: The map id∧d factors as Ωm−1En/k⊗EnOE(n)։ Ω
m−1
E/k ⊗EOE(n) →֒ Ω
m
En+1/k
|En .
Using the local calculation above (3.10), we get ΩmAn+1/k|An ≃
m
⊕
i=0
ΩiA/k⊗k (Ω
m−i
kn+1/k
|kn)
and Ωm−1An/k⊗An (x
n
1 )/(x
n+1
1 )An ≃
m−1
⊕
i=0
ΩiA/k⊗k (Ω
m−1−i
kn/k
⊗kn (x
n
1 )/(x
n+1
1 )). We thus need
to show that the map (xn1 )/(x
n+1
1 )
d
−→ Ω1kn+1/k|kn is injective and the map Ω
m−1
kn/k
⊗kn
(xn1 )/(x
n+1
1 )
id∧d
−−−→ Ωmkn+1/k|kn is zero for all m ≥ 2. But the injectivity at m = 1 is
already shown above, and the vanishing at m ≥ 2 follows immediately from the fact that
Ωmkn/k = 0 for m ≥ 2, n ≥ 1. This proves the claim.
Using Claim 1 and the splitting of the inclusion E →֒ En, we obtain a short exact
sequence for m ≥ 0:
(3.12) 0→ Ωm−1E/k (n)→ Ω˜
m
En+1/k
|En → Ω˜
m
En/k
→ 0.
Using this exact sequence, we get a commutative diagram with exact rows
(3.13) 0 // Ωm(En+1,En)/k
//

Ω˜mEn+1/k
//

Ω˜mEn/k
// 0
0 // Ωm−1E/k (n)
// Ω˜mEn+1/k|En
// Ω˜mEn/k
// 0.
This yields an exact sequence
(3.14) ΩmEn+1/k ⊗En+1 I
n/In+1 → Ωm(En+1,En)/k → Ω
m−1
E/k (n)→ 0.
Claim 2: The map ΩmEn+1/k ⊗En+1 I
n/In+1 → Ωm(En+1,En)/k has a factorization
ΩmEn+1/k ⊗En+1 I
n/In+1 ։ ΩmE/k ⊗E/k I
n/In+1 →֒ Ωm(En+1,En)/k.
The case m = 0 is obvious and so we assumem ≥ 1, where we can replace Ωm(En+1,En)/k
by ΩmEn+1/k. We can check this locally. Using (3.10), we need to show that the map
Ωmkn+1/k⊗kn+1(x
n
1 )/(x
n+1
1 )→ Ω
m
kn+1/k
is injective form = 0 and zero form ≥ 1. The injec-
tivity for m = 0 is obvious and we have Ωmkn+1/k = 0 for m ≥ 2. So we only need to check
m = 1 case. Here, the map in question is the canonical map k[x1]dx1
(xn+1
1
,xn
1
dx1)
⊗kn+1
(xn1 )
(xn+1
1
)
→
k[x1]dx1
(xn+1
1
,xn
1
dx1)
. However, this is same as the map k[x1]dx1(x1,xn1 dx1)
⊗k
(xn
1
)
(xn+1
1
)
→ k[x1]dx1
(xn+1
1
,xn
1
dx1)
, which
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is turn, is same as the map
(xn
1
)
(xn+1
1
)
→ k[x1]dx1
(xn+1
1
,xn
1
dx1)
, given by xn+i1 7→ x
n+i
1 dx1. But this is
clearly zero and we get Claim 2. The lemma follows from Claim 2 and (3.14). 
Lemma 3.6. For any set of integers m ≥ 0 and i, n ≥ 1, we have H i(En,RΩ˜
m
En
) = 0.
Proof. By (3.7), the lemma is equivalent to showing that H i(En,Q, Ω˜
m
En,Q
) = 0 for m ≥ 0
and i, n ≥ 1. So we can assume k = R = Q. The statement is now clearly true for n = 1
by Lemma 2.1.
For n ≥ 2 and i ≥ 1, we use the top row of (3.13) and an induction on n ≥ 1.
This reduces us to showing that H i(En,Ω
m
(En+1,En)
) = 0 for m ≥ 0 and i, n ≥ 1. Using
Lemma 3.5, it suffices to show that H i(E,ΩmE (n)) = 0 for m ≥ 0 and i, n ≥ 1. But this
follows from Lemma 2.1. 
Lemma 3.7. For any integers m ≥ 0 and i ≥ 1, we have {H i(En,RH˜Cm,En)}n = 0.
Proof. Using the Hodge decomposition of the cyclic homology sheaf, we have a natural
decomposition of Zariski sheaves RH˜C0,En ≃ I/I
n ⊗k R and RH˜Cm,En ≃
m
⊕
j=1
RH˜C
(j)
m,En
for m ≥ 1 (see [25, Theorem 4.6.7]). In particular, we have H∗(En,RH˜C0,En) ≃
H∗(En,I/I
n)⊗k R.
We first prove the case m = 0. We show that H i(En,I/I
n) = 0 for all i, n ≥ 1. The
statement is clearly true for n = 1. In general, we use induction and the short exact
sequence
(3.15) 0→
In
In+1
→
I
In+1
→
I
In
→ 0.
This reduces the problem to showing that H i(E,OE(n)) = 0 for all i, n ≥ 1. But this
follows from Lemma 2.1.
When m ≥ 1, it follows from Lemma 3.4 that {H i(En,RH˜C
(j)
m,En)}n = 0 for 1 ≤
j ≤ m − 1 and i ≥ 1 (here we use the regularity of R). We thus have to show that
{H i(En,RH˜C
(m)
m,En)}n = 0 for i ≥ 1.
Using the isomorphism RHC
(m)
m,En
≃
RΩ
m
En
d(RΩ
m−1
En
)
(see [25, Theorem 4.5.12]) and the split-
ting of the inclusion E ⊂ En, we get RH˜C
(m)
m,En ≃
RΩ˜
m
En
d(RΩ˜
m−1
En
)
. Equivalently, there is an
exact sequence
(3.16) RΩ˜
m−1
En
dm−1
−−−→ RΩ˜
m
En → RH˜C
(m)
m,En → 0.
In particular, a diagram with exact row:
(3.17) H2(En,RΩ˜
m−1
En
)

H1(En,RΩ˜
m
En
) // H1(En,RH˜C
(m)
m,En)
// H2(En, d(RΩ˜
m−1
En
))
and a surjection H2(En,RΩ˜
m
En
)։ H2(En,RH˜C
(m)
m,En).
Since H2-functor is right exact on the category of Zariski sheaves on En, it suffices
to show that H i(En,RΩ˜
m
En
) = 0 for each m ≥ 0 and i, n ≥ 1. But this follows from
Lemma 3.6. 
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3.4. The map H0(En,RΩ˜
m
En
) → H0(En,RH˜C
(m)
m,En). It is easy to check from the local
description of the projection p˜ : V → E that its restriction p : En → E is a finite
morphism. Let RΩ
m
En/E
be the Zariski sheaf on E as defined in § 3.1. It is clear from its
definition that there is an exact sequence of Zariski sheaves of E:
(3.18) RΩ
1
E ⊗E p∗(OEn)→ p∗(RΩ
1
En)→ p∗(RΩ
1
En/E
)→ 0.
We wish to show that the first arrow in this sequence is injective. It is enough to
check this locally on E. Over an affine open subset of E of the form Spec (k[y3, y4]), we
let A = R[y3, y4], Bn = Q[x1]/(x
n
1 ) and B˜n = (x1)/(x
n
1 ). The above exact sequence over
this open subset is of the form
(3.19) Ω1A ⊗A An → Ω
1
An → Ω
1
An/A
→ 0.
On the other hand, we have An = A⊗Q Bn and hence
(3.20) ΩmAn ≃
m
⊕
i=0
ΩiA ⊗Q Ω
m−i
Bn
≃ (ΩmA ⊗Q Bn)⊕ (Ω
m−1
A ⊗Q Ω
1
Bn) and
Ω˜mAn ≃ (Ω
m
A ⊗Q B˜n)⊕ (Ω
m−1
A ⊗Q Ω
1
Bn).
Using the identifications Ω1An/A ≃ A ⊗Q Ω
1
Bn
and Ω1A ⊗A An ≃ Ω
1
A ⊗Q Bn, it follows
that (3.19), and hence (3.18) yields a short exact sequence
(3.21) 0→ RΩ
1
E ⊗E p∗(OEn)→ p∗(RΩ
1
En)→ p∗(RΩ
1
En/E
)→ 0.
In particular, we get a locally split short exact sequence
(3.22) 0→ RΩ
1
E ⊗E p∗(I/I
n)→ p∗(RΩ˜
1
En)→ p∗(RΩ
1
En/E
)→ 0.
We let dm : RΩ˜
m
En
→ RΩ˜
m+1
En
be the differential map over Q and let RΩ˜
m,m+1
En
=
Ker(dm). Using that p∗ is left exact on the category of sheaves of abelian groups, it
follows from (3.20) that there is an exact sequence
(3.23) 0→ Ker(RΩ
1
E ⊗E p∗(I/I
n)→ p∗(RΩ˜
2
En))→ p∗(RΩ˜
1,2
En
)→ p∗(RΩ
1
En/E
)→ 0.
Claim 1: The map p∗(RΩ˜
1,2
En
)→ p∗(RΩ
1
En/E
) is an isomorphism.
This is equivalent to the first term of (3.23) being zero. We can check this locally, and
in this case, we need to show that the map Ω1A ⊗Q B˜n → (Ω
2
A ⊗Q B˜n)⊕ (Ω
1
A ⊗Q Ω
1
Bn
) is
injective. But this follows from the fact that the composite map Ω1A ⊗Q B˜n → (Ω
2
A ⊗Q
B˜n)⊕ (Ω
1
A ⊗Q Ω
1
Bn
)→ Ω1A ⊗Q Ω
1
Bn
is an isomorphism. This proves the claim.
Claim 2: For m ≥ 2, the map RΩ
m−1
E ⊗E p∗(I/I
n)
dm−1
−−−→ p∗(RΩ˜
m,m+1
En
) is an isomor-
phism.
Using the left exactness of p∗, it suffices to show that the map RΩ
m−1
E ⊗Ep∗(I/I
n)
dm−1
−−−→
Ker(p∗(RΩ˜
m
En
) → p∗(RΩ˜
m+1
En
)) is an isomorphism. We can again check this locally on
E. With respect to the local description of (3.20), we need to check that the map
(ΩmA ⊗Q B˜n)⊕(Ω
m−1
A ⊗QΩ
1
Bn
)
dm−−→ (Ωm+1A ⊗Q B˜n)⊕(Ω
m
A ⊗QΩ
1
Bn
) has kernel Ωm−1A ⊗Q B˜n.
First of all, the composite map Ωm−1A ⊗Q B˜n
dm−1
−−−→ (ΩmA ⊗Q B˜n)⊕ (Ω
m−1
A ⊗Q Ω
1
Bn
)→
(Ωm−1A ⊗Q Ω
1
Bn
) is an isomorphism. It follows that the first map is injective.
We next let α be the composite of dm with the projection (Ω
m+1
A ⊗Q B˜n) ⊕ (Ω
m
A ⊗Q
Ω1Bn)→ Ω
m+1
A ⊗Q B˜n. We then have
(3.24)
Ker(dm) = Ker(Ker(α)→ (Ω
m+1
A ⊗Q B˜n)⊕ (Ω
m
A ⊗Q Ω
1
Bn
))
= Ker((Ωm,m+1A ⊗Q B˜n)⊕ (Ω
m−1
A ⊗Q Ω
1
Bn
)
dm−−→ ΩmA ⊗Q Ω
1
Bn
).
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We now let Fm = (Ωm,m+1A ⊗Q B˜n)⊕ (Ω
m−1
A ⊗Q Ω
1
Bn
) and consider the commutative
diagram
(3.25) Ωm−1A ⊗Q B˜n
id⊗d0
&&◆
◆◆
◆◆
◆◆
◆◆
◆◆
dm−1

0 // Ωm,m+1A ⊗Q B˜n
//
 _
id⊗d0

Fm //
dm

Ωm−1A ⊗Q Ω
1
Bn
// 0
ΩmA ⊗Q Ω
1
Bn
ΩmA ⊗Q Ω
1
Bn
.
Given any w ∈ Ωm−1A and v ∈ Ω
1
Bn
, we have dm(w⊗ v) = dm(w)⊗ v = dm(w)⊗ d0(v
′)
for some v′ ∈ B˜n. Since dm(w) ∈ Ω
m,m+1
A , it follows that the map Ω
m−1
A ⊗Q Ω
1
Bn
→
Coker(id⊗d0) is zero. Since the diagonal arrow id⊗d0 on the top right is an isomorphism,
we conclude that the middle vertical sequence is exact. This proves the claim.
The final result of this section is the following.
Lemma 3.8. For any integer m ≥ 0, the map H0(En,RΩ˜
m
En
) → H0(En,RH˜C
(m)
m,En) is
surjective.
Proof. The lemma is equivalent to showing that the map
(3.26) H0(E, p∗(RΩ˜
m
En))→ H
0(E, p∗(RH˜C
(m)
m,En))
is surjective. The stalk of p∗(RΩ˜
m
En
) at any point P ′ ∈ E is Ker(ΩmR⊗kOEn,P ′
→ ΩmR⊗kOE,P ′
).
Similarly, the stalk of RH˜C
(m)
m,En at P
′ is Ker(HC
(m)
m (R⊗kOEn,P ′)→ HC
(m)
m (R⊗kOE,P ′)).
It follows from (3.16) that the sequence
Ω˜m−1R⊗kOEn,P ′
dm−1
−−−→ Ω˜mR⊗kOEn,P ′
→ H˜C
(m)
m (R⊗k OEn,P ′)→ 0
is exact. We conclude from this that there is an exact sequence of sheaves on E:
(3.27) p∗(RΩ˜
m−1
En
)
dm−1
−−−→ p∗(RΩ˜
m
En)
dm−1
−−−→ p∗(RH˜C
(m)
m,En)→ 0.
Using (3.27), Lemma 3.6 and the exactness of p∗ on the category of quasi-coherent
sheaves, the associated sequence of cohomology groups yields a commutative diagram
(3.28) H0(E, p∗(RΩ˜
m
En
))
dm−1
// H0(E, p∗(RH˜C
(m)
m,En))
// H1(E,Ker(dm−1)) _

H2(E,Ker(dm−1)),
where the top row is exact. It suffices therefore to show that H2(E,Ker(dm−1)) = 0.
Since Ker(d0) = 0 (as one can check from (3.20)), it suffices to show thatH
2(E,Ker(dm)) =
0 for all m ≥ 1.
Ifm = 1, it follows from Claim 1 and (3.22) that H2(E, p∗(RΩ˜
1
En
))։ H2(E,Ker(dm)).
We thus conclude from Lemma 3.6.
If m ≥ 2, we reduce the problem to showing that H2(E,RΩ
m−1
E ⊗E p∗(I/I
n)) = 0 in
view of Claim 2. We have a filtration
(3.29) 0 ⊂ In−1/In ⊂ · · · ⊂ I2/In ⊂ I/In.
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Since RΩ
m−1
E is a locally free OE-module (of possibly infinite rank), we get a similar
filtration of RΩ
m−1
E ⊗E p∗(I/I
n) after tensoring the above filtration with RΩ
m−1
E . Using
this filtration and induction on n ≥ 1, it suffices to show that H2(E,RΩ
m−1
E (n)) = 0
for every n ≥ 1. However, we have H2(E,RΩ
m−1
E (n)) ≃ H
2(E,Ωm−1E (n)) ⊗k R and
H2(E,Ωm−1E (n)) = 0 for n ≥ 1 by Lemma 2.1. This finishes the proof. 
Corollary 3.9. For any integer m ≥ 0, the map H0(En,RΩ˜
m
En/k
)→ H0(En,RH˜C
k,(m)
m,En)
is surjective.
Proof. This is a direct consequence of Lemma 3.8 and the decomposition (3.7). 
4. Analysis of H0(En,RH˜Cm,En)
Let p : En → E be the projection map (see (2.2)). This is a finite morphism. For
p, q ≥ 0, let RD
(q)
p (En/E) be the Zariski sheaf on E defined in § 3.1. Following the
classical notation, we shall write RD
(1)
p (En/E) as RDp(En/E).
Lemma 4.1. The map RD1(En/k)→ RD1(En/E) is an isomorphism.
Proof. By [25, 3.5.5.1], we have the exact sequence of Zariski sheaves on E:
(4.1) RD1(E/k) ⊗E p∗(OEn)→ RD1(En/k)→ RD1(En/E)→ RΩ
1
E/k ⊗E p∗(OEn)
→ p∗(RΩ
1
En/k
)→ p∗(RΩ
1
En/E
)→ 0.
Since ER ∈ SmR, the first term of this exact sequence vanishes by [25, Theorem 3.5.6].
It suffices therefore, to show that the map RΩ
1
E/k⊗E p∗(OEn)→ p∗(RΩ
1
En/k
) is injective.
But this follows from a simpler version of (3.21). 
Lemma 4.2. There are canonical isomorphisms p∗(I
n+1/I2n)⊗k R ≃ RD1(En/E) ≃
RHH
(1)
2,En/E
of Zariski sheaves on E.
Proof. The second isomorphism is from [25, Proposition 4.5.13]. So we only need to
verify the first isomorphism. Since the relative Andre´-Quillen homology sheaf RD1(V/E)
vanishes, we have an exact sequence of Zariski sheaves
(4.2) 0→ RD1(En/E)→ p∗(RI
n/I2n)
d
−→ p∗(RΩ
1
V/E|En)→ p∗(RΩ
1
En/E
)→ 0.
Hence, we need to show that the canonical inclusion In+1/I2n →֒ In/I2n is identified
with the kernel of the map In/I2n
d
−→ Ω1V/E |En .
Since this is a local calculation with R = k, we can assume E = Spec (A), where
A = k[y3, y4]. Following the notations of (2.6), we have Ω
1
V/E |En = A[x1]dx1/(x
n
1 ) and
it is easy to check that the kernel of the map
d :
(xn1 )
(x2n1 )
→
A[x1]dx1
(xn1 )
is precisely (xn+11 )/(x
2n
1 ). 
Lemma 4.3. The restriction map RΩ
1
En/Pn
→ RΩ
1
E/k is an isomorphism. In particular,
we have H0(En,RΩ
1
En/Pn
) = 0.
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Proof. We let Fn = Pn×E and let J = Ker(OFn ։ OEn) so that there is a commutative
diagram (with exact top row) of Zariski sheaves on E:
(4.3) RJ /J
2 d //
RΩ
1
Fn/Pn
⊗Fn OEn //
η1

RΩ
1
En/Pn
//
η2

0
RΩ
1
E/k RΩ
1
E/k.
To prove the first assertion of the lemma, it suffices therefore to show that the map
RJ /J
2 d−→ Ker(η1) is surjective. This is again a local calculation and so we replace ER
by Spec (A), where A = R[y3, y4] and follow the notations of (2.6) and (2.8).
In the local notations, we have RΩ
1
Fn/Pn
⊗Fn OEn = Ω
1
Qn[y3,y4]/Qn
⊗Qn[y3,y4] An ≃
Andy3⊕Andy4 and RΩ
1
E/k ≃ Ady3⊕Ady4. It follows that Ker(η1) = x1Andy3⊕x1Andy4.
So we need to show that the An-linear (and hence Qn[y3, y4]-linear) map JR/J
2
R
d
−→
x1Andy3⊕x1Andy4 is surjective, where JR = Ker(α) = (x2−y3y4x1, x3−y3x1, x4−y4x1).
Now, any element of the right hand side of this map is of the form w = fx1dy3+gx1dy4
with f, g ∈ An. If let f
′ (resp. g′) denote a lift of f (resp. g) via α, then we get
(4.4) d(f ′(y3x1 − x3))=
1fd(y3x1 − x3)=
2fx1dy3,
where =1 follows from the fact that d is Qn[y3, y4]-linear and =
2 follows from the fact that
d is induced by the derivation d : Qn[y3, y4] → Ω
1
Qn[y3,y4]/Qn
over Qn and the fact that
{x1, · · · , x4} ⊂ Qn. Since f
′(y3x1−x3) ∈ JR by (2.9), we conclude that fx1dy3 lies in the
image of d. In the same way, we get d(g′(y4x1 − x4)) = gx1dy4 and g
′(y4x1 − x4) ∈ JR.
This proves the claimed surjectivity and hence the first part of the lemma.
The second part follows directly from the first part and Lemma 2.1, which implies
that H0(En,RΩ
1
E/k) ≃ H
0(E,RΩ
1
E/k) = 0. 
Before we prove our next key result, we present the following local computation of
some Andre´-Quillen homology.
Lemma 4.4. In the notations of local coordinate rings in (2.8), we have D1(An/Qn) ≃
Gn/Jn, where Gn is the submodule of the free An-module Andx2 ⊕ Andx3 ⊕ Andx4 of
the form {fdx2+(x
n−1
1 g− fy4)dx3+(x
n−1
1 h− fy3)dx4|f, g, h ∈ An} and Jn = (x1dx2−
y4x1dx3 − y3x1dx4, d(m
n
R)).
Proof. It is easy to check using (2.6) that there is a commutative diagram
(4.5) Rn //

Qn
 !!❉
❉❉
❉❉
❉❉
❉
An //
id
88
Qn[y3, y4]
α // // An // A
such that the composite map An → Qn[y3, y4]
α
−→ An on the bottom is identity. Since An
is smooth over Rn so that D1(An/Rn) = 0, we have the Jacobi-Zariski exact sequence
(4.6) 0→ D1(An/Qn)→ Ω
1
Qn/Rn
⊗Qn An
α
−→ Ω1An/Rn → Ω
1
An/Qn
→ 0.
We can write Qn = Rn[x2, x3, x4]/(x1x2 − x3x4,m
n
R) and this yields
(4.7) Ω1Qn/Rn ⊗Qn An ≃
Andx2 ⊕Andx3 ⊕Andx4
(x1dx2 − x3dx4 − x4dx3, d(mnR))
.
18 AMALENDU KRISHNA, HUSNEY PARVEZ SARWAR
Since Ω1An/Rn ≃ Andy3 ⊕Andy4, we get (in (4.6))
α(f2dx2 + f3dx3 + f4dx4) = 0 ⇔ f2α(dx2) + f3α(dx3) + f4α(dx4) = 0
⇔ f2x1(y3dy4 + y4dy3) + f3x1dy3 + f4x1dy4 = 0
⇔ (f2x1y4 + f3x1)dy3 + (f2x1y3 + f4x1)dy4 = 0
⇔ (f2y4 + f3)x1 = 0 = (f2y3 + f4)x1 in An.
Representing fi’s in R[x1, y3, y4] (see (2.6)), the last condition above is equivalent to
xn1 |(f2y4 + f3)x1 and x
n
1 |(f2y3+ f4)x1 in R[x1, y3, y4]. Since R is an integral domain, we
equivalently get f3 = x
n−1
1 g3−f2y4 and f4 = x
n−1
1 g4−f2y3 for some g3, g4 ∈ R[x1, y3, y4].
This concludes the proof. 
The key result to estimate H0(En,RΩ˜
1
En
) is the following.
Lemma 4.5. For every integer n ≥ 2, the vertical arrows in (2.2) give rise to a com-
mutative diagram of short exact sequences of Zariski sheaves on P3k:
(4.8) 0 // RD1(E
′
n/P
′
n)⊗E′n OE′
γ′
//

RD1(E
′/P ′n)
η′
//

ROE′(1) //

0
0 // RD1(En/Pn)⊗En OE γ
//
RD1(E/Pn) η
//
ROE(1) // 0.
Proof. The vertical arrows are the natural restriction maps via the closed embedding
E →֒ P3k. We shall prove the exactness of the bottom row as the argument for the top
row is identical and simpler.
We have the Jacobi-Zariski exact sequence
RD1(En/Pn)⊗En OE
γ
−→ RD1(E/Pn)
η
−→ RI/I
2 ≃ ROE(1) := R⊗k OE(1),
where I is the sheaf of ideals of the embedding E →֒ V . We need to show that γ is
injective and η is surjective. It suffices to prove these two assertions in our local situation.
We shall prove the surjectivity of η first. We continue to follow the notations of the local
coordinate rings in (2.8).
Since I/I2 = (x1)/(x
2
1) ≃ D1(A/An), we need to show that the map D1(A/Qn)
η
−→
D1(A/An), induced by the map Qn →֒ Qn[y3, y4]
α
−→ An, is surjective.
Since Rn → An is a smooth map so that D1(An/Rn) = 0, there is a Jacobi-Zariski
exact sequence of the form
(4.9) 0→ D1(A/Rn)→ D1(A/An)→ Ω
1
An/Rn
⊗An A→ Ω
1
A/Rn
→ 0.
Since Ω1R/Rn = 0, the fundamental exact sequence of Ka¨hler differentials for the maps
Rn → R→ A coming from the commutative square
(4.10) Rn //
φn

R

An // An ⊗Qn R = A
shows that the map Ω1A/Rn → Ω
1
A/R is an isomorphism. On the other hand, the map
Ω1An/Rn ⊗An A → Ω
1
A/R is an isomorphism. It follows that the map Ω
1
An/Rn
⊗An A →
Ω1A/Rn is an isomorphism too. It follows from (4.9) that the mapD1(A/Rn)→ D1(A/An)
is an isomorphism.
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On the other hand, it follows from (4.5) that the square
(4.11) D1(A/Rn) //

D1(A/Qn)
η

D1(A/An) D1(A/An)
commutes, where the left vertical arrow is induced by φn and the right vertical arrow is
induced by α. Since we have shown above that the left vertical arrow is an isomorphism,
we conclude that η is surjective.
To prove the injectivity of γ, we consider the commutative diagram
(4.12) D1(An/Qn)
ζn
//
βn

Ω1Qn/Rn ⊗Qn An
θn

D1(An/Qn)⊗An A
ψn
//
γ

Ω1Qn/Rn ⊗Qn A
D1(A/Qn) // Ω
1
Qn/Rn
⊗Qn A.
Using this diagram, it suffices to show that ψn is injective. Let w ∈ D1(An/Qn) be
such that ψn ◦βn(w) = 0. Equivalently, we get θn ◦ζn(w) = 0. Using Lemma 4.4, we can
write w = fdx2 + (x
n−1
1 g − fy4)dx3 + (x
n−1
1 h − fy3)dx4, where f, g, h ∈ An. It follows
from (4.7) and the definition of α in (2.6) that Ω1Qn/Rn ⊗Qn A ≃ Adx2 ⊕ Adx3 ⊕ Adx4.
It follows that θn ◦ ζn(w) = 0 if and only if f = x
n−1
1 g − fy4 = x
n−1
1 h− fy3 = 0 modulo
(x1) in An. Since n ≥ 2, this condition is equivalent to f = 0 modulo (x1).
Let us write f = x1f
′. We then get fdx2 − fy4dx3 − fy3dx4 = f
′(x1dx2 − x1y4dx3 −
x1y3dx4). On the other hand, Lemma 4.4 says that the term on the right hand side of
this equality is zero in D1(An/Qn). Hence, we get
(4.13)
w = fdx2 + (x
n−1
1 g − fy4)dx3 + (x
n−1
1 h− fy3)dx4
= f ′(x1dx2 − x1y4dx3 − x1y3dx4) + (x
n−1
1 gdx3 + x
n−1
1 hdx4)
= xn−11 gdx3 + x
n−1
1 hdx4.
We conclude from (4.13) that
(4.14) Ker(θn ◦ ζn) =
(xn−11 )Andx3 ⊕ (x
n−1
1 )Andx4
Jn
.
Since such elements clearly die via βn, we conclude that ψn is injective. The proof of the
lemma is now complete. 
Lemma 4.6. The canonical map {βn}n : {RD1(En/Pn)}n → {RD1(En/Pn) ⊗En OE}n
of sheaves of pro-abelian groups on E is an isomorphism.
Proof. In the local notations of (2.8), we have seen in the last part of the proof of
Lemma 4.5 (see (4.12)) that ker(βn) = Ker(ψn◦βn) = Ker(θn◦ζn). It follows from (4.14)
that the canonical map Ker(θn+1◦ζn+1)→ Ker(θn◦ζn) is zero. We have thus proven that
the restriction of the map Ker(βn+1) → Ker(βn) to the affine open subset {y1 6= 0} of
P3k is zero for every n ≥ 1. Since the same argument works for any open subset {yi 6= 0},
we conclude that the map of Zariski sheaves Ker(βn+1) → Ker(βn) is zero. Since each
βn is clearly surjective, we are done. 
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Lemma 4.7. Let mR denote the ideal of R[x1, · · · , x4] defining the origin in A
4
R. Then,
there exists a commutative diagram
(4.15) mR/m
2
R ⊗k OP3k
≃ //

RD1(P/P
′
n)⊗k OP3k
≃ //

RD1(P
3
k/P
′
n)

mR/m
2
R ⊗k OE ≃
//
RD1(P/Pn)⊗k OE ≃
//
RD1(E/Pn).
Proof. The vertical arrows are the restriction maps induced by the closed embedding
E →֒ P3k. We prove that the horizontal arrows on the bottom are isomorphisms and the
same proof applies to the arrows on the top.
The Jacobi-Zariski exact sequence for the maps E → P = Spec (k) →֒ Pn and smooth-
ness of E over k yield isomorphisms mR/m
2
R⊗kOE
≃
−→ RD1(P/Pn)⊗kOE
≃
−→ RD1(E/Pn).
The commutativity of the squares follows from the naturality of these isomorphisms. 
Proposition 4.8. For any integer n ≥ 2, there is a natural isomorphism of Zariski
sheaves on E:
RD1(En/Pn)⊗En OE
≃
−→ RΩ
1
P3k/k
|E(1).
In particular, there is an isomorphism of pro-sheaves of OE-modules {RD1(En/Pn)}n
≃
−→
RΩ
1
P3k/k
|E(1).
Proof. In view of Lemma 4.6, we only have to prove the first isomorphism. If we let
R[x1, · · · , x4] = B = ⊕i≥0Bi, then recall that the canonical map ν : B[−1]
4 → B, given
by ei 7→ xi, defines a surjective map of sheaves OP3k
(−1)4 ։ OP3k
whose kernel is Ω1
P3k/k
.
Twisting by OP3k
(1) and restricting to E, we get the exact Euler sequence
(4.16) 0→ Ω1
P3k/k
|E(1)→ O
4
E
ν
−→ OE(1)→ 0.
Using the canonical isomorphism m/m2
≃
−→ B1
≃
−→ A1 ⊗k A
′
1 (see notation below (2.9)),
where the latter map is an isomorphism induced by φk in (2.1), we can also write the mid-
dle term of the above exact sequence as m/m2 ⊗k OE . Combining this with Lemma 4.7,
the exact sequence can be written in the form
0→ Ω1
P3k/k
|E(1)→ D1(E/Pn)
ν
−→ OE(1)→ 0
and one checks from the proof of Lemma 4.5 that the map ν as defined above coincides
with the map η in (4.8). Hence, we conclude the proof by tensoring the exact sequence
with R over k and using Lemma 4.5. 
Corollary 4.9. The pro-abelian group {H i(En,RD1(En/Pn))}n is zero for i = 0, 1.
Proof. By Proposition 4.8, it suffices to show thatH i(E,RΩ
1
P3k/k
|E(1)) ≃ H
i(E,Ω1
P3k/k
|E(1))⊗k R
is zero for i = 0, 1. Using (4.16), we need to show that H0(E,O4E)
ν
−→ H0(E,OE(1)) is
an isomorphism and H1(E,OE) = 0. But both follow from Lemma 2.1. 
Theorem 4.10. The blow-up morphism π : V → X in (2.2) induces a surjective map
of pro-abelian groups
{RH˜C1(Pn)}n
π∗
։ {H0(En,RH˜C1,En)}n.
Proof. In view of Lemma 3.8, it suffices to show that the map of pro-abelian groups
{RΩ˜
1
Pn
}n → H
0(En,RΩ˜
1
En
)}n is surjective. We shall in fact show that this map is an
isomorphism.
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For every n ≥ 1, we have the Jacobi-Zariski exact sequence of Zariski sheaves on E:
(4.17) RD1(En/P )→ RD1(En/Pn)→ RΩ
1
Pn/P
⊗Pn OEn → RΩ
1
En/P
→ RΩ
1
En/Pn
→ 0.
It follows from Lemma 4.2 that {RD1(En/P )}n = 0. We thus get a commutative diagram
of exact sequences of sheaves of pro-abelian groups
(4.18)
0 // {RD1(En/Pn)}n // {RΩ
1
Pn/P
⊗Pn OEn}n // {RΩ
1
En/P
}n //

{RΩ
1
En/Pn
}n //

0
RΩ
1
E/P RΩ
1
E/P .
Taking the kernels and using Lemma 4.3, we get an exact sequence
(4.19) 0→ {RD1(En/Pn)}n → {RΩ
1
Pn/P
⊗Pn OEn}n → {RΩ˜
1
En/P
}n → 0.
Considering the cohomology and using Corollary 4.9, we get {H0(Pn,RΩ
1
Pn/P
⊗Pn
OEn)}n
≃
−→ {H0(En,RΩ˜
1
En/P
}n. On the other hand, we have H
0(Pn,RΩ
1
Pn/P
⊗PnOEn) ≃
RΩ
1
Qn/k
⊗Qn H
0(En,OEn) (recall here that Pn = Spec (Qn)). Since E/k is geometrically
integral and is the only fiber of the map En → Pn, it follows that the canonical map
Qn → H
0(En,OEn) is an isomorphism (see, for instance, [24, Chap. 5, Exc. 3.12]). We
conclude that H0(Pn,RΩ
1
Pn/P
⊗Pn OEn) ≃ RΩ
1
Qn/k
. In particular, the canonical map
(4.20) {RΩ
1
Qn/k
}n → {H
0(En,RΩ˜
1
En/P
)}n
is an isomorphism.
We now consider the commutative diagram of short exact sequences
(4.21) 0 // Ω1R ⊗k OEn
//

RΩ
1
En
//

RΩ
1
En/P
//

0
0 // Ω1R ⊗k OE
//
RΩ
1
E
//
RΩ
1
E/P
// 0,
where the rows are exact from the left because they are locally split. Taking the kernels,
we get a short exact sequence
(4.22) 0→ Ω1R ⊗k I/I
n → RΩ˜
1
En → RΩ˜
1
En/P
→ 0.
Using the filtration (3.29), Lemma 2.1 and induction on n ≥ 1, we see that H1(En,Ω
1
R⊗k
I/In) ≃ Ω1R ⊗k H
1(En,I/I
n) = 0 and hence there is a short exact sequence
(4.23) 0→ Ω1R ⊗k H
0(En,I/I
n)→ H0(En,RΩ˜
1
En)→ H
0(En,RΩ˜
1
En/P
)→ 0.
Comparing this with a similar exact sequence for Pn, we get a commutative diagram
of short exact sequences of pro-abelian groups
(4.24)
0 // {Ω1R ⊗k mR/m
n
R}n
//

{RΩ˜
1
Pn
}n //

{RΩ˜
1
Pn/P
}n

// 0
0 // {Ω1R ⊗k H
0(En,I/I
n)}n // {H
0(En,RΩ˜
1
En
)}n // {H
0(En,RΩ˜
1
En/P
)}n // 0.
We have shown above that the map Qn → H
0(En,OEn) is an isomorphism for every
n ≥ 1. Using the compatible splittings Qn ≃ k⊕m/m
n and H0(En,OEn) ≃ H
0(E,OE)⊕
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H0(En,I/I
n), one checks easily that m/mn → H0(En,I/I
n) is an isomorphism. In
particular, the left vertical arrow in (4.24) is an isomorphism. The right vertical arrow
is an isomorphism by (4.20). We conclude that the middle vertical arrow is also an
isomorphism. This completes the proof of the theorem. 
5. Generalization of Theorem 4.10
We do not know if Theorem 4.10 is valid for higher cyclic homology groups in general.
However, we shall show in this section that this is indeed the case for i 6= 2 when the
ground field k is algebraic over Q. This will be obtained as a special case of the more
general result that we shall prove when k is any field of characteristic zero.
Let p˜ : V → E be the line bundle map of (2.2). Using the fact that Ω1V/E ≃ p˜
∗(OE(1)),
the fundamental sequence for Ka¨hler differentials gives rise to exact sequence of Zariski
sheaves
0→ p˜∗(ΩiE/k)→ Ω
i
V/k → p˜
∗(Ωi−1E/k(1))→ 0
for every i ≥ 1. Since this is an exact sequence of vector bundles, it remains exact
on restriction to En. Taking this restriction and subsequent push-forward via the map
p : En → E, we get a short exact sequence of Zariski sheaves on E:
(5.1) 0→ ΩiE/k ⊗E p∗(OEn)→ p∗(Ω
i
V/k|En)→ Ω
i−1
E/k(1)⊗E p∗(OEn)→ 0.
Using the exact sequence
0→ ΩiE/k(n− 1)→ Ω
i
E/k ⊗E p∗(OEn)
α
−→ ΩiE/k ⊗E p∗(OEn−1)→ 0
and an induction on n ≥ 1, it follows from Lemma 2.1 that H0(E,ΩiE/k ⊗E p∗(OEn)) ≃
n−1
⊕
j=0
H0(E,ΩiE/k(j)). Moreover, we have a short exact sequence
(5.2) 0→
n−1
⊕
j=0
H0(E,ΩiE/k(j))→ H
0(En,Ω
i
V/k|En)
α
−→
n
⊕
j=1
H0(E,Ωi−1E/k(j))→ 0.
It is easy to check that for every i ≥ 1, the map d : p˜∗(Ω
i−1
V/k) → p˜∗(Ω
i
V/k) induces
d : p∗(Ω
i−1
V/k|En+1) → p∗(Ω
i
V/k|En). In particular, there is a (strict) map of sheaves of
pro-abelian groups
(5.3) d : {p∗(Ω
i−1
V/k|En)}n → {p∗(Ω
i
V/k|En)}n
on E.
We now claim that the composite map (see (5.1))
(5.4) Ωi−1E/k ⊗E p∗(OEn+1)→ p∗(Ω
i−1
V/k|En+1)
d
−→ p∗(Ω
i
V/k|En)→ Ω
i−1
E/k(1)⊗E p∗(OEn)
is surjective with kernel Ωi−1E/k (via the inclusion p
∗ : OE →֒ p∗(OEn+1)). In particular,
the composite map H0(E,Ωi−1E/k(j)) → H
0(E, p∗(Ω
i−1
V/k|En+1))
d
−→ H0(E, p∗(Ω
i
V/k|En)) →
H0(E,ΩiE/k(j)) is an isomorphism for every 1 ≤ j ≤ n.
Since this claim is a local assertion, we can use our notations of (2.8) and note that α
is induced by the map ΩiV/k → Ω
i
V/E. In the local notations, the composite map of (5.4)
is then given by Ωi−1A/k ⊗A An+1 → Ω
i−1
A/k ⊗A Ω
1
A[x1]/A
⊗A[x1] An ≃ Ω
i−1
A/k ⊗A Andx1, that
sends w⊗xj1 to w⊗ jx
j−1
1 dx1. Here, we use An = A[x1]/(x
n
1 ). This map clearly satisfies
the assertion of the claim.
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It follows from the claim that there is a commutative diagram
(5.5)
{H0(E, p∗(Ω
i−1
V/k|En))}n
d

))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
0 // {
n−1
⊕
j=0
H0(E,ΩiE/k(j))}n
// {H0(En,Ω
i
V/k|En)}n
α // {
n
⊕
j=1
H0(E,Ωi−1E/k(j))}n
// 0
of pro-abelian groups such that the diagonal arrow on the right is surjective. In partic-
ular, we conclude from Lemma 3.1 that map of pro-abelian groups
(5.6)
{
n−1
⊕
j=0
H0(E,ΩiE/k(j))
}
n
→
{
H0(E, p∗(Ω
i
V/k|En))
d(H0(E, p∗(Ω
i−1
V/k|En)))
}
n
is surjective.
On the other hand, as the sheaf of pro-abelian groups {In/I2n}n is zero, the exact
sequence
(5.7) In/I2n
d
−→ Ω1V/k|En → Ω
1
En/k
→ 0
shows that {p∗(Ω
1
V/k|En)}n
≃
−→ {p∗(Ω
1
En/k
)}n. In particular, Lemma 3.3 implies that
there is a pro-isomorphism of the sheaves of differential graded algebras {p∗(Ω
∗
V/k|En)}n
≃
−→
{p∗(Ω
∗
En/k
)}n. Combining this with (5.6), we get for i ≥ 1, a surjective map of pro-abelian
groups
(5.8)
{
n−1
⊕
j=0
H0(E,ΩiE/k(j))
}
n
։
{
H0(En,Ω
i
En/k
)
d(H0(En,Ω
i−1
En/k
))
}
n
.
Using this surjective map, we can prove:
Proposition 5.1. Let k be a field of characteristic zero. Then the map of pro-abelian
groups {H˜C
k
i (Pn)}n
π∗
−→ {H0(En, H˜C
k
i,En)}n is surjective for i ≥ 3.
Proof. Using Lemma 3.4 and the identification Pn = Spec (Qn), we can replace the right
hand side by {H0(En, H˜C
k,(i)
i,En)}n and the left hand side by {H˜C
k,(i)
i (Qn)}n. Using the
isomorphisms Ω˜iQn/k ≃ Ω
i
Qn/k
, we get a commutative diagram
(5.9) H˜C
k,(i)
i (Qn)

Ω˜i
Qn/k
d(Ω˜i−1
Qn/k
)
≃ //

≃oo
Ωi
Qn/k
d(Ωi−1
Qn/k
)

{H0(En, H˜C
k,(i)
i,En)}n
H0(En,Ω˜iEn/k
)
d(H0(En,Ω˜
i−1
En/k
))
≃ //oooo
H0(En,ΩiEn/k
)
d(H0(En,Ω
i−1
En/k
))
.
Since Ω≥3E/k = 0, it follows from the splitting of the map p : En → E via the section
E →֒ En that the horizontal arrow on the bottom right is an isomorphism. The horizontal
arrow on the bottom left is surjective by Corollary 3.9. Hence, it suffices to show that
the map
{
Ωi
Qn/k
d(Ωi−1
Qn/k
)
}
n
→
{
H0(En,ΩiEn/k
)
d(H0(En,Ω
i−1
En/k
))
}
n
is surjective for i ≥ 3. But the right hand
side of this map is in fact zero by (5.8) because Ω≥3E/k = 0. This finishes the proof. 
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Remark 5.2. One can check from Lemmas 2.1 and 3.8 that the horizontal arrow on the
bottom right of (5.9) is an isomorphism and the one on the left is surjective for i = 2
as well. However, we do not know how to conclude using (5.8) that
{
Ω2
Qn/k
d(Ω1
Qn/k
)
}
n
→{
H0(En,Ω2En/k)
d(H0(En,Ω1En/k
))
}
n
is surjective.
6. The main theorems
To prove our main results of this text, we shall use the following straightforward
variant of the Thomason-Trobaugh spectral sequence for algebraic K-theory. We shall
continue to use the notations of § 3.
Theorem 6.1. ([33, Theorem 10.3]) Let k be a field and let R be a commutative Noether-
ian k-algebra. Given X ∈ Schk and a closed subscheme Z ⊂ X, there exists a strongly
convergent spectral sequence
(6.1) Ep,q2 = H
p(X,RKq,(X,Z))⇒ RKq−p(X,Z).
Proof. This is proved by repeating the argument of [33, Theorem 10.3] verbatim with the
aid of [33, Proposition 3.20.2] and the fact that if U = Spec (A) is an affine open in X
with a prime ideal p ⊂ A such that Ap = lim−→
i
A[f−1i ], then Ap⊗k R ≃ lim−→
i
(A⊗k R)[f
−1
i ].
We leave out the details. 
6.1. K-theory of R[M ] and proof of Theorem 1.1. Let k be any field of character-
istic zero and let R be a Noetherian regular k-algebra. Let R[M ] be Gubeladze’s monoid
algebra of (2.1). Let X = Spec (k[M ]).
It follows from [27, Theorem 0.1] that there is a long exact sequence
(6.2)
· · · → RKm+1(V,E)⊕{RKm+1(Pn, P )}n → {RKm+1(En, E)}n → RKm(X,P )
→ RKm(V,E)⊕{RKm(Pn, P )}n → {RKm(En, E)}n → · · · .
Note that the exact sequence (6.2) already follows from the pro-descent theorem [19,
Theorem 1.1] and one does not need to use the more general result of [27].
Using the homotopy invariance for the map p˜ : V → E, this exact sequence becomes
(see § 3.1 for the definition of RK˜∗(−))
(6.3)
· · · → {RK˜m+1(Pn)}n → {RK˜m+1(En)}n → RK˜m(X)→ {RK˜m(Pn)}n → {RK˜m(En)}n → · · · .
Lemma 6.2. There is an isomorphism of pro-abelian groups
Coker({RK˜m+1(Pn)}n → {RK˜m+1(En)}n)
≃ Coker({RH˜C
(m)
m (Pn)}n → {H
0(En,RH˜C
(m)
m,En)}n).
Proof. It follows from the spectral sequence (6.1), the isomorphism RK˜i,En ≃ RH˜Ci−1,En
and Lemma 3.7 that the edge map {RK˜m+1(En)}n → {H
0(En,RH˜Cm,En)}n is an iso-
morphism. It follows from Lemma 3.4 that
(6.4)
{
RK˜m+1(En)
}
n
≃
−→
{
H0(En,RH˜C
(m)
m,En)
}
n
.
We conclude the proof of the lemma by combining this with the isomorphism RK˜m+1(Pn)
≃ RH˜C
(m)
m (Pn) (using Lemma 3.4 again). 
Combining (6.3), Lemma 6.2 and (6.4), we obtain the following general result.
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Theorem 6.3. For any integer m ∈ Z, there is a short exact sequence
(6.5)
0→
{H0(En,RH˜C
(m)
m,En)}n
{RH˜C
(m)
m (Pn)}n
→ RK˜m(X)
→ Ker
(
{RH˜C
(m−1)
m−1 (Pn)}n → {H
0(En,RH˜C
(m−1)
m−1,En)}n
)
→ 0.
Proof of Theorem 1.1: By definition of RK∗(X), the theorem is equivalent to the asser-
tion that RK˜1(X) = 0. The term on the left of the exact sequence (6.5) is zero for m = 1
by Theorem 4.10. The term on the right is same as {Ker(mR/m
n
R → H
0(En,RI/I
n))}n.
But we have shown in the last part of the proof of Theorem 4.10 that this map is an
isomorphism. We conclude by Theorem 6.3. 
Corollary 6.4. Let k be a field of characteristic zero and let R be a Noetherian regular
k-algebra. Then Gubeladze’s monoid algebra R[M ] is K1-regular.
Proof. The proof is already explained after the statement of Theorem 1.1 in § 1. 
For any augmented k-algebra A, let K˜(A) := hofiber(K(A)
ǫ∗−→ K(k)) denote the
reduced K-theory spectrum of A, where ǫ : A→ k is the augmentation map.
Theorem 6.5. Let k be a field which is algebraic over Q and let k[M ] denote Gubeladze’s
monoid algebra. Then the following hold.
(1) K˜i(k[M ]) = 0 for i /∈ {2, 3, 4}.
(2) K˜4(k[M ]) ≃
{
Ω3
Qn/k
d(Ω2
Qn/k
)
}
n
.
(3) K˜3(k[M ]) ≃
{
Ker(
Ω2
Qn/k
d(Ω1
Qn/k
)
→ H0(En, H˜C
(2)
2,En))
}
n
.
Proof. The parts (1) and (3) follow by combining Theorems 1.1, 6.3 and Proposition 5.1
with the following.
(1) The map d : Ω3Qn/k → Ω
4
Qn/k
is surjective so that H˜C
(4)
4 (Qn) = 0.
(2) Ω≥5Qn/k = 0.
To prove (2), we only need to show that {H0(En, H˜C
k,(3)
3,En)}n = 0. We shall in fact
show this even if k is not algebraic over Q.
By Corollary 3.9, it suffices to show that
{
H0(En,Ω˜3En/k)
d(H0(En,Ω˜2En/k
))
}
n
= 0. Since the map{
H0(En,Ω˜3En/k
)
d(H0(En,Ω˜2En/k
))
}
n
→
{
H0(En,Ω3En/k
)
d(H0(En,Ω2En/k
))
}
n
is a split inclusion, it suffices to show that
the latter term is zero. But this follows from (5.8) since Ω3E/k = 0. 
6.2. Proof of Theorem 1.5. In order to show that K˜(k[M ]) is not contractible, we need
to prove the following intermediate step. LetB = k[x1, · · · , x4], Q = B/(x1x2 − x3x4), Qn =
Q/m¯n so that Pn = Spec (Qn) (see (2.8)).
Lemma 6.6. Let k be any field of characteristic zero. The map Ω4B/k ։ Ω
4
Q/k induces
an isomorphism kω
≃
−→ Ω4Q/k, where ω = dx1dx2dx3dx4.
Proof. We have Ω4B/k ≃ Bω. We first show that xiω = 0 for all 1 ≤ i ≤ 4 in Ω
4
Q/k.
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Observe that (x1x2−x3x4)dx1dx2dx3 = 0 in Ω
3
Q/k, hence d(x1x2−x3x4)dx1dx2dx3 = 0
in Ω4Q/k. But this implies that x3dx1dx2dx3dx4 = 0 in Ω
4
Q/k. Similarly, considering zero
elements
(x1x2 − x3x4)dx1dx2dx4, (x1x2 − x3x4)dx2dx3dx4, (x1x2 − x3x4)dx1dx3dx4
in Ω3Q/k, we get x4ω = 0 = x2ω = x1ω as well in Ω
4
Q/k. It follows that the canonical map
Ω4B/k ։ Ω
4
Q/k factors through kω
≃
−→ Ω4B/k ⊗B B/m ։ Ω
4
Q/k. To prove the claim, it is
now enough to show that Ω4Q/k 6= 0.
Letting I = (f = x1x2 − x3x4) ⊂ B, we have an exact sequence of Q-modules
I/I2
d
−→ Ω1B/k ⊗B Q→ Ω
1
Q/k → 0.
It follows from Lemma 3.2 that there is a surjection Ω4Q/k ։
Ω4
B/k
⊗BQ
F 1
, where F 1 is the
submodule of Ω4B/k⊗BQ generated by the exterior products of the form {a1∧· · ·∧a4| ai ∈
d(I) for some 1 ≤ i ≤ 4}. Up to a sign, we can in fact assume that a1 ∈ d(I). It is now
immediate that any element of the form d(af) ∧ a2 ∧ a3 ∧ a4 (with a ∈ B) must belong
to mω. In particular, ω 6= 0 in
Ω4
B/k
⊗BQ
F 1 and this shows that Ω
4
Q/k 6= 0. 
Theorem 6.7. Let k be any field of characteristic zero and let k[M ] denote Gubeladze’s
monoid algebra. Then the map K4(k)→ K4(k[M ]) is not an isomorphism. In particular,
K˜(k[M ]) is not contractible.
Proof. Using Theorem 6.3, it suffices to show that {Ker(
Ω˜3Qn
d(Ω˜2Qn )
→ H0(En, H˜C
(3)
3,En))}n 6=
0. By the decomposition (3.7), there is a split surjection
Ker
(
Ω˜3Qn
d(Ω˜2Qn)
→ H0(En, H˜C
(3)
3,En)
)
։ Ker
(
Ω˜3Qn/k
d(Ω˜2Qn/k)
→ H0(En, H˜C
k,(3)
3,En)
)
for every n ≥ 1. It suffices therefore to show that {Ker(
Ω˜3
Qn/k
d(Ω˜2
Qn/k
)
→ H0(En, H˜C
k,(3)
3,En))}n 6=
0. We have shown in the proof of Theorem 6.5 that {H0(En, H˜C
k,(3)
3,En))}n = 0. Since
Ω˜iQn/k = Ω
i
Qn/k
for every i ≥ 0, we are reduced to showing that {
Ω3
Qn/k
d(Ω2
Qn/k
)
}n 6= 0.
Since
Ω3
Qn/k
d(Ω2
Qn/k
)
։ Ω4Qn/k for every n ≥ 1, as shown in the proof of Theorem 6.5, it
suffices to show that {Ω4Qn/k}n 6= 0.
Using an analogue of (5.7) for the surjection Q։ Qn and Lemma 3.3, we see that the
map of pro-Q-modules {Ω4Q/k ⊗Q Qn}n
≃
−→ {Ω4Qn/k}n is an isomorphism. We thus need
to show that {Ω4Q/k ⊗Q Qn}n 6= 0.
It follows from Lemma 6.6 that for every n ≥ 1, there is a commutative diagram
(6.6) (Ω4B/k ⊗B Q)⊗Q Qn
// //

Ω4Q/k ⊗Q Qn
 ##❋
❋❋
❋❋
❋❋
❋❋
(Ω4B/k ⊗B B/m)⊗Q Qn
≃
66♠♠♠♠♠♠♠♠♠♠♠♠♠
≃
// Ω4B/k ⊗B B/m ≃
// kω
such that the diagonal arrow going up in the middle is an isomorphism. The bottom
left horizontal arrow is an isomorphism because (f) + mn ⊂ m. We conclude that
{Ω4Q/k ⊗Q Qn}n ≃ kω. This finishes the proof of the theorem. 
K-THEORY OF MONOID ALGEBRAS AND A QUESTION OF GUBELADZE 27
6.3. Lindel’s question. In order to partially answer Lindel’s question on Serre dimen-
sion, we shall repeatedly use the following elementary and folklore result. Recall that a
projective module P over a Noetherian ring A is said to have a unimodular element, if
it admits a free direct summand of positive rank.
Lemma 6.8. Let A be a Noetherian ring and let P be a finitely generated projective
A-module. Let I ⊂ A be a nilpotent ideal such that P/IP has a unimodular element.
Then P has a unimodular element.
Proof. Our assumption is equivalent to saying that there is a surjective A-linear map
α : P ։ A/I. But such a map gives rise to a commutative diagram
(6.7) P
α //
α  ✿
✿✿
✿✿
✿✿
A

A/I.
Letting M = Coker(α), our assumption says that M/IM = 0. The Nakayama lemma
now implies that there is an element s ∈ I such that (1 + s)M = 0. But this implies
that M must be zero as I is nilpotent and hence (1 + s) ∈ A×. 
Proof of Theorem 1.3: The proof broadly follows the steps of [17], where similar
results are proven for a more restrictive class of monoids. In view of Lemma 6.8, we can
assume that R is reduced. We first assume that R has finite normalization. Let S be
the normalization of R and C the conductor ideal of the extension R ⊂ S. It is easy
to check that height of C ≥ 1. Let R′ and S′ denote the quotient rings R/C and S/C
respectively. Consider the two Milnor squares:
R //

S

R[M ] //

S[M ]

R′ // S′ R′[M ] // S′[M ].
Since M is a normal monoid, S[M ] is the normalization of R[M ] with conductor ideal
C[M ]. Note that R′ and S′ are zero dimensional rings. If a projective module P is free
after going modulo a nilpotent ideal, then P is free, by Nakayama lemma. Since reduced
zero dimensional rings are product of fields, projective modules over R′[M ], S′[M ] are
free by Gubeladze [9, Theorem 2.1] (see also [13, Theorem 1.4]).
Let P be a projective R[M ]-module of rank r ≥ 2. Define Q := ∧rP ⊕R[M ]r−1. Note
that P⊗R[M ]S[M ] ≃ Q⊗R[M ]S[M ] by [13, Theorem 1.4] and P⊗R[M ]R
′[M ] = R′[M ]r ≃
Q⊗R[M ] R
′[M ]. Let σ1 : P ⊗R[M ] S[M ]→ Q⊗R[M ] S[M ] and σ2 : R
′[M ]r → R′[M ]r be
two isomorphisms. Let φ1 : P ⊗R[M ] S
′[M ]→ S′[M ]r and φ2 : Q⊗R[M ] S
′[M ]→ S′[M ]r
be two isomorphisms, where φ1 and φ2 are induced from σ1 and σ2. Then P ⊗R[M ]S
′[M ]
and Q ⊗R[M ] S
′[M ] are connected by a matrix φ := φ−12 φ1 ∈ GLr(S
′[M ]). If we can
prove that φ can be transformed to identity by changing the isomorphism at the corner
S[M ] or R′[M ], then by Milnor patching, we will have P ≃ Q and this will complete the
proof. We do it as follows.
By [15, Lemma 4.1], we have det(φ) ∈ U(R′[M ])U(S[M ]). Let det(φ) = u′1u
′
2. Define
u1 =

u′1 0 · · · 0
0 1 · · · 0
...
... · · ·
...
0 0 · · · 1
 and u2 =

u′−12 0 · · · 0
0 1 · · · 0
...
... · · ·
...
0 0 · · · 1
 .
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Now changing σ1 by u
−1
1 σ1 and σ2 by u
−1
2 σ2, we can assume that φ ∈ SLr(S
′[M ]).
Since SK1(S
′[M ]) ≃ SK1(S
′[M ]red) (see, for instance, [3, Chap. IX, Propositions 1.3,
1.9]), it follows from Theorem 1.1 that SK1(S
′[M ]) = 0. Hence, the image of φ (say, φ˜),
will belong to En(S
′[M ]) (the group generated by elementary matrices) for some n ≥ r.
We can lift φ˜ to En(S[M ]). Suitably enlarging σ1 and then changing it to σ1φ˜
−1, the
new φ (the image of σ1φ˜
−1) becomes identity. This finishes the proof when R has finite
normalization.
Let now R be any Noetherian 1-dimensional ring and let P be a (finitely generated)
projective R[M ]-module of rank r ≥ 2. Lemma 6.8 says that we can assume R to be
reduced in order to show that P has a unimodular element. We solve this case by
reducing the problem to the case of finite normalization using a trick of Roy [30]. It goes
as follows.
The total quotient ring K of R is a finite product of fields and hence P ⊗R[M ] K[M ]
is a free K[M ]-module of rank r by [9, Theorem 2.1] (see also [13, Theorem 1.1]. Hence,
we can find a non-zero divisor s ∈ R such that P ⊗R[M ] Rs[M ] is free of rank r.
Let R̂ denote the s-adic completion R. Since R → R̂ is flat map of Q-algebras (see,
for instance, [26, Theorem 8.8]), it follows that R[M ]→ R̂[M ] is also flat. In particular,
s ∈ R̂[M ] is a non-zero divisor. Since the fiber squares of rings are preserved by adjoining
the monoid M , the analytic isomorphism R/sR
≃
−→ R̂/sR̂ implies that there is a fiber
square
(6.8) R[M ] //

R̂[M ]

Rs[M ] // R̂s[M ].
Note that R̂ is same as the completion of R along the radical of (s) and hence, it
is the product of the completions of R along the maximal ideals {m1, · · · ,mt} which
are the minimal primes of (s) (see, for instance, [26, Theorem 8.15]). Since s ∈ rad(R̂)
is a non-zero divisor, it follows that (R̂s)red is a product of fields. It follows from [9,
Theorem 2.1] and Lemma 6.8 that P ⊗R[M ] R̂s[M ] is a free R̂s[M ]-module of rank r. We
conclude that P ⊗R[M ] Rs[M ]⊗Rs[M ] R̂s[M ] and P ⊗R[M ] R̂[M ]⊗R̂[M ] R̂s[M ] are free of
rank r and they are canonically the same as P ⊗R[M ] R̂s[M ].
It follows from Theorem 1.1 that SK1(R̂s[M ]) ≃ SK1((R̂s)red[M ]) = 0. In particular,
En(R̂s[M ]) = SLn(R̂s[M ]) for all n ≫ r. Let P
′ = P ⊕ R[M ]n−r and Q = ∧n(P ′) ⊕
R[M ]n−1. Since P ⊗R[M ]Rs[M ] is free, it follows that P
′⊗R[M ]Rs[M ] ≃ Q⊗R[M ]Rs[M ].
Since R̂ is a finite product of Noetherian 1-dimensional complete local rings, it is clas-
sically known (see [22] or [26, p. 263]) that R̂red has finite normalization. In particular, it
follows from Lemma 6.8, and the above proof of the theorem in the finite normalization
case, that every projective module over R̂[M ] of rank at least two has a unimodular
element. It follows that Q⊗R[M ] R̂[M ] has a unimodular element. We therefore conclude
from [30, Proposition 3.4] that P ′ ≃ Q.
We can thus write P ⊕R[M ]n−r ≃ (∧n(P ′)⊕R[M ]r−1)⊕R[M ]n−r. Finally, one checks
at once that Gubeladze’s monoid satisfies the conditions of the cancellation theorem [7,
Theorem 4.4]. We conclude that P ≃ ∧n(P ′) ⊕ R[M ]r−1. But the latter module is
isomorphic to ∧r(P )⊕R[M ]r−1. This finishes the proof of the theorem. 
K-THEORY OF MONOID ALGEBRAS AND A QUESTION OF GUBELADZE 29
Acknowledgments. The authors would like to thank the referee for carefully reading the
paper and providing valuable suggestions to improve its presentation.
References
[1] D. F. Anderson, Projective modules over subrings of k[X, Y ] generated by monomials, Pacific J.
Math., 79, (1978), 5–17.
[2] M. Artin, B. Mazur, Etale homotopy , Lecture notes in Mathematics, Springer-Verlag, 100, (1969).
[3] H. Bass, Algebraic K-theory , W. A. Benjamin, Inc., New York-Amsterdam, (1968).
[4] W. Bruns, J. Gubeladze, Polytopes, Rings, and K-Theory , Springer Monographs in Mathematics,
Springer-Verlag, (2009).
[5] G. Cortin˜as, C. Haesemeyer, C. Weibel, K-regularity, cdh-fibrant Hochschild homology, and a con-
jecture of Vorst, J. Amer. Math. Soc., 21, (2008), no. 2, 547–561.
[6] G. Cortin˜as, C. Haesemeyer, M. Walker, C. Weibel, K-theory of cones of smooth varieties, J. Alg.
Geom., 22, (2013), 13–34.
[7] A. Dhorajia, M. Keshari, A note on cancellation of projective modules, J. Pure and Appl. Algebra,
216, (2012), 126–129.
[8] P. A. Grac´ıa-Sanche´z, J. C. Rosales, Finitely generated commutative monoids, Nova Sc. Publishers
Inc., Commack, New York, (1999).
[9] J. Gubeladze, Anderson’s conjecture and the maximal class of monoid over which projective modules
are free, Math. USSR-Sb., 63, (1988), 165–188.
[10] J. Gubeladze, Classical algebraic K-theory of monoid algebras, Lect. Notes Math., 437, (1990),
Springer, 36–94.
[11] J. Gubeladze, Geometric and algebraic representations of commutative cancellative monoids, Proc.
A. Razmadze Math. Inst., Georgian Ac. Sci., 113, (1995), 31–81.
[12] J. Gubeladze, Nontriviality of SK1(R[M ]), J. Pure and Appl. Algebra, 104, (1995), 169–190.
[13] J. Gubeladze, K-theory of affine toric varieties, Homology, Homotopy and Appl., 1, (1999), 135–145.
[14] R. Hartshorne, Algebraic Geometry , Graduate Text in Math., 52, Springer-Verlag, New York,
(1997).
[15] M. Kang, Projective Modules Over Some Polynomial Rings, J. Algebra, 59, (1979) 65–76.
[16] G. R. Kemf, Some elementary proofs of basic theorems in the cohomology of quasi-coherent sheaves,
Rocky Mountain J. Math., 10, no.3, (1980), 637–646.
[17] M. Keshari, H. P. Sarwar, Serre Dimension of Monoid Algebras, Proc. Math. Sci. Indian Acad. Sci.,
127, no. 2, (2017), 269–280.
[18] A. Krishna, Zero cycles on a threefold with isolated singularities, J. Reine Angew. Math., 594,
(2006), 93–115.
[19] A. Krishna, An Artin-Rees theorem in K-theory and applications to zero cycles, J. Alg. Geom., 19,
(2010), 555–598.
[20] A. Krishna, The completion problem for equivariant K-theory , J. Reine Angew. Math., DOI
10.1515/crelle-2015.
[21] A. Krishna, M. Morrow, Analogues of Gersten’s conjecture for singular schemes, Sel. Math. New
Ser., 23, (2017), 1235–1247.
[22] W. Krull, Dimensionstheorie in Stellenringen, J. Reine Angew. Math., 179, (1938), 204–226.
[23] H. Lindel, Unimodular elements in projective modules, J. Algebra, 172, no-2, (1995), 301–319.
[24] Q. Liu, Algebraic Geometry and Arithmetic Curves, Oxford Graduate Text in Mathematics, 6,
(2002), Oxford Science Publications, Oxford.
[25] J.-L. Loday, Cyclic Homology , Grundlehern der Mathematischen Wissenschaften, 301, Springer-
Verlag, Berlin, (1992).
[26] H. Matsumura, Commutative ring theory , Cambridge studies in advanced mathematics, 8, (1997),
Cambridge university press, Cambridge.
[27] M. Morrow, Pro cdh-descent for cyclic homology and K-theory , J. Inst. Math. Jussieu, 15, (2016),
no. 3, 539–567.
[28] M. Morrow, Pro unitality and pro excision in algebraic K-theory and cyclic homology , J. Reine
Angew. Math., to appear, (2015).
[29] D. Quillen, Higher algebraic K-theory I , Lect. Notes Math., 341, (1973), 85–147.
[30] A. Roy, Application of patching diagrams to some questions about projective modules, J. Pure Appl.
Algebra, 24, (1982), no. 3, 313–319.
[31] V. Srinivas, K1 of the cone over a curve, J. Reine Angew. Math., 381, (1987), 37–50.
[32] R. G. Swan, Gubeladze’s proof of Anderson’s conjecture, Contemp. Math, 124, (1992), 215–250.
30 AMALENDU KRISHNA, HUSNEY PARVEZ SARWAR
[33] R. W. Thomason and T. Trobaugh, Higher Algebraic K-Theory Of Schemes And Of Derived Cate-
gories, The Grothendieck Festschrift III, Progress in Math. 88, Birkha¨user.
[34] T. Vorst, Localization of the K-theory of polynomial extensions. With an appendix by Wilberd van
der Kallen , Math. Ann. 244 (1979), no. 1, 33–53.
[35] C. A. Weibel, An introduction to homological algebra, Cambridge Studies in AdvancedMathematics,
38, Cambridge University Press, Cambridge, (1994).
[36] C. A. Weibel, Cyclic homology of Schemes, Proc. Amer. Math. Soc., 124, (1996), 1655–1662.
School of Mathematics, Tata Institute of Fundamental Research, 1 Homi Bhabha Road,
Colaba, Mumbai, India
E-mail address: amal@math.tifr.res.in
E-mail address: mathparvez@gmail.com
