The problem of attribute reduction is an important problem related to feature selection and knowledge discovery. The problem of finding reducts with minimum cardinality is NP-hard. This paper suggests a new algorithm for finding exact reducts with minimum cardinality. This algorithm transforms the initial table to a decision table of a special kind, apply a set of simplification steps to this table, and use a dynamic programming algorithm to finish the construction of an optimal reduct. I present results of computer experiments for a collection of decision tables from UCI ML Repository. For many of the experimented tables, the simplification steps solved the problem.
INTRODUCTION
The problem of constructing a reduct with minimum cardinality for a given decision table is one of the key problems in the rough set theory (Pawlak, 1992; Pawlak and Skowron, 2007; Skowron and Rauszer, 1992) . It is also related to knowledge discovery, feature selection and data mining. It is well known that this problem is NP-hard (Skowron and Rauszer, 1992) . Different approximate approaches for finding minimal reducts have been presented in literature (Hoa and Son, 1996; Wroblewski, 1995) . However, based on results of Feige for the set cover problem (Feige, 1998) , it is possible to show that, under some natural assumptions about the class NP, the approximation ratio of the best approximate polynomial time algorithm for reduct optimization is near to the natural logarithm on the number of pairs of rows (objects) with different decisions in the decision table (Moshkov et al., 2008) . Therefore, the improvement of exact algorithms for reduct optimization continues to be an important issue.
In this paper, I propose an algorithm which transforms the initial decision table T into a new table T (1) with the same set of reducts. After that, the algorithm simplifies the table T (1) by removal of some rows and columns (there are some analogies between this part of the algorithm and attribute reduction algorithms using discernibility matrix (Skowron and Rauszer, 1992) ). As a result, we have a new decision table T (2) and a subset A of the set of removed attributes. The union of A and an arbitrary reduct with minimum cardinality for T (2) is a reduct with minimum cardinality for T . The problem of reduct optimization for T (2) is equivalent to the problem of minimization of decision tree depth for T (2) . The last problem can be resolved by a dynamic programming algorithm (Alkhalid et al., 2011) .
A similar approach but with essentially more complicated simplification part (transformation of T 1 into T 2 ) was introduced in (AbouEisha et al., 2013) . This approach has more reduction rules that are continuously executed until none of them can be applied.
In this paper, I consider a number of decision tables from UCI ML Repository (A. Asuncion, 2007) and construct, for these tables, reducts with minimum cardinality using the proposed algorithm.
The paper consists of four sections. In Section 2, the algorithm for reduct optimization is described. Section 3 contains results of computer experiments, and Section 4 provides a short conclusion.
tributes. Rows of T are pairwise different and each row is labeled with a nonnegative integer (decision) which is interpreted as value of the decision attribute. The description above allows only consistent decision tables. We say that an attribute f i separates two rows of different decisions if the value of the attribute at one of those rows is different than the other.
A test (superreduct) for T is a subset of columns (conditional attributes) on which any two rows with different decisions are separated by an attribute from this subset. A reduct for T is a test for T for which each proper subset is not a test for T . In other words, a reduct is a minimal (with respect to set inclusion) test. We denote by R(T ) the minimum cardinality of a reduct for T . Reducts for T with cardinality R(T ) will be called optimal. By P(T ) I denote the number of unordered pairs (ρ ′ , ρ ′′ ) of rows of T with different decisions.
For
We now describe an algorithm for the construction of an optimal reduct.
First, the algorithm transforms the decision table T into a decision table T (1) which has n columns labeled with the conditional attributes f 1 , . . . , f n , and P(T ) + 1 rows. The first P(T ) rows r 1 , . . . , r P(T ) are filled with 0 and 1, and correspond to unordered pairs (ρ ′ , ρ ′′ ) of rows of T with different decisions. The row of T (1) corresponding to a pair (ρ ′ , ρ ′′ ) contains 1 at the intersection with the column f i , i = 1, . . . , n, if and only if ρ ′ and ρ ′′ have different values in the column f i . The last row r P(T )+1 in T (1) is filled with 0s. The last row is labeled with the decision 2. All other rows are labeled with the decision 1.
Each reduct of this table T (1) must contain an attribute that separates each row r i , 1 ≤ i ≤ P(T ) from r P(T )+1 . Since the value of all attributes on the row r P(T )+1 is zero, then any reduct of T (1) contains one or more attributes with value 1 for all other rows. The following statement is almost obvious.
Proposition 2.1. Decision tables T and T (1) have the same set of reducts.
The next step of the algorithm (see Algorithm 1) is to apply two reduction rules in the following order.
1. Reduction rule R 1 : For each pair of columns f i and f j of T (1) such that i = j and f i ≤ f j , remove column f i .
2. Reduction rule R 2 : For each row r i of T (1) , 1 ≤ i ≤ P(T ) that is separated from the last row by a unique attribute f ′ , add this attribute f ′ to the partial reduct A and remove all of rows that are separated by this attribute from row r P(T )+1 . 
We consider both rules in this order as the application of R 1 may introduce more applications of R 2 but not vice versa. R 1 states that if an attribute f j separates all pairs of rows separated by f i then we can replace f i by f j in any reduct containing f i and we still have a reduct. R 2 describes the fact that if a pair of rows are separated by only one attribute then this attribute must belong to any reduct.
It is clear that the space complexity of this step of the algorithm is O(|P(T )| × n) where |P(T )| is the number of unordered pairs of rows of T with different decisions and C = n is the number of conditional attributes of T . The first rule of the simplification algorithm has time complexity of O(|P(T )| × n 2 ) while time complexity of the second rule is O(|P(T )| × n). Hence, the time complexity of the simplification algorithm is O(|P(T )| × C 2 ).
I denote by T (2) the Therefore the set A ∪ B is an optimal reduct for T . Figure 1 presents an example of a decision table that we use to illustrate the notions and algorithm. This decision table contains three rows, three conditional attributes f 1 , f 2 and f 3 in addition to the decision attribute d. We have here two reducts only: The algorithm then applies the reduction rule R 1 twice and remove the columns f 1 and f 2 as f 1 ≤ f 3 and f 2 ≤ f 3 . Finally, R 2 is applied only once where the attribute f 3 is added to the partial reduct A so that A = { f 3 }. In the end, we obtain the decision table T (2) that does not contain any conditional attributes and only one row with the decision 0. A decision tree Γ with minimum depth for T (2) contains only one node labeled with the decision 0. Hence, a reduct with minimum cardinality for table T is { f 3 }.
To construct Γ, I use a dynamic programming algorithm implemented in the system Dagger (Alkhalid et al., 2011) which finds a subset of the set of all decision trees with minimum depth for a given decision table. As subproblems of the initial problem (decision table) this algorithm uses subtables of this table given by conditions of the kind "attribute = value". I call these kind of subtables separable subtables. The run time of this algorithm is polynomial in the number of separable subtables of the input table. In the worst case, this algorithm has exponential time complexity relative to the size of decision table. However, it is applicable, usually, to medium size decision tables.
RESULTS OF EXPERIMENTS
In this section, I present experimental results for 23 datasets (decision tables) from UCI ML Repository (A. Asuncion, 2007) . I perform a set of preprocessing steps on these datasets in order to handle problems such as: inconsistencies and missing values. Some tables contain missing values so I fill each such value with the most common value of the corresponding attribute. Inconsistencies with the decision table may appear when a group of identical rows are labeled with different decisions. In that case, such group is represented by a single row labeled with the most common decision of this group. Finally, redundant attributes that have the same value for all rows of the table are removed. Table 1 contains information about decision tables and results of experiments:
• name of initial decision table T ;
• size of decision table T -the number of conditional attributes #atts and rows #rows; • number P(T ) such that the number of rows in T (1) is equal to P(T ) + 1 (the number of attributes in T (1) is the same as in T );
• size of final decision table T (2) -the number of conditional attributes #atts and rows other than the last row #rows; • cardinality |A| of the set of attributes A constructed during the simplification of T (1) ; • minimum cardinality R(T ) of a reduct for T ;
• Time 1 is the time in seconds taken for creating T (1) from T and then transforming it into T (2) ; • Time 2 is the time taken in seconds for finding optimal reducts in T (2) with Dagger.
A Mac Pro desktop with 16 GB of RAM memory and dual Intel(R) Xeon(R) processors of 2.67 GHz is used for the experiments. Both phases of the algorithm are run sequentially. The time of each phase is measured on average of ten executions of this stage for each data set.
For 15 out of the 23 considered data sets, the reduction rules in the simplification part of the algorithm managed to find the optimal reduct. It also reduced the number of attributes of other data sets dramatically such as: kr-vs-kp and soybean-small. Data sets solved by the simplification part of the algorithm have zero as the number of rows and/or columns. Some data sets have zero rows and more than zero columns as our implementation of the algorithm finishes its work once no more rows need to be separated from the last row. The simplification phase of the algorithm achieved fast runtime for most of the data sets with exception of mushroom and nursery due to the huge size of the table T (1) . A simple brute force algorithm may find optimal reducts by considering each possible subset and testing whether it form a reduct or not. Such brute force algorithm would have complexity of Ω(2 n × P(T )) on table T with n conditional attributes. It will be very difficult to apply this algorithm on data sets such as: kr-vs-kp, mushroom, nursery and soybean-small.
FindingOptimalExactReducts
Note that the dynamic programming algorithm is used if |A| < R(T ). If |A| = R(T ) then an optimal reduct A for T is constructed during the simplification of the table T (1) . In such cases, the value of the cell Time 2 for this data set is empty.
The dynamic programming algorithm solved T (2) in a considerably fast time for all data sets with exception of lymphography and mushroom due to the large number of separable subtables of each.
CONCLUSION
We considered a new algorithm for reduct cardinality minimization. Results of experiments for decision tables from UCI ML Repository showed that this algorithm is applicable to medium size decision tables.
One bottleneck of our algorithm is the memory used to store the table T (1) as for large data sets the size of T (1) may not accommodate the main memory. This challenge may be studied in future work by developing an external memory algorithm to deal with large tables. Another interesting possibility is a comparative study with other algorithms for finding exact optimal reducts.
