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Abstract
The development of the concept of metasurfaces, the two-dimensional version of metamateri-
als, has unveiled a new paradigm in the control of electromagnetic wave propagation. These
consist of periodic arrangements of small scatterers, whose response is engineered locally.
The analysis of large but finite arrays is a substantial theoretical and computational problem,
and therefore the application of metasurfaces has largely been limited to cases in which the
effects introduced by the truncations from the infinitely periodic structures necessary in real
applications are expected to be negligible.
This thesis focuses on the study of the perturbations of the microwave response of large
finite arrays introduced by truncations. To do so very efficient analysis methods based on
the method of moments are developed and implemented for different types of truncated
slot/patch arrays. The physical insight gained from the analysis of the microwave response
of truncated arrays will help in the engineering of new types of metasurfaces that take full
advantage of the knowledge provided in here on the different mechanisms governing the
coupling between surface waves and free space radiation.
In the first part of the thesis, the microwave response of infinite two-dimensional and
one-dimensional periodic arrays of slots in negligible-thickness and perfectly-conducting
screens is studied using a specialised implementation of the method of moments whose
matrix coefficients are efficiently obtained in the spatial domain. This is done thanks to the
analytical calculation of the cross-correlation between the basis functions used to expand the
unknown electric field distribution in the holes and the use of the Ewald’s method to obtain
rapidly converging expressions for the periodic Green’s functions involved. By studying the
power transmission coefficient under several symmetries, the effects that these introduce into
the appearance of the numerically-challenging phenomenon of extraordinary transmission
is studied. This phenomenon has a deep connection to the existence of infinite periodicity
in the plane of the array, and provides with a good benchmark of the convergence of the
finite array solution to the response of the two-dimensional infinite periodic array. It is found
that symmetries, dictated both by the disposition of the scatterers with respect to the lattice
vectors and by the illumination utilised to excite the array, play an important role in the
convergence of the transmission properties of a finite number of periodic rows to the solution
of the two-dimensional infinite periodic array.
By extending the analysis methods to rectangular finite arrays of slots, it is found that
the global response of the array, studied in terms of the transmission coefficient through the
array, is modified when truncations are introduced. In addition, the local response of the
elements of the array, even when these are located in central positions within arrays with
large number of elements per row, is altered. It is found that the existence of truncations leads
to the excitation of long-wavelength surface waves supported by extraordinary transmitting
arrays, which under certain conditions can propagate tens of unit cells setting up standing
wave patterns on the surface of the array. It is shown both theoretically and experimentally
that these surface waves can be used to design very compact extraordinary transmission
arrays when one engineers the coupling between the illumination and such waves, in contrast
to the very large arrays thought to be required before. In addition, it is also shown that by
modifying the relative size of the slots with respect to the periodicity, one can bind these
waves to the surface of the array, finding both theoretically and experimentally that in the case
of finite arrays one can excite a larger number of surface wave species than was predicted by
the dispersion analysis of two-dimensional infinite periodic slot arrays.
The study of the effects introduced by truncations on the scattering by finite slot/patch
arrays is also extended by presenting the rigorous solution of the scattering by a semi-infinite
two-dimensional array of narrow patches (the complementary problem to that of slots in
perfectly conducting screens). It is shown that the currents on the dipoles come from the
sum of three wave species: the first one arising from the solution of the infinite array, the
second produced by the fields diffracted by the edge of the array that present a continuous
k-space spectrum (in contrast to the discrete k-space spectrum imposed by strict infinite
periodicities) and the third one comprising the whole set of surface waves supported by the
array (which are excited by the diffracted fields as these can not be directly excited by plane
waves otherwise). By also studying the spatial distribution of the fields diffracted by the array
further insight is obtained into the physical and mathematical differences in the response of
finite arrays, leading to analytical formulas that could serve as approximate recipes for the
analysis of the scattering by arrays comprising thousands of elements.
In the last part of the thesis, the implications that symmetries have on the dispersion char-
acteristics of bound surface waves are studied. In particular, glide-symmetric configurations
of periodically notched slots are explored to give physical insight on the inherent properties
of higher symmetries (a class to which glide symmetry belongs), such as the non-zero group
velocity found at the Brillouin zone boundary, which leads to nearly constant effective refrac-
viii
tive index for the surface wave over a large frequency range. Further, it is shown how that
special property can be engineered for metasurfaces presenting a simple mirror symmetry.
This could lead to metasurfaces with enhanced functionality arising from the easier control
of the modes excited on the metasurface, thanks to the ease of selectivity in the excitation
of modes with even/odd field distributions. In the context of antenna engineering, the little
frequency dependence of the mode index is connected to that of the angle at which the surface
waves are radiated when the metasurface is placed near a high-index material, and can lead
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Recently a class of engineered surfaces, called metasurfaces, is becoming popular for the
possibility of tailoring the effect of the interaction with an electromagentic wave passing
through or reflecting from them. Metasurfaces are typically realised as a periodic arrangement
of electrically small scatterers, which can locally synthesise appropriate homogeneous
boundary conditions thus reshaping the impinging wavefront as desired. These originate
from the generalisation of the concept of frequency selective surfaces, that are resonating
structures that allow for frequency-dependent transmission properties.
Periodic slot/patch arrays have been deeply studied in the past for the control of mi-
crowave radiation, however, arrays can not be infinitely periodic in practice, and this fact
leads to complex wave phenomena. Due to the large challenge that the analysis of large finite
arrays constitute, little attention has been put into studying such phenomena, which it has
been shown can introduce large perturbations to the behaviour of periodic arrays.
This thesis focuses on the development of computationally efficient methods for the
analysis of large finite arrays of slots (that can be trivially applied to study patch arrays)
in several periodic configurations. These include two-dimensional and one-dimensional
periodicity, finite arrays and semi-infinite planar arrays, with emphasis on the physics of the
coupling between space (radiative) waves and surface (bound) waves. Until now, given the
complexity of the analysis of this coupling phenomena, practical applications have limited
such coupling by controlling the illumination of the arrays. The aim of this thesis is to
provide metasurface practitioners with design tools and the physical intuition needed to take
advantage of the scattering phenomena on truncated arrays, which can lead to microwave




The content of this thesis is divided as follows. In Chapter 2, the microwave response of
periodic and finite arrays of apertures on conducting surfaces is studied from a historical
point of view. The ground-breaking discovery of Extraordinary Optical Transmission is
presented in detail as well as the consequences that it has had, such as the extension of
phenomena at optical frequencies (such as the guidance of surface plasmons) for the use by
the microwave engineering community. In there, the main analysis methods developed for
the analysis of electromagnetic scattering are also discussed, as well as a general introduction
to the Method of Moments, which is largely used in the context of this thesis.
Chapter 3 presents the basics of the specialised Method of Moments implementation
for the case of two-dimensional periodic slot arrays on perfectly conducting screens that is
later generalised for the analysis of truncated periodic arrays. The method is applied to the
study of the extraordinary transmission phenomena at microwave frequencies to compare it
to other methods used in the literature. It is then also extended for the study of extraordinary
transmission in parallel-plate waveguides, reproducing very recent experiments showing
novel phenomena under non transverse electromagnetic wave illumination.
In Chapter 4, the method presented in the previous chapter is extended to analyse slot
arrays that are one-dimensional periodic on one direction and finite in the orthogonal. It is
also extended to consider an arbitrary number of identical slots that can be rotated by an
arbitrary angle. This allows for the study of the convergence of the extraordinary transmitting
behaviour of such arrays when one consider a large finite number of periodic chains of slots
under different symmetry conditions.
In Chapter 5, the same method is extended to consider finite rectangular arrays of identical
slots in perfectly conducting screens under plane-wave and Gaussian beam illumination. This
allows for the comparison of the number of slots required to converge to the transmission peak
obtained for periodic slot between the two illumination regimes. In this chapter, the local
electric field response is studied and compared to the infinitely periodic problem, finding how
the introduction of a continuous wavevector spectrum (done through either edge-diffraction
or localised illumination) leads to the excitation of leaky-waves supported by the slot array.
It is shown how the existence of such waves has a large effect on the electric field distribution
on the array and therefore also on the far-field radiated energy distribution. The predictions




The coupling between localised illumination and the excitation of surface waves supported
by the slot array is extended in Chapter 6 to study the excitation of surface waves which
have a larger wavevector than free-space radiation at the same frequency, and therefore are
bound to the surface of the array. By analysing the wavevector spectral decomposition of
the electric field distribution on the surface of the array when excited with a very localised
excitation, a number of surface waves are detected from the solution provided by the analysis
method presented in previous chapters, explained and verified experimentally.
In Chapter 7, the solution of the canonical problem of the plane-wave scattering by a
semi-infinite array is rigorously obtained thanks to the use of the Wiener-Hopf technique
in combination with the Z-transform, well-known for signal processing. It provides with
semi-analytical formulas to predict the excitation of surface waves due to the edge-diffracted
fields with continuous wavevector spectrum and also allows for the derivation of physically
intuitive approximate formulas with small numerical effort. The same approach is used to
obtain asymptotic physically-rich formulas for the fields scattered by the edge-truncation.
The results presented in this thesis are complemented by the study of the propagation of
surface waves on glide-symmetric metasurfaces. In particular, in Chapter 8, the dispersion
properties of negligible-thickness metasurfaces consisting of a notched slot between two
semi-infinite metal layers is studied numerically and experimentally. The well-known zero
bandgap at the Brillouin zone introduced by this higher symmetry is explained in terms of the
electric field distribution at the notches. In a second part of Chapter 8, the linear dispersion
obtained thanks to the zero bandgap at the Brillouin zone boundary is replicated by-design
for a metasurface consisting on two notches slots placed in a mirror-symmetric configuration
and validated experimentally.
Finally, in Chapter 9 several possible extensions to the work presented here are explained
and some preliminary results discussed. In particular, the possibility of considering arbitrary
positioned non-identical slot arrays is studied and its applicability demonstrated for the
design of a polarisation converter metasurface as well as to study the lattice resonances found
in non-periodic slot arrays. The use of non-uniform fast Fourier transform algorithms for the
analysis of two-dimensional periodic arrays containing slots whose geometry does not allow
for entire-domain basis functions with analytical Fourier transform is also discussed and its
advantages proven against commercial simulators. In addition, the possibility of introducing
the presence of dielectrics is discussed in terms of the modifications required for the Green’s
functions used in this thesis.
3
Introduction
The conclusions of this thesis are presented in Chapter 10 and a summary of the outcomes
of the work undertaken in terms of publications in peer-reviewed journals and conference




2.1 Transmission through hole arrays
The interaction of light with periodic arrays of holes has attracted much attention since the
last century due to their frequency-filtering properties given by the size and spacing of the
holes. In this section, the history of these structures and the reasons behind their importance
are explored. We will pay special attention to the contrast between the behaviour of the holes
when they are isolated and when they are within a periodic environment.
2.1.1 Transmission through a single aperture
The transmission through a single subwavelength hole in a perfectly conducting screen was
first rigorously derived by A. H. Bethe in 1944 [1]. There, he proved that the solution given
by the then most extended theoretical frameworks for diffraction problems, the Kirchhoff’s
scalar and vector theories of diffraction, did not satisfy the boundary conditions imposed by
the perfectly-conducting screen. Namely, the tangential component of the electric field must
vanish on the surface of the metal screen perforated with the hole. By restricting the solution
to hole sizes and screen thicknesses much smaller than the wavelength (where that effect was
more dominant), Bethe could analytically obtain an expression for the electric and magnetic
fields in the hole using a description based on equivalent magnetic and electric dipoles. He
showed that, in addition to the failure to satisfy the boundary conditions, the results obtained
from Kirchhoff’s diffraction theory overestimated the order of magnitude of the electric and
magnetic fields by a factor of (λa ) where a is the radius of the hole (which was supposed
throughout the derivation to be much smaller than the wavelength λ ) compared to the results





This theoretical result was later corroborated experimentally by Andrews et al. in [2] for
a range of hole radii by measuring the field intensity along the diameters of the aperture,
showing that the field is far from being constant for a plane wave excitation, an assumption
made by Kirchhof’s theory. It was later shown by Bouwkamp that Bethe’s result was only the
first term of a series expansion, the next term being of the order of ( a
λ
)6 [3]. To achieve that,
Bouwkamp refined the magnetic current and charge densities originally obtained by Bethe
such that the obtained fields inside the hole satisfied the boundary conditions at the edges
of the perfectly conducting screen. These are given by a square root decay (singularity) of
the tangential (normal) component of the electric field with respect to the edge, as proposed
by Meixner [4]. The study of the transmission through single circular holes was further
complemented by the introduction of thick conducting screens by Roberts using the modal
decomposition of the propagating fields within the three regions and ensuring the continuity
of the electric and magnetic fields on the surfaces of the hole [5]. This technique, commonly
known as "Mode-Matching" will be explored in detail in a following section. It becomes clear
from the mathematical complexity necessary to solve the scattering by small circular holes
that addressing the scattering by more general geometries of sizes similar to the wavelength
is a difficult task. For holes bigger than the wavelength, only approximate models based on
edge currents found in semi-infinite conducting screens were calculated [6], although more
precise theories could be developed for apertures much bigger than the wavelength as an
extension of Kirchhoff’s diffraction theory by adding the reflections by corners and edges
[7]. This was later improved by Mittra et al., by introducing the spectral decomposition of
the fields on the scatterer in the calculation of the asymptotic scattered field [8].
A similar problem was also considered in the engineering community studying the
propagation of electromagnetic pulses (EMP) (capable of damaging electronic circuitry)
where much attention was given to the importance of characterising the shielding ability
of metallic screens with apertures such as windows or bomb bay doors. In [9], a general
procedure is outlined to formulate the transmission through an arbitrarily shaped aperture (as
depicted in Fig. 2.1a) in terms of equivalent magnetic current density (which represents the
value of the component of the electric field that is tangential to the screen) that are introduced
so that the infinite ground plane can be restored mathematically. These can then be taken
into account by using the theory of images (Fig. 2.1b) applied to the fields originating from
the magnetic current density.
By ensuring the continuity of the normal component of the electric field and of the
tangential component of the magnetic field at the aperture, an integral equation can be
obtained for the unknown magnetic current density. To solve it, Butler et al. [9] propose
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(a) Problem geometry for an
arbitrary shape aperture on a
perfect conducting screen.
(b) Equivalent magnetic charge and current density
diagram for an aperture on a PEC screen.
Fig. 2.1 General formulation of the aperture on an infinite ground plane as presented by
Butler et al. [9].
a procedure based on Stevenson’s method [10], this is, expanding the unknown magnetic







where k denotes the wavenumber.
Then, an individual integral equation is derived for each Mms involving Mm−1s while M0s
can be directly calculated. These recurrent integral equations can be easily solved as their
kernel is of the electrostatic type with no differential operators involved. Another alternative
strategy presented is the use of an equivalent dipole approximation in which the polarisability
is given by analytical expressions for several small geometries. Given the expansion in
powers of k, this method is not suitable for holes that are large in terms of wavelengths. The
use of expansions of the unknown magnetic current to solve the integral equation associated
with transmission through apertures in conducting screens experienced a large spread with the
development of numerical techniques that could allow for efficient solution of huge systems




2.1.2 Transmission through periodic arrays of apertures
Although the discovery of ‘extraordinary transmission phenomena’[11] attracted the attention
of primarily the optics community to the study of periodic arrays of apertures on opaque
screens in the late 1990s, periodic structures were already very important for the microwave
engineering community since the 1960s. This is due to the "Band Pass" behaviour of aperture
arrays located around the resonant frequency of the aperture geometry, that made them
greatly applicable for, at that post-war time, military purposes. However, the first ever patent
filed using this kind of structure was related to the complementary problem, the "Band
Stop" properties of metallic rods for their use as a frequency selective reflector (Marconi
and Franklin [12]). By tuning the size of the metal wire sections (these being basically λ/2
resonators), they could design the reflection peak while making the array transparent for
any frequency outside the band. In general, these periodic arrays (both aperture and patch
based) are known as Frequency Selective Surfaces (FSSs) about which Munk has provided
an excellent review [13].
Fig. 2.2 Complementary frequency selective surfaces and their reflection/transmission coeffi-
cients in frequency. Figure obtained from [13].
In his book, Munk provides a mixed theoretical approach between the mutual admittance
and the spectral decomposition approach. The first one is based on the calculation of the
self and mutual admittances (in the case of aperture arrays) among the different magnetic
current elements in the array. That is, the magnetic current at each aperture is expanded in
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terms of so called "magnetic current profiles". By calculating the mutual admittances and the
currents imposed by the excitation, a linear system of equations for the magnetic current is
obtained and solved, obtaining therefore the electric field at each of the apertures. The second
procedure is based on the use of a spectral decomposition of the fields and making use of the
periodicity of the array to introduce the mutual admittances between an element and the rest
of the infinite array in a periodic Green’s function, which is given by a double infinite sum
of the element-by-element Green’s function, but for which very efficient techniques have
been developed to accelerate those sums, that we will later address. This method is based
on the widely known Method of Moments (MoM), which relates to the already presented
pioneering work done by Butler for the transmission through single apertures, in which the
magnetic currents representing the aperture on a PEC wall were expanded in polynomial
series of k [9].
Given the applied mindset of the frequency selective surface practitioners, the sizes of the
elements used for the design of such arrays were normally of the order of the size of the unit
cell such that the main resonance does not occur near the onset of diffracted order. These
diffracted orders were known to introduce large angular dependence for the transmission
coefficients, leading to poor filtering performance. This means that little attention was put
into the resonances of small holes when compared to the periodicity, until Ebbesen’s seminal
paper in 1998 [11]. The groundbreaking discovery of extraordinary transmission changed the
paradigm of frequency selective surfaces, that saw how one could achieve large transmission
coefficients at very specific resonant frequencies at wavelengths much larger than one would
expect for the fundamental resonance of the holes.
2.1.3 Extraordinary optical transmission
With the discovery of the Extraordinary Optical Transmission (EOT) in the optical regime in
1998 [11], much attention was put into the transmission characteristics of small holes by the
physics community. While studying the optical transmission through arrays of subwavelength
holes, Ebbesen et al. found a strong transmittance peak at a frequency which corresponds
to a wavelength much larger than the size of the holes and below the onset of diffraction as
shown in Fig. 2.3. Comparing their results to those predicted by Bethe for a single hole [1],
they came to the conclusion that the geometrical disposition of the holes had an important
role in the transmission spectrum, and the holes cannot be therefore treated as independent.
However, the interaction mechanism between the holes was yet to be completely understood,
even though links were made [14] to the excitation of surface plasmon polaritons (SPPs) due
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to the similarities in their dispersion. These SPPs correspond to oscillations of the electron
density on the surface of a metal, which behaves as a plasma at optical frequencies in contrast
to the PEC behaviour at microwave frequencies. The study of these oscillations and how
to control them constitutes the field of plasmonics, and much literature can be found about
them including an extensive review article [15] and a textbook [16].
Fig. 2.3 Measured transmission through an Ag screen etched with an array of holes of 150nm
diameter and periodicity (a0) of 0.9µm. Two distinctive peaks can be seen at wavelengths
longer than the periodicity and much larger than the size of the hole by a factor of ≈ 10.
Obtained from [11].
It was later found experimentally that the maximum transmission occurs for those optical
frequencies for which the parallel component of the wave vector of a SPP is equal to the sum
of the in-plane incident wave vector and a wave vector of the reciprocal lattice associated
with the geometry of the hole array, this is, kSPP = kin+nb1+mb2 where n,m ∈ Z as plotted
in Fig. 2.4 [17].
The first theoretical explanation of the EOT phenomenon was provided by Martin-Moreno
et al. [18] using the aforementioned mode-matching technique, which included the finite
conductivity of the metal screen in the form of a surface impedance boundary condition,
under the assumption of being far below the plasma frequency of the metal (for which there
is no wave propagation through the metal). From the use of a simplified model (only taking
into account the slowest decaying mode in the hole, as these behave as waveguides below all
cut-off frequencies), Martin-Moreno et al. showed that the extraordinary transmission can be
explained as a tunnelling effect through the coupling of the SPPs on the two opposite metal
faces. They showed that the time taken for the coupling to be formed is smaller than the time
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Fig. 2.4 Measured and predicted dispersion of the transmittance through a subwavelength
hole array. The transmitted intensity is given by a gray scale. The predicted maxima (obtained
from the excitation of SPPs) are plotted as full lines and the minima (predicted from the
Wood-Rayleigh anomaly) as dashed lines and superimposed on the measured data. Obtained
from [17].
required for the SPP to decay into a radiative mode, leading to the photon being scattered
back and forth inside the hole building a constructive interference in the forward direction.
However, the finding of Extraordinary Transmission phenomena at frequencies at which
conductors do not behave as plasmas (and therefore do not support SPPs) such as microwaves
[19, 20] or terahertz [21] makes the existence of SPPs not essential for the achievement of
enhanced transmission through subwavelength holes. In particular, in the microwave regime,
the impedance matching approach gives excellent results without the use of surface wave
concepts. Medina et al. applied a transmission-line circuit model similar to that used within
the microwave engineering community to explain the EOT, obtaining the same divergences in
the admittance associated with the onset of diffraction modes as shown before by the optics
community [22]. They also showed that total transmission through small holes is the result of
the rapid change in the admittance of the modes just below cut-off (where it diverges), which
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leads to an impedance match at frequencies always below the Wood-Rayleigh anomaly. This
anomaly refers to that sharp behaviour of the frequency-dependent transmission coefficients
at the onset of diffraction lobes. Although these models can accurately predict the appearance
of EOT at microwave frequencies, the need for surface waves as intermediary agents, in the
same way as SPPs enhance the transmission at optical frequencies, led to the publication of
the very well known "Mimicking Surface Plasmons with Structured Surfaces" by Pendry et al.
[23]. In that paper, surface waves supported by a periodic array of holes cut into a perfect
conducting surface were shown (when taking into account only the lowest waveguide order
mode inside the holes) to be analogous to the SPPs found at optical frequencies, presenting









Here, an effective plasma frequency, ωp can be written in terms of the size of the holes






where c is the speed of light in vacuum, and µh and εh are the magnetic permeability and the
dielectric permittivity of the medium filling the holes respectively.
This evolution of the effective permittivity with the frequency means that the system
supports bound modes with a dispersion relation as shown in Fig. 2.5b. The existence of these
surface modes at microwave frequencies was already known by the engineering community
since the 1940s [24, 25] and its study is included in advanced textbooks [26], although they
had never been known to be involved in the enhancement of the transmission through small
holes or had been shown to be analogous to optical SPPs.
The existence of this plasma-like behaviour of surface waves supported by hole arrays in
perfect conducting surfaces was later confirmed experimentally by Hibbins et al. [27]. With
the formal introduction of the so-called Spoof Plasmons at frequencies at which proper SPPs
can not be excited, the theory developed in terms of coupling between the surface modes
supported by either side of the hole array could be then unified as a common theory of EOT
from microwaves to optical frequencies including terahertz [18]. It was later shown, however,
that surface waves can not in a general sense be treated as spoof plasmons but only in certain
limits [28].
By revising some of the assumptions made by Pendry et al. in [23], Garcia de Abajo
et al. showed that when taking into account not only the fundamental waveguide modes of
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(a) Pendry’s model system: square a×a
holes in a d×d lattice cut into the surface
of a perfect conducting half-space.
(b) Dispersion relation of the Spoof Plas-
mons predicted with the light line asymp-
tote for low frequencies and the effective
plasma frequency for large values of the
in plane momentum.
Fig. 2.5 Figures obtained from [23].
Fig. 2.6 (a) Electrostatic electric-field lines for an empty hole drilled in a semi-infinite perfect-
conductor subject to an external field Eext perpendicular to the surface, giving rise to an
electric dipole P = αEEext (b) Magnetostatic magnetic-field lines for the same hole subject to
an external parallel field Hext and leading to a magnetic dipole m = αMHext. Figure obtained
from [28].
the hole but also higher order modes, the dispersion relation can not always be rearranged
in terms of an effective plasma frequency. Instead, only in very few cases can this be done,
such as very small holes or when these are filled with very high index materials [28]. To
study such systems, a new formalism is introduced based on the calculation of the electric
and magnetic polarisabilities (denoted as αE and αM respectively) associated with the holes
and including the interactions among the electric and magnetic dipoles of the infinite 2-D
array. However, this is just an approximation in which higher order multipole interactions
are neglected (therefore limiting the accuracy of the results when the holes are close to each
other). This can be expressed mathematically in the following linear system of equations for
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yy ) represents the effect that the rest of the electric (magnetic) dipoles in the
lattice have on a single electric (magnetic dipole), and GEMzy and G
ME
yz take into account
the cross interaction between electric and magnetic dipoles in the lattice. All these four
terms are given by double infinite series that the authors compute in reciprocal space. It can
be easily seen that the interaction between the holes is in general very small except when
a diffracted mode becomes grazing in which case these interaction terms diverge, giving
rise to phenomena known as Wood’s anomaly (which in the geometry considered here, is
characterised by a zero in transmittance at the onset of diffraction) and only for frequencies
below this limit can a bound surface mode, such as the ‘spoof’surface plasmon, be found, as
also shown by the transmission line theory.
The use of the term Wood’s anomaly for the onset of diffraction routes back to the
original work by Woods in 1902 [29], in which he found two sets of unexpected features
when studying the intensity of the light diffracted by a metallic grating. One of them
consisting of sharp minima and the other consisting of pairs of minimum and maximum
of intensity, both of them being often denominated Wood’s anomalies. The first type of
anomaly were explained by Rayleigh as the onset of diffracted modes in [30] and the second
were explained by Fano as the excitation of surface plasmons polaritons [31] (leaky-wave
modes supported by the metal strips) and also confirmed numerically by Hessel and Oliner
in [32]. In the context of this thesis, we will refer only to the first type of Wood’s anomalies
as they consist of sharp minima at the onset of diffraction modes. The reader can find more
information about this topic in [33].
Given that the EOT results from a collective response of an infinite array, the question
of what effect finite size arrays would introduce is of a high interest as well of complexity,
as the analysis is no longer limited to a single unit cell. It is expected that the normalised
transmittance should increase with the number of holes, approaching the value predicted by
the infinite array model as the number of holes increases. Przybilla et al. studied how the
transmission per hole reaches saturation with the number of holes [35]. They found both
theoretically (using a simplified equivalent surface-plasmon problem) and experimentally
that the number of holes needed for saturation depends strongly on the size of the holes,
saturating more quickly for bigger holes in opposition to slower saturation for smaller holes.
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Fig. 2.7 Patterns of transmittance per hole normalised to the area for different incidence
angles under plane-wave illumination. Left panels for experimental and right panels for
theoretical predictions for a 31×31 array of holes. The values of the incident angle are: (a,b)
θ = 0o, (c,d) θ = 2o and (e,f) θ = 5o. Figure obtained from [34].
This finding was explained by the smaller propagation length of the SPPs for bigger holes,
which means that the fields in the smaller holes interact more strongly. It was also shown
that the transmission can be enhanced not only by increasing the size of the hole array but
also by structuring the metal surface surrounding the finite array with grooves (in the case of
slits). Although this has only been shown for slits [36, 37], the addition of dimples would be
expected to increase the transmission through finite 2D hole arrays.
Although the transmittance per hole (or the electric field at the hole) needs to be periodic
following Bloch theorem, that is not the case for finite arrays (which is the case for real
systems). This led to surprising results in the case of 2D arrays [34] (and later in 1D slit
arrays [38]) in which the excitation of the holes strongly oscillates with the distance from
the centre of the array, resembling a standing wave pattern. This field distribution was both
experimentally and theoretically [34] (undertaking some approximations, but qualitatively
valid) demonstrated to be very dependent on the angle of incidence as shown in Fig 2.7.
For non periodic arrays, the transmission through systems with long-range disorder (but
with short-range order) has been studied, finding that EOT can also be found in them [39].
To obtain short-range order with long-range disorder, Agrawal et al. used a building block
composed of four round holes which is randomly rotated throughout the surface. Using this
as an analogy to X-Ray diffraction, they explained why EOT can be found in amorphous
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structures. For readers interested in learning more about the interaction of light with two
dimensional arrays of holes (or particles), more information can be found in two extensive
review articles by Garcia de Abajo [40] and Garcia-Vidal et al. [41], which give their focus
mainly on results at optical frequencies but also give some information of the extension
microwaves or terahertz.
Fig. 2.8 Simulated vertical electric field evolution from the inner of the prism towards the
surrounding air for stacked subwavelength hole arrays (a) and propagating stacked hole
arrays (b) The same for homogenised structure (given by the effective refractive index) at
53.5 GHz (c) and for 57.5 GHz (d) Figure obtained from [42].
As already mentioned when studying the use of equivalent circuits for the solution of
the transmission through hole arrays, the interaction between the holes in extraordinary
transmission structures is not limited to one plane, but the use of multiple layers of metal
screens with holes (so-called fish-net structures) also leads to interesting phenomena. This
was first shown by Beruete et al. in [43], who found that the wave supported (propagating
perpendicularly to the surface of the arrays) by such systems may be left-handed, this is, the
structure presents both negative effective permittivity and permeability. This was achieved
numerically by considering an infinite number of layers (a three-dimensional periodic array of
holes) and also experimentally by stacking several layers of holes. The interesting properties
of this kind of metamaterial (subwavelength structured material leading to artificial material
properties) had been theoretically studied by Pendry [44] (although first predicted in the
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sixties by Veselago [45]) but it had never been connected to the presence of extraordinary
transmission. The same group could also show experimentally the anomalous refraction
achieved when a plane wave is refracted by the interface between the fish-net prism and
free space, leading to an effective negative refractive index to satisfy Snell’s law as shown
in Fig 2.8 or with more details and experimental data in [42]. For readers interested in
these negative parameter metamaterials, an advanced textbook focused on the properties and
applications of them can be found in [46].
2.2 Analysis techniques
A large part of this thesis is devoted to the development of fast and accurate codes for the
analysis of periodic and finite arrays of holes. Several methods have been presented in the
literature and are also widely available in the form of commercial simulation packages. In
particular, the Method of Moments is the technique chosen in this thesis for the derivation
of the analysis method thanks to the advantages presented in the following. Other methods
such as Finite Element Method, commonly found in commercial simulators such as Comsol,
CST or HFSS are used in this thesis for validation purposes, and are here presented to
understand what they are best suited for. In addition, CST includes tools implementing the
Finite-difference in the time-domain method for the analysis of finite structures which will
also be used for validation. Finally, a technique known as Mode-Matching widely used in the
literature is presented, although this thesis does not include any results using this technique.
This is done to contextualise the main advantages that the codes developed in this thesis
present when compared to those found in the literature.
2.2.1 Method of Moments
The Method of Moments (commonly referred to by the acronym MoM) is a numerical
method to solve complex functional equations that has been largely used since the beginning
of the computational era, mostly for the solution of electromagnetic problems [47, 48]. Its
use was proposed for tackling the problem of the transmission through periodic arrangements
of scatterers (patches, holes, etc.) due to its easy implementation in the spectral domain as
explained in [49] and in [13].
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It consists in the expansion of the unknown function in terms of known basis functions.
The efficiency and accuracy of the method will depend on how these basis functions are
chosen. In general, a functional equation can be written as
L · f = y (2.6)
where L is a linear operator, f is the unknown function we are interested in and y is an input
function, normally given by the excitation. In the method of moments, the unknown function
is expanded in terms of basis functions such that
f = ∑
N
α j f j (2.7)
By introducing this expansion, the complexity of solving the problem is reduced to that
of calculating a set of constants. Due to the finite number of basis functions that can be used
in practice, this solution will always be approximate. The number of basis functions required
will depend on the similarity between the chosen functions and the exact solution of the
problem. Due to the difficulty to find basis functions similar to the unknown function in the
whole domain of the problem (which may involve complex-shaped boundary conditions), it
is sometimes appropriate to use sub-domain basis functions, which provide more flexibility
but also lead to a larger system of equations [50]. By combining equations (2.6) and (2.7),
one obtains an equation for the unknown coefficients given by
∑
N
α jL · f j = y (2.8)
This equation can be converted into a linear system of equations by introducing a set of
weighting functions wi and by defining an inner product operation. This inner product will





By using this inner product to project the equation (2.8) onto the set of weighting functions
one readily obtains the linear system of equations
∑
j
Li jα j = y j, (2.10)




Li j =< wi,L f j > (2.12)
y j =< wi,y > (2.13)
The solution of this system of equations is then generally carried out by numerically
inverting the matrix Li, j. There are several different versions of the method of moments,
depending on the choice of the weighting functions. The most common is denominated
Galerkin’s method, in which the weighting functions are chosen to be the same basis functions.
It can be shown that this version of the method of moments is equivalent to a variational
approach, which minimises the averaged error of the approximate solution [47]. In addition,
it leads to a symmetric Li, j matrix, which has numerical advantages for the matrix inversion.
Another choice is the so-called point matching method, in which the weighting functions are
chosen to be Dirac deltas, such that the approximate solution is enforced to satisfy (2.8) on a
set of points distributed in the domain Ω. This version is much easier to implement, and is
advantageous over Galerkin’s when a large number of basis functions is required.
In the context of electromagnetics, the MoM has the advantage that it can be applied to
solve Maxwell’s equations in an integral equation formulation, involving only the electric
and magnetic currents on the boundaries of the electromagnetic problem [48]. This largely
reduces the size of the problem to be computationally handled, and also eliminates the
problem of the radiation boundary condition, which is directly handled by the Green’s
function (controlling the radiation properties of each current element). Other methods that
rely on the discretisation of the three-dimensional space need to resort to complex perfectly
matching (absorbing) layers to reduce the simulation domain.
The most common procedure is to calculate these matrix elements in the spectral domain
given the periodicity of the problem, as proposed by Mittra et al. [49], but it leads to
the summation of a large number of evaluations given the high localisation of the fields
at the holes in the spatial domain (leading to large spread in the spectral domain). It is,
therefore, a better strategy to calculate those integrals in the spatial domain, treating properly
the singularities produced by the Green’s function at the origin and those added by the
edges of the thin metal screen (which produce a divergence in the perpendicular-to-the-edge
component of the electric field) as explained in [51] for the problem of patches or in following
chapters of this thesis for the case of slots. Also later in this thesis, the application of this
method to solve the transmission through finite arrays is presented, for which case a family
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of basis functions is proposed for each slot of the array and the free space Green’s function
GperM (x,y) is used, leading to a larger system of equations but including a simpler integrand
for the interaction elements.
There is a large literature on the right choice of basis functions for the different FSS
elements, due to the fact that a smart choice (given by whole domain basis functions)
can provide a quick convergence with few (two or three) basis functions as explained by
Rengarajan [52]. It was also recently shown, that one can use entire-array basis functions
for the analysis of the scattering by finite slot/patch arrays, which are obtained from the
asymptotic formulas for the fields radiated by finite phased arrays [53, 54].
Although the application of MoM is straight-forward (however mathematically cum-
bersome) in the spatial domain in the absence of multi-layered dielectric media, that is not
the case in general, in which case the dyadic Green’s function does not have an analytical
expression in the spatial domain and therefore it has to be numerically calculated for every
point used by the integration algorithm leading to large CPU times. For readers interested in
that problem, to calculate those Green’s functions when dielectrics multi-layers are present, a
mixed potential approach is needed as explained in [55], although it remains out of the scope
of this work. The main advantage of the Method of Moments is its high optimisation in terms
of computational effort while its main drawback is the high mathematical complexity needed
to fast and accurately solve problems that would be easily solved (although very inefficiently)
when using other techniques such as Finite Element Method (FEM), but it is a good way
forward for designing microwave components given the huge number of iterations needed
when optimisation algorithms are run.
2.2.2 Finite Element Method
The Finite Element Method (FEM) is an alternative numerical method designed for the
solution of partial differential equations in complex geometries. In contrast to the MoM,
which is based on the solution of an integral equation obtained from enforcing boundary
conditions on boundaries, FEM can directly solve the partial differential form of Maxwell’s
equations by discretising the whole space. This discretisation is done through different
types of meshing algorithms implemented in most commercial simulators. Due to its partial-
differential equation (PDE) approach, it can be directly applied to a vast number of fields in
physics. Its implementation, as the Method of Moments, involves the introduction of basis
functions for each of the mesh elements, normally constructed in terms of polynomials with
unknown coefficients. By enforcing both continuity and an integral form (weak formulation)
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of the PDEs to solve, the problem is reduced to a system of linear equations involving the
constant coefficients of each of the basis functions. Due to the large number of unknowns,
FEM approaches tend to be slower than integral equation techniques, but they can tackle a
large number of geometries, as these are directly handled by the meshing algorithm. In the
context of this thesis, the FEM is used for the validation of the presented derivations and code
implementations as well as to provide original results that are tested against experiments.
More information on this method can be found in the help sections of [56].
2.2.3 Finite-difference time-domain method
A common feature of the Method of Moments and the Finite Element Method in electro-
dynamics is that both are mostly implemented in the frequency domain. This refers to the
assumption of single-frequency excitations, which allow through the use of complex phasors
the elimination of the time-dependence of the electromagnetic problem. This means that to
compute the transmission properties for a non-sinusoidal excitation using one of the afore-
mentioned methods, one would need to calculate the Fourier transform of the excitation and
then solve for a number of the frequency components such that one has enough information
to numerically compute an inverse Fourier transform of the fields back into the time domain.
One way of overcoming this limitation is the introduction of time evolving Finite Element
models, as done in the Finite-difference time-domain methods (FDTD) [48]. This analysis
method is based on the step-by-step computation of the time evolution of the fields as one
would observe in nature. This leads to a faster computation for a given narrow frequency
interval (as one can directly solve the problem using an excitation with non-zero frequency
components on the interval of interest and then use a Fourier transform), although large
frequency bands normally correspond with very narrow signals in time, which lead to smaller
time steps in the simulation and therefore larger computation time.
Another of the drawbacks of the FDTD is that it requires a precise knowledge of the
electromagnetic properties of the materials involved over the whole frequency spectrum (in
contrast to FEM in which one only needs to know these values at the given frequency range
of interest). Furthermore these need to obey Kramers–Kronig relations to avoid non-physical
solutions.
2.2.4 Mode matching
This technique has traditionally been used for the analysis of waveguide discontinuities,
as it relies on the splitting of the problem into cascaded waveguide sections, for which
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the complete set of propagating and non-propagating modes are known either analytically
or numerically. Then, the unknown field distribution at the discontinuities is obtained by
matching the modes in two adjacent waveguide sections by applying the appropriate boundary
conditions on both electric and magnetic fields. In some sense, the mode-matching technique
can be understood as a Method of Moments in which the basis functions have been chosen
as the modes of the waveguide surrounding the discontinuity. This technique is known
for its high efficiency for thick waveguide discontinuities, for instance, a thick iris in a
parallel-plate waveguide. In this case, one would separate the problem into three regions,
for all of which the complete set of waveguide modes is known. By assuming an unknown
weighting coefficient for each of those modes (and in practice truncating the number of
modes taken into consideration), one can build a system of linear equations using the same
Galerkin’s approach as in the MoM: by projecting the equation resulting from enforcing the
boundary conditions on the discontinuity on each of the modes involved on the discontinuity.
The fact that one needs to retain an, in principle, unknown number of modes in each
waveguide section is the first disadvantage that this method presents, and it has been shown
that this leads to a numerical problem called relative convergence [57, 58]. In this case the
method converges to different solutions depending on the ratio between the number of modes
retained in the two half-spaces surrounding the discontinuity. This problem can be aggravated
by the presence of very thin discontinuities, which lead to the use of very large number of
modes, needed to reproduce the singular behaviour of the fields near such a discontinuity.
2.3 Conclusion
In the first part of this chapter, the microwave response of periodic and finite arrays of
apertures on conducting surfaces has been approached from an historical point of view. It has
been shown that although these have been of interest for the electrical engineering community
since the beginning of the last century, in the past few decades they have been the focus of
much more attention from both the engineering and physics communities due to the discovery
of extraordinary optical transmission. However, many of the advanced modelling methods
developed have not been extended to study such phenomenon, and only computationally
expensive and approximate models have been used, thus limiting the possible scope of
geometries that take advantage on these new phenomena as well as their applicability.
The second part of the chapter has paid attention to those aforementioned advanced
modelling techniques developed for the study of computational electromagnetics and their
advantages and disadvantages have been presented. It has been shown that for finite arrays,
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the Method of Moments presents an advantageous formulation, as it reduces by one the
number of dimensions to be considered with respect to other more commonly available
methods such as Finite-difference in the time-domain and Finite Element methods. Another
common method, commonly known as mode matching has been presented, with large
advantages for thick screens involving canonical geometries, but with no possibility of being




Analysis of two-dimensional periodic
hole arrays
3.1 Introduction
In this chapter, the Method of Moments (MoM) is applied for the calculation of the transmis-
sion/reflection coefficients of two-dimensional periodic arrays of holes under general oblique
plane-wave illumination. In section 3.2, an integral equation is obtained for the tangential
component of electric field at the surface of the holes, which is then reduced to a single unit
cell by defining a two-dimensional periodic Green’s function. This electric field integral
equation is solved by means of the MoM by introducing a set of basis functions chosen
through the knowledge of the behaviour of the fields in the neighbourhood of a very thin metal
edge. By expressing the unknown electric field distribution as a linear combination of these
basis functions, the MoM consists in obtaining a system of linear equations for the unknown
weightings involved in the linear combination. Two different approaches are then presented
for the calculation of the matrix coefficients of the system of linear equations. The first is
done in the spectral domain, which is the most common in the literature due to its easy imple-
mentation, but has well-known drawbacks as it involves the calculation of two-dimensional
series with very slow convergence. To overcome these limitations, a second approach, based
on the calculation of these coefficients in the spatial domain is presented which is based on an
alternative expression for the required four-dimensional integrals in terms of two-dimensional
integrals which involves the cross-correlations between the basis functions. The derivation of
semi-analytical expressions for these cross-correlations and Ewald’s summation formulas for
the calculation of the two-dimensional periodic Green’s function will be shown to reduce
the computational burden of the spatial domain approach, largely reducing the computation
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time required to obtain the transmission coefficient when compared to that using the spectral
domain approach or other commercially-available methods.
Using this method, a study of the extraordinary transmission phenomena for the case of
periodic slot arrays is presented. As shown in Chapter 2, EOT for infinite two-dimensional
periodic arrays has been extensively studied in the literature, but these results will serve
as reference for future chapters studying the EOT phenomena in finite arrays as well as to
introduce the computational approach in its most simple form. In addition, thanks to the
symmetries involved in the problem, the approach will be extended in Section 3.10 to the
study of EOT through perforated screens in parallel-plate waveguides when illuminated with
different modes of the waveguide, a problem recently studied in the literature. The spectral
domain approach will be used to provide physical and mathematical explanations for the
blue-shift in the EOT resonance found experimentally by other researchers.
3.2 Formulation of MoM for oblique incidence
Let us consider the problem depicted in Fig. 3.1, in which a plane wave impinges on a two
dimensional array of holes. The plane wave is represented by the phasor
Ei = E0ej(kx0x+ky0y+kz0z)û =
[
αincϕ̂ i +βincθ̂ i
]
e−jki·r, (3.1)
where a time-dependence of the form ejωt is assumed and suppressed throughout the following
and where kx0 =−k0 sinθinc cosφinc, ky0 =−k0 sinθinc sinφinc, kz0 =−k0 cosθinc, and û is a
unit vector such that û ·ki = 0. In this decomposition, αinc and βinc represent the amplitude
of plane waves that are transverse electric and magnetic modes with respect to the plane of
incidence.
The three components of the incident electric field can be written as
E ix =−αinc sinφinc +βinc cosθinc cosφinc (3.2)
E iy =−αinc cosφinc +βinc cosθinc sinφinc (3.3)
E iz =−βinc sinθinc. (3.4)
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Fig. 3.1 Perspective view of part of the two dimensional periodic array of holes perforated
into a negligible thickness PEC screen. The array is illuminated by an obliquely incident
plane wave along the direction given by the spherical angular coordinates (θinc,φinc). A
zoomed view of the hole array with the definition of the geometry parameters is also shown.













To formulate an integral equation for the electric field at the slots, let us first calculate
the electric currents that the impinging plane wave would excite on the surface of the metal
screen in the absence of the slots. This is given by the tangential component of the total
magnetic field in the plane of the slots, which is given by the sum of the magnetic fields of the
impinging and reflected wave. As the impinging magnetic field has been already calculated,
let us calculate the fields for the reflected wave. The wave vector of the reflected wave is
given by
kr = kx0x̂+ ky0ŷ− kz0ẑ, (3.8)
such that
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with
Erx = αr sinφinc +βr cosθinc cosφinc (3.10)
Ery =−αr cosφinc +βinc cosθinc sinφinc (3.11)


















x = 0 (3.16)
E iy +E
r
y = 0, (3.17)





[−αinc cosθinc sinφinc +βinc cosφinc]x̂+
[αinc cosθinc cosφinc +βinc sinφinc]ŷ
)
ej(kx0x+ky0y). (3.18)
Once one has determined the current that would be excited on the surface in the absence
of slots, let us apply the superposition principle to transform the boundary condition imposed
by the metal screen into an integral equation for the electric field at the surface of the slots.
As stated by the surface equivalence theorem, a rigorous formulation of Huygens’ principle
[59], given a closed volume containing any number of sources, the fields generated outside
the volume by the real sources will be exactly the same as those found when these sources
are replaced by fictitious electric and magnetic currents on the surface of the volume. By
applying this theorem to the problem of the transmission through slots, one finds that, given a
value for the tangential component of the electric field at the slots, the slots can be substituted
by a continuous metal sheet with a number of fictitious magnetic current distributions on
either side. These magnetic currents will, analogously to what electric currents would do to
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the magnetic field, force a discontinuity of the electric field such that the boundary conditions
are not modified. These fictitious magnetic currents will act as sources, and one can therefore
apply the superposition principle to generate the total electric current on any point of the
surface (on the illuminated part) as the sum as those generated by the impinging wave and
those generated by the magnetic currents. Given the required continuity of the electric field
in the z direction at the surface of the slots, the magnetic currents on either side will be the
same.
Finally, one can enforce that the total electric current on the surface occupied by the slots
must be zero. This rationale can be summarised as
Jas(x,y)+Jsc(x,y) = 0 (x,y) ∈ slots. (3.19)
The remaining step is to calculate the relation between the electric current and electric
field at two distinct arbitrary points of the surface. This derivation can be greatly simplified
with the use of the Fourier transforms of the currents and the fields.
Let us consider a distribution of electric current on the plane z = 0 such that one can
express both currents and scattered fields in terms of their continuous Fourier transforms on
the plane of the array such that







Ẽsc(kx,kyn,z = 0−)ej(kxmx+kyny)ejkz,mnzdkxdky (3.20)







Ẽsc(kx,kyn,z = 0+)ej(kxmx+kyny)e−jkz,mnzdkxdky (3.21)







H̃sc(kx,kyn,z = 0−)ej(kxmx+kyny)ejkz,mnzdkxdky (3.22)



















k20 − k2xm − k2yn. (3.25)
Note that thanks to the definition of kz, equations (3.20) to (3.23) automatically satisfy
the homogeneous wave equation. These transforms allow us to write an arbitrary distribution
of fields as the superposition of a continuous spectrum of plane waves, each of which can be
treated in a straight-forward manner.
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From Maxwell’s equations, the electric current can be written in terms of the discontinuity
of the tangential component of the magnetic field as
J̃sc(kx,ky) =−ẑ∧
[
H̃sc(kx,kyn,z = 0−)− H̃sc(kx,kyn,z = 0+)
]
. (3.26)
One can also relate the Fourier transforms of the electric and magnetic fields in terms of
the free space wavevector, k0, and the free space impedance, Z0, through
H̃sc(kx,ky,z = 0+) =−
1
k0Z0
[kxx̂+ kyŷ+ kzẑ]∧ Ẽsc(kx,ky,z = 0+) (3.27)
H̃sc(kx,ky,z = 0−) =−
1
k0Z0
[kxx̂+ kyŷ+ kzẑ]∧ Ẽsc(kx,ky,z = 0−). (3.28)
By making use of the equations (3.26) to (3.28), it is possible to obtain an expression for
the continuous Fourier transform of the electric current density produced by the scattered
electric field on the conducting surface in terms of its three components. However, by
imposing the null divergence of the scattered electric field when z > 0 or z < 0 and the
continuity of the tangential components of the electric field, it can be rewritten in terms of






Ẽscx (kx,ky,z = 0)
Ẽscy (kx,ky,z = 0)
)
, (3.29)





k20 − k2y kxky
kxky k20 − k2x
)
(3.30)
which is the continuous Fourier transform of the dyadic Green’s function relating the surface
electric current density created by the electric field at another point of the space. By








GM(x− x′,y− y′) ·Esct (x′,y′,z = 0) dx′dy′, (3.31)
where GH(x,y) is given by
GM(x,y) =
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where









Finally, when this is substituted into (3.19) and using the periodicity of the electric field
distribution as given by Floquet’s theorem, one obtains the integral equation satisfied by the






GperM (x− x′,y− y′) ·Esct (x′,y′,z = 0) dx′dy′ = 0 (x,y) ∈ slots, (3.34)









where GM(x−ma,y−nb) is a dyadic Green’s function, that represents the element of electric
current generated by a dirac-delta electric field distribution on the origin. Note that in equation
(3.35), the phase factor corresponds to that imposed by the impinging plane wave. In order to
solve the integral equation in (3.34), one can resort to the Method of Moments, in which the
unknown quantity Esct (x,y,z = 0) is expanded in terms of basis functions as shown below




e∞, jb j(x,y) (x,y) ∈ δ00. (3.36)
As discussed in Section 2.2.1, one can use the same basis functions as weighting functions
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In the following, two different approaches for the calculation of the matrix elements in
(3.38) will be presented, in the spectral and spatial domains respectively.
3.3 Implementation of MoM in the spectral domain
Let us express the scattered fields in terms of their discrete Fourier transforms (thanks to the
periodicity of the problem) in the plane of the array such that







Ẽsc(kxm,kyn,z = 0−)ej(kxmx+kyny)ejkz,mnz (3.40)







Ẽsc(kxm,kyn,z = 0+)ej(kxmx+kyny)e−jkz,mnz (3.41)







H̃sc(kxm,kyn,z = 0−)ej(kxmx+kyny)ejkz,mnz (3.42)



















k20 − k2xm − k2yn. (3.46)
Equations (3.40) to (3.43) tell us that, thanks to the homogeneous wave equation, the
electric and magnetic fields propagate into the unbound source-free medium as a super-
position of plane waves whose amplitudes are given by the discrete Fourier transform of
the electric and magnetic fields just above the surface of the array. From the inspection of
equations (3.18) and (3.34), one can infer that due to the linearity of (3.34), the scattered
electric field will present the same phasing factor as the current Jas. This fact is taken into
account by the definition of the values of kxm and kyn. The discrete Fourier transform for a
general function with Floquet-periodicity (which means they can be written as the product of
a periodic function and a complex exponential) a and b is defined as the function such that
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Due to the Floquet-periodicity of the problem, all the magnitudes involved in (3.34) have


























G̃M(kx = kxm,ky = kyn) · b̃ j(kxm,kyn)
]
, (3.50)
where the discrete Fourier transform of the dyadic Green’s function G̃M(kx = kxm,ky = kyn)
(see its spatial counterpart in (3.35) and (3.32)) is given by




k20 − k2xm − k2yn
×
(
k20 − k2yn kxmkyn
kxmkyn k20 − k2xm
)
. (3.51)
Note that the expression for Γi j diverges in general at the onset of a diffraction order due
to the presence of kz,mn in the denominator. The value of the frequency at which these poles
occur are given by √







where one needs to keep in mind the values of kx0 and ky0 in (3.44) and (3.45) imposed by
the obliquely incident plane wave, which affects the onset of the diffraction modes.
When the array is excited at the frequency of the poles, the singularity of the system of
equations may in some cases impose a zero amplitude for all basis functions, and the array
will behave as a continuous metal sheet. This phenomenon is commonly known as Wood’s
anomaly [13] and will be studied in detail later with examples.
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As seen from the previous equations, given that the chosen basis functions have analytical
Fourier transforms, the implementation of the method of moments for the calculation of the
electric field on the slots is a straight-forward procedure in the spectral domain. However, as
it will be shown later in the Chapter it has some important drawbacks.
3.4 Implementation of MoM in the spatial domain
Although the presented expressions for the calculation of the matrix elements in the spatial
domain seem much more convenient than the general formula (3.38), the double infinite
summations in (3.50) usually converge very slowly, and a high number of terms has to be
retained to obtain the resulting series with reasonable accuracy. Some techniques have been
applied to accelerate the convergence of these spectral domain series such as Kummer’s
transformations [60, 61]. In this section an alternative, more computationally efficient way
of computing Γi j in the spatial domain will be presented by means of Eqn. (3.38).
Let b j(x,y) = b jx(x,y)x̂+ b jy(x,y)ŷ be the j-th basis function for Esct (x,y,z = 0). Ac-































k20 − k2xm − k2yn
(3.55)










k20 − k2xm − k2yn
(3.56)









]∗ [ jkynb̃ jx(kxm,kyn)]√
k20 − k2xm − k2yn
(3.57)









]∗ [ jkxmb̃ jy(kxm,kyn)]√
k20 − k2xm − k2yn
(3.58)









]∗ [ jkxmb̃ jy(kxm,kyn)]√
k20 − k2xm − k2yn
(3.59)
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]∗ [ jkynb̃ jx(kxm,kyn)]√
k20 − k2xm − k2yn
. (3.60)
Let us focus on the calculation of Hxxi j . Analogously to the pair of equations (3.38) and (3.49),















p(x− x′,y− y′)b jx(x′,y′) dx′dy′, (3.62)
and where p(x,y) is the inverse Fourier transform of the function 1√
k20−k2x−k2y






















p(x− x′,y− y′)b jx(x′,y′) dx′dy′. (3.64)
By introducing the changes of variable x′ = u+ma y y′ = v+mb, and taking into account


















H per(x−u,y− v)b jx(u,v) dudv, (3.65)
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where kxm and kyn are given by (3.44) and (3.45) respectively, and where erfc(z) is the
complex complementary error function. The splitting parameter E should be chosen, as







to reduce the number of summands required
on both spatial and spectral summations. It has been found that for the case of max(a,b)< λ0,
it is sufficient to sum the terms −2 ≤ m,n ≤ 2 to obtain the value of H per(x,y) with sufficient
accuracy. The two series in (3.67) show Gaussian convergence, as the general terms of









2+(nb)2]E2 when |m|, |n| → ∞
respectively.











H per(x−u,y− v)b jx(u,v) dudv
]
dxdy, (3.68)
which by defining a function qi(x,y) that is equal to bix on the unit cell and zero everywhere















H per(x−u,y− v)q j(u,v) dudv
]
dxdy. (3.69)














H̃ per(kx,ky) dudvdxdy, (3.70)
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where Q̃i(kx,ky) and H̃ per are the two dimensional continuous Fourier transforms of qi and






























b∗ix(x+u,y+ v)b jx(u,v) dudv (3.73)
is just a cross-correlation between q∗i (x,y) y q j(x,y) (and therefore between bix and b jx, and






f xxi j (x,y)H
per(x,y)dxdy. (3.74)


































f dy,dyi j (x,y)H
per(x,y)dxdy. (3.79)
(i, j = 1, . . . ,Nb)
where f yyi j (x,y), f
dx,dy
i j (x,y), f
dy,dx
i j (x,y), f
dx,dx
i j (x,y) y f
dy,dy
i j (x,y) are cross-correlations be-
tween the different components of the basis functions and their derivatives





b∗iy(x+u,y+ v)b jy(u,v) dudv (3.80)
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(i, j = 1, . . . ,Nb),
It is interesting to note that, if one defines m j(x,y) = −b jy(x,y)x̂+ b jx(x,y)ŷ to the
equivalent magnetic current corresponding to the basis function b j(x,y) given by m j =























m∗i (x+u,y+ v) ·m j(u,v) dudv (3.87)










Therefore, if one is able to find a closed expression for the cross-correlations between
the Green’s functions, then the calculation of the elements of the matrix of the method of
moments is limited to the calculation of a two-dimensional integral involving the periodic
Green’s function which, as it has been shown, can be efficiently calculated using Ewald’s
method.
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3.5 Choice of basis functions
Following [52], the following set of basis function has been chosen, where Tp(·) and Uq(·)




















































































































As it is apparent from the previous equations, the centre of the slot contained in the unit
cell has been chosen to be the point (a/2,b/2) with respect to the origin shown in Fig. 3.1.
This set of basis functions satisfies the edge conditions set by the presence of the interior
edges of the slots, for the two possible polarisations. Namely, the basis functions b1(x,y),
b2(x,y), and b4(x,y) present an electric field polarised along the x̂ direction, and therefore
have zeros at y = b2 ±
ls




2 . In contrast,
the basis functions b3(x,y) and b5(x,y) are polarised along the ŷ direction, and consistent
with that they both present the square root zero and singularity at x = a2 ±
ws





respectively. Additionally, the basis functions have been chosen to satisfy the symmetries
obeyed by the problem of the transmission through the slot when illuminated at normal
incidence with either x̂ or ŷ polarisations. The field distributions associated with each basis
function have been represented in Fig. 3.2, where a set of black arrows represent the direction
and sign of the electric field on the different quadrants of the slot. As shown there by white
dashed lines, the planes x = a2 and y =
b
2 obey the symmetries represented by electric or
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magnetic walls (EW and MW respectively) for all basis functions. These act as virtual
boundary conditions, and can be used to reduce the scattering problem to reduced equivalent
waveguide discontinuity problems). For the basis functions b1(x,y), b2(x,y), and b3(x,y),
these are the same as obeyed by the exact fields at normal incidence when illuminated with x-
polarised plane waves. Analogously, basis functions b4(x,y), b5(x,y) satisfy the symmetries




























Fig. 3.2 Electric field distributions of the proposed set of basis functions. White dashed lines
represent the planes of symmetry and black arrows represent direction of the electric field at
different positions.
why the weighted Chebyshev polynomials are adequate basis functions for Esct (x,y,z = 0) is
that the kernel of the integral equation of (3.34) is dominated by logarithmic singularities in
the neighborhood of the slot edges, and the weighted Chebyshev polynomials represent the
complete orthogonal set of eigenfunctions for an integral equation with logarithmic kernel.
This results in the weighted Chebyshev polynomials being the most pertinent basis functions
for the electromagnetic analysis of structures containing perfect conductors of negligible
thickness with edges as detailed in [65] and references therein.
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The discrete Fourier transforms of the presented basis functions, as defined by (3.47) and











































































































The fact that the Fourier transform of the basis functions are proportional to Bessel
functions will be useful to obtain closed-form expressions for the cross-correlations between
these basis functions and their divergences, as required for the computation of MoM matrix
elements in the spatial domain shown in the previous section. In the following, closed
expressions will be calculated analytically for these, in terms of special functions that are
readily available numerically.
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3.6 Calculation of the cross-correlations between the basis
functions and their divergences
As was shown previously, the calculation of the matrix elements of the system of linear
equations can be greatly simplified if one obtains an accessible expression for the cross-
correlations between the basis functions and their divergences, given by





b∗ix(x+u,y+ v)b jx(u,v) dudv (3.99)





b∗iy(x+u,y+ v)b jy(u,v) dudv (3.100)








































(i, j = 1, . . . ,Nb)
Given that the integrals in (3.99) to (3.104) are limited to the surface of a single unit




qi(x,y) if (x,y) ∈ δ00
0 elsewhere.
(3.105)
Then one can extend the integration domain of equations (3.99) to (3.104) and make use
of the properties of the continuous Fourier transforms







q∗ix(x+u,y+ v)q jx(u,v) dudv (3.106)







q∗iy(x+u,y+ v)q jy(u,v) dudv (3.107)
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divergences












(i, j = 1, . . . ,Nb)
By making use of convolution theorem (stating that the Fourier transform of the con-
volution of two functions is the product of their Fourier transforms), these expressions
can be written in terms of the continuous Fourier transforms of qi(x,y), represented by

















From direct comparison with equations (3.47) and (3.48), the continuous Fourier trans-










































































































which, as anticipated, may be used to compute the cross-correlations as
































∗ [jkyg jx(kx,ky)]e−j(kxx+kyy) dkxdky (3.121)










∗ [jkxg jy(kx,ky)]e−j(kxx+kyy) dkxdky (3.122)
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∗ [jkxg jy(kx,ky)]e−j(kxx+kyy) dkxdky (3.123)










∗ [jkyg jx(kx,ky)]e−j(kxx+kyy) dkxdky. (3.124)
(i, j = 1, . . . ,Nb)
Each of the double integrals involved in the previous cross-correlations is separable (such
that it can be written as the product as an integral along x times an integral along y), and each














(k, l = 1,2 . . .)







































The same calculation can be analogously done for equations (3.119) to (3.124), but
will not be shown here for the sake of conciseness. The convenience of writing all cross-
correlations in terms of the functions Ikl(t) and Lkl(t) resides in the fact that these can be






[Jm−2(q)+ Jm(q)] . (3.128)





Ik−1,l−1(t)− Ik+1,l−1(t)− Ik−1,l+1(t)+ Ik+1,l+1(t)
]
. (3.129)
(k, l = 2,3 . . .)
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divergences
Thanks to equation (3.129), equations (3.119) to (3.124) can all be written in terms of

















Regarding the computation of Ikl(t) for (k, l = 1,2 . . .), these integrals can be expressed
as a linear combination of complete elliptic integrals of the first and second kind given, as






















for k ≥ 3,

























if |t| ≤ 2
0 otherwise.
(3.135)
Once the integrals Ikk(t) have been computed from k = 1 to the maximum value of kmax
required for the choice of basis functions (in this case, kmax = 5), the integrals Ik−1,k can be
computed using the recurrent formula
Ik−1,k(t) =−tIk−1,k−1(t)+ Ik−2,k−1, (3.136)
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and which satisfies the identity Ik,k−1(t) = −Ik−1,k(t) according to the definition given in
(3.125).
Once the functions Ikk(t) and Ik−1,k(t) have been calculated, the functions Ikl(t) with
l = 3, . . . ,kmax and k ≤ l −2 can be calculated using the coupled recurrent relations given by
I1l(t) =−2tI1,l−1(t)+2I2,l−1 − I1,l−2 (3.138)
Ikl(t) =−2tIk,l−1(t)+ Ik−1,l−1(t)+ Ik+1,l−1(t)− Ik,l−2(t), (3.139)
where equation (3.138) holds when l ≥ 3 and l +1 is an even number and where equation
(3.139) holds when k ≥ 2, l ≥ k+2 and k+ l is even. Finally, the functions Ikl(t) with
k ≥ l +2 can be calculated using the identity
Ikl(t) = (−1)k−lIlk(t). (3.140)
Once all the functions Ikl have been calculated, the cross-correlations given by linear
combinations of these functions as shown in equations (3.119) to (3.124), and (3.125) to
(3.126) can be evaluated. These recurrent relations are very efficient, given that to evaluate
all the basis functions involved, one only needs to evaluate complete elliptic integrals to
initialise these relations. This requires only six evaluations of special functions that can be
readily accessed using common numerical libraries.
3.7 Treatment of singularities: extraction and analytical
integration
In order to efficiently compute the two remaining integrals in (3.55) to (3.60), whose integrand
involve the product between the cross-correlations of the basis functions and their divergences
and the scalar Green’s function, the analytical extraction of these functions’ singularities
becomes essential. Once these have been extracted, the remaining smooth integrand will be
suitable for the use of quadrature rules with a minimum number of evaluations. As can be
seen from equation (3.67), the scalar Green’s function presents a singularity in the vicinity
of the origin produced by the term m = n = 0. In addition, the complete elliptic integral
function of the first kind K(·) is known to present a logarithmic singularity as its argument
approaches unity, which in equations (3.134), (3.135) and (3.137) correspond to t → 0 and
therefore coincides with the position of the Green’s function singularity.
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As shown in equations (8.113.3) and (8.114.3) of [66], the asymptotic behaviour of the











when k → 0.
Following the notation of (3.130), it can be shown that the previous equations lead to the














































(rmn +qmn ln ws2 ) if m+n is odd,
(3.144)
where the constants umn, qps, rmn, ups, qps and rps are calculated using the following recurrent
relations.








for k ≥ 3,
which is initialised using the values u11 = 0 and u22 =−2. Similarly to (3.138) and (3.139),
one can obtain the relations
u1l = 2u2,l−1 −u1,l−2 (3.146)
ukl = uk−1,l−1 +uk+1,l−1 −uk,l−2, (3.147)
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where equation (3.146) holds when l ≥ 3 and l +1 is an even number and where equation
(3.147) holds when k ≥ 2, l ≥ k+2 and k+ l is even.
The constants qkl (for k + l being an odd number) can be calculated using a pair of
coupled recurrent relations for each of them given by
q1l = 4+2q2,l−1 −q1,l−2 (3.148)
qkl = 4+qk−1,l−1 +qk+1,l−1 −qk,l−2. (3.149)
Analogously, a pair of coupled recurrent relations can be obtained for rkl given by
r1l = 4ln8+4u1,l−1 +2r2,l−1 − r1,l−2 (3.150)
rkl = 4ln8+4uk,l−1 + rk−1,l−1 + rk+1,l−1 − rk,l−2. (3.151)
Equations (3.148) and (3.150) hold when l ≥ 4 and l +1 is an odd number and (3.149)
and (3.151) hold when k ≥ 2, l ≥ k+3 and k+ l is an odd number. The previous equations
require the knowledge of the successions qk−1,k and rk−1,k which can be readily obtained
recurrently using
qk−1,k = qk−2,k−1 +2 (3.152)
rk−1,k = 2ln8+2uk−1,k−1 + rk−2,k−1. (3.153)
which are valid for k ≥ 3 and are initialised by the values q12 = 1 and r12 = ln8.
Let us now focus on the extraction of the singular behaviour of the scalar Green’s function.








+CG = Hper,sing(x,y), (3.154)
where the constant CG can be obtained from (3.67) to be
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By using all this information one can accurately extract the singular behaviour of the
integrand of equation (3.85) such that
























Analogously to how it was shown for (3.130), the integrals (3.158) can be written in



















Note that from equation (3.143), the function Isingmn ( 2xws ) is an odd function of x if m+n is
an odd number and similarly from (3.144) Isingps (2lls ) is an odd function of y if p+ s is an odd
number. On the other hand, the function Hper,sing(x,y) in (3.154) is an even function of both
x and y, which means that the integral Ψsingmn,ps in (3.159) will be zero for every combination
in which m+n or p+ s are odd numbers, and therefore do not need to be computed. The





) can also be directly applied to the
49
Analysis of two-dimensional periodic hole arrays
Imn( 2xws ) and Ips(
2l
ls
). However, the parity of Hper,sing(x,y) can only be extended to the function
Hper(x,y) for the case of normal incidence.
For the cases in which m+n and p+ s are both even numbers, the value of Ψsingmn,ps can
be obtained almost analytically. Introducing equations (3.143), (3.144) and (3.154), one can
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3.7 Treatment of singularities: extraction and analytical integration





























with φ0 = arctan(ls/ws), which can be accurately computed numerically making use of the
Ma-Rokhlin-Wandzura (MRW) quadratures (see Table 1 of [67]) after some minor mathe-
matical reorganisation such that the integration domain is mapped onto the interval t ∈ [0,1]
of a new integration variable t as required by the quadrature rules. These quadrature rules
have been specially tailored for logarithmic singularities and therefore require a minimum
number of points to obtain the value of the integral with high accuracy although, thanks to
the analytical work done to obtain (3.159), the integrals in (3.165) to (3.168) only need to be
computed once for each combination of values of ls and ws.
Finally, once these singularities have been extracted and calculated, the remaining part
shown in (3.157) is computed numerically using the same MRW quadratures as discussed
before.
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3.8 Calculation of the transmission and reflection coeffi-
cients
In the previous sections, it has been shown that once the unknown electric field is expanded as
a linear combination of basis functions with unknown weightings, one can build a system of
linear equations for these, whose matrix coefficients can be efficiently calculated in the spatial
domain using the techniques shown in Sections 3.6 and 3.7. Once the matrix coefficients
as well as the excitation terms in equation (3.39) are calculated, the unknown weighting
coefficients e∞, j (for j = 1, . . . ,Nb) can be retrieved using standard methods as those built-in
in Matlab. Thanks to the reduced size of the system of linear equations, this step is the most
straight-forward of the implementation shown here. Let us assume from now on that the
coefficients e∞, j (for j = 1, . . . ,Nb) are known complex quantities. The amplitude of each of
the Floquet-modes propagating towards both positive and negative z directions as shown in
equations (3.40) and (3.41) can be obtained directly from the expansion of the electric field
in terms of basis functions, as it means that its discrete Fourier transform will also be given
by the same linear combination of the discrete Fourier transforms of the basis functions




e∞, jb̃ j(kxm,kyn), (3.169)
where the exact form of the functions b̃ j(kx,ky) can be found in equations (3.94) to (3.98).
In free space, the normal component of the electric field of scattering in the spectral domain
on either side of the metal screen, Ẽscz (kxm,kyn,z = 0
+) and Ẽscz (kxm,kyn,z = 0
−), can be
obtained through the null divergence of the electric field as




kxmẼscx (kxm,kyn,z = 0)+ kynẼ
sc
y (kxm,kyn,z = 0)
]
, (3.170)





kxmẼscx (kxm,kyn,z = 0)+ kynẼ
sc
y (kxm,kyn,z = 0)
]
. (3.171)
where kxm, kyn and kz,mn were defined in equations (3.44) to (3.46).
Once all the components of each of the propagating (with real kz,mn) Floquet modes have
been calculated, the power transmission coefficient for each of the z-propagating Floquet
modes is given by the ratio between the Poynting vectors of the transmitted Floquet mode
and the impinging plane wave, which is given by
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∣∣E iy∣∣2 + ∣∣E iz∣∣2) . (3.172)
Analogously, the power reflection coefficient will be given by the ratio between the
Poynting vectors of the reflected wave (sum of the reflected wave in the absence of slots plus
the scattered electric field) and the impinging plane wave as given by, for the zero-th order
R00 =
∣∣∣Er + Ẽsc(kx0,ky0,z = 0+)∣∣∣2(
|E ix|
2 +
∣∣E iy∣∣2 + ∣∣E iz∣∣2) , (3.173)
where Er = Erx x̂+Ery ŷ+Erz ẑ, with these constants defined in equations (3.10) to (3.12). For











∣∣E iy∣∣2 + ∣∣E iz∣∣2) . (3.174)
Alternatively, one can obtain the total transmitted power from the calculation of the















)∗] ẑdxdy} . (3.175)
If one introduces the equation (3.27) into (3.175), and then substitutes the normal com-
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M(kx = kxm,ky = kyn) · b̃∗j(kxm,kyn)
]}
, (3.178)




































In conclusion, in the previous sections a semi-analytical approach for the analysis of
periodic arrays of slots has been presented. The method can be summarised to the construction
of a system of linear equations whose matrix elements can be computed in either the spectral
or spatial domain. In later sections these two approaches will be compared in terms of
computation time. As shown in later chapters, the spatial domain approach can be extended
in a straight-forward way to the analysis of finite arrays of holes, for which the spectral
domain calculation becomes impracticable. Once the system is solved, the electric field on
the surface of the array is determined, and the transmission and reflection coefficients can be
retrieved.
3.9 Numerical results
In this section, the implementation of the derivations presented in this Chapter will be used
to gain insight of the transmission properties of two-dimensional periodic arrays of slots,
mainly connected to the EOT phenomenology introduced in Section 2.1.3.
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Let us first validate the implementation of the Method of Moments in terms of the
convergence with the number of basis functions. In Fig. 3.3 the spatial domain MoM results
obtained for the transmission coefficient T00 of two different infinite periodic arrays of slots
are presented. The data obtained for T00 are plotted in decibels (T00|dB = 10log(T00)). The
Figure presents a study of the convergence of the MoM with respect to the number of basis








































Fig. 3.3 Convergence of the power transmission coefficient T00 for the transmitted funda-
mental wave in infinite periodic arrays of slots with the number of basis functions with
electric field along the x direction (Nbx) and y direction (Nby) at normal incidence. Due to
the symmetry the fifth basis function is not excited and therefore not included. Parameters:
a = b, ws/a = 0.05.
The results show that only the first two basis functions ((3.89) and (3.90)) are required to
achieve convergence with two significant figures in the approximation of the x component
of Esct (x,y,z = 0). In order to explain this, one has to consider that the planes y = mb+b/2
(m = . . . ,−1,0,1, . . .) of Fig. 3.3 are all magnetic walls under normal incidence conditions
for the type of excitation that has been assumed [22], and therefore, the resonances that can
be excited in the slots are those for which the length l is roughly an odd number times half a
wavelength (resonances for which l is roughly an even number times half a wavelength are
banned by symmetry). Since the results presented in Fig. 3.3 are restricted to slots for which
0.15λ0 ≤ ls ≤ 0.9λ0 (λ0 = 2π/k0 is the free space wavelength), only the first resonance (ls
roughly equal to half a wavelength) will be excited, and the functional shape of the magnetic
current in the slots along the y direction will not be very different from that existing for
the first resonance. This means that only the first two proposed basis functions (given by
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(3.89) and (3.90)) will be required for convergence. Additional basis functions would be
required if results were obtained for larger values of the ratio ls/λ0 (this is not the case for
the results presented here where ls/λ0 has always been chosen to be smaller than 1.2). The
results of Fig. 3.3 also show that the introduction of one more basis function, the third basis
function given by (3.91), for the y component of Esct (x,y,z = 0) has a negligible effect on
the convergence pattern. In fact, the numerical simulations have shown that the magnitude
of this y component is roughly three orders smaller than the magnitude of the x component.
Also, it can be shown that the symmetry mentioned before imposes a zero amplitude for the
fifth basis function (3.93).
It has been checked that 25 evaluations of the integrands in (3.157) (which corresponds
to using 5 MRW quadrature points both in the x and y integration variables) suffice to
provide Γi j to three significant figures, and that 100 evaluations of the integrand (10 Ma-
Rokhlin-Wandzura quadrature points both in the x and y variables) ensure an accuracy to five
significant figures. This gives an idea of the numerical efficiency of the spatial domain MoM
described in Section 3.4.
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Fig. 3.4 Power transmission coefficient T00 for the transmitted fundamental wave in infinite
periodic arrays of slots. The results obtained with the MoM codes (solid line and dotted line)
are compared with results provided by commercial software CST® (× and +). Parameters:
a = b, ws/a = 0.05.
In Fig. 3.4 our spatial domain MoM results are compared with results given by the
commercial software CST® [68]. Excellent agreement is obtained between the two sets of
results, which helps to validate the MoM code. When two basis functions per slot are used
(corresponding to the first and second given by (3.89) and (3.90)), CST® turns out to be
around 200 times slower than the spatial domain MoM code in the same computer. Due to
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the code being implemented in Matlab, larger CPU time ratios could be achieved if a more
efficient (not interpreted) coding language were used (such as Fortran or C). This large CPU
time ratio shows the benefit of implementing specific home-made software for the efficient
analysis of the particular structures studied in this thesis. In order to give a sense of the order
of magnitude of the CPU times required by the different codes, the spatial version of the
MoM shown here takes between 0.25 and 0.29 seconds per frequency when the number of
basis functions ranges from 1 to 5 in a computer with processor Intel Core i7- 4790 at 3.6
GHz, four cores and 32 GB of RAM memory. In the same computer, the spectral domain
code requires a CPU time ranging from 3.0 to 4.5 seconds when one considers 100 Floquet
modes to obtain an accuracy of two significant figures in the MoM matrix elements, and
CST requires about 60 seconds. For such simulation, the CST Microwave Studio frequency
domain solver was utilised, with adaptative meshing to ensure that the solution has converged.
In our CPU time comparisons, however, the time required for the solution to converge was
not included, and we only considered the last simulation for each frequency. Floquet ports
were used and placed at enough distance to ensure negligible near-field perturbations and
several higher-order Floquet modes were included in the definition of the ports such that the
solution was correct at frequencies just below of that of their cut-off.
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Fig. 3.5 Power transmission coefficient T00 for the transmitted fundamental wave for an
infinite periodic array of slots in a perfectly conducting infinitely thin screen. Results are
presented for different slot lengths. Parameters: a = b, ws/a = 0.05.
Fig. 3.5 shows the results obtained for the transmission coefficient T00 of four different
periodic arrays of slots. When the ratio between the length of the slot and the period,
ls/a, is larger than 0.5, there is a first transmission peak when the slot is resonant and
ls/λ0 ≈ 0.5, which is something to be expected. However, when ls/a < 0.5 there is always
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a first transmission peak for frequencies slightly below that of the first Wood’s anomaly
(a/λ0 = 1, associated with the onset of the lowest order diffraction modes), which is called
the extraordinary transmission peak as it happens at frequencies well-below the λ/2 natural
resonance of the slot [22]. In the case where ls/a = 0.4, there is an extraordinary transmission
peak at a/λ0 ≈ 0.96, i.e., for a frequency smaller than that of the resonant transmission peak
at a/λ0 ≈ 1.25. In the case where ls/a= 0.3, there is a first extraordinary transmission peak at
a/λ0 ≈ 0.995 very close to the first Wood’s anomaly, and a second extraordinary transmission
peak at a/λ0 ≈ 1.38, which is also close to the second Wood’s anomaly (occurring for
a/λ0 =
√
2). These two peaks are located at frequencies smaller than the frequency of the
resonant transmission peak at a/λ0 ≈ 1.67. A detailed explanation of all these phenomena in
terms of a convenient transmission line circuit model of the infinite periodic structure can be
found in [22]. What seems to be clear about this is that the resonant transmission peaks are
caused by resonances of the slots, and that the extraordinary transmission peaks are inherent
to the periodicity of the structure of Fig. 3.1.
Let us now consider obliquely incident plane waves. For a PEC screen with a 2-D
array of holes under normal incidence conditions (θinc = 0), it has been seen that the first
Wood’s anomaly is expected to appear at a frequency for which λ0 = max(a,b). This also
corresponds to the Wood’s anomaly experimentally detected in [69] for a parallel-plate
waveguide under TEM excitation since this problem is equivalent to the EOT problem of a
2-D periodic array of holes under normal incidence.
However, for the 2-D array of holes of Fig. 3.1 under oblique incidence, Wood’s anomalies
and the associated EOT peaks in principle tend to appear at frequencies above and below the
frequency for which λ0 = max(a,b). For example, let us consider the transmission curves
shown in Fig. 3.6(a) for a 2-D periodic array of rectangular slots illuminated by obliquely
incident plane waves propagating along different directions given by (φinc = 0,θinc). For these
particular incidence directions, one would expect Wood’s anomalies for the m =±1,n = 0
diffracted modes (see (3.52)) when a/λ0 = 1/1± sinθinc. Also, one would expect Wood’s
anomalies for the m = 0,n = ±1 modes when b/λ0 = 1/cosθinc. When a = b, which is
the particular case treated in Fig. 3.6(a), the Wood’s anomalies appear for a/λ0 < 1 and
a/λ0 > 1, i.e., above and below the frequency of the Wood anomaly for normal incidence
(a/λ0 = 1). Note that total transmission does not occur in the EOT peaks associated with
the Wood’s anomalies for which a/λ0 > 1, which is due to the fact that some diffracted
modes have already been launched at those frequencies and are capturing part of the energy
of the original incident wave. However, Wood’s anomalies and EOT peaks may not always
appear for oblique incidence at frequencies below the frequency for which λ0 = max(a,b).
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In particular, Fig. 3.6(b) shows the transmission curves of a 2-D periodic array of rectangular
slots illuminated by obliquely incident plane waves propagating along different directions
given by (φinc = π/2,θinc). For these particular incidence directions, one should expect
Wood’s anomalies for the m =±1,n = 0 diffracted modes when a/λ0 = 1/cosθinc, and for
















Fig. 3.6 Transmission spectra of a plane wave impinging on a 2-D array of rectangular slots
in a PEC screen. Two polarizations TMz (a) and TEz (b) are considered, and different angles
of incidence (θinc). In both cases, the direction of the incident electric field is contained in
the x− z plane so as to excite the fields in the slots. The dimensions of the unit cell were
chosen to be ls/a = 0.4, ws/a = 0.05 and a = b.
In the case shown in Fig. 3.6(b) where a = b, the Wood anomalies and EOT peaks for the
m =±1,n = 0 modes appear when a/λ0 > 1, but those for the m = 0,n =±1 modes do not
appear when a/λ0 < 1. The explanation for this latter behavior is hidden in Eqns. (3.50) and
(3.51). Under the conditions studied in Fig. 3.6(b), it turns out that kx0 = 0. This means that
when Eqn. (3.52) is fulfilled for the m = 0,n =±1 modes, there is a zero-pole cancellation
in all the elements of the matrix G̃M(kx = kx0,ky = ky,±1) except for the y− y element. Also,
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under the illumination conditions studied in Fig. 3.6(b), the functions b j(x,y) · ŷ are odd
functions of x since the planes x = ma+a/2 (m = . . . ,−1,0,1, . . .) of the 2-D periodic array
are all electric walls. As a consequence of this, it turns out that b̃ j(kx0 = 0,ky,±1) · ŷ = 0. So,
when G̃M(kx = kx0,ky = ky,±1) and b̃ j(kx0 = 0,ky,±1) are both substituted in (3.50), there is
an additional zero-pole cancellation that prevents Γi j from being infinite when m = 0,n =±1
and condition (3.52) is fulfilled. Note that total transmission does not occur in the EOT peaks
associated with the m =±1,n = 0 modes in Fig. 3.6(b) when θinc ̸= 0, which indicates that
the m = 0,n =±1 diffracted modes have been launched, even though the Wood’s anomaly
and EOT peaks for these modes have not appeared.
3.10 Extension to parallel-plate waveguides
Only recently has the EOT phenomena been studied for transmission through a 1-D periodic
array of circular holes embedded in a parallel plate waveguide (PPWG) by Reichel et al. [69].
In particular, these researchers measured and computed the transmission coefficient when
the array was excited both by the TEM mode and by the PPWG TE1 mode. They found that
the EOT peak appears at higher frequencies in the latter case than in the former case. In this
Section the MoM approach presented earlier will be extended to understand the origin of the










Fig. 3.7 Perspective view of a parallel plate waveguide. The two plates are connected through
a negligible thickness PEC strip perforated with an infinite 1-D periodic array of slots. A
zoomed view of the hole array with the definition of the geometry parameters is also shown
on the bottom-left of the figure.
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Let us consider the problem depicted in Fig. 3.7, where one pure TEz1 mode propagating
in an infinite PPWG impinges on a negligible thickness conducting strip filling the space
between the waveguide plates. The strip, located at z = 0, is perforated with a 1-D periodic
array of holes. Under these conditions, the complex electric field of the TEz1 mode incident








where k1,− = −(π/b)ŷ +
√
k20 − (π/b)2ẑ and k1,+ = +(π/b)ŷ +
√
k20 − (π/b)2ẑ (k0 =
ω
√
µ0ε0 = 2π/λ0, λ0 being the free space wavelength). Equation (3.182) indicates that
the TEz1 mode of the PPWG can be seen as the sum of two plane waves, the first propagating
with wavenumber vector k1,− along the direction given by the angular spherical coordinates
(φ−inc,θ
−
inc) = (3π/2,θ0), and the second propagating with wavenumber vector k1,+ along the
direction given by the angular spherical coordinates (φ+inc,θ
+






Imagine each of the two aforementioned plane waves separately propagates in free space
and is obliquely incident on a 2-D periodic array of rectangular slots perforated in a PEC
screen at z = 0 shown in Fig. 3.1, where the unit cell is exactly equal to that of the 1-D
periodic structure of Fig. 3.7. If one superposes these two waves in the way shown in (3.182),
the resulting wave will fulfill the electric wall (EW) boundary conditions imposed by the
PPWG of Fig. 3.7 at y = 0 and y = b. This means the problem of the transmission of the TEz1
mode through the 1-D array of holes can be viewed as the superposition of two problems
of transmission of plane waves propagating in free space which are obliquely incident on a
2-D periodic array of holes in a conducting screen, and the superposition principle can be
invoked.
The MoM formulation in Section 3.4 and the superposition principle have both been used
to compute the transmission through the 1-D array of rectangular slots of Fig. 3.7 under TEz1
mode excitation. The results are plotted in Fig. 3.8. For validation purposes, the MoM results
have been compared with results obtained by the commercial software HFSS, and excellent
agreement has been found. It should be pointed out that the in-house software is about 225
times faster than HFSS for the generation of Fig. 3, which justifies the efforts carried out to
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Fig. 3.8 Transmission spectra obtained when the TE1 mode of the PPWG of Fig. 3.7 impinges
on the 1-D array of rectangular slots. The results (MoM) are compared with HFSS results, a
commercial FEM simulator. The dimensions of the unit cell were chosen to be ws/a = 0.05
and a = b.
develop in-house software in addition to the physical insight provided for the understanding
of the Wood’s anomaly phenomena.
Taking into account the Wood’s anomalies found in Fig. 3.6(b) for the diffracted modes
m =±1,n = 0, these two values of m and n have been inserted in (3.52) plus the incidence
angle values (φinc = π/2|3π/2,θinc = θ0) (where θ0 is defined in (3.183)) for the TEz1 mode
in the PPWG, and it has been found that a Wood’s anomaly and the associated EOT peak
is to be expected when a/λ0 = b/λ0 =
√
5/2 > 1 (a = b has been assumed in Fig. 3.8).
This exactly coincides with the results obtained in Fig. 3.8, and it can be verified that this
frequency estimation for the Wood’s anomaly roughly matches those experimentally obtained
by Reichel et al. [69] under TEz1 mode excitation.
There is another way to explain the appearance of the Wood’s anomaly for a/λ0 =
b/λ0 =
√
5/2 > 1, which is based on the fact that the planes x = ma and x = ma+ a/2
(m = . . . ,−1,0,1, . . .) act as EWs and the plane y = b/2 acts as a magnetic wall (MW) in
Fig. 3.7 under TEz1 mode excitation. This means the periodic unit cell acts as an equivalent
rectangular waveguide excited by a TE01 mode. The symmetry conditions imposed by the
EWs and the MWs mean that the first higher order TM mode that can be excited in this
equivalent waveguide is a TM21 mode. Since TM modes in rectangular waveguides are
precisely those which give rise to Wood’s anomalies and EOT peaks [22, 71], it is clear
that the first Wood’s anomaly of the PPWG under TEz1 mode excitation will show up at the
cutoff frequency of the TM21 mode, which occurs for a/λ0 = b/λ0 =
√
5/2 when a = b.
This is in agreement with previous studies of EOT in hollow metal waveguides [71]. When
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a/λ0 = b/λ0 >
√
5/2, a combination of TE1 and TM1 modes will be excited in the PPWG
propagating at oblique angles from the z direction since TM21 modes cannot propagate in a
PPWG.
3.11 Conclusion
In this Chapter, the Method of Moments has been introduced for the analysis of two di-
mensional periodic slot arrays. It has been first presented in its traditional formulation
in the spectral domain, but due to the slow convergence of the series involved additional
derivations have been presented to obtain an equivalent spatial-domain formulation. These
two methods have been applied to the study of the extraordinary transmission of plane waves
through small-slot arrays, showing a very good agreement with the results from commercial
simulators. Thanks to the intuitive formulation in the spectral domain, the main features
of the extraordinary transmission phenomena have been explained to arise from singular-
ities due to the onset of grating lobes. However, it has also been shown that when some
symmetries are present, not all onsets of grating lobes produce singularities, leading to very
different behaviour between TE and TM polarised illumination. Using the same reasoning
and making use of the same derivations as for the two dimensional arrays, the analysis
method presented here has been extended to enable the analysis of transmission through
slotted screens embedded in parallel-plate waveguides, for which both mathematical and
physically intuitive explanations have been provided for the frequency shift between the





Analysis of the microwave transmission
through a finite number of periodic rows
of slots
4.1 Introduction
In this chapter, the phenomenon of Extraordinary Transmission (commonly referred to
as EOT due to its first discovery at optical frequencies) through periodic arrays of tilted
rectangular slots in perfectly conducting zero-thickness screens, which are infinite in one
direction and finite in the orthogonal direction, is explored by extending the Method of
Moments (MoM) presented in Chapter 3.
The analysis of the scattering by finite-by-infinite arrays of metallic patches or dipoles
has been the subject of attention in the literature (see, for instance, [72–74]), as well as
the scattering by finite-by-infinite periodic arrays of slots in a conducting surface [75, 76].
However, while the aforementioned papers focused on the scattering and radiation properties
of the arrays and on their frequency selective properties, this chapter is focused on the
occurrence of the EOT phenomenon. To achieve this, the spatial domain version of MoM
is used for the determination of the tangential electric field in the slots. The use of basis
functions, which account for the singularities of the electric field at the edges of the slots [65],
and the use of Ewald’s method for the determination of the 1-D periodic Green’s function [64],
provide an implementation of MoM that clearly outperforms that presented in previous work
[72–76]. The code implemented has been used to study the phenomenon of EOT in single
infinite chains of narrow rectangular apertures in different orientations, and to check how the
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EOT results obtained for a finite number of parallel chains converge (1-D periodic problem)
to those obtained for an infinite number of chains (2-D periodic problem) as the number
of parallel chains becomes larger. Although some aspects of the polarisation dependence
of the EOT phenomenon through 2-D periodic arrays have already been explored in the
literature [41], here the aim is to provide both mathematical and physical explanations
that will shed light on the EOT through finite-by-infinite array of slots and the number of
elements required to observe EOT phenomena. In addition, a study of the far-field energy
distribution of the scattered field, in which one finds that diffracted orders can be excited
without a corresponding Wood’s anomaly at their onset is presented, an issue that has not
been addressed before in the literature.















Fig. 4.1 Perspective view of a one-dimensional periodic array of rectangular holes illuminated
by a plane wave defined by the wavevector ki . A finite number Ns of slots is assumed to be
located in the y direction with a spacing b, while the number of holes in the x direction is
infinite with a spacing a. The slots are rotated an angle α , which also defines a new set of
coordinates (ζ ,ξ ), aligned with the axes of the slots.
Let us consider the geometry depicted in Fig. 4.1, in which an infinite perfectly conducting
plane of negligible thickness is perforated with a periodic array of slots, which is infinite
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in the x direction and finite in the y direction. The periodic unit cell is a rectangle of
dimensions a×b, and Ns unit cells are considered in the y direction. The slots are centered
in each unit cell, their width and length are ws (ws ≪ a) and ls respectively, and they
are tilted at an angle α with respect to the y axis as shown in Fig. 4.1. Note that the
use of rectangular slots rather than circular holes reduces the number of basis functions
required, but the particular geometry chosen does not have a drastic effect on the physical
mechanisms responsible for the appearance of EOT through the perforated screen. Let the
surface occupied by the periodic unit cells be Si j = {ia ≤ x ≤ (i+1)a; jb ≤ y ≤ ( j+1)b},
with (i = . . . ,−1,0,1, . . . ; j = 0, . . . ,Ns − 1), let ηi j be the surface of the slot located on
Si j, and let (xc j,yc j,zc j = 0) be the cartesian coordinates of the geometrical center of η0 j
( j = 0, . . . ,Ns −1).
The mathematical derivations contained in this chapter are an extension to those presented
in the previous chapter, and therefore some steps will be simply summarised. The main
novelties here are the presence of more than one slot per unit cell, the use of one-dimensional
periodic Green’s function, which requires a new application of Ewald’s procedure and the
need to compute the radiated field by a one-dimensional periodic array of holes using the
steepest-descent path method.
In the following, a harmonic time dependence of the physical quantities of the type ejωt
will be assumed and suppressed throughout. Let us assume that a plane wave propagating in
the half-space z < 0 of Fig. 4.1 in a direction given by the spherical coordinates (φinc,θinc)
obliquely impinges on the perforated screen. The electric field of this plane wave can be
written as Ei(r) = E0e−j(ki·r) where E0 ·ki = 0, and where
E0 = Ex0x̂+Ey0ŷ+Ez0ẑ (4.1)
ki = k0(sin(θinc)cos(φinc)x̂+ sin(θinc)sin(φinc)ŷ
+ cos(θinc)ẑ) =−(kx0x̂+ ky0ŷ+ kz0ẑ), (4.2)
In equation (4.2) k0 = ω
√
µ0ε0 represents the free space wavenumber and λ0 = 2π/k0 is the
free space wavelength.
Let Jas(x,y) be the electric current density excited by the plane wave impinging on
the conducting screen in the absence of the slots, let Esct (x,y,z = 0) = Escx (x,y,z = 0)x̂+
Escy (x,y,z = 0)ŷ be the tangential scattered electric field induced on the screen in the presence
of the slots (Esct (x,y,z = 0) = 0 on the conducting portion of the perforated screen), and let
Msc(x,y) = ẑ×Esct (x,y,z = 0) be the magnetic current density on the slots as described in
[77]. In accordance with Chapter 3, the functions Esct (x,y,z = 0) on the Ns slots η0 j will be
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·Esct (x′,y′,z = 0) dx′dy′ = 0 (x,y) ∈ η0 j (4.3)
( j = 0, . . . ,Ns −1),










In equation (4.4), Z0 =
√
µ0/ε0 is the free space wave impedance.
Since Esct (x,y,z = 0) is a Floquet-periodic function of x of period a such that
Esct (x+ma,y,z = 0) = E
sc
t (x,y,z = 0) e
jmkx0a (4.5)
(m = . . . ,−1,0,1, . . .),
once a solution is found for the electric field Esct (x,y,z= 0) in the slots η0 j ( j = 0, . . . ,Ns−1),
the electric field in the rest of the slots will be determined. If one introduces (4.5) into (4.3)







Gper1D(x− x′,y− y′)Esct (x′,y′,z = 0) dx′dy′ = 0 (4.6)
(x,y) ∈ η0 j ( j = 0, . . . ,Ns −1),
where Gper1D(x,y) is the 1-D periodic dyadic Green’s function given by (see equation (3.35)






In order to determine the value of Esct (x,y,z = 0) in the slots η0 j ( j = 0, . . . ,Ns −1), the
MoM will be applied to each of the Ns integral equations of (4.6). For that purpose, the
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tangential electric field in the j-th slot will be approximately expressed in terms of known
basis functions e jl(x,y) = e jl,x(x,y)x̂+ e jl,y(x,y)ŷ (l = 1, . . . ,Nb) as shown below




c jle jl(x,y) (x,y) ∈ η0 j (4.8)
( j = 0, . . . ,Ns −1).
When (4.8) is introduced into (4.6), and Galerkin’s version of MoM [47] is applied, a









i jc jl = qik (4.9)










Gper1D(x− x′,y− y′) · e jl(x′,y′) dx′dy′
]
dxdy (4.10)








(i = 0, . . . ,Ns −1; k = 1, . . . ,Nb).
Since Esct (x,y,z = 0) is a Floquet-periodic function of x of period a (see (4.5)), the
basis functions e jl(x,y) of (4.8) will also be Floquet-periodic function of x of period a, and
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where kxm = 2πma + kx0, and where ẽ jl(kxm,ky) is a 2D Fourier transform of e jl(x,y), discrete











By applying both Parseval’s and convolution theorems to (4.10), the quantities Ωkli j can













G̃M(kx = kxm,ky) · ẽ jl(kxm,ky)
]
dky, (4.14)
where G̃M(kx,ky) is the 2D continuous Fourier transform of GM(x,y) as defined in equa-
tion (3.51), and where ẽ jl(kxm,ky) is defined in (4.13). Also, when (4.4) and (4.13) are
simultaneously used in (4.11), it can be easily shown that
qik =−a
(
ẽ∗ik(kxm = kx0,ky = ky0) ·Jas(x,y)e−j(kx0x+ky0y)
)
. (4.15)
The authors of [72] and [73] used the spectral domain expression (4.14) for the determina-
tion of the MoM matrix coefficients Ωkli j involved in the analysis of finite frequency selective
surfaces consisting of rectangular patches. However, this requires a large computation time
since the integrand decays slowly for m large and ky large. As a consequence, a large number
of terms has to be retained in the series in m, each term being a truncated infinite integral
that has to be computed numerically. In here, the expression (4.10) is used instead for the
numerical determination of Ωkli j . This expression also poses numerical problems, but it will
be explained below how these problems can be adequately overcome.
Let us now rotate the coordinate axes x and y around the z axis to obtain two new
coordinate axes ζ and ξ that are parallel to the sides of the rectangular slots as shown in
Fig. 4.1. The relation between the coordinates of a point in the two sets of coordinate axes is
then given by
ζ = xcosα + ysinα (4.16)
ξ =−xsinα + ycosα, (4.17)
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and the coordinates of the center of the slot η0 j ( j = 0, . . . ,Ns−1) in the new set of coordinate
axes ζ and ξ will be
ζc j = xc j cosα + yc j sinα (4.18)
ξc j =−xc j sinα + yc j cosα. (4.19)
Let us now define the l-th basis function for the magnetic current density on the surface
of the jth slot, η0 j, as m jl(x,y) = −e jl,y(x,y)x̂+ e jl,x(x,y)ŷ. This set of basis functions
corresponds to those shown in Chapter 2, but have been rotated adequately such that they are,
in the rotated coordinate system, given by












( j = 0, . . . ,Ns −1; l = 1, . . . ,Nb −2),



























( j = 0, . . . ,Ns −1),
and



























( j = 0, . . . ,Ns −1),
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where T1(·) and Ul−1(·) (including U1(·)) are Chebyshev polynomials of first and second
kind respectively, and where ζ̂ and ξ̂ are unit vectors in the direction of the coordinate axes
ζ and ξ . The basis functions of (4.20) to (4.22) correctly account for the physical edge
singularities of the magnetic current density at the slot edges [52]. Also, they are part of the
complete orthonormal set of eigenfunctions for an integral equation with logarithmic kernel,
and the kernel of the integral equation of (4.6) is dominated by logarithmic singularities in
the neighborhood of the slot edges [65]. As a result of these properties, these basis functions
ensure a fast convergence of MoM with respect to the number of basis functions when used
both in the approximation of the electric current density on planar dipoles as shown in [78]
and in the approximation of the magnetic current density on rectangular slots as shown in
Chapter 3. For the particular problem treated in this chapter, numerical simulations have
shown that only four basis functions per slot (Nb = 4 in (4.8)) suffice to provide very accurate
results in the MoM solution of (3.34).
For the entire domain basis functions (4.20) to (4.22) defined in the slots of Fig. 4.1 as a













i j (ζ ,ξ )− f
kl,dd
i j (ζ ,ξ )
]
·
G1D,persca (x = ζ cosα −ξ sinα,y = ζ sinα +ξ cosα) dζ dξ , (4.23)
where (see Eqns. (3.87) and (3.88)) of Section 3.4)







m∗ik(ζ +u,ξ + v) ·m jl(ζ ,ξ ) dζ dξ (4.24)








∇ζ ξ ·mik(ζ +u,ξ + v)
]∗ [
∇ζ ξ ·m jl(u,v)
]
dudv (4.25)
and where ∇ζ ξ = ∂/∂ζ ζ̂ + ∂/∂ξ ξ̂ . The function G
1D,per
sca (x,y) appearing in (4.23) is the












The integrals (4.24) and (4.25) are cross-correlations between the basis functions m jl(x,y)
and their divergences. For the particular basis functions of (4.20) and (4.21), these cross-
correlations can be obtained in closed form in terms of complete elliptic integrals of the first
and second kind as shown in Chapter 3.
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The infinite series obtained for G1D,persca (x,y) by simply adding in the spatial domain the
contributions from the infinite number of unit cells along the x direction in (4.26) is a slowly
convergent series. In order to accelerate its computation, it is advantageous to apply Ewald’s













































where erfc(z) is the complementary error function of complex argument defined in equa-
tion (7.1.2) of [79], Eq+1 is the (q+1)-th exponential integral defined in equation (5.1.4) of
[79], and E is the splitting parameter whose optimal value, Eopt, that has been chosen in accor-
dance with Eqns. (41) and (42) of [64]. The two series in m of (4.27) present Gaussian conver-
gence, and seven terms are only needed to compute these two series with machine precision
accuracy. The series in q of (4.27) is also a quickly converging series, and numerical simula-
tions have shown that only seven terms are required to compute this latter series with suitable
accuracy for practical values of k0a. When m= 0 in the second series of (4.27), the evaluation
of the series in q requires one to compute Eq+1((k2x0 − k20)/4E2) where (k2x0 − k20)/4E2 < 0.
Since the function Eq+1(z) has a logarithmic branch cut in the negative real axis of the com-
plex plane (see equation (5.1.12) of [79]), it is necessary to know which side of the branch
should be chosen for the computation of Eq+1((k2x0 − k20)/4E2). By taking the free space sur-
rounding the conducting screen of Fig. 3.7 as the physical limit of a lossy media when losses
go to zero, it is possible to show that Eq+1((k2x0 − k20)/4E2) = Eq+1((k2x0 − k20)/4E2 + j0+)
meaning that the argument can be shown to approach the real axis from the top half complex
plane as explained in [80]. The quantity Eq+1((k2x0 − k20)/4E2 + j0+) can be obtained in
terms of E1((k2x0 − k20)/4E2 + j0+) by means of the recurrence relation (5.1.14) of [79],
and E1((k2x0 − k20)/4E2 + j0+) can be obtained in terms of the exponential integral Ei (see
equation (5.1.2) of [79] for the definition of the function Ei and its properties) of positive
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The rationale described for the computation of Eq+1((k2x0 − k20)/4E2) also applies to the
computation of Eq+1((k2xm − k20)/4E2) when kxm turns out to be smaller than k0 owing to the
fact that the m-th Floquet mode of the electric field transmitted through the perforated screen
of Fig. 3.7 is a grating lobe (see Section 3.8).
When E|y|> 1, the second series in (4.27) may lead to numerical inaccuracies owing to
the growing exponential factor (E|y|)2q in the series in q. In such cases (i.e., when E|y|> 1),
it is more convenient to compute G1D,persca (x,y) by means of the spectral counterpart of (4.26),












where K0(·) is the modified Bessel function of second kind and zeroth order (see Section 9.6 of
[79]). When kxm < k0 (which always holds for m= 0, and for the the m-th Floquet mode when
it becomes a grating lobe), it turns out that K0(
√





where H(2)0 (·) is the Hankel function of second kind and zeroth order. The series of (4.29)
presents exponential convergence, and numerical simulations have shown that fifteen terms
have to be retained at most to compute G1D,persca (x,y) with a large accuracy when E|y| > 1
over the frequency range of study.
Once one has obtained expressions for f kli j (ζ ,ξ ) and f
kl,dd
i j (ζ ,ξ ) in terms of elliptic
integrals, and expressions (4.27) and (4.29) for the computation of G1D,persca (x,y), the integrals
of (4.23) have to be numerically computed. Owing to the fact that the functions f kli j (ζ ,ξ ) and
f kl,ddi j (ζ ,ξ ) present logarithmic singularities at ζ = ζci − ζc j and ξ = ξci − ξc j, which are
caused by the logarithmic singularities of the elliptic integrals, these numerical integrals can
be carried out by means of Ma-Rokhlin-Wandzura quadrature rules [67]. These quadrature
rules are especially tailored to handle logarithmic singularities. Also, in the cases where i = j
(i.e., when the two basis functions involved in the computation of Ωkli j belong to the same
slot), all the three functions f klii (ζ ,ξ ), f
kl,dd
ii (ζ ,ξ ) and G
1D,per
sca (x = ζ cosα − ξ sinα,y =
ζ sinα +ξ cosα) become singular at the point of coordinates (ζ = 0,ξ = 0), which turns
out to belong to the integration domain of (4.23). For these particular cases, the singularity
at (ζ = 0,ξ = 0) has to be extracted and integrated in quasi-closed form by means of the
procedure described in Section 3.7. As shown there, this computation requires knowledge of
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the behavior of G1D,persca when ζ 2 +ξ 2 → 0, which is given by
G1D,persca (x=ζ cosα −ξ sinα,
























































Concerning the computation of the singular part of Ωklii , the constant C
1D
G plays in this
chapter the same role as the constant CG does in Chapter 2.
4.3 Calculation of the far-field distribution
If one solves the wave equation in the half-space z > 0 of Fig. 4.1, it can be shown that the
electric field scattered by the perforated conducting screen in that half-space can be written
as











k20 − k2xm − k2y when k2xm + k2y < k20 and kzm = −j
√
k2xm + k2y − k20 when k2xm +
k2y > k
2
0, and where Ẽ
sc(kxm,ky,z = +0) is the 2-D Fourier transform, discrete in x and
continuous in y, of Esc(x,y,z = +0). The electric field radiated by the dominant m = 0
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where the notation y,z ≫ represents large values of y and z relative to the wavelength of
operation.
If spherical coordinates are introduced into (4.33), the electric field radiated by the

















Now, if one carries out an asymptotic evaluation of the integral of (4.34) by means of





j(kx0 sinθ cosφ−βps(θ ,φ))r cosθ√




1− sin2 θinc cos2 φinc
1− sin2 θ cos2 φ
)1/4




1− sin2 θinc cos2 φinc
√
1− sin2 θ cos2 φ (4.36)
and
kpsy (θ ,φ)=k0 sinθ sinφ
√
(1− sin2 θinc cos2 φinc)
1− sin2 θ cos2 φ
, (4.37)
which constitutes a cylindrical wave for the case of normal incidence, and a conical wave
for an arbitrary direction of incidence. Please note that this asymptotic solution is only valid
for points contained within the cone of radiation, which for points in Cartesian coordinates





which can also be expressed in spherical coordinates such as the points (r,θ ,φ ) for which
cosα =
cosφ sinθ√
cos2 θ +(sinφ sinθ)2
(4.39)
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It is possible, by using a Dirac function, to write (4.35) as a function that is non-zero only
within the cone of radiation, although the resulting expressions are too convoluted to help the
visualisation of the phenomenon. This problem can be handled using a more suitable set of
coordinates for the conical radiation asymptotics as shown in Chapter 7.
In equation (4.35) one can find the vector function of ky, Ẽsc(kx0,ky,z=+0)= Ẽscx (kx0,ky,z=
0)x̂+ Ẽscy (kx0,ky,z = 0)ŷ+ Ẽscz (kx0,ky,z =+0)ẑ = Ẽsct (kx0,ky,z = 0)+ Ẽscz (kx0,ky,z =+0)ẑ.
In order to determine that vector function of ky, one has to take into account that when
equation (4.32) is used in the equation ∇ ·Esc(x,y,z > 0) = 0, it can be shown that




kx0Ẽscx (kx0,ky,z = 0)+kyẼ
sc
y (kx0,ky,z = 0)
)
, (4.41)
which makes it possible to express Ẽscz (kx0,ky,z = +0) in terms of the components of
Ẽsct (kx0,ky,z = 0). In order to obtain Ẽsct (kx0,ky,z = 0), equation (4.8) can be used to write







c jl ẽ jl(kx0,ky), (4.42)
which means that once the unknown coefficients c jl have been calculated by means of MoM,
one can determine the value of Ẽsc(kx0,ky,z = +0), and therefore the value of Esc,0(r ≫
,θ ,φ)
∣∣
z>0 as well by virtue of equation (4.35).
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4.4 Radar Cross Section and Transmission coefficient
For the wave impinging on the perforated conducting screen of Fig. 3.7, one can define the




2πr|Esc,0(r,θ = θinc,φ = φinc)|2
|E0|2
=
k0 cos2 θinc|Ẽsc(kx0,ky = ky0,z =+0)|2√
1− sin2 θinc cos2 φinc|E0|2
(4.43)
where one can derive the second expression by making use of equation (4.35).
Additionally, one can obtain an expression for the total power transmitted through the




















cilΩkli j ∗ c∗jk
}
(4.44)
















In Figs. 4.2 and 4.3 the phenomenon of EOT through sets of parallel infinite periodic chains
of slots under normal incidence conditions is explored together with its dependence on the
orientation of the slots with respect to the periodicity direction. In particular, Fig. 4.2 shows
the transmission spectra (in terms of the on-axis radar cross section) of single infinite chains
of slots for slots parallel to the periodicity direction (a), slots tilted at α = 45◦ with respect
to the periodicity direction (b), and slots perpendicular to the periodicity direction (c). In
addition, it includes the radar cross section along the z axis obtained using the commercially
available software CST [68] for the case of ls = 0.4a, showing excellent agreement with the
































Fig. 4.2 Radar cross section of single infinite periodic chains of slots (Ns = 1 in Fig. 3.7) for
different values of the slots length under normal incidence conditions. Results are presented
for slots parallel to the periodicity direction, α = 90◦ (a), for slots tilted an angle α = 45◦
with respect to the periodicity direction (b), and for slots perpendicular to the periodicity
direction, α = 0◦ (c). Parameters: ws/a = 0.05, θinc = 0◦. The crosses represent the values
obtained from the commercial software CST for ls/a = 0.4.
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slot sizes, but the results are not shown here. It has been found that the commercial software
requires over 200 times more computation time per frequency solved than our in-house
implementation, even when excluding the time required for the adaptive-mesh convergence.
Note that a Wood’s anomaly, consistent with a zero in transmission at a/λ0 = 1 is only found
in Figs. 4.2(b) and (c), although it is very narrow for the former case. This zero avoids a
constructive interference between the infinite unit cells, that would produce singular scattered
fields on every point of the plane and that is avoided by the electric field excited on the slots
being zero at this precise frequency. This constructive interference is associated with the
onset of “grating lobes”, ie. the onset of propagating diffracted orders, as at this frequency
these propagate in the plane of the array, with a wavelength equal to the periodicity. This
Wood’s anomaly is preceded by an associated EOT peak (maximum of transmission) for
ls/a = 0.4 as expected from the results obtained in Chapter 3 and from [22]. However, the
Wood’s anomaly and the EOT peak are not present in Fig. 4.2(a).
In order to explain this behaviour from a physical point of view, one has to think that the
Wood’s anomaly at a/λ0 = 1 is connected with the onset of diffraction m = ±1 scattered
by the periodic structure of Fig. 3.7 as shown in Chapter 3. In the case of Fig. 4.2(a), the
planes x = qa (q = . . . ,−1,0,+1, . . .) act as magnetic walls, and for the particular direction
of the excitation electric field in Fig. 4.2(a), the two grating lobes m =±1 launched when
a/λ0 ≥ 1 merge to form a TE2 mode that propagates along an equivalent parallel-plate
waveguide limited by two magnetic walls at x = 0 and x = a. However, TE modes in the
equivalent parallel-plate waveguide do not lead to Wood’s anomalies and EOT peaks, which is
explained in detail in [22] by means of an equivalent circuit containing frequency-dependent
capacitances and inductances.
From a mathematical point of view, the Wood’s anomaly is connected with the appearance
of a pole in the x− x component of the spectral dyadic Green’s function G̃M(kx = kxm,ky)
at kx = kx,±1 and ky = 0 when a/λ0 = 1. This pole makes Ωkli j infinite according to (4.14),
and in this case, the unknown coefficients c jl of the system of equations (4.9) become zero,
which leads to Esct (x,y,z = 0) = 0 according to (4.8), and then, to zero transmission through
the perforated screen. However, in the particular case treated in Fig. 4.2(a), the existence
of an electric wall at y = b/2 implies that e jl(x,y) · x̂ must be an odd function of y− b/2,
and therefore, ẽ jl(kxm = kx,±1,ky = 0) · x̂ = 0. This causes a pole-zero cancellation in (4.14)
when kx = kx,±1 and ky = 0 and a/λ0 = 1, which prevents Ωkli j from being infinite and makes
possible transmission in Fig. 4.2(a) at the Wood’s anomaly wavelength as shown in Chapter
3. Note that the Wood’s anomaly occurs in Fig. 4.2(c) when a/λ0 = 1, when the axis of
the slot is orthogonal to the direction of the periodicity in spite of apparent similarity to the
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case Fig. 4.2(a). This is because in this case the planes x = qa (q = . . . ,−1,0,+1, . . .) act as
electric walls, and for the particular direction of the excitation electric field in Fig. 4.2(c),
the two diffracted orders m =±1 launched when a/λ0 ≥ 1 merge to form a TM2 mode that
should propagate along a parallel-plate waveguide limited by two electric walls at x = 0 and
x = a. Further, TM modes in the equivalent waveguide do generate Wood’s anomalies and
EOT peaks as explained in detail in [22], which explains the presence of the Wood’s anomaly
when a/λ0 = 1 in Fig. 4.2(c). Also, in this case there is a magnetic wall at y = b/2, which
does not necessarily imply that ẽ jl(kxm = kx,±1,ky = 0) · x̂ is zero. As a consequence of this,
the pole-zero cancellation does not occur in (4.14), the coefficients Ωkli j go to infinity and
there is a transmission zero when a/λ0 = 1. Finally, in the case of Fig. 4.2(b), there are no
symmetry conditions at the onset of grating lobes (no electric or magnetic walls at the planes
x = qa and y = b/2) that prevent the excitation of TM modes in the equivalent waveguide or
pole-zero cancellations in (4.14), and the Wood’s anomaly at a/λ0 = 1 is present. Note that
the values of the normalized effective width grow from Figs. 4.2(a) to (c) as the size of the
array in the y direction also grows.
In Fig. 4.3 the study carried out in Fig. 4.2 is extended to the case where there are Ns
parallel infinite chains of slots in a periodic configuration as shown in Fig. 3.7. The period in
the y direction where the periodic array is finite, b = 1.1a, is chosen to be different from the
period in the x direction where the array is infinite, a, so that the different phenomena related
to the periodicity in each direction can be clearly distinguished. By comparison with Fig. 4.2,
Fig. 4.3 is restricted to the case where ls/a = 0.4 since this is the case for which EOT peaks
are expected to appear according to Fig. 4.2. Note that in Fig. 4.3(a) a Wood’s anomaly
become noticeable for roughly Ns ≥ 20 for b/λ0 = 1 (which corresponds to a/λ0 = 0.91 in
the Figure), and the associated EOT peak also becomes observable. This Wood’s anomaly
would correspond to the onset of the diffracted orders m = 0, n =±1 if the periodic array of
slots were infinite in the x and y directions (as in the case treated in Chapter 3). In accordance
with the explanation given in the previous paragraph for the results of Fig. 4.2(c), this Wood’s
anomaly is allowed by the structure of Fig. 4.3(a) because the slots are perpendicular to the
y direction, and as the number of slots in the y direction grows and the periodicity in this
direction becomes more defined, the phenomena associated with this periodicity (Wood’s
anomaly and EOT peak) become observable in Fig. 4.3(a).
The Wood’s anomaly for a/λ0 = 1 is not present in Fig. 4.3(a) because of the same
symmetry arguments introduced in the comments to Fig. 4.2(a) (note there are still magnetic
walls at x = qa (q = . . . ,−1,0,+1, . . .) and the diffracted orders m = ±1 launched when
a/λ0 ≥ 1 tend to propagate TE modes along the equivalent parallel-plate waveguides limited
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Fig. 4.3 Transmission coefficient through Ns parallel infinite periodic chains of slots for
different values of Ns under normal incidence conditions. Results are presented for slots
parallel to the periodicity direction -α = 90◦- (a), for slots tilted an angle α = 45◦ with
respect to the periodicity direction (b), and for slots perpendicular to the periodicity direction


























































































Fig. 4.4 Normalized radiation patterns in the y− z plane for z > 0 (φ =±90◦) of the periodic
arrays of slots analyzed in Fig. 4.3 when α = 90◦ and a/λ0 = 0.887 (a), α = 45◦ and
a/λ0 = 0.897 (b1), α = 45◦ and a/λ0 = 0.995 (b2), and α = 0◦ and a/λ0 = 0.960 (c). The
direction of the grating lobes is indicated in red. Parameters: ls/a = 0.4, ws/a = 0.05,
b = 1.1a, θinc = 0◦.
by these magnetic walls). In Fig. 4.3(c) the Wood’s anomaly for a/λ0 = 1 and the associated
EOT peak appear for all values of Ns since the symmetry arguments used to explain the
Wood’s anomaly of Fig. 4.2(c) still hold for Fig. 4.3(c). However, the Wood’s anomaly
for b/λ0 = 1 is absent because the slots in the structure of Fig. 4.3(c) are parallel to the
y direction, and as this structure becomes periodic in this direction, the diffracted orders
associated with this periodicity direction will not be excited when b/λ0 = 1 for the same
symmetry reasons the diffracted orders associated to the periodicity in the x direction were not
excited in Fig. 4.2(a) when a/λ0 = 1. Concerning Fig. 4.3(b), since the structure analysed in
this latter Figure is not symmetric, the two Wood’s anomalies for b/λ0 = 1 and for a/λ0 = 1
and the associated EOT peaks are present in the results plotted. However, whilst the Wood’s
anomaly for a/λ0 = 1 is present for all values of Ns, the Wood’s anomaly for b/λ0 = 1
becomes discernible for Ns ≥ 20. This is due to the fact that whereas the Wood’s anomaly for
a/λ0 = 1 is related to the periodicity in the x direction, which exists for all values of Ns, the
Wood’s anomaly for b/λ0 = 1 is related to the periodicity in the y direction, which requires
a large value of Ns to start being apparent. Note that when Ns ≥ 20, an additional Wood’s
anomaly becomes observable in Figs. 4.3(a) to (c) when a/λ0 = 1.35, which corresponds
to the case where the relation (1/a)2 +(1/b)2 = (1/λ0)2 is fulfilled. This latter Wood’s
anomaly would exactly correspond to the onset of the grating lobes m =±1, n =±1 if the
periodic array of slots were infinite in the x and y directions, and therefore, it is something to
be expected as the array of slots increases its size in the y direction.
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In Fig. 4.4, the normalised power radiation patterns emitted by the truncated array of slots
of Fig. 3.7 in the y−z plane are plotted at the EOT peaks of Figs. 4.3(a) to (c). Since there are
two EOT peaks in Fig. 4.3(b) (one for a/λ0 = 0.897 and one for a/λ0 = 0.995), two different
radiation patterns are plotted in this case, one for each EOT peak. Note that as Ns increases,
the radiation of the dominant m = 0 Floquet mode along the incidence direction (θ = 0)
becomes more and more directive. Of course, this would be the only radiation direction if the
array were infinite in the y direction. In the cases of Figs. 4.4(b2) and (c), one can observe
the excitation of two lobes that would correspond to the m = 0, n = ±1 diffracted orders
if the periodic array of slots were infinite in the x and y directions. In this latter case, the
directions of radiation of these two grating lobes with respect to the positive z axis would be



















Fig. 4.5 Transmission coefficient through Ns parallel infinite periodic chains of slots for
different values of Ns under oblique incidence conditions. Results are presented for slots
parallel to the periodicity direction (α = 90◦). Parameters: ls/a = 0.4, ws/a = 0.05, b = a,
θinc = 45◦, φinc = 90◦.
The angles provided by equation (4.47) are marked in red in Figs. 4.4(b2) and (c)
(θ ngl = 66.06
◦ in the case of Fig. 4.4(b2) and θ ngl = 71.26
◦ in the case of Fig. 4.4(c)), and it
can be checked these two angles coincide with the radiation maxima related to the grating
lobes when Ns ≥ 20, which provides an indirect validation for the computed radiation
patterns.
In Fig. 4.5 the values of the transmission coefficient are represented for the case where
the slots are parallel to the periodicity direction (i.e., the case studied in Fig. 4.2(a)) under
oblique incidence conditions (θinc = 45◦ and φinc = 90◦). The periods are chosen to be
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equal in the x and y directions (i.e., a = b), and results are plotted for different values of Ns.
Note that there are no Wood’s anomalies (and therefore, no EOT peaks) in the case where
Ns = 1, which can be attributed to the same reasons used to explain the absence of Wood’s
anomalies in Fig. 4.2(a) (i.e. the planes x = qa are magnetic walls, and the m±1 grating
lobes launched when a/λ0 ≥ 1 merge into a TE2 mode along the equivalent parallel-plate
waveguide that cannot cause Wood’s anomalies). As Ns increases and the periodicity in the
y direction becomes apparent, four Wood’s anomalies and the associated EOT peaks are
revealed. If the periodic structure were infinite in the x and y directions, these four Wood’s
anomalies would correspond to the onset of the diffracted orders m = 0, n =−1 when a/λ0 =√
2/(
√




2 ≈ 1.035, m = 0, n = −2




2+1)≈ 1.172, and m =±1, n =−2 when a/λ0 =
√
2 ≈ 1.414. The
Wood’s anomaly introduced by the grating lobes m =±1, n = 0, which is not to be expected
in this symmetric configuration with magnetic walls at the planes x = qa, is masked in this
particular case by the Wood’s anomaly introduced by the diffracted orders m =±1, n =−2














































Fig. 4.6 Normalized radiation patterns in the y− z plane for z > 0 (φ =±90◦) of the periodic
arrays of slots analysed in Fig. 4.5 when α = 90◦ and a/λ0 = 1.031 (a), and α = 90◦ and
a/λ0 = 1.1 (b). The direction of the grating lobes is indicated in red. Parameters: ls/a = 0.4,
ws/a = 0.05, b = a, θinc = 45◦, φinc = 90◦.
Fig. 4.6 shows the normalised power radiation patterns generated in the y− z plane by
the structure studied in Fig. 4.5 at the two more relevant EOT peaks located at a/λ0 = 1.031
(Fig. 4.6(a)) and a/λ0 = 1.1 (Fig. 4.6(b)). In both cases it is possible to see the presence of
one grating lobe. This grating lobe would correspond to the diffracted order m = 0, n =−1
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if the array were infinite in the x and y directions, which is launched when a/λ0 ≳ 0.586.
In principle, the grating lobes m = ±1, n = −1 of the array infinite in 2-D would also
be launched when a/λ0 ≳ 1.035, and one would expect to see these two grating lobes in
Fig. 4.6(b). However, when a/λ0 = 1.1, the direction of propagation of these two grating
lobes is not contained within the y−z plane, which is the plane chosen for the representations
of Fig. 4.6. This is not the case of the grating lobe m = 0, n = −1, whose propagation
direction is always contained within the y− z plane. For the structure infinite in the x and y
directions, the direction of propagation of the grating lobe m = 0, n =−1 with respect to the







In Fig. 4.4, the angles provided by equation (4.48) are marked in red in Figs. 4.6(a) and
(b) (θ ngl =−15.24◦ in the case of Fig. 4.6(a) and θ ngl =−11.65◦ in the case of Fig. 4.6(b)),
and it can be checked these two angles coincide with the radiation maxima related to the
grating lobes when Ns ≥ 20.
4.6 Conclusion
In this chapter, the computationally efficient spatial domain version of the Method of Mo-
ments (MoM) has been extended to the analysis of the scattering of plane waves by periodic
arrays of tilted slots in a conducting screen, in the case where the arrays are infinite in one
direction and finite in the orthogonal direction. Thanks to the use of Ewald’s method for the
computation of the one-dimensional periodic Green’s function and thanks to the use of espe-
cially tailored techniques for the determination of the integrals leading to the MoM matrix
entries, the code implemented is capable of dealing with periodic arrays containing even one
thousand slots in the direction in which the arrays are finite within reasonable computation
times, although here the physics of the EOT required us to consider only up to 50 periodic
rows. The results obtained from the presented approach have been compared against those
obtained through full-wave simulations using commercial software showing an exceptional
agreement. It has been shown that whereas EOT peaks and Wood’s anomalies may not be
found for single chains of infinite slots due to symmetry arguments, they are clearly present
when there are more than twenty of these chains periodically spaced. The presence or not of
Wood’s anomalies in the transmission spectra of these arrays has been explained using both
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symmetry arguments that allow us to interpret these anomalies using waveguide theory and
mathematically in terms of the singularities of the entries of the MoM matrix. In particular,
it has been shown that the singularities due to the constructive interference of the spectral
components of the Green’s function at the onset of a diffracted order can be cancelled in
some cases by the symmetry imposed on the scattered fields by both the scatterer and the
impinging polarization. The radiation patterns of the arrays have been computed in the plane
containing the direction of propagation of the incident wave and the direction in which the
periodic arrays are finite. These radiation patterns clearly show the excitation of grating lobes
as radiation maxima that become sharper and sharper as the number of slots grows in the





Analysis of the transmission through
two-dimensional finite slot arrays
5.1 Introduction
This chapter deals with the extension of the analysis method presented in Chapters 3 and 4
to deal with slot arrays that are finite in both directions. This allows for an extensive study
of the effects introduced by the edges of the array into the electric field distribution on the
surface. In addition, this method is extended to accommodate non-plane wave illumination
such as Gaussian beams, which are widely used at quasi-optical experimentation, and which
allow for the excitation of wide wavevector spectra, leading to leaky-wave phenomena.
Although most of the theoretical and numerical studies of extraordinary transmission
structures have focused on structures with an infinite number of cells, this is just an ap-
proximation to real experiments where the number of cells is finite. The investigation of
truncation effects in periodic structures is relevant since it is important to know how well
the real finite structures approximate the results provided by an infinite periodic model (e.g.,
the appearance of a clear extraordinary transmission peak). This is specially relevant for
practical applications of this phenomenology in the implementation of physical devices.
In fact, experimental and numerical simulations have been used to explore finite-size ef-
fects in two-dimensional arrays of apertures in metal slabs in the sub-THz region [82] and
in the optical domain [35]. Also, a detailed semi-analytical study of finite-size effects in
one-dimensional arrays of slits in perfect conductor screens has been carried out in [38].
From the numerical point of view, the problem of the finite-size periodic array is much
more challenging than that posed by the infinite array (restricted in practice to one single
cell), especially when two-dimensional systems are considered. Here, the spatial domain
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Method of Moments used in the analysis of an infinite periodic array of rectangular slots in a
perfect electric conductor screen and is readily adapted to handle the case where the periodic
array of rectangular slots is truncated and illuminated with Gaussian beams. The numerical
efficiency of the method makes it possible to deal with finite-size arrays containing from ten
to ten thousand slots. While the CPU time involved in a frequency dependent study of the
largest arrays may take a few minutes with our software, this may require many hours (even
several days) when a commercial full-wave solver is employed. The application of the novel
numerical method proposed in this chapter has made it possible to understand the evolution
of the frequency response of periodic two-dimensional finite arrays of slots as the number
of slots is systematically increased. This is a study that may be prohibitive due to the much
more significant computational effort if a commercial software were to be used.
5.2 Integral Equation formulation: Method of Moments
Fig. 5.1 shows a finite periodic array of M = Nx ×Ny slots of width ws and length ls which
is perforated on an infinite perfectly conducting plane of negligible thickness located at
z = 0. Let Ω j be the periodic cell, a rectangular domain of dimensions a×b, in which the
j-th slot is located ( j = 1, . . . ,M), let η j be the rectangular domain of dimensions ws × ls
(ws ≪ a) occupied by the j-th slot, and let (xc j,yc j,zc j = 0) be the Cartesian coordinates of
the geometrical centre of η j. Let us consider a plane wave illumination that propagates along
the positive z direction in the half space z < 0, and that impinges normally on the periodically
perforated screen of Fig. 5.1. Let us define a general obliquely-impinging plane wave whose
electric field is given by
Ei = E0ej(kx0x+ky0y+kz0z)û =
[
αincϕ̂ i +βincθ̂ i
]
e−jki·r, (5.1)
and let Jas be the electric current density that would be produced on the conducting screen in





[−αinc cosθinc sinφinc +βinc cosφinc]x̂+
[αinc cosθinc cosφinc +βinc sinφinc]ŷ
)
ej(kx0x+ky0y). (5.2)
By analogy with the cases of two-dimensional periodic arrays in Equation (3.34) and
one-dimensional periodic arrays in Equation (4.6), the tangential scattered electric field
component induced on the M slots by the incident wave, Esct (x,y,z = 0), will be the solution
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GM(x− x′,y− y′)Esct (x′,y′,z = 0) dx′dy′ = 0 (x,y) ∈ ηi (5.3)
(i = 1, . . . ,M),
where GM(x,y) is the dyadic Green’s function defined in (3.32) and (3.33). Since in the case
of Fig. 5.1 Esct (x,y,z = 0) is not longer a periodic function of x and y, the set of integral
equations (5.3) cannot be reduced to one single periodic cell as done in Chapter 3 with
Eqn. (3.34) or to a single strip as done in Chapter 4.
Fig. 5.1 Truncated periodic array of N×N holes in a perfectly conducting screen of negligible
thickness. The array is illuminated by a plane wave propagating along the z direction (normal
incidence).
In order to determine the value of Esct (x,y,z = 0) in η j ( j = 1, . . . ,M), the MoM is
applied to each of the M integral equations of (5.3). For that purpose, the tangential electric
field in the j-th slot will be approximately expressed in terms of known basis functions
d jl(x,y) = d jl,x(x,y)x̂+d jl,y(x,y)ŷ (l = 1, . . . ,Nb) as shown below




e jld jl(x,y) (x,y) ∈ η j, (5.4)
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where c jl(x,y) =−d jl,y(x,y)x̂+d jl,x(x,y)ŷ is the l-th basis function for the magnetic current
density, Msc(x,y) = ẑ×Esct (x,y,z = 0), in the j-th slot.
Then, Equation (5.4) will be substituted in (5.3), and the Galerkin’s version of MoM (see
Section 2.2.1) will be used to obtain a linear system of equations for the unknown coefficients



















GM(x− x′,y− y′)d jl(x′,y′) dx′dy′
]
dxdy (5.6)








(i = 1, . . . ,M; k = 1, . . . ,Nb)
As happens with the infinite periodic case treated in Chapter 3, the Galerkin’s matrix
coefficients ∆kli j of (6.8) can be computed in the spectral domain, which in the case of finite













G̃M(kx,ky) · d̃ jl(kx,ky)
]
dkxdky, (5.8)
where G̃M(kx,ky) is the spectral dyadic Green’s function defined in (3.51) and d̃ik(kx,ky) is







(i = 1, . . . ,M; k = 1, . . . ,Nb)
Equation (5.8) is not an efficient expression for the computation of ∆kli j since it implies the
numerical evaluation of a double integral with infinite limits (even though a change to polar
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spectral variables kx = kρ coskϕ and kx = kρ sinkϕ is carried out, an integral with infinite
limits is still left) and the integrands slowly decay as kρ =
√
k2x + k2y → ∞. As in the case of
Eqn. (3.85) obtained in section 3.4, there is an alternative expression for the computation of


















where the integrals of (5.10) are finite double integrals that have to be numerically computed.
By analogy with Equations (3.87) and (3.88), the functions hkli j(x,y) and h
kl,dd
i j (x,y) of (5.10)
are cross-correlations between the vector functions cik(x,y) and c jl(x,y), and between their






c∗ik(x+u,y+ v) · c jl(u,v) dudv (5.11)





[∇ · cik(x+u,y+ v)]∗
[
∇ · c jl(u,v)
]
dudv. (5.12)










The main advantage of using the formulation in the spatial domain is that the cross-
correlations with the basis functions in (5.11) and (5.12) are exactly the same as those
presented in Section 3.6, and the only part that needs to be modified is the Green’s function
involved in the numerical integrals in (5.10). As presented in Chapter 3, the Green’s function
also presents a singularity at the origin, which can be handled analytically in a very similar
fashion by just replacing the constant CG by a different value given by C′G = k0/2π . This
singularity, however, only appears when calculating the matrix coefficients relating two
basis functions of the same slot. In any other case, the integrand only presents logarithmic
singularities which can be directly handled by the Ma-Rokhlin-Wandzura quadrature rules.
5.3 Computation of far field and effective receiving area
Let Ẽsct (kx,ky,z = 0) = Ẽscx (kx,ky,z = 0)x̂+ Ẽscy (kx,ky,z = 0)ŷ be the 2-D continuous Fourier
transform of Esct (x,y,z = 0). Since the conductor screen of Fig. 5.1 has been assumed to
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be a perfect electric conductor, Esct (x,y,z = 0) will only be different from zero in the slots
η j ( j = 1, . . . ,M) of the plane z = 0. In accordance with this statement and in accordance
with (4.8), one can write







e jld̃ jl(kx,ky), (5.14)
where the spectral functions d̃ jl(kx,ky) have been defined in (5.9). As shown in section 4.1
of [81], the scattered electric field radiated by the truncated periodic screen of Fig. 5.1 in
the half-space z > 0 can be obtained in spherical coordinates in terms of the components of








Ẽscx (kx=k0 sinθ cosφ ,ky=k0 sinθ sinφ ,z=0)cosϕ





Ẽscy (kx=k0 sinθ cosφ ,ky=k0 sinθ sinφ ,z=0)cosϕ





Once the MoM explained in the previous section has been applied and the system
of equations (4.9) has been solved to obtain the unknown coefficients e jl , Eqns. (5.14)
and (5.15) make it possible to obtain the electric field radiated by the finite periodic array of
slots. Maximum radiation is obtained in the positive z direction, which is the propagation
direction of the wave impinging on the array. The greater the number of slots, the more
directional the maximum. A measurement of this directionality is given by the bistatic radar






According to antenna theory, the radar cross section of the finitely perforated screen σ
will be the effective receiving area of the screen Aef times the gain Ga of the perforated screen
when it radiates as an antenna in the half space z > 0. This effective receiving area times the
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Poynting vector of the incident wave will give the power transmitted to the half space z > 0.
This means Aef represents the area "used" by the incident wave for power transmission across
the finite array of slots. When an aperture in a conducting screen is uniformly illuminated





Therefore, for a uniform plane wave that impinges on the finite array of slots, one can







In order to validate the spatial domain MoM presented in the previous Section, in Fig. 5.2 our
MoM results for the normalised effective receiving area are compared with CST® results [68]
for the case of x-polarised plane-wave normal incidence and reasonable agreement is found.
The discrepancies observed for low values of a/λ0 are attributed to the fact that a finite-size
perfectly conducting plane was used in CST® computations, which unavoidably introduced
some edge diffraction. In this case CST® turns out to be around 100 times slower than our
MoM code when the five basis functions presented in Section 3.5 per slot were used. To give
the reader an idea of the efficiency of the MoM, arrays of 50 by 50 slots can be analysed
within a CPU time of 14 seconds per frequency, which goes up to 300 seconds per frequency
for the case of 100 by 100 slots in the same PC as discussed in Chapter 3. It should be
pointed out that the computational burden of the truncated array of slots is much larger than
that of the infinite array of slots. In fact, whereas the problem of the infinite array of slots
can be reduced to analysing one single cell owing to the periodic boundary conditions, the
analysis of a large truncated arrays of slots may involve the electromagnetic analysis of a
surface with many squared wavelengths, and its computational burden increases non linearly
as N increases. In particular, numerical simulations have shown that whereas the analysis of
an array of 20×20 slots in the range 0.5 < a/λ0 < 1.5 typically requires a few minutes with
our MoM code, the analysis of the same structure may require several hours with CST®.
So, the CPU time required to analyse large truncated arrays of slots (N ≥ 50) with CST®
would be prohibitive. However, our MoM can handle these electrically large structures within
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reasonable CPU times. For simplicity, let us in the following restrict ourselves to the study
of normally incident plane waves whose electric field is directed along the x direction.
a/λ
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Fig. 5.2 Normalised effective receiving area of a truncated periodic arrays of slots. The
results obtained with our MoM code (solid line and dotted line) are compared with results
provided by commercial software CST® (× and +). Parameters: a = b, ws/a = 0.05, N = 5.
a/λ
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Fig. 5.3 Normalised effective receiving area of a truncated periodic arrays of slots. Results
are presented for increasing numbers of slots. Parameters: a = b, ws/a = 0.05, ls/a = 0.4.
Fig. 5.3 shows the normalised effective receiving area of a truncated array of slots with
normalised length ls/a = 0.4 as a function of the number N of rows and columns involved
in the array. Note that the extraordinary transmission peak and the two Wood’s anomalies
shown in Fig. 3.5 start to appear for N = 10, and are very well defined for N = 30. In fact, if
one compares Figs. 3.5 and 5.3, convergence from the finite case to the infinite case is nearly
reached for N = 100. To some extent, the normalised effective receiving area, Ae f /N2ab, is a
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measure of the percentage of the array area that the incident wave uses for power transmission.
In the case where N = 100 and a/λ0 ≈ 0.96 this percentage reaches 91.5% in Fig. 5.3, which
is very close to the result obtained in the infinite case in Fig. 3.5 where total transmission
occurs.
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Fig. 5.4 Magnitude of the ratio between the surface magnetic current at the slot closest to
the center of a periodic array of N ×N slots (center slot in case N is odd, and one of the four
slots closest to the array center in case N is even) and the surface magnetic current at any of
the slots of an infinite periodic array of slots. Parameters: a = b, ws/a = 0.05, ls/a = 0.4,
a/λ0 = 1.25.
In Figs. 5.4 and 5.5, the ratio between the magnitude of the surface magnetic current
(tangential electric field) at the center of one slot in a truncated periodic array and the
magnitude of the surface magnetic current at the center of any of the slots of an infinite
periodic array is represented. This ratio is plotted as a function of the number of rows and
columns in the truncated periodic array, N. The results are presented at the frequency for
which ls/λ0 = 0.5, i.e., the approximate frequency for which the slots are resonant. Owing to
the periodic boundary conditions, the magnitude of the surface magnetic current is the same
in all the slots of an infinite periodic array, but this is not the case in the truncated periodic
array as shown in Figs. 5.4 and 5.5. In the case of a slot next to the center of the periodic
truncated array (Fig. 5.4), the surface magnetic current is essentially that existing in the slots
of the infinite periodic array when N ≥ 20 within 2%. However, in the case of a slot placed
at the corner of the truncated periodic array (Fig. 5.5), the surface magnetic current is always
roughly 15% below that existing in the slots of the infinite periodic array, despite the value
of N. This difference is due to edge effects in truncated periodic arrays. These edge effects
have already been reported [83], and they have been found to introduce important differences
between electric field distribution solution of the scattering by infinite periodic structures and
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Fig. 5.5 Magnitude of the ratio between the surface magnetic current at the corner slot of
a periodic array of N ×N slots and the surface magnetic current at any of the slots of an
infinite periodic array of slots. Parameters: a = b, ws/a = 0.05, ls/a = 0.4, a/λ0 = 1.25.
the scattering by truncated periodic structures, especially under oblique incidence conditions
[74].
Slot position along the x direction




















Fig. 5.6 Magnitude of the ratio between the magnetic current at the slots placed along the
50th row of a periodic array of 100×100 slots and the magnetic current at any of the slots of
an infinite periodic array of slots. Parameters: a = b, ws/a = 0.05, ls/a = 0.4, a/λ0 = 1.25.
The edge effects at the boundaries of the truncated periodic array of slots are better
visualised in Figs. 5.6 and 5.7. Fig. 5.6 shows the normalised surface magnetic current at the
slots of the 50th row of a truncated periodic array of 100×100 slots. Note that in the case
of the 80 slots of the row closest to the center of the truncated array, the surface magnetic
currents are basically those existing in the infinite array of the slots. According to Fig. 5.6,
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Fig. 5.7 Magnitude of the ratio between the magnetic current at the slots of a periodic array
of 100×100 slots and the magnetic current at any of the slots of an infinite periodic array of
slots. Parameters: a = b, ws/a = 0.05, ls/a = 0.4, a/λ0 = 1.25.
only the slots that are closest to the edges show a magnetic current that is substantially
different (by more than 5%) from that existing in the infinite case. Fig. 5.7 provides an even
better picture of the edge effects since it shows a complete 2-D view of the surface magnetic
current distribution in all the slots of the truncated array of 100×100 slots. Note that the
magnetic current distribution is practically uniform around the center of the array, and only
experiences important deviations from that existing in the infinite case in the neighborhood
of the edges and corners of the array.
The study carried out in Figs. 5.6 and 5.7 is repeated in Figs. 5.8 and 5.9 at a different
frequency. Whereas the frequency used in Figs. 5.6 and 5.7 is the frequency for which
the slots of the truncated array are roughly resonant (ls/λ0 = 0.5 and a/λ0 = 1.25), the
frequency used in Figs.5.8 and 5.9 is the frequency for which the truncated periodic structure
experiences an extraordinary transmission peak (i.e., the frequency for which a/λ0 ≈ 0.96 as
shown in Fig. 5.3). Note that the results shown in Figs. 5.8 and 5.9 are completely different
from that shown in Figs. 5.6 and 5.7, and note also that the colour scale has changed. In fact,
the results of Figs. 5.8 and 5.9 show a standing wave pattern along the x axis of the array of
Fig. 5.1, which suggests the existence of two magnetic current surface waves propagating
along the array in opposite directions along the x axis. This type of surface wave pattern has
previously been found in truncated periodic arrays at frequencies below the natural resonant
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Slot position along the x direction




















Fig. 5.8 Magnitude of the ratio between the magnetic current at the slots placed along the
50th row of a periodic array of 100×100 slots and the magnetic current at any of the slots of
an infinite periodic array of slots. Parameters: a = b, ws/a = 0.05, ls/a = 0.4, a/λ0 = 0.959.
Fig. 5.9 Magnitude of the ratio between the magnetic current at the slots of a periodic array
of 100×100 slots and the magnetic current at any of the slots of an infinite periodic array of
slots. Parameters: a = b, ws/a = 0.05, ls/a = 0.4, a/λ0 = 0.959.
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frequencies of the elements of the array. In particular, Munk reports the existence of these
waves (see Fig. 1.3(c) of [83]) in 2-D periodic arrays of thin wires that are infinite in one
direction and finite in the orthogonal direction at microwave frequencies. However, while
Munk’s current surface waves are excited when the direction of the incident waves and the
plane of the array make an angle less than 45 degrees, the magnetic surface wave currents of
Figs. 5.8 and 5.9 are excited for normal incidence. Please note that the discrepancy between
the magnetic current distributions of infinite and finite slot arrays does not lead to visible
differences in the transmission coefficient along the direction of incidence, as this is given by
the average magnetic current distribution on the surface of the array.
5.5 Study of the leaky-wave behaviour of EOT hole arrays
As discussed in Chapter 2, the discovery of extraordinary optical transmission (EOT) in the
late 1990s [11, 84, 85] stimulated the research on a type of frequency selective surfaces that
had been little studied until then. It was found that thanks to periodicity, subwavelength
hole arrays present a very narrow pass-band at frequencies slightly below the first onset
of diffraction. This feature attracted much attention for its promising filtering and sensing
applications at optical frequencies [86]. A few years later, this finding was explained in
terms of the coupling of the incident wave to surface plasmons polaritons supported by the
metal-air interface [41]. This phenomenon was later found also at microwave frequencies
[20], where the role of the surface plasmons were taken by leaky-waves, supported by the
hole array[87].
Due to the deep connection between the extraordinary transmission and periodicity,
practical quasi-optical components such as filters and wave plates [88, 89] usually consist
of large, but finite, arrays for which the number of holes required for the transmission peak
to appear remains as an open question [90]. Recent studies have approached this problem
both experimentally [35, 91] and theoretically [34, 92], assuming plane wave illumination
that fails to capture the subtle underlying mechanisms of practical scenarios. For instance, in
truncated periodic arrays, plane waves couple to nonradiating and radiating modes through
edge diffraction. However, near normal incidence the coupling efficiency is low and therefore
does not introduce noticeable effects on the far-field pattern as shown later in Chapter 7. As
shown in the previous section, the electric field distribution of subwavelength hole arrays
operating at the EOT frequency changes sharply when they are excited with a localized
source, a fact that is not observed in the theoretical works that use a plane wave illumination
or in the experimental works done in the far-field range.
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Fig. 5.10 Schematic diagram of the freestanding subwavelength hole array along with the
incident Gaussian beam. Lattice period a = 470 µm and hole side s = 230 µm.
The coupling between localised sources and leaky-waves has been extensively exploited
for the design of Bull’s-Eye [93] and metasurface antennas [94]. However, more effort is
needed to exploit the leaky-wave coupling mechanism and improve current applications of
EOT in sensing, color filtering, etc. [86], or for the design of extraordinarily transmitting
antennas [95]. Given that EOT is a technology-enabling phenomenon for applications in
the whole electromagnetic spectrum, one misses an analytical frame that can unlock its full
potential. In this section, this issue will be addressed first theoretically with the help of an
extended version of the Method of Moments approach already presented for the analysis of
finite slot arrays. This comprehensive study will cover a wide range of experimental scenarios
seen in today’s EOT-based applications, and will provide the missing basic design, modelling
and optimisation tools. Secondly, an analytical study considering several illumination
and detection cases will be presented and the results will be compared with quasi-optical
experimental measurements at terahertz frequencies with the aim to provide physically
appealing intuition for the design of these devices in terms of classic leaky-wave theory.
5.5.1 Summary of the Method of Moments for a Gaussian beam
Let us consider an array of Nx by Ny square holes with lattice period a and lateral hole
dimension s perforated on a perfectly-conducting screen of negligible thickness as shown
in Fig. 5.10. The consideration of perfectly conducting metal is a good approximation
at THz frequencies [96] as later shown in the experimental section. The impinging wave
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is a Gaussian beam whose electric field on the plane z = 0 is assumed to be of the form
Einc = E0e−[(x−xc)
2+(y−yc)2]/w20 x̂, where (xc,yc,z = 0) represents the coordinates of the centre
of the array and w0 represents the beam-waist, i.e. beam radius [97]. This is a good
approximation at THz frequencies [96] as later shown in the experimental section. The
impinging wave is a Gaussian beam whose electric field on the plane z = 0 is assumed to be
of the form Einc = E0e−[(x−xc)
2+(y−yc)2]/w20 x̂, where (xc,yc,z = 0) represents the coordinates
of the centre of the array and w0 represents the beam-waist, i.e. beam radius [97]. Then, as








GM(x− x′,y− y′)Esct (x′,y′,z = 0) dx′dy′ = 0 (x,y) ∈ ηi (5.19)
(i = 1, . . . ,M)
At normal incidence, the current excited on the metal by the impinging wave in the ab-
sence of holes is given by Jas(x,y) = 2EincZ0 , where Z0 =
√
µ0/ε0 is the free space impedance.
The integral equation in (5.19) can be solved approximately by expanding the unknown
electric field at the holes in terms of a set of Nb basis functions, d jl(x,y), such that




e jld jl(x,y) (x,y) ∈ η j (5.20)
where η j represents the j-th hole of the array and where e jl are unknown coefficients. Then,
by introducing (5.20) into (5.19) and projecting the resulting expression on the same set of
basis functions (Galerkin’s version of MoM), one can derive a system of linear equations for
the unknown amplitudes e jl as previously detailed in Section 5.2. In contrast to how it was
done in Section 5.2, here the shape of the slots is square, and it has been found that additional
basis functions are needed to accurately represent the x dependence of the magnetic current
on their surface.
Once the system of linear equations is solved and the amplitudes are retrieved, one can
obtain analytically the continuous Fourier transform of the electric field on the surface of the
array, from which one can also obtain the far-field angular distribution as shown in (5.15). In
practice, however, one can not always measure the electric field distribution in the far field. It
is then useful to be able to numerically obtain the electric field distribution in the near field,
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k20 − k2x − k2y (5.22)
and where the out-of-plane component can be readily obtained making use of the null
divergence of the electric field in free space.









|Esc(r ≫,θ ,φ)|2r2 sinθdφdθ . (5.23)
which has been normalised to the power carried by the impinging Gaussian beam.
5.5.2 Numerical results
Let us first explore the dependence of the EOT phenomena on both the number of holes
and size of the Gaussian beam (represented by its beam-waist w0). Fig. 5.11(a-c) shows the
transmission coefficient (as calculated in (5.23)) for increasing beam-waists of 1, 2 and 10
times the periodicity respectively. For each of these cases, the evolution of the array response
with the number of elements in the x direction has been studied, as the direction set by the
impinging polarisation plays the main role in the appearance of the EOT phenomena for
highly symmetric unit cells. This is due to the transverse-magnetic nature of the surface
waves supported by a freestanding metal-connected structure as the one studied here, which
is incompatible with the transverse-electric nature of the diffracted orders that propagate on
the surface of the array along the y direction at their onset [87, 98]. This mismatch leads to
the disappearance of the Wood’s anomaly, which is normally connected with the constructive
interference of the diffracted orders at their onset. For this reason, the number of elements
along the y direction does not play an important role [99] and is kept constant but large
enough for the array to cover the widest beam spot.
In Fig. 5.11, all three cases show very well-defined EOT peaks with as few as three holes,
although the number of apertures required to obtain saturation of the transmission peak varies
depending on the size of the spot. In particular, the spot sizes of a, 2a and 10a require a
minimum of 3, 7 and 21 elements, confirming that the number of non-illuminated holes play
a fundamental role in the EOT resonance due to the excitation of a leaky-wave that runs along
104













































































































Fig. 5.11 Transmission coefficient for varying number of square holes Nx under Gaussian
beam illumination with beam-waist (a) w0 = a (at 0.55 THz), (b) w0 = 2a (at 0.56 THz), and
(c) w0 = 10a (at 0.58 THz) and for Ny = 21. The dashed line marks the onset of the first
diffracted order for the non-truncated two-dimensional periodic array at normal plane wave
illumination. The lattice period is a = 470 µm and the hole side s = 230 µm.
the surface, as outlined in [91]. The leaky modes (the m =−1 space harmonic of the surface
wave supported by the hole array propagating away from the illumination spot) allow for the
105
Analysis of the transmission through two-dimensional finite slot arrays
exploration of non-illuminated holes, which help reproduce the behaviour of a large periodic
array even with a confined illumination. In this process, the effect introduced by the edges
is greatly diminished due to the exponential decay of these leaky modes due to the gradual
radiation of energy. Otherwise, two wave mechanisms will happen at the edge [100]: (i)
diffraction, and (ii) excitation of back-propagating modes that can be either non-radiating like
surface waves (e.g. creeping waves, Norton waves, etc. [92, 101]) and all the other higher
order Floquet wave modes (i.e. space harmonics) or radiating like the back-propagating
leaky-wave m = −1 mode. Only the latter could contribute significantly to radiation at
broadside. Although the excitation of these back-propagating m =−1 leaky modes could be
accomplished through the continuous k-vector spectrum of the diffracted fields on the edges,
the efficiency of the process is low unless the edge is engineered as in [102, 103]. Fig. 5.11
shows that modifying the momentum spectrum of the illumination is a far more efficient
approach when the edge is not engineered. In addition, in the non-illuminated half space
one could consider the hole array as an antenna, whose size will depend on the size of the
illumination. As will be discussed later, changing the size of the beam spot will have a large
effect on the distance at which the antenna operates in far-field conditions.
This miniaturisation of the EOT array, however, cannot be done at zero cost. As shown by
Fig. 5.11, reducing the beam waist diminishes the transmissivity from the total transmission
found in periodic arrays under normal plane wave incidence due to the wider k-vector spec-
trum of the Gaussian beams. It has been found that the values of the maximum transmission
correspond to -2 dB, -1.7 dB and -0.2 dB for beam-waists of a, 2a and 10a respectively.
The presence of leaky-waves has a strong effect on the radiating properties of the array, as
explained in the following. Fig. 5.12(a-c) represents the evolution of the radiation diagram on
the E-plane (x− z in our particular case) when the number of elements along the x direction
is increased analogously to Fig. 5.11. To better discern the effect of the presence of the leaky-
waves, let us first focus on Fig. 5.12(a) where the beam-waist corresponds to the periodicity.
In this case, in which the beam waist corresponds to one unit cell, one can see a great
reduction in the power radiated into non-broadside directions with the introduction of two
neighbouring holes. One can see that, when the number of apertures increases, the maximum
of the radiation is not the specular reflection, which is consistent with the leaky mode (the
m = −1 space harmonic of the complex wave supported by the hole array) presenting a
non-zero wavevector component along the x direction, as will be later confirmed. In fact,
reradiation of the leaky wave into the specular beam is not possible because of the band
gap at the Brillouin zone in the surface-wave’s dispersion [104]. Additionally, a noticeable
amount of energy is radiated into large angles. This can be associated with the fundamental
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Fig. 5.12 Radiation pattern (E-plane) of the extraordinary THz transmitting antenna for
varying number of square holes Nx under Gaussian beam primary feeding with beam-waist
(a) w0 = a, (b) w0 = 2a, and (c) w0 = 10a and for Ny = 21. These have been obtained at
the frequencies of the maximum transmission shown in Fig. 5.11. The lattice period is
a = 470 µm and the hole side s = 230 µm.
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m = 0 space harmonic of the complex wave which runs very close to the light line [105]
(i.e. it is almost like a plane wave at grazing angle). As the number of apertures is increased,
these two contributions become clearer, because the contribution from the diffracted field by
the edges of the array is reduced.
Comparing the three panels of Fig. 5.12, the main differences are found in the conver-
gence of the energy distribution. In Fig. 5.12(b), for instance, one observes a characteristic
pattern in the angle range, 30 to 50 degrees that arises from the interference among the
increasing number of elements illuminated by the beam spot; no such convergence is present
in Fig. 5.12(a). However, outside of this angle range, the radiation pattern is dominated by
the leaky-waves (m =−1 and m = 0 space harmonic, respectively), and therefore are less
affected by the change in the number of illuminated holes. Finally, in Fig. 5.12(c), in which
the largest beam spot is considered, the radiation pattern is dominated by the interference
between the holes directly illuminated, with little energy going into the excitation of leaky
modes, due to the narrow k-vector spectrum of the beam. Most experimental studies until
now devoted to EOT [88, 95, 106–109] and those reported by others at optics and infrared
(see Ref. [41] and references therein) have been dealing with this situation - illumination of
a large number of array-elements.
The radiation patterns shown in Fig. 5.12, allows us to study the wavevector distribution
of the electric field on the surface of the hole array, leading to different radiating contributions.
The presence of these different contributions can be easily noticed from the electric field
distribution itself, as shown in Fig. 5.13, where the electric field at the center of the holes is
illustrated for the central row of an array with Nx = 107 and for beam-waists equivalent to 2a,
5a and 10a respectively at the frequency of the EOT peak. The curves have been normalised
to the value of w0 = 10a. Additionally, the dashed lines represent the electric field amplitude
of the Gaussian beam on the central hole, normalised again to the maximum of w0 = 10a.
Within a local periodicity assumption, one would expect the maximum amplitude of the
electric field distribution to grow proportionally to that of the local driving field. However,
this approximation does not take into account that changing the beam spot strongly modifies
the spectral distribution of energy on the surface, as it has been seen in the radiation patterns.
This means that, as the beam spot becomes narrower, more energy is being captured by the
leaky modes, and there is less energy available for each hole to resonate with the locally
impressed field. Therefore, one finds that the field on the central hole is reduced by 10% and
27% with respect to what one would obtain through a local periodicity assumption when the
array is illuminated with beam-waists of 5a and 2a respectively.
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To confirm the existence of these leaky-waves, let us consider an infinite array along both
x and y directions and calculate the complex propagation constants of the modes travelling
along x in the absence of excitation. More specifically, the procedure consists in finding
the complex zeros of the determinant of the system of equations that has the same set of
basis functions and the two-dimensional periodic Green’s function, following the Method
of Moments approach presented in Chapter 3, at a given frequency. Fig. 5.14 shows the
colormap of the value of the determinant of the matrix ∆klper (representing the coefficient
matrix of the system of linear equations) in logarithmic scale at two different frequencies.
Fig. 5.14(a) and Fig. 5.14(b) have been calculated at the EOT transmission peak (0.58 THz)










Fig. 5.13 Normalised surface scattered electric field distribution along the E-plane of the
truncated subwavelength hole array for varying beam-waist: (green) w0 = 2a, (red) w0 = 5a,
and (blue) w0 = 10a. Horizontal dashed lines represent the normalised electric field amplitude
of the impinging Gaussian beam on the central hole. The lattice period is a = 470 µm and
the hole side s = 230 µm.
Let us focus on Fig. 5.14(a). In there, one can clearly see the presence of 8 zeroes, half
of them with positive imaginary part of their wavevector and half of them with negative
imaginary part. Thanks to the symmetry of the unit cell, the position of these zeroes is
symmetric. To understand their origin, one needs to remember that, due to the periodicity
of the infinite array, the reciprocal space of the x variable can be obtained by periodically
repeating the Brillouin zone defined by the region limited by kx ∈ [−π/a,π/a]. In addition,
hole arrays are known to support surface waves, which for the case of holes that are small
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Fig. 5.14 Complex kx space showing the complex zeros of the determinant of the matrix ∆klper
for an infinitely periodic array at 0.58 THz (a), and 0.76 THz (b). The vertical dashed lines at
kxa/π =±1.821 (a) and kxa/π =±2.4 (b) represent the normalized value of the free space
wavevector k0, and thus, the limits of the radiation region for each frequency. The lattice
period is a = 470 µm and the hole side s = 230 µm.
compared to the wavelength and to the periodicity present a value of their wavevector that
is just slightly larger than the free space wavevector, |kswx | ≈ k0 [87]. Hence, when k0
approaches the Brillouin zone boundary, thanks to the periodicity of the k-space spectrum,
some of the harmonics with wavevector kmx = k
sw
x + 2πm/a may enter the visible region
[110], and become a leaky mode. According to this reasoning, one can identify the zeroes
with wavevector close to k0 as the zero-th harmonics of the complex wave supported by
the hole array. Then, as the array is being excited at a frequency below the first onset of
diffraction, the other zeroes correspond to the m =−1 space harmonics of those complex
waves that propagate away from the illumination spot. This zero appears in the negative
Re(kx)-space. The symmetric zeroes linked to the m = 1 also appear in the Brillouin zone,
but they are only physically meaningful when the array supports leaky-waves propagating
back to the illumination spot (e.g. in truncated arrays) [110]. The bright spots correspond
to the wavevector of the diffracted orders, which lead to poles in the determinant of the
system of equations. The exact positions of these zeroes are kx,−1 =±k0(0.1± j0.029) and
kx,0 =±k0(1.0± j0.029).
In Fig. 5.14(b), one can see the presence of 12 zeroes. Following the aforementioned
rationale, the zero-th harmonics can be identified as those zeroes with a real part of kx slightly
larger than k0, as the phase velocity of these waves reduces when the frequency approaches
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the λ/2 resonance of a single hole. Then, using the formula for the space harmonics and
what it was learnt from Fig. 5.14(a), the four zeroes with the smallest value of the real
part of kx can be identified as the m =−1 space harmonics, which above the first Wood’s
anomaly shift away from the origin of the complex kx plane as frequency increases [105].
Furthermore, the value of k0 surpasses the limits of the first Brillouin zone, and thus, it
does not contribute to the far-field radiation. However, m =−2 space harmonics enter the
radiation region [105] and contribute to the far-field. The exact positions of the 12 zeroes are
kx,−1 =±k0(0.31±0.028),kx,−2 =±k0(0.53±0.028) and kx,0 =±k0(1.15±0.028).
Finally, from each of the aforementioned pairs of leaky modes of the hole array, only
those that decay in amplitude along the direction in which their energy propagates will be
physical solutions. In particular, only the zeroes of the determinant with opposite signs of
real and imaginary parts are physical solutions.
This understanding of the resonant modes of a non-truncated array of holes confirms our
hypothesis for the radiation diagrams shown in Fig. 5.12, as one can associate the maximum
radiation in a direction close (but not equal) to broadside with the energy carried by the
m =−1 space harmonics of the complex wave supported by the array and the large energy
radiated into large angles as the energy carried by the m = 0 harmonic of the aforementioned
complex wave. In addition, the radiation diagrams present the contribution from the non-
truncated array at directions close to broadside as well as diffraction from the edges of the
array.
5.5.3 Measurements and Discussion
To corroborate the previous analytical study, several experimental tests have been performed
in the THz range by of Prof. Navarro-Cía at the University of Birmingham. Quasi-optical
systems are the preferred setups for measurements at THz frequencies [97]. However,
they rarely operate in the far-field range, and thus, comparison between measurements and
theoretical or numerical results should be done with caution. Given the leaky-wave nature
of the extraordinary transmission resonance, one should expect a strong influence of the
quasi-optical system in the angle-resolved emission pattern from the subwavelength hole
array. The importance of the illumination has been recently reported for the on-axis detection
[91]. Here, let us focus on the angle-resolved emission pattern as a function of the incident
beam-waist in the light of the Method of Moments’ findings. To do a fair comparison
between analytical and experimental results in this section, (5.21) is numerically evaluated at
a distance congruent with the measurements.
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Fig. 5.15 Measured transmission coefficient as a function of angle of emission (E-plane)
and frequency for a truncated (a) 7×7 and (b) 107×107 subwavelength hole array under
collimated beam illumination and detection (setup 1). (c) On-axis experimental and modelled
transmission coefficient for a truncated (blue) 7×7 and (red) 107×107 subwavelength hole
array; inset: schematic of the experimental setup. Experimental data obtained from a private
communication with Prof. Navarro-Cía.
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Fig. 5.16 Measured transmission coefficient as a function of angle of emission (E-plane)
and frequency for a truncated (a) 7×7 and (b) 107×107 subwavelength hole array under
focused beam illumination and detection (setup 2). (c) On-axis transmission coefficient for a
truncated (blue) 7×7 and (red) 107×107 subwavelength hole array; inset: schematic of the
experimental setup. Experimental data obtained from a private communication with Prof.
Navarro-Cía.
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Fig. 5.17 Measured transmission coefficient as a function of angle of emission (E-plane) and
frequency for a truncated (a) 7×7 and (b) 107×107 subwavelength hole array under focused
beam illumination and no collimating lens in detection (setup 3). (c) On-axis experimental
and modelled transmission coefficient for a truncated (blue) 7×7 and (red) 107×107
subwavelength hole array; inset: schematic of the experimental setup. Experimental data
obtained from a private communication with Prof. Navarro-Cía.
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Fig. 5.18 Comparison between measured and analytically-computed angle-resolved trans-
mission coefficient (E-plane) at the resonance frequency for truncated (7×7 and 107×107)
subwavelength hole arrays: (a) collimated beam setup (w0 = 10a), (b) focused beam setup
(w0 = 3a), and (c) focused beam illumination (w0 = 3a) + collimated beam detection setup.
Experimental data obtained from a private communication with Prof. Navarro-Cía.
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Two different substrate-free truncated subwavelength hole arrays (7×7 and 107×107)
are investigated with three different quasi-optical systems whose schematics can be found
in Figs. 5.15-5.17 as insets. The thickness of the metal layer is 9µm and is made of copper,
which is approximated by the model as perfectly conducting and of negligible thickness.
The arrays were fabricated with the electroplating technology described in [111]. Technical
details of the experimental settings and the quasi-optical systems used in this work can be
found in the Appendix.
From the previous Method of Moments analysis section and the observation on Bull’s
Eye antennas supporting EOT, given the fact that the operation wavelength approaches the
periodicity of the structure [105], one should expect the m =−2 diffraction order to emerge
in angle-frequency maps with a frequency-dependent angular response. Colour maps of
Fig. 5.15-5.17 confirm the existence of the m =−2 space harmonic of the complex wave
supported by the array for all cases above the EOT frequency and at large radiation angles as
previously predicted by the Method of Moments in Fig. 5.14(b). From previous observations
in Bull’s Eye antennas [105], one should expect dispersion in the m =−1 diffracted order
responsible for the EOT peak. Such characteristic frequency-dependent angular response
is only noticeable unambiguously in setup 3 for 107×107 holes (see Fig. 5.17(b)), which
is, arguably, the closer analogue among the three setups to the Bull’s Eye antenna. This
case shows around the EOT frequency a clear avoided crossing at broadside of the m =−1
space harmonics [110] each supported by each half of the subwavelength hole array, while
in the 7×7 counterpart (Fig. 5.17(a)) such expected avoided crossing is masked by the
Fresnel diffraction. This avoided crossing produces a mode splitting at normal incidence and
leads to the existence of a maximum transmission below the first onset of diffraction. This
phenomenon was more clearly observed in plane wave simulations for single (see Fig. 4 in
[112]) and multi-layered structures, i.e. fishnet metamaterial (see Fig. 3 in [113]). A close
look at setup 2 results (Fig. 5.16(a,b)) may also reveal the avoided crossing, but such response
disappears completely in setup 1 results (Fig. 5.15(a,b)) because of the non-localised nature
of the collimated illumination, as the radiation pattern is dominated by the interference of the
radiation by the holes directly illuminated.
For validation purposes, the normalised analytical on-axis transmission coefficient has
been plotted in Figs. 5.15(c)-5.17(c) for frequencies around the EOT peak, at which the
beam-waist was experimentally determined to be approximately 10a and 3a respectively.
An excellent agreement has been found between the analytical and measured transmission
coefficient in the three experimental configurations. As far as computational burden is
concerned, the Method of Moments calculates any of the cases in Figs. 5.15(c)-5.17(c) in less
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than 1 hour in a personal computer with 1 processor Intel Core i7 @ 3.6 GHz with 32 GB of
RAM, whereas the same result requires 76 hours using a full-wave commercial simulator
running on a HP Z820 with 2 processors Intel Xeon E5-2660 @ 2.2 GHz with 128 GB of
RAM [91].
Fig. 5.18 shows the measured and analytically-calculated angle-resolved data at the
extraordinary transmission peak for the six different scenarios. One can see a good agreement
between measured and analytical results. Transmission is not maximum on-axis, but slightly
off-axis (1°) for setup 1 (Fig. 5.18(a)) and setup 3 (Fig. 5.18(c)). This feature is well captured
by the Method of Moments. This response agrees with the leaky-wave formalism and the fact
that an open stopband at broadside should be expected for symmetric EOT structures as those
reported here. This key feature was not observed in the past because of the experimental
limitations [114]. Remarkably, at such angle of radiation, the measured transmission is indeed
above 0 dB for the 107×107 sample in both setups. This gain stems from the larger effective
(antenna) area that the leaky-wave produces at the exit interface of the subwavelength hole
array compared to the beam spot illuminating the subwavelength hole array and the negligible
absorption of the high quality freestanding samples fabricated by electroplating technology.
5.6 Conclusion
In this chapter a very efficient spatial domain MoM is presented for the analysis of truncated
periodic arrays of slots. The spatial domain MoM has been compared with the commercial
software CST® finding excellent agreement. The spatial domain MoM has been found to be
around two orders of magnitude faster than CST® [68] and has made it possible to analyse
arrays with 100×100 slots within reasonable CPU times. It has been verified that the results
obtained for those large truncated arrays of slots converge to those obtained for infinite
arrays. Also, well-known phenomena associated with periodicity such as extraordinary
transmission and Wood’s anomalies have been detected in small arrays containing only
10×10 slots. The magnetic current distribution in the slots of large truncated arrays has been
found to be that existing in infinite arrays for the majority of the slots of the truncated arrays.
However, important edge effects tend to appear for the slots close to the edges and corners of
the truncated arrays. Furthermore, magnetic current surface waves have been observed in
truncated arrays at the frequency of extraordinary transmission.
In a second part of the chapter, this efficient implementation of the Method of Moments
has been extended for the analysis of the transmission through large square arrays of holes
under Gaussian beam illumination. Thanks to this, the main mechanisms that control both
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the excitation of surface modes and their subsequent radiation properties have been studied.
It has been found that the size of the beam spot controls the amplitude of the variety of leaky
modes supported by the array and therefore allows for the manipulation of the far-field energy
distribution on the other side of the plate. This intuitive mechanism has been corroborated
by studying the electric field distribution both on the surface of the plate as well as in the
Fresnel and far-field regions. The last two have also been explored in detail experimentally
to both validate the presented theoretical analysis and to provide guidance on the practical
limitations that traditional quasi-optical measurements at THz frequencies present. These
limitations are related to the large differences in the position of the Fresnel-zone boundary
introduced by a tunable beam size, due to the change in the radiating area of the antenna.
These different regimes can, if not dealt with properly, introduce large discrepancies between
theoretical predictions and experimental measurements, which have been analysed here with
the help of numerical near-field calculations.
5.7 Appendix: Experimental method
The samples were characterised with the all fibre-coupled THz time-domain spectrometer
TERA K15 from Menlo Systems in a quasi-optical configuration without purging. The
lock-in constant was set to 300 ms and the total temporal length of the recorded waveforms
was at least 208 ps to have a spectral resolution of 4.8 GHz in the worst case.
Three different sets of optics were used to realise three different configurations (see
insets in panel (c) of Figs. 5.15 to 5.17). In all cases, the detector unit was placed on a free
rotation arm whose pivot point coincides with the sample position. The distance between the
detector unit and the sample was approximately 110 mm. Setup 1 dealt with collimated beam
illumination. At the sample position, the frequency-dependent beam-waist of the THz beam
was estimated to be 5 mm at 0.6 THz. Setup 2 and setup 3 used focused beam illumination.
The beam-waist was estimated to be 1 mm at 0.6 THz in these cases. Unlike setup 3, setup 2
has a TPX planoconvex lens (effective local length ≈ 54 mm) on the free rotation arm of
the quasi-optics to collimate radiation emerging from the samples. This collimating lens
effectively increases the numerical aperture of the detection. An angular step of 1 deg was
used until 20 deg and then an angular step of 2.5 deg was applied in the measurements. All
configurations were measured twice in different days to check that results were repeatable.
Calibration was done by comparing the measurements with the aligned configuration (i.e.
emitter and detector on-axis) without the sample on the sample holder.
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Chapter 6
The surface wave dispersion of
two-dimensional truncated periodic slot
arrays
6.1 Introduction
In this chapter, the propagation of bound surface waves supported by finite arrays of slots is
studied theoretically using the method presented in the previous Chapter 5 and compared
to the eigenmodes found in non-truncated periodic slot arrays using the periodic approach
presented in Chapter 3.
The existence of strongly localised surface modes supported by corrugated metallic
surfaces at frequencies varying from terahertz [115] to microwaves [24] is well established.
At optical frequencies, due to the Drude-like properties of the metal, these exist even
on flat surfaces, being labelled surface plasmons polaritons (SPPs) [15, 116]. Following
the discovery of Extraordinary Optical Transmission (EOT) [11] and the later theoretical
calculations, these surface waves were linked to a massively enhanced transmission through
subwavelength holes [18, 117] due to the diffractive coupling of radiative modes with the
SPPs. This theory was, however, essentially developed for optical frequencies relying on
the presence of SPPs. The subsequent discovery of EOT at frequencies at which metals
behave as near perfect electric conductors (PEC), such as microwaves, [19, 118] launched
the search for a more general theory. Many workers in the field made analogies of the
surface waves supported on a patterned PEC with the aforementioned SPP and, due to the
similarities with the SPP dispersion, the modes became commonly known as the “spoof
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surface plasmons" [23, 27, 28]. It should be noted however that there has been a wealth
of studies of surface waves on metals at low frequencies, dating back to 1940s [26, 119].
This connection between the surface waves supported by hole arrays and the transmission
through them has given rise to much research [40, 41] in which the transmission through both
infinite and finite arrays of holes and slits has been studied often using a modal matching
approach [34, 38]. However, there is no corresponding study of the effects of finite sample
size on the propagation of surface waves themselves. At microwave frequencies, these
surface modes have been explored particularly using metasurfaces, [120] subwavelength-
structured metallic surfaces that yield novel properties such as negative refraction, [121]
band-gaps [122] and dispersive behaviour leading to the design of surface wave lenses and
antennas [123–126]. With the development of miniaturisation techniques, some of these
applications have also been extended to optical frequencies [127, 128]. For the design of
such surface wave controlling structures, periodic boundary conditions are assumed therefore
reducing the analysis to a single unit cell. In reality, however, infinite arrays do not exist,
leading to the approximation of characterising a finite system by assuming that it has the
same characteristics of an infinite array. In reality, when experimentally measuring the
dispersion relation of the surface waves supported by an array of slots, effects due to the
finite dimensions along the different directions of a rectangular array cannot be avoided. It is
just these effects that are analysed here and numerically reproduced by using a Method of
Moments (MoM) technique. To be able to compare the behaviour of infinite and finite arrays
this method is first applied to the analysis of infinite periodic arrays, and the results obtained
compared to those from commercial software based on finite element method. Then, the
results for finite arrays with MoM are presented, and compared to the experimental results,
confirming the effects associated with the finite sample size.
6.2 Surface waves supported by an infinite periodic array
of slots
Let us start by considering the propagation of surface waves supported by an infinite periodic
array of slots. In Fig. 6.1, the unit cell of dimensions a×b is shown, containing a negligible
thickness PEC screen perforated with a slot of dimensions ls ×ws. This lossless approxima-
tion is accurate in the microwave regime up to millimeter-wave frequencies. Let us first derive
the integral equation that the electric field in the slot needs to satisfy, for which a time depen-
dence given by ejωt will be assumed and suppressed from this point forward. Let us define the
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Fig. 6.1 Infinite periodic array of slots perforated in a negligible thickness perfectly conduct-
ing screen. The periodicities of the array along the x and y directions are a and b respectively,
and ls and ws are the dimensions of the slots.
in-plane component of the electric field as Et(x,y,z = 0) = Ex(x,y,z = 0)x̂+Ey(x,y,z = 0)ŷ.
The electric field at any point of the surface will produce a differential current at any other
point, which can be calculated in the form of a dyadic Green’s function. However, the total
electric current obtained by the sum of all those differential currents needs to vanish where
there is no metal, i.e., at the surface occupied by the slots. This reasoning can be expressed







GM(x− x′,y− y′) ·Et(x′,y′,z = 0) dx′dy′ = 0 (x,y) ∈ slots. (6.1)
Here GM(x,y) is the dyadic Green’s function relating the surface electric current density
on the conducting screen and the tangential electric field in the slots. The double integral has
to be extended to all the slots in the infinite periodic structure. The dyadic Green’s function
can be obtained as
GM(x,y)=
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and where k0 and Z0 represent the free space wave vector and impedance respectively. Due
to the periodicity of the structure, the limits of this integral can be reduced, applying Bloch’s






In this equation the phase factor accounts for the propagation of a surface wave mode along
the periodically perforated screen and kx0 and ky0 are the components of the momentum
along the x and y directions respectively (kx0a would represent the phase shift between the
centers of two adjacent cells in the x direction). When (6.4) is substituted in (6.1), an integral





GperM (x− x′,y− y′) ·Et(x′,y′,z = 0) dx′dy′ = 0,
(x,y) ∈ δ00 (6.5)
where δ00 is the slot {(a−ws)/2 < x < (a+ws)/2; (b− ls)/2 < y < (b+ ls)/2} of the pe-
riodic cell C00 covering the rectangular domain {0 ≤ x ≤ a; 0 ≤ y ≤ b}. To convert this
integral equation into a system of linear equations let us make use of Garlerkin’s version of
the MoM. First, the electric field at the surface of the slots is approximately expanded as a





e∞, jb j(x,y) (x,y) ∈ δ00, (6.6)
where e∞, j are unknown constant coefficients. Note that, although in principle only an infinite
number of basis functions would be an exact solution, very good convergence can be obtained
when these are chosen carefully to match the geometry of the problem (in this case, these
will be given by Chebyshev polynomials multiplied by the edge behaviour of the electric
field for each polarization) [52]. By substituting (6.6) in (6.5) and using each of the basis
functions as weighting and then projecting that expression into the domain C00 the following




Γi je∞, j = 0 (i = 1, . . . ,Nb), (6.7)
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GperM (x− x′,y− y′) ·b j(x′,y′) dx′dy′
]
dxdy. (6.8)
These matrix elements can be calculated very efficiently by making use of the properties
of the Fourier transform, which lead to quasi-analytical expressions, as shown in Chapter
3. With the addition of the in-plane momentum components (kx0 and ky0), the calculation
of the periodic dyadic Green’s function needs to be generalised, but can still be efficiently
calculated by means of Ewald’s method [63, 129]. Once the matrix Γi j is calculated, the









Fig. 6.2 Predicted dispersion obtained using the presented MoM implementation (lines)
compared to FEM models (markers) for different slot lengths ls. The grey area corresponds
to the non-bound regime (above the light line). The values for the other dimensions are the
same for every curve, with ws/a = 0.05 and a = b = 10mm.
Fig. 6.2 shows the dispersion curve along the x direction (ky0 = 0) obtained from (6.7)
and (6.8) compared to the results predicted by a commercial finite element method (FEM)
solver [56] for different lengths of the slot ls (varying from 6 to 9 mm). The good agreement
shown validates both the method and the chosen set of basis functions. It can be observed
that, as the length of the slot increases, the difference between the surface mode wavevector
and that of a grazing plane wave (given by the relation 2π f = ckx0 being f the frequency
and c the speed of light) increases, leading to a more rapid exponential decay of the fields
along the z direction. It is interesting to note that, when the fields in the slots are excited by
incident plane waves, the resonance (associated with maximum transmission for dipole/slot
elements) [13] is located near the frequency at which the length of the slot corresponds to half
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the wavelength. However, here it is found that the surface mode is supported at frequencies
well below that resonance. For the case of ls = 9mm, the expected transmission peak would
be near 16.7GHz, while it has been found that the bound surface mode only exists below
12GHz. One can show, however, that the same set of basis functions can reliably explain
the behaviour of slot elements for both radiative (as shown in Chapter 5) and bound regimes
(with weights e∞, j that will vary from one problem to the other).
6.3 Truncated periodic array
Let us now consider the propagation of surface modes along a finite array of slots. For this
purpose, consider an infinite (negligible thickness) metal layer perforated with a truncated
periodic array of M = Nx ×Ny slots with constant separation given by a and b in the x and y






Fig. 6.3 Truncated periodic array of slots perforated in an infinite negligible thickness
perfectly conducting screen. The periodicity of the array along the x and y directions are a
and b respectively, and ls and ws are the dimensions of the slots.
Due to the lack of strict periodicity, Bloch’s theorem is no longer applicable (which
means that the electric field distribution varies both in amplitude and phase from one cell to
another) and therefore the study cannot be reduced to a single cell by assuming a phase shift
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in the fields between two adjacent unit cells. Therefore, no periodic Green’s function can be
defined, and a different approach needs to be used to study the propagation of surface waves.
From a physical point of view this means that an excitation needs to be included in our model.
Let us replicate one method used experimentally, by using a localised current density near
the central element of the array. This can be easily implemented as an excitation term when
deriving the integral equation that the electric field needs to satisfy on the perforated surface.
Following the reasoning used for the infinite array, the electric field on the surface needs







GM(x− x′,y− y′)Esct (x′,y′,z = 0) dx′dy′ = 0 (x,y) ∈ ηi (6.9)
(i = 1, . . . ,M),
where GM(x,y) is the dyadic Green’s function defined in (6.2) and (6.3). Since in the case
of a truncated array of slots Esct (x,y,z = 0) is not a periodic function of x and y, the set of
integral equations (6.9) cannot be reduced to one single unit cell as for the infinite array as
shown in (6.5). Note that in this case, Esct (x,y,z = 0) represents only the field scattered by
the slots when illuminated with an excitation in the form of a position-dependent surface
current given by Jas(x,y) in the absence of slots. To determine the value of Esct (x,y,z = 0)
in η j ( j = 1, . . . ,M), let us apply the MoM to each of the M integral equations of (6.9).
That is, the tangential electric field in the j-th slot will be approximately expressed in terms
of the proposed basis functions (electric field profiles) d jl(x,y) = d jl,x(x,y)x̂+d jl,y(x,y)ŷ
(l = 1, . . . ,Nb) as shown below




e jld jl(x,y) (x,y) ∈ η j. (6.10)









i je jl = pik (i=1, . . . ,M; k=1, . . . ,Nb), (6.11)
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GM(x− x′,y− y′) ·d jl(x′,y′) dx′dy′
]
dxdy (6.12)








(i = 1, . . . ,M; k = 1, . . . ,Nb).
In order to model the excitation of a very localized source, a Delta-Gap excitation is used
[130], which replicates an infinitely thin wire connecting the two parallel vertical edges of
the slot. For symmetry reasons it has been chosen to be located in the middle x plane of the
slot, but it could be placed elsewhere. Mathematically, this can be easily introduced into
the model as Jas(x,y) ∝ δ (y− ycc) for (xcc −ws/2)< x < (xcc +ws/2) and zero otherwise
(where ycc and xcc are the y and x coordinates of the center of the central slot respectively). In
a very similar manner to the case of an infinite array, the matrix elements given by (6.12) can
be efficiently calculated when rearranged in terms of cross-correlations of the basis functions
as explained in detail in Chapter 3. Once these coefficients are calculated, the electric field
is completely determined on the surface. Following the experimental techniques used for
the study of surface waves [121, 131], the dispersion diagram is calculated by computing
the Fourier transform of the field distribution into the spectral domain (which is continuous
given the lack of periodicity). Taking advantage of the analytical basis functions used to
expand the electric field on the slots, one can compute the analytical Fourier transform. This
makes it possible to obtain as small a resolution as needed in the Fourier transformed fields,
in contrast to the Fast Fourier Transform algorithm used experimentally.
To test the convergence of the MoM implementation for a finite array by comparison
to the solution obtained for an infinite array of slots (shown in Fig. 6.2), let us first analyse
an array of 49×49 cells (this gives good definition of the modes in k-space in comparison
to that obtained for smaller arrays within a reasonable computational time) with ls = 9mm,
ws = 0.5mm, a = b = 10mm as previously studied for the infinite case. The obtained
dispersion diagram is shown in Fig. 6.4, where the brightest feature can be directly compared
to the dispersion of the bound mode of the infinite array identified in Fig. 6.2 (purple line).
This is not, however, the only mode supported by the truncated array: a family of bound
126
6.3 Truncated periodic array
Fig. 6.4 Electric field Fourier transform predicted by MoM for a range of frequencies for
an array of Nx = Ny = 49 slots for which ls/a = 0.9, ws/a = 0.05 and a = b = 10mm. It is
represented linearly in colour as the square root of the absolute value of the Fourier amplitude.
The white superposed squares correspond to the dispersion diagram obtained for an infinite
periodic array with the same unit cell.
modes can be found at higher frequencies within the light cone above the limit of the infinite
array dispersion. In addition, each of the modes appears to be periodically repeated in kx
(this can be easily seen outside of the cone formed by the two light lines). In the following
the origin of these effects will be explored as well as how the dimensions of the array can be
optimised to reduce them.
Although the numerical results for an array of 49×49 elements show good agreement
with those of an infinite array, the validation of the truncation effects is most practically
achieved experimentally, as full-wave numerical solvers require a significant computational
effort to solve large but finite arrays. However, the large number of higher order modes
observed (Fig. 6.4) would also make experimental validation challenging since their position
and number will also depend on the symmetry of the sample. For these reasons, a study of the
dependence of these higher order modes on the size of the array in the x and y directions has
been undertaken. It has been discovered that the number of higher frequency modes is only
affected by the length of the array in the direction perpendicular to that of the propagation
of the surface wave (Nyb as only propagation along x is being considered), with the number
of modes increasing with the number of elements. In contrast, the spacing in kx between
two of the translated modes is only affected by the length of the array along the propagation
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direction (Nxa in our case), the separation between the modes being reduced as the length
increases.
Fig. 6.5 Electric field Fourier transform predicted by MoM in a range of frequencies for an
array of Nx = 39 and Ny = 5 slots for which ls/a = 0.9, ws/a = 0.05 and a = b = 10mm.
In order to simplify the analysis, we chose to experimentally study the case where Nx = 39
and Ny = 5. Fig. 6.5 shows the results obtained by means of MoM, where three modes are
clearly distinguished and the same periodic repetition of the modes along the kx axis as
for the case of Nx = Ny = 49 is present. The experimental sample has been prepared by
making use of a very thin plastic layer (50µm with εr = 2.8) coated with 17µm thick copper,
in which slots have been etched. By making use of a pair of probe antennas (made of a
coaxial cable with a part of the inner conductor exposed), the electric field is excited at
the centre of the array and scanned at a constant height across the surface. [121, 131] This
electric field distribution is then Fourier transformed from the spatial domain into the spectral
domain making use of a Fast Fourier Transform algorithm for each frequency, obtaining the
dispersion diagram shown in Fig. 6.6. A small frequency red shift is present with respect
to the numerically obtained dispersion as a consequence of the introduction of the thin
dielectric layer. This shift, however, does not change any of the physics involved, and the
same truncation effects can be observed in both figures. Note that in the experimental data,
there is a decrease in Fourier amplitude as kx increases. This is because the source antenna
does not provide an ideal wave-vector (momentum) spectrum.
By investigating this simpler case (with 39×5 slots), and thereby reducing the complexity
of the mode structure compared to the case of 49×49 slots, it will be easier now to understand
the origin of these additional modes. In Fig. 6.7 the electric field magnitude and phase
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Fig. 6.6 Experimental electric field Fourier transform in a range of frequencies for an array
of Nx = 39 and Ny = 5 slots for which ls/a = 0.9, ws/a = 0.05 and a = b = 10mm.
distribution at the surface of the array have been represented. The first and third color maps
correspond to the magnitude and phase of the lowest frequency mode (excited at 12.19GHz,
corresponding to kxa/π = 1), and show how the fields in every slot in each column responds
in phase to the excitation while two consecutive rows are out of phase, in concordance
with the mode being at the Brillouin zone boundary. In contrast, the second and fourth
color maps show the electric field magnitude and phase distribution for the second lowest
frequency mode (excited at 13.54GHz). In this case it is found that two of the rows are not
excited and that the slots on the top and bottom of each column are excited out of phase with
respect to the slot in the central row. This shows that although only propagation along the x
direction is considered, the absence of infinite periodicity allows for the excitation of modes
with a structure in the direction perpendicular to that of propagation. These occur at higher
frequencies than for the most similar mode to that supported by infinite arrays. Although not
shown here, the third mode that appears in Fig. 6.5 corresponds to the excitation of all five
rows with each element being out of phase with respect to its closest neighbours, leading
to the highest frequency of the modes shown. This can be easily predicted using simple
reasoning: each of the higher order modes will require an extra (transverse) momentum
ktransy to excite such phase differences between the rows, which needs to be of the order
of ktransy ≈ π/(2b) in the case of the second lowest frequency mode. This predicts, at the
Brillouin zone boundary along the x direction a frequency separation of ≈ 1.36GHz which
is close to the 1.67GHz separation between the two lowest order modes found in Fig. 6.5.
This discrepancy can be explained by edge effects for the top and bottom rows, at which
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Fig. 6.7 MoM predictions of the electric field distribution for the two lowest frequency modes
supported by a finite array of slots with Nx = 39 and Ny = 5 slots for which ls/a = 0.9,
ws/a = 0.05 and a = b = 10mm excited at the central slot with a Delta Gap excitation. From
the top, first and third figures correspond to the magnitude and phase of the electric field at
12.19GHz while second and fourth correspond respectively to the magnitude and phase at a
frequency of 13.54GHz.
the excited fields of these higher order resonances decay over a short distance due to the
presence of the semi-infinite conducting plane.
Let us finally analyse the phenomenon of the multiple mode dispersion curves that are
translated in kx evident in Figs. 6.4, 6.5 and 6.6. The evolution of the spacing between
such repeated modes has been analyzed for different array sizes and is only affected by the
length of the array along the direction of propagation (Nxa in this case). In Fig. 6.8, data is
plotted having been extracted from different dispersion diagrams along the Brillouin zone
boundary (kxπ/a = 1) for different values of Nx when keeping Ny = 5. It can be seen how
the frequency separation of two consecutive modes reduces with the length of the array
(Nxa), with corresponding narrowing of the original mode (infinite array). This separation in
frequency is associated with a change in wavelength ∆λ ≈ Nxa and a change in wavevector
∆kx ≈ π/Nxa. This quantisation is associated with the boundary condition imposed by the
ends of the array that dictates that the mode has zero electric field amplitude. This effect can
not be found, however, for the third non-bound mode, whose amplitude decays with distance
from the center to negligible values at the edges of the sample and hence little scattering
occurs. Consequently, no such repeated modes can be observed in Fig. 6.5 above 14GHz.
Note that only modes with non-zero amplitude in the center of the array can be excited since
this is where the source is positioned.
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Frequency (GHz)












































Fig. 6.8 Normalized amplitude of the Fourier transform of the MoM prediction of the electric
field distribution at the Brillouin zone boundary along the kx direction (kx = π/a) for finite
arrays of slots of different lengths when excited at the central slot. All three cases have been
calculated for Ny = 5, ls/a = 0.9, ws/a = 0.05 and a = b = 10mm.
From the results presented here, one could think of the modes supported by the finite
array as very similar to those of a two-dimensional cavity. However, the fact that it is an
open (infinite) system containing a finite array means that its field distribution can only be
decomposed in terms of a continuous momentum spectrum. This can be understood from
the need of a Fourier transform (instead of Fourier series) to find the modes supported by
the structure from the decomposition of the electric field on the surface. This continuous
momentum spectrum allows the scattering of the surface mode (even if it was the only
component excited by an ideal source) at the end of the array into both radiative and non-
radiative components. Although some of the latter may excite the mode associated with the
infinite periodic array, it will also excite components not allowed there, as one could see in
Figs. 6.4, 6.5 and 6.6.
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6.4 Conclusion
In this chapter, the propagation of surface waves supported by both infinite and finite periodic
arrays of slots has been investigated. To do this, an efficient and accurate approach based on
the Method of Moments is used to solve the integral equation satisfied by the component
of electric field tangential to the surface of the rectangular holes for both infinite and finite
problems. Predictions from this model have been verified by means of FEM modelling in the
case of infinite periodic arrays for different geometries and experimentally for finite arrays.
For finite systems, two additional effects have been observed, separately related to the size
of the array along the propagation direction and the transverse direction respectively. By
using the field distributions predicted by the MoM, the existence of higher frequency modes
not present in the infinite case has been explained in terms of quantisation arising from the
finite width of the system which can quasi-quantitatively predict this frequency splitting. In
addition, the periodic repetition of the modes with decreasing amplitude along the kx axis
has been explained by the back-scattering of the surface waves by the ends of the array, with
spacing in wavevector controlled by the length of the array.
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Chapter 7
Analysis of diffraction by the edge of a
planar array of dipoles
7.1 Introduction
This chapter presents a rigorous solution to the problem of the scattering of a plane wave that
impinges obliquely on a semi-infinite array of dipolar metallic patches using the Wiener-Hopf
technique [132, 133]. Due to the discrete nature of the problem the Wiener-Hopf method is
implemented in the Z-transformed spectral domain for an infinite linear system of equations
derived from the electric field integral equation. This technique was previously utilised by
some authors for the solution of the scattering of a semi-infinite array of metallic strips
illuminated by a plane wave [134]. However the semi-infinite planar array of dipoles here
considered is periodic in two directions and it has the capability of supporting bound surface
waves that are here specifically investigated. Here our analysis is restricted to the case of
a single metallic dipole in each unit cell, however the obtained description of the wave
mechanisms induced by the array-truncation is general, and the same approach could be
applied to more general types of truncated planar periodic structures. Note that though the
Wiener-Hopf technique applied to the rigorous solution in the Z-transformed domain for
discrete current distributions in periodic arrayed structures is rather unusual, there have been
important previous related contributions to the literature [134–141].
Let us consider the problem of an arbitrary polarised wave impinging on the semi-infinite
planar array of rectangular metallic patches (perfect conducting) whose geometry is depicted
in Fig. 7.1. In the following, a harmonic time dependence ejωt is assumed and suppressed
throughout the Chapter. The incident electric field on the plane of the array is written
as Ei = Ei0e
−j(kx0x+ky0y) where kx0 = k0 sinθinc cosφinc and ky0 = k0 sinθinc sinφinc, where
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Fig. 7.1 (a) Top view of the semi-infinite array of dipoles of length l and width w placed
in a rectangular array with spacings dx and dy along the x and y directions respectively. (b)
Perspective view of the truncation with the incident plane wave.
k0 = ω/c is the free space wavenumber and c is the speed of light. The metallic patches are
assumed to be perfectly conducting and of negligible thickness. In this case, the tangential






In the previous equation, Esc(r) represents the electric field scattered by the array due









gJ(x− x′,y− y′) · jsc(x′,y′)dx′dy′, (7.2)
where gJ(x− x′,y− y′) is the dyadic Green’s function that relates the field produced at (x,y)
to the current at (x′,y′), and is simply the inverse of that presented in Chapter 3. If one
substitutes (7.2) into (7.1), the result is an integral equation for the currents on the surface of
the dipoles jsc(x,y).
Thanks to the periodicity along the y direction, the problem can be reduced to the analysis

















gJ(x− x′,y− y′+mdy)ejky0mdy . (7.4)
Following the reasoning of the Method of Moments (MoM) as presented in Chapter
3 [47], let us expand the unknown current distribution on each dipole in terms of known
functions. The following will be restricted to the use of a single basis function which means
a current of the form of jscn (x,y) = inbn(x,y) where bn(x,y) is chosen as













This first order approximation reproduces the right edge behaviour and has been shown
to give accurate results at frequencies below the second resonance of the narrow metallic
patches [52, 142]. For the sake of simplicity, (7.5) provides the expression for the basis
function for the case in which the dipole is pointing along the y direction. If it were to be
rotated (as also considered in the following), the basis function and its direction would rotate
accordingly.
When the expression for jscn (x,y) is introduced into (7.3) and then into (7.1), one can
obtain a system of equations for the unknowns in by using the same basis functions as
weighting functions to project the resulting expression into the mth unit cell (i.e. Galerkin’s














′,y− y′) ·bn(x′,y′)dxdydx′dy′, (7.7)




b∗m(x,y) ·Ei(x,y)dxdy =Ve−jkx0md. (7.8)
Due to the fact that the basis functions are non-zero only on the dipoles, the integration
domain ηn corresponds to the surface of the nth dipole of the one dimensional semi-infinite
chain to which the problem has been reduced. In addition, note that the value of km−n depends
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on the relative distance between the mth and the nth dipoles and therefore it has been denoted
in terms of the difference between the indexes.
The value of km−n is obtained in the spectral domain by applying the Fourier transform

















+ ky0 and where B(kx,ky) represents the Fourier transform of the basis
function b(x,y) introduced in (7.5) and where ζ =
√
µ0/ε0 is the wave impedance of the
medium surrounding the array.
It is important to emphasise that the system of equations (7.6) has an infinite number of
unknowns (n varies from 0 to ∞). In contrast to introducing a second truncation at a large
value of n, let us use the Z-transform to solve this system of an infinite number of equations
exactly.
A route to solve this problem is to make use of the Z-transform of the successions kn, in
and vn, as the LHS of equation (7.6) is just the convolution of kn and in. The Z-transform of













where C denotes a closed counter-clockwise path following the unit circle in the complex z
plane.
By denoting the Z-transforms of kn, in as K(z) and I(z) respectively one obtains the
following equation in the transformed coordinate (as shown in [134]) by calculating the







where zγ = e−jkx0dx and where the notation I+(z) indicates that the function is analytical for
|z|> 1 due to the fact that in = 0 if n < 0 [134]. The function O−(z) is an unknown function

































Fig. 7.2 Plot of the phase of K(z) for the
case of ky0 = 0, dx = 0.3λ , dy = 0.5λ ,
l = 0.3λ and w = 0.05λ . The solid line
represents the unit circle. The presence of
zeros on the second and third quadrant is




Fig. 7.3 Plot of the phase of K(k′x) for
the case of ky0 = 0, dx = 0.3λ , dy = 0.5λ ,
l = 0.3λ and w = 0.05λ using the afore-
mentioned conformal transformation. The
position of the fundamental branch points
and zeroes has been highlighted, and cor-
respond to those in Fig. 7.2.
















k20 − k2x − k2yq
e−jkxnd. (7.13)
By using the conformal mapping z= e−jk
′





p=−∞ δ (kx − k′x −
2π p
dx






































In Fig. 7.2, the function K(z) is shown for values of |z| < 1.25 in the complex plane
obtained from equation (7.14). The branch cuts produced by the square root function
accompanied by the singularities associated with the branch points, which will be denoted zb
corresponds, in the space of kx shown in Fig. 7.3, to k′x =
√
k20 − k2y0, located on the real axis
(in the lossless case) given that −k0 ≤ ky0 ≤ k = 0, as it is the y component of the wavevector
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of the impinging wave. In the presence of loss, the branches will remain either inside or
outside the unit circle. Similarly, in Fig. 7.3 the values of the function are shown using
the conformal mapping introduced earlier in the space of the variable k′x. The additional
branch points due to the terms of the sum with p,q ̸= 0 are, at frequencies lower than the first
diffraction edge, located at purely imaginary values of k′x, and are mapped onto real values of
z with either very small or very large moduli. Thanks to the periodicity of the function in the
k′x plane, only a couple of Riemann sheets (top and bottom) are found in the z plane. This is
in contrast to the many pairs of Riemann sheets that one would find in the k′x plane, further
justifying the reason for performing the Wiener-Hopf technique in the Z-domain.
As a new feature with respect to the problem of the scattering by a semi-infinite array of
strips in [134], one finds that for the current array problem the function K(z) presents a zero
near the branch point. This is due to the fact that two dimensional arrays of dipoles (or slots)
support the propagation of surface waves, which are self-supported modes of the system and
therefore correspond to zeros of the determinant of the problem as shown in Chapter 6.
7.2 Wiener-Hopf approach
The problems introduced by the presence of the unknown function O−(z) can be avoided by
making use of the factorisation of K(z) using the Wiener-Hopf technique, as shown in [134].
























Then, according to Liouville’s theorem, if a bound function is analytic everywhere on the
complex plane then it is a constant. This constant can be easily obtained by evaluating the
RHS at z = zγ , obtaining the Z-transformed current as
































Fig. 7.4 Unit circle of integration C in the z-domain to perform the inverse Z-transform
(7.18). The C integration path in (7.18) is deformed onto three integration paths around
the singularities leading to three distinct wave species: (1) the contour around the pole zsw
corresponds to the current iswn associated with the surface wave; (2) the contour around the
branch cut represents the continuous spectrum of the diffracted current idn; and (3) the contour
around the pole zγ provides the current i∞n pertaining to the infinite array (without truncation)
due to plane wave excitation. The branch cut locus has been modified as a straight line to
simplify the calculation of the contour integral since this is associated to a steepest descent
path.
From the Figures 7.2 and 7.3 and equation (7.18), one can see that the currents on each
dipole will have three contributions,





arising from the different poles and branch cuts found inside the unit circle, shown in Fig. 7.4.































Analysis of diffraction by the edge of a planar array of dipoles



















Fig. 7.5 Map of the position of the zeros of K(z) (zsw) for different values of the normalised














Equations (7.14) to (7.21) constitute the closed-form solution of the currents generated
by the plane-wave diffraction by a semi-infinite array of dipoles. This solution, although
exact within the single basis function approximation, suffers from the need to calculate
numerically integrals of slowly convergent two dimensional infinite series as shown in (7.16)
and (7.14). In addition, the position of pole corresponding to the existence of surface waves
needs to be found numerically for each frequency as it is shown in Fig.7.5, which may require
several evaluations of the function K(z). Several methods have been proposed to reduce the
computational effort needed to compute the two-dimensional infinite series, which appears
in the solution of the infinite two-dimensional periodic array of dipoles [61]. However, the
most effective has been shown to be the calculation of the matrix elements in the spatial
domain, which in addition to the advantages from using Ewald’s method [64, 143, 144] for
the computation of the two-dimensional periodic Green’s function leads to the calculation of
finite-domain integrals as shown in Chapter 3.
To facilitate the numerical calculation of the contribution of the currents arising from
diffraction, it is convenient to introduce the change of variable z = zbe−s
2
such that the





























where the integrand is calculated on each side of the branch cut for s< 0 and s> 0 respectively.
As shown in [134], this expression is also more suitable for asymptotic analysis.
7.3 Approximate factorisation
To avoid the computational effort required to calculate the function K+(z) using equation
(7.16), let us propose an approximate factorisation K(z)≈ K+app(z)K−app(z) based on the main
term of equation (7.14) given, when the array supports a surface wave with wavevector kswx
such that zsw = e−jk
sw













































































k20 − k2y0. The two additional factors when compared to [134] reproduce the existence
of surface waves at z = zsw and remove the non-physical zero at z
app
sw = zb/(1− (D/C)2).
The value of zsw, however, needs to be obtained using the exact expression for K(z) using
an iterative procedure based on [145]. In Fig. 7.6 the values of the modulus and phase
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Fig. 7.6 Map of the amplitude and phase
of the exact and approximated K(z) func-
tion for points on the unit circle. The zeros
are introduced into the approximation by
applying a zero-search algorithm to the
exact form.
Fig. 7.7 Map of the modulus and phase
of the exact and approximated integrand
Fn(s) in (7.23) and F
app
n (s) in (7.30), mak-
ing use of the exact and approximated fac-
torisations of K(z).
of the exact and approximated K(z) functions given by (7.14) and (7.24) respectively are
represented for points on the unit circle, showing excellent agreement. There, the presence
of the branch points z = zb and z = 1/zb and the zeros z = zsw and z = 1/zsw of the K(z)
functions can be observed. In addition, to show the validity of the approximation for its use
on the calculation of (7.23), the value of the exact and approximated integrands for the first
dipole are shown in Fig. 7.7.
Note that for the cases in which the chosen geometrical parameters do not lead to
the existence of a surface wave solution (such as small dipole lengths with respect to the
periodicity), the formulas presented in [134] should be used instead, making use of the
constants here presented. This just means removing the factors including zsw and z
app
sw . Under
these circumstances the diffracted currents are those arising from the fields diffracted by
the truncation. In this case, the validity of the approximation has been checked through the
calculation of K+res(z) = K















In Fig. 7.8, the real and imaginary parts of the function K+res(z), obtained using (7.29),
have been plotted. The integral was performed numerically by introducing small losses in
the system so that the branch points were located slightly inside and outside of the unit circle,
removing numerical instabilities. In addition, due to the different locations of the branch cuts
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of the expressions (7.14) and (7.24), the definition of the branch cut of the term m,n = 0 in
(7.14) was modified so that it became radial.














































Fig. 7.8 Plot of K+res(z) for |z| ≤ 1.5 for the case of dx = 0.3λ , dy = 0.4λ , l = 0.3λ and
w = 0.01λ computed numerically. In this case, the array does not support any surface wave
and the terms associated with them are removed from the approximation.
As the reader can see, the real part is very close to one everywhere with the exception
of where those additional branch cuts are found, but still the correction is smaller than ten
percent. The imaginary part is also found to be very close to zero, with very small deviations
near the branch cut.
This approximate factorisation has been shown to be very accurate regardless of the
existence of surface waves, and allows for a vast reduction in the computation time needed
for the calculation of the branch contribution, idn , in terms of the diffracted fields.
7.4 Asymptotic evaluation of the diffracted currents
Among the different contributions to the total current, that representing the diffracted current
is the most computationally demanding, as it requires the integration of the function K+(z),
which is itself calculated through the integral of a very slowly convergent function, as
mentioned earlier. It is therefore convenient to obtain an asymptotic approximation for idn ,
which is obtained thanks to the approximated factorisation presented in the previous section.
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Thanks to the exponential decay of the integrand, as n increases, the value of the integral
happens to be dominated by the behaviour of the integrand for small values of s. For small
values of n, this approximation is not accurate, as the dominant part of the integrand is far
from s = 0 as shown in Fig. 7.7. The factor involving the function K+app(z) is, for small values







































When poles are not in the “vicinity" (in the asymptotic sense) of the branch point in the z
domain (poles not close to the saddle point at s = 0 in the s domain, this integral is accurately

























The asymptotic expression (7.33) for the diffracted current reveals that it corresponds
to the current induced by an edge-diffracted wave which has a cylindrical wave front with
an amplitude spreading (unlike the infinite-array and surface-wave currents which have no
spreading) that decays as 1/(n+1)3/2 from the truncation of the array at x = 0.
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7.5 Derivation of the scattered electric field distribution
Let us now provide the necessary derivations for the calculation of the electric field distri-
bution created by the scattered electric field on the surface of the semi-infinite array at any
point of space. This is done by first extending the expression in (7.2) to any point in space,








gJ(x− x′,y− y′,z) jsc(x′,y′)dx′dy′, (7.35)
where the Green’s function now explicitly includes the dependence on the position of the
point along the z axis, while before it was assumed to be contained on the plane z = 0. As









′,y− y′,z) jsc(x′,y′)dx′dy′. (7.36)
If one introduces the expression jscn (x,y) = inbn(x,y), in which all basis functions bn(x,y)









gper(r− r′) b(x′−ndx,y′)dx′dy′. (7.37)
By using Parseval’s theorem, one can rewrite the previous equation in terms of an infinite
sum over the Floquet modes along the y direction and an integral over the continuum of
















+ ky0, kzq =
√
k2 − k2x − k2yq and where the y component of the continuous





−kxkyx̂+(k20 − k2y)ŷ− kzkyẑ
)
. (7.39)
For the case of dipoles oriented along the y direction, this is the only component that
needs to be taken into account.
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If one now substitutes the value of in that was obtained in (7.18) and extend the sum
such that n goes within (−∞,∞) (given that in = 0 if n < 0) and operates, one can obtain the






















































































where as in previous sections, the integration runs over the unit circle on the complex z plane.
Given that the z plane can be understood as a conformal mapping of the complex kx plane,
let us rewrite the previous expression in terms of an integral over the complex spectrum in kx.
To do so let us introduce the variable k′′x = k
′



























One can easily see that the sum along the p index represents the addition of the integrals
along different strips of the k′′x plane, and therefore is equivalent to the integral along the
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The integral in (7.45) can be done numerically by directly sampling the value of the
integrand over a large number of positions along the axis until the value of the integral
converges. However, by considering k′′x as a complex variable for which the integral in (7.45)
is a contour integral, one can find a more optimal integration path such that the integral can
be well approximated by performing the integral on a limited truncated path.
7.5.1 Asymptotic analysis of the scattered electric field
Let us now analyse the asymptotics of the closed-form integral obtained in the previous
section to obtain approximate formulas with both physical intuition that avoid the brute force




f (z) eΩq(z) dz, (7.47)
where f (z) and q(z) are analytic functions of a complex variable z along an infinite integration
path given by P. If one is able to locate a point z0 along the integration path such that the
real part of the function q(z) has a maximum, then if Ω is large, one could approximate the
integral by the contribution of the integrand near such point, extracting from the integral a
constant approximation of f (z) given by f (z0), leading to an asymptotic expression for the
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For such an approximation to be as accurate as possible, it is convenient to modify the
path of integration P to another in which the exponential factor shows a maximum decay
rate from the position of the maximum, which actually correspond to saddle points of the
complex function (as analytical complex functions can not present absolute maxima and
minima inside their analytical domain). Such optimal integration path, called the steepest
descent path, can be shown to be given by the path on which the imaginary part of Ωq(z)






Fig. 7.9 Perspective view of the truncation with the incident plane wave with the set of
coordinates used for the asymptotic analysis of the scattered electric field.
To obtain easier asymptotic formulas for the expressions of (7.45) and (7.46) derived
previously let us express the position of the point at which we are calculating the electric
field (x,y,z) in cylindrical coordinates (ρ,φ ,z) as shown in Fig. 7.9. This new choice for
the set of coordinates (different from that used in all previous chapters) will allow for direct
comparison of the expressions obtained with those found in the literature, such as in [54].
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These two are related by
x = ρ cosφ (7.49)
y = ρ sinφ . (7.50)
Similarly, let us introduce the new spectral variables
k′′x = kρq cosαq (7.51)











Then, given the new set of coordinates, kzq =
2πq
dy
+ kz0 with kz0 = k0 sinθinc sinθinc, the
exponential factor in (7.46) becomes
e−j(k
′′
x (x+dx)+kyqy+kzqz) = e−j(kρqρ cos(α
′
q−φ)+kzqz), (7.55)
from which it is easy to locate the saddle point to be located at αSPq = φ and following the
steps presented in [54], the steepest descent path (SDP) is given in terms of the real and





cos(αSDPqr −φ)cosh(αSDPqi ) = 1 if kρq ∈ R (7.56)
sin(αSDPqr −φ) = 0 if jkρq ∈ R. (7.57)
In the two previous equations, the first corresponds to Floquet modes (along the newly
defined z direction) with a real propagation constant in the x− y plane as given by (7.53).
The second corresponds to those with kzq > k0, and therefore are evanescent in the radial
direction from the edge of the array. The SDP expressed in the αq variables can be easily
mapped into the k′′x plane, as shown in Fig. 7.10, where the analytical SDP is compared to
that calculated numerically by finding the loci of points where the function in (7.46) presents
the same phase as at the saddle point. In Fig. 7.10a), where the magnitude of the integrand is
represented in logarithmic scale, one can see how the SDP follows the path for which the
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Fig. 7.10 Colormap representation of a) the magnitude in logarithmic scale b) the phase of
value of L0(k′′x ) in the complex k′′x plane. The branch cuts have been modified not to cross
the steepest descent path. The red line represents the exact steepest descent path calculated
numerically and the black line represents the path given by Eq. (7.56). The parameters
chosen for this plot are: dx = dy = 0.25λ , l = 0.1λ and w = 0.025λ , θinc = φinc = 0 and the
observation point is (x,y,z) = (4λ ,2λ ,0).
integrand presents the largest decay rate as the variable moves away from the saddle point
while in Fig. 7.10b) one can see how this path corresponds to the constant phase lines of the
integrand, which is dominated at large distances by the imaginary part of the argument of the
exponential in (7.46).
According to Cauchy’s residue theorem, the deformation of the original integration path
does not modify the value of the integral as long as the region limited by the two paths does
not contain any pole. If one looks at the denominator of (7.46), one realises that it presents a
pole whenever k′′x = kx0 +
2πn
dx
with n being an integer number, which are located on the real
axis in the absence of losses. In addition, the saddle point in the k′′x plane for a given point of
observation is given by k′′x = kρq cosφ also located on the real axis for propagating Floquet
modes. This means that whenever the point of observation crosses the shadow boundary
generated by a Floquet-mode emerging from the array, the integration path deformation will
cross also the n = 0 pole, which needs to be accounted for using the residue theorem. In
Fig. 7.11, the physical concept of shadow boundary is explained geometrically, as those
points illuminated by the reflected wave on the edge of the array. In contrast, the presence of
surface waves has little effect on the integral calculation, as in the absence of dielectric the
poles associated with such localised waves correspond to wavevectors with larger real part
than k0.
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Fig. 7.11 Schematic representation of the shadow boundary (SB) of the fundamental mode
when the semi-infinite array of dipoles is illuminated with φinc = 0 and with θinc > 0. The
pole associated with the fundamental Floquet reflected wave will only contribute for points
inside the blue region.















Lq(k′′x ) = Dq(k
′′
x )e
−j(kρqρ cos(α ′q−φ)+kzqz), (7.59)


















−j(kρqρ cos(α ′q−φ)+kzqz)dk′′x . (7.60)
The integral in (7.60) can be then calculated asymptotically in a non-uniform fashion by
directly extracting from the integral the value of the function Dq(k′′x ) at the saddle point as a
multiplicative factor by assuming that it is a slowly varying function in the neighbourhood of






Escres,q(ρ,φ ,z)U(αSP −φ)+Escint,q(ρ,φ ,z), (7.61)
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where the step function U(αSP −φ) is one for positive arguments and zero otherwise and
where























e−j(kρqρ+kzqz)kyqDq(k′′x = kρq cosφ). (7.63)
To obtain (7.63), the function Dq(k′′x ) has been assumed to be slowly varying as the
integration variable approaches the saddle point of the exponential function. However, as was
discussed earlier, when the point of observation is close to a shadow boundary, the function
Dq(k′′x ) presents a pole, which introduces rapid variations in the value of the function near
the saddle point. To handle this effect rigorously, one needs to resort to a uniform asymptotic
evaluation of the integral by extracting the singularity of the integral before performing the
non-uniform asymptotic evaluation. One procedure to do this, as shown in [54], is the Van
der Waerden procedure. To implement the Van der Waerden procedure, the function Dq(k′′x )
is regularised by extracting a number of poles. In the case presented here, it has been found
that extracting a single pole leads to very accurate results. Define a function
Tq(k′′x ) = Dq(k
′′
x )−Wq(k′′x ), (7.64)
where the regularising function Wq(k′′x ) is chosen such that it has the same pole and residue

















and where the value of Eres,q(ρ,φ ,z) was presented in (7.62).













where F(·) is the Fresnel function (which is a usual transition function in the context of









The formulas presented here have the advantage that once the function K(z) has been
factorised, the scattered electric field can be computed directly without resorting to the
inversion of the z-transform required to obtain the current distribution on the array. As it will
be shown later, these formulas in combination with the approximate analytical factorisation
shown in Section 7.3 lead to very fast and accurately computed formulas, in comparison with
the computational effort that would be required to compute the field scattered by large finite
arrays using an element-by-element Method of Moments approach as presented in Chapter 4.
7.6 Numerical results
In this Section the physics behind the excitation of the diffracted field and, in some cases,
the conversion of free space radiation into surface-bound propagative waves along the array
surface are explored.
Let us start by considering the case of small metallic patches compared to the periodicity.
This system does not support long wavelength propagation of surface modes and therefore
the only contributions arise from the diffracted fields and the solution of the infinite periodic
problem, i.e., in = i∞n + i
d
n which are calculated using the exact equations (7.20) and (7.23).
The calculated total normalised current for the first 30 elements along the x direction are
shown in Fig. 7.12. The current obtained by the Wiener-Hopf method is compared to that
obtained from a method of moments solution of the scattering by a finite-by-infinite array, i.e.,
the array is finite along the x direction with 2000 unit cells, enough for the diffracted fields
to decay so that edge-induced diffracted fields do not interact with each other. These two
solutions are in excellent agreement, and show the small magnitude of the diffracted currents,
about three orders of magnitude smaller than the currents in the infinite array. In addition,
it shows the validity of the solution obtained using the approximated factorisation, which
leads to an accurate semi-analytical solution calculated via (7.30) in contrast to the very
computationally expensive numerical factorisation using (7.16), needed for the computation
of (7.23).
In a second example the length of the metallic patches is increased and their spacing
along the x direction is reduced in terms of the wavelength, such that the coupling between
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Fig. 7.12 Total current in obtained with the discrete Wiener-Hopf method normalised to i∞n on
the first 30 dipoles away from the x = 0 truncation of a semi-infinite array with dx = 0.125λ ,
dy = 0.125λ , l = 0.05λ and w = 0.0125λ . The current in is calculated via (7.23). In this case
the arrays does not support surface waves, hence iswn = 0 . The result is in excellent agreement
with that obtained from a method of moment for the scattering by a finite-by-infinite array
with 2000 unit cells in the x direction. Red circles represent the currents obtained using the





Fig. 7.13 Isofrequency map of the deter-
minant of the system of equations arising
from the solution of the scattering by a
doubly infinite periodic array of dipoles
for the case of dx = 0.3λ , dy = 0.5λ ,




























Fig. 7.14 Map of the magnitude of K(z)
for the case of ky0 = 0, dx = 0.3λ , dy =
0.5λ , l = 0.λ and w = 0.05λ . The solid
line represents the unit circle.
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the dipoles is increased, leading to the existence of self-supported current solutions that
propagate along the array. These modal solutions can be computed by finding the zeros of
the determinant of the matrix of the linear system of equations obtained for the scattering by
an infinite two-dimensional array of dipoles, which can be efficiently done by introducing
the two-dimensional periodic Green’s function shown in Chapter 3. These solutions are
characterised by their real in-plane wavevector (kswx0 ,k
sw
y0 ) at each frequency. In Fig. 7.13
the value of the determinant of the scattering problem by a doubly infinite periodic array
of dipoles is shown for different in-plane wavevector in dB scale. The minima (in blue)
correspond to the in-plane wavevectors of the surface waves supported by the array at
this wavelength while the maxima (in yellow) represent the light cone, arising from the
divergence of the periodic Green’s function at grazing incidence. Thanks to the introduction
of a truncation parallel to the y direction, the scattered fields presents a continuous spectrum
in kx and a discrete spectrum in the ky direction. Surface waves satisfy kswx0 > k0 and k
sw
y0 = ky0
which means that one could, by tilting the angle of incidence in the y− z plane excite all the
surface waves shown in Fig. 7.13, as for k0 = π/dy the light cone has reached the boundary
of the first Brillouin zone. Thanks to the symmetry of the system for null angle of rotation
of the dipoles, this isofrequency map is symmetric with respect to the kswx0 = 0 and k
sw
y0 = 0
planes. This symmetry means that, in the z plane, both zsw and 1/zsw are zeros of K(z).
At normal incidence (ky0 = 0), two modes are symmetrically found with kswx0 ≈±1.35k0,
which correspond to two poles in the Z-plane (one being the inverse of the other). In the
absence of losses these will be located on the unit circle as shown in Fig. 7.14. Therefore,
one may assume that both surface waves could be excited by the diffracted fields due to
equation (7.21), but actually only one of those two waves corresponds to a physical solution
of the truncated problem, as the truncation cannot excite a wave which propagates energy
towards the edge itself (i.e. with a x component of the group velocity that is negative).
Mathematically this can be proved by introducing small losses into the system, which make
the two poles displace, one towards the inner part of the circle and the other towards the
outer part, therefore not contributing to the closed path integral of (7.18). It is important to
remark that the function K(z) by itself does not provide any information about the truncated
problem. The truncation is introduced via the application of the Wiener-Hopf procedure by
separating the spectral components that propagate towards and away from the truncation.
Fig. 7.15 shows the Wiener-Hopf solution of the scattering by the truncation for the
case of normal incidence shown in previous figures, in which the array supports a pair of
symmetric surface waves, although the truncation is only able to excite that that propagates
in the positive x direction. By comparing Figs. 7.12 and 7.15, the currents introduced by the
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Fig. 7.15 Total current in obtained with the discrete Wiener-Hopf method, and the two current
contributions idn , and i
sw
n in (7.19), normalized to i
∞
n , on the first 30 dipoles away from the
x = 0 truncation of a semi-infinite array with dx = 0.3λ , dy = 0.5λ , l = 0.3λ and w = 0.05λ .
Currents in, iswn , and i
d
n are calculated via (7.19) , (7.21), and (7.23), respectively. The current
solution obtained from a method of moments for a finite-by-infinite array of 2000 cells in
the x direction is also included for comparison. The black dash-dotted line represents the
analytical asymptotic approximation for the diffracted currents id,asn calculated via (7.33),
whereas the green-dashed line represents the exact idn calculated via (7.23).
Fig. 7.16 Detail in logarithmic scale of the decay with the dipole index n of the diffracted
currents from the exact numerical solution (black solid line) and asymptotic formula (red
dashed line) for the same parameters of Fig. 7.15.
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Fig. 7.17 Normalized total current in obtained with the discrete Wiener-Hopf method for the
same semi-infinite array as in Fig. 7.15, for different angles of incidence on the x− z plane.
excitation of the surface wave have large magnitude, more than half of that of the currents
in the infinite array. These surface wave currents are responsible for long-range effects,
decaying only due to small losses (loss tangent of 10−6) that were introduced to make the
validation against the 2000 cell finite-by-infinite method of moments feasible. Due to the large
amplitude of the surface wave, the diffracted currents constitute a second order perturbation
to the periodic solution. Nonetheless, they can be very accurately calculated using the
analytical approximated factorisation, and also by using the analytical asymptotics as shown
in the figure. The exact currents in, iswn , and i
d
n and the asymptotic diffracted currents i
d,as
n
are calculated using (7.19), (7.21), (7.23), and (7.33), respectively. The agreement between
the numerical solution and the asymptotic formula for the diffracted current is studied in
more detail in Fig. 7.16, where they are represented in logarithmic scale as 20log10(|in/i∞n |),
clearly showing how well the asymptotic formula captures the decay rate of the diffracted
currents as 1/(n+1)3/2.
The dependence of the excited currents on the angle of incidence when the impinging
wavevector is parallel to the x-z plane has also been explored. When ky0 is kept constant,
the function K(z) does not vary with the angle of incidence as shown in equation (7.14) and
therefore only the values of V and zγ will vary with the angle. Fig. 7.17 shows the total
normalised currents excited on the dipoles for θ = 0 and θ = π/4 with φ = 0 and φ = π . The
figure shows a large enhancement of the surface currents as the x component of the impinging
wavevector has the same sign of that of the surface wave, these being in magnitude more
than twice those expected for the infinite array. In contrast, when the impinging wavevector
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points along the negative x direction, the excited surface wave currents do not present a large
variation with respect to normal incidence. Due to the resonant nature of the surface waves,
this large variation of amplitude with the spectral component of the diffracted fields that
matches that of the surface waves is to be expected.
As explained earlier, the direction in which a surface wave propagates its energy deter-
mines whether it can be excited by the diffracted fields due to the truncation of the array,
irrespective of the sign of the phase velocity of the wave. This can lead to very interesting
behaviour when one considers anisotropic arrays such as that shown in Fig. 4.1, with rotated
dipoles. By applying this reasoning, and understanding the origin of the two surface waves
for each of the cases presented in Fig. 7.18, one can deduce which are to be taken into account
in (7.21).
Fig. 7.18 Isofrequency map of the determinant of the system of equations arising from
the solution of the scattering by a doubly infinite periodic array of dipoles for the case of
dx = dy = 0.3λ , α = 30o, l = 0.5λ and w = 0.05λ .
In Fig. 7.18, the isofrequency contour obtained when the dipole in the unit cell is rotated
by 30 degrees counterclockwise is shown. It originates from the merger of the isofrequency
contours of neighbouring Brillouin zones, each of which presents a highly anisotropic curve
similar to that in Fig. 7.13 with a counterclockwise 30 degree rotation. From that reasoning,
for ky0 = 0.35π/dy one would expect the surface wave closer to the lightline (z2) to originate
from the first Brillouin zone, and therefore have a group velocity with negative x component.
Contrarily, the surface wave with the largest negative kswx0 (z1) arises from the next-to-the-left






























































Fig. 7.19 Map of the magnitude of K(z) for the case of (a) ky0 = 0.35π/dy and (b) ky0 =
−0.35π/dy. The values of the other parameters are dx = dy = 0.3λ , α = 30o, l = 0.5λ and
w = 0.05λ . The solid line represents the unit circle.
that for the case of ky0 = −0.35π/dy, the surface wave with smaller kswx0 (z3) originated in
the first Brillouin zone, and therefore has positive group velocity along x whilst the other
(z4) would have originated from the next-to-the-right Brillouin zone, and therefore would
propagate its energy in the negative x direction.
By studying the effect that losses have on the position of these surface wave zeroes, one
can confirm the previous reasoning, as shown in Fig. 7.19. In the case of the figure 7.19(a),
due to the conformal transformation zsw = e−jk
sw
x0 dx , a real and negative kswx0 means that moving
along the dotted line from kswx0 = 0 to k
sw
x0 = π/dx corresponds to the transformed coordinates
following the unit circle anticlockwise from z = 1 to z =−1. Therefore, the first zero, just
outside the unit circle, corresponds to the wave originating in the first Brillouin zone with
its energy travelling towards negative x (z2). However, the next surface wave appears just
inside the unit circle, consistent with our reasoning for z1. For the case (b), our deduction
also holds as shown in figure 7.19(b), in which case it is the surface wave with smaller kswx0
(z3) that transports energy towards positive x.
Fig. 7.20 presents the total current on the first 30 elements for the cases (a) and (b)
of figures 7.18 and 7.19. Due to the high anisotropy shown and explained, the two cases
are significantly different. Notice the largely different surface wave wavelengths which
correspond to (a) λsw ≈ 0.67λ0 and (b) λsw ≈ λ0 respectively. The differences in amplitude
found between the two cases could be due to a variety of factors such as a non-uniform
distribution of the diffracted field spectrum connected to the field profile mismatch between
the incident and surface waves.
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Fig. 7.20 Normalised magnitude of the total current for the first 30 dipoles of the semi-infinite
array from the truncation for different angles of incidence on the Y −Z plane for the case of
dx = dy = 0.3λ , α = 30o, l = 0.5λ and w = 0.05λ . The zeroes have been labelled from one
to four to help the discussion.
Finally, let us explore the scattered electric field distribution as presented in Section 7.5.
The three different approaches presented there for the calculation of the scattered electric field,
namely (i) the direct numerical calculation of the integral in (7.45) involving the function in
(7.46) and (ii) the non-uniform and (iii) the uniform analytic asymptotic formulas derived
for such integral. In all three cases, it has been shown that the contribution of the Floquet-
harmonics of the reflected plane wave is given by a pole that may or may not contribute
depending on the relative position of the point of observation and the shadow boundaries of
such a wave. Physically, the pole contribution can be understood as the ray-optics solution
of the diffracted problem, in which one would obtain the scattered field by just truncating
the field generated by a two-dimensional periodic array of dipoles. However, that solution
introduces a discontinuity in the electric field (as seen in the orange line in Fig 7.21) not
allowed by the wave equation. When one takes into account the continuous spectrum of the
scattered field, it is shown that this discontinuity does not exist thanks to the diffracted wave
generated by diffraction by the edge of the array, which at large distances appears in the
form of a cylindrical wave as shown in (7.66). As shown in Fig 7.21, the amplitude of such a
cylindrical wave can be accurately approximated using the non-uniform asymptotic formula,
but it shows a strong divergence as the pole approaches the shadow boundary. This problem
is solved for the case of the uniform asymptotics, which demonstrates the continuity of the
electric field in the shadow boundary, and also agrees with the purely numerical approach.
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To validate these results, these have been compared again wih the solution obtained for
the scattering by an array of 1000 periodic chains of dipoles with the same geometrical
parameters using a full-wave MoM approach. Once the currents have been obtained, the
scattered electric field near one of the edges has been computed using a truncated version of
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Fig. 7.21 Magnitude of the scattered electric field on a line parallel to the plane of the
semi-infinite array along the x direction at y = 20λ normalised to that found on an infinite
array, with dx = dy = 0.25λ , α = 0, l = 0.2λ and w = 0.025λ under normal incidence. The
pale blue line represents the contribution from the uniform asymptotic evaluation of the
diffracted field integral, the orange line represents the pole contribution extracted from the
integral in the region illuminated by the truncated Floquet wave and the violet line represents
the total scattered electric field obtained from adding these two contributions. The green line
represents the total scattered field obtained using the non-uniform formula. The red crosses
represent the total scattered field obtained by numerically calculating the integral in (7.45)
and the black crosses represent the scattered field obtained for the direct MoM solution for
an equivalent finite problem with 1000 periodic rows. Due to the normal incident plane wave,
the boundary condition of the lowest Floquet mode corresponds to the x = 0 plane, as shown
by the orange line.
7.7 Conclusion
In this chapter, a rigorous analysis of the scattering by a semi-infinite array of dipoles has been
presented, based on the use of the Wiener-Hopf technique in the Z-transformed domain due
to the discrete nature of the planar current distribution. This method provides us with physical
insight into the currents on the semi-infinite array upon plane wave excitation, by providing
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an exact representation based on the single assumption that the current shape on each array
elements is fixed, i.e., each array element responds to the field as a dipolar current with
prescribed shape. The total current on the array is exactly represented in terms of three wave
species, the one that would exist on the infinite array without any truncation plus two other
wave contributions that arise from the array-truncation: the continuous spectrum forming
the diffracted fields arising from the edge truncation of the array and algebraically decaying
with the edge distance and the excited surface wave propagating along the array surface, also
excited by the array edge-truncation, that propagates along the whole semi-infinite array. The
derivations presented here constitute the first fully-theoretical prediction of the solution of the
plane-wave scattering by a semi-infinite array of metallic dipoles with closed form formulas
rigorously, not based on full-wave numerical solutions. Note that the wave species rigorously
obtained here have also a physical meaning when the array has a finite width L = Ndx, with
N the total number of unit cells in the x direction, as long as the two array-edges are “far
away" from each other, since diffracted waves decay algebraically away from the two edges.
By “far away" one understands (λ/L)3/2 << 1 because the algebraic decay is of the form
of 1/(ndx)3/2, with the array edge at x = 0 , so that the current diffracted by one edge is
negligible at the other edge. An outcome of this rigorous method is that the interaction
of surface waves at the two array-edges could also be rigorously studied. This study has
also been extended to highly anisotropic configurations in which the isofrequency surface
wave-vector curves lack inversion symmetry with respect to kx0 = 0, leading to the excitation
of two different surface waves when the incident wavevector is inverted. Finally, the scattered
electric field distribution in space has been obtained in terms of the continuous spectrum of
the problem providing physically appealing formulas in terms of truncated Floquet-waves
as well as cylindrical diffracted waves, showing how the electric field suffers a transition
as the observation point crosses the shadow boundary of the truncated Floquet-waves. This
transition is explained in terms of uniform asymptotic analysis, providing accurate analytical
formulas which have been validated against fully numerical procedures as well as the solution
of the scattered electric field for large finite arrays.
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Chapter 8
Dispersion properties of glide-symmetric
slot metasurfaces
8.1 Introduction
This chapter deals with the systematic study of the dispersion characteristics of zero-thickness
slots in perfectly conducting layers which are patterned in a glide-symmetric fashion (i.e.
the non-dispersive mode index thanks to the non-zero bandgap at the first Brillouin zone
boundary) and how these can be engineered for other configurations in which the symmetry
is broken. The origin of such features is here explained thanks to the field distributions
obtained from simulations and validated experimentally.
The existence of bound surface modes, surface plasmon polaritons supported at optical
frequencies by metal-dielectric interfaces is well established and has been studied since
the mid nineteenth century [116]. Since then, the ability to control such bound waves has
attracted much attention given their wide range of applications varying from imaging to
plasmonic communication devices [15, 16]. At lower frequencies, in the microwave regime,
adding structure to metal surfaces allows analogous surface modes, known as spoof or
designer surface plasmons, to be supported [23, 27, 112]. This allows for two-dimensional
microwave devices, such as lenses or antennas to control surface wave propagation [123, 148].
In recent years, the study of these low-frequency surface modes has also benefited from
the development of ultra-thin flexible metasurfaces with important applications to wearable
devices [149, 150].
In general surface modes present a strongly frequency-dependent effective refractive
index, which limits the frequency band over which these two dimensional devices, commonly
known as metasurfaces, maintain their designed behavior. The ability to engineer the
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frequency dependence of the mode index has motivated much research [151–153] and has
led to the exploration of diverse symmetries [154] and geometries to control the confinement
of the fields [155].
Recently, the use of glide symmetry has provided a route towards increasing the frequency
bandwidth of such devices. Glide-symmetric geometries are periodic structures that are
invariant under a combination of translation and reflection. This symmetry allows for a
near linear dispersion relation thanks to a mode degeneracy with non-zero group velocity
of the supported modes at the Brillouin zone boundary [156, 157]. The properties of glide
symmetry were first studied in the 1960s [158, 159], although they had been little exploited
until the development of metasurfaces, providing a design tool for broadband lenses [160]
and electromagnetic band gap structures [161].
8.2 Surface wave dispersion of a glide-symmetric slot
In this Section, a study of glide symmetry for a single-layered, one dimensional periodic
structure is presented. Specifically, the structure under consideration is a negligible thickness
infinite metal layer, perforated with an infinitely-long slot. This slot is periodically notched
on both sides so that the system possesses glide symmetry (for which the two sub-lattices
of notches are displaced by half of their respective unit cell) as shown in Fig. 3.7. For the
sake of simplicity, the metal will be assumed perfectly conducting (assumption valid at
frequencies up to far-infrared) and no dielectrics will be included for the first part of this
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Fig. 8.1 Perspective view of the infinitely-long double notched slot in a glide symmetric
configuration. The dashed line represents the plane used for the mirror operation required by
the glide symmetry.
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8.2.1 Modelling results
In the following, the dispersion relation of glide-symmetric notches slots is studied using
finite-element commercial software, in particular the eigenmode solver of CST Microwave
Studio [68], in which periodic boundary conditions are applied on the y-z planes on either
side of the structure, whose phase difference is varied between 0 and 180 degrees to obtain
the dispersion curves for a number of surface waves. These surface waves are bound, and
therefore their fields decay exponentially along either the positive and the negative directions
of z, not requiring the solver to include any absorbing boundary condition, largely simplifying
the modelling. A single unit cell is therefore needed for the simulation, enclosed in a box
which is large enough along the y and z direction such that the near fields are not perturbed

















Fig. 8.2 Predicted dispersion relation for the two lowest order modes of an infinite slot with
glide-symmetric notches. Different heights of the notches corresponding to the different
curves are shown in the insets. The relative value of the other geometrical parameters are:
w1 = w2 = p/4, g = p/20.
In Fig. 8.2, the modelled dispersion relation of the surface mode supported by the structure
is shown for different heights of the notches when the system possesses glide symmetry. The
figure shows the degeneracy of the two lowest order modes at the Brillouin zone boundary
with non-zero slope, which is the principal characteristic of glide symmetry and whose origin
will be studied in the following. This special degeneracy introduced by the symmetry leads
to a linearisation of the mode dispersion with respect to the single notched system, reducing
the frequency dependence of the effective refractive index. In contrast to previous studies in
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closed systems such as corrugated waveguides [156], the coupling to a mode on the lightline
causes an anti-crossing, which limits the range of linear dispersion of the upper branch
(second mode).
In this kind of configuration, by choosing a small slot width (in the case of w1,w2 < p/2)
one can limit the interaction between the fields of adjacent notches due to the requirement
that the electric field is transverse to the slot axis. This situation gives very good insight into
the origin of the degeneracy shown in Fig. 8.2. In the case of non-overlapping sublattices,
the plane shown as a dashed line in Fig. 3.7 can be approximately substituted by a perfect
conducting plane thanks to the negligible out-of-plane component of the electric field when
compared to the in-plane transverse electric field (y component). This approximation is
strictly true when the thickness of the layer tends to infinity, for which the out-of-plane
component of the electric field vanishes, although the approximation remains valid for
narrow slots. This means that any notch on either side will be mirrored by this conducting
plane, and the fields in the system behave equivalently to those in a single-notched unit
cell of length p/2. This reduced equivalent unit cell will correspond in terms of k-space
to a Brillouin zone boundary located at twice the in-plane momentum from the origin, at
which the zero group velocity is reached. Therefore, the dispersion of the glide-symmetric
configuration is constructed by folding the dispersion relation of the half unit cell system and





Fig. 8.3 Comparison between the dispersion relation of the two lowest order modes of the
glide-symmetric system (solid blue line) and the lowest order mode of the single notched slot
(dashed red line) as shown in the insets for h1 = h2 = 0.4 p, w1 = w2 = p/4 and g = p/20.
In Fig. 8.3, a comparison between the dispersion of the glide-symmetric structure and
the case of a single notched slot with half the original periodicity are shown, where the two
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modes are in practice indistinguishable until past the first Brillouin zone boundary of the
glide symmetric configuration. The difference at higher frequencies arises from hybridization
with a mode on the lightline.
One concludes that glide symmetry allows for the virtual halving of the reciprocal space
repeat unit while largely maintaining the field distributions of the modes supported by the
non-glide structure. This means that the second lowest order mode in the case of glide
symmetry, previously described as a negative index mode [162], corresponds essentially to
the same mode found in the single notched slot system (with positive mode index) in contrast
to the truly negative mode index found in mushroom-type metasurfaces [121]. This mode
in the glide symmetry case is produced by the back-scattering of the original mode into
the smaller Brillouin zone of the glide-symmetric system (corresponding to the solid blue
curve in Fig 8.3). This property becomes very important when the distance between two
notches (or meta-atoms in general) is small and in practice limited by the precision of the
manufacturing process. This limitation can be greatly improved by separately manufacturing









Fig. 8.4 Predicted dispersion relation for the two lowest order modes of the glide-symmetric
notched slot supported by a dielectric layer of thickness s and dielectric constant epsilonr =
2.8. The values of the geometrical parameters are h1 = h2 = 0.5p, w1 = w2 = p/4 and
g = p/20.
The effect of adding a dielectric substrate has also been explored, as its presence ex-
perimentally is unavoidable. The presence of layered dielectrics does not break the glide
symmetry of the transmission line and therefore it does not affect the linearity of the dis-
persion. FEM modelling results including a thick dielectric substrate (dielectric constant of
2.8) for a variety of thicknesses are shown in Fig. 8.4 in which one can observe the effects
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introduced on the dispersion. Due to the in-plane line used to form the glide symmetric
configuration, the presence of a dielectric on only one layer does not affect the symmetry.
If one had a two layer glide symmetric configuration, an asymmetric configuration of the
layers would break the higher symmetry, opening a band-gap at the Brillouin zone boundary.
The presence of the dielectric does affect the mode index for a given frequency, but does not
greatly diminish the bandwidth of operation. This is due simply to the fact that in practice
the whole dispersion has been displaced in frequency.

















Fig. 8.5 Predicted dispersion relation of the glide symmetric system (solid blue line) compared
to those of the same geometry in which the two notches have different heights, as shown in
the insets. The normalized value of the other parameters are w1 = w2 = p/4 and g = p/20.
Let us now proceed to model the effects of breaking the glide symmetry of the system.
In Fig. 8.5, the effect of making the heights of the two notches in the unit cell different is
analyzed. Here, it can be seen how the degeneracy with non-zero group velocity is lost, with a
band gap appearing at the Brillouin zone boundary. It is interesting to note that the frequency
at which each of the two lowest order modes cross the Brillouin zone appears to be largely
dependent on the height of only one of the notches. This arises from the concentration of the
fields on each sub-lattice. Not surprisingly the linearity of the mode dispersion increases as
the notches become similar.
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Fig. 8.6 Predicted dispersion for the two lowest order modes for the case of small deviations
in h2 from the value of h1 = 0.4p. The value of the other parameters are w1 = w2 = p/4,
g = p/20. On the right hand side a zoomed view of the modes is shown for the four smallest













Fig. 8.7 Dispersion relation of the glide symmetric system (solid blue line) compared to those
of the same geometry in which the two notches have been relatively displaced as shown in
the insets. The normalized value of the other parameters are h1 = h2 = 0.4 p, w1 = w2 = p/4
and g = p/20.
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Further modeling in Fig. 8.6 shows that, although even small deviations between the sizes
of the notches eliminate the degeneracy between the two modes, the linearity of the mode
dispersion remains practically unaffected at frequencies below the band-gap. This effect
is also present for large deviations (see the red dot-dashed line in Fig. 8.5) for normalized
frequencies below p/λ = 0.25.
In contrast, in Fig. 8.7 it is shown that when the sizes of the notches are kept the same but
the two sub-lattices are no longer at half the unit cell spacing, the two modes again split at the
Brillouin zone boundary. This splitting is readily explained by the different field distribution
of the two standing waves at the Brillouin zone boundary. The x component of the electric
field in the notches are out of phase for the lowest mode and in-phase for the upper mode
[162].
8.2.3 Experimental validation
Finally, to verify the predictions obtained from a commercial finite-element method soft-
ware [68], an experiment has been undertaken at microwave frequencies. The sample was
manufactured using a print and etch technique applied to a 50µm thick dielectric substrate
with dielectric constant value 2.8 coated with a 17µm copper layer (the thickness of the
metal can be neglected and it is also treated as perfectly conducting in the modeling). The
unit cell was chosen to be 10mm and the other parameters had values of h1 = h2 = 4mm,
w1 = w2 = 2.5mm and g = 0.5mm.
The mode of the system was excited by soldering the inner and outer conductors of a
coaxial transmission line to either edge of the slot. Then the y component of the electric field
was measured by using a modified coaxial antenna placed in the near field of the metasurface.
By scanning along the sample and performing a fast Fourier transform from the spatial
domain to k space along the direction of propagation, the experimental dispersion shown in
Fig. 8.8 was obtained as explained in Chapter 6. Superimposed on the Fourier amplitude
of the measured fields, the modelled dispersion is shown with the dielectric layer included
in the model, obtaining excellent agreement. As predicted by the modelling, one finds that
the mode at the Brillouin zone boundary has non-zero group velocity, evidenced by the fact
that the mode has been detected at the crossing point. Also note that, at the turning point
of the second mode near 10GHz, the mode cannot be detected due to the lack of energy
propagation when the group velocity approaches zero.
In Fig. 8.9 the experimentally measured distribution of the y component of the electric
field is shown at 1mm above the surface and compared to the simulated field distribution.
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Fig. 8.8 Experimental and modelled dispersion for the two lowest order modes of the glide
symmetric slot structure. The colormap represents the Fourier amplitude obtained from
the fast Fourier transform of the measured y electric field component distribution and the
superimposed white dashed lines represent the modelled dispersion relation. The values of
the parameters are h1 = h2 = 4mm, w1 = w2 = 2.5mm, p = 10mm and g = 0.5mm.
Simulated
Measured
Fig. 8.9 Modelled and measured y component of the electric field distribution at z = 1mm
above the surface when exciting the system at 6.5GHz. The values of the parameters are
h1 = h2 = 4mm, w1 = w2 = 2.5mm, p = 10mm and g = 0.5mm.
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Excellent agreement is again found with those predicted by the model, with some residual z
component of the electric field being measured on the metal surface.
In conclusion, the surface mode propagation on a single layer glide-symmetric structure
formed by an infinitely-long slot with periodic notches on both sides has been studied.
Through modelling the origin of the non-zero group velocity of the mode at the Brillouin
zone boundary has been explained as well as the advantages that this symmetry may have
when manufacturing highly dense arrays with respect to traditional down scaling. The effects
of breaking the symmetry of the system have been explored and the appearance of two
non-degenerate modes explained. These properties have been validated by experimentally
reproducing the dispersion diagram of a glide-symmetric structure and by characterizing the
moodelled field distribution on the slot.
8.3 Mimicking glide symmetry
The possibility of achieving zero bandgaps with non-zero group velocity at the high symmetry
points of the dispersion relation in metamaterials has attracted much attention. In leaky wave
antennas, broadside radiation can be achieved for instance by closing the bangap for zero
in-plane momentum [163, 164]. In the context of topological photonics, the study of such
bandgap closures has important implications in the creation of interface states with large

















planes of the slots
Mirror plane
Fig. 8.10 Perspective view of the negligible thickness conducting plane perforated with a
pair of coupled slots with glide-symmetric notches. The glide-symmetry plane for each of
the slots has been represented by a short-dashed line while the long-dashed line represents
the global mirror plane of the system.
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In this section, it is shown that the concept of glide symmetry can be used to reduce
the frequency dependence of the mode index without the presence of any higher symmetry.
This concept is applied to a pair of infinitely long coupled slots in a ground plane which
is the simplest two-dimensional system that supports, at any frequency, the propagation of
bound modes [167, 168]. The ground plane is here assumed to be perfectly conducting and
of negligible thickness, a common and accurate assumption at microwave frequencies. Due
to the symmetry of the waveguide, this two-slot system supports two families of modes,
each of which exhibits either even or odd parity for the transverse in-plane electric field
component with respect to the symmetry plane of the configuration. In general, only the
odd mode (commonly known as the coplanar waveguide mode) is used for propagation,
which can be readily excited by connecting the two outer conductors to ground and applying
an oscillating signal to the central strip. In contrast, the even mode, in the presence of a
thick dielectric superstrate, is used for leaky wave applications [169]. Both modes lie on the
lightline (representing the dispersion relation of a grazing plane wave) due to the translational
symmetry along the x-direction.
By the addition of periodic notches to both infinitely long slots, the momentum of
the bound mode can be increased obtaining a pseudo-plasmonic dispersion. These bound
surface modes conventionally have band gaps and zero group velocity at the Brillouin zone
boundary. However, as shown for multi-layered structures, when applying a glide operation
to metasurfaces that support pseudo-plasmonic dispersion, one can linearize the dispersion
and introduce a degeneracy between the two lowest order modes of the system at the Brillouin
zone boundary, therefore considerably increasing the bandwidth of operation [160].
8.3.1 Modelling results
Following the same numerical procedure as shown in Section 8.2.1, the dispersion relation of
the surface waves supported by the structure presented in Fig. 8.10 is now studied.
In Fig. 8.10, the doubly-notched slot pair is shown. Each of the two slots has been
patterned by introducing rectangular notches in both the inner and outer conductors. As
can be seen, for each of the two infinite slots, for the case of inner and outer notches of the
same size, each of the two slots presents a glide-symmetric geometry. Then, the second
patterned slot can be obtained through a reflection operation of the first. Although each of
the individual patterned slots presents glide symmetry, the patterned surface does not exhibit
any higher symmetry due to the central mirror plane. This allows the parity of the transverse
in-plane electric field component to be conserved, and therefore the radiative behavior of the
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Fig. 8.11 Prediction of the dispersion of both even and odd modes for different hext, evolving
to the effective glide symmetry characteristics for the even modes. The top three boxed
figures represent the unit cell geometry for each of the three dispersion diagrams presented.
The bottom left (right) figure shows the dispersion diagram obtained for the even (odd)
bound modes supported by the coupled slot system. The values of the other parameters are
hint = 4.5mm, wext = wint = 5mm, s = 10mm, g = 1mm and p = 15mm.
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Fig. 8.12 Dispersion diagrams modelled for both even and odd modes for different hext,
evolving to the effective glide symmetry characteristics for the odd modes. The top three
boxed figures represent the unit cell geometry for each of the three dispersion diagrams
presented. The bottom left (right) figure shows the dispersion diagram obtained for the even
(odd) bound modes supported by the coupled slot system. The values of the other parameters
are hint = 4.5mm, wext = wint = 5mm, s = 10mm, g = 1mm and p = 15mm.
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even and odd modes remains unchanged [169]. The separation between even and odd modes
introduced by the mirror symmetry significantly reduces the complexity of the excitation
mechanism, important for practical applications.
In the following it is shown that even in the absence of geometrical glide symmetry,
one can design a system to show the exact same characteristics namely a degeneracy at the
Brillouin zone boundary with non-zero group velocity that leads to a linear dispersion relation.
To do this, the relative sizes of the inner and outer notches are modified to balance their
dispersion properties. In general, a band repulsion would occur, forbidding the existence of a
crossing point. In our case, however, the bandgap closes thanks to the inversion symmetry
plane of the system parallel to the x and z axes at the centre of the notches, which allows
for the two bands to merge as theoretically demonstrated for the case of one dimensional
periodically stacked photonic crystals [165]. In the absence of such an inversion-symmetry
plane, further modelling (using rectangular triangules as notches) has shown that the bandgap
cannot be closed. However, the linearity of the dispersion relation for frequencies below the
gap can be greatly improved by minimizing the bandgap.
Fig. 8.11 shows the modelled dispersion for different heights of the outer notch, with the
height of the inner notch, hint, kept constant at 4.5mm (hext/hint ≈ 0.62). It can be seen that
the band-gap present at the first Brillouin zone boundary for both even and odd modes can be
tuned by the size of the outer notch. Moreover, for the even mode, the band-gap can be closed
for hext = 2.8mm with the two degenerate modes presenting non-zero group velocity at the
Brillouin zone boundary. The linear dispersion (for the even modes) is apparent: compare
the solid blue line (associated with the effective glide symmetry) to the red dash-dotted line
(non symmetric case). This case corresponds to a nearly constant mode index of 1.2 for
frequencies up to 9GHz. It can also be seen from the green dashed curve that even when the
effects introduced by the two sub-lattices are not exactly balanced, an important improvement
in the linearity of the dispersion may be obtained. In contrast, for the odd modes, the lowest
order mode is not significantly affected, due to the bigger energy gap between the two lowest
order modes, although some linearization of the dispersion with respect to the single notched
system is found far from the Brillouin zone boundary. Following the same procedure, the
band-gap at the Brillouin zone boundary may also be removed for the odd modes. Due to the
lowest order odd mode crossing the Brillouin zone boundary at a lower frequency, the closure
of the band-gap for the odd modes is achieved for larger values of hext than in the previous
case. In Fig. 8.12, it can be seen that this occurs for hext = 7.1mm, for which a very linear
dispersion is obtained due to the non-zero group velocity at the Brillouin zone boundary
(where the modes are degenerate). In the case of the odd mode, the ratio between sizes that
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mimics the glide-symmetric behaviour is hext/hint ≈ 1.6, which is close to the inverse of that
obtained for the effective glide symmetry case for the even mode.
8.3.2 Experimental verification
To validate the results obtained from commercial software [68], experimental measurements
have been undertaken for the case of a structure having zero band-gap in the odd mode
(solid blue line in Fig. 8.12). The sample was manufactured using a print and etch technique
applied to a 17µm thick copper layer on a 23µm thick plastic substrate with a relative
dielectric permeability of 2.8. The even and odd modes of the system were excited in
two different experiments, and in each the field distribution was measured by scanning the
surface with a modified coaxial antenna in the near field. By using a Fast Fourier Transform
algorithm to transform the spatial dependence of the measured fields into reciprocal space,
the experimental dispersion diagrams of Fig. 8.13 have been obtained for both even and odd
modes. Additionally, the simulated eigenmode solutions have been plotted for comparison
purposes showing good agreement. The effective mode index of 2.2 is nearly constant up to
6GHz.
Normalized Fourier Amplitude










Fig. 8.13 Experimental and modelled dispersion diagrams for both even and odd modes of
the coupled slot system. The colormap background represents the Fourier amplitude obtained
from the fast Fourier transform of the measured field distribution and the superimposed white
dashed lines represent the modelled dispersion relation. The values of the parameters are
hext = 7.1mm, hint = 4.5mm, wext = wint = 5mm, s = 10mm, g = 1mm and p = 15mm.
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Simulated
Measured
Fig. 8.14 Experimental and modelled y component of the electric field distribution along
four and a half consecutive unit cells when exciting the even mode at 8.5GHz. The values of
the parameters are hext = 4.5mm, hint = 4.5mm, wext = wint = 5mm, s = 10mm, g = 1mm
and p = 15mm.
The experimental and simulated in-plane electric field distributions have been plotted in
Figs 8.14 and 8.15 for the even and odd modes respectively. To obtain these, the in-plane field
component was extracted from the measurement obtained using a coaxial cable terminated
with a pair of parallel wires, which captured the contribution from both the in-plane and
out-of-plane components. This extraction was possible due to the different parity of the two
electric field components with respect to the centre of the structure. Although not easily
noticeable in the experimental dispersion diagram for the even mode, the existence of the
second mode is proven by the measured field distribution at 8.5GHz in Fig. 8.14. Note that
the effective in-plane wavelength measured for the two modes matches that of the simulated
structure.
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Simulated
Measured
Fig. 8.15 Experimental and modelled y component of the electric field distribution along
four and a half consecutive unit cells when exciting the odd mode at 4GHz. The values of
the parameters are hext = 4.5mm, hint = 4.5mm, wext = wint = 5mm, s = 10mm, g = 1mm
and p = 15mm.
8.3.3 Application for non-dispersive leaky wave antennas
Finally, it is shown that by taking advantage of the linearised dispersion achieved before, one
can design a one-dimensional ultra-wideband leaky wave antenna. It is known that, in the
presence of a dense material, the evanescent fields of the bound modes can be turned into a
propagating mode [130]. In general, the leakage will produce a beam centered at an elevation
angle given by γ = arccos(k1/kdo) where k1 is the momentum of the bound mode (which by
adding a thin air-gap can be approximated as that in the absence of dielectrics) and kdo is the
wavenumber in the denser medium [170]. In Fig. 8.16, one can compare the elevation angle
found for the case of zero and non-zero bandgap at the Brillouin zone boundary for the even
mode. It has been found that in the case of zero-bandgap, the linearization of the dispersion
allows for a nearly-constant elevation angle over a very large frequency band from DC up
to 8GHz. In contrast, the dispersive mode index found in the unbalanced case produces
much larger changes in the elevation angle leading to a frequency dependent radiation pattern
which is not desirable for practical applications.
In Fig. 8.16, the lines (solid blue and dashed red) have been obtained using the aforemen-
tioned formula for the predicted elevation angle, while the markers (plus signs and crosses)
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have been obtained from full-wave simulations of the leaky-wave antenna. Such antenna
has been designed with 30 unit cells as those shown in Fig. 8.16, enough for the fields to
decay before scattering and reflecting at the end of the metasurface. They have been fed with
two slots excited in phase, which have been notched gradually to match the unit cell design.
By introducing such design into the time-domain solver of CST with pulsed excitation and
imposing absorbing boundary conditions, the radiation diagram has been obtained at a set
of frequencies using the Fourier transform algorithm in CST. The direction of maximum
radiation has then been extracted.
Fig. 8.16 Comparison of the frequency dependence of the elevation angle in the presence of
a dielectric half-space of εr = 5 for the cases of zero and non-zero bandgap in the even mode
dispersion. The thick lines have been obtained from the dispersion relation in the absence
of dielectrics and the crosses from full-wave simulations of the antenna. The values of the
geometrical parameters are hext = 4.5mm, hint = 4.5mm, wext = wint = 5mm, s = 10mm,
g = 1mm, ga = 30mm and p = 15mm.
8.4 Conclusion
In the first part of this Chapter the surface mode propagation on a single layer glide-symmetric
structure formed by an infinitely-long slot with periodic notches on both sides has been
studied. Through modelling the origin of the non-zero group velocity of the mode at the
Brillouin zone boundary has been explained as well as the advantages that this symmetry may
have when manufacturing highly dense arrays with respect to traditional down scaling. The
effects of breaking the symmetry of the system have been explored and the appearance of two
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non-degenerate modes explained. These properties have been validated by experimentally
reproducing the dispersion diagram of a glide-symmetric structure and by characterising the
modelled field distribution at the slot.
In the second part of this Chapter, it has been shown that the family of structures that
benefit from the use of the concept of higher symmetries can be extended to systems that
present lower symmetries. Particularly in the case of a pair of coupled slots, the width of
each infinitely long slot has been modulated in a glide symmetric fashion by introducing
notches in both inner and outer conductors. However, due to the mirror symmetry imposed
in the transmission line that allows the separation between even and odd modes, the two
slot system does not possess glide symmetry. It has been shown that by introducing an
asymmetry between the sizes of the outer and inner notches, one can vastly improve the
linearity of the dispersion relation of the surface modes supported by the coupled slots
thanks to the introduction of a degeneracy with non-zero group velocity at the Brillouin zone
boundary. This is in agreement with the previously reported behaviour of glide symmetric
designs, obtaining an effective glide symmetry in a geometry that does not possess any higher
symmetry. These results have been applied to the design of a ultra-wideband leaky-wave
antenna that takes advantage of the widely used coplanar waveguide technology, largely






In previous chapters, the Method of Moments has been presented and formulated for the
analysis of periodic and truncated arrays of rectangular holes. It has been shown that when the
MoM is formulated in the spatial domain, one can study large arrays with little computational
effort while giving large physical understanding of the different phenomena occurring in
such complex diffraction problem. However, the derivations presented so far are limited in
terms of the relative position between the slots in the array, the geometry of such slots and the
environment surrounding the array. In this future work chapter, several options are presented
to improve the applicability of the previously presented implementations to deal with more
general arrangements of periodic and non-periodic arrays. Some of these extensions to the
previously presented work have already been implemented and some preliminary results will
be presented.
9.1 Analysis of arrays with dissimilar and arbitrarily ro-
tated slots
Let us consider two slots of dimensions ws1 × ls1 and ws2 × ls2 within a periodic unit cell
with dimensions a×b. The sides of the first slot are parallel to the axes given by x′ and y′
which are rotated by an angle α1 with respect to the two axes defining the periodicity x and
y. The sides of the second slot are parallel to the axes x′′ and y′′, which are rotated by an
angle α2 with respect to x and y. This geometry is represented in Fig. 9.1, where α1 > 0
and α2 < 0. The centre of the first slot is positioned at (x′c1,y
′
c1) in the rotated frame given
by (x′,y′) and the centre of the second slot is positioned at (x′′c2,y
′′
c2) in the frame of (x
′′,y′′).
The relations between the non-rotated axes and those rotated are given by
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x′ = xcosα1 + ysinα1 (9.1)
y′ =−xsinα1 + ycosα1 (9.2)
x = x′ cosα1 − y′ sinα1 (9.3)
y = x′ sinα1 + y′ cosα1 (9.4)
x′′ = xcosα2 + ysinα2 (9.5)
y′′ =−xsinα2 + ycosα2 (9.6)
x = x′′ cosα2 − y′′ sinα2 (9.7)




















Fig. 9.1 Schematic representation of two rectangular magnetic current distributions repre-
sented by Ω1 and Ω2, with different lengths given by ls1 and ls2, widths ws1 and ws2 and
rotation angles α1 and α2. In the figure α2 < 0.
In these rotated frames, one can define the surface of the slot Ω1 as the points for which{
x′c1 −ws1/2 ≤ x′ ≤ x′c1 −ws1/2; y′c1 − ls1/2 ≤ y′ ≤ y′c1 − ls1/2
}
and similarly for Ω2 as the
points for which
{




9.1 Analysis of arrays with dissimilar and arbitrarily rotated slots
Let us now approximate the electric field on the surface of the first slot using the basis
functions introduced in Chapter 3, b j1(x′,y′) with j = 1, . . . ,Nb, when these are defined in
the rotated axes and for the slot’s corresponding geometrical parameters. Similarly one can
define b j2(x′′,y′′) with j = 1, . . . ,Nb for the second slot. These expansions in terms of basis



















which can be used to solve the integral equation presented in Chapter 3. This leads to a
















a j2Γ22i j = ci,2 (9.12)
i = 1, . . . ,Nb,
where the constants ci,1 and ci,2 are calculated as done in (3.53). Then Γ11i j and Γ
22
i j are
calculated following the same procedure shown in (4.23), where the rotation is taken into
account only in the evaluation of the Green’s function, as the cross-correlations between the
basis functions of the same slot are invariant with respect to rotations. The matrix coefficients
Γ11i j and Γ
22
i j are therefore the same one would obtain when studying unit cells containing a
single slot, and the coupling between these is introduced by Γ12i j and Γ
21
i j , which need to be
calculated using an alternative procedure.
















































The four-dimensional integrals in (9.14) and (9.15) will be calculated numerically. In fact,
the integrals involved in these expressions are limited to the surface of the slots, given by Ω1
and Ω2, and for this reason it is convenient to perform them in the rotated coordinates x′, y′,






















Hper(x = (x′ cosα1 − y′ sinα1)− (x′′ cosα2 − y′′ sinα2),

























Hper(x = (x′ cosα1 − y′ sinα1)− (x′′ cosα2 − y′′ sinα2),






















9.1 Analysis of arrays with dissimilar and arbitrarily rotated slots

























From the observation of the basis functions presented in Section 3.5, it is easy to see that











These arise from the derivatives of the zeros imposed by the edges parallel to the electric
field, where gb(u1,u2,v1,v2) is a non-singular function in the integration domain.
These four integrals can be iteratively calculated using the Gauss-Chebyshev quadrature























By applying this rule four times in a nested fashion, one can obtain the value of (9.14)
for all combinations of basis functions.
In the case of Γ12,ai j , (9.22) consists of two summands, f
a(u1,u2,v1,v2)= f a,1(u1,u2,v1,v2)+




















for which ga,1(u1,u2,v1,v2) and ga,2(u1,u2,v1,v2) are non-singular functions. In this case,
it is convenient to combine the aforementioned first and second order Gauss-Chebyshev
quadrature rules. This second order Gauss-Chebyshev quadrature (see Eqn. (25.4.48) in [79])




























Then, for integrals of the form of (9.28), one would need to use the first order Gauss-
Chebyshev quadrature rules for the integrals in u1 and u2 and the second order for those in v1
and v2. Finally, for the integrals of the form of (9.29), the first order rules need to be used for
the integrals in v1 and v2 and the second order for those in u1 and u2.
The same procedure can be applied to calculate the remaining matrix coefficients Γ21i j in
a straight-forward manner. Then, one can generalise this formulation to study the coupling
between any arbitrary number of slots, building a system of linear equations whose matrix
coefficient consists of blocks containing the matrix coefficients between the basis functions
of each pair of slots.
Finally, it is worth noting that this method can be applied to the calculation of the
interaction between each pair of slots of a larger array in one-dimensional periodic arrays and
finite arrays by just replacing the two dimensional periodic Green’s function by the pertinent
Green’s function for each case.
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9.1.1 Preliminar numerical results: Linear to circular polarisation con-
version
To validate the procedure presented here for the analysis of unit cells containing two slots
with different sizes and rotation angles, the geometry shown in Fig. 9.2, which has been
used in the literature for the design of polarisation converters [171], involving two slots of
slightly different sizes rotated by 45 degrees clockwise and counter-clockwise respectively
is explored. In Fig. 9.2, the transmission coefficient for the fundamental mode is plotted
for a range of frequencies, showing two clear maxima due to the two resonances arising
from the coupling between the slots. Superposed by crosses are the results obtained from the
commercial software HFSS showing an excellent agreement.



































Fig. 9.2 The left panel shows the copolar transmission coefficient comparison between the
method presented here and that obtained from the commercial software HFSS. The unit
cell is depicted in the right side panel, containing two slots with ls1 = 6mm, ls2 = 5mm,
ws1 = ws2 = 0.5mm, xc1 = yc1 = 2.5mm, xc2 = yc2 = 7.5mm, α1 = π/4, α2 =−π/4.
Focusing on the numerical side of the analysis, a convergence analysis has been performed
on the four-dimensional integrals involved in the calculation of the matrix elements of the
system of equations shown in (9.11) and (9.12) with respect to the number of evaluations for
each integral. For example, let us plot the relative error obtained for Γ1211 (which is the matrix
element between the two most important basis functions of the two different slots), which is
obtained from comparing the calculated value with that obtained with 20 quadrature points.
This is plotted at 25GHz in Fig. 9.3, showing a rapid convergence with errors below five
percent with just 7 quadrature points per integral, leading to a total of 2401 evaluations. In
terms of CPU time, due to the nested nature of these evaluations, the CPU time will increase
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as the number of evaluations to the fourth power, so it is important to optimise the number
of evaluations required. In addition, each of these evaluations require the calculation of
the two-dimensional Green’s function, so one can see the importance of implementing the
efficient formulas obtained using Ewald’s method. Even with this drawback, it has been
found that the MoM implementation shown here outperforms the commercial software in
CPU time consumption by a factor of 200, supporting the efforts devoted to the development
of this method.
5 10 15 20




















Fig. 9.3 Relative error in the calculation of Γ1211 for different numbers of quadrature points used.
The values of the geometrical parameters are ls1 = 6mm, ls2 = 5mm, ws1 = ws2 = 0.5mm,
xc1 = yc1 = 2.5mm, xc2 = yc2 = 7.5mm, α1 = π/4, α2 =−π/4.
Finally, based on the results shown in Fig. 9.2, a parametric study (involving the lengths
of the slots and their relative position) has been performed to obtain polarisation conversion
from linear polarised illumination (along the x axis) to left-handed circular polarisation at
two different frequencies. To do that, it has been required that the power transmission is
above -3 dB (or above 0.5 in linear scale) as normally required in frequency selective surfaces
for these to have a pass band and the Axial Ratio of the transmitted wave is below 3 dB, for
the emitted radiation to be considered circulalyr polarised. The Axial Ratio is defined as
the ratio of the major axis to the minor axis of the polarisation ellipse as shown in Chapter
4 of [59]. In this case, it has been found that both arrays radiate left circularly-polarised
plane waves, due to the phase difference achieved between the x and y components of the
transmitted electric field but could be designed to radiate otherwise by exchanging the sizes
of the slots.
In Fig. 9.4, the frequency dependence of both the transmission coefficient (in the left
panel) and the magnitude of the Axial Ratio are represented. There one can see that even
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Fig. 9.4 The left panel shows the transmission bands for the two arrays considered, with
geometries as depicted in Fig. 9.2, with two sets of values of the slot lengths as given in the
legend. The right panel shows the value of the Axial ratio in dB scale, showing a circularly
polarised radiation band. In addition, the results obtained for the composed array made of
periodic strips for each of the cases presented.
though both configurations present relative transmission bandwidths of around 15 percent,
the actual bandwidth for which one achieves linear to circular polarisation conversion is
only around 1 percent. Further optimisation needs to be done to achieve larger bandwidths.
Additionally, it has been found that given the broader transmission band when compared
to the polarisation conversion band, the traditional composed-array technique cannot be
used to improve the operation bandwidth. This technique is based on building an array
whose cells are composed equally of elements working at slightly different bands, hoping
to obtain a larger bandwidth. In particular, the simulation has been performed doubling
the size of the unit cell, replicating an infinite number of parallel strips containing both
geometries alternatively. However, given that the arrays still transmit strongly outside the
narrow polarisation conversion frequency band, the achieved bandwidth does not present
perceptible improvements, as also shown in Fig. 9.4.
9.1.2 Preliminary numerical results: analysis of non-periodic arrays
The study of non-periodic arrangements of scatterers has attracted a lot of attention in recent
years due to the large degree of control of the wave propagation that these allow. With
the design of metasurfaces [94] based on transformation optics, it is important for antenna
designers to be able to model the behaviour of large arrays to validate their designs. On
the other hand, the optics community has put a lot of effort in the characterisation of quasi-
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crystal arrangements as they present short-range disorder while maintaining long-range
order, leading to well-defined diffractive behaviour [172, 173] as well as some interesting
topological phenomena [174]. From a computational perspective, they are a challenge as
they require the analysis of hundreds of coupled elements with very few symmetries if any.
Let us focus, for instance, on the case of one-dimensional Fibonacci chains of slots.
Fibonacci sequences are defined using the recurrent relation given by
A → AB (9.33)
B → A (9.34)







To build a finite chain of slots resembling the Fibonacci sequence described before, one
proceeds as in the following: starting from the left of the chain of As and Bs, one places a slot
where the first B is located. Then, one adds metal blocks for each A between the previous B
and the following one. After this, one places another slot, repeating this process the desired
number of slots have been allocated. This sequence has been followed to build the Fibonacci
chains containing three, five and seven slots in Fig. 9.5. As done in previous studies, the
width of the slots will be chosen to be very small compared to the distance between them.
The transmission properties (in terms of the radar cross section of the finite chain along the
z direction as in Section 5.3) have been studied for a range of normalised frequencies as shown
in Fig. 9.6 for a chain composed of 101 slots. It has been found that the transmission spectra
contains numerous transmission minima as well as other features (such as discontinuities in
the slope of the transmission spectrum), that are normally found at the onset of diffraction
lobes of periodic frequency selective surfaces due to the constructive interference of the
diffracted fields on the surface of the array [13]. In the case of periodic arrays, this effect
can be interpreted as the matching of the free space wavevector k0 to a reciprocal space
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Fig. 9.5 Schematic representation of the Fibonacci slot array made of three, five and seven
slots whose spacing is dictated by the number of A elements between each B element
(representing the presence of the slot).
component of the array, exciting a surface mode that sits on the lightline, although it is not
clear yet to what this corresponds for the case of non-periodic arrangements.
A/
Fig. 9.6 Transmission spectrum represented in the form of the Radar Cross Section as
defined in Section 5.3, for an array composed of 101 slots with ls = 2.4A and ws = 0.05A
in a Fibonacci chain. The dashed lines represent the position of the predicted transmission
minima.
If one studies the average spacing between the elements in the array in the limit of small







It has been found that the position of the features can be predicted by assuming that
the array presents two periodicities: one associated with the spacing A and one associated
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with m and n being integer numbers. Then one could expect a feature at frequencies for which
k0 = km + kn for certain values of m and n. The predicted values have been represented using
dashed lines in Fig. 9.6, matching the positions of the minima found numerically. The values

















Table 9.1 Predicted normalised frequency for the lattice resonances represented in Fig. 9.6.
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9.2 Analysis of slot geometries with non-analytical Fourier
transforms
In this thesis, only rectangular slots have been considered so far, for which the singular basis
functions presented have analytical Fourier transforms as shown in Chapter 3. In the case
of geometries that do not allow for entire-domain basis functions with analytical Fourier
transforms, subsectional basis functions can be used. However, this is done at the expense of
largely increasing the number of basis functions required as a small number of them could
not reproduce the known singular behaviour near the edges of the metal.
Let us for instance study the case of the scattering by a two-dimensional array of split-ring




Fig. 9.7 Unit cell of a two-dimensional periodic array containing a single split-ring shaped
slot, with inner radius ρ1, outer radius ρ2 occupying the angular interval [ϕ1,ϕ2].
Then, as usual, the transmission problem can be reduced to the determination of the
electric field on the surface of the slot. This is solved by expanding the electric field as a sum
of basis functions such that,







To express the basis functions bq(x,y) in a convenient form, let us define a polar coordi-








+ρ ′ sinϕ ′. (9.46)




























From previous experience in the case of slots, when these are narrow when compared to
the wavelength, one expects that their response will be dominated by those basis functions
with polarisation across the axis of the slot (in this case, radial polarisation). In case that one
wanted to add further basis functions, these would present polarisation along the ϕ̂ direction,
and therefore the positions of the singularities and the zeroes would have to be exchanged.









it is easy to realise that the resulting integrals are far from trivial. One can actually obtain an
analytical Fourier transform in terms of a double infinite series involving special functions,
which although computationally expensive is still faster than solving the problem using
commercial software as shown in [175].
In here, however, a more general procedure based on the use of non-uniform fast Fourier
transform (NUFFT) will be presented.
Let us numerically obtain the values of b̃q(kxm,kyn) for −M/2 ≤ m ≤ M/2− 1 and
−M/2 ≤ n ≤ M/2−1 such that one can obtain approximately the matrix coefficients of the
MoM as












G̃M(kx = kxm,ky = kyn) · b̃ j(kxm,kyn)
]
. (9.49)
To do so, let us first calculate Nρ ×Nϕ samples of the basis function bq(x,y) on the
surface of the slot. The sampling positions are chosen to be equispaced in the variables ρ
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and ϕ such that they are given by






i (i = 0, . . . ,Nρ −1) (9.50)






j ( j = 0, . . . ,Nϕ −1), (9.51)









To generalise the following, let us generically refer to either the x or y component of the
q-th basis function as a function S(x,y), which can be obtained using the relations between
the two sets of coordinates defined earlier. The discrete Fourier transform of this function
will be named S̃(m,n).


























′ cosϕ ′)+ 2πnb (
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2+ρ
′ sinϕ ′)]ρ ′dρ ′dϕ ′. (9.54)













′ cosϕ ′)+ 2πnb (
b
2+ρ
′ sinϕ ′)]ρ ′dρ ′dϕ ′ (9.55)
such that
T (ρ ′,ϕ ′) = S(ρ ′,ϕ ′)e−j(kx0ρ
′ cosϕ ′+ky0ρ ′ sinϕ ′). (9.56)
If one assumes that the number of samples is large enough that the resolution is small
enough for the function to be slowly varying inside each of the two-dimensional cells limited










a ρi cosϕ j)+nπ(1+
2
b ρi sinϕ j)]. (9.57)
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Then, to apply the formulas presented by Greengard and Lee in [176], one just needs to
introduce the discrete variable k(i, j) = i+Nρ j for j = 0, . . . ,Nϕ −1 and i = 0, . . . ,Nρ −1.
Similarly, let us define
γk = ρiT (ρi,ϕ j) (9.58)
αk = π +
2π
a
ρi cosϕ j (9.59)
βk = π +
2π
b
ρi sinϕ j (9.60)
(k(i, j) = 0, . . . , [Nρ −1][Nϕ −1]).
Once the values of γk, αk and βk have been determined, one can follow the procedure
presented in [176] to obtain the value of the discrete Fourier transform of the two components
of each basis function, which is then used in (9.49) to compute the matrix coefficients in the
spectral domain. Although the use of the spectral domain of the MoM has been shown to
be slow in previous chapters of this thesis when compared to the spatial domain version of
the MoM, the cross-correlations between the basis functions in (9.47) are not trivial. The
spectral domain version of the MoM is still much faster than commercial software as it will
be shown in the following.
One of the main advantages of the NUFFT is the fact that one can obtain the value of
the discrete Fourier transform at a variety of positions in k-space at once, leading to a faster
evaluation of (9.49). Additionally, one only needs to deal with the Fourier transform of the
Green’s function which has an exact analytical expression even in the presence of dielectrics
[55].
9.2.1 Preliminary numerical results
The method presented has been implemented with the help of the numerical package pub-
lished by the authors of [176]. Thanks to the fact that the sampling of the basis function in
(9.47) only needs to be calculated once and stored, as also can be done for the values of its
discrete Fourier transform when one is studying normal incidence, the CPU requirement for
the analysis of rather complicated split-ring slots is very low, almost reaching the efficiency
of the spatial-domain MoM presented in Chapter 3. It has been found that to replicate the
results obtained from Comsol [56], the sampling presented in (9.50) and (9.51) needs to be
performed with Nρ = 100 and Nϕ = 500, which can be easily parallelised and only needs to
be computed once and stored. Additionally, the number of modes used in (9.49) has been
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Fig. 9.8 Transmission spectrum for the fundamental mode through a perfectly conducting
screen containing a split-ring shaped slot as shown in the panel on the right with parameters
ρ1 = 0.3a, ρ2 = 0.35a, ϕ1 = 0, ϕ2 = π , h1 = 0.15a, ε1 = 1.2ε0, h2 = 0.2a, ε2 = 1.3ε0 and
µ1 = µ2 = µ0. The line represents the values obtained using the NUFFT procedure and the
crosses represent the transmission coefficient obtained from Comsol for validation purposes.
geometry is studied, in which a half-ring slot in a perfectly conducting plate is contained in a
two-dimensional periodic unit cell. The screen is embedded between two dielectric media
with different thicknesses and dielectric constants, which is again embedded in vacuum. A
plane wave is assumed to illuminate the array from the z > 0 half-plane, and the procedure
presented in this Section is used to compute the transmission coefficient of the fundamental
mode. As expected, the array presents a transmission peak around the λ/2 resonance along
the length of the slot, as predicted both by the NUFFT procedure as well as by the commercial
software Comsol.
In future, this method will be applied for a variety of geometries with analytical basis
functions as those presented in [65], which are extensively used for the design of filters,
reflectarray, transmitarray and metasurface antennas. Additionally, split ring geometries
have attracted recently a lot of attention as they present very rich physics arising from the
coupling in concentric arrangements [177–179] that can be studied in depth with the help of
this method thanks to the physical intuition given by the poles of (9.49) as done in Chapter 3.
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9.3 Analysis of finite slot arrays in multilayered media
One of the disadvantages of the analysis method presented for finite arrays is the requirement
of the absence of dielectric media. This is very difficult to achieve in practice, and most
metasurfaces will include such a layer either just for structural reasons or to modify the
resonant behaviour of the elements in the array. The good news is the fact that the presence
of these dielectrics can be taken into account by the Green’s function involved in the integral
equation, as these just perturb the relation between the electric field and the currents on the
surface of the array.
As was discussed in Chapter 3, the integral equation is constructed from the idea of
restoring the continuous metal layer, and then substituting the slots by equivalent magnetic
currents to maintain the original boundary conditions of the scattering problem. From this
idea, one can see that the problem can be divided into two independent problems on either
side connected through the continuity of the fields through the holes on the surface. As
the continuous metal screen is restored, each of these magnetic currents will radiate into










M(kx,ky) are the Green’s functions associated with either side of the
perfectly conducting screen. In the presence of isotropic media, the Green’s function can be










where the functions G̃1(kρ) and G̃2(kρ) depend on the material properties of the layers and
only depend on the radial wavevector component for isotropic media. Then, to be able to
apply the spatial domain approach for the MoM as presented in Chapter 5, one needs to
calculate the inverse continuous Fourier transform of the functions G̃1(kρ) and G̃2(kρ), as the
kx and ky factors are taken into account by the cross-correlations between the basis function.










G̃i(kρ)ej(kxx+kyy)dkxdky (i = 1,2), (9.63)
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which can be shown to be equivalent to a Sommerfeld integral (using equation (8.411.1) of
[66]) given by






G̃i(kρ)J0(kρρ)kρdkρ (i = 1,2). (9.64)
Finally, the problem is reduced to the calculation of the integral in (9.64). This integral
has been studied in the literature for the case in which the distance is large enough compared
to the wavelength such that one can consider the observation point to be in the far-field. Then,
one can use asymptotic expressions obtained thanks to the use of a complex exponential
fitting procedure known as the complex-image method combined with complete least squares
algorithms [180]. This is done by studying the behaviour of the G̃i(kρ) functions for small
values of its argument. Similarly, one can obtain the near-field behaviour of (9.64) by
studying the asymptotic behaviour of G̃i(kρ) for large values of kρ . By studying the position
and residues of the poles and branch cuts involved in the complex kρ plane, one can obtain
approximated expansions of G̃i(kρ) for which the integral can be obtained semi-analytically.
This topic remains a matter for future work, and once it is completed, the methods presented
here could be applied for the design of multi-layered devices, as well as including ground
planes. This derivation, in combination with the work in Section 9.1, can lead to the
implementation of a tool that could analyse large non-periodic arrays which can not be





The first part of this thesis has dealt with the analysis of the transmission properties of
two-dimensional and one-dimensional periodic arrays and finite arrays of rectangular slots
using a novel formulation of the Method of Moments in the spatial domain for the solution of
the integral equation satisfied by the electric field on the surface of the array. This was done
thanks to the derivation of an alternative expression for the matrix elements obtained when
the unknown electric field is expanded in terms of physically-meaningful basis functions, in
terms of the cross-correlations between those basis functions. By calculating closed-form
expressions for such cross-correlations, the resulting Method of Moments implementation
has been shown to largely outperform commercial simulation software and has allowed us to
explore in detail the phenomenon of Extraordinary Optical Transmission (EOT) in several
scenarios.
In Chapter 3, the EOT through two-dimensional periodic arrays of slots, extensively
studied in the literature, was reviewed and then compared to the case in which a unit strip
of the array is embedded in a parallel-plate waveguide as recently studied experimentally
by other authors. By extending the analysis method to deal with such a situation, it was
found that the frequency shift found when illuminating the array with the TE1 mode of
the parallel-plate waveguide (when compared to that found under TEM illumination) was
reproduced and explained by the frequency-dependent angle of incidence in the bouncing
plane-wave interpretation of the modes of the waveguide.
The same implementation was used in Chapter 4 to study the transmission through one-
dimensional periodic arrays of slots by introducing the one-dimensional periodic Green’s
function. Thanks to the introduction of arbitrary rotations with respect to the periodicity,
the appearance or not of EOT peaks was connected to the singular behaviour of the matrix
coefficients obtained from the Method of Moments, which is cancelled under certain sym-
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metries. It was also shown that thanks to this singular behaviour, arrays composed of many
one-dimensional periodic chains may present different rates of convergence to the behaviour
of the two-dimensional periodic array depending on the same symmetries that controlled
the appearance of EOT. Finally, the far-field distribution of the scattered fields were studied
thanks to the asymptotic analysis of the radiation integral, and it was shown that diffraction
orders do radiate energy even in the case in which at their onset the array does not provoke
any EOT peak.
Later, in Chapter 5, the transmission through finite square arrays of slots in a perfectly
conducting screen was studied for several array sizes. It was found that under normal
incidence, 30 × 30 elements suffice to achieve a well-defined EOT peak thanks to the
definition of the effective receiving area of a truncated array. This allowed us to study the size
of the array that becomes effectively transparent to the incoming radiation. In this chapter,
the convergence of the electric field distribution was studied for slots in different locations,
showing the importance of considering edge effects. It was shown that truncations can lead,
at frequencies near the EOT, to the excitation of fast (leaky) waves which largely modify
the currents distribution of the array producing standing wave patterns on the surface of the
array. In the last part of the chapter, the analysis method was used for the analysis of the
transmission properties of arrays of square holes under Gaussian beam illumination, showing
that the continuous wavevector spectrum of the finite problem can also lead to the excitation
of leaky-waves which result in the excitation of EOT peaks at different frequencies. The
presence of such leaky waves was evidenced by the far-field energy distribution as well
as from the study of the dispersion diagram of the equivalent infinite array. These leaky
waves were shown to help reduce the size of the array required to achieve large transmission
coefficient at the EOT peak, to as few as three hole under very small spot illumination.
In a second part of the thesis, the excitation of surface waves (bound to the surface due
to their wavevector being larger than the free-space wavevector at the same frequency) on
truncated arrays was studied theoretically. In Chapter 6, the finite array analysis method
presented in Chapter 5 was utilised in combination with an infinitesimally localised source,
whose continuum spectrum allows for the excitation of a number of leaky and surface waves
on the array. Through the k-space spectral decomposition of the electric field distribution
of the array, it was possible to identify a number of modes not found when studying the
dispersion relation of the infinite two-dimensional periodic array. From the study of a smaller
problem, it was found that those higher-frequency modes correspond to the transversal quan-
tisation of the field distribution. These numerical predictions were confirmed experimentally
by replicating the approach with a localised probe and by scanning the fields on the surface
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of the array, achieving excellent agreement with theory. In Chapter 7, the scattering by a
semi-infinite planar array of dipoles was investigated by means of the Wiener-Hopf technique.
It was found that this canonical diffraction contains the physical mechanisms of the excita-
tion of both leaky and surface waves through the diffracted fields at the edge of the array,
which can be calculated in the form of an integral over the continuous k-space spectrum of
the problem. It was shown that the currents on the dipole are built from the sum of three
contributions: the infinite array solution plus the diffracted current and the surface wave
perturbations. It was found that these perturbations can be as large as the periodic currents,
and can propagate large distances into the array, as was shown previously in Chapter 5. The
diffracted fields were also studied in detail through the derivation of asymptotic formulas for
the aforementioned integral over the continuous k-space spectrum, which showed that they
correspond to cylindrical waves propagating from the edge, allowing for the continuity of the
electric field distribution across the shadow boundary generated by the edge of the array.
In the last part of the thesis, Chapter 8 presents a study on glide-symmetric metasurfaces
and their dispersion properties. It was shown that glide-symmetric metasurfaces do not
present band-gaps at the Brillouin zone boundary, which leads to non-dispersive surface
wave propagation. By studying a simple case consisting of an infinitely long slot cut onto
a perfectly conducting metal layer with periodic glide-symmetric notches, this surprising
behaviour was explained in terms of the fields distribution on two consecutive notches being
equal, and therefore the unit cell could be reduced to half. This leads to an effective unit cell
that is half of the geometrical unit cell thus leading to an effective Brillouin zone boundary at
double the distance from the origin of k-space. In a second part of the chapter, it was shown
that the absence of the band-gap at the Brillouin zone boundary can also be achieved for pairs
of coupled notched slots with no higher symmetries. In particular, the two notched slots were
placed so as to achieve mirror symmetry between them such that the system supports modes
that are either even or odd with respect to that plane. This leads to a larger degree of control
of their excitation, important for practical applications. It was shown that by optimising the
geometry of the unit cell, one can eliminate the bandgap and thus linearise the dispersion
relation of the even or odd modes supported by the metasurface. The numerically obtained
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