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Bojdecki et al. [6] (denoted for brevity in the sequel by BGT), we proved a functional
limit theorem for the rescaled occupation time process of a critical binary branching
particle system in Rd with particles moving according to a symmetric a-stable Le´vy
process, in the case of intermediate dimensions, aodo2a, which leads to a long-range
dependence limit process. In the present paper we consider the same problem in the cases
of critical and large dimensions, d ¼ 2a and d42a, where long-range dependence no
longer appears. There are signiﬁcant differences in the types of the results and in some
aspect of the proofs. Let us summarize the main differences between the limiting behaviors
for different ranges of the parameters d and a.
The rescaled occupation time ﬂuctuation process is deﬁned by
X T ðtÞ ¼
1
F T
Z Tt
0
ðNs  ENsÞds; tX0, (1.1)
where ðNtÞtX0 is the empirical measure process of the system, T40 (T will tend to1), and
FT is a suitable norming. For the initial state N0 we take a standard Poisson random ﬁeld
(i.e., with intensity the Lebesgue measure l). Weak convergence (denoted by )) of the
process X T takes place in the space Cð½0; t;S0ðRd ÞÞ for any t40, where S0ðRdÞ is the
space of tempered distributions, dual of the space SðRdÞ of smooth rapidly decreasing
functions.
(1) For aodo2a with the norming FT ¼ T ð3d=aÞ=2 we have X T ) Clz as
T !1, where C is a constant and z ¼ ðztÞtX0 is a real long-range dependence
centered Gaussian process called sub-fractional Brownian motion, whose covariance is
given by
sh þ th  1
2
½ðs þ tÞh þ js  tjh,
where h ¼ 3 d=a. Properties of the process z, in particular the long-range dependence,
are studied in [5].
(2) For d ¼ 2a with the norming FT ¼ ðT log TÞ1=2 we have X T ) Clb as T !1,
where C is a constant and b ¼ ðbtÞtX0 is real standard Brownian motion.
(3) For d42a with the norming FT ¼ T1=2 we have X T ) X as T !1, where X
is a ‘‘truly’’ generalized Wiener process (i.e., S0ðRdÞ-valued but not measure-
valued).
Thus, for aodo2a the spatial structure of the limit is simple (the measure l) and the
temporal structure is complicated (with long-range dependence). For d ¼ 2a the spatial
structure is simple (l) and so is the temporal structure (with stationary independent
increments). For d42a the spatial structure is complicated (S0ðRdÞ-valued) and the
temporal structure is simple (with stationary independent increments). A salient feature of
these results is the larger size of the ﬂuctuations at the critical dimension d ¼
2a ððT log TÞ1=2 instead of T1=2). This phenomenon is known to occur in several models
of this type, with or without branching, and related superprocesses (see e.g.
[8,9,12,14,22,23]). However, no tightness proofs have been given for the rescaled
occupation time ﬂuctuations of branching systems, except in the case of intermediate
dimensions in BGT.
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sense to consider ﬂuctuations of the occupation time. See Remark 2.3(d) for the cases
dpa.
Concerning the proofs, the main difference with BGT is in the tightness. In the
case aodo2a it is relatively simple; it follows from the covariance formula for the
empirical process. In the cases d ¼ 2a and d42a this formula is not used and a
new approach is needed. Fourth moments are estimated with the use of a space–time
random ﬁeld method introduced by Bojdecki et al. [4]. This method was applied in BGT
for the proof of uniqueness and identiﬁcation of limits (see the introduction of BGT for a
general description of this approach). It is noteworthy that the space–time method has
turned out to be useful for both purposes in the present paper (identiﬁcation of limits and
tightness).
We also present analogous results for the system without branching, obtaining a similar
change in the spatial vs. temporal behaviors, the critical dimension being d ¼ a instead of
d ¼ 2a. In particular, the case doa leads to long-range dependence [5,6], represented by
fractional Brownian motion with covariance
1
2
ðsh þ th  js  tjhÞ,
where h ¼ 2 d=a. This model was considered by Deuschel and Wang [14] in the case
a ¼ 2 with different methods that are speciﬁc for Brownian motion.
Results analogous to ours have been obtained independently by Birkner and Za¨hle [2]
in the case a ¼ 2 for branching random walks on the lattice Zd ; dX3. They study the
occupation time of the origin, and prove convergence of ﬁnite-dimensional distributions
and tightness, the latter involving a complicated bookkeeping of trees for computing
space–time moments in the style of Dynkin [15]. Our method avoids that type of lengthy
computations, by means of an analytical method where the technical difﬁculties appear in
the calculation and estimation of space–time integrals.
In Section 2 we state the results and in Section 3 we give the proofs.2. Convergence theorems
We recall the description of the particle system (see BGT for more details). The
particles move independently in Rd according to a symmetric a-stable Le´vy
process ð0oap2Þ and undergo critical binary branching (i.e., 0 or 2 particles with
probability 1=2 each case) at rate V . Note that the case V ¼ 0 corresponds to the
system without branching. Let Nt denote the empirical measure of the system at time t.
For N0 we take a Poisson random ﬁeld with Lebesgue intensity measure l. We will
use the same notation as in BGT. The occupation time ﬂuctuation process ðX T ðtÞÞtX0 is
given by
hX T ðtÞ;ji ¼ T
FT
Z t
0
ðhNTs;ji  hl;jiÞds; j 2SðRdÞ (2.1)
(this is clearly the same as (1.1)), where F T is a norming to be chosen.
In the following theorems and throughout we use the Fourier transform deﬁned asbjðzÞ ¼ R
Rd
eixzjðxÞdx; z 2 Rd , where  denotes the scalar product in Rd .
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where ðW ðaÞ0 ðtÞÞtX0 is a centered Gaussian S0ðRd Þ-process with covariance function
CovðhW ðaÞ0 ðsÞ;j1i; hW ðaÞ0 ðtÞ;j2iÞ
¼ ðs ^ tÞ 1ð2pÞd
Z
Rd
2
jzja bj1ðzÞbj2ðzÞdz; j1;j2 2SðRdÞ; ð2:2Þ
(b) if d ¼ a and FT ¼ ðT logTÞ1=2, we have
X T ) Cdlb as T !1, (2.3)
where b ¼ ðbtÞtX0 is a standard Brownian motion in R and
Cd ¼ 2d2pd=2dG
d
2
  1=2
. (2.4)Theorem 2.2. For the branching system ðV40Þ,(a) if d42a and F T ¼ T1=2, we have X T ) W ðaÞ in Cð½0; t;S0ðRd ÞÞ as T !1 for any
t40, where ðW ðaÞðtÞÞtX0 is a centered Gaussian S0ðRdÞ-process with covariance function
CovðhW ðaÞðsÞ;j1i; hW ðaÞðtÞ;j2iÞ
¼ ðs ^ tÞ 1ð2pÞd
Z
Rd
2
jzja þ
V
jzj2a
 bj1ðzÞbj2ðzÞdz; j1;j2 2SðRdÞ; ð2:5Þ(b) if d ¼ 2a and FT ¼ ðT log TÞ1=2, we have
X T ) V1=2Cdlb as T !1, (2.6)
where b ¼ ðbtÞtX0 and Cd are as in Theorem 2.1.Remark 2.3. (a) More explicit forms of the covariances (2.2) and (2.5) can be given using
the formula (see e.g. [17, p. 194])
1
ð2pÞd
Z
Rd
bj1ðzÞbj2ðzÞ
jzjg dz ¼
G dg
2
 
2gpd=2G g
2
  Z
R2d
j1ðxÞj2ðyÞ
jx  yjdg dxdy; 0ogod. (2.7)
(b) The limit processes in Theorem 2.1(a) and 2.2(a) are homogeneous (in space and
time)S0ðRd Þ-Wiener processes; in particular they are continuous Gaussian with stationary
independent increments. Note that the limit in Theorem 2.2(a) is the sum of two
independent S0ðRdÞ-Wiener processes, the ﬁrst one being the same as in Theorem 2.1(a).
Thus, the limit in Theorem 2.2(a) has two parts, one coming from the free (independent)
motion of the particles, and the other one incorporating the effect of the branching, while
for aodp2a the branching has a dominating effect (BGT and Theorem 2.2(b)). S0ðRd Þ-
Wiener processes and Gaussian random ﬁelds with covariances of the form (2.7) have
appeared in several contexts, e.g., renormalization limits of random evolutions [13],
occupation time ﬂuctuation limits of two-level branching systems [12], self-intersection
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invariant measures ofS0ðRdÞ-Ornstein–Uhlenbeck processes [7], stochastic wave equations
[10,11].
(c) The fact that the norming in Theorem 2.2(a) is the ‘‘classical’’ one (i.e., as in the
classical central limit theorem), is intuitively understood because under the condition
d42a (which corresponds to strong transcience of the a-stable process), the clans (i.e.,
families of particles with eventually backwards coalescing paths) independently occupy
any given ball only during a ﬁnite random amount of time each. This behavior is studied
by Sto¨ckl and Wakolbinger [26] for the case a ¼ 2 under equilibrium condition. If instead
of the Poisson ðlÞ initial condition, the branching system is started off from an equilibrium
state (which exists for d4a, [19]), or from a random N0 which is transported by the a-
stable semigroupTt to l as t !1 [20,21], we expect that the results of Theorem 2.2 also
hold.
(d) For the system without branching the results are complete (for all values of d and a).
To complete the picture for the branching system (in addition to the results for the
intermediate dimensions aodo2a, where long-range dependence appears, BGT) it
remains to consider the cases dpa. For d ¼ a it is possible to prove a limit theorem for the
rescaled occupation time process of the empirical measure process, i.e.,
Y T ðtÞ ¼
1
T
Z Tt
0
Ns ds; tX0,
which is the analog of Theorem 3 of [24] for super-Brownian motion in dimension d ¼ 2
(see also [16]). The limit process for the branching particle system with a ¼ 2 coincides with
the case of super-Brownian motion. We only state the result (see [29], for the proof):
Y T ) lx as T !1, where x ¼ ðxtÞtX0 is a strictly positive (for t40) increasing process
with finite-dimensional distributions determined by the Laplace transform (which can be
obtained from the Laplace transform of the corresponding space– time random field) given by
E exp 
Xk
i¼1
yixti
( )
¼ expfhl; vðtkÞig,
for 0pt1p   ptk; y1; . . . ; ykX0, where vðx; tÞ is the mild solution of
q
qt
vðtÞ ¼ DavðtÞ 
V
2
vðtÞ2 þ cðtÞd0; 0ototk,
and
cðtÞ ¼
Xk1
i¼1
yi1½tkti ;tk ðtÞ þ yk
ðDa  ðDÞa=2 is the infinitesimal generator of the a-stable process).
The result for the ﬂuctuation X T with norming F T ¼ T is then obtained by subtracting
the deterministic process lt. For doa it is known that Y T ðtÞ ! 0 (the null measure) a.s. as
T !1, because the total occupation time of any bounded interval is ﬁnite.
(e) The results of Theorem 2.2 should be the same for any critical ﬁnite variance
branching law with V multiplied by the second factorial moment of the law (because the
formula for the covariance of the empirical measure process, i.e. formula (3.1) of BGT,
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observation applies also for Theorem 2.2 of BGT.
(f) Hong [22] proved weak convergence of ﬁnite-dimensional distributions for the analog
of Theorem 2.2 in the context of superprocesses (which is easier) with a ﬁxed test function,
but not the tightness. Theorem 2.2 implies weak convergence of ﬁnite-dimensional
distributions with any test functions at different times.
3. Proofs
We ﬁrst recall some formulas involving Fourier transforms that will be used below (j1
and j2 are functions from R
d to R, bounded and integrable).Z
Rd
j1ðxÞj2ðxÞdx ¼
1
ð2pÞd
Z
Rd
bj1ðzÞbj2ðzÞdz (3.1)
(Plancherel formula),Z
Rd
j1ðxÞj2ðxÞdmðxÞ ¼
1
ð2pÞ2d
Z
R2d
bj1ðzÞbj2ðz0Þbmðz þ z0Þdzdz0 (3.2)
for any ﬁnite measure m, anddTtj1ðzÞ ¼ etjzjabj1ðzÞ, (3.3)
where Tt denotes the a-stable semigroup (since Ttj1ðxÞ ¼ pt  j1ðxÞ, where ptðxÞ is the
transition probability density of the a-stable process).
We will write C; C1, etc. for generic positive constants, with possible dependencies in
parenthesis.
A direct proof of convergence of ﬁnite-dimensional distributions seems quite difﬁcult.
Instead we employ the space–time random ﬁeld method [4], which turns out to be very
useful in this case.
If X ¼ ðX ðtÞÞt2½0;t is a continuous S0ðRdÞ-process, we deﬁne a random element eX of
S0ðRdþ1Þ by
h eX ;Fi ¼ Z t
0
hX ðtÞ;Fðt; Þi dt; F 2SðRdþ1Þ. (3.4)
In order to prove all assertions of the theorems it sufﬁces to show
(i) h eX T ;Fi ) h eX ;Fi as T !1;F 2SðRdþ1Þ, where X is the corresponding limit
process, and
(ii) fhX T ;ji; TX2g is tight in Cð½0; t;RÞ;j 2SðRdÞ, where in (ii) we also use the
theorem of Mitoma [25].
As explained in BGT, (i) will be proved if we show that
lim
T!1
E expfh eX T ;Fig ¼ exp 1
2
Z t
0
Z t
0
CovðhX ðsÞ;Fðs; Þi; hX ðtÞ;Fðt; ÞiÞ dsdt
 
(3.5)
for each non-negative F 2SðRdþ1Þ.
We assume without loss of generality that t ¼ 1. We give only the proof of Theorem 2.2,
since the proof of Theorem 2.1 is analogous but simpler.
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Fðt; xÞ ¼ jðxÞcðtÞ;j;cX0;j 2SðRdÞ;c 2SðRÞ. So, we ﬁx j;c and denote
jT ðxÞ ¼
1
F T
jðxÞ; wðtÞ ¼
Z 1
t
cðuÞdu; wT ðtÞ ¼ w
t
T
 
. (3.6)
Repeating the argument in BGT (see (3.10)–(3.23) therein) we obtain the Laplace
functional of eX T deﬁned by (3.4):
E expfh eX T ;Fig ¼ exp Z T
0
Z
Rd
jT ðxÞwT ðT  uÞvjT ;wT ðx; T  u; uÞdxdu

þV
2
Z T
0
Z
Rd
ðvjT ;wT ðx; T  u; uÞÞ2 dxdu

, ð3:7Þ
where
vj;wðx; r; tÞ ¼ 1 E exp 
Z t
0
hNxs ;jiwðr þ sÞds
 
, (3.8)
and Nxs is the empirical measure of the particle system with initial condition N
x
0 ¼ dx.
Moreover, by the Feynman–Kac formula we know that vj;w satisﬁes
vj;wðx; r; tÞ ¼
Z t
0
Tts jðÞwðr þ t  sÞð1 vj;wð; r þ t  s; sÞÞ
	
V
2
ðvj;wð; r þ t  s; sÞÞ2


ðxÞds, ð3:9Þ
hence
0pvj;wðx; r; tÞp
Z t
0
TtsjðxÞwðr þ t  sÞds. (3.10)
We rewrite (3.7) as
E expfh eX T ;Fig ¼ exp V
2
ðI1ðTÞ þ I2ðTÞÞ þ I3ðTÞ
 
, (3.11)
where
I1ðTÞ ¼
Z T
0
Z
Rd
Z u
0
TusjT ðxÞwT ðT  sÞds
 2
dxdu, (3.12)
I2ðTÞ ¼
Z T
0
Z
Rd
ðvjT ;wT ðx; T  u; uÞÞ2
"

Z u
0
TusjT ðxÞwT ðT  sÞds
 2#
dxdu, ð3:13Þ
I3ðTÞ ¼
Z T
0
Z
Rd
jT ðxÞwT ðT  uÞvjT ;wT ðx; T  u; uÞdxdu. (3.14)
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I1ðTÞ ! 1ð2pÞd
Z 1
0
Z 1
0
ðr ^ r0ÞcðrÞcðr0Þdr0 dr
Z
Rd
jbjðzÞj2
jzj2a dz, ð3:15Þ
I2ðTÞ ! 0, ð3:16Þ
I3ðTÞ !
1
ð2pÞd
Z 1
0
Z 1
0
ðr ^ r0ÞcðrÞcðr0Þdr0 dr
Z
Rd
jbjðzÞj2
jzja dz, ð3:17Þ
as T !1, which, taking into account (2.5) yields (3.5).
Using (3.6) and making obvious substitutions we have
I1ðTÞ ¼
T3
F 2T
Z 1
0
Z 1
u
Z 1
u
Z
Rd
TTðsuÞjðxÞTTðs0uÞjðxÞwðsÞwðs0Þdxdsds0 du
¼ T
2
ð2pÞd
Z 1
0
Z 1
u
Z 1
u
Z
Rd
eTðsuÞjzj
a
eTðs
0uÞjzja jbjðzÞj2wðsÞwðs0Þdz dsds0 du
¼ T
2
ð2pÞd
Z 1
0
Z 1
0
Z r^r0
0
Z
Rd
Z r
u
eTðsuÞjzj
a
ds

Z r0
u
eTðs
0uÞjzja ds0jbjðzÞj2 dzducðrÞcðr0Þdrdr0, ð3:18Þ
where in the second equality we used (3.1) and (3.3), and for the last one we put
wðsÞ ¼ R 1
s
cðrÞdr; wðs0Þ ¼ R 1
s0 cðr0Þdr0, and we changed the order of integration. It is now
easy to see that (3.15) indeed holds.
Next, using (3.9) and (3.10) in the same manner as in BGT (see (3.35)–(3.42) therein) we
have from (3.13)
0p I2ðTÞp2J1ðTÞ þ VJ2ðTÞ, (3.19)
where
J1ðTÞ ¼
Z T
0
Z u
0
Z u
0
Z s
0
Z
Rd
Tus0jT ðxÞTus½jT ðÞTsrjT ðÞðxÞwT ðT  s0Þ
wT ðT  sÞwT ðT  rÞdxdrdsds0 du, ð3:20Þ
J2ðTÞ ¼
Z T
0
Z u
0
Z u
0
Z s
0
Z s
0
Z
Rd
Tus0jT ðxÞTus½TsrjT ðÞTsr0jT ðÞðxÞ
wT ðT  s0ÞwT ðT  rÞwT ðT  r0Þdxdrdr0 dsds0 du. ð3:21Þ
By (3.6) and boundedness of w, after obvious substitutions we obtain
J1ðTÞpC
T4
F3T
Z 1
0
Z u
0
Z u
0
Z s
0
Z
Rd
TTðus0ÞjðxÞTTðusÞ½jTTðsrÞjðxÞdxdrdsds0 du.
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to obtain that the right-hand side of this inequality is equal to
C
T5=2
ð2pÞ2d
Z 1
0
Z u
0
Z u
0
Z s
0
Z
R2d
eTð2us
0sÞjzjaeTðsrÞjz
0 ja
bjðzÞbjðz0Þbjðz þ z0Þdzdz0 drdsds0 du. ð3:22Þ
We need the following trivial estimate which will be used several times (in both forms of
the integral),Z u
0
eTðurÞjzj
a
dr ¼
Z 1
1u
eTðrð1uÞÞjzj
a
drp 1
T jzja ; 0pup1; z 2 R
d . (3.23)
We apply (3.23) in (3.22) ﬁrst to the integral dr and then to ds;ds0, obtaining (since bj is
bounded)
J1ðTÞpC1T1=2
Z
R2d
jbjðzÞj
jzj2a
jbjðz0Þj
jz0ja dz
0 dz,
hence J1ðTÞ ! 0 as T !1, because d42a.
J2ðTÞ can be estimated in exactly the same manner, the only difference being that now
we use (3.2) with mðdxÞ ¼Tsr0jT ðxÞdx, therefore in the ﬁnal estimate we obtain
J2ðTÞpC2T1=2
Z
R2d
jbjðzÞj
jzj2a
jbjðz þ z0Þj
jz þ z0ja
jbjðz0Þj
jz0ja dz
0 dz.
The latter integral is ﬁnite since the function
z 7!
Z
Rd
jbjðz þ z0Þj
jz þ z0ja
jbjðz0Þj
jz0ja dz
0
is bounded, hence J2ðTÞ ! 0 as T !1. Consequently, (3.16) is proved by (3.19).
We now pass to (3.17). (In BGT, I3ðTÞ ! 0 was easy to obtain; in the present situation
we have a non-trivial limit here, hence more work is needed). Using (3.9) we rewrite (3.14)
as
I3ðTÞ ¼ I 03ðTÞ  I 003ðTÞ  I 0003 ðTÞ, (3.24)
where
I 03ðTÞ ¼
Z T
0
Z
Rd
jT ðxÞwT ðT  uÞ
Z u
0
TusjT ðxÞwT ðT  sÞdsdxdu, ð3:25Þ
I 003ðTÞ ¼
Z T
0
Z
Rd
jT ðxÞwT ðT  uÞ
Z u
0
Tus½jT ðÞwT ðT  sÞ
vjT ;wT ð; T  s; sÞðxÞdsdxdu, ð3:26Þ
I 0003 ðTÞ ¼
V
2
Z T
0
Z
Rd
jT ðxÞwT ðT  uÞ

Z u
0
TusðvjT ;wT ð; T  s; sÞÞ2ðxÞdsdxdu. ð3:27Þ
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even more easily, and we obtain
I 03ðTÞ !
1
ð2pÞd
Z 1
0
Z 1
0
ðr ^ r0ÞcðrÞcðr0Þdr0 dr
Z
Rd
jbjðzÞj2
jzja dz as T !1. (3.28)
Next we estimate vjT ;wT in I
00
3 using (3.10), and we obtain an expression similar to J1
above (see (3.20)). We apply the same technique based on (3.2), (3.3) and (3.23) to obtain
I 003ðTÞ ! 0 as T !1. (3.29)
Finally, after estimating vjT ;wT in I
000
3 with the help of (3.10) we arrive at an expression
similar to J2 above (see (3.21)), and in the same way as before we obtain
I 0003 ðTÞ ! 0 as T !1. (3.30)
The results (3.24)–(3.30) prove (3.17), and this completes the proof of (3.5) for part (a) of
the theorem.
For part (b) we will show
I1ðTÞ ! C2d
Z 1
0
Z 1
0
ðr ^ r0ÞcðrÞcðr0Þdrdr0
Z
Rd
jðxÞdx
 2
, ð3:31Þ
I2ðTÞ ! 0, ð3:32Þ
I3ðTÞ ! 0, ð3:33Þ
as T !1 (see (2.6), (3.5), (3.7), (3.11)–(3.14)).
We write (3.18), now with FT ¼ ðT log TÞ1=2, and calculating the integrals ds and ds0 in
the last expression we arrive at
I1ðTÞ ¼
1
ð2pÞd
1
log T
Z 1
0
Z 1
0
cðrÞcðr0Þ
Z r^r0
0
Z
Rd
1 eTðruÞjzjd=2
jzjd=2
1 eTðr0uÞjzjd=2
jzjd=2
jbjðzÞj2 dzdudrdr0.
Then (3.31) follows by L’Hoˆpital’s rule. Indeed, after differentiating w.r.t. T under the
integrals we substitute T2=dz ¼ z0, then we have jbjðT2=dz0Þj2 ! jbjð0Þj2 ¼ ðR
Rd
jðxÞdxÞ2,
and Z
Rd
ðr  uÞeðruÞjz0 jd=2 1 e
ðr0uÞjz0 jd=2
jz0jd=2 þ
1 eðruÞjz0 jd=2
jz0jd=2 ðr
0  uÞeðr0uÞjz0jd=2
" #
dz0
¼ ð2pÞdC2d .
independently of r; r0 and u.
To prove (3.32) we again write (3.19) with J1; J2 given by (3.20), (3.21), respectively. J1 is
bounded above by (3.22) with the only difference that now the coefﬁcient before the
integrals has the form CT5=2=ðlog TÞ3=2.
We now need a slightly more precise (but equally trivial) version of the estimate (3.23):Z u
0
eTðurÞjzj
a
dr ¼
Z 1
1u
eTðrð1uÞÞjzj
a
drp 1 e
T jzja
T jzja ; 0pup1; z 2 R
d . (3.34)
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sup
T42
1
log T
Z
Rd
1 eT jzjd=2
jzjd f ðzÞdz
 !
o1, (3.35)
which holds for any non-negative bounded and integrable function f , and is checked easily
with L’Hoˆpital’s rule.
In (3.22) we apply (3.23) to the integral dr, then to ds, and ﬁnally (3.34) to ds0. We obtain
J1ðTÞp C1
T1=2ðlog TÞ3=2
Z
Rd
jbjðz0Þj
jz0jd=2 dz
0
Z
Rd
1 eT jzjd=2
jzjd jbjðzÞjdz,
hence, using (3.35) we have J1ðTÞ ! 0 as T !1.
J2 can be treated in the same way as in the case with d42a, with (3.23) replaced by
(3.34). We obtain
J2ðTÞp
C
T1=2ðlog TÞ3=2
Z
R2d
ð1 eT jzjd=2 Þ2
jzjd
1 eT jz0 jd=2
jz0jd=2
1 eT jzþz0 jd=2
jz þ z0jd=2
jbjðzÞjjbjðz0Þjjbjðz þ z0Þjdz0 dz.
Using the obvious inequality 1 expx1=8 ðxX0Þ, this is estimated from above by
C
ðlog TÞ3=2
Z
Rd
jbjðzÞj
jzjd7=8
Z
Rd
jbjðz0Þj
jz0jd7=16
jbjðz þ z0Þj
jz þ z0jd7=16 dz
0 dz.
The last integral is ﬁnite (the function z0 7!jbjðz0Þj=jz0jd7=16 is square integrable). Hence we
conclude that J2ðTÞ ! 0 as T !1. This completes the proof of (3.32).
The proof of (3.33) is very easy. We use (3.10) and apply the same technique as before,
based on (3.1) and (3.3). We omit details.
We pass now to the proof of tightness. By [1], it sufﬁces to show that for any
j 2SðRd Þ;jX0, we have
EðhX T ðtÞ;ji  hX T ðsÞ;jiÞ4pCðjÞðt  sÞ2, (3.36)
0psotp1; TX2. Indeed, since each j 2SðRd Þ can be written as j ¼ j1  j2;
j1;j2 2SðRdÞ;j1;j2X0, then (3.36) implies tightness of the processes fhX T ;ji; TX2g
for every j 2SðRdÞ, so tightness of fX T ; TX2g follows by Mitoma’s theorem [25].
So, we ﬁx j 2SðRdÞ;jX0 and s; t 2 ½0; 1; sot. For n42=ðt  sÞ, let cn 2SðRÞ be such
that suppðcnÞ  ½s; s þ 1=n [ ½t  1=n; t; cnp0 on ½s; s þ 1=n and
R sþ1=n
s
cnðuÞdu ¼
1;cnX0 on ½t  1=n; t and
R t
t1=n cðuÞdu ¼ 1.
As cn ! dt  ds as n !1, we have
lim
n!1
h eX T ;Fni ¼ lim
n!1
Z 1
0
hX T ðuÞ;jicnðuÞdu ¼ hX T ðtÞ;ji  hX T ðsÞ;ji,
where Fn ¼ j cn. Hence, by Fatou’s lemma, to obtain (3.36) it sufﬁces to show that
Eh eX T ;Fni4pCðjÞðt  sÞ2, (3.37)
n42=ðt  sÞ; T42.
We write the left-hand side of (3.37) as d
4
dy4
EeyheX T ;Fnijy¼0, and this expression suggests
the possibility of using formula (3.7). We apply this formula to yj ðyX0Þ instead of j, and
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R 1
u
cnðrÞdr instead of w. Observe that
wn 2SðRÞ; 0pwnp1½s;t, (3.38)
hence (3.37) will be proved if we show that
d4
dy4
eHðyÞjy¼0pCðjÞðt  sÞ2 (3.39)
for each w satisfying (3.38), where
HðyÞ ¼ y
Z T
0
Z
Rd
jT ðxÞwT ðT  uÞvyjT ;wT ðx; T  u; uÞdxdu
þ V
2
Z T
0
Z
Rd
ðvyjT ;wT ðx; T  u; uÞÞ2 dxdu. ð3:40Þ
We have
d4
dy4
eH ¼ ððH 0Þ4 þ 6ðH 0Þ2H 00 þ 4H 0H 000 þ 3ðH 00Þ2 þ HIV ÞeH .
On the other hand, v0;wT  0 (see (3.8)), hence Hð0Þ ¼ 0; H 0ð0Þ ¼ 0, therefore
d4
dy4
eHðyÞjy¼0 ¼ HIV ð0Þ þ 3ðH 00ð0ÞÞ2.
Consequently, to obtain (3.39) is sufﬁces to prove that
jH 00ð0ÞjpCðjÞðt  sÞ (3.41)
and
jHIV ð0ÞjpCðjÞðt  sÞ2. (3.42)
It will be convenient to denote
vðyÞ ¼ vðyÞðx; T  u; uÞ ¼ vyjT ;wT ðx; T  u; uÞ.
We then have, from (3.40),
H 00ð0Þ ¼ 2
Z T
0
Z
Rd
jT ðxÞwT ðT  uÞv0ð0Þdxdu þ V
Z T
0
Z
Rd
ðv0ð0ÞÞ2 dxdu (3.43)
and
HIV ð0Þ ¼ 4
Z T
0
Z
Rd
jT ðxÞwT ðT  uÞv000ð0Þdxdu þ 4V
Z T
0
Z
Rd
v0ð0Þv000ð0Þdxdu
þ 3V
Z T
0
Z
Rd
ðv00ð0ÞÞ2 dxdu. ð3:44Þ
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v0ð0Þðx; T  u; uÞ ¼
Z u
0
Tuu1jT ðxÞwT ðT  u1Þdu1, (3.45)
v00ð0Þðx; T  u; uÞ ¼  2
Z u
0
Tuu1 ½jT ðÞv0ð0Þð; T  u1; u1ÞðxÞwT ðT  u1Þdu1
 V
Z u
0
Tuu1 ½v0ð0Þð; T  u1; u1Þ2ðxÞdu1, ð3:46Þ
v000ð0Þðx; T  u; uÞ ¼  3
Z u
0
Tuu1 ½jT ðÞv00ð0Þð; T  u1; u1ÞðxÞwT ðT  u1Þdu1
 3V
Z u
0
Tuu1 ½v0ð0Þð; T  u1; u1Þv00ð0Þ
ð; T  u1; u1ÞðxÞdu1. ð3:47Þ
Before we proceed, let us write down two estimates which follow immediately from
(3.38) and which will be used several times.Z 1
u
eTðruÞjzj
a
wðrÞdrpt  s; 0pup1; z 2 Rd ; ð3:48ÞZ 1
0
Z 1
u
eTðruÞjzj
a
wðrÞdrdup t  s
T jzja ; z 2 R
d : ð3:49Þ
We will prove tightness for part (a) of the theorem. In order to prove (3.41) we estimate
the two terms on the right-hand side of (3.43) separately. Let us consider for instance the
second term (omitting the irrelevant coefﬁcient V ). By (3.45) we haveZ T
0
Z
Rd
ðv0ð0ÞÞ2 dxdu
¼
Z T
0
Z u
0
Z u
0
Z
Rd
Tuu1jT ðxÞTuu2jT ðxÞdxw 1
u1
T
 
w 1 u2
T
 
du1 du2 du
¼ T2
Z 1
0
Z 1
1u
Z 1
1u
Z
Rd
TTðu1ð1uÞÞjðxÞTTðu2ð1uÞÞjðxÞdxwðu1Þwðu2Þdu1 du2 du
(by (3.1), (3.3))
¼ T
2
ð2pÞd
Z
Rd
jbjðzÞj2 Z 1
0
Z 1
1u
eTðu1ð1uÞÞjzj
a
wðu1Þdu1

Z 1
1u
eTðu2ð1uÞÞjzj
a
wðu2Þdu2 dudz
p 1ð2pÞd
Z
Rd
jbjðzÞj2
jzj2a dzðt  sÞ,
by (3.23) and (3.49). It sufﬁces to observe that the last integral is ﬁnite since d42a.
The ﬁrst summand on the right hand side of (3.43) is estimated similarly, even more
easily.
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that as many as 11 terms have to be estimated. Fortunately, the idea for treating them
remains the same; it is based on the Fourier transform technique and on estimates (3.23),
(3.48) and (3.49). Let us consider the term which is perhaps the most impressive, i.e., the
one coming from the summand involving v0ð0Þv000ð0Þ in (3.44), where in v000ð0Þ we take the
expression with v0ð0Þv00ð0Þ (see (3.47)), and in v00ð0Þ we consider the second summand (see
(3.46)). Omitting numerical coefﬁcients and powers of V we haveZ T
0
Z
Rd
Z u
0
Tuu1jT ðxÞwT ðT  u1Þdu1
Z u
0
Tuu0
1
Z u0
1
0
Tu0
1
u2jT ðÞwT ðT  u2Þdu2
"

Z u0
1
0
Tu0
1
u0
2
Z u0
2
0
Tu0
2
u3jTwT ðT  u3Þdu3
 2
ðÞdu02
#
ðxÞdu01 dxdu
¼ 1
T2
Z T
0
Z u
0
Z u
0
Z u0
1
0
Z u0
1
0
Z u0
2
0
Z u0
2
0
Z
Rd
Tuu1jðxÞTuu01 ½Tu01u2jðÞ
Tu0
1
u0
2
ðTu0
2
u3jTu02u03jÞðÞðxÞdxw 1
u1
T
 
w 1 u2
T
 
w 1 u3
T
 
w 1 u
0
3
T
 
du3 du
0
3 du2 du
0
2 du1 du
0
1 du. ð3:50Þ
We transform the integral dx using, consecutively, the self-adjointness of Tuu0
1
,
formulas (3.2) with mðdxÞ ¼Tu0
1
u2jðxÞdx and (3.3), and the fact that the Fourier
transform of a product is the convolution of the transforms. We obtainZ
Rd
. . . dx ¼ C
Z
R3d
eð2uu1u
0
1
Þjzjaeðu
0
1
u0
2
Þjz0jaeðu
0
2
u3Þjz0wjaeðu
0
2
u0
3
Þjwja
eðu01u2Þjzþz0 jabjðzÞbjðz0  wÞbjðwÞbjðz þ z0Þdwdz0 dz. ð3:51Þ
We put this back into the right hand side of (3.50), bring the space integrals outside and
look at the time integrals.
After obvious substitutions we have
1
T2
Z T
0
Z u
0
Z u
0
Z u0
1
0
Z u0
1
0
Z u0
2
0
Z u0
2
0
. . . du3 du
0
3 du2 du
0
2 du1 du
0
1 du
¼ T5
Z 1
0
Z 1
r
Z 1
r
Z 1
r0
1
Z 1
r0
1
Z 1
r0
2
Z 1
r0
2
eTðr1þr
0
1
2rÞjzja eTðr
0
2
r0
1
Þjz0 jaeTðr3r
0
2
Þjz0wja
eTðr03r02Þjwja eTðr2r01Þjzþz0 jawðr1Þwðr2Þwðr3Þwðr03Þdr3 dr03 dr2 dr02 dr1 dr01 dr
¼ T5
Z 1
0
Z 1
r
eTðr1rÞjzj
a
wðr1Þdr1
Z 1
r
eTðr
0
1
rÞjzja
Z 1
r0
1
eTðr2r
0
1
Þjzþz0 jawðr2Þdr2

Z 1
r0
1
eTðr
0
2
r0
1
Þjz0 ja
Z 1
r0
2
eTðr3r
0
2
Þjz0wjawðr3Þdr3
Z 1
r0
2
eTðr
0
3
r0
2
Þjwja
wðr03Þdr03 dr02 dr01 dr. ð3:52Þ
We apply (3.23), consecutively, to the integrals dr03; dr3; dr
0
2, then (3.48) to dr2 and (3.23)
once again to dr01, and ﬁnally (3.49) to dr1 dr. Consequently, taking into account (3.51) we
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C
Z
R3d
jbjðzÞj
jzj2a
1
jz0ja
jbjðz0  wÞj
jz0  wja
jbjðwÞj
jwja jbjðz þ z0Þjdwdz0 dzðt  sÞ2
pC1
Z
Rd
jbjðzÞj
jzj2a dz
Z
Rd
1
jz0ja
Z
Rd
jbjðz0  wÞj
jz0  wja
jbjðwÞj
jwja dwdz
0ðt  sÞ2.
It sufﬁces now to observe that all integrals are ﬁnite since d42a. Note that f ðwÞ ¼
jbjðwÞj=jwja belongs to L1ðRdÞ \ L2ðRd Þ, hence f  f is bounded and integrable.
The remaining terms in (3.44) can be estimated in a similar way, thus yielding (3.42).
This completes the proof of tightness for part (a) of the theorem.
The proof for part (b) goes along the same lines. Only the ﬁnal estimates have to be
slightly more precise. Let us look for example at the counterpart of (3.52). It looks exactly
the same, with the only difference that an additional factor 1=ðlog TÞ2 appears before the
integrals. Now we apply, consecutively, (3.23) to the integrals dr03; dr3, then (3.34) to dr
0
2,
(3.48) to dr2, (3.34) once again to dr
0
1, and ﬁnally (3.49) to dr1 dr. We obtain that the left-
hand side of (3.50) is estimated from above by
C
1
log T
Z
Rd
1 eT jzjd=2
jzjd jbjðzÞjdz 1logT
Z
Rd
1 eT jz0jd=2
jz0jd=2

Z
Rd
jbjðz0  wÞj
jz0  wjd=2
jbjðwÞj
jwjd=2 dwdz
0ðt  sÞ2.
We now use (3.35) twice; for the ﬁrst factor with f ¼ jbjj and for the second one with
f ðz0Þ ¼ jz0jd=2
Z
Rd
jbjðz0  wÞj
jz0  wjd=2
jbjðwÞj
jwjd=2 dw.
Observe that this f is indeed bounded and integrable since
f ðz0ÞpC
Z
Rd
jbjðz0  wÞj jbjðwÞjjwjd=2 dw þ
Z
Rd
jbjðz0  wÞj
jz0  wjd=2 jbjðwÞjdw
 
.
Arguing similarly for all the remaining cases we obtain (3.41) and (3.42), and tightness is
proved.
The proof of Theorem 2.2 is complete. &
The proof of Theorem 2.1 is analogous but easier, since the fundamental formulas (3.7)
and (3.9) have simpler forms (with V ¼ 0). We also note that the proof of tightness can be
made more directly in this case (by no means trivially, though), i.e., without the use of the
space–time method, since EhX T ;ji4 can be calculated explicitly.Acknowledgements
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