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A Kramers pair of helical edge states in quantum spin Hall effect (QSHE) is robust against normal dephasing but not robust to spin
dephasing. In our work, we provide an effective spin dephasing mechanism in the puddles of two-dimensional (2D) QSHE, which is
simulated as quantum dots modeled by 2D massive Dirac Hamiltonian. We demonstrate that the spin dephasing effect can originate
from the combination of the Rashba spin-orbit coupling and electron-phonon interaction, which gives rise to inelastic backscattering
in edge states within the topological insulator quantum dots, although the time-reversal symmetry is preserved throughout. Finally,
we discuss the tunneling between extended helical edge states and local edge states in the QSH quantum dots, which leads to
backscattering in the extended edge states. These results can explain the more robust edge transport in InAs/GaSb QSH systems.
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1 Introduction
Recently the time reversal symmetry protected topological
insulators (TIs) has attracted great interests [1, 2]. The
two dimensional TIs-quantum spin Hall (QSH) systems
have been theoretically predicted in many systems [3–8]
and experimentally observed in heterostucture systems, e.g.,
HgTe/CdTe quantum wells(QWs) [9] and in InAs/GaSb QWs
[6]. The QSH system has insulating bulk states with an en-
ergy gap, and simultaneously possesses metallic helical edge
states on the boundary which are protected by the topological
property of bulk states [1, 2]. This peculiar property is char-
acterized by a Z2 topological invariant [4]. Specifically, when
time-reversal symmetry (TRS) is preserved, two counter-
propagating edge electrons form a Kramers pair which is
immune to non-magnetic impurity backscattering. The two-
dimensional topological phases exhibit potentials for device
manufacture due to the existence of non-dissipative edge
states.
In realistic systems, there exist two categories of dephas-
ing process: normal dephasing and spin dephasing. Nor-
mal dephasing, caused by electron-phonon interactions or the
electron-electron interactions etc., contributes to phase relax-
ation but does not flip spin of electrons [10,11]. On the other
hand, spin dephasing process affects both phase relaxation
and spin flip, such as the dephasing caused by magnetic impu-
rities [12, 13]. Previous studies have shown that the Kramers
pair of helical edge states is robust against normal dephasing
but fragile with spin dephasing [14]. For spin-momentum
locked helical surface states of 3D topological insulators,
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the combination of normal dephasing and impurity scattering
can also cause backscattering [15]. Experimentally, transport
measurements in InAs/GaSb QWs demonstrate that the spin
dephasing can be the dominant edge scattering process in this
system [16]. Moreover, it has been shown that spin dephasing
can originate from the combination effect of spin-orbit cou-
pling(SOC) and normal dephasing effect [17]. Thus, for the
QSH systems, the simultaneous existences of Rashba SOC
and normal dephasing may also lead to an effective spin de-
phasing, and further give rise to inelastic backscattering in
the helical edge states. Specifically, the Rashba SOC term
can cause spin flip and usually have two different origins: (i)
from the axial symmetry breaking, when a top gate is applied
on HgTe/CdTe QWs [18]; (ii) from the structure inversion
asymmetry (SIA) in InAs/GaSb QWs due to the unique band
alignment in the QWs [6]. Nevertheless, the mere existence
of Rashba SOC cannot cause backscattering, due to the pro-
tection of TRS . Several papers have reported two kinds of
mechanism on inelastic backscattering of helical edge states
caused by Rashba SOC and normal dephasing. For normal
dephasing caused by electron-electron interaction, the mo-
mentum linear k-order Rashba SOC can give rise to backscat-
tering [20, 21]. In the relatively high temperature region, the
electron-phonon interaction may play more important role in
the normal dephasing process. However, in extended helical
edge states, due to the elimination of Feynman diagrams, the
k-order Rashba SOC and normal dephasing (from electron-
phonon interaction) cannot lead to backscattering, and only
the k3-order Rashba SOC term survives and contributes to the
backscattering process [19]. But the linear k-order Rashba
SOC is more general and larger than the k3-order one around
the Γ point, and the elimination of Feynman diagrams may
not happen in the confined system. Thus, we are interested in
(i) whether or not spin dephasing and inelastic backscatter-
ing exist in a QSH quantum dot with the combination of the
k-order Rashba SOC and electron-phonon interaction; (ii) if
it exists, how does this mechanism work and further influ-
ence the inelastic backscattering properties of extended heli-
cal edge states?
In our paper, we find that, in confined QSH quantum dots,
the combination of k-order Rashba SOC and electron-phonon
interaction results in an effective spin dephasing mechanism.
For the local helical edge states around the boundary of QSH
quantum dot, the contribution of k-order Rashba SOC can-
not be eliminated, compared to the case of extended helical
edge states. The QSH quantum dots, or metallic puddles of
QSH, usually exist in doped semiconductor hetero-structures
with the inhomogeneity, because the donors and acceptors are
inevitably introduced by sample growth [9, 22, 23]. We sim-
ulate the QSH quantum dots (QDs) modeled by the massive
Dirac Hamiltonian as shown in Figure 1(a), and consider the
topological boundary with mass term changing sign at the
radial boundary, which maintains the existence of the heli-
cal bound states around the boundary. The confined system
can also be labeled by a Z2 quantum number since the ex-
isting of the helical bound states. Moreover, we take into
account the linear k-order Rashba SOC and electron-phonon
in the QD and calculated the spin-dephasing rate between he-
lical edge states in the QSH QDs. The results demonstrate
that inelastic backscattering is unavoidable in the QSH QD
with the combination of the linear k-order Rashba SOC and
electron-phonon interaction. Finally, we discuss the tunnel-
ing between extended helical edge states and local edge states
in the QSH QD.
(b) (c)
(d) (e)
R0
(a)
Figure 1 (Color online) (a) Schematic plot of a two-dimension QSH QD.
Electrons with different spin directions have opposite angular momenta and
run oppositely along the edge. The disk represents a QSH QD which is
described by the two-dimensional massive Dirac Hamiltonian. The sign
of mass term in Dirac Hamiltonian differs around the radial boundary R0
in the QSH QD. And there exists a pair of helical states circulating along
the boundary. (b),(d) and (e) Energy levels of spin-up part of topological
boundary of a QD versus radius R0. Different curves represent different
rotation directions. In (b) and (c), we set m = v = ~ = 1;(b) and (c)
are the energy levels of spin-up and spin-down parts respectively; in (d),
mv2 = −24.8 meV,~v = 333.6 meV.nm [24]; in (e), mv2 = −7.8 meV,~v = 37
meV.nm [24].
The paper is organized as follows. In sect. 2, we em-
ploy the massive Dirac Hamiltonian to describe a QSH QD.
In sect. 3, we obtain the helical bound solution circulating
the radial boundary. In sect. 4, we calculate the spin de-
phasing relaxation time. Furthermore, we discuss inelastic
backscattering results and the tunneling between extended
helical edge states and a QD. Finally, we end our analysis
with a conclusion in sect. 5.
Junjie Qi, et al. Sci China-Phys Mech Astron ?? (?) Vol. ? No. ? ??-3
2 Model
We start by considering a two-dimension QSH QD shown
in Figure 1(a), which can be described by the massive Dirac
Hamiltonian. In the following, we give out the 2 × 2 matrix
Hamiltonian for each spin index. Here the Hamiltonian for
spin up part is represented by h(k) and the spin down part
h∗(−k) is the time reversal symmetry counterpart of h(k).
h(k) =
(
M(~r)v2 vp−
vp+ −M(~r)v2
)
, (1)
h∗(−k) =
(
M(~r)v2 −vp+
−vp− −M(~r)v2
)
, (2)
and
M(~r) =
{
m1 r > R0
−m2 r < R0 (3)
where m1 and m2 are mass terms possessing positive val-
ues and v is the Fermi velocity. As illustrated in the follow-
ing part, the term m(~r) leads to a bound solution at r = R0
when the mass sign is different inside and outside the bound-
ary r = R0. Previous studies have shown that soliton solution
exists around the boundary [25, 26]. For this reason, we call
the mass sign change at r = R0 a topological boundary. In
confined model with central symmetry, it’s convenient to use
the cylindrical coordinate (x, y, z) = (rcosθ, rsinθ, z), and the
Dirac Hamiltonian can be deduced as:
p± = px ± ipy = −i~e±iθ( ∂
∂r
± i
1
r
∂
∂θ
). (4)
Due to the TRS, the bound solution is a pair of heli-
cal states circulating around the disk, as shown in Figure
1(a). Since the z-component of the total angular momentum
jz = −i~∂θ+(~/2)σz can be a good quantum number [27], we
would like to adopt ψnσ = |nσ〉 to label the helical state in the
QSH QD. n is the angular momentum in z direction which is
labeled by an integer n ∈ {0,±1,±2, ...}.
A Rashba SOC term hR originates from the axial symme-
try breaking [28]. More importantly, the electric potential at
the boundary of puddles causes a perpendicular electric field
and gives rise to the Rashba SOC.
hR =
(
αe−iθ( ∂
∂r
− i 1
r
∂
∂θ
) 0
0 0
)
, (5)
where α is the Rashba SOC strength. In our calculation,
we treat Rashba SOC term as perturbation. The total Hamil-
tonian of our setup has a 4 × 4 matrix structure which read
H =
(
h(k) hR
h†R h∗(−k)
)
. (6)
The wave-function has the form Ψ = (ψn,↑, ψn′,↓)T . These
two spin-generate wave functions ψn,↑ and ψn′ ,↓ are spinors
which are related to spin-up and spin-down states, respec-
tively. Another key element is the electron-phonon interac-
tion introduced by a classical description. Given the inho-
mogeneities at the boundary of the puddles, the frequency
of optical (local) phonons should have a broadening spectra
around the central energy. The details of phonons are illus-
trated in sect. 4.
3 Helical bound states
In this section, we solve the bound solution of a QSH QD
around the topological boundary. We begin with solving the
spin-up part h(k) outside the R0. When r > R0, the Hamilto-
nian is
h(k) =
(
m1v
2 −i~ve−iθ( ∂
∂r
− i 1
r
∂
∂θ
)
−i~veiθ( ∂
∂r
+ i 1
r
∂
∂θ
) −m1v2
)
. (7)
And we set the wave-function with the form
ψn↑ =
( fn(r)einθ
gn(r)ei(n+1)θ
)
. (8)
Thus, the equation is reduced that for the radial part of the
wave-function
hr =
(
m1v
2 −i~v( ∂
∂r
+ n+1
r
)
−i~v( ∂
∂r
− n
r
) −m1v2
)
. (9)
We are not interested in extended bulk states here. And
we only consider the bound states near the junction with the
boundary condition ψ|r=+∞ = 0. The general wave function
can take the form ψn,↑ = (ψ1, ψ2)T e−λ1r. The in-gap states
exists in the regime with m1v2 > En↑ and real λ1. Then the
determinant equation gives λ21 =
m21v
4−E2
n↑
~2v2
. We choose positive
λ1 to satisfy the boundary condition at r = +∞:
λ1 =
√
m21v
4 − E2
n↑
~v
, (10)
where m1v2 > En↑. Conversely, for m1v2 < En↑, we get the
pure imaginary solutions which indicates that the correspond-
ing wave function spreads in space. The two components in
the wave function satisfy
gn =
−i~v(∂r − n
r
)
m1v2 + En↑
fn. (11)
Then we substitute eq.(11) into the radial Hamiltonian hr,
and fn satisfies the modified Bessel equation,
{r2
∂2
∂r2
+ r
∂
∂r
− (n2 + λ21r2)} fn = 0, (12)
and the corresponding wave-function is
ψn↑ = A
( i~vλ1
En↑−m1v2
Kn(λ1r)einθ
Kn+1(λ1r)ei(n+1)θ
)
, r > R0 , (13)
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where Kn(λ1r) is the modified Bessel function of second
kind.
For the region r < R0, we can follow the similar procedure.
Then the wave function reads
ψn↑ = B
(
−i~vλ2
m2v2+En↑
In(λ2r)einθ
In+1(λ2r)ei(n+1)θ
)
, r < R0 , (14)
where In(λ2r) is the modified Bessel function of first kind,
and we have λ2 =
√
m22v
4−E2
n↑
~v
when m2v2 > En↑, and A, B are
the normalization factors.
Using the continuous condition at r = R0, we arrive at the
transcendental equation for En↑ as
i~vλ1
En↑ − m1v2
Kn(λ1R0)
Kn+1(λ1R0) =
−i~vλ2
m2v2 + En↑
In(λ2R0)
In+1(λ2R0) . (15)
Here we consider a simple case when m1 = m2 = m and
thus λ1 = λ2 = λ
En↑
mv2
=
Kn+1(λR0)In(λR0) − Kn(λR0)In+1(λR0)
Kn+1(λR0)In(λR0) + Kn(λR0)In+1(λR0) . (16)
The solution of the counterpart h∗(−k) can be treated in a
similar way. Cause our model preserves TRS, we can get the
solution conveniently through symmetry analysis. For spin-
down case, we use the angular momentum n′ ∈ {0,±1,±2, ...}
to label the wave function. The Kramers pair ψn↑ and ψn′↓
have the opposite angular momentum, i.e., n′ = −n, so the
transcendental equation for energies of h∗(−k) can be written
as
En′↓
mv2
=
Kn′−1(λR0)In′ (λR0) − Kn′ (λR0)In′−1(λR0)
Kn′−1(λR0)In′ (λR0) + Kn′ (λR0)In′−1(λR0) , (17)
and the corresponding wave functions are
ψn′↓ = C
(
−i~vλ1
En′ ↓−m1v2
Kn′ (λ1r)ein′θ
Kn′−1(λ1r)ei(n′−1)θ
)
, r > R0 , (18)
ψn′↓ = D
( i~vλ2
m2v2+En′ ↓
In′(λ2r)ein′θ
In′−1(λ2r)ei(n′−1)θ
)
, r < R0 , (19)
where λ1 =
√
m21v
4−E2
n′↓
~v
, λ2 =
√
m22v
4−E2
n′↓
~v
and C, D are
the normalization factors. For simplicity, we use notation
β = −i~vλ
mv2+Enσ
and β1 = i~vλEnσ−mv2 to represent the coefficients of
the wave-function in the following. The normalization factors
A,B,C,D are contained in the numerical calculations below,
but not shown in the main text due to their lengthy analytic
expression.
In Figures 1(b)-(e), we have shown the numerical study
of energy levels of topological boundary of a QSH QD verse
radius R0. When R0 is getting smaller, the energy level be-
comes much more discrete. The gap between two arbitrary
energy level is larger at small R0. For R0 → ∞, we can de-
duce En↑ =
(n+ 12 )~v
R0
of the spin-up Hamiltonian h(k). Simi-
larly, for the time reversal symmetry counterpart h∗(−k), we
have En↓ = −
(n+ 12 )~v
R0 . For a certain angular momentum, the
two states have opposite velocities which form a pair of heli-
cal bound states. If we define the wavevector k = (n+
1
2 )
R0 , then
the energy spectrum becomes a Dirac type one:En↑ = ~vk.
The asymptotic solution can recall the extended helical edge
states.
4 Inelastic backscattering and spin dephasing
mechanism
In this part, we demonstrate how the Rashba SOC and
electron-phonon interaction play a role in backscattering of
local helical edge states in a TI QD. The Rashba SOC can
originate from the external applied electric field or the elec-
tric field in asymmetric double quantum well. More impor-
tantly, the Rashba SOC exists at the boundary of QD and be-
come inhomogeneous, because the potential changes fast at
the boundary. Thus, we consider Rashba SOC as a pertur-
bation effect on the helical electrons at the boundary of TI
QDs. Then, we calculate the scattering matrix between op-
posite spin hR
n↑n′↓
=
〈n↑|hR |n′↓〉
|En↑−En′ ↓ |
. The value of the whole matrix
contains two parts: the inside region r < R0 and the outside
region r > R0.
hRn↑n′↓ = h
<
n↑n′↓ + h
>
n↑n′↓ (20)
In order to get the nonzero scattering values, the angular part
of the integration must have n′ = n+1 and thus En+1↓ = −En↑.
Based on our calculation, the scattering matrix only exists be-
tween two states when their angular momentum differ by one,
and the scattering matrix reads
h<n↑n+1↓ = −2piα|β(λ)|2
∫ R0
0 λrI
2
n(λr)dr
|En↑ − En+1↓|
, r < R0 (21)
h>n↑n+1↓ = −2piα|β1(λ)|2
∫ ∞
R0
λrK2n (λr)dr
|En↑ − En+1↓ |
, r > R0. (22)
The calculation of the counterpart hR
n+1↓n↑ =
〈n′↓|h†R |n↑〉
|En↑−En+1↓ |
follows
the similar procedure, and the result is shown below.
hRn+1↓n↑ = − 2piα[|β(λ)|2
∫ R0
0
λrI2n+1(λr)dr
+|β1(λ)|2
∫ ∞
R0
λrK2n+1(λr)dr]/|En↑ − En+1↓|
. (23)
When only the Rashba SOC is considered, although the
matrix element hR
n↑n+1↓ can be nonzero, there is no backscat-
tering because of the constraint of energy conservation. This
energy difference of initial and final states can be meet by
phonon contribution. Thus, the electron-phonon interaction
and Rashba SOC can give rise to an effective spin dephas-
ing rate, and can further induce the inelastic backscattering.
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We use the temperature-dependent spin dephasing rate to de-
scribe the inelastic backscattering [17] which can be written
as
1/τs = 8piT
∫ ∞
0
dωα2s F(ω)
∂p(ω)
∂T
. (24)
The spin-flip Eliashberg function α2s F reads [17, 30]
α2s F(ω) =
1
∆
|g0|2|hRnσn′σ′ |2δ(∆ − ~ω)e−
|~ω−~ω0 |2
2ξ2 (25)
(a) (b)
Figure 2 (Color online)Spin dephasing relaxation time versus puddle size
R0 of (a) HgTe/CdTe QWs and (b) InAs/GaSb QWs. In (a), mv2 = −24.8
meV, ~v = 333.6 meV.nm, ω0 = 17 meV [31]; In (b), mv2 = −7.8 meV,
~v = 37 meV.nm, ω0 = 25 meV [32]; and we set the optical deformation
potential Cop = 20 eV , Rashba coupling constant α = 70 meV.nm [33],
phonon frequency width ξ = 3.5 meV in both cases.
with ∆ = |Enσ − En′σ′ | represents the energy difference,ξ
is the width of optical phonon energy. In eq. (24), p(ω) =
[exp(~ω/kBT ) − 1]−1 and ~ω represents the optical phonon
energy. We assume the local electron-phonon scattering ma-
trix as g0 =
√
~C2op/a2
2ρAVω , where Cop is the optical deformation
potential, ρA is the atomic mass density and a is the lattice
constant [29].
In Figure 2, we show the spin dephasing relaxation time
1/τs of HgTe/CdTe QWs and InAs/GaSb QWs as a function
of radius. We consider Fermi energy locating in the band gap
with EF = 0. The linear k-order Rashba SOC accompanying
by the electron-phonon interaction leads to inelastic backscat-
tering in such a QSH puddle, which consequently provides
an effective spin dephasing in the local helical edge states,
although the system obeys the average TRS. The results are
evaluated for puddles with size of tens-of-nanometer, where
the helical edge states are located around the boundary R0.
Specifically for InAs/GaSb QWs the dephasing time largely
depends on the puddle size, and1/τs is peaked with 1 ∼ 14
ns−1 under low temperature, while for HgTe/CdTe QWs the
dephasing time are much shorter. This result may explain
the more robust edge transport in InAs/GaSb QWs. Next,
for one certain temperature, 1/τs varies with the puddle sizes
and is peaked when the level spacing energy is around the
phonon frequency ω0. When ω0 is matched, the spin de-
phasing effect is much stronger. Thus, the spin dephasing
time is much shorter.The dephasing rate manifests as a non-
monotonic function of puddles size at a given temperature.
The reason is two-fold. Firstly, for small size puddles, the
dephsing rate is small because the energy space between lo-
cal edge states with different label becomes large, which can
not be matched by the optical phonon energy. On the other
hand, for puddles with large size, the edge states in puddles
resemble the extended edge states, which also can hardly lead
to spin dephasing with linear k-order Rashba SOC and nor-
mal dephasing [19].
R0
Figure 3 (Color online)Tunneling between the extended helical edge states
and local helical edge states in the puddles.
Finally, we discuss the the tunneling between the extended
helical edge states at the boundary of sample and the local he-
lical edge states surrounding the puddle(see Figure 3). In re-
alistic two-dimension systems, puddles always exist with in-
homogeneity due to long-range disorder or the external gate.
The extended helical edge states at the boundary of sample
can couple with the local helical edge states in the puddle
several times. As a consequence, the electrons in extended
helical edge states can also undergo the inelastic backscatter-
ing when spin dephasing happens in the puddles.
5 Conclusion
In conclusion, we consider the effective spin dephaing effect
due to combination effect of k-linear Rashba spin-orbital ef-
fect and electron phonon interaction in two-dimension QSH
QDs. We solve the energy spectrum of local helical bound
states circulate around the boundary of QSH QDs, and calcu-
late the spin dephasing relaxation time. Finally, we discuss
the tunneling between the extended helical edge states and
the local helical states in the QSH QD. We find that the effec-
tive spin relaxation time in InAs/GaSb system is much longer
than that in HgTe/CdTe system, which is consistent with the
more robust edge transport in InAs/GaSb QSH system.
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