Introduction
This paper presents a new technique for matching of 3D models using scale-space representations. We show how this matching algorithm can be used to encode an object classifier, which can effectively be applied to mechanical parts created by modern computer-aided design systems. Lastly, this paper addresses the important problem of establishing objective metrics and shared benchmarks for comparing shape matching and classification algorithms.
The problem of 3D object recognition is often formulated as that of matching configurations of features. Such configurations are often represented as vertex-labeled graphs, whose nodes represent 3D features ͑or their abstractions͒, and whose edges represent spatial relations ͑or constraints͒ between the features. The relations are typically geometric or hierarchical but can include other types of information. To match two 3D models means to establish correspondences between their constituting features. In this context, features are intrinsic properties of the 3D shape which may encompass local geometry and topology related to design or manufacturing operations. To evaluate the quality of a match, one defines an overall distance measure, whose value depends on similarities of models' graph representations.
Due to the importance of the 3D matching problem in a number of disciplines, there has been a growing interest in developing efficient algorithms for matching vertex-labeled graphs. Previous work on 3D matching ͑see Section 2͒ has typically focused on the problem of finding a correspondence between the vertices of two graphs. However, the assumption of direct graph matching is a very restrictive one, for it assumes that the primitive features ͑nodes͒ in the two graphs are easy to extract and are invariant in their level of abstraction. If there is a lesson to be learned from the feature recognition community ͓1,2͔, it is that features are not easy to extract and that they are not invariant across different domains. This paper presents a wholly new technique that goes beyond existing feature-based indexing.
Several existing approaches to the problem of constructing the graph representations of 3D models suffer from computational inefficiency and/or from an inability to handle perturbations in models. This paper seeks a solution to this problem while addressing drawbacks of existing approaches. Drawing on recentlydeveloped techniques from the domain of spectral clustering, we have explored an efficient method for mapping a 3D model to a rooted tree. This mapping not only simplifies the original 3D model representation, but it retains important information about both local ͑features͒ as well as global structure of the model.
Matching of 3D models can now be reduced to the much simpler problem of matching rooted trees using a recursive structural similarity framework. We consider one such similarity measure, based on a dynamic programming framework, and show that the framework realizes the desired matching between components of the original 3D models. The result is a more efficient and more stable approach to 3D matching.
Related Work
Our research aims to bring information retrieval to CAD databases, enabling them to have indexing and query mechanisms like those beginning to be found in multimedia databases and knowledge management systems.
Work of McWherter et al. ͓11-13͔ examined other graph-based methods for model comparison, including spectral analysis. These techniques can match models based on both topology ͑i.e., solid model boundary representation͒ and features ͑i.e., machining or design features͒.
Historically GT ͑Group Technology͒ coding was the way of indexing parts and part families ͓14͔, this facilitated process planning and cell-based manufacturing by imposing a classification scheme ͑a human-assigned alphanumeric string͒ on individual machined parts. While there have been a number of efforts to automate the generation of GT codes ͓15-19͔, none have been fully transitioned to commercial practice.
Comparing Shape Models.
The computer vision and computer graphics research communities has typically viewed shape matching as a problem in 2D. This has changed in the past several years with the ready availability of 3D models ͑usually meshes or point clouds͒ generated from range and sensor data ͓20͔. A considerable body of work has emerged to interrogate acquired datasets; we briefly review some of this work.
Thompson et al. ͓21,22͔ reverse engineered designs by generating surface and machining feature information of range data collected from machined parts. Hilaga et al. ͓23͔ present a method for matching 3D topological models using Multiresolution Reeb graphs. A Reeb graph is a skeletal structure defined by a continuous scalar function operating on an object. It shares properties similar to medial axes ͑in 2D͒ and medial surfaces ͑in 3D͒; however, Reeb graphs avoid the degeneracies that minor surface perturbations can cause to medial structures. In this work, the Reeb graphs are used to assess distances among a set of pre-categorized shape models ͑i.e., airplanes, cars, animals, etc͒. Other beneficial properties of their approach include invariance under certain transformations and robustness under variations in the quality of the models.
Osada and Funkhouser et al. ͓24 -26͔ developed a method that creates an abstraction of the 3D models as probability distribution of samples from a shape function acting on the model. Specifically, measure the similarity between two models by measuring the similarity between their shape distributions. Shape distributions are generated by random sampling of points on the surface of the model. In their paper, they empirically study five different shape functions and conclude ͑experimentally͒ that a function they call D2 ͑which measures the distance between two random points on the surface of a model͒ results in the best shape classification method. Their database is a set of 130 shape models in VRML format gathered from the Internet. Recent work by the same investigators includes results of using shape harmonics and symmetry for shape matching ͓27-29͔. Elad et al. ͓30͔ introduced both iterative and interactive approach to the problem of searching a database of 3D models in VRML format. Ip et al. ͓31, 32͔ propose several extensions to the basic shape distribution method, most significant of which is a method that uses machine learning to enhance recognition of desired classes. Based on training data in the form of classified models, a weighted distance is created using a set of shape distributions acquired from the CAD model. These distributions capture the internal, external and global shape properties of the object. These are combined into a single distance measurement that is weighted to maximize the separation of the models across classes.
Cyr and Kimia ͓33͔ proposed a similarity measure for comparing two projected 2D views of 3D objects. In fact, they used the same 2D measure to decompose the viewing sphere of 3D objects in terms of groups of similar views that in turn can be used to generate the aspect graph characterization of a 3D objects. They showed the performance of their system for the task of 3D object recognition in computer vision, where the main objective is to identify the 3D pose of an object using a set of characteristic 2D views ͑view-based 3D object recognition͒. It is not clear how this framework can be generalized to measure the similarity of two distinct objects with similar components.
In the computer vision community, the problem of object recognition is often reformulated as that of matching feature graphs. Several researchers have developed algorithms that find one-toone correspondences between graph nodes. Shapiro and Haralick ͓34͔ proposed a matching algorithm based on comparing weighted primitives ͑weighted attributes and weighted relation tuples͒ using a normalized distance for each primitive property that is inexactly matched. Kim and Kak ͓35͔ used a combination of discrete relaxation and bipartite matching in model-based 3-D object recognition. Pellilo et al. ͓36͔ devised a quadratic programming framework for matching association graphs using a maximal clique reformulation, while Gold and Rangarajan ͓37͔ used graduated assignment for matching graphs derived from feature points and image curves. Siddiqi et al. combined a bipartite matching framework with a spectral decomposition of graph structure to match shock graphs ͓38͔, while Shokoufandeh et al. ͓39͔ extended this framework to directed acyclic graphs that arise in multi-scale image representations. Hancock and his colleagues have also proposed numerous frameworks for graph matching, including ͓40͔.
For a recent survey on vision and graphics-based matching techniques, and their limitations, readers are referred to ͓41͔. In general, shape matching-based approaches operate only on the gross-shapes of single parts ͑not applicable to considering assembly structures͒ and does not operate directly on the solid models or consider semantically meaningful engineering information ͑i.e., manufacturing or design features, tolerances͒. Retrieval strategies are usually based on a query-by-example or query-by-sketch paradigm. The Princeton 3D shape database that has been used in a number of these studies ͓23,24,42͔ contains mainly models from 3D graphics and rendering, and not any models that are specifically engineering, solid modeling or mechanical CAD oriented.
Feature Decomposition
During the last decade, hierarchical segmentation has become recognized as a powerful tool for designing efficient algorithms. The most common form of such hierarchical segmentations is the scale-space decomposition in computer vision. Intuitively, an inherent property of real-world objects is that they only exist as meaningful entities over certain ranges of scale. The fact that objects in the world appear in different ways depending on the scale of observation has important implications if one aims at describing them. Specifically, the need for multi-scale representation arises when designing methods for automatically analyzing and deriving information from real-world measurements.
In the context of solid models, the notion of scale can be simplified in terms of the levels for the 3D features. The notion of feature in this sense draws from the computer vision literature rather than the CAD literature. Namely, given an object M, we are interested in partitioning M, into k features M 1 , . . . ,M k , with M i പM j ϭл, for 1рiϽ jрk, and Mϭഫ i M i subject to maximization of some coherence measure, f (M i ), defined on the 3D elements forming each M i . At a finer scale, each feature M i will be decomposed into jϭ1, . . . ,k i sub-features, subject to the maximization of some coherence measures.
There are three central components in the aforementioned process: the number of components at each scale of decomposition, k; the feature coherence function f (.); and the number of scales of decomposition process, l . In most pattern recognition applications, k is a control parameter. If models M and MЈ are topologically similar, the k major components at every scale should also be similar. The coherence function f (A) will assign an overall metric to the quality of 3D elements participating in the construction of feature A. Finally, the depth of decomposition will be controlled depending on the quality of a feature in comparison to all its sub-features. Specifically, assume A represents a feature at scale i, and A 1 , . . . ,A j , for jрk represent its sub-features at scale iϩ1. The decomposition process should proceed to scale i ϩ1 with respect to feature A if and only if
. This simple criteria for expansion of scale-space at every feature has its roots in information theory. It is in fact motivated by linear form similar to entropy of feature A as opposed to its sub-features A 1 , . . . ,A j .
Our interest in scale-space feature decomposition is motivated by its ability to transform the problem of matching 3D models into hierarchical matching problems in rooted trees. Specifically, let M 1 , M 2 denote two 3D models under coherence metrics f 1 (.) and f 2 (.), respectively. Ideally, we seek a scale-space decomposition that can map each 3D model to the set of primitive features, in which the two feature decompositions can be directly compared. However, in general, this is not possible without introducing unacceptable discrepancies in choosing f 1 (.) and f 2 (.).
We will, therefore, tackle the problem in two steps. First, we will seek a systematic scale-space decomposition of M 1 and M 2 that maps the elements in 3D models into correlated sub-features across a coarse to fine hierarchy of 3D features. Next, we will align the two scale-space feature decompositions, so their hierarchical representations can be directly compared using a hierarchical matching framework. Using these procedure, the problem of measuring coherence between M 1 and M 2 will be reduced to that of computing a mapping P between the corresponding scalespace representations.
Decomposition Algorithm.
We are given a 3D model M in polyhedral representation ͑in our experiments we used models in VRML format͒. Before we can proceed with the scale-space decomposition of model M, we must choose a suitable distance function to capture the affinity structure of M, i.e., we must define a distance between any two 3D points in M. Let ͕v 1 , . . . ,v n ͖ denote the set of points in the 3D model M. We will say that D is a metric function for M if, for any three points
In general, there are many ways to define metric distances on a 3D model. One of the best-known metric functions is the shortest-path metric ␦͑.,.͒ ͑geodesic distance͒ on the triangulation of M with respect to points ͕v 1 , . . . ,v n ͖; i.e., D (u,v)ϭ␦(u,v) , the shortest path distance on the triangulated surface between u and v for all u,v M ͑see Fig. 1͒ . Observe that by construction the matrix D M ϭ͓D(v i ,v j )͔ nϫn is symmetric, and the ith row ͑or column͒ in D, p i , is an n-dimensional vector, characterizing the distance structure of point v i in model M. We use All Pairs Shortest Path algorithm ͓43͔ for D M construction in our experiments.
The problem of decomposing model M into k most significant features M 1 , . . . ,M k is closely related to k-dimensional subspace clustering (k-DSC). In k-DSC, we are given a set of distance vectors p 1 , . . . ,p n , and the objective is to find a k-dimensional subspace S that minimizes the quantity:
where d(p i ,S) corresponds to the smallest distance between p i and any member of S. In practice, if S is given, then M 1 , . . . ,M k can be computed using the principle components
these k vectors will also form a basis for S. Specifically, p i will belong to the feature M j if the angle between p i and c j is the smallest among all basis vectors in ͕c 1 , . . . ,c k ͖, i.e., the point p i
will belong to the feature vector M j iff the angle between these vectors is the smallest compared to all other basis vectors.
To construct the subspace S, the optimal solution of k-DSC, we will use the technique commonly known as singular value decomposition ͑SVD͒ clustering ͓44͔. First, observe that the symmetric matrix DR nϫn has a SVD-decomposition of the form
where U,VR nϫn are orthogonal matrices and
Then, Theorem 1 ͓Eckart-Young͔.
That is, matrix D (k) is the best approximation to D among all matrices of rank k. In fact, this result can be generalized to many other norms, including Forbenius norm:
then,
Next, assume S is the range of matrix D (k) ͑the subspace spanned by the columns of matrix D (k) ), and let c j , for 1р j рk, denote the jth column of D (k) . Let SЈ S be any k-dimensional subspace of R n . For every p i M let q i SЈ be the closest point in SЈ to p i . Define QR nϫn with i th column equal to q i . Clearly, rankQрk. Using Corollary 2 we have:
Consequently; Proposition 3. The set Sϭrange(D (k) ) is the optimal solution to k-DSC problem. Construct the distance matrix DR nϫn .
2:
Compute the SVD decomposition DϭU⌺V T , with ⌺ϭDiag( 1 , 2 , . . . , n ).
3:
Compute the order k compression matrix
Let c j denote the jth column of D (k) , for jϭ1, . . . ,k, and form sub-feature M j as the union of points
Return the set ͕M 1 , . . . ,M k ͖.
The bottleneck of Algorithm 1 is the O(n 3 ) SVD decomposition, for an nϫn matrix. Polyhedral representation of a model provides us with planar graph of a 2D manifold. If we consider only neighboring vertices in the construction of the distance matrix D, the number of non-zero entries in D would be at most 6n ͑due to planarity of the graph͒. Computing SVD decomposition for sparse matrices is much faster and takes O(mn) ϩO(mM(n)) ͓45͔. Where m is the maximum number of matrixvector computations required and M(n) is the cost of matrixvector computations of the form Dx. Since M is a planner map and D is a sparse matrix, M(n)ϭO(n) and mϭO(n).
Controlling Decomposition Process.
The decomposition process as presented in Section 3.1 does not allow for an explicit mechanism to stop indefinite break up of a feature into a point-cloud. Clearly, we could use a constant to control the decomposition depth of the feature trees, i.e., decomposition process will be stopped when a root branch in feature decomposition tree reaches a prescribed depth. In this section we will present a mechanism that will control the feature decomposition through constant measurement of coherence through out the decomposi- tion paths. Intuitively, the use of this control mechanism will terminate the decomposition process only when all significant features are extracted.
We will assign a measurement to each iteration of FeatureDecomposition algorithm. Specifically, Let M be the original model's point set and E denote the set of all edges connecting points in M. Assume in the decomposition process a feature M 1 in M can be decomposed into sub-features M 2 and M 3 after bisection ͑e.g., without loss of generality assume we are bisecting feature M 1 ). The coherence measurement for M 1 is defined as follows:
denotes the distance of points across sub-features, and
is the sum of distances within sub-features. Intuitively, the normalized ratio in f (M 1 ) will account for coherence of M 1 as oppose to its constituting sub-features M 2 and M 3 . Specifically, we say that bisection of M 1 into M 2 and M 3 is good if f (M 1 ) is less than a prescribed threshold . If this threshold condition holds, the decomposition process continues for sub-features M 2 and M 3 , otherwise it stops at M 1 . Figures 3͑a͒ and 3͑b͒ are the two examples of applying the decomposition control process to Models Part 10 and Spring, respectively. Figure 3͑c͒ illustrates the decomposition process for Fork model ͑view is presented͒. Pictures of the point sets for three bisections are presented. Note that the technique extracted a pin on one side of the Fork ͑the pin is not present on the other side͒.
Scale-Space Matching
The scale-space decomposition of a 3D model M will give raise to a rooted undirected tree T M ϭ(V,E) in a natural way. The vertex set of this graph corresponds to the set of features produced by recursive application of Algorithm 1 to model M. The edges of T M will capture the decomposition relation between a feature and all its sub-features. Figure 2 shows several examples of degree-2 trees corresponding to 3D models. Using this construction the problem of comparing two 3D models M 1 and M 2 can be reformulated as computing a matching among the corresponding rooted trees T 1 and T 2 .
Given 3D models M 1 and M 2 , and their corresponding scalespace trees ͑SST's͒ T 1 and T 2 , we will propose a matching algorithm based on the dynamic programming framework proposed by Wang ͓46͔. Intuitively, the similarity between two features u M 1 and vM 2 is closely related to similarity of sub-features forming u and v. Specifically, the similarity of features u and v should be measured in terms of the similarity of subtrees T 1 (u) and T 2 (v) rooted at u and v.
The cost of matching T 1 (u) and T 2 (v) can be characterized as:
That is, the cost of matching trees rooted at features u and v is equal to the distance between the two features u and v (␥(u,v)) plus the cost of matching the forests F 1 (u) and F 2 (v), obtained from T 1 (u) and T 2 (v), after removing u and v, respectively. In order to deal with degenerate case, uϭл ͑and/or vϭл) we will use:
where the sum in Eq. ͑9͒ is over the roots of all trees in F 1 (u).
Observe that for two features uT 1 and vT 2 to be matched, at some level some of their sub-features in F 1 (u) and F 2 (v) should have been matched. This phenomenon is captured in our formulation of C(T 1 (u),T 2 (v)) in Eq. ͑7͒, using term C(F 1 (u),F 2 (v)). To compute the cost of matching the two forests F 1 (u) and F 2 (v), we need to compute a maximum similarity matching among the roots of trees in these two forests. To this end, we will form a complete bipartite graph among the subfeatures forming the roots of F 1 (u) and F 2 (v). Let xF 1 (u) and yF 2 (v) denote two such vertices, we will associate the following as the cost of matching x and y in aforementioned bipartite graph:
Observe that the term C(T 1 (x),T 2 (y)) is the basis of the recursion in this dynamic programming framework. The chain of recursive calls will terminate at the primitive features forming the leaves of T 1 and T 2 . Consequently, the cost of matching the forests F 1 (u) and F 2 (v) can be restated as 
w͑x,y ͒.
The first two sums in Eq. ͑11͒ run over the roots of trees in F 1 (u) and F 2 (v), respectively, and the third sum runs over all matched pairs in bipartite matching of sub-features of u and v, P(u,v).
To state our recursive algorithm we need to specify the cost function ␥(u,v) in Eq. ͑7͒. In our formulation of ␥͑.,.͒ we will use the notion of topological similarity introduced by Hilaga et al. in ͓23͔. In fact we will set ␥͑u,v͒ϭe Ϫsim(u,v) , (12) where sim (u,v) is a convex combination of the form:
sim͑u,v ͒ϭw•min͑ ␣͑u͒,␣͑v͒͒ϩ͑1Ϫw͒
for 0рwр1, with functions ␣͑.͒ and l ͑.͒ representing the ratios of the area and the length of the corresponding features in the whole 3D model, respectively ͑for further details on the description of ␣͑.͒ and l ͑.͒ see ͓23͔͒.
Finally, we can state the matching algorithm for two scalespace decompositions T 1 and T 2 corresponding to 3D models M 1 and M 2 . The result of applying Algorithm 2 to two GOODPARTS parts is represented in Fig. 4 . Please note that final distance function is not metric. It satisfies symmetry and non-negativity properties but it does not satisfy triangle inequality by construction. Even though we have not encountered this case in our experiments, it is theoretically possible that matching algorithm would return similarity values for the models such that they would not satisfy triangle inequality.
Algorithm 2 MATCH-MODELS(T 1 ,T 2 )
1:
᭙uT 1 COMPUTE C(T 1 (u),л) and C(F 1 (u),л) using Eq. ͑8͒ and Eq. ͑9͒.
3:
᭙vT 2 COMPUTE C(T 2 (v),л) and C(F 2 (v),л) using Eq. ͑8͒ and Eq. ͑9͒.
4:
᭙uT 1 and ᭙vT 2 do COMPUTE C(F 1 (u),F 2 (v)) as in Eq. ͑11͒ COMPUTE C(T 1 (u),T 2 (v)) as in Eq. ͑7͒.
5:
Return the set of matched vertices: ഫ (u,v) M͑u,v͒, and the total cost of matching T 1 and T 2 :
Based on time bound proposed by Zhang and Shasha in ͓46͔ for this framework, the number of iterations of Algorithm 2 algorithm is O(n 1 n 2 ͱ2 log d), where d is the maximum degree of trees obtained in decomposition process, and n 1 and n 2 are the number of vertices in T 1 and T 2 , respectively. Observe that n 1 and n 2 are much smaller than the initial sizes of M 1 and M 2 . In the computations of running time, we will also have an additional multiplicative factor (M 1 ,M 2 ) that accounts for the complexity of vanishing any feature in models M 1 and M 2 . Also, in order for our algorithm to meet the time bound, we precompute values of ␣(u) and l (u) ᭙uT. Complexities for computations of ␣(u) and l (u) are linear in terms of the number of points in partition u.
Experimental Results
To demonstrate our approach to scale-space matching, we performed a set of matching experiments using a database of 3D models. For a given 3D model, its scale-space feature decomposition is first represented by a rooted, vertex-labeled tree, in which nodes represent features ͑obtained by recursive application of Algorithm 1͒ and edges capture the relationships between a feature and its sub-features. We will assume that each point u in the tree is labeled by two attributes, values of the functions ␣(u) and l(u), defined in Section 4. These attributes were used in the Algorithm 2 to compute the distances between pairs of nodes.
Models with many features and parts lead to trees with many nodes. To reduce the size of the tree, we will impose a fixed bound on the maximum number k used in the Algorithm 1 for decomposition purposes. In practice, one can optimize on parameter k via an independent study of individual models. For the experiments, we compute the scale-space tree of every model using seven layers of decomposition ͑depth of the tree͒ with branching parameter kϭ2. This procedure results in a database of hierarchical trees, each representing a 3D model. We tested our scale-space matching algorithm on the CAD -40 dataset, a database of 40 3D solid models. The database consists of 10 different group of objects. A set of representative 2D views of 3D models is shown in Fig. 5 . These models cover several non-trivial classes of mechanical artifacts and include parts from several industry and government sources. These models are available for download from the National Design Repository at URL http://www.designrepository.org/SM03.
To test our approach on the CAD -40 dataset, we have computed distances between every 3D model in the database and each of the remaining database entries ͑the distance between a view and itself is always zero͒. These object distances are summarized in Fig. 6 . The magnitudes of the distances are denoted by shades of gray, with black and white representing the smallest and largest distances, respectively.
Inter-group distances, shown along the main diagonal, are very close to zero. Also, distances between models from different groups are significantly larger than inter-group distances. Based on the overall matching statistics, we observed that in almost 15% of the experiments, the closest match selected by our algorithm was not a member of the same group. We expect that with a more appropriate ␥͑.,.͒ function, ensuring that for each model there exists a similar inter-group model, this error rate would decrease significantly. Finally, it should be noted that both the feature decomposition and matching procedures can accommodate sampling noise. This is due to the fact that the structure of trees corresponding to model are unaffected by sampling noise.
Refinement Settings.
Since polyhedral representation is an approximation, different refinement settings could affect performance of the algorithms that deal with such representations. We have addressed this issue and established that scale-space decomposition is robust accross the models with different refinement settings. Figure 7 supports our claim. The graph patterns are very similar. We obtain larger graphs for the models with more points because the technique is able to extract features more precisely. Finally, similarity values prove that the models are similar.
Empirical Evaluation
To determine the benefits and possible shortcomings of the scale-space technique, we tested it against five ͑5͒ other approaches to shape matching and shape retrieval. To our knowledge, there is no previous work evaluating multiple matching techniques with one another using common dataset 1 . Some previous attempts to validate individual matching algorithms have tried to use information retrieval measures of recall to assess how well a technique performs a ''query-by-example.'' Studies that have adopted this approach include Funkhouser et al. ͓25͔, Tangelder and Veltkamp ͓42͔, and Klien ͓47͔. In this context, information recall treats one's set of models as ''documents.'' Recall is an estimate of how well the algorithm returns all relevant documents related to the query, even if it returns irrelevant documents. Recall precision calculates how well the a system avoids finding documents that are irrelevant to a given query. The goal of traditional information retrieval is to maximize both precision and recall for normal queries entered into the system.
The goals of these studies has been to evaluate the performance of query-by-example for general classes of 3D objects ͑i.e., boats, blimps, planes, etc͒, which are more easily discriminated with global features than CAD/CAM objects. Further, our work is interested in measuring the performance for automated classification, which is more intricate than just processing queries. Hence, while the information retrieval approach is suitable for measuring the performance of simple query-by-example interactions, it is not sufficient for determining the overall performance of a classifier. To assess classification, our approach is to use basic statistical hypothesis testing to calculate of the number of errors made by an algorithm and combine this with evaluation strategies typically used in machine learning.
The Algorithms Used. For this evaluation, we have implemented the following known shape and solid model matching algorithms in addition to the algorithm described in this paper:
• Reeb Graphs ͓23͔;
• Shape Distributions ͓24 -26͔; • Enhanced Shape Distributions ͓31͔;
• Learning Shape Classifiers ͓32͔;
• Invariant Topology Vectors ͓11-13͔.
1 The authors would like to note that the performance of any algorithm ͑i.e., its ability to discriminate objects and object classes͒ will vary greatly depending on the domain of objects. Given that the process of classification is largely subjective, there is no universal best classifier or matcher-one can construct datasets and classifications to confound any one matcher. Procedure for Comparison. Given a set of objects M and a fixed set of mutually disjoint categories, CϭC 1 ,C 2 . . . C k ͑i.e., ഫCϭM and C 1 പC 2 ϭл when i j), we can use any shape matching algorithm to determine which category the query object, M q , should be placed into by computing the model that is its nearest neighbor in the set M. The nearest object to M q , M n , is the model for which the distance function over all models in M is minimized. The query element is then assigned to the same category as M n .
In the case of the CAD -40 dataset, we sequentially removed each element from the set and computed the nearest neighbor among the remaining 39 elements. In this way, the matching algorithm is testing the hypothesis that objects are in the same class as their nearest neighbors computed by the algorithm. If M q was assigned the correct classification ͑i.e., M n is in the same class as M q ), there is no error.
A type 1 error occurs when M q is placed into the incorrect class ͑i.e., because M n is of a different class than M q it registers as a false negative͒. In this case, type 2 errors count the contrapositive condition ͑i.e., M q is a false positive with respect to the class of M n ), hence there is one type 2 ͑false negative͒ error for each type 1 error ͑false positive͒. Results. Table I shows the overall error accumulated by each technique across the CAD -40 dataset. To test this dataset, forty ͑40͒ classifications were performed, one for each model. The data in Table I shows the number of type 1 ͑and type 2͒ errors over these 40 classifications. Tables 2 and 3 show the distribution of type 1 and type 2 errors by object class, respectively. Discussion of Results. All of the techniques perform equally well 2 in the overall classification task for the CAD -40 set, with the error ranges falling within 10% of each other. What is interesting to note is that while, in general, 1-in-3 classifications is in error ͑regardless of technique͒, certain techniques clearly do better than others for certain classes of models. For example, on the class of ''Team'' parts, the scale-space approach has 1/2 the error rate of the original shape distribution technique. Additional examples:
• The Reeb graph approach performed best on linkage-arm dataset, where there is a strong topological consistency across shapes; • The enhanced distribution and learning techniques performed best on the Swivel set, where both geometry and features are needed to discriminate the objects;
2 Or poorly, depending on your perspective. • The original shape distribution and ITV techniques worked best on the Housings set, which have strong geometric signatures in addition to having nearly identical boundary representation solid models.
The data indicates that one's choice of matching or classification algorithm is highly dependent on the type of data one wants to work with. There is no universal best solution, rather each algorithm identifies a slightly different set of object invariants on which to perform matching. No one technique appears better overall, however, the scale space approach introduced in this paper is among the most consistent. Some additional observations can be made:
• The distinction between type 1 and type 2 errors lies in their distribution across the classes: some classes will be more prone to certain types of errors. • This dataset is not sufficiently large or representative enough to enable any strong statistical generalizations. A dataset with larger (Ͼ30) classes and ͑perhaps͒ larger (Ͼ30) number of classes are needed.
• Standard data sets and test cases are needed for shape and CAD model matching, much in the same manner as has been established in machine vision. The Princeton Shape Benchmark ͑http://shape.cs.princeton.edu/benchark͒ is an important step in this direction for general shape models. In the case of CAD objects, it is simply not possible to put forth a single dataset as needs for matching and classification will vary by domain. What our studies indicate is that the choice of algorithm will depend greatly on the specifics of the dataset you wish to search and classify.
Concluding Remarks
We have presented a computationally efficient approach to hierarchical matching and classification of 3D models. The approach is based on a combination of scale-space feature decomposition of 3D models, rooted tree representation of these feature decompositions, and dynamic programming matching of vertexlabeled graphs. Due to the strengths of the these components, our approach is able to establish robust correspondences in the presence of sampling noise. In a series of experiments we have demonstrated the performance of our approach and introduced a method for comparing different shape matching and classification algorithms. In our evaluation, the scale-space technique performs as well, or better than, existing matching algorithms. Actual performance was shown to depend significantly on the class of models being compared and classified. We believe that the method for comparison is generalizable and can be built into a set of benchmarks for the community.
This research differs significantly from previous work on 3D model matching. The notion of feature presented here is highly tuned to the efficient identification of shape and topological categories. What we have demonstrated is that, in the context of 3D solid models of mechanical parts, the scale-space decomposition technique produces a near-exact approximation of traditional CAD features without the issues presented by traditional feature recognition and mapping. This enabled us to perform accurate matching of 3D solid models of mechanical parts which preserved meaningful engineering classifications.
Our work is in its preliminary stages, and we plan to extend its scope in several directions: 1͒ to improve the complexity of our matching algorithm; 2͒ improve the feature similarity metric ␥͑.,.͒, to account for geometric point distribution in each feature; 3͒ explore techniques to add increased engineering and manufacturing data into the matching; and 4͒ to exploit the possibility of using the structural parameters of tree representation as signatures for indexing purposes. 
