We consider the long time asymptotic behavior of a large system of N linear differential equations with random coefficients. We allow for general correlation structures among the coefficients, thus we substantially generalize our previous work [14] that was restricted to the independent case. In particular, we analyze a recent model in the theory of neural networks [26] that specifically focused on the effect of the distributional asymmetry in the random connectivity matrix X. We rigorously prove and slightly correct the explicit formula from [27] on the time decay as a function of the asymmetry parameter. Our main tool is an asymptotically precise formula for the normalized trace of f (X)g(X * ), in the large N limit, where f and g are analytic functions.
Introduction
A basic model in theoretical neuroscience [30] to describe the evolution of a network of N fully connected neurons with activation variables u = (u i )
N is the system of linear differential equations ∂ t u(t) = −u(t) + gXu(t), (1.1) where X ∈ C N ×N is the connectivity matrix and g > 0 is a coupling parameter. The model (1.1) already assumes that the input-output transfer function has been linearized; a common mathematical simplification of the original nonlinear model, made to study its stability properties [33, 26, 29] . The matrix X is random and in the simplest model it is drawn from the Ginibre ensemble, i.e. x ij are independent, identically distributed (i.i.d.) centered complex Gaussian random variables with the convenient normalization E|x ij | 2 = 1 N . This normalization keeps the spectrum bounded uniformly in N . Recent experimental data, however, indicate that in reality reciprocal connections are overrepresented [31, 35] , i.e. x ij and x ji cannot be modeled by independent variables. A natural way to incorporate correlations is to keep independence among the pairs (x ij , x ji ) for different index pairs {i, j}, but assume that
for every i = j. The correlation coefficient is a complex parameter of the model; = 0 corresponding to the fully asymmetric case, while = 1 is the fully symmetric case. For example, the Gaussian unitary ensemble (GUE), where X = X * is Hermitian, is fully symmetric, while the Ginibre ensemble is fully asymmetric.
Depending on the coupling g, the solution to (1.1) typically grows or decays exponentially for large times. However, there is a critical value of g where the solution has a power law decay. Critical tuning has been the main focus for this model in the neuroscience literature, see e.g. [21, 22, 24, 25] as this case exhibits complex patterns. The decay exponent characteristically depends on the symmetry properties of X. In fact, in [12, 27] Chalker and Mehlig showed that the expectation of the squared 2 -norm of the solution, u(t) 2 2 decays as t −3/2 in the = 1 fully symmetric case, while a much slower decay of t −1/2 occurs in the fully asymmetric and partially symmetric cases, | | < 1. Their analysis was mathematically not rigorous as they used uncontrolled Feynman diagrammatic perturbation theory. The rigorous proof in the two extreme = 0 and = 1 cases were given in [14] . Motivated by the recent more detailed but still non-rigorous analysis of the partially symmetric cases [26] , in the current article we give the complete mathematical proof of all remaining intermediate cases. We also use this opportunity to correct an error in the final formula [27, Eq. (116) ], see Remark 2.7.
Following the original insights of [27, 12] , we consider the quantity
Tr f (X)g(X * ), where f and g are analytic functions outside of the spectrum of X. For the solution to (1.1) we will later choose f (x) = g(x) = e t(gx −1) . By the circular [17, 32, 10] and elliptic laws [18, 28] it is well known that the spectrum of X becomes approximately deterministic in the large N limit.
With our approach, we also treat much more general models than the i.i.d. case with asymmetric correlation (1.2), studied in [27, 12] . Namely, we consider general correlation structures that allow for nontrivial correlations between matrix elements x ij and x k for different index pairs. Furthermore, our methods are not restricted to the Gaussian case, the distribution of x ij can be arbitrary (with some finite moment conditions). Finally, we compute 1 N Tr f (X)g(X * ) with high probability and not just its expectation, as done in [12, 27, 26] .
Informally, our main theorem (Theorem 2.2) states that, as N → ∞
where K(ζ 1 , ζ 2 ) is a deterministic function that depends on the covariance structure of X. The contour γ is outside of the spectrum, which we characterize. This formula immediately follows from contour integration once we show that the trace of the product of resolvents 1 N Tr(X − ζ 1 ) −1 (X * − ζ 2 ) −1 converges to K(ζ 1 , ζ 2 ). Using Girko's Hermitization trick [17] and a linearization, we reduce this problem to understanding the derivative of a single resolvent of a larger Hermitian matrix with a specific block structure. Spectral analysis of large Hermitian matrices has been thoroughly developed in the last years; we use the most recent results on the optimal local laws outside of the pseudospectrum as well as on the corresponding Dyson equation [4, 15, 7] . In particular, the function K(ζ 1 , ζ 2 ) can be expressed in terms of the solution to the Dyson equation, see (2.15) . In some cases, e.g. in the case of identical variances, this solution can be computed explicitly, thus recovering all regimes studied in [27, 12] .
For general non-Hermitian matrices, product of resolvents involves the overlap of right and left eigenvectors of X, a basic concept in the works of Chalker and Mehlig. However, overlaps are poorly understood beyond the Gaussian case, [11, 16, 34] . Our method is more robust, as it uses linearized resolvents to circumvent this problem. We use a similar approach to [14] , where random matrices with independent entries are studied. A major new obstacle in the analysis lies in the singularities of kernel K(ζ 1 , ζ 2 ), which give the leading contribution to the double contour integral (1.3). In the fully independent setup, i.e. = 0 of [14] we have the explicit formula K(ζ 1 , ζ 2 ) = N −2 ij (ζ 1 ζ 2 − S)
ij , where S = (s ij ) is the matrix of variances,
The correlated models do not allow for such a simple expression for a structural reason: the linearized problem does not factorize as in [14] . In fact, the key a-priori bound on the linear stability operator associated with the Dyson equation at energy zero in [14] was a direct calculation using a symmetrization transformation from [4] . The main novel analysis in the current paper yields a replacement for this direct estimate via studying an auxiliary equation (3.12) .
Notations. The space of N × N matrices is equipped with the standard inner product, A, B = Tr N A * B, where Tr N :=
N
Tr is the normalized trace. On N -vectors, we use · 2 to denote the normalized Euclidean norm, v 2 2 = 1 N j |v j | 2 , and · to denote the max norm. Given two vectors u, v, we use uv to denote the entry-wise product and u 2 , 1/u to denote the entry-wise square and reciprocal. When multiplying a number by an identity matrix we will often drop the identity matrix from the notation. We use [N ] to denote the set {1, . . . , N }.
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Setup and main results
Given an N × N matrix X, with eigenvalues
In the case of random matrices, one is typically interested in establishing and computing the weak limit, µ, of this sequence of ESMs as N goes to infinity. A first step in understanding µ is to determine its support. Note that, when X is non-normal, due to the lack of a spectral theorem, f (X) can only be defined for analytic test functions f via the contour integration of the resolvent, These operators are the key input data for the Matrix Dyson Equation, see (2.7), that encodes the limit behavior of the product of resolvents of X.
In this article we consider three types of correlations between matrix entries, with increasing levels of generality. The simplest one is the classical elliptic ensemble, the other two are its natural generalizations.
Elliptic Ensemble
The ensemble of elliptic random matrices was introduced by Girko [18] as an interpolation between Wigner random matrices and non-Hermitian random matrices with i.i.d. entries. In this model, each entry of X has the same variance, every pair of entries (x ij , x ji ) is independent of all other entries, and within each of these pairs the entries are correlated. In this case the relevant information about the operators S and T is encoded in the scalar quantities E Formally, we say X is an elliptic random matrix if the following hold:
(1.C) (Independent families) Let (ξ 1 , ξ 2 ) be a random vector in C 2 and ς be a random variable in C. The set {(x ij , x ji )} 1≤i<j≤N ∪ {(x ii )} 1≤i≤N is a collection of independent random elements, with {(x ij , x ji )} 1≤i<j≤N a family of i.i.d. copies of (ξ 1 , ξ 2 ) and {(x ii )} 1≤i≤N a family of i.i.d. copies of ς.
for some complex parameter , with | | ≤ 1 and
In this case, the well known elliptic law [18, 28] states that the ESM of X converges to the uniform measure on the interior of the ellipse In what follows, it will be useful to note that the maximum value of (ζ) on E is 1 + | | 2 + 2 ( ).
Elliptic type correlations
In this model, we once again assume that each pair of entries (x ij , x ji ) is independent of all other entries, but do not assume the matrix entries are identically distributed. This model interpolates between Hermitian Wigner-type matrices with a variance profile; see, for instance [3] and references within, and non-Hermitian matrices with independent entries, also with a variance profile [6] , [13] . The latter case is considered in [14] .
In this case the relevant information about the operators S and T is encoded in the N × N matrices S and T defined by
The corresponding Dyson equation is solved by diagonal matrices and only the action of S and T on diagonal matrices is relevant. Clearly S (D r ) = D Sr and T (D r ) = D T r where, for any r ∈ C N , D r denotes the diagonal matrix with entries (D r ) ab = δ ab r a . Formally, we say X is an elliptic type random matrix if the following hold:
As remarked in [14] this condition ensures an effective lower bound on the entries of the left and right Perron-Frobenius eigenvectors of a certain operator related to S. In the present paper we will apply this lower bound to the operator D |b| 2 S; the vector version of the operator appearing in (4.17).
(2.E) (Genuinely non-Hermitian) There is a positive constant † | | < 1 such that for every
Note that, this would be the Cauchy-Schwarz inequality if | | were replaced by 1, therefore the condition | | < 1 ensures we are in the genuinely non-Hermitian setting.
For certain results we will also make the following assumptions.
(2.F) (Piecewise Hölder continuity of T ) There exists a partition
into discrete intervals such that min k |I k | ≥ cN and a constant C 1 such that
We note that Assumptions (1.C-D) with | | < 1 imply Assumptions (2.C-G). The ESM of elliptic type matrices has not in generality been considered. A few exceptions are in [9] , where the special case of triangular-elliptic operators are introduced and their ESM and Brown measure are computed. Additional special cases of this model were considered in [19] , where the canonical equation with name K23 is derived. In the physics literature fixed point equations to derive the ESM are considered in [23] .
General decaying correlations
In the final model, we generalize the elliptic type correlations further and consider general, possibly slow-decaying correlations between matrix elements, as recently studied in the Hermitian case in [15] . In this general case, the action of S and T on the full matrix is needed and the solution to the Dyson equation is a genuine matrix with nontrivial off-diagonal entries. We will work under the following conditions: (3.CD) (Polynomial decaying correlation structure) Consider the natural symmetrized metric
Let κ(·) be the joint cumulant of its arguments. The two-point correlation has a decay of the form
for some s > 12, constant C 0 > 0 and all square integrable functions f 1 , f 2 . For k ≥ 3 the cumulant satisfies the following decay condition
where T min is the minimal spanning tree in the complete graph on the vertices 1, . . . , k with respect to the edge length dist({i, j}) = d(supp f i , supp f j ), i.e. the tree for which the sum of the lengths dist(e) is minimal, and In Thm 2.1 of [15] the optimal local law outside the spectrum for Hermitian random matrices is proven under the Hermitian analogs of Assumptions (A),(B), and (3.CD). In fact, (CD) can even be replaced with the more general Assumptions (C), (D); see Section 2.5 of [15] for details. For more details on cumulants and the condition (3.CD), see Section 2 and Appendix A of [15] . The Hermitian analogue of the additional flatness assumption (3.E) is needed for the optimal local law in the bulk, see Thm 2.2 of [15] .
We conclude by remarking that the conditions (3.CD) and (3.E) are natural adaptations of (2.C) and (2.D) to the general correlated case. More precisely, if Assumption (2.C) is satisfied then so are Assumptions (3.CD). Furthermore, (2.D) implies a uniform lower bound on the entries on the left and right Perron-Frobenius eigenvectors of D |b| 2 S, which is an alternative assumption to the lower bound (3.E), in the elliptic type setup. The upper bound in (2.5) is always satisfied in the elliptic type setup by Assumption (B). (1)) in a locally specified limit.
Matrix Dyson Equation
Before introducing our main results, we discuss the Matrix Dyson Equation (MDE), whose solution is a good approximation to the resolvent of our random matrices. The main results of this article are given in terms of the solution to the MDE.
In general, MDEs are non-linear equations of the form
where M is the matrix to be solved for, z, the spectral parameter, is a complex number with positive imaginary part, A is a given Hermitian matrix ‡ , and S is a completely positive operator. This equation has a unique solution with positive imaginary part [20] . Furthermore, the inverse of (2.6) can be viewed as a fixed point equation for M whose right hand side is a contraction in an appropriate metric. Thus it can effectively be solved by iteration starting from any matrix with positive imaginary part.
In order to hermitize and linearize our problem we introduce 2 × 2 and 4 × 4 block matrices consisting of N × N blocks. To distinguish the matrices of various sizes, we now introduce some notation. In what follows bold capital letters (for example R) are used to denote 4N × 4N matrices and bold calligraphic letters (for example S) to denote linear operators on 4N × 4N matrices. Operators on N × N matrices are denoted by calligraphic letters (for example S). Given a 4N × 4N block matrix R we define R ij , 1 ≤ i, j ≤ 4, to be its (i, j) block. Given an N × N matrix R, the matrix E ij (R), 1 ≤ i, j ≤ 4, is a 4N × 4N block matrix with (i, j) block equal to R and the remaining blocks equal to zero. We use the shorthand E ij := E ij (I). The norm, · , when applied to matrices will denote the usual operator norm induced by the Euclidean vector norm. When · is applied to operators acting on matrices, it denotes the operator norm induced by the matrix norm · . Given a vector v, D v is the diagonal matrix with (D v ) ij := δ ij v i .
Given analytic functions f and g, we will show that to compute f (X)g(X * ), it suffices to consider the following three parameter family of matrices H Z α with some small α ∈ R and Z := (ζ 1 , ζ 2 ) ∈ C 2 , as well as its resolvent G Z α (z) at a spectral parameter z in the upper half plane, z ∈ C + :
The MDE corresponding to this 4N × 4N matrix is
where S : We let M Z α (z) denote the unique solution to (2.7) with positive imaginary part. To this solution we define a probability measure on R, the self-consistent density of states, ρ Z α , by
Existence and uniqueness of this correspondence is shown in [4] , Proposition 2.1. We will consider M Z α (z) at z = iη, η > 0, and its derivative with respect to α, for α in a small neighborhood of 0. When α = 0, equation (2.7) decouples into two sets of equations, one depending on ζ 1 and one on ζ 2 . The restriction of (2.7) to either of these equations, see (3.2) , carries the information for a single resolvent (X − ζ) −1 , in particular it allows us to determine the location of the pseudospectrum of X in the N → ∞ limit. When considering this restriction to the first and fourth blocks, we work with the following N × N matrices:
Since the right side depends only on ζ = ζ 2 , we drop ζ 1 from the notation on the left. Below in Lemma 3.1, the restriction of (2.7) to these coordinates is written out and properties of the solution to this equation are given. In particular, we will see that
are positive definite matrices and
, justifying the notations in (2.9). We now define the pseudo-resolvent set of X, i.e. a set of spectral parameters, on which the density of eigenvalues of X converges to zero (we note that D c from [7] was very similarly defined).
and set
to be the self-consistent pseudo-resolvent set of X. Additionally, we call its complement E c the self-consistent pseudospectrum of X.
The sets E τ and E are open according to Corollary 4.11 and the lim sup in (2.10) can be replaced with lim by the analyticity of M Z 0 (iη) in η, proved in Lemma 4.10. In Lemma 3.2, we show that the matrix M Z 0 (iη) is uniformly bounded as function of η for any fixed Z ∈ E × E and it has a limit as η → 0+. In particular, the following limit exists
This is the fundamental object, derived from the solution to MDE, that determines the behavior of Tr N f (X)g(X * ) and Tr N f (X). We are now prepared to state the main theorems.
Main Theorems
We first state our main result under the most general conditions from Section 2.1.3. Then we state more detailed versions for the two more restrictive classes of models in Sections 2.1.1 and 2.1.2. Given N × N matrices Q 1 , Q 2 , R we use the notation
for the sandwiching operation, and we let
. [General decaying correlations] Let X satisfy Assumptions (A), (B), and (3.C-E).
Fix τ > 0, let f and g be analytic functions on E τ and γ ∈ E τ be a positively oriented, closed curve encircling the pseudospectrum of X. Then we have
and
for any , D > 0 and a positive constant C ,D , where
Here γ is the negative orientation of γ and B is defined in (2.12) . In addition to , D, the constant
the largest absolute value of f and g on γ, the (implicit) constants in Assumptions (B) and (3.C-E) and on τ .
Implicit in the use of K(ζ 1 , ζ 2 ) is the statement that the operator C −1
If we assume the correlations are of elliptic type, then we can strengthen this result by eliminating the control parameter τ and allowing f and g be analytic on the entire self-consistent pseudo-resolvent set E. The key input to this improvement is a bound on B independent of τ .
Theorem 2.3 (Elliptic type correlations). Let X satisfy Assumptions (A), (B), and (2.C-F).
Let f and g be analytic functions on E. There exists a universal (small) constant c such that for any > 0 if γ ∈ E N −c is a positively oriented, closed curve, then (2.13) and (2.14) hold.
The constant C ,D depends additionally on the constants in Assumptions (B) and (2.C-F) and on
We prove Theorem 2.2 and Theorem 2.3 in Section 4. In Section 4.4 we show that in case of elliptic type correlations, the matrix B is diagonal, and the vector of its diagonal, b := diag(B), satisfies a vector equation
If all of the entries of X are additionally assumed to be independent, in particular T = 0, then Theorem 2.3 reduces to the main result of [14] and we have
On the other hand, if X is instead an elliptic random matrix, then (2.16) simplifies to
18)
where
). The square root is chosen with a branch cut along the segment
We remark that formula (2.18) can be deduced from the non-rigorous calculations in [27] , even though it does not appear directly; see also [26] .
Remark 2.5. The dependence of the error terms on τ in Theorem 2.2 can be careful tracked throughout the proof as to allow τ to go to zero as a small negative power of N , similar to Theorem 2.3. We omit these details for clarity of the argument.
We now apply Theorem 2.3 to study the solution to (1.1). We begin with the Elliptic Ensemble, Section 2.1.1, where the integrals can be computed explicitly. The case = 0, 1 were already considered in [14] . We now consider the remaining cases. Note that taking the limit as → 0 in the following theorem recovers the result of [14] . 
with initial value u 0 distributed uniformly on the N dimensional unit sphere, {u :
Then there exists a constant c > 0 such that for any > 0 we have
for any D > 0 and some constant C ,D . The function I j is the j th modified Bessel function of the first kind. Here C ,D depends on the model parameters and c only on , E u 0 denotes expectation with respect to the initial condition, and P is the probability with respect to X.
Remark 2.7. We will show in Section 5.1 that the infinite sum in (2.20) is, for large t, approximated by
The same asymptotics were computed in [27, Eq. (116) ] but with a slightly erroneous final formula. Our (2.21) thus corrects the formula in [27] .
Using the asymptotics of the Bessel functions in (2.21) we will then show that , say, that
with very high probability in the regime where t, N → ∞ such that t ≤ N c , for some c ∼ 1.
Remark 2.8. A similar result considering the system of ODEs in equilibrium, driven by white noise was considered in [26] . Their analysis is based on the formulas from [27] .
Next we consider the solution to (1.1) when the random matrix, X, has the elliptic type correlations from Section 2.1.2. In this case we additionally assume the matrix T is entry-wise non-negative. In Section 5.2 we show that this ensures the pseudospectrum of X is symmetric across the real axis, and that ζ * , the point in the pseudospectrum with maximal real part, lies on the positive real axis. 
Theorem 2.9. Let X satisfy Assumptions (A), (B) and (2.C-G) with
T ij ≥ 0 for all i, j. Let u t ∈ C N solveP E u 0 u t 2 2 − A(S, T ) √ 2πgt e 2t(gζ * −1) ≤ N −1/2+ : ∀t ≤ N c ≥ 1 − C ,D N D (2
G).
We use E u 0 to denote the expectation with respect to the initial condition and P for the probability with respect to X.
In the critically coupled regime, g = 1/ζ * , this theorem recovers the t −1/2 decay of the l 2 -norm squared of the solution seen in the uncorrelated case. The proof is given in Section 5.2.
Self-consistent pseudo-resolvent set
In this section we consider the set E τ , defined in (2.10), in terms of the quantities in (2.9), which depends only on a single ζ. We begin by giving the structure of the solution to (2.7) when α = 0. In particular, the equation decouples into two independent sets of equations each involving 2N × 2N matrices and depending only on one of the ζ's. Then in Lemma 3.3 we control the spectral radius of a certain stability operator on E τ , this estimate depends on τ and deteriorates as τ → 0. Later in Section 4.4, under the stronger assumption of elliptic type correlations, Section 2.1.2, we obtain bounds that are uniform in τ , and hence hold on all of E. 
where the matrix
is the solution with positive imaginary part to the reduced MDE:
Furthermore, A ζ (iη) and D ζ (iη) are positive definite matrices and
where r 1 , r 2 depend only on the constant c 2 in the upper bound on S (2.5). The complement of the sets E τ is bounded, i.e.
if r 3 > 0 is chosen large enough, depending on c 2 in (2.5).
Before proving Lemma 3.1 we record equations for each of the blocks in (3.2) . Note that these equations do not factorize further, as in [14] where T = 0, in particular the equation for
. By rearranging the (1, 1) entry of the equation
Applying Schur's complement formula to the (1, 1) and (1, 2) entry of (3.2) gives
Multiplying (3.6) on the left and right by A and then substituting (3.7) and its adjoint leads to
In a similar fashion one can also show
Proof of Lemma 3.1. We begin by noting (3.2) is also an MDE of the form in (2.6). Hence it has a unique solution with positive imaginary part. To verify that diagonal entries are positive definite and the off-diagonal entries are conjugate we note that right side of (3.2) preserves these properties, as does taking inverses. As iterations of this fixed point equation converge to the solution, the solution must possess these properties. Finally, we note that M Z 0 (iη) given in (3.1) satisfies (2.7) when α = 0. Thus by the uniqueness of the solution to each equation, (3.1) is indeed the correct solution to (2.7). The estimate (3.3) follows trivially from (3.2) because
is a consequence of (3.8), (3.9) and (3.3). Indeed, using the large ζ behavior of M = M ζ (iη) in the two equations for A and D shows that A + D |ζ| −2 (η + A + D ) for |ζ| ≥ r 2 . Thus, A + D η and (3.4) follows from the definition of E τ in (2.10).
We now give a technical lemma that will control the norm of B ζ (iη) in terms of the size of A ζ (iη). In particular, it allows us to take the limit η → 0.
Proof. Fix ζ ∈ E τ . The first equality in (3.10) is trivial since lim η→0+ A ζ (iη) + D ζ (iη) = 0 for ζ ∈ E τ . According to Proposition 2.1 in [4] there exists a compactly supported measure, V , on R taking values in the set of positive semidefinite 2N × 2N matrices such that
From this representation, and the boundedness of supp(V ), we have the bound
then taking lim sup η→0+ and using the assumption ζ ∈ E τ yields lim sup
Finally, the existence of the limit of M ζ (iη) as η → 0+ follows from the implication (i) ⇒ (iii) in Lemma D.1 of [5] , as (i) is guaranteed by the definition of E τ from (2.10).
When ζ ∈ E, lim η→0+ A ζ (iη) = 0, so in the limit η → 0+, (3.5) becomes: 12) where B(ζ) is defined in (2.12). We note that this equation is similar to a general MDE (2.6) but T is not positivity preserving and we do not restrict the imaginary part of ζ. Furthermore, we point out that the solution to (3.12) may not be unique, so B(ζ) is computed by solving the bigger system (3.2) and then taking the η → 0+ limit. Nevertheless, B(ζ) still enjoys some properties shared by the solution to the MDE.
The spectral radius of K B * S
In this section we bound the spectral radius of
* in terms of τ for any ζ ∈ E τ . Later we use this information to control the inverse operator appearing in (2.15). For any linear operator R we denote its spectral radius by r(R). The following lemma is formulated for the general correlated setting from Section 2.1.3. However, its statement and proof are unchanged in the elliptic type case from Section 2.1.2 under the weaker assumption (2.D) that replaces (3.E). 
In particular, we have r(K B(ζ) * S ) < 1 for any ζ ∈ E.
Proof. We prove the statement with B = B ζ (iη) instead of B(ζ) with η > 0 and then take the limit η → 0. For brevity, we use A = A ζ (iη), etc. Dividing Since ζ ∈ E 2c 2 τ , for sufficiently small η we have
i.e. the second term on the right side of (3.14) is positive. We thus conclude by the PerronFrobenius Theorem for cone-preserving operators that r(
We set
and define the sets
for any δ > 0. We note that a similar definition ∆ Z in [14] was used with 1/r i in the simple case r i = 1 |ζ i | 2 instead of 1/r i , but this difference is irrelevant. We also do not assume an upper bound on ∆ Z , as Lemma 3.1 shows we can assume the ζ's are contained in a compact set. With these notations we can conclude from Lemma 3.3 that for all τ > 0
and clearly
is sufficiently large.
Matrix Dyson Equation
In this section we state and prove the main technical theorem, Theorem 4.1 below. We consider Z = (ζ 1 , ζ 2 ) in the set Ξ δ or Ξ ∞ . By the containment (3.15) this suffices to prove the Theorems 2.2 and 2.3, which are formulated for ζ 1 , ζ 2 ∈ E τ . Furthermore, without any loss of generality we may assume in rest of the paper that |ζ 1 |, |ζ 2 | ≤ r 3 , see (3.4), since the contour γ in the main theorems may be chosen within distance one of the boundary of E τ by contour deformation. In particular, in all statements the previously defined Z-sets E τ , E, Ξ δ , Ξ ∞ are interpreted as being restricted to the set |ζ 1 |, |ζ 2 | ≤ r 3 . The outline of the proof of Theorem 4.1 is similar to that of Theorem 2.9 in [14] , but the presence of correlations introduces new challenges. We now briefly recall the ideas in the proof of Theorem 2.9 in [14] . The first step is to introduce a Hermitian block matrix whose blocks are linear in X and X * such that one of the blocks of its resolvent is α(X − ζ 1 ) −1 (X * − ζ 2 ) −1 . This is accomplished by H , an approximation of (X − ζ 1 ) −1 (X * − ζ 2 ) −1 . In contrast to [14] , where M Z 0 (0) was explicit, in the current situation we do not have uniform a priori bound on the solution to MDE when α = η = 0 for Z ∈ Ξ ∞ . Such bound is a key input to analyzing the stability of the MDE. We therefore begin by assuming Z is in a set where B is uniformly bounded (and therefore by (4.15) below so is M Z 0 (0)) and define, for any K large,
K (recall that Z 1 was assumed). The constants in every estimate made on O K will depend implicitly on the value of K, in particular B(ζ i )B(ζ i ) * ∼ 1 indicates K-dependent implicit constants. In general, from Lemma 3.2, the norm of B is bounded uniformly on E τ . Therefore choosing K = Cτ −1 for appropriate choice of constant C, gives
In Section 4.4, we will show that for elliptic type correlations, especially with Assumption (2.F), B is uniformly bounded on E, so the assumption that Z ∈ O K becomes superfluous. We now give the main result of this section.
Theorem 4.1. Let X satisfy Assumptions (A), (B), and (3.C-E).
There exists a (small) constant c > 0 such that for all sufficiently small > 0 and large K, 
C-E).
The main novelties in this theorem, compared to Theorem 2.9 of [14] , are twofold. First, on the MDE level, both the set Ξ c and the matrix B are more complicated. In [14] , Ξ c is simply pairs of points (ζ 1 , ζ 2 ) each lying in the annulus with inner radius 1 + N −c and outer radius 2, and the matrix B(ζ i ) is explicitly seen to equal −ζ −1 i times the identity. In the present case, both these quantities must be defined implicitly, introducing new difficulties. Second, on the random matrix level, in order to compare the resolvent of our correlated random matrices with the solution to the MDE, we need to use the local law for correlated random matrices in the form recently proved in [15] .
For some sufficiently small κ, which will be chosen in the proof of Lemma 4.10, depending on K and the model parameters, we consider the indicator function
We will study the behavior of M Z α (z) in the following neighborhood of zero in the parameter space: 
Proposition 4.3. Let K be sufficiently large. There exists a (small) c > 0 such that for any > 0 the high probability bound
We conclude this section with the proof of Theorem 4.1, mostly relying on lemmas to be proven later in this section.
Proof of Theorem 4.1. For any Z ∈ Ξ ∞ , we have
where E i is the 4N × N dimensional block matrix, i = 1, 2, 3, 4, whose i-th block is the N × N identity matrix and remaining entries are the zero matrix. To estimate (4.4), we use the proof of Lemma 2.10 of [14] to obtain the estimate
uniformly in Z. Note that the proof of Lemma 2.10 of [14] holds for any matrix whose spectrum is effectively bounded away from 0; a condition guaranteed on the event Ψ Z,α . From Proposition 4.3 we have the estimate
for any D with some constant C ,D,K . This shows that inserting the characteristic function Ψ Z,α in (4.7) is affordable with the desired probability. Next, (4.5) is bounded using Lemma 4.5, in Section 4.1, which follows from the recently proved local law of [15] . In particular, we show there exists a c such that for every > 0, sufficiently small, uniformly in Z ∈ Ξ c ∩ O K we have 
Proof of Theorems 2.2 and 2.3.
Let τ > 0. In Corollary 4.7 of the local law in the next section, we give a crude estimate (4.14) on the resolvent of X. Combining this estimate with (3.15) and the remark afterwards concerning the monotonicity of E τ in τ , we have with high probability all the eigenvalues of X lie in E c τ . By Cauchy's theorem for any γ ∈ E τ a positively oriented, closed curve on the domain of analyticity of f and g we get
Using (ζ 1 , ζ 2 ) ∈ E τ × E τ , the relations (3.16) and (4.2), and the notation K(ζ 1 , ζ 2 ) from (2.15), we apply Theorem 4.1 with K = Cτ −1 to obtain
with probability at least 1 − Under Assumptions (2.C-F) we use that on E N −c we also have (4.10). This follows from the bound in Lemma 4.12 that makes the condition Z ∈ O K in Theorem 4.1 superfluous. Therefore in either cases we have
for sufficiently large N , but in the second case the contour γ can be closer to the self-consistent spectrum in the sense of γ ⊂ E N −c versus γ ⊂ E τ in the first case. This proves the second estimates in both theorems. Finally, the first estimate,
follows by setting g(ζ 2 ) = 1, in (4.11), and computing the residue at ζ 2 = ∞. Here we used (2.15), the asymptotics B(ζ 2 ) = M Z 0 (0)
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∼ −1/ζ 2 for very large ζ 2 that, via (2.9), follows directly from the MDE (2.7), the (possibly N -dependent) boundedness of M for Z ∈ E N −c × E N −c from (3.10), and the structure of A Z . We remark that the relationship (4.12) can alternatively be deduced directly from the MDE by proving an analogous theorem to Theorem 4.1 but with just one resolvent. Such a theorem follows by a similar argument and requires only the α = 0 case.
Local Law
In this section we show that for Z ∈ Ξ c ∩ O K and (α, z) ∈ Υ Z , the resolvent, G The main tool in our estimates is the optimal local law, Theorem 2.1 from [15] . We note that the matrix H Z α does not satisfy assumption (CD) of [15] 
Lemma 4.4. Let X satisfy Assumptions (A), (B), and (3.CD) and let K be sufficiently large. There exists a (small) c such that for any
Using the standard grid argument, as in the proof of Lemma 2.11 in [14] , we can upgrade this estimate to a uniform bound for all Z ∈ Ξ c (recall that we consider Z 1 only):
.5. Let X satisfy Assumptions (A), (B), and (3.C-E) and let K be sufficiently large. There exists a (small) c such that for
We also have following restatement of Theorem 2.3 in [15] :
Corollary 4.6. There exists a constant c > 0 such that for any > 0 and
By using the grid argument as in [14] , Section 3.4, we immediately can upgrade this to a uniform bound for all Z ∈ Ξ c , proving Proposition 4.3. Finally, as a corollary we also have the following bound on the resolvent.
Corollary 4.7. Let K be sufficiently large. There exists a c > 0 such that for any > 0 
Stability of MDE at zero
In this section we consider the MDE (2.7) for some Z ∈ O K when α = η = 0, and bound the stability operator at this point. In what follows, we use the short hand B i = B(ζ i ). Using the extension of the solution to the MDE to η = 0 from Lemma 3.2, we have that
solves (2.7), with η = α = 0. Recall the matrix E ij (R) is the 4N × 4N block matrix with (i, j) block equal to R and the remaining blocks equal to zero. Clearly,
−1 , the linear stability operator of the MDE. Here we used the notation C M S(·) = MS(·)M for 4N -dimensional analogue of the sandwiching operator C introduced earlier; later we will also use K M S(·) = M * S(·)M. Bounding the stability operator at α = η = 0 will allow us to deduce properties of the solution to the MDE in a neighborhood of 0 as well as bound the norm of the inverse of 1 − K B(ζ 2 ) * S as K B(ζ 2 ) * S is the (1, 1) block of C M Z 0 (0) S. We will work on the space of 4N -dimensional matrices equipped with the norm · , induced by the Euclidean norm, as well as with the Hilbert-Schmidt norm, M HS := (Tr 4N MM * ) 1/2 . These norms induce the operator norm · and the spectral norm, · sp , respectively, on operators acting on such matrices.
Then the following bound holds:
where the implicit constant in (4.16) depends on K and the model parameters.
Proof. As in [14] , Lemma 3.1, it suffices to bound (
, preserve the cone of non-negative matrices and S satisfies the flatness assumption, (3E), therefore they have unique positive definite (as matrices) Perron-Frobenius eigenvectors with Hilbert-Schmidt norm 1 and corresponding eigenvalue r i = r(K B * i S ) = r(K B i S * ). We denote these eigenvectors by V i , W i , i.e.
From Z ∈ Ξ ∞ we have that r i < 1. Since Z ∈ O K , i.e. BB * ∼ 1, the flatness assumptions (3E) in Section 2.1.3 is inherited by the operators K B * i S and K B i S * from S. We immediately conclude from (4.17) that
To bound the norm of the inverse of 1 − C M Z 0 (0) S we use the balanced polar decomposition of M Z 0 (0), first introduced in the random matrix context in [4] . This is similar to the symmetrization procedure of [14] , but both the dependence on ζ and non-commutativity of the matrices in the blocks make the procedure more complicated.
We define the following matrices: 
Using these newly introduced operators we have
where we define the self-adjoint operator
It now suffices to consider the spectrum of F , as we have the estimate
and Q , Q −1
1 by (4.18) and the assumption that Z ∈ O K , i.e. BB * ∼ I. In order to bound the spectrum of F away from 1, we define 
Proof. Since R is positivity preserving, there is a positive semidefinite eigenmatrix V such that
≤ R with V and using the symmetry of R shows the claim.
Expansion of the MDE near zero
We now extend the bound on the solution to the MDE and on the stability operator from the special α = η = 0 case discussed in Section 4.2 to an entire neighborhood Υ Z = {(α, z) ∈ R × C : |α|, |z| < κ∆ Im ζ 2 , α, z) . Moreover, for (α, z) ∈ Υ Z , the following hold:
2) the inverse of the stability operator satisfies the bound Proof. The proof follows by an application of the implicit function theorem exactly as in Subsection 3.2 of [14] using the new definition of ∆ Z and the stability bound at (α, z) = (0, 0) in (4.16). In [14] we explicitly have that M Z 0 (0) is bounded by 1, this was used after (3.8) . In the present case we assume it is bounded by K, this change only causes values of the constants to change. Proof of (4.9). From Lemma 4.10, we have M Z α is analytic in α. Differentiating (2.7) with respect to α and applying (4.16), one sees that
Combining this with the fact that M Z 0 31
= 0, from (3.1), gives
Following the computation in Section 3.3 from [14] , we have
Then using that only the (2, 4) block is mapped into the (3, 1) block 
Uniform bounds on b
In this section we investigate the solution to the MDE under Assumptions (2.C-F). As noted in Section 2.1.2, the nontrivial information about the solution to the MDE is encoded in the diagonal entries of each of the blocks of the solution, so we define the following vectors in
Recall that D r denotes a diagonal matrix with the vector r along its diagonal and that multiplication of vectors as well as application of a function f : C → C to a vector is meant component wise. With these new definitions, we rewrite (3.2) as 24) and (3.12) as 25) for ζ ∈ E. In (4.24) we identified vectors r with diagonal matrices D r . Moreover, the operator K B(ζ i ) * S studied in Section 3.1 is replaced with the matrix D |b(ζ)| 2 S. In this section, the bound on b in (3.10) is made uniform on E. Moreover, with a sufficiently large K, depending only on the model parameters in Assumptions (2.C-F), this bound will make the condition Z ∈ O K in Theorem 4.1 superfluous.
Lemma 4.12. Assume X satisfies Assumptions (A), (B), and (2.C-F). Then for
Proof. We will show sup ζ∈E b(ζ) 1, the lower bound then immediately follows from (4.25) (recall that |ζ| 1 was assumed).
The first step is to control the spectral radius of D |b(ζ)| 2 T on E. This will allow us to show ζ = 0 is not in E and that the normalized Euclidean norm of b 2 is bounded. Then the regularity of T (Assumption 2.F) turns the bound on b 2 into a bound on b .
Let the N × N matrix |T | be defined by
where S (1/2) is defined to be the matrix whose (i, j) entry is s
ij , is the Hadamard product, and is the entry-wise inequality on matrices, i.e. A B if for all i, j, a ij ≤ b ij .
Then using that for any matrices A, B with non-negative entries,
(1/2) (4.27) (see, for instance [8] , Theorem 13) we have
where we used that D |b| 2 S and D |b| 2 S * have the same spectrum. Then using that from Lemma 3.3, r(D |b| 2 S) < 1 and that for any two positive matrices A, B such that A B, we have r(A) ≤ r(B), (4.28)
we conclude:
for ζ ∈ E. Now we prove that 0 ∈ E. Suppose, for sake of contradiction, that 0 ∈ E. Then (4.25), evaluated at ζ = 0, gives that
To bound b(ζ) 2 , we first rearrange (4.25):
Then using the bound
In the final equality above, we used that for any matrices A, B, r(AB) = r(BA). Then using the regularity of T (assumption (2.F)) we extend the 2 bound to an uniform bound on the entries of b exactly as in [2] , Section 6.1. One simply follows the proof of the Proposition 6.6 in [2] line by line and sees T satisfies all of the necessary properties. This completes the proof of (4.26).
Long time asymptotics
In this section we consider the system of ODEs
with initial value u 0 distributed uniformly on the N dimensional unit sphere, {u : u = 1} ⊂ C N and coefficient g > 0 chosen less than the real part of the rightmost point in the pseudospectrum of X. The squared norm of the solution, when averaged over the initial conditions is given by
where γ is a curve that encloses the eigenvalues of X traversed in the counter-clockwise direction and γ is the same curve traversed in the clockwise direction. We are interested in the large N and long time regime with t ≤ N −c for some small c > 0. We first consider the elliptic ensemble, where the computations are done explicitly, then we consider the elliptic type correlations and show the large t asymptotics are universal.
Elliptic Ensemble
We now consider the elliptic ensemble, Assumptions (1.C-D), and prove Theorem 2.6. Recall that the correlation between the ij and ji matrix entries is given by = | |e iθ . In this case we will relate E to the complement of the ellipse and its interior, E , given in (2.1). Additionally, we will show that the limit of the solution to MDE as η → 0 for ζ ∈ E c is given by b(ζ), the (scalar valued) solution to
selected so that ζ → b(ζ) maps E c to the interior of the unit disk (the other root is outside of the unit disk). In what follows we will use that (ζ) ≤ 1 + |ρ| 2 + 2 (ρ), for all ζ ∈ E . To emphasize that the MDE is now scalar valued, we use lower case to denote the variables.
Proof of Theorem 2.6. Fix ∈ (0, 1/2) and such that 0 < | | < 1. From Theorem 2.3 and Remark 2.4 we have
with b(ζ) as in (5.2) for any γ encircling E . From (4.10), in the proof of Theorem 2.3, we have the bound on the error term,
To complete the proof we will begin by considering the relationship between E and E c . Then we will choose γ, the contour of integration, bound the N on γ, and show that γ ⊂ E N −c . Finally, we will compute the integral in (5.3) and its large t asymptotics.
To study the relationship between E and E c it will be useful to additionally consider the sets of ζ's such that | b ζ (iη) + ζ| 2 > 1 + τ , for some τ > 0, (possibly N -dependent). We now will show: The first step in this analysis is to show that |b ζ (iη)| ≤ 1 for all η > 0 and ζ ∈ C, hence the same holds for its limit, |b(ζ)| ≤ 1. Dividing (3.8) by a ζ (iη) + η gives
Since the left side is less than 1 and a ζ (iη) > 0 the claim follows.
Here and in what follows we use the symmetry of the equations (3.8) and (3.9) , to get a ζ (iη) = d ζ (iη). To prove (i), we start with (3.6), which after multiplying by (ia ζ (iη) + iη)a ζ (iη) we record here:
Solving for a ζ (iη)/η leads to
Rearranging gives a ζ (iη) η < 1/τ , and in particular ζ ∈ E 2τ . To verify (ii), assume ζ ∈ E τ , then from we (5.5) we have
for all small η. Since a ζ (iη) converges to zero as η goes to zero, we then have 6) for all small η, as desired. To verify (iii), let ζ ∈ E and τ such that ζ ∈ E τ . Since we have that a ζ (iη) = O τ (η) and (5.6) it follows that (3.5) becomes
and after taking the limit η → 0, we see ζ satisfies (5.2). Then considering the inverse of ζ → b(ζ), and using |b(ζ)| ≤ 1 we see that b → − b − b −1 takes the interior of the unit disk to E c , and therefore ζ ∈ E c . We now verify (iv) by contrapositive. Let ζ be such that a ζ (iη k ) is bounded away from 0 for some decreasing sequence (η k ) ∞ k=1 that converges to 0. From the complex conjugate of (3.7) we have
Taking the limit as k → ∞ gives:
and since |b(ζ)| ≤ 1 we have that ζ ∈ E , as desired.
Having established the preliminaries concerning E we, for concreteness, choose the contour of integration to be a dilation of the boundary of E :
for some small c given in Theorem 4.1 and large C to be determined. We now verify that along γ we have an effective error bound on N and then will verify that γ lies in E N −c . An elementary calculation shows:
then from the restriction g ≤ (1 + | | 2 + 2 ) −1/2 it follows that, for all t ≤ N c ,
We now turn to proving γ ⊂ E N −c . Since γ ⊂ E c we have from (iv) that a ζ (iη) → 0 and therefore b(ζ) satisfies (5.2). Solving (5.2) for ζ ∈ γ gives:
where we have chosen the square root such that |b(ζ)| is less than one. Then using that 9) and thus that at Z = (ζ, ζ), 
where γ is the image of γ under the change the variables, traversed clockwise, and γ is the same curve, traversed counterclockwise. It is easy to see γ is close to the unit circle.
To compute the integral in w 2 we expand the exponential as the generating function for the modified Bessel functions, valid for all u = 0, [1, Eq. 9.6.33],
recall that I k is the k-th modified Bessel function of the first kind. Using that |w 1 | > 1 and |w 2 | > 1, we get:
2 )e tg(w 2 + /w 2 ) (w 1 w 2 − 1)
The integral is zero unless k = j − 1 or k = j + 1 leading to
Substituting this into (5.10) gives
Then computing the integral over w 1 (by essentially repeating the above computation), using the relationship I j (z) = I j (z), and the three-term relationship for I j , (5.10) simplifies to 12) as desired, proving (2.20). Now we turn to the asymptotic bounds (2.22) and (2.23) . In order to extract the leading order behavior of (5.12) for t large, we add the negative index terms to the infinite series, which allows us to apply well known identities for the Bessel function. We then show these additional terms are much smaller for large t. Thus we compute
To simplify this expression we apply Graf's addition theorem; see, for instance [1, Eq. 9.1.79], at a complex angle. For the reader's convenience we record the identity in the following lemma.
Lemma 5.2. Let c ∈ C be a non-zero constant, x, y ∈ C and ν and n be integers, then
Proof. We will prove the following identity, the lemma follows by equating the coefficients in t
From (5.11) the left side equals exp
After applying this identity, (5.13) simplifies to
Using the well known asymptotics I m (x) ∼ (2πx) −1/2 e x as x → ∞, we have
for large t. We now show that the large t behavior of (5.12) and (5.14) are the same by bounding the negative index terms. We begin with an elementary inequality that follows from the following integral representation, valid for any integer k, [1, Eq. 9.6.19],
Taking the absolute value we have
Returning to the negatively indexed terms in (5.14) we apply the above inequality and the trivial inequality I 0 (x) < e x for x > 0 to get:
For large values of t this expression is much less than the right side of (5.14), as 4| ( √ )| < 2 2 ρ + |ρ| 2 + 1 when | | < 1.
Elliptic type correlations
In this section we consider (5.1), for X with elliptic type correlations, satisfying the assumptions of Theorem 2.9, in particular we will always assume T ij ≥ 0. As in Section 4.4 we use lower case letters to emphasize that the matrices in the solution to the MDE are diagonal and can be replaced by vectors. We will begin by establishing bounds on the support of E c , which will allow us to choose a good contour of integration, γ, and then turn to computing the leading order of the integral, thus proving Theorem 2.9.
The first step will be to show that because T is entry-wise non-negative, the pseudospectrum is contained in a disk with radius ζ * . Recall that ζ * is the rightmost point of E c on the real line. In [14] the T = 0 case is considered and it is shown that the pseudospectrum is in fact this disk. The non-negativity of T along with (4.25) implies that b(ζ) = b(ζ), so b(ζ) is real for ζ ∈ E ∩ R, and the set E is symmetric across the real axis. Furthermore, since T is positivity preserving, (4.25) becomes a standard MDE at spectral parameter ζ. As a result, the solution b(ζ) has a Stieltjes transform representation, similar to (3.11), i.e. Together with 1 − r(|D b( ζ) | 2 S) ∼ ∆ Z and possibly decreasing the value of κ, we obtain
We will now show that for ζ in a κ∆ In general, we will say that there is no loss in the stability at ζ if (5.19) holds.
To control the absolute value of b(ζ) we take the absolute value of (4.25) and consider the resulting equation. Since ζ > ζ * and T is a non-negative matrix, we have b( ζ) < 0 and: 20) and for any ζ such that |ζ| > ζ: The claim |b(ζ)| < |b( ζ)| and thus (5.19 ) for all such ζ follows.
We will now extend the bound to arbitrary ζ such that |ζ| > ζ by considering a finite sequence of points { ζ = ζ 0 , ζ 1 , . . . , ζ = ζ n } such that |ζ i − ζ i+1 | < κ∆ We now prove the technical lemma.
Proof of Lemma 5.5 . Taking the difference of β −1 i = −T β i + ξ i at the two points gives:
Rearranging and solving for β 1 − β 2 leads to:
which we will see is entry-wise non-negative once we verify that (1−D β 1 β 2 T ) −1 is a non-negative matrix. To show this it suffices to bound the spectral radius of the non-negative matrix D β 1 β 2 T by 1. Using the spectral radius inequality (4.27), we have
We then have each of terms on the right side are smaller than 1 exactly as in the proof of (4.29), using as an input the assumption 1 − r(D β 2 i S) > 0.
The following lemma uses the control on the magnitude of b to control the pseudospectrum, E. Proof. To show the containment of the E c in the closed disk of radius ζ * it suffices to prove the containment in the second part of the lemma.
Let ζ be as in the lemma, then using We take γ to be the curve ζ * (1 + CN −c )e iϕ , ϕ ∈ [0, 2π] and γ is the same curve traversed in the clockwise direction, then Lemma 5.6 implies γ ⊂ E N −c once C is chosen large enough.
Applying Theorem 2.3 we have B(ζ 1 ),B(ζ 2 ) * − S near 0. Let λ(ζ 1 , ζ 2 ) be this eigenvalue for ζ 1 , ζ 2 close to ζ * and P(ζ 1 , ζ 2 ) := L(ζ 1 , ζ 2 ) , · R(ζ 1 , ζ 2 ) the corresponding rank 1 projection, where R(ζ 1 , ζ 2 ) and L(ζ 1 , ζ 2 ) are the right and left eigenvectors of L (ζ 1 , ζ 2 ) respectively, normalized so that L(ζ 1 , ζ 2 ), R(ζ 1 , ζ 2 ) = 1. We also set Q(ζ 1 , ζ 2 ) := 1 − P(ζ 1 , ζ 2 ). For ease of readability we often drop the dependence on the argument from L, R, P, and Q. In (5.23) and in Lemma 5.7, below, these quantities are evaluated at ζ * . To study the singularity we consider the equation λ(ζ 1 , z 2 (ζ 1 )) = 0 with an analytic function z 2 around its solution λ(ζ * , ζ * ) = 0. In what follows we use ∂ 1 = ∂ ζ 1 and ∂ 2 = ∂ ζ 2 . Before proceeding we record a lemma, that gives the coefficient of the leading order of our integral and shows that it is positive. 
Lemma 5.7. Let X satisfy Assumptions (A), (B), and (2.C-G). Then the coefficient A(S, T ) in (2.25) is given by
A(S, T ) = L R ∂ 2 λ L , R √ ∂ 2 z 2 = L R L , R 2 Y L Y R , (1 + F T )(1 − F T ) −1 (X 2 ) Y L Y R X ,(5.
R .
Furthermore, we have ∂ 2 λ > 0,
We will prove this lemma after the conclusion of the proof of Theorem 2.9, which we now return to. By assumption (2.G), L(ζ * , ζ * ) has a spectral gap, this can be verified as in Lemma A.1 from [14] . Therefore L −1 Q is uniformly bounded on an ∼ 1 neighborhood of ζ * and can therefore be analytically extended in ζ 1 , ζ 2 to D (ζ * ). Thus the integral of the second term is O(e −2(1−gζ * (1− ) ). We now consider the leading term from the projection onto λ(ζ 1 , ζ 2 ). We may set δ 1 = 3 √ and want to close the ζ 2 -contour to pick up a residue. From Lemma 5.7, ∂z 2 (τ ) = −1. In particular, z 2 (ζ * + ∆) = ζ * − ∆ + O(|∆| 2 ) and Re(z 2 (ζ 1 ) − ζ * ) = Expanding z 2 in the exponent up to second order, once again using that ∂z 2 (τ ) = −1 and then shifting the contour to ζ = ζ * + i∆ with ∆ ∈ R gives
where R, L, ∂ 2 λ, and ∂ 2 z 2 are evaluated at ζ * , and by Lemma 5.7, the leading coefficient is ∼ 1. This completes the proof of Theorem 2.9.
We conclude by proving the lemma. where, for readability, we introduce the modified notation C B A R := ARB. Then we compute the derivatives of λ from the formulas
