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Abstract—Explosive growth in spatio-temporal data and its
wide range of applications have attracted increasing interests
of researchers in the statistical and machine learning fields.
The spatio-temporal regression problem is of paramount impor-
tance from both the methodology development and real-world
application perspectives. Given the observed spatially encoded
time series covariates and real-valued response data samples, the
goal of spatio-temporal regression is to leverage the temporal
and spatial dependencies to build a mapping from covariates to
response with minimized prediction error. Prior arts, including
the convolutional Long Short-Term Memory (CovLSTM) and
variations of the functional linear models, cannot learn the
spatio-temporal information in a simple and efficient format
for proper model building. In this work, we propose two novel
extensions of the Functional Neural Network (FNN), a temporal
regression model whose effectiveness and superior performance
over alternative sequential models have been proven by many
researchers. The effectiveness of the proposed spatio-temporal
FNNs in handling varying spatial correlations is demonstrated
in comprehensive simulation studies. The proposed models are
then deployed to solve a practical and challenging precipitation
prediction problem in the meteorology field.
Index Terms—Spatio-temporal data, Regression, Functional
neural networks, Functional data analysis
I. INTRODUCTION
Nowadays, spatially correlated data has grown at an ex-
plosive rate in domains such as meteorology, epidemiology,
transportation, agriculture, industrial networks (e.g., power
grids and water supply networks), and social science [1]–
[5]. Also, most spatial data naturally evolves dynamically
over time. For instance, weather stations scattered over a
geographic area continuously monitor the location-specific
weather conditions over time. This type of data that encodes
both spatial and temporal dependencies is called the spatio-
temporal data [6], [7]. Conventional statistical and machine
learning models that assume independently and identically
distributed (i.i.d) data, time series analysis that ignores the
spatial correlations, and spatial data analysis that ignores the
temporal dependencies are often not suitable for analyzing
spatio-temporal data. Comprehensive reviews for research and
technology developed specially for this emerging type of data
can be found in [8]–[10].
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Fig. 1: Illustration of input and output data in spatio-temporal
regression.
This article specifically focus on the spatio-temporal re-
gression problem, one of the most fundamental problems in
the diverse spatio-temporal research area [8]. In particular,
given a set of spatially correlated time series, the task is to
estimate the real-valued response variable for each time series
input. An example of spatio-temporal input and output data is
illustrated in Fig 1. Solutions with high prediction accuracies
have profound impacts on a wide range of applications.
For instance, for an industrial network consists of multiple
interacting pieces of equipment that are usually geographically
dispersed such as power grids and water supply networks,
valid spatio-temporal regression models significantly improve
maintenance efficiency by precisely predicting the remaining
time to the next failure for each equipment based on equip-
ment condition monitoring data up to the present time. The
considered regression problem is non-trivial. Compared with
the temporal regression that assumes samples are independent,
there are at least two additional dimensions of complexity in
the underlying relationship: 1) Heterogeneity: The relationship
may be location-specific [11]; 2) Dependency: The relation-
ship at one place may be affected by other locations [12].
One promising and straightforward way of incorporating the
spatial aspect is to treat the spatial information as an additional
scalar covariate for the temporal regression models, e.g., the
Recurrent Neural Network (RNN) [13], the Long Short-Term
Memory networks (LSTM) [14], and the Functional Neural
Network (FNN) [15], [16]. However, this strategy usually
discards the rich spatial information contained in the data and
is inadequate to capture the spatial effect on the underlying
relationship.
More sophisticated spatio-temporal regression models have
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been developed in the literature. In the deep learning com-
munity, efforts have been taken to combine the Convolutional
Neural Network (CNN) specialized in handling image data
and the baseline deep learning models for temporal data,
such as the RNN and LSTM, to build powerful predictive
models with spatio-temporal data [17]–[19]. For instance, a
convolutional LSTM (ConvLSTM) [17] has been proposed to
use the previously recorded radar echo sequence to forecast
the future radar maps in the considered region. However,
these models essentially learn a mathematical mapping from
the 3-D tensor input (indexed by time and 2-D space) to
a 2-D response (indexed by space) and therefore require a
large number of the input/output data pairs shown in Fig 1
to fit the unknown parameters. For instance, in one of the
experiments in [17], the ConvLSTM model was learned with
10000 input/output training pairs and 2000 validation data
pairs. As only one input/output instance needed in such models
is accessible, the deep learning models that encode spatial
information through convolutional layers are not applicable to
the considered spatio-temporal prediction problem illustrated
in Fig 1.
In the statistical field, Functional Linear Regression (FLM)
is a standard predictive model with i.i.d time series input
and real-valued scalar response [20], [21]. Two extensions of
FLM have been proposed to account for the spatial hetero-
geneity and dependency, with the help of the geographically
weighted regression and the spatial autoregression techniques
respectively [11], [12]. The former statistical trick enables the
building of a location-specific temporal functional regression
model. The latter one explicitly incorporates the impact from
nearby locations into the i.i.d FLM. Unlike the convolutional
layer-based models, the generalized functional regression mod-
els treat the time series covariates from different locations as
individual random samples, which makes them suitable solu-
tions to learn the relationship between the spatially correlated
temporal inputs and scalar targets in Fig 1. However, these
models are linear and therefore suffer from underfitting when
the underlying mapping is complex.
To overcome the limitations of the linear models, leveraging
the geographically weighted regression and the spatial autore-
gression techniques, we propose two novel models to general-
ize the non-linear model Functional Neural Networks (FNN)
for the spatial-temporal regression problem. It is noteworthy
that the effectiveness of FNN and its superior performance
over the state-of-art i.i.d temporal regression models (e.g.,
MLP, RNN, LSTM, CNN) for some real-life problems have
been demonstrated by previous research work [15], [16], [22].
The contributions of this paper are summarized as follows:
1) We propose two novel models (Geographically Weighted
FNN in Section III and Spatial Autoregressive FNN in
Section IV) to respectively handle the spatial heterogeneity
and dependency in spatio-temporal regression problems.
2) For each model, we propose an effective way to predict the
response at new spatial locations (see later discussions).
3) We conduct simulation studies to justify the effectiveness
of our proposed models in varying situations. We apply
the models to solve a real-world challenge, i.e., the critical
precipitation prediction problem in meteorology.
II. PRELIMINARIES
A. Formulation of Spatio-temporal Prediction
The goal of spatio-temporal regression is to build a mapping
from time series covariates to a real-valued scalar response,
leveraging both the spatial and temporal dependencies among
data samples to minimize the prediction error.
Suppose that we observe N samples scattered over a d-
dimensional spatial region D ⊂ Rd, d ∈ Z+. For each
subject i ∈ {1, 2, ..., N}, R covariates are continuously
recorded within a compact time interval T ⊆ R. Note that
the measuring timestamps can vary across different covariates
and different data samples. Hence, the subject and feature
indexes need to be reflected in the following notations. In
particular, the measuring times of the r-th feature of subject
i are denoted as T(i,r) = [T (i,r)1 , ..., T
(i,r)
j , ..., T
(i,r)
M(i,r)
]T , with
M (i,r) being the number of observations and the measuring
timestamps T (i,r)j ∈ T for i = 1, ..., N ; r = 1, ..., R; j =
1, ...,M (i,r). The corresponding covariate data are represented
by X(i,r) = [X(i,r)1 , ..., X
(i,r)
j , ..., X
(i,r)
M(i,r)
]T . The real-valued
response variable for the i-th subject is Yi ∈ R and the spatial
information is presented by Si ∈ D. In summary, the observed
data is {X(i,1), ...,X(i,R), Yi,Si}Ni=1.
For the traditional temporal regression problem, the goal
is to use i.i.d samples {X(i,1), ...,X(i,R), Yi}Ni=1 to learn a
singular mapping
Yi = F (X
(i,1), ...,X(i,R),θ), (1)
where θ represents the unknown population parameters that
apply uniformly to any instance i. When additional spatial in-
formation and dependencies are encoded into the input/output
data, the regression problem is typically formulated as learning
the location specific mapping in Eq (2) or the spatial autore-
gressive mapping in Eq (3) [11], [12].
Yi = F (X
(i,1), ...,X(i,R),θSi) (2)
Yi = F (X
(i,1), ...,X(i,R),Y, θ˜) (3)
In Eq (2), θSi presents the unknown location-specific param-
eters. In Eq (3), the common parameters θ˜ contains both the
temporal predictor’s parameter θ and the spatial autoregres-
sive parameters that specify the relationship among response
variables at different spatial locations Y = [Y1, ..., YN ]T .
The prior art [11], [12] respectively learns a linear formatted
function F (·). Whereas, our proposed models in Section III
and IV can capture more complex relationships.
B. Functional Data Analysis and Functional Neural Network
Functional data analysis (FDA) is a rapidly growing branch
of statistics specialized in representing and modeling dynam-
ically varying data over a continuum (e.g., time) [23], [24] .
FDA models uniquely treat X(i,r), the observed r-th feature
of subject i over time, as discretized observations from a
continuous underlying curve X(i,r)(t), t ∈ T . Under the
regression setting, the conventional Functional Linear Models
(FLM) [20], [21] assume and learn the unknown real-valued
parameters in the mapping
Yi = b+
R∑
r=1
∫
t∈T
Wr(βr, t)X
(i,r)(t)dt, (4)
where b ∈ R is the unknown intercept, and βr is a finite-
dimensional vector that quantifies the parameter function
Wr(βr, t), for r = 1, ..., R. As FLMs directly handles the
continuous underlying random processes {X(i,r)(t)}Rr=1 and
the unknown weight functions Wr(βr, t) are also continuous
functions over time, FLMs possess several advantages over
the alternative temporal regression models such as RNN
and LSTM: 1) FLMs are capable of handling versatile data
formats. In particular, the time series covariates can be regular
or irregular. Also, the number of observations as well as the
measuring timestamps can be different across features and
across subjects [21]. 2) FLMs effectively capture the timely
varying correlation between the covariates and the response,
while the sequential deep learning models typically use the
same set of parameters across all timestamps [23], [24].
Functional neural network (FNN) is introduced by [15]
and later investigated further by [16], [22], with the purpose
of learning complex mappings between functional covariates
{X(i,r)(t)}Rr=1 and scalar responses Yi from i.i.d data samples.
FNNs have demonstrated improved performances over the
alternative methods (e.g., RNN, LSTM) in temporal to scalar
predictive modeling tasks, including prediction of patient’s
long-term survival using their serum bilirubin measurements
within the first month of the treatment, and equipment’s
remaining useful life estimations using historical sensor time
series [15], [16], [22].
The fundamental idea of FNN is to embed the FLM in
Eq (4) into the fully connected neural network structure in
deep learning [15]. In particular, the architecture of FNN is
described as follows. The first layer of FNN consists of novel
functional neurons. The functional neurons take the functional
covariates Xi(t) = [X(i,1)(t), ..., X(i,R)(t)]T as input and
calculate
H(Xi(t),β) = U(b+
R∑
r=1
∫
t∈T
Wr(βr, t)X
(i,r)(t)dt), (5)
where b and Wr(βr, t) are the same as those in Eq (4),
β = [β1, ...,βR]
T , and U(·) is a nonlinear activation function
from R to R. The achieved scalar values H(Xi(t),β) are
supplied into subsequent layers of numerical neurons (e.g.,
the inputs and outputs are both scalar values) for further
manipulations till the output layer that holds the response
variable. An example FNN with three functional neurons on
the first layer and two numerical neurons on the second layer
is given in Fig 2.
FNN can be trained with the gradient descent approach
under certain assumptions [15], [16]. The forward propagation
Fig. 2: The architecture of a FNN with three functional
neurons on the first layer and two numerical neurons on the
second layer.
step can go through as follows. First, in the functional neu-
rons, the integral
∫
t∈T Wr(βr, t)X
(i,r)(t)dt is approximated
by the numerical integration techniques. The output value
H(Xi(t),β) can then calculated by the formula in Eq (5).
The forward propagation calculation in subsequent numerical
layers is straightforward. In the backward propagation step,
the partial derivatives from the output layer up to the second
hidden layer (i.e., the numerical layer after the functional
neuron layer) can be easily calculated as in the classic neural
networks. Whereas, it is essential to ensure that the partial
derivatives of the values at the second layer (i.e., H(Xi(t),β))
with respect to the parameters βr exist. This requires that
∂Wr(βr, t)/∂βr,q exists almost everywhere for t ∈ T . Under
this assumption, ∂H(Xi(t),β)/∂βr,q for any r = 1, .., R; q =
1, ..., Qr can be estimated using numerical approximations of
the following quantity
∂H(Xi(t),β)
∂βr,q
= U ′(b+
R∑
r′=1
∫
t∈T
Wr(βr, t)X
(i,r′)(t)dt)
×
∫
t∈T
∂Wr(βr, t)
∂βr,q
X(i,r)(t)dt,
where U ′(·) represents the first derivative of the activation
function U(·).
Note that the FNN described above requires dense regular
covariates, i.e., there are a large number of data in X(i,r) and
the gaps among observation times T(i,r) are relatively small,
for r = 1, ..., R; i = 1, ..., N [15]. To handle scenarios where
the accessible observations are sparse, an FNN equipped with
a sparse functional neuron is proposed in [16], [25]. In this
paper, we focus on the FNN for dense data in Fig 2 and Eq
(5). Nevertheless, we expect that our proposals work for the
sparse FNN in [16] analogously.
Although FNN has proven powerful for solving the tempo-
ral dependencies in temporal regression problems, it cannot
appropriately handle spatial heterogeneity and dependencies
in spatio-temporal data. In the following two sections, we
propose two extensions of FNN to solve the spatio-temporal
regression problem defined in Section II-A.
III. GEOGRAPHICALLY WEIGHTED FUNCTIONAL NEURAL
NETWORK.
In this section, we present our Geographically Weighted
FNN (GWFNN). The key idea is to propose an extension
of FNN that is equipped with the geographically weighted
regression technique to learn location-specific regression func-
tions in Eq (2) [11]. In particular, GWFNN is designed to not
only handle the spatially varying relationships in the spatio-
temporal regression problem, but also to implicitly consider
the interactions among subjects through the geographical law-
based weighting strategy. In this section, we describe the
kernel weight functions used to weigh the raw data samples,
the training of GWFNN, and the application of the learned
model to new data.
A. Kernel Weight Functions.
The functionality of the kernel weight function is to place
higher weights on data samples that are potentially more
similar to the considered regression point u ∈ {1, ..., N}.
According to the first law in geography which says that
“everything is related to everything else, but near things are
more related than distant things”, we propose to use the
Euclidean distance to quantify the similarity between samples.
The distance between the i-th subject and the target u is
wi,u = ‖Si − Su‖ =
√
(Si,1 − Su,1)2 + ...+ (Si,d − Su,d)2.
(6)
Theoretically, the kernel weight function can be any non-
increasing functions of the Euclidean distance w. In this paper,
we implement three widely-used kernel functions shown in Eq
(7) and Fig 3.
KGaussian(w) = e
−0.5(wh )2
KExpo(w) = e
−( 0.5wh )
KDoublePower(w) =
{
(1− (w
h
)2)2, w < h
0, w ≥ h
(7)
In the kernel functions, h > 0 is a bandwidth hyper-
parameter that determines the rate at which the weights decay
around a regression point u. Larger bandwidths lead to slower
weight decays. When the bandwidth goes to infinity, the model
will converge into a global regression where the relationship
is homogeneous over space. In this sense, FNN is actually a
special case of GWFNN with the same weights for all data
points.
Choosing the most appropriate kernel function is a chal-
lenging problem. The optimal kernel function varies with the
specific data properties. In practice, it is advisable to try
multiple kernel functions and choose the best one based on
the performance. For a given kernel function, the bandwidth
parameter h has been observed to influence the model perfor-
mance. We propose to use the grid search and cross-validation
to tune this hyperparameter.
B. Training of GWFNN.
To facilitate the description of GWFNN, let’s first briefly
review the geographically weighted linear regression [26]. In
i.i.d. linear regression models with R scalar covariates, let Z
be a N × (R + 1) matrix containing the observed covariates,
β be a (R + 1) dimensional vector containing the unknown
parameters, and Y be a N dimensional vector holding the
responses. Then the unknown parameters are estimated by the
least square estimator βˆ in Eq (8).
βˆ = (ZTZ)−1ZTY (8)
When the parameters vary across locations, for a given target
u, geographically weighted models first calculate the impact
of each data sample on learning βSu , denoted as {Wi,u}Ni=1.
The location-specific estimator βˆSu is given in Eq (9).
βˆSu = (Z
TWuZ)
−1ZTWuY
Wu = diag(W1,u, ...,WN,u)
(9)
Comparing Eq (8) and Eq (9), it can be seen that geographi-
cally weighted linear regression models are equivalent to the
linear regression models with covariate matrix Wu1/2Z and
response vector Wu1/2Y, where Wu1/2×Wu1/2 = Wu,
with ‘×’ being the matrix multiplication.
This observation motivates us to train GWFNN as fol-
lows. For any target subject u, we specify the kernel weight
function and a candidate set of h. For a given h, we use
the corresponding kernel function formula to calculate the
weights W1,u, ...,WN,u. Next, we propose to manipulate the
raw temporal covariates Xi(t) = [X(i,1)(t), ..., X(i,R)(t)]T
and the response Yi for i = 1, ..., N by
X˜i(t) =
√
Wi,uXi(t)
Y˜i =
√
Wi,uYi.
(10)
Then the transformed data X˜i(t) and Y˜i that reflects the variety
in the data importance is supplied into the FNN to achieve
subject u’s estimator θˆSu,h for the considered h. The selection
of h will be discussed after we present the application phase
of the learned model in the next subsection.
C. Applying GWFNN to New Data.
Let the covariates be Xnew(t) and the spatial location be
Snew for a new data sample. Given the learned model, the
objective is to predict Ynew.
There are two possible scenarios when applying the trained
model. The first is the in-sample prediction [27], i.e., Snew ∈
{S1, ...,SN}. For instance, a trained precipitation prediction
model based on the weather data of 34 Chinese cities in
2005 is used to predict their annual precipitations in 2006
using the daily temperature data [12]. The second is called
the out-of-sample prediction [27], i.e., Snew /∈ {S1, ...,SN}.
Out-of-sample predictions are necessary for a lot of spatial
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Fig. 3: Kernel weight functions with different bandwidth h.
data analysis, where nascent temporal covariates data become
gradually accessible. A real case study that demonstrates this
phenomenon is discussed in [27].
Predicting for in-sample data is straightforward. In the
training phase in Section III-B, the parameters for the N
existing locations have been learned, denoted as θˆSu,h, for
u = 1, ..., N . When new covariates Xnew(t) are observed at
one of the N locations, the response variable can be predicted
by plugging the new covariates into the learned model at the
corresponding spatial location.
Unlike in-sample predictions, the parameter θSnew,h in out-
of-sample scenarios is unknown and needs to be estimated.
Under the assumption that the mapping F (·) at the new
location can be approximated by interpolating the mappings
at the training sites, we proceed as follows to obtain the
prediction.
1) Use the selected kernel function to calculate the weights
of the N training data points with respect to the new data
point based on their distance to Snew. The achieved weights
are denoted as W1,new, ...,WN,new.
2) Obtain transformed training data
{√Wi,newXi(t),√Wi,newYi}Ni=1.
3) Train FNN with transformed data to obtain the unknown
parameter for this new location, denoted as θˆSnew,h.
4) Given θˆSnew,h, predict the response by plugging in the
covariates Xnew(t).
Note that the parameter learning procedure is different from
the training step where the data at the target location and
the remaining locations are both used to learn the target
parameters. In this phase, it is infeasible to include the target
location (i.e., the new location) because the response for this
point is unknown.
Based on the above discussion on predictions, the selec-
tion of the bandwidth parameter h can be straightforwardly
conducted through cross-validations.
IV. SPATIAL AUTOREGRESSIVE FUNCTIONAL NEURAL
NETWORK.
In this section, we present the proposed Spatial Autoregres-
sive FNN (SARFNN). We propose an extension of FNN that
includes spatial autoregressive terms in the model (see Eq (3)).
SARFNN is specially constructed to account for the impact
of nearby location’s response values. It is noteworthy that it
implicitly handles the spatial heterogeneity, as shown by the
experiments.
A. Training of SARFNN.
Following the formulation in the existing spatial autoregres-
sive (SAR) predictive models [6], [12], the main intuition is
that the response at a target location within D is partially
determined by the responses at nearby locations, in addition
to the influences of the local temporal predictors. The strength
of the spatial correlation follows the first law of geography,
i.e., it decreases with the increasing of the Euclidean distances.
Quantitatively, the kernel function should be a non-increasing
function of the Euclidean distance w when w > 0 and takes
value 0 at w = 0. This is because we should avoid using the
response of the target location itself. The new kernel functions
achieved by setting the value of functions in Eq (7) be 0 at
w = 0 are respectively denoted as K˜Gaussian(w), K˜Expo(w),
K˜DoublePower(w). Another extensively-used kernel function in
the literature is
K˜Nearest(w) =
{
1, 0 < w ≤ wi,u(h)
0, otherwise,
(11)
where wi,u(h) is the h-th order statistics of the Euclidean
distances w1,u, ..., wN,u. The kernel function in Eq (11) sets
the weight of locations with the h smallest distances to u as
1 and 0 otherwise. Note that h is a bandwidth parameter to
be chosen through cross-validations, similar to the strategy in
Section III. When the kernel functions take value 0 for w ≥ 0,
SARFNN converges to FNN. In this sense, FNN is a special
case of SARFNN with zero weights for all data points.
Let Y = [Y1, ..., YN ]T , and W˜∗ be a N ×N weight matrix
whose (i, i′)’s element is K˜(wi,i′). W˜∗ is standardized to
obtain a row-normalized matrix W˜, whose row summations
are 1. Let Xi(t) = [X(i,1)(t), ..., X(i,R)(t)]T and W˜i be the
i-th row of W˜. Based on the data samples, we proposed to
train SARFNN by learning the homogeneous mapping from
the temporal covariates Xi(t) and the spatial autoregressive
covariate W˜Ti Y to the response Yi, for i = 1, ..., N .
To build a network with both the temporal covariates and the
scalar spatial covariate, we proposed to separately consider the
Fig. 4: An example of the proposed SARFNN, where there are
three functional neurons on the first layer and two numerical
neurons on the second layer.
two types of inputs on the first layer. The temporal covariates
are transformed in the same manner as the FNN in Fig 2,
while no operation is done on the scalar spatial autoregressive
covariate. Next, the obtained data are fed into subsequent
fully connected numerical layers. An example of our proposed
SARFNN is visualized in Fig 4. The proposed SARFNN
can be analogously trained by the gradient descent approach
described in Section II-B.
B. Applying SARFNN to New Data.
Let the new R-dimensional temporal covariates be denoted
by Xnew(t) and the new location be Snew. In the application
phase, the purpose is to predict the corresponding response
Ynew. For the proposed SARFNN model, no additional param-
eter estimation is needed, as the same set of parameter is used
across all spatial locations.
First, we consider the in-sample predictions, i.e., Snew ∈
{Si}Ni=1. Suppose that Snew the same as the l-th subject in the
training, the response variable can be estimated by feeding
Xnew(t) and W˜Tl Y into the learned SARFNN.
Next, we describe our proposal for the out-of-sample pre-
dictions, i.e., Snew /∈ {Si}Ni=1. Following the approach in
[27], we propose to calculate the kernel values of the training
samples with respect to the new location, i.e., K˜(wi,new), for
i = 1, ..., N , and store them in a N -dimensional vector W˜∗oS .
Then a (N + 1) × (N + 1) weight matrix that includes both
the training data and the new data is given in Eq (12).
W˜∗new =
[
W˜∗ W˜∗oS
(W˜∗oS)
T 0
]
(12)
Note that W˜ ∗ is the N × N matrix for the training data.
The row-normalized matrix of W˜∗new is denoted as W˜new.
After matrix transformations, suppose that the N -dimensional
vector W˜∗oS in W˜new becomes vector W˜oS , our out-of-sample
prediction is achieved by plugging the temporal covariates
Xnew(t) and W˜ToSY to the trained SARFNN.
V. NUMERICAL EXPERIMENTS.
In this section, three numerical experiments are conducted
to demonstrate the effectiveness of our proposed models, in
TABLE I: Baselines considered in the experiments.
Baseline Description
FLM The conventional i.i.d functional linear regression model
in Eq (4).
FLMSP Treat the spatial information Si as additional scalar
covariates in FLM.
GWFLM Geographically weighted functional linear model [11].
SARFLM The spatial autogressive functional linear model [12].
FNN The traditional i.i.d functional neural network [15].
FNNSP Treat the spatial information Si as additional scalar
covariates in FNN.
comparison with other feasible baselines listed in Table I.
Two simulation studies are first considered to show the perfor-
mances of the proposed models under two different scenarios,
i.e., data that exhibits either heterogeneity or dependencies.
The considered models are then applied to solve a real-world
challenge in the meteorology field.
A. Simulation I: Data with Spatial Heterogeneity.
In this simulation study, we consider a scenario where the
ground truth relationship between the temporal covariates and
the response is a non-linear mapping with spatially varying
parameters. The setting is motivated by the simulation studies
in [28], [29]. The spatial space is assumed to be a grid of
regular square cells with P rows and Q columns, as shown
in Fig 5b. Each subject is located in one of the P ×Q cells.
We set P = 10 and Q = 30, then the sample size is N =
10×30 = 300. The i-th subject is located at the (bi/30c+1)-
th row and the column index is the remainder of i/30. The
row and column indexes for subject i are denoted as pi and
qi respectively.
We consider a case where R = 1, i.e., there is one temporal
covariate. The considered time range is T = [0, 10]. The tem-
poral covariates are generated by X(i)(t) =
∑4
k=1 ξi,kφk(t),
with φ1(t) =
√
2 sin(2pit), φ2(t) =
√
2 cos(2pit), φ3(t) =√
2 sin(4pit), and φ4(t) =
√
2 cos(4pit). The coefficients are
ξi,1 = cos(Ui), ξi,2 = sin(Ui), ξi,3 = cos(U ′i), ξi,4 = sin(U
′
i),
with Ui, U ′i being independent samples of Uniform[0, 2pi], for
i = 1, ..., N . Visualizations of the temporal covariate for four
randomly selected subjects are given in Fig 5a. The response
variable is generated by formula
Yi = αi +
∫ 10
0
cos(t−X(i)(t)− 5) dt+ i, (13)
where i ∼ i.i.d N(0, 0.52). Note that αi is the spatially variant
parameter whose value is similar among nearby locations in
the 10× 30 cell grid. Specifically, it is a function of the row
and column indexes (pi, qi) with formula
αi = 1 +
pi + qi
6
. (14)
The value of αi over the cell grid is shown in Fig 5b.
0 2 4 6 8 10
−
2
−
1
0
1
2
Time
Te
m
po
ra
l c
ov
a
ra
te
s
Subject 10
subject 3
Subject 88
Subject 5
(a) Examples of X(i)(t).
0.0
2.5
5.0
7.5
10.0
0 10 20 30
Column index
R
ow
 in
de
x
2
4
6
alpha
(b) Value of αi.
Fig. 5: Visualizations for Simulation I.
The bandwidth parameter h for spatial functional models
are selected by cross-validation. A popularly-used parameter
function W (β, t) is assumed across all methods,
W (β, t) =
Ksel∑
k=1
βkψˆk(t), (15)
where ψˆk(t) is the estimated eigenfunction of the covariance
function of samples {X(i)(t)}Ni=1 from the functional principal
component analysis [23], [24], a functional counterpart of the
PCA for vectors. The parameter function in Eq (15) is widely
used in the FDA literature for a vast range of problems [15],
[23], [24], [30]. Following the convention in FDA, Ksel is
selected using the fraction of variance explained approach with
the commonly-used cutoff value 0.99. In our experiments, the
estimated Ksel is mostly within the range of 3 to 6.
The functional linear models are implemented using the
R package ‘refund’ [31]. In FNNs, we specify a network
structure with two hidden layers, including the first layer
with four functional neurons and followed by a layer with
two numerical neurons. The corresponding weight functions
in FLMs and the first layer of FNNs have the format shown
in Eq (15).
The average root mean square errors (RMSE) over 10-fold
cross-validations are given in the second column of Table
II. Note that the predictions for new locations are obtained
through the out-of-sample prediction strategies in Section III-C
and IV-B. The simulated relationship is non-linear, therefore
all the FNN type methods are expected to perform better than
the linear models. When calculating the improvement (‘IMP’
in Table II), we chose two different baselines, i.e., FLM for
all the linear models and FNN for all the non-linear models.
Here are the key observations. First, the FNN models have
better performances than the FLM models. Second, FNNSP
has slightly better performance than the conventional FNN that
ignores the spatial information. Besides, our proposed models
(GWFNN, SARFNN) outperforms all the other methods. The
improvement achieved by GWFNN models (around 18%)
is higher than the SARFNN model (around 11%), which
justifies our intuition that GWFNN is more suitable for data
that explicitly exhibit the spatial heterogeneity rather than
dependencies.
B. Simulation II: Data with Spatial Dependencies.
In this study, we consider a setting where the response is
dependent on those at nearby spatial locations. The structure
of the two-dimensional space, the temporal covariates are
generated in the same manner as Simulation I. The response
variables Y = [Y1, ..., YN ]T are generated by
Y˜i =
∫ 10
0
cos(t−X(i)(t)− 5) dt+ i
Y = (I− 0.25M)−1 × Y˜
(16)
where Y˜ = [Y˜1, ..., Y˜N ]T , i ∼ i.i.d N(0, 0.52), I is the
identify matrix, and M is the rook matrix [12], whose (i, i′)
element mi,i′ = 1 if subject i and i′ are neighbours and
mi,i′ = 0 otherwise. Note that cells in the grid that share
at least an edge are defined as neighbours.
The implementations of the models are the same as Sim-
ulation I. The average root mean square errors (RMSE) over
10-fold cross-validations are summarized in the third column
of Table II. It can be seen that our proposed GWRFNN and
SARFNN achieve the best results in terms of RMSE. The
major observations are listed as follows. First, the FNN models
have better performances than the FLM models. Second, all
the spatio-temporal FLM models yield comparable accuracies
with the conventional FLM models. Our explanation is that the
assumed linear relationship in FLM models is inaccurate under
the considered non-linear scenario such that adding spatio-
temporal modeling techniques cannot improve the model per-
formance. Third, the performance of GWFNN with different
kernel functions is either slightly better (i.e., improvement
of Gaussian kernel is 3.96%) or worse (the exponential and
double power kernel functions), compared to the traditional
FNN. This observation is amenable to our intuition that the
effectiveness of GWFNN in handling the spatial dependency
is highly dependent on the choice of kernel functions. Finally,
SARFNN achieves the highest improvement 8.23%, as it
explicitly considers the dependency among data.
Given the observations in the two simulation studies, to
achieve the best model performance, we recommend trying
both GWFNN and SARFNN with multiple kernel functions
configurations and deploying the model with the best perfor-
mance.
C. Real Data: Annual Precipitation Prediction.
Understanding the correlation between the evolution of daily
average temperature over the year and the annual average
precipitation is a topic of paramount importance in the me-
teorology field. Most of the meteorological measurements
have associated geospatial information, such as longitude and
latitude. If we view the daily average temperature over the
year and the real-valued annual average precipitation as the
corresponding input and output at each geospatial location,
the considered problem naturally becomes a spatio-temporal
regression problem defined in Section II-A.
To demonstrate the effectiveness of our proposed models
in solving the annual precipitation forecasting problem, we
TABLE II: Experimental results: 10-fold cross-validation results for Simulation I and II, and leave-one-out cross-validation
results for Canada Weather Data.
(Simulation I) (Simulation II) (Real data)
Category Method RMSE IMP RMSE IMP RMSE IMP
Linear FLM 1.143 - 1.182 - 0.725 -
FLMSP 1.126 1.49% 1.186 −0.34% 0.708 2.34%
GWFLMGaussian 1.141 0.17% 1.182 0.00% 0.536 26.07%
GWFLMExpo 1.139 0.35% 1.182 0.00% 0.550 24.14%
GWFLMDoublePower 1.138 0.44% 1.182 0.00% 0.535 26.21%
SARFLMNearest 1.144 −0.09% 1.179 0.25% 0.664 8.41%
Non-linear FNN 0.564 - 0.705 - 0.740 -
FNNSP 0.521 7.62% 0.709 −0.57% 0.671 9.32%
GWFNNGaussian 0.461 18.26% 0.677 3.96% 0.467 36.89%
GWFNNExpo 0.504 10.64% 0.711 −0.85% 0.594 19.73%
GWFNNDoublePower 0.467 17.20% 0.710 −0.71% 0.494 33.24%
SARFNNNearest 0.502 11.00% 0.647 8.23% 0.638 1.38%
* IMP w.r.t FLM is (RMSEFLM − RMSE)/RMSEFLM
* IMP w.r.t FNN is (RMSEFNN-RMSE)/RMSEFNN
* ‘-’ means not applicable
apply all the considered methods to the benchmark, the Canada
weather data set. This data set is publicly available in the
R package ‘fda’ [32]. It contains the local meteorological
measurements collected by 35 weather stations spreading out
throughout Canada. The longitude and latitude of the weather
stations are illustrated in Fig 6b. For each weather station, the
daily average temperature records over a specific year, i.e., a
time series of length 365, are provided (see Fig 6a). Also,
for each station, the yearly average precipitation is given, as
illustrated by the labels in Fig 6b. Based on the N = 35
samples, the objective is to build a regression model that
leverages both temporal and spatial dependencies to minimize
the prediction errors when using the daily temperature time
series to predict the annual average precipitation.
The implementations of the models are similar to Simulation
I. The major difference is that the numbers of neurons in
the two hidden layers of FNN are 8 and 4, respectively. As
shown in the last column of Table II, our proposed GWFNN
and SARFNN both achieve some improvement over the
conventional FNN in terms of leave-one-out cross-validated
RMSE. Especially, our proposed geographically weighted
model achieves the smallest RMSE among all approaches,
with a 30% improvement over FNN. Note that we con-
ducted statistical tests, including the T-test and Wilcoxon rank-
sum test, to confirm that the improvements are statistically
significant at significance level 0.05. The reason why the
improvement of SARFNN is small is that the data probably
only exhibit spatial heterogeneity instead of dependency. This
is a reasonable articulation, as the 35 stations are so spread
out that the data dependency is minimal.
VI. CONCLUSION AND DISCUSSION.
In this paper, we proposed two practical extensions of the
i.i.d Functional Neural Network (FNN) to solve the critical
spatio-temporal regression problem. The key idea behind the
proposed models is to equip FNN with the geographically
weighted regression and spatial autoregression techniques.
Through meticulous simulation studies, we demonstrated the
0 100 200 300
−
30
−
10
0
10
20
Time
D
ai
ly 
av
e
ra
ge
 te
m
pe
ra
tu
re
(a) Visualizations of X(i)(t).
45 50 55 60 65 70 75
60
80
10
0
12
0
14
0
Latitude
Lo
ng
itu
de
4.06
3.994.04
3.46
3.29
3.09 2.2
2.46.553.313.042.58
2.5
2.142.62
1.93
1.4
1.23
1.12
1.021.11 0.99
1.271.1
0.743.162.33 1.67
7.1
0.74
0.9
0.73
1.14
0.71
0.39
(b) Location and response.
Fig. 6: Visualizations for real-world data analysis.
usefulness of the proposed models and investigated the advan-
tages of each model for data with different spatial properties.
Furthermore, we formulated the precipitation prediction in
meteorology as a spatio-temporal regression problem and
deployed the proposed models to tackle it. In all the numerical
experiments, there exists a configuration under which the
proposed models significantly outperformed the state-of-art
methods.
As discussed in the paper, choosing the most appropriate
kernel function is a challenging problem and is out of the
scope of the paper. The effectiveness of kernel functions varies
with the underlying spatial properties in the data. In real
practice, we recommend trying both GWFNN and SARFNN
with multiple kernel function configurations and deploying the
model with the best performance. We expect the proposed
models provide additional useful insights to diverse real-
world challenges that can be formulated as a spatio-temporal
regression problem.
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