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Abstract— The quality of learned features by representation 
learning determines the performance of learning algorithms and 
the related application tasks (such as high-dimensional data clus-
tering). As a relatively new paradigm for representation learning, 
Concept Factorization (CF) has attracted a great deal of interests 
in the areas of machine learning and data mining for over a decade. 
Lots of effective CF based methods have been proposed based on 
different perspectives and properties, but note that it still remains 
not easy to grasp the essential connections and figure out the un-
derlying explanatory factors from exiting studies. In this paper, we 
therefore survey the recent advances on CF methodologies and the 
potential benchmarks by categorizing and summarizing the cur-
rent methods. Specifically, we first review the root CF method, and 
then explore the advancement of CF-based representation learn-
ing ranging from shallow to deep/multilayer cases. We also intro-
duce the potential application areas of CF-based methods. Finally, 
we point out some future directions for studying the CF-based rep-
resentation learning. Overall, this survey provides an insightful 
overview of both theoretical basis and current developments in the 
field of CF, which can also help the interested researchers to un-
derstand the current trends of CF and find the most appropriate 
CF techniques to deal with particular applications.  
Keywords— Survey, concept factorization; representation learning; 
traditional single-layer CF; deep/multilayer CF 
I.  INTRODUCTION 
Learning compact features from high-dimensional image, docu-
ment or video data by representation learning (RL) is a long-
standing and challenging topic in the communities of data min-
ing, pattern recognition, machine learning and neural networks. 
To be more specific, RL algorithms play a core role to evaluate 
the performance of a learning algorithm for pattern recognition 
or data mining tasks. Because the RL methods can effectively 
simplify the complex input data, eliminate invalid information 
and extract useful information (or features) from observed inputs 
[45-55]. Classical RL approaches include feature extraction (FE) 
[67-90], sparse dictionary learning (SDL) [56-66], low-rank 
coding (LRC) [91-104], matrix factorization (MF) [1-6] [105-
113] [158] and deep RL (DRL) [35-41] [114-119], etc. For RL, 
MF aims at factorizing input data into a product of several ma-
trices, of which Principal Component Analysis (PCA) [1], Sin-
gular Value Decomposition (SVD) [2], Independent Component 
Analysis (ICA) [3], Vector Quantization (VQ) [4], Nonnegative 
Matrix Factorization (NMF) [5] and Concept Factorization (CF) 
[6] are representative models. Compared with both NMF and CF, 
existing PCA, SVD, ICA and VQ methods not only allow the 
existence of negative factors or subtractive combinations in the 
representation but also can only obtain the compact features in a 
linear way. However, in reality the negative values in the factor-
ization matrices are mostly unexplained, such as the pixel value 
in image data and the word frequency in text data are all non-
negative. To solve these issues, novel MF paradigms, i.e., NMF 
and CF, were proposed one after another. Given a data matrix, 
NMF aims to decompose it into the product of two nonnegative 
matrix factors, which can obtain parts-based representations due 
to the added nonnegative constraints. By this way, the interpret-
ability of the factorization process can be enhanced, and NMF 
can also perform nonlinear dimensionality reduction for high-
dimensional data. Although NMF has obtained great success for 
image processing and document clustering, it still cannot be per-
formed in the reproducing kernel Hilbert space (RKHS).  
   As a variant of NMF, CF that models each concept as a linear 
combination of data points and then represents each data point 
by a linear combination of the concepts can be operated in any 
data representation space, including kernel space. From 2004 to 
now, CF has received much attention and fast development in 
the fields of representation learning and data clustering in recent 
decade. In spite of raising many CF-based methods, however, to 
the best of our knowledge, there is still not a comprehensive sur-
vey to grasp the essential connections, figure out the underlying 
explanatory factors, and categorize the current developments on 
CF. Although there existed some review papers on representa-
tion learning, such as review on LRC [50], survey on SDL [51], 
review on sparse representation [52], reviews on NMF and its 
extensions [53-54], and reviews on representation learning from 
other perspectives [45-49][55], it is still a lack of a comprehen-
sive review on the existing CF methods. It is noteworthy that an 
overview on systematically existing CF methods is meaningful 
and indispensable for discovering the intrinsic issues existed in 
current models and further promoting the frontiers of this re-
search topic. Thus, in this survey paper, we aim to present a com-
prehensive survey on the concept factorization algorithms.  
   In this survey, we first divide the existing CF algorithms into 
two major categories, i.e., CF-based single-layer and CF-based 
deep/multilayer methods. The single-layer methods are divided 
into unsupervised, fully-supervised and semi-supervised ones 
further depending on how much supervised prior knowledge can 
be used. To grasp the intrinsic relations and properties, we fur-
ther divide the unsupervised ones into five subcategories:  
1) Locality-preserving CF. For effective RL, preserving the lo-
cality manifold information of data in the feature space is very 
important, so locality-preserving CF is a major and the most 
popular strategy to improve CF, which received much atten-
tion in recent years. Note that different locality-preserving 
strategies can be employed, so we further divide this category 
into four parts based on the locality-preserving strategies, i.e., 
graph-regularized CF, local coordinate coding based CF, self-
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representation based CF and other strategies, which are re-
spectively described as follows:  
 Graph-regularized CF algorithms mainly incorporate the 
graph Laplacian regularization into CF. Therein, Locally 
Consistent CF (LCCF) [7] was the first method to use the 
graph Laplacian to smooth the representation and extract 
concepts with respect to the intrinsic manifold structures. 
Inspired by the idea of LCCF, some other representative 
variants have also been recently proposed, such as Dual-
graph Regularized CF (GCF) [8], Adaptive Dual-Graph 
Regularized CF (ADGCF) [13], Graph-Regularized Local 
Coordinate CF (GRLCF) [9], Graph-regularized CF with 
Local Coordinate (LGCF1) [10] and Multiple Graph Reg-
ularized CF with Adaptive Weights (MCFAW) [11]. Alt-
hough the localities can be clearly retained by these graph-
based CF methods, they still have one glaring flaw, i.e., it 
is tough to choose an optimal number of nearest neighbors 
to define the neighborhood graph. To overcome this issue, 
researchers have recently proposed the optimized adap-
tive-graph based CF methods, such as CF with Adaptive 
Neighbors (CFANs) [12], CF with Optimal Graph Learn-
ing (CF-OGL) [126], Graph-Regularized Local coordinate 
CF with CLR (GRLCFCLR) [9] and Robust Flexible Auto-
weighted Local-Coordinate CF (RFA-LCF) [14-15], etc. 
These optimized weighting strategies can avoid the tricky 
issue of choosing the optimal number of nearest neighbors 
in constructing the neighborhood graph effectively.  
 Local coordinate coding based CF algorithms incorporate 
the idea of local coordinate coding (LCC) into regular CF 
to preserve local information in data. The first approach in 
this category is called Local Coordinate CF (LCF) [16-17] 
that incorporates the local coordinate coding as a locality 
constraint into CF, so that it can exploit the sparsity and 
locality of samples at the same time. Subsequently, re-
searchers have also incorporated the idea of LCC into the 
graph-based CF methods, for instance Graph-based Local 
concept coordinate factorization (GLCF) [18], GRLCF [9], 
LGCF1 [10] and RFA-LCF [14-15].  
 Self-representation based CF algorithms are mainly moti-
vated by the success of exploiting the self-representation 
of data, in which the input data is regarded as a dictionary, 
which provided new idea for deriving self-expressive CF. 
Specifically, CF is regarded as a nonnegative self-expres-
sion model with a learning-based dictionary to reveal the 
global structure of input data. Classical methods of this 
kind include the Self-Representative Manifold CF 
(SRMCF) [20] and Joint Structured Graph Learning and 
clustering based CF (JSGCF) [21].  
 Besides, some other locality-preserving ways for CF have 
also been used, which are different from above-mentioned 
ones. For example, Local regularization CF (LRCF) [30] 
keeps local information by introducing the local learning 
regularization; Similarity-based CF (SCF) [127] and its 
robust version, Robust SCF (RSCF) [127], mainly rely on 
the similarity matrix; while Sparse Dual Regularized CF 
(SDRCF) [120] learns the locality-preserving representa-
tions with the aid of sparse representation [160-161].  
2) Kernel CF. To improve the clustering performance, Li et al. 
[19] first come up with a new method called Manifold Kernel 
CF (MKCF) [19] that incorporates the manifold kernel learn-
ing into CF. By the means of manifold kernel learning, the 
intrinsic structure of samples can be discovered in the warped 
RKHS. Note that GLCF [18] also uses the manifold kernel 
learning, which is also a classical method in this kind. Com-
pared with MKCF and GLCF that are all single-kernel meth-
ods, Globalized Multiple Kernel CF (GMKCF) [136] pro-
vides a multi-kernel model to solve the tough issue, i.e., how 
to choose an optimal kernel function in applications.  
3) Robust CF. Traditional CF methods mainly aim at learning 
compact representation of the original raw data, but real data 
usually have various noise and outliers, so their performance 
may be degraded by the negative effects of noise and outliers. 
To deal with this issue, researchers have paid extensive ef-
forts to the robust CF methods. For example, ADGCF [13] is 
proposed to perform CF over selected features obtained by 
feature selection, rather than original data. Robust and Dis-
criminative CF (RDCF) [121] regards the noise as a sparse 
component of matrix factorization and makes it apart from 
raw data. In addition, RFA-LCF [14], Robust Local Learning 
and Discriminative CF (RLLDCF) [125], RSCF [127] and 
Correntropy-based Graph-regularized CF (GCCF) [124], are 
proposed to replace the noise-sensitive Frobenius norm using 
robust norms to encode the reconstruction error.  
4) Unsupervised Discriminative CF. For the unsupervised CF, 
how to obtain the discriminant new representation is also a 
hot topic, as there is no supervised label information available. 
To learn discriminant representations in unsupervised sce-
nario, RDCF [121], RLLDCF [125] and Structured Discrim-
inative CF (SDCF2) [128] are proposed, which are able to dis-
cover the intrinsic discriminant structure of data space with-
out needing the supervised label information.  
5) Multi-view CF. Multi-view learning is a hot topic in machine 
learning [144-146][162-163], because multi-view data can be 
observed in various real-world applications. However, most 
existing CF methods are based on single-view, which cannot 
handle complex multi-view data. As such, researchers also 
explored several multi-view CF methods, and representative 
methods include the Multi-view Clustering via CF (MVCC) 
[122], and Adaptive Structure CF for Multiview Clustering 
(MVCF) [123], which successfully extend traditional single-
view based CF methods to multi-view scenarios.  
It is noted that these unsupervised CF methods cannot make 
use of any label information even though the class information 
of data is available. Although unsupervised methods can obtain 
the low-dimensional representation without using supervision, 
the performance may be degraded due to the unsupervised na-
ture. As such, researchers have also explored effective ways to 
extend CF to the fully-supervised/semi-supervised modes. One 
popular supervised CF variant called Supervised Graph Regu-
larized Discriminative Concept Factorization (SGDCF) [22] 
uses the full class information of all input data to learn discrim-
inative representations. However, since the class information of 
samples is usually limited and the labeling process is also costly, 
the study on the fully-supervised CF methods is few. Instead, 
much more efforts have been paid to studying the semi-super-
vised CF versions that can use less labeled data and a large num-
ber of unlabeled data for the factorization learning, which has 
the broader application areas than supervised ones.  
In this survey, we further divide semi-supervised CF models 
into the following three sub-categories:  
1) Joint classification based CF. The methods of this kind aim 
to learn a class indicator matrix and perform CF jointly, such 
as Discriminative CF (DCF) [23] and its variant called Hy-
per-graph regularized discriminative CF (HDCF) [24]. DCF 
and HDCF combine the data representation and data classifi-
cation into a unified model, such that the discriminability 
ability can be strengthened significantly.  
2) Label constraint based CF. This kind of methods generally 
design a label constraint matrix to represent label information 
and then incorporate it into CF. As a result, learnt compact 
representation can be consistent with known label infor-
mation. Some classical methods of this type include Class-
Driven CF (CDCF) [34], Constrained CF (CCF) [29] and its 
extensions like Local Regularization CCF (LRCCF) [30], 
Robust Semi-Supervised CF (RSSCF) [31], CCF with Graph 
Laplacian (CCF-GL) [32], Graph-based Discriminative CF 
(GDCF) [44] and Semi-supervised Discriminative CF 
(SDCF1) [44]. Particularly, Zhang et al. recently proposed a 
Robust Semi-Supervised Adaptive CF (RS2ACF) model [33] 
that provides a more wonderful way to design the label con-
straint matrix by not only using the labeled data but also pre-
dicting the label information of unlabeled data.  
3) Pairwise constraint based CF. The pairwise Must-Link 
(ML) and Cannot-Link (CL) constraints as used as the addi-
tional soft constraints for the semi-supervised CF, where the 
pairwise constraints are clearly defined based on the class in-
formation of labeled data. Classical semi-supervised CF 
methods include Pairwise constrained CF (PCCF) [25] and 
its variants, that is, Semi-Supervised CF (SSCF) [26], Con-
strained Neighborhood Preserving CF (CNPCF) [27] and 
Regularized CF (RCF) [28].  
It is worth noting that all aforementioned CF-based methods 
utilize the single-layer structure, i.e., the factorization process is 
performed only once. As a result, these single-layer CF methods 
can only discover “shallow” features, i.e., they cannot mine the 
deep information hidden in the data. With the fast development 
and great success of deep learning for the representation leaning 
and vision computing [165-169], researchers have also turned to 
study the deep/multi-layer CF methods to uncover the deep fea-
tures and hierarchical structures embedded in data. Due to the 
huge challenge and difficulty of such research topic on the deep 
or multi-layer CF methods, there are only a few models that are 
proposed recently. To figure out the optimization strategies, we 
break the discussion down into two cases:  
1) Traditional feeding-style deep/multi-layer CF. This kind 
of deep CF models is usually accumulating the layers simply. 
Because the most commonly-used approach of extending the 
single-layer CF models to deep ones is to feed the represen-
tation of previous layer as the input of the next layer directly. 
Several representative methods include Multilayer CF (MCF) 
[35], Graph Regularized MCF (GMCF) [36] and Dual-graph 
regularized MCF (DGMCF) [164]. However, such a strategy 
may be invalid in practice, since in fact the learned represen-
tation of the first layer decides the representation abilities of 
the whole framework by this way. However, existing models 
cannot ensure the output of the last layer to be a good repre-
sentation, so directly feeding it to the next layer may degrade 
the performance of subsequent layers directly.  
2) Optimized deep/multi-layer CF. Different from traditional 
feeding-style deep methods, these optimized methods clearly 
design novel hierarchical factorization architectures by using 
the multiple layers of linear transformations or updating the 
basis concepts/new representations in each layer to obtain the 
latent features through a progressive way. For this type of op-
timized deep CF methods, Deep Self-representative CF Net-
work (DSCF-Net) [37] and Deep Semi-Supervised Coupled 
Factorization Network (DS2CF-Net) [38] are two most fron-
tier methods. Compared with DSCF-Net that updates the set 
of basis concepts to indirectly improve the representation re-
sult, DS2CF-Net clearly designs a new deep coupled factori-
zation architecture that can jointly update the basis concepts 
and new representation in each layer.  
We outline the remainder of this survey paper as follows. Sec-
tion II briefly reviews the root method of CF. We summarize the 
CF-based single-layer methods in Section III. In Section IV, we 
mainly describe the deep/multi-layer structures for CF. Section 
V discusses the various applications of CF-based methods. Fi-
nally, the paper is concluded in Section VII, and we also provide 
some future directions for the research on CF.  
II. NOTATIONS AND REVIEW OF CF 
A. Important Notations 
To facilitate the presentation and introduce the methods in this 
paper, we first list the important notations in Table I.  
B. Concept Factorization 
CF, as a new variant of NMF, was proposed to characterize the 
possible nonlinear structure of samples. The regular CF method 
aims to represent each concept as a linear combination of data 
points and represent each data point as a linear combination of 
concepts. Given a data matrix  1 2, ,...,
D N
NX x x x
  , where
 ,  1,2,..,ix i N  is a sample vector. Let 
D rU  and N rV 
be two nonnegative matrix factors whose product T D NUV   
is the approximation to X . By representing each basis by a lin-
ear combination of ix , i.e., 1
N
ij ii
w x
 , where 0ijw  , CF pro-
poses to solve the following minimization problem:  
2
,   . .  , 0TCFO X XWV s t W V   ,                  (1) 
where 
2
 represents the squared Frobenius norm of a matrix, 
N r
ijW w
    , XW approximates the bases and 
TV denotes 
the new representation of X , which can be used for clustering. 
Note that CF solves Eq.(1) by the following updating rules: 
 
Table I. Descriptions of Used Important Notations 
Symbol Description Symbol Description 
 Operating space r The rank of matrix factorization 
X The original data matrix  1 2, ,...,
D N
NX x x x
   S Graph weight matrix 
XL Labeled data matrix DS Diagonal matrix or degree matrix over S 
XU Unlabeled data matrix L Graph Laplacian matrix 
l The number of labeled samples I Identity matrix with compatible dimension 
u The number of unlabeled samples 1  All-ones column vector 
xi The i-th sample vector of X E  All-ones matrix 
D The original dimensionality of X b Bias vector 
N The number of samples in X M Number of layers in deep network models 
U One of CF factors: base matrix p  Number of nearest neighbors of each xi 
V One of CF factors: new representation Np(xi) The nearest neighbor set of each xi 
XW Base matrix O Objective function 
Z Auxiliary matrix VT The transpose of matrix V 
A Label constraint matrix   Kernel width or kernel parameter 
E Sparse error term   A small constant 
X W V
ui
wi
x7
x5
ui=w1x1+w2x2+...+wixi
x1
x2
x3
x4x5x6
xi=v1u1+v2u2+...+viui
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Fig.1: The framework of the standard CF algorithm.  
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KWKV
w w v v
KWV V VW KW
   ,          (2) 
where TK X X  is the inner product matrix. After the conver-
gence of the above rules, the new representation TV of original 
data can be obtained. The framework of CF is shown in Fig.1.  
III. SINGLE-LAYER CF BASED VARIANT METHODS 
CF-based single-layer methods are discussed in this section. 
According to how much prior class label information is used, 
we divide these shallow CF methods into three categories: i.e., 
unsupervised, supervised and semi-supervised ones.   
A. Unsupervised CF Variants 
Based on the basic CF method, lots of unsupervised methods 
have been proposed to improve the data representation and clus-
tering powers. Specifically, researchers have made great efforts 
to improve the learnt new representations based on the follow-
ing characteristics, i.e., locality, robustness, sparseness, operat-
ing space, discriminability and multiple-views. Accordingly, 
these CF methods are summarized as the locality-preserving CF 
methods, robust CF methods, kernel CF methods, discrimina-
tive CF methods and multi-view CF methods, respectively.  
Standard CF
Locality-
preserving CF
Original High-
dimensional space
Low-dimensional 
space
Original High-
dimensional space
Low-dimensional 
space
Local structure
x1
x6
x5 x4
x2
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v2
v4
v5
v3 v6
s12
 
Fig.2: Comparison between the standard CF and locality-pre-
serving CF methods.  
1. Unspervised Locality-Preserving CF Methods 
We know that the root CF method is a global model which can 
only preserve the global Euclidean geometry, however it cannot 
preserve the local manifold geometry [159]. To inherit the mer-
its of CF and preserve the locality structure of data, many local-
ity-preserving variants were proposed in recent years. Locality-
preserving CF methods aim to keep the local structures in the 
original high-dimensional space during matrix decomposition, 
such that the learnt low-dimensional representation can have a 
more separable distribution than that of CF, which is benefit for 
subsequent clustering or recognition tasks. Fig.2 shows the dif-
ference between CF and locality-preserving variants in the 
working space. To retain the local information, we summarize 
the locality-preserving strategies as three types. First and also 
the most common way is to introduce the graph regularization 
into CF. Second, the local coordinate coding is also a popular 
way to extend CF to local series. The third one is to incorporate 
the self-representation learning into regular CF framework. 
Next, these locality-preserving strategies will be introduced.  
1.1 Graph-regularized CF methods 
1.1.1 Artificial graph construction based CF variants:  
We first review on the traditional graph regularization on CF. 
For the data matrix X , one can construct a graph with N  verti-
ces where each vertex corresponds to a sample. Then one can 
obtain the weight matrix
 
S = S
ij
é
ë
ù
û
, 
 
i, j Î 1,2,..., N{ }  over the edges 
by the following five commonly-used ways:  
1) 0-1 weighting:  
   1 if    or  
0 otherwise
i p j j p i
ij
x N x x N x
S
  
 

,                  (3) 
where    p iN x denotes the p-nearest neighbor-set of sample ix . 
2) Cosine similarity weighting:  
   if    or  
0 otherwise
T
i j
i p j j p i
ij i j
x x
x N x x N x
S x x

 
 


.          (4) 
3) Heat kernel weighting:  
   
2
22exp if    or  
0 otherwise
i jx x
i p j j p iij
x N x x N xS




   


,      (5) 
where   denotes the kernel width or kernel parameter.  
4) Dot-product weighting: 
   if    or  
0 otherwise
T
i j i p j j p i
ij
x x x N x x N x
S
  
 

.               (6) 
Note that when the data point is normalized to 1, the dot-
product weight of two normalized data points is identical to the 
cosine similarity weight.  
5) Reconstruction weight learning: This weighting way is 
motivated by the Locally Linear Embedding (LLE) [138] that 
is a classical nonlinear dimensionality reduction method. LLE 
clearly provides a weighting scheme to preserve the neighbor-
hood relationship. Specifically, LLE-style weighting method 
firstly assigns p nearest neighbors for each sample
ix , and then 
computes the reconstruction weights ijS  by solving the follow-
ing constrained least-squares problem:  
   
2
1
2
min ,   . . 1
ij
j p i j p i
N
i ij j ij
S
i x N x x N x
x S x s t S
  
    .            (7) 
It is worth noting that the above artificial weighting methods 
have been proved to be effective to retain the local manifold 
structures of data, which have been widely-used in graph-regu-
larized CF methods. In what follows, we will review the related 
graph-regularized CF methods clearly.  
LCCF [7]. Locally Consistent CF (LCCF) [7] was proposed 
in 2011, which is the first work to incorporate the graph regu-
larization into CF. More specifically, LCCF defines the graph 
weight matrix S using the cosine similarity weights over the p-
nearest neighbor graph. After S is obtained, one can obtain the 
graph Laplacian matrix
sL D S  , where sD  is a diagonal ma-
trix with its entries being  s ijii jD S . The graph regulariza-
tion can then be written as  Ttr V LV . Finally, LCCF solves the 
following minimization problem:  
 
2
. .  , 0
T T
LCCF LCCFO X XWV tr V LV
s t W V
  

,                (8) 
where
LCCF is an nonnegative regularization parameter. In this 
way, LCCF can extract the locality-preserving concepts and en-
hance the representation learning power over CF. Note that 
LCCF is actually a general framework for graph-regularized CF, 
since we can use different artificial weighting schemes to com-
pute the weight matrix, besides the cosine similarities.  
   GCF [8]. Note that LCCF only considers one-sided clustering 
problem, i.e., it clusters data only depending on the similarities 
along features [7]. However, the co-clustering methods have 
been shown to be superior to traditional one-sided clustering. 
Thus, a new dual-graph regularized CF method termed GCF [8] 
was recently proposed for co-clustering. Specifically, GCF in-
cludes the graph regularizers of both the data manifold and fea-
ture manifold into CF simultaneously by constructing a p-near-
est neighbor data graph VG  and a p-nearest feature graph UG . 
Then, GCF adopts the binary weighting scheme for construct-
ing the dual-graphs VG  and UG  , and then defines the weights 
VS  and US using binary weights as follows:  
   
   
1 if  
;   , 1,2,...,
0 otherwise
1 if  
;   , 1,2,...,
0 otherwise
V j p i
ij
U j p i
ij
x N x
S i j N
x N x
S i j D
 
 

 
 

.            (9) 
The graph Laplacian matrices over VG  and UG can then be 
defined as V V VL D S   and U U UL D S  , where VD  and UD  
are diagonal matrices with entries being    V V
jii ij
D S  and 
   U U
jii ij
D S . The objective function of GCF is defined as 
   
2
T T V T W
GCF GCF GCFF
O X XWV tr V L V tr W L W     ,  (10) 
where W T UL X L X , GCF and GCF  are nonnegative parameters.  
  ADGCF [13]. Most real data have noise, outliers and irrele-
vant features, so directly building the affinity graph based on 
the original input space as LCCF and GCF may be inaccurate 
due to the interference, which is in fact suffered by almost all 
the traditional graph regularized models. To alleviate this defi-
ciency, the recently proposed ADGCF unifies the feature selec-
tion and dual-graph learning into the CF framework for joint 
optimization. Specifically, ADGCF performs feature selection 
and then uses the Gaussian kernel weighting scheme to con-
struct the p-nearest neighbor data graph with the selected fea-
tures in each iteration. By this way, it can successfully obtain 
the optimized weights and can also ensure the optimized 
weights to be optimal for CF, but it still cannot avoid the tricky 
issue of determining the value of p when choosing neighbors.  
 MCFAW [11]. MCFAW employs a linear combination of 
multiple graphs to construct a graph regularizer and learns an 
optimal weight set for all graphs adaptively without introducing 
any additional parameter. The objective function of MCFAW is  
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  
 

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MCFAW MCFAW i i
i
T AW
i i
O X XWV tr V L V
s t W V tr V L V
,     (11) 
where q denotes the number of neighborhood graphs, AW
i is the 
weight of the i-th Laplacian graph. Clearly, MCFAW is a multi- 
graph regularized algorithm and can adaptively determine the 
weights for these q graphs but for each graph, but it still em-
ploys the traditional strategy as LCCF to build the weight ma-
trix. As a result, it will suffer from the same problem as the tra-
ditional graph-based methods for the choice of p. 
Besides the above mentioned methods, lots of graph-regular-
ized CF methods have been recently proposed one after another. 
Wherein, GRLCF [9], LGCF1 [10], RDCF [121], GCCF [124], 
Constrained Graph CF (CGCF) [129] and Sparse Constrained 
Manifold Regularized CF (SMCF) [135] that used the graph 
Laplacian in the same way as LCCF. Specifically, LGCF1 and 
RDCF utilize the cosine similarity weighting to construct the 
weight matrix, while CGCF and SMCF define the weight ma-
trix by ‘0-1’ weighting. Structured discriminative CF (SDCF2) 
[128] and Neighborhood Preserving CF (NPCF) [130] use the 
LLE-style weighting to preserve the neighborhood structures.   
Remarks. It is noteworthy that all these artificial weighting 
strategies have an obvious drawback, i.e., there is a very tough 
issue to choose the optimal number of nearest neighbors (i.e., p) 
for different datasets. Moreover, the performance of graph reg-
ularized methods were verified to be sensitive to the choice of 
p in the experiments. Therefore, how to build the adjacency 
graph and define the weight matrix using a parameter-free way 
is undoubtedly a problem to be solved. In addition, these tradi-
tional graph-regularized methods usually learn the graph regu-
larizer independently of the matrix factorization phase, how-
ever such operation cannot ensure the pre-obtained weights to 
be joint-optimal for subsequent representation learning [13-15] 
[125]. As such, the adaptive weighting strategy that does not to 
select the number of nearest neighbors has received some atten-
tion in the recent years. Specifically, several optimized adaptive 
graph regularized CF methods have been proposed.  
1.1.2 Optimized graph construction based CF variants:  
   CFANs [12].  CFANs was proposed in 2016, which used an 
adaptive neighbor weighting strategy to build the graph weight 
matrix  ANsS . Specifically, CFANs learns the neighbor connec-
tivity of data by solving the following minimization problem:  
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where 
ANs is a regularization parameter and 1 is a column vec-
tor with all ones. Note that if 0ANs  , it will lead to a trivial 
solution of Eq.(12), i.e., only the nearest data point can be a 
neighbor of 
ix with weight 1. If ANs is infinite, then the optimal 
solution of Eq.(12) is that all of the data points are neighbors of 
ix with the weight 1 N . That is, the neighbors can be assigned 
adaptively by tuning 
ANs  according to [42]. After the weights 
are obtained, CFANs can obtain the graph Laplacian matrix by
   2TANs ANs ANs ANsL D S S   , where  ANs ANsijjiiD S . Finally, 
by combining the neighbor graph regularization constraint and 
adaptive neighbor weights learning into CF as a united frame-
work, CFANs solves the following objective function:  
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(13) 
where 
ANs , ANs are nonnegative parameters and the penalty 
term TV V I  is to relax the orthogonal constraint TV V I .  
    It is worth noting that although CFANs can learn the weight 
matrix by adaptively assigning neighbors, it is still not parame-
ter-free, since it needs to tune the number of neighbors when 
updating the regularization parameter 
ANs  [12][42].  
   CF-OGL [126] and GRLCFCLR [9]. To optimize the graph 
learning for CF, CF-OGL [126] and GRLCFCLR [9] were re-
cently proposed. Where the Constrained Laplacian Rank (CLR) 
[43] is new graph learning method proposed in 2016. Specifi-
cally, GRLCFCLR employs CLR to build the weight matrix, since 
CLR can learn a graph with exactly   connected components, 
where   is the number of clusters. Note that the weight matrix 
CLRS  is obtained by 
     
2
0min ,  
. . 1,  0,  =
CLR
CLR CLR
S
CLR CLR CLR
j ij ij
S S
s t S S rank L N 

  
,       (14) 
where 
0
CLRS  is an initial matrix,    2TCLR CLR CLR CLRL D S S   , 
CLRD  is a diagonal matrix with its diagonal entries defined as
   CLR CLR
jii ij
D S . Note that although the CLR based meth-
ods can avoid choosing the value of p, it needs to determine the 
value of  , which also involves a tough selecting issue.  
    RLLDCF [125]. To obtain a robust adaptive weight matrix 
for improving the representation ability, RLLDCF was recently 
proposed in 2018. Specifically, by denoting the all-ones matrix 
by E , RLLDCF seeks the weight matrix RLLS  by minimizing 
the following problem for robust local learning:  
 
2,1
T T RLL RLL
RLLV V S tr S  E ,                   (15) 
where 
RLL is a regularization parameter and the 2,1L -norm 2,1
can ensure the reconstruction error to be robust to outliers and 
noise. Then, RLLDCF repeats learning the representation TV
and the sparse weight matrix RLLS  iteratively to capture the true 
geometrical structure of the data distribution adaptively. Be-
sides, minimizing  RLLtr SE is able to enhance the sparsity of 
the solution. However, the above formulation may suffer from 
a trivial solution RLLS I , resulting in meaningless solution.  
   RFA-LCF [14-15]. In order to realize the real parameter-free 
adaptive weight learning and avoid the trivial solution on the 
weight matrix, a novel auto-weighting mechanism was intro-
duced in RFA-LCF [14-15]. Note that this weighting strategy 
differs from the other existing ones that: 1) it uses a L2,1-norm 
based sparse projection D DP  to map the original data into 
noise-removed clean data TP X  and then factorizes data based 
on TP X ; 2) to encode the neighborhood information and pair-
wise similarities accurately, it retains the manifold structures 
jointly over TP X , basis vectors XW and new coordinates 
TV in 
an adaptive manner by minimizing the joint reconstruction error
2 2 2
T T SA SA T T SA
F F F
P X P XS W WS V V S     , where 
SAS  denotes 
a shared adaptive reconstruction weight matrix. Different from 
RLLDCF, RFA-LCF can avoid the trivial solution SAS I by 
forcing   0SA
ii
S  . In this way, RFA-LCF can update SAS adap-
tively in each iteration without specifying additional parameter. 
By incorporating the joint reconstruction error into the process 
of CF, the objective function of RFA-LCF is defined as 
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, (16) 
where 
RFA LCF  , RFA LCF  and RFA LCF  are nonnegative parameters. 
Tb1 is added to relax the reconstruction error for avoid the over-
fitting.  ,f W V  denotes the robust adaptive locality and spar-
sity constraint term, which will be introduced later in this paper.  
1.1.3 Hyper-graph construction based CF variants:  
In real applications, the information among samples is critical, 
thus the traditional weighting may be inaccurate. To overcome 
this issue and extract multi-geometry information of samples, 
several recent works include the weighted hypergraph Lapla-
cian regularizer term into CF framework.  
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Fig.3: Difference between traditional graph and hypergraph.  
   The difference between the traditional graph and hypergraph 
is shown in Fig.3. Specifically, in the traditional graph, an edge 
connects only two vertices, but in hypergraph a hyper-edge can 
connect any number of vertices. Thus, hypergraph can be used 
to describe more complex relationships than traditional graph. 
Representative hyper-graph methods consist of HDCF [24], 
Hyper-graph regularized CF (HRCF) [133], Hypergraph Dual 
Regularization CF (DHCF) [134], and Local and global regu-
larized CF (LGCF2) [139]. In general, these hyper-graph based 
CF methods define the graph Laplacian as hyper hyper hyperL D S  , 
where hyperD  is a diagonal matrix with the entries being the ver-
tex degree. The weight matrix hyperS  can be defined as
1ˆ ˆ ˆhyper T
eS FBD F
 , where Fˆ  is the incidence matrix of hyper-
graph, Bˆ  is a weight matrix with ˆ ijB  being the weights be-
tween any two vertices in the hyper-graph and 
eD  denotes a di-
agonal matrix whose entries are the degrees of hyper-edges.  
1.2 Local coordinate coding based CF methods 
It is worth noting that the graph-regularized CF methods can 
obtain locality-preserving representations successfully, but may 
not always satisfy the sparsity conditions in certain practical ap-
plication scenarios. To obtain both the locality and sparsity sim-
ultaneously, one category of CF methods based on local coor-
dinate coding (LCC) has been developed.  
LCF [16-17]. LCF firstly incorporates the idea of local coor-
dinate coding into CF. Specifically, LCF takes the locality con-
straint into account, considers the anchor points 
j ij ii
u w x   
and the coordinates for the sample 
ix  over each column of 
TV
with respect to the anchor points. Then, LCF defines the follow-
ing constraint term to measure the locality and sparsity penalties 
between the anchor point 
ru  and the sample ix :   
2
2
1 1 1
r r N
i i i j j ij
v u x v w x x           .          (17) 
Finally, LCF minimizes the following objective function:  
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where
LCF 0  is a weighting parameter. Based on Eq.(17), LCF 
can represent each sample
ix by using only a few nearby anchor 
points so that the sparsity and local structure can be retained.  
However, LCF fails to preserve the manifold structure in the 
data space and its locality constraints fail to reveal the intrinsic 
data structure as well. To address this issue, recent methods also 
are developed to jointly consider the local geometric structures 
of the data manifold and the local coordinate coding as addi-
tional constraints. Several representative methods include GLCF 
[18], LGCF1 [10], GRLCF [9], GRLCFCLR [9], and RFA-LCF 
[14-15], etc. Specifically, GLCF adds the manifold kernel 
learning into LCF model to reveal the semantic structure in the 
warped RKHS. LGCF1, GRLCF and GRLCFCLR are all based 
on the combinations of the graph-regularization and local coor-
dinate coding, which aims at addressing the following minimi-
zation based optimization problem:   
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(19) 
where   and   denote two trade-off parameters.  
It is noted that the only difference between LGCF1, GRLCF 
and GRLCFCLR is that they construct the graph weights by using 
different approaches. Specifically, LGCF1 and GRLCF define 
the weight matrix similarly as LCCF based on the p-nearest-
neighbor adjacency graph, while GRLCFCLR clearly encodes 
the graph weights by using the CLR algorithm [43].   
   RFA-LCF improves LCF in three aspects: 1) RFA-LCF per-
forms the CF on the recovered clean data TP X  as mentioned 
above; 2) RFA-LCF includes the auto-weighting scheme into 
CF to better preserve the local geometrical structures by mini-
mizing the joint neighborhood preserving error; 3) RFA-LCF 
optimizes the local coordinate coding term by a robust locality 
and sparsity constraint term  ,f W V , and uses it in the objec-
tive function in Eq.(9), which is defined as follows:  
 
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, =
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ri jr j ii r j
f W V v w P x P x
  
   .          (20) 
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Fig.4: Difference between LCF and RFA-LCF.  
That is, the local coordinate coding process of RFA-LCF is 
operated in a recovered clean feature space rather than in the 
original data space that usually contains various noise. Note that 
this is clearly different from LCF that directly encodes the local 
coordinates in the original data space. The difference between 
LCF and RFA-LCF has been illustrated in Fig.4.  
1.3 Self-representation based CF methods 
Different from the graph regularized and LCC based CF vari-
ants, the self-representation based CF methods constructs the 
affinity matrix using the new representation rather than the orig-
inal raw data X. Specifically, they consider TWV  as a coeffi-
cient matrix based on the dictionary of data X, which is also as 
a meaningful representation of X. Representative methods in-
clude SRMCF [20] and JSGCF [21].  
SRMCF [20]. SRMCF incorporates the self-representation 
with the adaptive neighbor structure as [12][42] to assign the 
neighbors for all samples. By integrating the adaptive neighbor 
structure and manifold regularizer into CF, the objective func-
tion of SRMCF is defined as follows:  
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(21) 
where ANsijS denotes the probability of xj (excluding itself from X) 
being connected to xi as a neighbor, SRMCF and SRMCF are regu-
larization parameters. The two constraints  . 1
T
ANs
iS 1  and 
.1 0
ANs
iS   can ensure the probability property of .
ANs
iS . L is a pre-
defined graph Laplacian matrix by using the ‘0-1’ weighting 
based on the Euclidean distances of samples s LCCF [7].  
 JSGCF [21].  JSGCF is motivated by the fact that jointly per-
forming the structured graph learning and clustering can avoid the 
suboptimal solutions caused by the two-stage strategy in the tradi-
tional graph learning. Suppose that the data points have   clusters, 
JSGCF aims to build a graph to guide the data points to be divided 
into   clusters without any post-processing. Therefore, it imposes 
the rank constraint on the Laplacian matrix TWVL  of 
TWV  as 
 TWVrank L N   . The rank constraint can be converted to an 
equivalent mathematical expression as the following problem:  
 
,
min T
N T
T
WV
F F F I
tr F L F
 
,                           (22) 
where each row 
if  of F can be seen as a vector connected to 
data point 
ix  on the graph 
TWV . For the convenience of opti-
mization, JSGCF introduces an auxiliary matrix  to approxi-
mate TWV and finally solves the following problem:  
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(23) 
 where 
JSGCF and JSGCF are two tunable trade-off parameters.  
1.4 Other Locality-preserving CF methods 
In additional to the above-mentioned locality-preserving meth-
ods, there are also some other techniques to preserve the locality 
of samples during the concept factorization process.  
LRCF [30]. LRCF preserves the local information by incor-
porating the local learning regularization. That is, LRCF parti-
tions the input data space into some local regions and minimizes 
the predicting cost over each region. Suppose that the input data 
has c classes, LRCF defines a predicting function  lif x , 
1 l c   in  iN x  to estimate the cluster label of    j ij x N xx  , 
where  iN x is the neighborhood of ix . Then, the minimization 
of the overall local prediction costs can be defined as follows:  
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D N l l
i i il i
f x v ,                       (24) 
Then, the local learning regularization can be defined in ma-
trix trace form as  T LRCFtr V M V , where    
T
LRCFM S I S I    . 
ijS is equal to ij  if  j ix N x , and otherwise 0. Finally, LRCF 
solves the following minimization problem:  
 
2
, . . , 0T TLRCF LRCF LRCFF
O X XWV tr V M V s t W V    ,  (25) 
where 
LRCF denotes a nonnegative trade-off parameter.  
SCF [127] and RSCF [127]. To enforce the reconstructed 
samples by CF to be close to that of original samples, two simi-
larity-based models, i.e., SCF and RSCF, are proposed, which 
include a similarity matrix into CF. Denote the similarity matrix 
by SK of N samples, this similarity reconstruction can be repre-
sented as S TK V V . SCF constructs SK using classical p-near-
est neighbor to encode the similarity as [140]. To combine the 
data reconstruction and similarity reconstruction into a unified 
reconstruction error term, SCF finally solves the following cou-
pled optimization problem:  
 , . . , 0  S T S TSCFO K VW K WV s t W V .              (26) 
Note that RSCF is the robust extension of SCF, and will be 
depicted later in this paper.  
SDRCF [120]. SDRCF is inspired by the sparse representa-
tion (SR) [56-66], which simultaneously incorporates the local 
geometrical structures of both the data and features into CF, and 
obtain a weight matrix. For a sample x  and a matrix D N
containing the dictionary atoms in its columns, SR represents x
using as few entries of as possible, defined as follows:  
1
min ,   . . 
SR
SR SR
s
s s t x s ,                          (27) 
where SRs  is the sparse coefficient and 
1
 is the 
1L -norm of a 
vector. In this way, SDRCF can obtain a sparse weight matrix
SRS . Then, the graph Laplacian matrices VL  and WL  can be 
similarly obtained as GCF [8] based on SRS . Finally, the objec-
tive function of SDRCF can be formulated as follows:  
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where 
SDRCF and SDRCF are two parameters which trade off the 
graph-regularization on data and features, respectively. Note 
that though SDRCF learns the graph weight matrices by SR, it 
is essentially a graph-based CF model.  
2. Unspervised Kernel CF Methods 
Kernel CF is mainly motivated by the fact that original linearly-
inseparable samples may be linearly-separable if after being 
mapping a higher-dimensional RKHS using the kernel trick. As 
a result, the performance of data reconstruction, clustering or 
recognition tasks can be potentially improved for the linear sep-
arability. Similarly, kernel CF assumes that the factorization 
process in kernel feature space will also be more accurate. Note 
that Fig.5 is the visual comparison of performing CF in the orig-
inal Euclidean space and kernel feature space.  
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Fig.5: Visual comparison of performing CF in the original Euclidean 
space and kernel feature space.  
MKCF [19]. The main advantages of CF over NMF is that it 
can be kernelized for discovering the nonlinear structures of 
samples. By considering the manifold kernel learning into CF, 
MKCF was recently proposed. First, the objective function of 
CF can be rewritten in the form of matrix trace as follows:  
    TT T TCFO tr I WV X X I WV   ,                (29) 
where TX X  is the inner product of matrices. Then, a general-
ized formulation of kernel CF (KCF) can be expressed as 
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where the inner product        ,   
T
X X X X can be de-
noted by a kernel .  X  is a function which maps X into a 
high-dimensional kernel space. By involving manifold learning 
into Eq.(30), MKCF finally solves the following problem:  
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where  
1T
MK MK MKI L L

    and 
MKL is the graph La-
placian matrix defined similarly as that of LCCF. Note that 
MKCF constructs the adjacency graph by p-nearest neighbor 
search and defines the weights of the neighborhood graph by 
using the binary weights. That is, MKCF also suffers from the 
tricky issue of selecting the optimal number of p.  
GLCF [18]. To further enhance the locality and sparsity of 
the learnt representations, GLCF also incorporates the LCC into 
kernel CF model. Thus, the objective function of GLCF can be 
formulated as follows:  
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where the parameter 0GLCF  ,  1 2, ,...,
r r
i i i irdiag v v v
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  GMKCF [136]. Although both MKCF and GLCF involves 
the kernel trick for nonlinear representation learning, they are 
single-kernel methods. Note that in the unsupervised scenario, it 
is a tough problem to select proper kernel function for a specified 
dataset in practical applications. To solve this problem, a Glob-
alized Multiple Kernel CF (GMKCF) [136] was proposed in 
2019. GMKCF mainly aims to provide multiple candidate kernel 
functions at the same time and performs concept factorization 
learning based on global linear fusion. Specifically, suppose 
there are n  kernels, then GMKCF defines the global kernel as 
1 1
,   . . 1,  0
n ni
i ii i
s t
 
       . Then GMKCF solves the 
following objective function:  
 
2
1
,  . . ,  0,  1,  0
nT T
GMKCF i ii
O WV s t W V

        . (33) 
3. Unsupervised Robust CF Methods 
Most real data in emerging apllications usually contains noise 
and outliers, which may degrade subsequent tasks. Therefore, 
performing CF directly on original raw data may not be a good 
choice. Toward this issue, researchers have explored effective 
strategies to enhance the robustness of the CF variants to noise. 
Representative methods are described in detail as follows:  
ADGCF [13]. To handle noisy and irrelevant data, ADGCF 
adopts a the feature selection (FS) to assign different weights 
for various features, so that the samples can be represented in a 
more proper way than directly applying the original features. 
Specifically, CF with FS (CFFS) can be formulated as 
  
2
FS
T
CF
F
O diag X XWV  ,                    (34) 
where  diag  is a D D diagonal matrix with the entries being 
the feature weight vector  . Then, ADGCF constructs two 
graphs adaptive to the selected features based on the new fea-
ture space defined by the feature weight vector  .  
RFA-LCF [14] and RLLDCF [125]. Tradtional CF based 
methods usually make use of the Frobenius-norm to encode the 
reconstruction error of the matrix factorization. However, the 
Frobenius-norm is very sensitive to noisy data. Note that 
2,1L -
norm has been proven to be robust to noise and outliers [153-
155], so it can be used to replace the Frobenius-norm to improve 
the robustness. Specifically, RLLDCF defines the robust CF 
model as 
2,1 2,1
min T TX XWV V  , where the first term is the 
2,1L -norm constrained reconstruction error and the second term 
can make TV sparse in rows. RFA-LCF [14] introduces a 
2,1L -
norm regularized projection P to recover the underlying sub-
spaces and remove noise from data. Specifically, the sub-prob-
lem of the robust subspace recovery in RFA-LCF can be defined 
as 
2,12,1
min T T TX P VW X P  . Besides, RFA-LCF also learns 
the adaptive reconstruction weights on the removed clean data 
TX P  rather than the original input data, so that the robustness 
and locality of the model can be further enhanced.  
RDCF [121]. Movited by the robust PCA (RPCA) [142] that 
decomposes a data matrix to a low-rank part and a sparse part, 
RDCF also assumes that the reconstruction TXWV  is low-rank 
and the sparse part contains noise. Denote the sparse error by  , 
the robust sub-problem of RDCF is formulated as follows:  
2
1, ,
min

    T
FW V
X XWV ,                     (35) 
where 
1 ijij
   is to guarantee the sparseness of  . In this 
way, the sparse error can be separated from the raw data.  
RSCF [127]. RSCF is a robust version of SCF. Different from 
SCF using the Frobenius-norm to measure the difference 
between the similarities of original data and reconstructed data, 
RSCF employs the Chebyshev norm L  [143] to replace the 
Frobenius-norm. Formally, RSCF proposes to minimize

, 
where S T S TK VW K WV  in Eq.(26), and denotes the vec-
torized representation of the matrix .  
GCCF [124]. To imrpove the robustness of resulted model 
to noise, GCCF provides another way to replace the tradtional 
Euclidean norm. Since correntropy has been proved to be able 
to deal with  the non-Gaussian noise and outliers, GCCF uses 
correntropy as the similarity measure to calculate the distance 
between the original data and its recosntruction. Specifically, 
based on the maximum corrent criterion (MCC), GCCF solves 
the following maximization problem:  
    
2
, 1 1
max
. .  , 0
 
 
 
   
 
 

 
D N
T T
GCCF ij GCCFij
W V i j
O X XWV tr V LV
s t W V
,  
(36) 
where 0GCCF  is a tunable parameter,  
 
2 22
exp
a b
a b


 
 .  
4. Unspervised Discriminative CF Methods 
Most unsupervised CF methods mainly focus on retaining the 
neighborhood structures of samples, but usually neglecting the 
discriminative information. But discriminative information is 
very important for improving the clustering and representation 
learning performance of CF methods, especially in the absence 
of label information. The related models are discussed below:  
  RDCF [121]. To improve the discriminative ability of the 
learned representation V, RDCF first introduces a N r  group 
indicator matrix  , where 1ij   if the i-th sample belongs to 
the j-th group and otherwise 0ij  . The scaled indicator ma-
trix with respect to   is defined as  
1 2
T

    . Although 
we did not know in prior as we have no label information, 
we can still find that T I . To make the representation V to 
characterize the discriminative structure in , RDCF forces 
them to be close to each other, i.e., minimizing the difference 
between them. Since is orthogonal, RDCF enforces V to be 
approximately orthogonal as TV V I   , where   is a small 
value. By using this approximate orthogonal constraint, RDCF 
can effectively capture the discriminative information in data.  
  RLLDCF [125]. To discover the discriminant structure of 
the data space, RLLDCF constructs the local predictors and de-
rives a local regression function. Briefly, the local regression 
function is mainly to obtain the relation by modeling 
iX to the 
new representation
iV , which is formulated as 
2 2
,
1
min
i
i i
T T
i i i i n RLLDCF i FFG b
i
V G X b G
n
  1 ,              (37) 
where 
RLLDCF is a positive parameter, in is the number of data 
points in each local region of
iX . That is, RLLDCF jointly 
solves problem in Eq.(37) and the matrix decomposition task, 
so that the learnt new representation can contain much discri-
minant structure information, so that the representation learning 
performance can be potentially improved.  
  SDCF2 [128]. To solve the problem that the distant repul-
sion property of data is usually neglected resulting in distorted 
embedding maps, SDCF2 includes the distant repulsion con-
straints into CF. Specifically, the dissimilar data points in orig-
inal high-dimensional data space can be kept far apart in the 
learnt low-dimensional feature space, which leads to the follow-
ing distant repulsion constraint for SDCF2:  
 2
1 1
1
min exp
2
N N
ij i j
V
i j
V V
 
   ,                     (38) 
where 
2
ij i jX X   is the repulsive weight. Note that Eq. (38) 
is added into CF to make full use of the repulsive property of 
data, which can clearly force the dissimilar samples to be far 
away in the low-dimensional representation space.  
5. Unspervised Multi-view CF Methods 
In emerging applications, multi-view data can be encountered 
and procesed, as real data may have different representations in 
multiple views or come from different sources. However, most 
existing CF-based methods perform matrix decomposition and 
data clustering only relying on the individual view, which has 
obvious limitations when dealing with the multi-view datasets. 
To overcome this problem, both MVCC [122] and MVCF [123] 
explore extending the traditional individual-view CF methods 
to the multi-view scenario. Note that the general multi-view CF 
framework has been presented in Fig.6.  
Multi-view 
data
X
(1)
X
(2)
X
(n)
.
.
.
U
(2)
V
(2)
U
(n) V
(n)
V
(1)
U
(1)
≈
.
.
.
.
.
.
×
×
×
≈
≈
 
Fig.6: Multi-view CF models.  
MVCC [122].  MVCC jointly incorporates the CF, the local 
manifold regularization and the consistency constraint into a 
unified framework. MVCC differs from the other multi-view 
learning methods that treat each view equally, MVCC assigns 
different weights for each view and then drives a consensus 
solution across all the views. For a given n -view dataset 
     1 2
, ,...,
n
X X X X  
 
, where D NX   denotes the samples 
of the  -th view, and D  is the dimensionality of the  -th 
view, MVCC minimizes the following reconstruction error:  
             
   
2
1
,
. . , 0

     

 

 


n T
F
g W V X X W V
s t W V
.        (39) 
Then, MVCC incorpoartes the local manifold regularization 
for each view similarly as LCCF using heart kernel weights and 
minimizes the multi-view regularization       
T
tr V L V
   
 
 
. To 
further explore the relationship among all views and derive the 
common consensus representation matrix, MVCC clearly min-
imizes a consistency loss punishment function
2
F
V V  , 
where V  is the common consensus matrix. Finally, MVCC 
solves the following joint minimization problem:  
           
   
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,  
 . . , , 0, 1
n T
MVCC MVCC F
g W V tr V L V V V
s t W V

     


 
 
  
 


    
 
 


, 
(40) 
where
MVCC , MVCC are two trade-off parameters and   denotes 
the weights of the  -th view among all the views. 
MVCF [123]. MVCF is also a multi-view clustering method. 
The main difference between both MVCC and MVCF is that 
MVCC applies the heat kernel weighting and pre-computes the 
weights, while MVCF adoptes an adaptive weighting scheme 
like CFANs [12]. In detail, MVCF explots the local geometry of 
data distribution by optimizing the graph matrix in a global view. 
Finally, MVCF minimizes the following criterion:  
            
   
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i j
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ij j j
g W V v v S
s t W V S S1
, 
(41) 
where 
MVCF  is the trade-off parameter. For the parameter   
tuning the weight of the  -th view, MVCF adds an extra term  
 
2
1
n


  to avoid the trivial solution, i.e., only the weight of 
one view are learned to 1 and others are 0. 
B. Supervised CF variants 
Unsupervised CF variants mainly focus on learning representa-
tions, but they cannot utilize any supervised prior information 
of samples, such as class label information, even though the la-
bels of samples are available. Therefore, to make full use of the 
available label information and further improve the discrimina-
tive abilities of the obtained feature representations, supervised 
CF methods have also been explored, which can be further di-
vided into fully-supervised ones and semi-supervised ones.  
SGDCF [22]. SGDCF is a classical supervised CF method. 
For the training data D NX  with labels, SGDCF first defines a 
class indicator matrix SGDCF c NC  using label information:  
 1, if ,  1,2,..., ,  1,...,
0, otherwise
   
 

SGDCF
ij
label j i j N i c
C ,     (42) 
where  label j  is the class label of jx . Then, the label con-
straint term can be defined as
2
T
F
C V , where  denotes a 
nonnegative auxiliary matrix which can be initialized randomly. 
In addition to using label information, SGDCF also unifies the 
graph regularization in terms of 
2
T T
F
V LV so that the local ge-
ometry structure can be retained, where the graph Laplacian 
matrix SL D S   and SGDCF defines the weight matrix S by 
using the ‘0-1’ weighting approach.  
  Combining the concept factorization term, the graph regulari-
zation term and the label constraint term, we can easily get the 
objective function of SGDCF:  
 
2
2
, . . , , 0
T
SGDCF F
SGDCF T T
SGDCF SGDCFF
O X XWV
C V tr V LV s t W V 
 
    
, (43) 
where 
SGDCF and SGDCF are nonnegative trade-off parameters. 
C. Semi-supervised CF variants 
Based on using all the labeled data, fully-supervised CF meth-
ods have significantly enhanced the representation ability, but 
in real applications, it is usually hard and costly to obtain the 
labels of data. As a result, the applications of fully-supervised 
methods may be restricted. Under this circumstance, the semi-
supervised learning methods that can utilize a small number of 
labeled data and a large amount of unlabeled data tend to out-
perform the fully-supervised methods in terms of performance 
and application scenario [156-157]. As such, researchers also 
investigated the semi-supervised CF-based methods to enhance 
quality and ability of the representation learning. Next, we will 
introduce the popular strategies for semi-supervised CF.  
1. Joint Classification based CF Methods 
We first introduce the unified CF frameworks that aims to im-
prove the representation learning ability through performing 
joint representation and classification. Several classical meth-
ods of this kind are described as follows: 
DCF [23]. DCF is the first work of extending CF to semi-
supervised scenario, which combines the representation learn-
ing with the task of classification. To make full use of the partial 
labeled data, DCF jointly optimizes the representation and 
trains a classifier. In particular, for a given partial-labeled data 
matrix    , D l uL UX X X
 
  , where 
LX  denotes a labeled set 
and 
UX  is an unlabeled set, l  and u  are the numbers of la-
beled and unlabeled samples respectively. Assume that the label 
set of 
LX  is  1 2, ,...,
c l
lY y y y
  , DCF trains a linear function 
  DCFv B vf  for classification from sample-label pairs  ,Ti iv y , 
where T
iv is the new representation of ix ,  1,2,...,i l , DCFB is a 
c r  coefficient matrix. The procedure of training this function 
 vf  can be mathematically formulated as follows:  
2 2
1
min
DCF
l
T
i DCF i DCF DCF FFB
i
y B v B

  ,                 (44) 
where 
DCF is a nonnegative parameter and 
2
DCF F
B is added to 
avoid the overfitting. Using the obtained classifier  vf , DCF 
can compute  i iy v f  and assign class label for each unlabeled 
data point 
ix  as argmax j ijy . Since Y is a c l  matrix and 
TV is 
a  r l u  matrix, to make a relationship between both Y and 
TV , DCF constructs a selection matrix  1 2, ,...,
N l
DCF lC e e e
  , 
where  , 1,2,...,ie i l denotes an N-dimensional vector with the 
i -th entry being 1 and all other entries being 0. Finally, the min-
imization based objective function of DCF is defined as 
 2 2 2
. . , 0
     

T T T
DCF DCF DCF DCF DCF DCF FF F
O X XWV Y B V C B
s t W V
. 
(45) 
HDCF [24]. Although DCF can obtain the discriminative rep-
resentations, it still fails to uncover the intrinsic geometrical 
structure of data. To obtain both the discriminative and locality-
preserving representations, HDCF incorporates hyper-graph 
regularizer into DCF, which can clearly preserve the geometrical 
structures. Note that the strategy of making full use of the prior 
label information is the same for both HDCF and DCF.  
2. Label Constraint based CF Methods 
Different from the joint classification based CF methods, label 
constraint based CF methods utilize the prior label information 
of the labeled data as an additional constraint to guide the semi-
supervised factorization. Several representative label constraint 
based CF methods are described as follows:  
CCF [17]. The most representative method is CCF. To im-
prove the discriminating power of learnt representations, CCF 
clearly extends CF to the semi-supervised scenario and guides 
the constrained CF by defining a label constraint matrix A . Let 
l c
LA
  be the class indicator matrix defined on labeled data 
LX . The element  L ijA  is defined as 1 if ix is labeled as the j-th 
class, and 0 otherwise. Note that CCF did not define an explicit 
class indicator for 
UX  and simply used an identity matrix u uI   
of dimension u u  for
UX . Thus, CCF defines the overall label 
constraint matrix A as follows:  
     0
0
l u c uL l c
u u
A
A
I
  

 
  
 
.                    (46) 
To ensure the samples sharing the same label can be mapped 
into the same class in low-dimensional space (i.e., same
iv ) [17], 
CCF imposes the label constraint by an auxiliary matrix Z :  
V AZ .                                      (47) 
By substituting V AZ  into CF, CCF computes a nonnega-
tive matrix N RW  and an auxiliary matrix  c u rZ
 
  from 
the following objective function:  
2
,  . . , 0T TCCF F
O X XWZ A s t W Z   .                  (48) 
Although CCF can obtain the discriminative representations 
using the label constraints, it still has several drawbacks: 1) it 
may be sensitive noise and outliers by performing representa-
tion learning directly in original data space and using the Fro-
benius norm to encode the reconstruction error; 2) it fails to pre-
serve the local manifold information during decomposition; 3) 
it aims to map the intra-class data points into the same concept, 
but note that this is infeasible if there is only one labeled sample 
to rely on; 4) it simply defines the label indicator for the unla-
beled samples as an identity matrix, that is, CCF may not fully 
use the unlabeled samples and moreover fails to predict the 
class label for the unlabeled samples. As such, several subse-
quent studies have been done to address these issues.  
RSSCF [31]. To inherit the merits of CCF and further im-
prove the robustness properties to noise and outliers of CCF, 
RSSCF has been recently proposed. For the consideration of ro-
bustness, different from CCF that uses the Frobenius norm to 
measure the reconstruction error, RSSCF replaces it by -
norm due to the fact that -norm was proven to be robust to 
noise and outliers [152-153]. Besides, to encode the reconstruc-
tion error jointly, RSSCF minimizes a -norm based recon-
struction error
2,1
T TX XWZ A  and -norm is also regular-
ized on Z, i.e.,
2,1
Z , to obtain the sparse representation. Overall, 
RSSCF solves the following minimization problem as 
2,12,1
, . . , 0T TRSSCF RSSCFO X XWZ A Z s t W Z    ,      (49) 
where 
RSSCF denotes a nonnegative control parameter.  
CGCF [129], SLCF [137], LRCCF [30], CCF-GL [32] and 
HCCF [132]. These extensions are proposed to compute the lo-
cality-preserved discriminative representations by using the la-
bel constraints and considering the geometrical structures. Spe-
cifically, CGCF combines CCF and LCCF into a unified model 
to enhance the locality of CCF. SLCF incorporates the idea of 
LCF into CCF. LRCCF includes a local regularization con-
straint based on the representation T TZ A . CCF-GL not only in-
corporates the graph Laplacian over T TZ A , but also utilizes the 
label information of data by building the cannot-link pairwise 
constraints on T TZ A , where the graph Laplacian is able to pre-
serve the geometrical information of data and the cannot-link 
2,1L
2,1L
2,1L
2,1L
pairwise constraints can impose the restrictions on inter-class 
data points. It is worth noting that HCCF differs from CGCF, 
SLCF, LRCCF and CCF-GL that it extends CCF to the hyper-
graph scenario, i.e., it incorporates the hyper-graph regulariza-
tion into CCF so that it can better handle more complex data 
distribution with multivariate relationships.  
CDCF [34]. CDCF is mainly proposed to solve the problem 
that CCF cannot process the case that there is only one labeled 
data point to train in each class. Specifically, CDCF associates 
the class labels of samples with their representations by intro-
ducing a class-driven constraint as  
j
T T
y jj
d v tr V , where iy  
denotes the label of 
ix  and 1 2, ,..., N
T
y y yd d d    is the indicator 
matrix for the inhomogeneous representation. Thus, CDCF has 
the potential to force the representations of data points to be 
more similar within one class, but different between classes.  
RS2ACF [33]. Inspired by the idea of label propagation for 
semi-supervised learning [147-152], RS2ACF includes the label 
prediction into CCF. Different from CCF that simply defines 
the label constraint sub-matrix for unlabeled data by an identity 
matrix, RS2ACF explicitly learns a label indicator for 
UX  so 
that it can also make sure the unlabeled data with the same pre-
dicted labels to be mapped to be close in the feature space. To 
be specific, RS2ACF designs the label constraint matrix as 
 
 
  20
0
L l u cl c
U u c
A
A
A
 

 
  
  
,                 (50) 
where 
UA is the class indicator for unlabeled data UX , which. is 
learned by solving a label predictor D cP   from:  
2 2
2,1,
min
U
T T
L L U UF FA P
A X P A X P P    ,            (51) 
from which one see that RS2ACF clearly propagates the label 
information from
LX to UX  by P . Note that to make the pre-
dicted results reasonable, P  is initialized as a label predictor 
explicitly based on labeled data [33]. Furthermore, RS2ACF 
also involves the adaptive weight learning to retain the manifold 
structures of the original data space, new representation space 
and the label space at the same time.  
  SDCF1 [44] and GDCF [44]. SDCF1 and GDCF provide 
another way for performing semi-supervised CF. Specifically, 
SDCF1 expects that the classes of dataset can be placed in a 
clear separated cluster in the resulting representation space V . 
The label matrix c N of SDCF1 is defined as follows:  
1 if sample  is labeled as class 
0 otherwise

  

j
ij
x i
.           (52) 
With the constructed  , the label constraint is defined as 
2
TV  , where  1,..., ,0,...,0
T N r
lV v v
  and the label matrix 
c r . The label matrix   can linearly transform and scale 
the vectors in V  to best fit the label matrix  [44]. Finally, the 
objective function of SDCF1 is formulated as 
22
. . , 0
T T
SDCF SDCFF
O X XWV V
s t W V
    

.          (53) 
Note that SDCF1 fails to extract the latent concepts consistent 
with the manifold geometry, so GDCF incorporates the LCCF-
style graph Laplacian regularizer into the SDCF1 model to pre-
serve the local manifold structures of data.  
MCC-Based Robust Semisupervised CF (MRSCF) [131]. 
Motivated by [141], MRSCF utilizes the label information by 
the following minimization term:  
   
T
T Ttr V V  
  
,                          (54) 
where  is the indicator matrix of size c N , which is defined 
in Eq.(52).  is a diagonal matrix with 1ii   if ix is labeled 
and 0ii   otherwise. Note that MRSCF includes this term to 
measure the distance between the representation and indicator 
matrices of the labeled samples and encourage them close to 
each other in the representation space.  
Remarks. Incorporating the label information as a hard con-
straint is the most common way to extend CF to the supervised 
or semi-supervised cases. However, the hard label information 
is always hard to obtain in reality. Thus, to fully utilize the small 
number of labels, pairwise constraints (PCs) based semi-super-
vised CF methods have also been developed, since PCs can be 
achieved with minimal human efforts and can provide more su-
pervision information compared with the traditional label infor-
mation. Moreover, PCs are more flexible in regulating the su-
pervised information than the hard label information.  
3. Pairwise Constraints based CF Methods 
It is noted that the PCs also offer advantages over the traditional 
label information, since the supervised prior knowledge can be 
enriched by constructing the pairwise constraints, i.e., must-link 
(ML) and cannot-link (CL) constraints, based on the limited la-
bel information [86-87]. In addition, the label constrained semi-
supervised CF methods also neglect the intra-class variance, 
which may lead to the decreased results. Next, we introduce the 
representative pairwise constraints based CF methods:  
PCCF [25]. To obtain discriminative representations, PCCF 
encourages the samples under pairwise ML constraints should 
to have the same label and the samples under CL constraints to 
have different labels as much as possible. PCCF firstly defines 
a ML constraints symmetric matrix N Nijm
    and a CL 
constraints symmetric matrix N N
ijc
   
 as follows:  
 1 if ,  have the same class label
0 otherwise
i j
ij
x x i j
m
 
 

,       (55) 
 1 if ,  have different class label
0 otherwise
i j
ij
x x i j
c
 
 

.        (56) 
After combining the cost function of CF, the cost function for 
the violation of pairwise ML and CL constraints, PCCF solves 
the following minimization problem:  
2
1 : 1 1 1, : 1 1
. . , 0
ij ij
N r r r
T
PCCF PCCF jc ih jc qcF
j i m c h h c i c c
O X XWV v v v v
s t W V

      
 
    
 
 

     , 
(57) 
where 0PCCF   denotes the trade-off parameter.  
 SSCF [26]. Different from PCCF that imposes a constant 
penalty for all the pairwise constraints, an optimized method 
SSCF provides a dynamic penalty mechanism. More specifi-
cally, SSCF mainly aims at allowing the dissimilar data points 
of the same label to be mapped farther than the similar ones so 
that the intra-class variance can be well accounted.  
 CNPCF [27] and RCF [28]. Although PCCF can compute 
the discriminant representations by using pairwise constraints, 
it still has a shortcoming that it only utilizes prior knowledge 
but neglects the proximity information of the whole distribution 
of datasets. By handling this issue, CNPCF also considers re-
taining the local structures of whole dataset to guide clustering, 
in addition to using supervised prior knowledge. Note that 
CNPCF utilizes the prior information in the form of ML con-
straints to modify the graph, but if the prior knowledge is few, 
only using this information to modify the graph is in fact not 
effective to preserve the geometric structure of input data. To 
solve this problem, a regularized CF (RCF) [28] firstly propa-
gates the limited dual connected constraints to the whole dataset, 
and then constructs a novel weight matrix which can be seen as 
a penalty term where different penalty values are used to make 
the intra-class data points more compact and the inter-class 
sample more separable in the feature space.  
IV. DEEP/MULT-LAYER CF BASED EXTENSIONS 
By considering the characteristics of locality, robustness, oper-
ating space, discriminability and multiple-views, existing unsu-
pervised CF variants have obtained obvious performance im-
provement over standard CF method, but they still suffer from 
a serious drawback, i.e., they cannot uncover hidden deep fea-
tures from complex real data. It should be noted that in recent 
years deep learning-based methods have achieved great success 
in the area of visual representation learning, speech recognition 
and natural language processing, therefore the related research-
ers have also paid a lot of attention to exploring how to extend 
the traditional shallow (or single-layer) CF models to the deep 
(or multi-layer) scenario. In this paper, we will divide the exist-
ing deep CF methods into two major categories, i.e., traditional 
deep CF models and optimized deep CF models.  
A. Traditional Feeding-style Deep CF Models 
The deep CF models of this kind usually performs the standard 
CF process to obtain the intermediate new representation, and 
then feed the intermediate representation of the previous layer 
directly as the input of the next layer for further decomposition, 
as shown in Fig.7. That is, these traditional deep models did not 
consider how to solve the representation by the optimized strat-
egies. Classical traditional deep CF models include:  
MCF [35]. The first work that extends the standard CF model 
to deep scenario is called MCF [35], proposed in 2015. Inspired 
by the multilayer NMF method [39], MCF adopts a kind of sim-
ple deep hierarchy and performs the decomposition sequentially. 
Suppose that the hierarchical structure has M layers, MCF per-
forms the matrix decomposition as CF in the first layer, that is, 
1 1 1
TX X WV . Then MCF considers the new representation learnt 
in the first layer, i.e., 
1
TV , as the input of the second layer, and 
performs the similar factorization as 
1 1 2 2
T T TV V W V . Similarly, in 
the following layers, MCF directly uses the low-dimensional 
representation of the previous layer as the input of the next layer, 
which is formulated as follows:  
1 1 1 1 2 2 1 1,   ,...,   
T T T T T T T
M M M MX XWV V V W V V V W V    ,        (58)  
i.e.,
1 1 2 2 ... 
T T T
M MX XWV W V W V , 1 1 2 2 ... 
T T
MW WV W V W and
T T
MV V . 
The simple hierarchical structure of this kind is shown in Fig.7, 
and the objective function of MCF is defined as 
2
,   . .  , 0,   1,2,...,TMCF m m m m m mO X X W V s t W V m M    ,    (59) 
where 
m mX W and 
T
mV  denote the basis vectors and the learnt new 
representations in the m-th layer, respectively.  
 GMCF [36]. Although MCF can obtain the deep hierarchical 
information by the designed deep structure, it fails to retain the 
local manifold structure of samples. As such, GMCF [36] was 
then proposed to improve MCF by integrating the geometrically-
based graph regularization into MCF to discover the local geo-
metrical information of data, which can also be seen as a deep 
version of LCCF. Note that the deep factorization principle of 
GMCF is similar in sprit to that of MCF. However, in the m-th 
layer, GMCF needs to construct a p-nearest neighbor graph over 
input data      1 2, ,...,m Nm m mX x x x     , then define a weight ma-
trix 
mS  using the cosine similarity, and finally obtain the graph 
Laplacian as m m mL D S  , where mD  is a diagonal matrix with 
   m mii ijjD S . The objective function of GMCF is defined as 
 
2
. .  , 0,   1,2,...,
  
 
T T
GMCF m m m m GMCF m m m
m m
O X X W V tr V L V
s t W V m M
,      (60) 
where GMCF  is nonnegative parameter to trade-off the recon-
struction error and local manifold preservation.  
DGMCF [164]. Since GMCF only considers preserving the 
locality information in data space, DGMCF improves it by con-
sidering keep locality information both in data and feature space 
at the same time. In other words, DGMCF is can be regarded as 
a deep extension of GCF [8]. In each layer, it constructs p-near-
est neighborhood data and feature graphs using binary weights.  
Finally, it solves the following joint objective function:  
 
 
2
. .  , 0,   1,2,...,
T T V
DGMCF m m m m DGMCF m m m
T W
DGMCF m m m
m m
O X X W V tr V L V
tr W L W
s t W V m M


  

 
,      (61) 
where 
DGMCF , DGMCF are two nonnegative parameters, 
V
mL ,  
W
mL
are the graph Laplacian matrices of data graph and feature graph 
respectively in the m-th layer.  
  Remarks. The deep factorization models of MCF, GMCF and 
DGMCF provide a simple feeding-style way to extend single-
layer CF to deep versions. This simple factorization structure in 
Fig.7 can also be extended for the other shallow CF methods to 
deep methods. Therefore, we summarize the simple deep meth-
ods in this category as traditional feeding-style deep CF models. 
However, it should be noted that the simple “feeding” strategy 
may be ineffective and even unreason-able in reality, since we 
cannot strictly ensure that the previous representation is optimal 
and also effective for subsequent layers. Because the learned 
representations in the first layer may be inaccurate and may lose 
important feature information, which will cause the reconstruc-
tion errors to be larger and larger with the increase of layers.  
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Fig.7: The simple factorization structure of the traditional 
multi-stage deep CF models.  
B. Optimized Deep CF Models 
Toward the shortcomings of the traditional multi-stage deep CF 
models, researchers also investigated how to refine the deep 
network models to discover the hidden deep information by op-
timizing the basis concepts or new representations in each layer, 
rather than using the simple “feeding” strategy. Note that two 
classical optimized deep matrix factorization models are called 
Deep Semi-NMF (DSNMF) [40] and Weakly-supervised Deep 
MF (WDMF) [41]. Both DSNMF and WDMF have provided 
new ways to optimize the deep factorization models, which can 
uncover the hidden deep features using multiple layers of linear 
transformations and updating the basis concepts or new repre-
sentations in each layer. But note that DSNMF is a two-stage 
method: in the first stage, DSNMF adopts the traditional “feed-
ing” deep factorization strategy as MCF; in the second stage, it 
refines the new representation and basis vectors directly based 
on the outputs of each layer in the first stage by an independent 
step. As a result, DSNMF will also suffer from the same perfor-
mance-degrading issue as the above traditional multi-stage deep 
CF models. In addition, DSNMF and WDMF cannot encode the 
local geometry structure of the learned representations in each 
layer, especially in an adaptive manner. Moreover, they directly 
decomposes data in the original space that usually has noise and 
corruptions, which may decrease the performance. In more re-
cent years, more optimized strategies have been proposed to ad-
dress the above drawbacks, which will be introduced below:  
DSCF-Net [37]. DSCF-Net proposed in 2019 designs a novel 
deep network structure for deep CF, which is illustrated in Fig.8, 
where 
2,1
E  is the sparse error by 2,1L -norm regularization and 
X-E is the noise-removed clean data. To improve the robustness 
to noise, DSCF-Net incorporates the subspace recovery process 
into the process of CF and factorizes data in the recovered clean 
space. Specifically, DSCF-Net factorizes the recovered data ma-
trix X E  into 1M   factors, i.e., 
1,  ,...,
T
MV U U , where the out-
put of the first layer is transformed from the visual space, i.e., 
 1 1U W X E  . To discover deep hidden information, DSCF-
Net uses M layers of linear transformations and the mathemati-
cal representation of the deep structure is formulated as [37]:  
 
 
1
2 1 2
1 1
L
L L L
X E U V
U U W
U U W
U X E W

 


 
.                                  (62) 
Then, the total reconstruction error between X E and its re-
construction is    
2
1 1... M
T
M F
W WX E E VWX    , where the deep 
basis is   0 1... M MX E W W W  and the learned deep representation 
is TV . Inspired by the self-expression of SRMCF [20], DSCF-
Net also takes 
1 1... M M
TW W W V  as the self-expressive weights and 
adds the locality constraint  1
2 2
1...
T
F
M
T
FM M
W W WV V WV V   into 
the CF framework. Finally, the objective function of DSCF-Net 
is defined as the following joint minimization problem:  
   
 
 
1
2 2
2
2,1
1,
2
1 1
,..., , , ,
1 1
2,...,
min ...
...
0, 0. .
M
T
T T
DSCF Net F F
T T
DSCF Net DSCF NetF
m
M M FW W V S
M
mM
E
M M
X E X E V
S V V
V V
W W W
W W W W
S E
Ws Vt

 







  
 

 




,   (63) 
where the auxiliary variable S   is included to facilitate the opti-
mization, 
DSCF Net  , DSCF Net  and DSCF Net  are three nonnegative 
trade-off parameters, and the 2,1L -norm constrained term 2,1E  
can make the error term E column sparse. It is clear that DSCF-
Net can automatically learn the intermediate hidden representa-
tions and aim at updating the intermediate basis vectors in each 
layer. Since the basis vectors can capture the higher-level fea-
tures and each sample is reconstructed by a linear combination 
of the bases, optimizing the basis vectors can improve the repre-
sentation indirectly in each layer.  
X
UM
VT
UM-1 UM-2 U1 X...
WM WM-1 W2 W1...
Data matrix 
X 
 
Fig.8: The deep factorization structure of DSCF-Net. 
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Fig.9: The deep factorization structure of DS2CF-Net. 
   DS2CF-Net [38]. Different from DSCF-Net that aims at opti-
mizing the basis vectors to improve the representation indi-
rectly in each layer, DS2CF-Net coupled updates the basis vec-
tors and new representations in each layer. To enhance the rep-
resentation and clustering abilities, DS2CF-Net designs a hier-
archical and coupled factorization framework that has M layers, 
which is formulated for learning M updated pairs of representa-
tion matrices and basis vectors
1 MXW W , and M updated label 
constraint matrices A. The deep factorization process of DS2CF-
Net is exhibited in Fig.10, which is performed as follows:  
1 1
2 1 2 2 1 2
1 1 1 1
and
T
M M
M M M M M M
X U V
U U W V V Z
U U W V V Z
U XW V AZ
 

 
 
 
,                (64) 
where  1,2,...,mU m M  is the set of basis vectors of the m-th 
layer,  1,2,...,TmV m M  is the low-dimensional representation, 
 1,2,...,mW m M  is the intermediate matrix for updating the ba-
sis vectors and  1,2,...,mZ m M  is the intermediate auxiliary 
matrix for updating the low-dimensional representation. Matrix 
A denotes the label constraint matrix. Finally, the hierarchical 
model of DS2CF-Net minimizes the objective function:  
 
 
2
2 2 2
2
1 2 3
1,
0 0
2,...,
... ...
0, 0,. .  0, 0
T T
M MDS CF Net
DS CF Net DS CF Net DS CF Net
F
m
U V
m M m
X X
J J J
s t
O W W Z Z A
Z S SW
  

  


 

  
  
,          (65) 
where  1 1
2
... ...
T T
M
F
MW W Z Z AX X  is a deep reconstruction error, 
1J  denotes the label propagation function for enriching the prior, 
2J  is the enriched prior based structure constraint to improve the 
representation, 
3J  is the self-weighted dual-graph learning func-
tion to obtain the locality preserving representations, 2DS CF Net  , 
2DS CF Net


 and 2DS CF Net   are three nonnegative parameters. 0W  
and 
0Z  are added to facilitate the description, which are fixed to 
be the identity matrices. The structure of the overall label con-
straint matrix A is similarly defined as RS2ACF [33].  
To enrich the supervised prior information and make full use 
of both labeled and unlabeled data, DS2CF-Net clearly incorpo-
rates the dual constraints, i.e., label constraint and structure con-
straint. Specifically, the function 
1J  is defined as 
  
2
1
2
0 0 2,1
... ...
TT T T T
L L M MF F
J A X P P X P X W W Z Z A P    ,
        (66) 
where  0 0... ...
T T
M MW W Z Z A  can be regarded as the meaningful 
coefficient matrix self-expressing X, based on the self-expres-
sion on the coefficient matrix [20]. Since the learned robust la-
bel predictor P over 
LX  can map each xi into label space by P
Txi, 
i.e., the supervised information can be enriched by estimating 
the soft label of each unlabeled sample i Ux X as
T
ix P . Then, 
we obtain AU using the normalized soft labels that are described 
as      
1
cT T
U U Uij jij ij
A X P X P

  . Then, the enriched prior based 
structure constraint function 
2J  can be defined as follows:  
   0 0
2
0
2
02 ... ... ... ...
F F
T TT T
M M M MW W Z Z A W W Z ZJ A
 
     
. (67) 
where the structure-preserving matrix   is defined as follows:  
   
1
+ + 2
0 0 0
0 0 0 0
,   
0 0 0 ... 0
0 0 0
l u l uL l l
L
U
c
 
 
 
             
 
 
. (68) 
where 
LQ  and UQ  are the structure constraint matrices defined 
based on 
LX and UX , respectively. LQ  is a strict block-diago-
nal matrix, where each block  1,2,...,iQ i c is a matrix of all 
ones, defined according to the labeled data. The self-weighted 
dual-graph learning function 
3J  is defined as follows:  
2 2
3
T T U T T V
M M M MF F
J U U S V V S    
  
,              (69) 
where 0=M MXW WU   and  0.= ..M MV A Z Z  are auxiliary matrices. 
Clearly, 
3J  can effectively retrain the local neighborhood infor-
mation of the deep basis vectors 
0 MXW W    and representations 
 0...
T T
MZ Z A  in an adaptive manner simultaneously.  
Remarks. In addition to the factorization model, DS2CF-Net 
also differs from DSCF-Net in several aspects: 1) DSCF-Net is 
an unsupervised model, but DS2CF-Net is a semi-supervised 
method that incorporates the optimized label constraint and la-
bel propagation into a unified framework; 2) DS2CF-Net also 
includes a structure constraint to enforce the deep self-expres-
sion weight to be structured and to have a good block-diagonal 
structure, so that each sample can be reconstructed more accu-
rately by the samples of the same class as much as possible; 3) 
DSCF-Net preserves the manifold structure information only in 
data space while DS2CF-Net can not only retain the local man-
ifold information in the data space but also in the resulting fea-
ture space by introducing the adaptive dual-graph constraints. 
Finally, we summarize the existing CF-based variants in Ta-
ble II, where we mainly show the categorization of CF methods 
and also describe their characteristics.   
V. CF-BASED APPLICATIONS 
As a hot and fundamental research topic in the fields of machine 
learning and data mining, CF and its variants have been widely 
used in board application areas. In what follows, we will sum-
marize the application areas of the CF-based methods.  
Coefficients V
TBasis images XWInput data X
 ×
Fig.10: CF in image processing scenario.  
1) Feature dimensionality reduction. Many real applications 
usually suffer from the curse of dimensionality, feature extrac-
tion and dimensionality reduction are fundamental problems in 
the areas of pattern recognition and machine learning. CF and 
its variants have been extensively used as feature extractor for 
handling high-dimensional data. Specifically, for a high-dimen-
sional D N data matrix X, CF methods can learn a low-dimen-
sional d N  representation matrix 
TV to represent X, where d 
Table II. Overall summarization of existing CF based representation learning methods.  
Categories of exiting CF-based methods Methods 
Properties 
Publication 
Local Robust Kernelized Discriminant 
Single-
layer CF 
methods 
Unsupervised 
CF 
Locality-
preserv-
ing CF 
Graph 
Regularized 
CF 
LCCF √    Cai et al. 2011 [7] 
GCF √    Ye et al. 2014 [8] 
GRLCF √    Ye et al. 2017 [9] 
GRLCFCLR √    Ye et al. 2017 [9] 
LGCF1 √    Li et al. 2017 [10] 
MCFAW √    Shu et al. 2018 [11] 
CFANs √    Pei et al. 2018 [12] 
ADGCF √ √   Ye et al. 2017 [13] 
RFA-LCF √ √   Zhang et al. 2019 [14] 
HDCF √    Ye et al. 2018 [24] 
RDCF  √ √   Guo et al. 2015 [121] 
RLLDCF  √ √  √ Jiang et al. 2018 [125] 
CF-OGL  √    Shu et al. 2019 [126] 
HRCF  √    Li et al. 2015 [133] 
DHCF √    Ye et al. 2017 [134] 
SMCF √    Li et al. 2016 [135] 
LGCF2 √    Qian et al. 2017 [139] 
Local  
coordinate 
coding based 
CF 
LCF √    Liu et al. 2011 [16] 
GLCF √  √  Li et al. 2015 [18] 
LGCF1 √    Li et al. 2017 [10] 
GRLCF √    Ye et al. 2017 [9] 
GRLCFCLR √    Ye et al. 2017 [9] 
RFA-LCF √ √   Zhang et al. 2019 [14] 
Self-represen-
tation based 
CF 
SRMCF √    Ma et al. 2018 [20] 
JSGCF √    Peng et al. 2019 [21] 
Other local-
ity-preserving 
ways for CF 
LRCF √  √  Shu et al. 2015 [30] 
SCF √    Shen et al. 2020 [127] 
RSSCF √    Shen et al. 2020 [127] 
SDRCF √    Du et al. 2013 [120] 
Kernel CF 
MKCF √  √  Li et al. 2012 [19] 
GLCF √  √  Li et al. 2015 [18] 
GMKCF   √  Li et al. 2019 [136] 
Robust CF 
ADGCF √ √   Ye et al. 2017 [13] 
RFA-LCF √ √   Zhang et al. 2019 [14] 
RDCF √ √  √ Guo et al. 2015 [121] 
GCCF √ √   Peng et al. 2018 [124] 
RLLDCF √ √  √ Jiang et al. 2018 [125] 
RSCF √ √   Shen et al. 2020 [127] 
Discriminant CF 
RDCF √ √   Guo et al. 2015 [121] 
RLLDCF √ √  √ Jiang et al. 2018 [125] 
SDCF2 √   √ Shu et al. 2017 [128] 
Multi-view CF 
MVCC √    Wang et al. 2016 [122] 
MVCF √    Zhan et al. 2018 [123] 
Semi-supervised 
CF 
Joint classification based 
CF 
DCF    √ Hua et al. 2011 [23] 
HDCF √   √ Ye et al. 2018 [24] 
Label constraint based CF 
CCF    √ Liu et al. 2014 [29] 
LRCCF √  √ √ Shu et al. 2015 [30] 
RSSCF √ √  √ Yan et al. 2017 [31] 
CCF-GL √   √ Lu et al. 2016 [32] 
RS2ACF √ √  √ Zhang et al. 2019 [33] 
CDCF    √ Li et al. 2016 [34] 
SDCF1    √ Li et al. 2016 [44] 
GDCF √   √ Li et al. 2016 [44] 
CGCF √   √ Shi et al. 2014 [129] 
MRSCF √ √  √ Zhou et al. 2020 [131] 
HCCF √   √ Li et al. 2015 [132] 
SLCF √   √ Li et al. 2020 [137] 
Pairwise constraints based 
CF 
PCCF    √ He et al. 2014 [25] 
SSCF    √ Lu et al. 2016 [26] 
CNPCF √   √ Lu et al. 2016 [27] 
RCF √  √ √ Yan et al. 2017 [28] 
Supervised CF Label information driven SGDCF √   √ Long et al. 2018 [22] 
Multi-
layer CF 
methods 
Traditional  
feeding-style 
deep CF model 
- MCF     Li et al. 2015 [35] 
- GMCF √    Li et al. 2017 [36] 
- DGMCF √    Zhang et al. 2018 [164] 
Optimized 
deep CF model 
Single-channel DSCF-Net √ √   Zhang et al. 2019 [37] 
Dual-channel DS2CF-Net √ √  √ Zhang et al. 2020 [38] 
is the number of reduced dimension, and d<<D. Therefore, CF 
can be used as a preprocessing method for subsequent machine 
learning tasks like classification and clustering, which can po-
tentially improve the performance than directly using the origi-
nal data, since the dimensionality reduction process can effec-
tively remove redundant information and unfavorable features.  
2) Image processing. CF methods can also be used for dealing 
with the image processing tasks, when the input is image. Based 
on the image data matrix, where each column vector contains 
the vectorized representations of images, CF based methods can 
decompose it into the basis vectors and representation matrix, 
which is exhibited in Fig.10. Due to the nonnegative constraints, 
the basis vectors can also be seen as the basis images containing 
the local parts-based information of the original image. For ex-
ample, for a face image, the basis vectors may contain the nose, 
eyes or mouth of the face image. Then, based on the learnt parts-
based features and the low-dimensional representation matrix, 
CF based methods can perform various image processing tasks, 
for instance image recognition, image reconstruction, image fu-
sion and image clustering, etc.  
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Fig.11: CF in text processing scenario.  
 3) Document clustering. Document or text processing plays 
an important role in in the area of data mining. Since the textual 
data is not only informative but generally un-structured, the task 
on them is usually difficult. In order to obtain the required use-
ful information from a large pool of document data quickly and 
accurately, recent years have witnessed a lot of efforts on doc-
ument data processing and clustering. In addition, typical text 
data is usually stored in the form of matrix and is automatically 
processed using computers, where each sample is always char-
acterized by a high-dimensional and sparse vector. Fortunately, 
the root CF method was originally proposed to tackle the prob-
lem of document clustering [6], the process of which has been 
shown in Fig.11. Specifically, when solving the document clus-
tering tasks, the input is just the document data matrix with each 
column denoting the frequency of characters or words. In such 
cases, the obtained base matrix XW contains r  concept centers 
(or topics). Note that CF based methods can not only obtain the 
concepts, but also obtain the new representations of documents, 
which can be used for data clustering in real-word scenario.  
 4) Other applications. Due to the enhanced semantic inter-
pretability based on the nonnegativity and the ensured sparsity, 
CF and its extensions can also be applied to other related appli-
cation areas, such as spectral data analysis, speech recognition, 
recommendation systems, signal processing, microarray analy-
sis, hypergraph analysis, signal processing and so on.  
VI. CONCLUSION AND FUTURE DIRECTIONS 
Concept factorization is a classical and popular matrix factori-
zation technique for representation learning and data clustering, 
which has attracted considerable attention and broad interests 
in the areas of intelligent information processing and data min-
ing. However, it is still lack of a comprehensive summarization 
of the existing CF-based methods. As such, this paper contrib-
utes a review to introduce the existing CF methods from differ-
ent perspectives, which we hope to be able to benefit the begin-
ners and young researchers in this field. To be specific, we dif-
ferentiate the current CF-based methods from two perspectives: 
1) shallow vs. deep/multilayer methods; 2) unsupervised, fully-
supervised vs. semi-supervised methods. Several feasible appli-
cations of the CF-based methods are also discussed in this paper. 
However, there is still a lot of space to be explored on the topic 
of CF in future. Here, we simply put forward some future direc-
tions for further research on the study of CF:  
(1) Research on the optimization problem. Existing CF-based 
methods suffer from one common drawback, i.e., their optimi-
zation problems can obtain a local minimum, but cannot guar-
antee the global optimal. Thus, it is worth studying more effec-
tive optimization methods for CF to obtain global optimal solu-
tions, so that the numerical CF stability can be improved;  
(2) Research on the initialization of W and V. For the moment, 
there is still lack of optimal solution to initialize the basis vec-
tors W and coefficient matrix V for the representation learning, 
since they both are often initialized to be random matrices [105-
113]. In other words, it is still an open issue to initialize the two 
nonnegative matrices W and V optimally. Thus, finding a more 
reliable approach to initialize W and V will have the potential to 
speed up the convergence of CF-based methods and more im-
portantly improve the representation ability of features;  
(3) Research on the selection of rank r. The rank r of the fac-
torization is undoubtedly the core parameter of each CF-based 
model, which directly determines the representation ability and 
the dimension of the resulting feature space. Similar to the num-
ber of the reduced dimension in dimensionality reduction and 
feature extraction, how to select an optimal value of r is also an 
open problem that needs further investigation. In addition, ex-
ploring the theoretical guarantee and interpretable factors on the 
relationship between the rank r of matrix and the performance 
of CF-based methods is also an important future work;  
(4) Research on incorporating task-driven characteristic into 
CF. Since the CF-based methods have broad application areas 
in reality, to address the practical application problems, maybe 
we need to consider the task-driven application requirements, 
and include more targeted and useful constraints into the frame-
works of CF-based methods, so that we can obtain satisfactory 
representation learning results that can meet the actual needs;  
(5) Research on more powerful CF-based deep neural net-
works. It is clear that most existing CF-based methods are “shal-
low” models that fail to reveal the deep hidden information and 
hierarchical structure information from the observed input. Alt-
hough certain efforts have been made improve the representa-
tion ability by CF, the performance improvement is still not sig-
nificant. Inspired by the success of deep learning and deep neu-
ral networks [165-169], to enable the CF-based methods to have 
a strong representation learning ability as them to well discover 
hidden deep features and to deal with the real-world large-scale 
tasks, it will be useful and important to explore how to appro-
priately integrate the frameworks of the CF and deep neural net-
works, such as Convolution Neural Network (CNN), for mak-
ing a breakthrough. Thus, how to design more effective deep 
learning architecture and structures for the deep/multilayer CF-
based methods should be investigated in future.  
(6) Research on the evaluation criteria. Although a lot of CF-
based variants have been put forward continuously in the recent 
decade based on different perspectives and merits, it is still lack 
of the systematic evaluation metrics or quantitative indicators 
to compare their performance in terms of a uniform standard. 
As such, it is also necessary to build a uniform evaluation met-
ric to measure the performance of the CF-based methods.  
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