Technology is now being developed that is able to handle vast amounts of structured and unstructured data from diverse sources and origins. These technologies are often referred to as big data, and open new areas of research and applications that will have an increasing impact in all sectors of our society. In this paper we assessed to which extent big data is being applied in the food safety domain and identified several promising trends. In several parts of the world, governments stimulate the publication on internet of all data generated in public funded research projects. This policy opens new opportunities for stakeholders dealing with food safety to address issues which were not possible before. Application of mobile phones as detection devices for food safety and the use of social media as early warning of food safety problems are a few examples of the new developments that are possible due to big data.
Introduction
A huge volume of data is being produced worldwide in nearly all sectors of the society including business, government, health care, and research disciplines such as natural sciences, life science, engineering, humanities, and social sciences. As more and more of this big data become available, it can be used to enable new insights, improve decision-making, and enhance the quality of products and services. The aggregation and the speed at which big data is generated, however, requires to overcome challenges related to efficient collection, storage and processing of data. The applications of big data are highly diverse and vary from recommendation systems of www.Amazon.com (Linden et al., 2003b) to real-time surveillance of influenza outbreaks (Ginsberg et al., 2009 ). Several publications have presented many potential applications of big data (Ebeling, 2016; Klous and Wielaard, 2016; Li et al., 2016; Lin et al., 2016; Richterich, 2016; Ueti et al., 2016) .
The term "big data" is seldom used in relation to food safety mainly because food safety data and information are scattered across the food, health and agriculture sectors. The application of big data in the food safety domain requires the establishment and implementation of interoperability standards and confidentiality safeguards. Traditional food safety data such as national monitoring data are relatively limited but well structured, although generally not harmonized between regions. To investigate where and how food safety can benefit from the big data approach, we analyzed the applicability in food safety of tools developed within the various stages of big data research (e.g., data collection, data storage and transferring, data analysis and data visualization).
In this study we analyze if and to which extent big data play a role in food safety. Examples will be provided to demonstrate future developments and opportunities.
Big data definition
Many definitions of big data exist. The World Health Organization (WHO) uses the definition of (Ward and Barker, 2013) : "The emerging use of rapidly collected, complex data in such unprecedented quantities that terabytes (10 12 bytes), petabytes (10 15 bytes) or even zettabytes (10 21 bytes) of storage may be required." Data management challenges for big data are described by Gartner (2012) as having three-dimensional characteristics, i.e., "Big Data is high volume, high velocity, and high variety information assets that require new forms of processing to enable enhanced decision making, insight discovery and process optimization." The European Commission (EC) has issued a similar definition (EC, 2014) , referencing the three Vs of Volume, Velocity and Variety: "Big Data refers to large amounts of different types of data produced with high velocity from a high number of various types of sources. Handling today's highly variable and real-time data sets requires new tools and methods, such as powerful processors, software and algorithms." (De Mauro et al., 2015) proposed the consensual definition: "Big data represents the information assets characterized by such a High Volume, Velocity and Variety to require specific technology and analytical methods for its transformation into Value."
In (all) definitions volume refers to the amount of data (e.g., terabytes to exabytes of existing data to process), velocity is the speed of information generated and how fast the data is processed, and variety represents the variation in data formats (e.g., structured and unstructured data). Structured data refers to a variety of data formats and types that can be fitted neatly into rows and columns (traditional text/numeric information). Unstructured data is information that is not organized such as Twitter tweets, and other social media postings (Arthur, 2013) .
Value is referred to as the costs of data generation and its intrinsic value (Hazeleger, 2015) , as well as the transformation of big data into valuable new insights, solutions or decisions that otherwise have remained undiscovered and unknown (De Mauro et al., 2015) . In addition to the four Vs mentioned above (Volume, Velocity, Variety and Value), Veracity and Validity can be considered as big data characteristics as well. Veracity is the uncertainty due to incompleteness, approximations and inconsistencies (IBM, 2012) . Validity is the question if the data is valid for the problem and has the data sound basis in logic or fact.
Big data as described in the definitions has become a reality in many sectors and the ability to tackle the challenges related to handling and integrating huge amounts of data will provide opportunities to increase competitive advantages.
Application of big data in food safety
The WHO has recently embraced the big data approach to support decision-making in food safety which has resulted in the food safety platform "FOSCOLLAB" to provide integration of different sources from various disciplines (WHO, 2015a) . In this platform, structured and nonstructured data from multiple sectors such as animal, agriculture, food, public health and economic indicators are integrated and available to the user via several dedicated dashboards (WHO, 2015a) . The data sources connected in FOSCOLLAB are Evaluations of the Joint FAO/ WHO Expert Committee on Food Additives (JECFA) and The Joint FAO/WHO Meeting on Pesticide Residues (JMPR) databases on chemical risk assessment, the WHO database on Collaborating Centres and the GEMS food databases on food consumption and chemical occurrence in food (see Table 1 ). Information from additional data sources will be integrated as the FOSCOLLAB platform develops, which will support actors operating in the risk analysis of food and feed (WHO, 2015a). Figure 1 shows the different stages that can be distinguished when managing big data and which has been adapted for food safety from health sciences (Huang et al., 2015) . In the next section, each stage will be discussed.
Data collection in food safety
Various types of sources can be distinguished that may contain or generate information useful for food safety such as (online) databases, internet, omics profiling, mobile phones, and social media. The challenge is to identify relevant data within a data source and to link it to other data sources. In this regard, especially challenging is the use of nontraditional data sources such as social media. Next we will discuss the various types of data sources and how they may be used to generate additional value for food safety. Table 1 provides an overview of (online) data sources that contain information related to food safety (directly/indirectly) such as information on a hazard (i.e., monitoring programmes, alert systems, chemical data), exposure (i.e., consumption databases), and surveillance reports on animal and plant diseases. Figure 2 gives an example on which elements in the various types of data sources may be used to connect the data sources (e.g., hazard, (food) product and country) to generate an added value. The data linkages shown in Figure 2 are similar to the ones used in FOSCOLLAB by WHO (WHO, 2015a), albeit from different data sources.
(Online) database
For monitoring data of hazards in food products a few large databases can be identified (e.g., GEMS/ Food, RASFF, see Table 1 ). The Global Environment Monitoring System (GEMS/ food) database (WHO, 2015b) contains millions of global monitoring data entries. Given the relatively large volume of entries (600-800 entries/ month), the data are structured in a logical manner and is easily retrievable. Information on the properties of chemicals, growth conditions of microorganisms and weather reports can be of importance for food safety research or can be used in models to predict the presence of certain hazards, for example, mycotoxins in wheat (van der Fels-Klerx et al., 2012) . These weather reports contain large volumes of data generated with high velocity, just as data collected in the agricultural and supply chain. Food safety incidences are collected in structured databases such as RASFF, but also on websites of the International food safety authorities (e.g., recalls) and in media reports (see MedISys [http://medusa.jrc.it/ medisys/homeedition/en/home.html]). These latter data sources are unstructured and scattered over the internet, and therefore harder to retrieve. A similar example is the registration of foodborne outbreaks (e.g., by the CDC). These incidences can be found on the internet or social media as well.
Internet
Internet is a huge source of information and may be exploited to assist risk managers and or risk assessors in maintaining food safety. Web crawling systems have been developed that search the internet for publications on food safety related reports. A typical example of such system is MedISys which is part of the European Media Monitor (EMM) developed by the joint Research Centre (JRC) of the European Commission (Steinberger et al., 2013) . MedISys is a fully automatic surveillance system that collects 24/7 reports from the internet on human and animal infectious diseases (Linge et al., 2009) , which also has been adapted to collect food safety related publications (Rortais et al., 2010) . Analysis of this system showed that it can be used as an early warning system for the detection of food and feed-borne hazards (Rortais et al., 2010) .
(Online) archives of functional genomics data
Omics is a term that covers multiple disciplines, including genomics (studies on effects of nucleotide variations within genes), transcriptomics (mRNA expression), metabolomics (levels of metabolites), and proteomics (levels of peptides and proteins).
The principle approach for developing toxicogenomics-based predictive assays for chemical safety, and in particular for the purpose of hazard identification, involves that large-scale genomic databases (Table 1) are derived from exposure of cells or animals to known toxicants (Goetz et al., 2011) . Toxicogenomics aims to elucidate molecular mechanisms involved in the expression of toxicity and to derive molecular expression patterns (i.e., molecular biomarkers) that predict in vitro and in vivo toxicity using "animal-based" and in vitro (cellular) models (Embry et al., 2014) . This so-called read-across approach is based on the assumption that similar gene expression profiles dictate similar physiological responses that are used to discover the toxicological properties of a biological or chemical entity. This task, although conceptually simple, is far from easily performed. Toxicogenomics tends to generate "big data" requiring extensive bioinformatics and biostatistics efforts for actually retrieving toxicologically meaningful results. The amount of toxicogenomics data generated internationally is vast, complex, and difficult to interpret statistically and biologically (Suter-Dick et al., 2014) . It has proven vital to be able to store and manage voluminous toxicogenomics data sets in databases, as linking data resources would improve toxicogenomics research and data analysis (Hendrickx et al., 2014) . Large amounts of transcriptomics data on toxicogenomics, but also on other types of data like cancer research, are stored in very large databases that are freely accessible. Two examples of these are Gene Expression Omnius (GEO) (Clough and Barrett, 2016) and ArrayExpress (Kolesnikov et al., 2015) . Presently, a comprehensive knowledge base is being developed as part of the Organisation for Economic Co-operation and Development (OECD) Adverse Outcome Pathway (AOP) program (http://aopkb.org/) that will serve as a central repository for exploratory analyses and predicting human health risks (Oki et al., 2016) . 
Mobile phones
The use of mobile phones is widespread and new applications appear rapidly including food safety and health related applications. Reports have appeared on the use of Smartphones in combinations with other handheld devices to measure (i) Mercury contamination in water (Wei et al., 2014) , (ii) Ochratoxin A contamination in beer (Bueno et al., 2016) , (iii) allergens in a variety of food products (Coskun et al., 2013) , and (iv) microbial contamination (Escherichia coli) in water and food samples (Zhu et al., 2012) . Collected data can be processed on the phone or via a Wi-Fi connected computer for own purpose but may also be transferred to data clouds or other data centers. An example of such process has been provided by Dzantiev et al. (2014) for nonlaboratory analyses based on immuno-chromatography. Challenges and opportunities of such data in the open source arena should be carefully evaluated to determine the direction such development should be guided.
Social media
Food safety agencies and food associated organizations already are using social media such as Facebook, Twitter and YouTube to communicate with the general public on food safety related issues (Shan et al., 2014) . By monitoring users' conversations on social media, food agencies will better understand their audience and may detect new issues. Web mining and social media analysis approaches are being developed to exploit the huge amount of data as an early warning system for identification of potential health and food safety issues that may develop into a crisis .
Data storage and transferring
Generally, data storage is achieved using data management systems, such as MySQL, Oracle, and PostgreSQL (see Table 2 ). However, such systems are not sufficient to support big data handling. Much more speed, flexibility and reliability are needed in these cases than these traditional systems can deliver. Therefore, next generation databases have been developed which are nonrelational, open source and horizontal scalable and are referred to as NoSQL. Examples of such systems are MongoDB, Cassandra, and HBase. Following storage, the next challenge is moving big data from different sources of data into a NoSQL cluster for processing. For this, transferring software is needed and examples of such software used to handle big data are Aspera and Talend.
Data analysis
Following storage and moving the data to the processing unit in NoSQL, the data should be processed. A list of the most used analysis methods for big data is shown in Table 3 . These methods can be classified in two categories: (1) Recommendation System and (2) Machine Learning.
Recommendation systems are information filtering systems that elicit the preferences, interest, or observed behavior of consumers and make recommendations accordingly. They have the potential to support the decisions consumers make while searching for and selecting products online (Chenguang and Wenxin, 2010; Konstan and Riedl, 2012) . These systems are used by e-commerce organizations to advice their customers based for example on the top sellers on a site, demographics of the customer, analysis of the past buying behavior of the customer, etc. (Mishra et al., 2015) . These systems are developed using data mining techniques (collaborative filtering, content based filtering and hybrid approaches (Goldberg et al., 2001) and heuristics (Nakamura and Abe, 1998) . Examples of recommendation systems in various applications are shown in Table 3 : Amazon, Netflix, etc. To the author's knowledge, these systems are not yet applied in food safety.
Machine Learning explores algorithms that can learn from and make predictions on data. Machine learning is employed in cases where designing algorithms is complex and to build models from data in order to make predictions or decisions (Kim et al., 2015) . Several machine learning algorithms are proposed to solve classification problems in the literature: Auto Encoder (Bengio, 2009) , Restricted Bolzmann Machine (Montavon et al., 2012) , Bayesian networks (Mkrtchyan et al., 2015) , Neural networks (Ata, 2015) , etc. (Table 3) . Several of these technologies have been used in food safety applications (Beaudequin et al., 2015; Bouzembrak and Marvin, 2016; Marvin et al., 2016; Esser et al., 2015; Lin and Block, 2009) and have also been proposed as tool in big data handling in food safety .
Visualization
Several visualization tools are available to analyze and present summaries of the big amount of data, which all have their own advantages and disadvantages (see Table 2 ). Most commonly used are R and Cicos. R (Schumacker and Tomek, 2013) is an open source programming language used in data science to visualize and analyze data that provide plot functions and network plot functions. Circos (Xiao et al., 2013) allows to visualize data in a circular layout and to explore relationships between objects or positions. This software has become the standard of visualizing genome chromosomes. For commercial visualization software which does not require programming skills, IBM Many Eyes (see Table 2 ) and Tableau are good choices.
Examples of big data in food safety

Agricultural chain and food supply chain
In the agricultural chain, big data can be used to predict the presence of pathogens or contaminants by linking information on environmental factors with pathogen growth and/or hazard occurrence. For example, by monitoring the conditions of crops in the field, the areas with an increased incidence of aflatoxins can be identified before entering the food chain (Armbruster and MacDonell, 2014) . In another study, quantitative models were developed to predict the contamination of the mycotoxin deoxynivalenol (DON) on wheat in northwestern Europe using a variety of models and databases, including weather data (van der Fels-Klerx et al., 2012) . By characterizing the presence of pathogens on farm fields and by combining this with environmental and meteorological data, the presence of Listeria monocytogenes could be predicted (Strawn et al., 2013) . (Chen and Qiao, 2015) ; Neural networks Disease gene priorization (Li et al., 2012) .
Transfer Learning
Food fraud prediction Marvin et al., 2016) Manifold Learning Topological analysis Guilt-by-association Shortest path analysis Several big data collection and analytics systems have been developed to support farmers in decision making such as Sema-Grow (http://www.semagrow.eu/). This system uses algorithms and tools for the efficient querying of large-scale data sets and independent data sources. It specifically focused on the agriculture domain and its use cases through merging and integrating a large and very diverse spatio-temporal data sets. One of the use cases explored in SemaGrow is regional agro-climatic modelling in the frame of climate adaptation (Lokers et al., 2016) .
Another example is the system developed in the European research project "Trees4future" (www.trees4future.eu). In the Trees4Future project, forestry scientific data was made accessible for scientists and decision makers and several models (The ForGEM model (Kramer et al., 2013) , the EFISCEN model (Nabuurs et al., 2000) and the Tosia model (Lindner et al., 2010) ) were linked to assess climate change impacts and explore climate adaptation strategies.
In the supply chain, tracking and tracing of food is mandatory to ensure quick recalls. This can be broadened by using GPS, sensor-based and RFID technologies. In this way, near or real-time data can be collected on the location and other attributes of the food (e.g., temperature). A large U.S. restaurant chain (The Cheesecake Factory) collects large volumes of data on transportation temperature, shelf life, and food withdrawals which is analyzed by IBM Big Data Analytics. When something is amiss, the affected food can quickly be recalled from all the restaurants (HACCPEurope, 2013). Wal-Mart Stores Inc. uses a Sustainable Paperless Auditing and Record Keeping (SPARK) system that automatically uploads data (like food temperature) to a web-based recordkeeping system. In one month, internal cooking temperatures of rotisserie chickens were measured 10 times by health officers, 100 times by private investigators and 1.4 million times by SPARK (Yiannas, 2015) . In this way a lot of data are collected and can be used to quickly identify undercooked chicken.
Outbreaks and source identification
During a food safety outbreak a large number of samples are collected and analyzed, leading to large volumes of data and information that is used in identifying the source of the outbreak. Development of techniques in rapid screening of pathogen genomes (whole genome sequencing, next-generation sequencing) results in a collection of the specific genomic information and the (historical) occurrence of pathogenic strains or subtypes (Lienau et al., 2011) . For example, during and after the pathogen "EHEC" outbreak in Germany in 2011, information was gathered on the presence of the bacteria in several areas. Homes of healthy individuals were screened for harboring the pathogen and families were monitored to screen for secondary infections. It is expected that such monitoring information may help to detect a problem at an early stage allowing timely preventive measures and consequently preventing an outbreak (Kupferschmidt, 2011) .
Identification of outbreaks with alternative data sources
In addition to the genomic information, other factors can be used to establish the source of contamination. Gardy et al.
(2011) concluded from a study on a tuberculosis outbreak that "genotyping and contact tracing alone did not capture the true dynamics of the outbreak." Socio-environmental information in combination with whole-genome sequencing of existing and historical isolates were used by these authors to determine the source and cause of the outbreak (Gardy et al., 2011) . Although the data were not big in "Volume" (36 isolates), the "Variety" of the data was increased by using a social network (interviews with patients). Doerr et al. (2012) used proactive geospatial modelling to identify the wholesalers involved in the distribution of contaminated food based on the food supply chain. They included in the model the distribution network of wholesalers, the population density, retailer's locations, and consumer behavior.
One study analyzed online customers' reviews of restaurants (yelp.com) for key words related to food poisoning. They compared the results to the Centers for Disease Control and Prevention (CDC) outbreak controls database. The authors postulate that these reviews provide near-real time information on outbreaks and can complement traditional surveillance systems (Nsoesie et al., 2014) . In addition, (Newkirk et al., 2012) also see the potential of using social media to augment food surveillance systems, however, these authors think that the methods are not fully developed yet. big data analysis can provide the resolution for this problem.
Future of big data in food safety
In Europe, the European Commission has developed a strategy on big data and supports a data-driven economy (EC, 2014) . They support open access of data, e.g., free of charge online access to EU-funded research results, including scientific publications and research data. This involves EU funded projects on (i) crop monitoring for developing countries (e-Agri), (ii) monitoring the whole product lifecycle (LinkedDesign), and (iii) improving the efficiency and quality of the product development process (iprod). Also national governments in Europe such as the Dutch Government are stimulating public-private projects to explore the potentials of big data (Rijksoverheid, 2015) . In the United States, the Obama Administration launched a "Big Data Research and Development Initiative" to "greatly improve the tools and techniques needed to access, organize, and glean discoveries from huge volumes of digital data" (Obama Administration, 2012). The Initiative increased government support and accelerated the Federal agencies' ability to extract knowledge from large and complex digital data. This is also, encouraged private companies, academia, local governments, and foundations to collaborate on new big data projects such as "Data to Knowledge to Action" in 2013 (Whitehouse, 2013) .
It is clear that these strong driving sources will boost the availability and use of big data in many sectors of our society. It is expected, however, that food safety will not be at the forefront of these developments. The success of new applications and approaches in food safety, such as use of smart phones to measure food safety hazards, combining data from a large variety of sources, including climate data, to analyze food safety risks or the use of social media such as Twitter as information source will strongly influence the future use of big data tools.
Finally, the availability of huge amount of data from public funded research projects such as aimed for by the European Commission for H2020 funded projects will provide a new opportunity to generate new insight to food safety issues provided that tools are available to handle the diversity and complexity of such data supply.
In the RICHFIELDS project (www.richfields.eu) innovative consumer support tools will be developed to select healthy food (personalized nutrition). The developed tools will utilize food products data, food intake data, lifestyle and health data, including real time consumer-generate data through the use of mobile apps or tech-wear (consumer information, purchase, preparation and consumer-generated real-time data, etc.) (Van den Puttelaar et al., 2016) .
Bayesian Networks (BNs) are capable of dealing with such data diversity and have been used for this purpose in many domains, albeit very limited in food safety. We expect that BNs may be useful to implement system or holistic approach in food safety where data from influencing drivers on food safety such as climate change, economy, and human behavior are combined to predict further events of food safety risks .
Conclusions
A huge amount of data directly and indirectly linked to food safety is being produced worldwide. Currently, only limited numbers of tools developed within the big data domain are applied in food safety. The trend to make data from public funded research projects available on internet opens new opportunities for stakeholders dealing with food safety to address issues not possible before. Especially, the use of mobile phones and advanced traceability systems in food safety monitoring and the use of social media may require tools and infrastructure that have more big data characteristics than currently.
