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Introduction
Let q be a prime power and let V be an n-dimensional vector space over the finite field F q . The spherical building associated with G = GL(V ) is the order complex X V of the nontrivial linear subspaces of V : The vertices of X V are the linear subspaces 0 = U V , and the k-simplices are families of subspaces of the form {U 0 , . . . , U k }, where U 0 · · · U k . The homotopy type of X V was determined by Solomon and Tits [9] (see also Theorem 4.73 in [1] ).
In this paper we study analogues of Theorems 1.1, 1.2 and 1.3 for the homology of X V with certain local coefficient systems introduced by Lusztig and Dupont. We first recall some definitions. Let X be a simplicial complex on a vertex set S. Let ≺ be an arbitrary fixed linear order on S. For k ≥ −1 let X(k) denote the set of k-dimensional simplices of X, and let X (k) denote the k-dimensional skeleton of X. A simplex σ ∈ X(k) will be written as σ = [s 1 , . . . , s k+1 ] where s 1 ≺ · · · ≺ s k+1 . The i-th face of σ as above is the (k − 1)-simplex σ i = [s 1 , . . . , s i−1 , s i+1 , . . . , s k+1 ]. For a 0-dimensional simplex σ = [s 1 ], let σ 1 = ∅ be the empty simplex. A local system F on X is an assignment of an abelian group F (σ) to each simplex σ ∈ X, together with homomorphisms ρ For k = −1 let ∂ −1 denote the zero map C −1 (X; F ) = F (∅) → 0. The homology of X with coefficients in F , denoted by H * (X, F ), is the homology of the complex ⊕ i≥0 C i (X; F ). The reduced homologyH * (X, F ) is the homology of ⊕ i≥−1 C i (X; F ). Let X, Y be two simplicial complexes and let f : X → Y be a simplicial map such that dim f (σ) = dim σ for all σ ∈ X. Let G be a local system on Y . The inverse image system F = f −1 G given by F (σ) = G(f (σ)) is a local system on X. The induced mapping on homology is denoted by f * :H k (X; F ) →H k (Y ; G). For further discussion of local coefficient homology, see e.g. chapter 7 in [3] and chapter 10 in [6] .
Lusztig, in his seminal work [5] on discrete series representations of GL(V ), defined and studied the local system g on X V given by g(U 1 ⊂ · · · ⊂ U ℓ ) = U 1 and g(∅) = V , where the connecting homomorphisms ρ τ σ 's are the natural inclusion maps. Dupont, in his study of homological approaches to scissors congruences [4] , extended some of Lusztig's results to the higher exterior powers ∧ k g over flag complexes of Euclidean spaces. For i ≥ 0 letH i (X V ; ∧ k g) denote the i-th homology F q -module of the chain complex of X V with ∧ k g coefficients. Note that
The following result was proved by Lusztig (Theorem 1.12 in [5] ) for k = 1, and extended by Dupont (Theorem 3.12 in [4] ) to all k ≥ 1.
The proof of (1) in [5] is based on the case k = 1 of Theorem 1.4, combined with an Euler characteristic computation. In Section 2 we describe an explicit basis of D 1 (V ). This construction may be regarded as a twisted counterpart of Theorem 1.2. Concerning the dimension of D k (V ) for general k, we prove the following extension of Theorem 1.
Our final result is an analogue of the Smith-Yoshiara Theorem 1.3 for the coefficient system ∧ k g.
The paper is organized as follows. In Section 2 we construct an explicit basis for D 1 (V ). In Section 3 we use an exact sequence due to Dupont to prove Theorem 1.5. In Section 4 we recall the Nerve lemma for homology with local coefficients, and obtain a vanishing result for a certain local system on the simplex. These results are used to prove Theorem 1.6. We conclude in Section 5 with some remarks and open problems.
A Basis for D

(V )
In this section we construct an explicit basis for
and let e 1 , . . . , e n be the standard basis of V . For a = (a 1 , . . . , a n ), b = (b 1 , . . . , b n ) ∈ V let a·b denote the standard bilinear form
. See Figure 1a for a depiction of the 2-dimensional complex K when n = 4.
Choose a linear order ≺ 1 on the simplices of K such that σ ≺ 1 τ if dim σ > dim τ . The barycentric subdivision of K, denoted by sd(K), is the complex whose vertex set sd(K)(0) consists of all nonempty simplices of K, and whose k-simplices 
For a permutation π in the symmetric group S n−1 let π(x) = (x π(1) , . . . , x π(n−1) ). Let E = {0, 1} n−1 and for 1 ≤ j ≤ n − 1 let
, where
and let f v : sd(K)(0) → X V (0) be the map given by
Clearly, f v extends to a simplicial map from sd(K) to X V . The inverse of g under f v is the local system of sd(K) given by
For a sequence u = (u 1 , . . . , u n−1 ) ∈ V n−1 of linearly independent vectors in V such that e n ∈ u 1 , . . . , u n−1 , let w(u) be the unique element w ∈ u 1 , . . . , u n−1 ⊥ such that w · e n = 1. For ǫ ǫ ǫ = (ǫ 1 , . . . , ǫ n−1 ) ∈ {0, 1} n−1 and π ∈ S n−1 let χ(ǫ, π) = (−1)
. We consider the following four cases according to the type of G. For n = 4 we depict the various edge types in Figure  1b . Edges colored with blue, green, red and magenta correspond to types 1,2,3 and 4 below respectively.
As G is the ℓ-th face of both these simplices, it follows that
As G is the 1-face of each of these simplices, it follows that
4. G = S(π(a ǫ ǫ ǫ,j )) 1 for some π ∈ S n−1 and ǫ ǫ ǫ ∈ E j , where j = π(n − 1). Let j ′ = π(n − 1) and let τ denote the transposition (j, j ′ ). Since S(π(a ǫ ǫ ǫ,j )) 1 is independent of ǫ π(n−1) , we may assume that ǫ j ′ = ǫ π(n−1) = 0. Then:
We have thus shown that c v ∈H n−2 (sd(K); h).
On the other hand, if
, this completes the proof of Theorem 2.2.
Example: Let n = 3 and let 2 ) by Theorem 1.1. Let G j (V ) denote the family of all j-dimensional linear subspaces of V . The following result is due to Dupont (Proposition 5.38 in [4] ). (
Theorem 3.1 (Dupont). There is an exact sequence
Substituting λ = −t −1 in (5) and multiplying by t n it follows that
Differentiating (6) k times and multiplying by Substituting t = 1 in (7) and using (4) we obtain (2).
A Basis for
In this subsection we describe an explicit basis for D n−1 (V ) =H 0 (X V ; ∧ n−1 g). We first recall some facts concerning the exterior algebra ∧V . Let V = F n q . Using the notation of Section 2, recall that e 1 , . . . , e n are the unit vectors in V , and a · b denotes the standard symmetric bilinear form on V . Let e = e 1 ∧ · · · ∧ e n ∈ ∧ n V . The induced bilinear form on ∧ p V is given by
.
The star operator * : 
of V , and let {w j } n j=1 be the dual basis, i.e.
. . , n − k}, J 0 = {n − k + 1, . . . , n}, and let
On the other hand
Combining (8) and (9), it follows that 0 =
We proceed to construct a basis of
Then ∂ 0 (z u,i ) = * e i + * u − * (u + e i ) = * (e i + u − (u + e i )) = 0 and therefore
is a basis of D n−1 (V ).
Proof. By Theorem 1.5
It therefore suffices to show that the elements of B are linearly independent. This in turn follows from the fact that for any 2 ≤ j ≤ n and v ∈ R j , it holds that
In this section we prove Theorem 1.6. The upper bound follows from a construction of certain explicit (n − k − 1)-cycles of D k (V ) given in Subsection 4.1. The lower bound is established in Subsection 4.2.
The Upper Bound
Let 1 ≤ k ≤ n − 1 and let m = n − k + 2. Let u = (u 1 , . . . , u m ) ∈ V m be an ordered m-tuple of vectors in V whose only linear dependence is
Let γ u ∈ C n−k−1 (X V ; ∧ k g) be the chain whose value on an (n − k − 1)-simplex F is given by
. We consider the following two cases:
As G is the 1-th face of these three simplices, it follows that
We have thus shown that γ u ∈ D k (V ).
Example: Figure 4 .
The Lower Bound
In preparation for the proof of the lower bound in Theorem 1.6, we first recall a twisted version of the nerve lemma. Let 
The Nerve Lemma is the following 
We will also need a simple observation concerning a certain twisted homology of the simplex. Let r ≥ 2 and let W 1 , . . . , W r be arbitrary linear subspaces of a finite dimensional vector space W over a field K. Let ∆ r−1 denote the simplex on the vertex set [r], and let G be the local system on ∆ r−1 given by
with the natural inclusion maps.
Proof: Using the natural order on {1, . . . , r}, the top dimensional simplex in ∆ r−1 is τ = [1, 2, · · · , r], and its i-th face is
The boundary map ∂ r−1 :
Note that for 1 ≤ i ≤ r and 1 ≤ j ≤ r − 1, the j-th face of τ i is
It follows that the boundary map ∂ r−2 : C r−2 (∆ r−1 ; G) → C r−3 (∆ r−1 ; G) is given by
Eq. (12) implies thatH r−1 (∆ r−1 ; G) = 0. Next let c = r i=1 w i τ i ∈ ker ∂ r−2 be a Gtwisted (r − 2)-cycle of ∆ r−1 . It follows by (13) that w j = (−1) j+1 w 1 for all 1 ≤ j ≤ r. Therefore w 1 ∈ r i=1 W i and hence w 1 τ ∈ C r−1 (X; G). Eq. (12) then implies that ∂ r−1 (w 1 τ ) = c. ThusH r−2 (∆ r−1 ; G) = 0.
Proof of the lower bound in Theorem 1.6. We argue by induction on n − k. For the induction basis k = n − 1, we have to show
it follows that u + v = 0 and hence z = 0, a contradiction. For the induction step, assume that n − k ≥ 2 and let
Let supp(z) = {τ 1 , . . . , τ s } ∈ X V (n − k − 1) and write
where dim V j (i) = j for all 1 ≤ i ≤ s and k ≤ j ≤ n − 1. Let of Y . For σ ⊂ [r] let U σ = ∩ i∈σ U i and Y σ = ∩ i∈σ Y i . If σ ∈ N then Y σ is the order complex of the poset P σ = {W : 0 = W ⊂ U σ }. As P σ has a unique maximal element U σ it follows (see e.g. Lemma 1.4 in [5] ) that
Write
Eq. (14) and Corollary 4.4 imply that for all p ≥ 0
Proposition 4.6. r ≥ n − k + 2.
• The Nerve Lemma argument used in the proof of Theorem 1.6 can be adapted to give a simple alternative proof of the Smith-Yoshiara Theorem 1.3. We hope that this approach can also be useful for the study of minimal cycles of local systems over other highly symmetric complexes.
• The Smith-Yoshiara Theorem 1.3 and its counterpart for the local system ∧ k g, Theorem 1.6, show that the linear codes that arise from (twisted) homology of X V have small distance relative to their length, and are therefore far from good codes. On the other hand, it is known (see [2] ) that for fixed integers n ≥ 2 and K > 0 there is a constant λ = λ(n, K) > 0, such that for sufficiently large N there exists a complex X N ⊂ ∆ for all 0 = z ∈ C = H n (X N ; F 2 ). In particular, the rate r(C) and relative distance δ(C) of C satisfy
It would be interesting to give explicit constructions of simplicial complexes that give rise to homological codes with similar parameters.
