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The part-of relation is reflected in language in many different ways, with 
different pragmatic, semantic, and syntactic properties. Partititivity plays 
an important role in theories on mass and count nouns as well as aspect 
(cf. a.o. Ter Meulen 1980; Link 1983; Moltmann 1998; Bach 1986; Rrifka 
1992; Verkuyl 1993; Kiparsky 1998; Doetjes 1997; Bosveld-de Smet 1998). 
Hoeksema (1996) distinguishes between full or headed partitives and de- 
terminerless or bare partitives. In this article I will not be concerned with 
the (structural) differences between these two types of partitivity. Instead 
I will focus on the correspondences between ordinary partitive construc­
tions on the one hand and other types of partitives, such as pseudoparti­
tives, faded partitives, and partitive Case bearing noun phrases, on the 
other. I will attempt to develop at least part of a comprehensive view on 
partitivity.
1. The Partitive Constraint
Ordinary partitive constructions are well-known for a constraint that has 
been dubbed the Partitive Constraint by Jackendoff (1977). The Partitive 
Constraint implies that the embedded noun phrase within a partitive 
must be definite, i.e., it must contain a definite article, a demonstrative, or 
a possessive (cf. Jackendoff 1977; Selkirk 1977). Other strong noun 
phrases as well as weak noun phrases are generally taken to be excluded 
from that position. Some examples are given in (1):
(1) a. one of these / the / my books
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b. * one of all / most books
c. * one of some / three /no books
Jackendoff considers the Partitive Constraint to be part of the semantic 
component, yet makes no attempt to give a semantic explanation or moti­
vation for its existence.
Apart from the Partitive Constraint on the embedded determiner within 
a partitive construction, it is well-known that the upstairs determiners in 
partitive constructions are also subject to certain restrictions as not all de­
terminers can occur in this upstairs position. Hoeksema (1984) observes 
that upstairs determiners are never transitive or indexical. This is a syn­
tactic characterization that distinguishes transitive determiners that ob­
ligatorily combine with a noun (like the, every, a, no, and my) from the in­
transitive ones that cannot combine with a noun (such as everything, he, 
him) and the pseudotransitives (e.g., all, some, few, these). Transitive de­
terminers are excluded from the upstairs determiner position, but not all 
intransitive or pseudotransitives are allowed. In fact, the indexical deter­
miners (basically, demonstratives and personal pronouns) must be ex­
cluded as well. What Hoeksema (1984) has to say about the differences be­
tween *every / no / the of the students on the one hand and every one / none! 
all of the students on the other, has not lost much of its plausibility yet. Un­
fortunately, Hoeksma’s (1984) paper has never been published, despite its 
status as one of the pioneer studies on the partitive construction.
As for the Partitive Constraint, Barwise and Cooper (1981) give a for­
mal semantic definition of definite noun phrases and argue that exactly 
these definite noun phrases are allowed in the embedded position of par­
titive constructions. Barwise and Cooper define definite noun phrases as 
noun phrases for which there is some non-empty set which is a subset of 
all sets contained in the family of sets the noun phrase denotes. Such a 
subset (empty or non-empty) is called the generator of the noun phrase. 
For example, the set of books is the generator of every book, the set of three 
contextually indicated books is the generator of these three books. Noun 
phrases like three books or most books do not have such a generator: there 
is not necessarily one set of books that is a subset of all sets contained in 
the denotation of three / most books. That is, any three books will make a 
sentence such as Three books are on the table true (unlike These three 
books are on the table). For a noun phrase to be definite, however, the gen­
erator must be non-empty, which means that in Barwise and Cooper’s 
(1981) definition, a noun phrase like every book is not definite, as it does 
not presuppose the existence of books.
Barwise and Cooper interpret the partitive phrase ofN P  as the gener­
ator set of the noun phrase denotation if and only if this noun phrase has a
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definite determiner. Thus, the of NP-phrase gets a common noun deno­
tation (that is, a set of individuals) and can combine with the first deter­
miner to form a partitive construction. Barwise and Cooper note that they 
do not have an explanation for the contrast between the two and both in 
the embedded determiner position of a partitive. They should both be ac­
ceptable but only the two actually is, witness (2):
(2) a. one of the two books
b. * one of both books
In order to account for this salient difference, Ladusaw (1982) and Hoek- 
sema (1984) give an extension of Barwise and Cooper’s analysis. They 
both recognize that the embedded noun phrase must have a group read­
ing. Both, however, can only get a distributive reading and it cannot de­
note a group. This can be verified when both is combined with a collective, 
group level predicate. Unlike the two, it gives rise to ill-formedness.
(3) a. * Both cats lick each other.
b. The two cats lick each other.
c. * Both cats are a happy couple.
d. The two cats are a happy couple.
Ladusaw takes a constituent such as the (two) cats to denote a group level 
individual, analogous to the cat denoting an entity level individual. Indi­
viduals are noun phrases of which the generator is a singleton set. A group 
level individual is generated by the singleton set of the group. For in­
stance, Jane and Jacky on the group reading denotes such an individual, 
generated by the singleton set of the group consisting of Jane and Jacky. 
Such a group level individual denotes the set of all properties that this 
group has. This means that Jane and Jacky love each other will be true if 
and only if the property love each other is a member of the set denoted by 
the group level individual Jane and Jacky. The set of all groups G should 
contain the non-empty non-singleton sets of entities as its members.
According to Ladusaw, both cats denotes the set of properties that the two 
cats share, in other words, the intersection of the properties that each of the 
two cats has. One cat cannot have the property of licking each other, hence 
the ungrammaticality of (3a). The two cats, however, denotes a group level 
individual and can contain a group level property such as lick each other.
Ladusaw’s interpretation rule for partitive constructions is a “down- 
stepping” consists-of function g  that maps the atoms which generate indi­
viduals into their components. Thus, in one of the two cats the argument of 
the determiner one is the set of entities which serves as the generator of 
the individual denoted by the two cats. A similar story can be told for par­
titives containing mass nouns or singular count nouns. For example, in
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some o f the book the determiner takes as its argument the stuff the count 
atom consists of. The Partitive Constraint can be restated such that the 
embedded noun phrase within a partitive construction must always de­
note an individual, either entity-level or group-level. That is, ofNP  is g(a) 
if the noun phrase denotes the individual / a and is undefined otherwise.
The observation that the embedded noun phrase must have a group 
reading and can therefore be considered a group level individual, has been 
a significant step forward in explaining the characteristics of the em­
bedded determiner in a partitive construction. There remain some prob­
lems within this approach, however, as we will see below.
2 . Problematic partitives
Ladusaw (1982) reformulated the Partitive Constraint merely in terms of 
the individual denoting versus quantifier distinction. Some problems im­
mediately arise, since not only definites can have the required collective 
reading. Notoriously, the determiner all can have not only a distributive 
but also a collective reading. This would account for an example as in (4), 
taken from De Jong and Verkuyl (1985):
(4) de helft van alle kinderen 
the half of all children
So, universal quantifiers are sometimes allowed in partitive constructions 
such as in (4), yet not in all, witness (5):
(5) *een van alle kinderen
one of all children
In De Hoop (1997) it is argued that the partitive constructions in (4) and 
(5) are instantiations of different types of partitive constructions and that 
the explanation for this difference lies in the nature of the upstairs deter­
miner. The analysis also accounts for the difference between (6a) and (6b), 
observed by Roberts (1987), and similarly for the difference between (7a) 
and (7b) as well as the grammaticality of (8):
(6) a. half o f Jane and Jacky
b. *one of Jane and Jacky
(7) a. half of the water
b. *one of the water
(8) half of a cookie
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We have seen that according to Ladusaw (1982), Jane and Jacky can de­
note a group level individual and therefore, this noun phrase should be 
allowed in the embedded determiner position of a partitive. But it is only 
allowed in the type of partitive construction that also allows for the deter­
miner all (compare (6) to (5)), which is, moreover, the one that can also 
have an indefinite noun phrase like a cookie in its embedded position. The 
well-formedness of (8) is problematic because a cookie does not have a gen­
erator at all. Hoeksema (1984) and Ladusaw (1982) cannot explain the 
data in (4)-(8).
Another problem for the Partitive Constraint is constituted by parti­
tives that contain a weak determiner in their embedded position. Weak 
noun phrases do not have a generator, hence should not be allowed. Con­
sider Ladusaw’s (1982) examples in (9)—(11):
(9) That book could belong to one of three people.
(10) This is one of a number of counterexamples to the Partitive 
Constraint.
(11) John was one of several students who arrived late.
Yet, as Ladusaw points out, in the above examples the speaker does have a 
particular group of individuals in mind. For instance, (9) invites a continu­
ation like namely, Jane, Jacky or Robert, or it might be that the particular 
group the speaker of (9) has in mind consists of three people who have 
been looking at the book just before the time of utterance (Teun Hoekstra, 
p.c.). Either way, it is not the case that the book in (9) could belong to just 
any three people for the sentence to be true. Therefore, although the em­
bedded noun phrase in sentences like (9) is not syntactically definite, it 
might be characterized as semantically referential or specific. Then, the 
particular group of individuals the speaker has in mind functions as the 
generator set in the denotation of the weak noun phrase.
Abbott (1996) rejects this approach on the basis of examples like Every 
year only one of many applicants is admitted to the program where there is 
not one particular group of individuals that the weak noun phrase refers 
to. Abbott argues that since the embedded weak noun phrase has narrow 
scope rather than wide scope relative to the universal quantifier, it cannot 
be semantically referential or specific after all. Thus, partitives contain­
ing weak noun phrases are still problematic for Ladusaw’s (1982) seman­
tic analysis of the Partitive Constraint. This led several people to argue in 
favour of a pragmatic rather than a semantic account of the Partitive Con­
straint (cf. Reed 1991; Abbott 1996).
In De Hoop (1997) the Partitive Constraint is reformulated as a seman­
tic restriction on the type of noun phrases that can occur in partitives. It is
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claimed that within the class of determiners a distinction should be made 
between determiners that select semantic entities as their domain of 
quantification and those that take sets of entities as their domain of quan­
tification. In English, determiner expressions like half (of), 20% of, one 
third of, and much (of) are of the former class, determiners such as three 
(of) and many (of) of the second, whereas determiners like some (of), all 
(of), and most (of) are ambiguous in this respect, as they can take argu­
ments of both types. Let me emphasize that whether determiner ex­
pressions belong to either one or the other or to both classes seems to be a 
lexical, language specific matter. In Dutch, as opposed to English, enkele 
(van) ‘some (of)’ selects only sets of entities, whereas veel (van) ‘many/ 
much (of)’ takes either entities or sets of entities. The point of view taken 
here is in accordance with Doetjes (1997), who convincingly shows that 
the selectional properties of quantifiers are only partially determined by 
their meaning. For example, it is argued in Doetjes that the presence of 
minimal parts in the semantic structure is not the factor that determines 
compatibility with determiners that select either a singular or a plural; 
instead, these determiners are dependent on grammatical elements 
(which can be number morphology in certain languages or classifiers in 
others).
So, I distinguish two types of partitive constructions, which I call entity 
partitives and set partitives, the type crucially depending on the class the 
upstairs determiner expression belongs to. Entity partitives are headed 
by determiner expressions that select entities as their first arguments, set 
partitives by determiners that select sets of entities as their arguments. 
At this point reconsider (4)-(8), examples that were presented as prob­
lems for the Partitive Constraint. We can account for the fact that half of 
the water in (7a) is well-formed, while *one o f the water in (7b) is not. The 
reason is that the determiner one is looking for a set of entities to function 
as its first argument, but such a set is not available, since the water de­
notes a semantic element of type e (following L0nning 1987a). This also 
explains the well-formedness of half of a cookie in (8) and constructions 
with definite singular count nouns such as half of the population, com­
pared to the ungrammatically of *one of the population and *one of a 
cookie. Definite and indefinite singular count nouns denote entities, and 
these entities can be made available to the upstairs determiner in an en­
tity partitive, irrespective of their having a generator set or not. Notori­
ously, the determiner all can have not only a distributive reading, but also 
a collective reading. It is well-known that all differs in this respect from 
its truly quantificational or distributive counterpart every. This would fol­
low from the fact that alle katten ‘all cats’ can be entity-denoting, hence it 
is allowed in an entity partitive such as (4).
With respect to a noun phrase such as Jane and Jacky, recall that ac­
cording to Ladusaw, the embedded noun phrase within a partitive con­
struction must always denote an individual (a noun phrase of which the 
generator is a singleton set), either entity-level or group-level. Therefore, 
Ladusaw cannot account for the ungrammaticality of *one of Jane and 
Jacky. In fact, he explicitly claims that a noun phrase such as Jane and 
Jacky can denote a group level individual, hence the partitive construc­
tion should be well-formed. In accordance with Link (1983) and Tanning 
(1987b) I assume that Jane and Jacky can denote a complex entity, which 
explains the grammaticality of half o f Jane and Jacky in (6a). At the same 
time, I conclude that Jane and Jacky cannot denote a set of entities and 
this accounts for the ungrammaticality of *one of Jane and Jacky in (6b). 
Note that half o f Jane and Jacky does not refer to Jane or Jacky. If we con­
sider Jane and Jacky to denote a composed entity, then half of it can be 
any half. This becomes clear in Hoeksema’s (1996) example: Only about 
half o f Jane and Jacky was visible for the sniper.
The function of partitive of in both types of partitives is to make ex­
pressions that are not directly accessible to the upstairs determiner 
(which basically means, expressions other than bare nouns) accessible. I 
will follow Ladusaw (1982: 240-241) who has put it as follows:
“Of the vast array of sets of entities that might serve as the 
basis of a quantifier NP, a language will lexicalize as CNs 
relatively few. The resources of modification by adjectives 
and relative clauses increase the expressive power of NPs 
though they do not guarantee that any arbitrary set can 
serve as the argument of a determiner to express a QNP eco­
nomically.
Deictic pronouns and articles and discourse sensitive articles 
like the do guarantee that an arbitrary individual may be de­
noted, but syntactically they by-pass the determiner category 
that builds quantifier NPs. The partitive construction of a 
language provides a means of bypassing this syntactic bind, 
by allowing any arbitrary set to serve as the basis of a QNP.”
Note that in Ladusaw’s view, the function of partitive of is not just to make 
any arbitrary set to be accessible to the upstairs determiner; rather, only 
individual denoting noun phrases (although these might be group level in­
dividuals) can be mapped onto their components by partitive of. This is 
different in my analysis. Noun phrases that denote entities can be made 
available by partitive of to an upstairs determiner that selects an entity as 
its argument, whereas noun phrases that denote sets of entities can be 
made available to determiners that choose sets of entities as their argu­
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ments. It will be clear that the Partitive Constraint can thus no longer be 
formulated in terms of individual denoting noun phrases alone. The Par­
titive Constraint can be restated very simply at this point:
(12) Partitive Constraint
Only noun phrases that can denote entities are allowed in en­
tity partitives; only noun phrases that can denote sets of en­
tities are allowed in set partitives.
So, I follow Westerstâhl (1985) in his claim that in (set) partitive construc­
tions the embedded noun phrase actually denotes a contextually deter­
mined or otherwise restricted set of entities, instead of adopting an analy­
sis such as Barwise and Cooper’s (1981) or Ladusaw’s (1982) in which this 
set has to be recovered as the generator set from the generalized quanti­
fier denotation of the noun phrase. In De Hoop (1997) further arguments 
are provided in favour of the claims that noun phrases that occur in entity 
partitives can indeed denote entities, and noun phrases that occur in set 
partitives can indeed denote sets of entities. In Anttila and Fong (2000) it 
is observed that the two classes of noun phrases induce different Case al­
ternations in Finnish. Anttila and Fong do not pursue the difference be­
tween entity partitives and set partitives further, but focus on the Case al­
ternation that occurs with entity partitives. They account for that Case 
alternation in terms of ranking two potentially conflicting constraints, one 
semantic and one structural.
3 . The Partitive Constraint reconsidered: 
semantics or pragm atics ?
So far, we have discussed several semantic analyses of the Partitive Con­
straint. Reed (1991) and Abbott (1996) argue on the basis of problematic 
examples such as the ones in (9)-(ll) above, however, that the Partitive 
Constraint cannot be maintained as a semantic restriction, but that in­
stead pragmatic principles determine the well-formedness of partitives.
Reed (1991) considers only partitives in which the embedded noun 
phrase is plural and argues that the function of partitives is to evoke sub­
groups of previously evoked discourse groups. She claims that there is no 
formal restriction on determiners in partitives, but that the interpretation 
for partitives demands that the embedded noun phrase access a discourse 
group. Therefore, weak noun phrases may occur in partitives if explicit 
modification or the discourse context makes the discourse entity evoked 
by the indefinite more accessible. She discusses the following examples in 
this respect:
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(13) The dog was stoned by two of some boys playing in that field.
(14) Only one of many people who saw the accident would testify.
Note that the examples in (13) and (14) are reminiscent of Ladusaw’s (11).
Abbott (1996) takes a view similar to Reed’s, yet argues against Reed’s 
claim that partitives have a particular discourse function, i.e., the func­
tion of evoking subgroups of discourse groups. Abbott considers the analy­
sis of embedded indefinite noun phrases in terms of accessing discourse 
groups inadequate, partly because of examples such as in (15), where ob­
viously the students referred to by the embedded noun phrase need not al­
ready exist in the discourse:
(15) John was apparently one of several students who arrived 
late— I  have no idea how many, or who the others were.
Another problem that Abbott notes with respect to Reed’s analysis, is that 
the basis of her analysis must be stipulated. That is, why should partitives 
be confined to introducing subgroups of existing discourse groups and why 
should they be unable to introduce subgroups of new groups?
Abbott, like Reed, claims that there is no formal (syntactic or semantic) 
restriction on the embedded noun phrases in partitives, and that the 
examples that have been cited as ungrammatical are only pragmatically 
odd. The pragmatic principle that Abbott claims is involved here, is a very 
general principle that prohibits mentioning entities unless there is some 
reason for mentioning them. So, Reed’s idea that the embedded noun 
phrase should refer to an already existing discourse group is replaced by 
the idea that the embedded noun phrase should be worth mentioning 
somehow. Two examples Abbott discusses in developing her analysis are 
given in (16) and (17):
(16) Ants had gotten into most of some jars of jam  Bill had stored in 
the basement.
(17) All of three people (out of the 501 wrote to) had the politeness to 
respond to my invitation.
In conclusion, both Reed and Abbott claim that if there is a restriction on 
embedded noun phrases in set partitives, then this restriction is prag­
matic rather than semantic in nature. In general, contextualization 
should turn examples that are judged ill-formed into well-formed con­
structions. I claim that it is not a coincidence, however, that all their cru­
cial examples contain weak embedded determiners.
In my opinion one of some linguists might be ill-formed, but one of some 
linguists who... is well-formed, independent of the exact content of the
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modifying phrase. I take this to indicate that the relative clause syntacti­
cally and not pragmatically turns the expression into a grammatical one. 
Consider (18):
(18) a. ? one of some linguists
b. one of some linguists that have a cat
c. one of some visiting linguists
d. one of some linguists who are drinking whiskey
What is important is that the grammaticality judgements in (18) are in­
dependent of further context. Likewise, this holds for ungrammatical par­
titives that involve a quantificational determiner such as most: one of 
most linguists is bad and one of most linguists who... is just as bad, even if 
one wishes to use such a construction pragmatically. Consider for instance 
a situation in which most linguists drink whiskey. One of them wants to 
take the car. Hence, this should be sufficient contextualization for the con­
struction in (19):
(19) *One of most linguists who are drinking whiskey wants to take
the car.
Yet, the construction is ill-formed. The explanation lies in the fact that 
most is not a weak determiner. The most obvious explanation for the fact 
that weak determiners are allowed in set partitives is that they can get a 
non-quantificational, collective reading. In those cases, one can indeed 
maintain that the weak noun phrases denote contextually determined 
sets of entities in the embedded position of set partitives, and there is no 
problem for the Partitive Constraint as formulated in (12).
Yet, I do acknowledge in accordance with Abbott that there are examples 
for which one can hardly claim that the embedded noun phrase denotes a 
contextually determined set of entities. Therefore, I propose that not only 
weak noun phrases that denote a contextually determined set of entities 
can be of type <e,t> and therefore occupy the embedded position in set par­
titives. In fact, all weak noun phrases can denote sets of entities, in ac­
cordance with the observation in the literature that weak noun phrases 
live naturally in type <e,t> in their predicative use (cf. a.o., Partee 1987; 
Van Geenhoven 1996; De Swart 1997; Van der Does and De Hoop 1998).
To sum up, all noun phrases that are felicitous in the embedded position 
of set partitives are set-denoting, in accordance with the Partitive Con­
straint. Apart from the set-denoting noun phrases we have discussed be­
fore (noun phrases that denote contextually determined sets, that is, noun 
phrases introduced by context indicators, such as the definite article, de­
monstratives, and possessives), noun phrases that have weak deter­
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miners can also denote restricted sets. In these cases, the set they denote 
is not necessarily contextually or lexically restricted but it can also be re­
stricted noun phrase-internally by modifying phrases.
Now the obvious question is why the sets denoted by embedded noun 
phrases in set partitives must be restricted. Why does a bare, unrestricted 
weak noun phrase leads to an ill-formed result in the embedded position 
of partitives, and why does that hold for bare plurals in particular? It is 
Abbott (1996) who claims that bare noun phrases are the only kind of 
noun phrases genuinely unacceptable in partitives:
(20) * some of books
Abbott’s analysis of the ill-formedness of partitives containing bare noun 
phrases is based on the idea that the embedded noun phrase in a partitive 
construction always has wide scope over the upstairs determiner. Bare 
plurals always take the narrowest possible scope (cf. Carlson 1977) and 
this would rule out bare plurals in partitive constructions, according to 
Abbott. As far as I can tell, there are a number of problems with this 
analysis, however. First of all, compare the example (21a) with the 
example in (21b), for instance:
(21) a. I  ate a quarter of all cookies.
b. I  hate a quarter of all students.
Whereas in (21a) we can indeed get the reading in which the embedded 
determiner has scope over the upstairs one (all cookies are such that I ate 
a quarter of it), that reading is not preferred in (21b) (#all students are 
such that I hate a quarter of him/her). Instead, the obvious reading in 
(21b) is one in which the embedded determiner is in the scope of the up­
stairs one. So, in my opinion, the embedded noun phrase in a partitive 
construction does not at all necessarily take wide scope over the upstairs 
determiner. In fact, I argue elsewhere that the wide scope reading em­
bedded noun phrase escapes the Partitive Constraint because the upstairs 
determiner does not quantify over the embedded noun phrase in these 
cases (De Hoop 1997).
Furthermore, the claim that bare plurals always take narrow scope is 
rejected by Giannakidou (1997). She shows that although the semantic in­
corporation analysis of Van Geenhoven (1996) (to be discussed below) suc- 
cesfully accounts for the lack of wide scope readings for bare plurals under 
negation (see Carlson’s 1977 example in (22)), bare plurals can have these 
readings in certain cases (cf. (23)).
(22) John didn’t see spots on the floor.
a. It is not the case that John saw spots on the floor.
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b. # There were spots on the floor that John did not see.
(23) Paul didn't buy books after all. (They were sold out.)
a. There were books that Paul did not buy.
The question remains why bare plurals are so bad in ordinary partitive 
constructions (this is one of the characteristics that distinguishes pseudo­
partitives from ordinary partitives, as shown below). In my opinion, this 
question is related to the semantic function of partitive of, as mentioned 
before. That is, the ill-formedness of (24) is related to the ill-formedness of 
(25):
(24) * one of students
(25) * one the students
A restricted set of entities denoted by a noun phrase such as the one in (25) 
cannot be directly quantified over by the upstairs determiner. The function 
of of is to make such a set accessible for quantification by an upstairs de­
terminer. In that sense, the use of of in general is not optional. Either a de­
terminer quantifies over a set of entities directly or it has to make use of 
partitive of. There is hardly any optionality (there are some exceptions, 
compare all the cats/all of the cats) and superfluous of gives rise to ill-form­
edness. This would also explain the examples in (26) that have been noted 
by Hoeksema (1996) as counterexamples to the Partitive Constraint:
(26) a. the most eloquent of men
b. the best of friends
Compare (26a,b) to their counterparts in (27) that receive a totally differ­
ent meaning:
(27) a. the most eloquent men 
b. the best friends
Partitive of in (26) is not superfluous, and therefore the examples are well- 
formed. I already noted that languages can differ with respect to the se- 
lectional properties of semantically related determiners. In Dutch the 
examples in (26) would be ill-formed. Only entity-denoting expressions 
could be used, suggesting that singular superlatives only quantify over 
semantic entities in Dutch:
(28) a. de welsprekendste van alle vrouwen
the most eloquent of all women
b. de welsprekendste van Jane en Jacky 
the most eloquent of Jane and Jacky
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This view actually implies a degradation of the status of partitives. Parti­
tive constructions turn out to be nothing special. Either a determiner 
quantifies over a set of entities directly or it has to make use of partitive of. 
Whether or not a partitive element is needed is not just a m atter of the 
semantic or pragmatic properties of the noun phrases involved. It is also 
determined by the syntactic and lexical characteristics of these noun 
phrases which may differ cross-linguistically (cf. Doetjes 1997). In ordi­
nary (set) partitives of is used to provide access to a restricted set of en­
tities. In some cases unrestricted sets (as denoted by bare plurals, for 
example) also need a partitive element before they can be quantified over. 
In the following sections I will discuss several instantiations of this type of 
(unbounded) partitivity.
4 . Pseudopartitives
In Selkirk (1977) a distinction is made between ordinary (“real”) parti­
tives and pseudopartitives. Examples of each type of construction are 
given in (29) and (30), respectively:
(29) a. a number of her cats
b. three glasses of the wine
c. four pounds of those apples
(30) a. a number of cats
b. three glasses of wine
c. four pounds of apples
Selkirk provides several syntactic tests in order to show that pseudopar­
titives and ordinary partitives are different. I will not discuss these tests 
in detail, but only give one example. This test involves extraposition of 
the o/-phrase, which appears to be only allowed in the case of ordinary 
partitives:
(31) a. A lot had been eaten o f the leftover turkey. 
b. *A lot had been eaten of leftover turkey.
Hoeksema (1984) notes that in Dutch the distinction between real parti­
tives and pseudopartitives is very obvious as partitive van ‘o f is obliga­
torily absent in pseudopartitives and obligatorily present in ordinary par­
titives. This is illustrated in the Dutch counterparts of (29) and (30):
(29') a. een aantal *(van) haar katten
b. drie glazen *(van) de wijn
c. vier pond *(van) die appels
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(30') a. een aantal (*van) katten
b. drie glazen (*van) wijn
c. vier pond (*van) appels
Hoeksema follows Selkirk in claiming that pseudopartitives are ordinary 
noun phrases, having the structure DET N, where DET also stands for 
complex determiners such as een aantal ‘a number of, whereas ordinary 
partitives have the structure DET of NP. The Dutch facts given in 
(29')-(30') might indicate that the occurrence of of in the English pseudo­
partitives in (29)-(30) is merely a coincidence. Other languages, however, 
contradict this view; it is not only true for English that pseudopartitives 
have a partitive ‘flavour’ although they differ from ordinary partitives in 
syntactic behaviour.
For example, in French pseudopartitives partitive de ‘o f is used ((32a)), 
and in Finnish the embedded noun in pseudopartitives bears partitive 
Case ((32b)):
(32) a. un verre de itin rouge 
a glass of wine red 
b. Iasi punaviinia 
glass red-winePART
The question which determiner expressions in pseudopartitives require a 
partitive preposition or Case is a lexical, language-specific m atter again. 
For instance, English of occurs in a glass of wine, but not in much wine, 
whereas French de as well as Finnish partitive Case shows up in both con­
structions. In Finnish, moreover, numerals also require partitive Case on 
their embedded nouns (e.g., kaksi tyttda ‘two girlPART>), whereas their 
French and English counterparts lack de and of (compare deux filles, two 
girls).
The strongest argument in favour of distinguishing pseudopartitives 
from ordinary partitives is the embedding of bare plurals and mass nouns 
in pseudopartitives, which is prohibited in true partitives. Indeed this 
characteristic is essential for Selkirk’s structure for pseudopartitives, ac­
cording to which what is embedded in a pseudopartitive is an N' rather 
than a noun phrase. There is one further difference pointed out by Selkirk 
and that is the deletability of o/’in pseudopartitives as compared to ordi­
nary partitives: one cup (of) flour. Note, however, that this characteristic is 
not completely reliable (compare all (of) the cats and half (of) the water).
In the previous sections it was argued that in ordinary partitives the 
function of partitive of is always to make the set or entity denoted by the 
embedded noun phrase within a partitive construction available or ac­
cessible to the upstairs determiner. It often depends on the embedded
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noun phrase as well as on the upstairs determiner whether partitive of is 
necessary. Very rarely it is optional as well. Following this line of reason­
ing, one might argue that determiner expressions such as a number never 
have direct access to the set denoted by the embedded noun or noun 
phrase, and therefore partitive of shows up in all cases (cf. *a number cats 
versus a number of cats and a number of the cats). In this way we can 
maintain that the function of partitive of is the same in pseudopartitives 
and ordinary partitives, although syntactically the two constructions may 
differ. So, the function of of in both (29a) and (30a) is to make the sets de­
noted by the embedded constituents accessible to the upstairs determiner 
a number. Other upstairs determiners such as several only need this par­
titive of when they quantify over a restricted or bounded set that is not de­
noted by a common noun. I claim that this difference between a number 
and several is not a fundamental, but rather a lexically specific matter.
5 . Faded partitives
In Dutch a peculiar construction exists which looks like a prepositional 
phrase, but actually is a noun phrase, and which might be called a faded 
partitive, following Van der Lubbe (1982). Consider the following Dutch 
sentence, which is ambiguous:
(33) Els at van die smerige bonbons.
Els ate of those filthy bonbons
Sentence (33) can mean that there is a certain set of filthy bonbons in the 
domain of discourse, and Els ate (some) of them, or the sentence can mean 
that Els ate some of those filthy bonbons {“you know”). In the first reading 
the van die-constituent is a prepositional phrase, in the second it is a noun 
phrase. That a real categorial difference is involved has convincingly been 
shown in the literature (cf. Haegeman 1987; De Hoop, Vanden Wyngaerd, 
and Zwart 1990). Several syntactic tests can be used to illustrate this. For 
instance, prepositional phrases in Dutch can generally appear to the right 
of the verb in subordinate clauses (a phenomenon that bears the descrip­
tive term PP-over-V), whereas noun phrases cannot. Therefore, while the 
van die-phrase in (34a) has the same two readings as (33), only the prep­
ositional phrase interpretation remains in (34b):
(34) a. dat Els van die smerige bonbons at.
that Els of those filthy bonbons ate 
b. dat Els at van die smerige bonbons.
that Els ate of those filthy bonbons
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Here I will focus on the noun phrase case and address the question what is 
the connection between the partitive form of this construction and its 
meaning. Consider the examples under (35). Native speakers of Dutch 
will confirm that there is a certain difference in meaning between (35a) 
with a bare plural object and (35b) with a faded partitive. The difference 
is, intuitively, that (35a) can mean that I never read thick books, because I 
never see or buy thick books, or maybe because I never knew there exist 
any thick books. This cannot be the case in (35b). In (35b) I know there are 
thick books and I do not read them, for some reason or another, but it can­
not be just a coincidence, like in (35a).
(35) a. Ik lees nooit dikke boeken.
I read never thick books 
b. Ik lees nooit van die dikke boeken.
I read never of those thick books
Zwarts (1987) observes that faded partitives are weak or indefinite be­
cause they can occur in existential sentences, just like bare plurals. This is 
illustrated in (36):
(36) a. Er lagen dikke boeken op de tafel.
there lay thick books on the table
b. Er lagen van die dikke boeken op de tafel. 
there lay of those thick books on the table
Faded partitives are also similar to bare plurals in that they can be pre­
ceded by a determiner, as Zwarts notes:
(37) a. Er lagen drie dikke boeken op de tafel.
there lay three thick books on the table 
b. Er lagen drie van die dikke boeken op de tafel. 
there lay three of those thick books on the table
Therefore, Zwarts analyzes van ‘o f in a faded partitive as an inverse de­
terminer that takes an noun phrase as its argument and yields a common 
noun again such that van in fact cancels the meaning of the determiner 
die. There are some complications with this view, however. First of all, 
common bare nouns can be combined with all determiners, whereas faded 
partitives cannot, as can be seen in (38):
(38) a. *deze! *alle van die dikke boeken
these/ all of those thick books
b. ordinary partitive reading only:
de meestel sommige van die dikke boeken 
most/ some (certain) of those thick books
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c. ordinary and faded partitive reading:
twee I enkelel veel van die dikke boeken 
two/ some (sm)/ many of those thick books
The constructions in (38) show that faded partitives can only combine 
with weak determiners (see (38c)). If they are preceded by strong deter­
miners, they loose their characteristic meaning and become ordinary par­
titive constructions (cf. (38b)). That also explains the ill-formedness of the 
examples in (38a): the strong determiners deze ‘these’ and alle ‘all’ cannot 
occupy the upstairs determiner position in ordinary partitive construc­
tions. In some cases, however, faded partitives can be preceded by strong 
determiners, but only if a generic reading is possible. I will come back to 
generic faded partitives below.
A second difference between faded partitives and bare plurals is their 
difference in meaning of which I already gave an intuitive description with 
respect to the sentences in (35). At this point, reconsider the sentences in
(37). In (37a), there are three thick books introduced in the discourse, and 
therefore we say that those thick books are new in the discourse. These 
may be the first thick books in the world; the speaker as well as the hearer 
may never have seen a thick book before. That situation is not possible in 
(37b), however. In (37b) the concept of a thick book should be well-known, 
and, as far as I can see, both to the speaker as well as to the hearer.
In this way we can account for the fact that (39b) is an ill-formed sen­
tence from a pragmatic point of view:
(39) a. Er liepen roze gespikkelde kippen in de tuin.
there walked pink speckled chickens in the garden
b. #Er liepen van die roze gespikkelde kippen in 
there walked of those pink speckled chickens in 
de tuin. 
the garden
The hearer of (39a) might be really surprised by the fact that there were 
some pink speckled chickens walking around in the garden, yet the sen­
tence is perfectly well-formed. In (39b), however, the speaker appeals to 
the hearer’s knowledge-store (cf. Vallduvi 1990) in which there should be a 
set of pink speckled chickens {“you know what I  mean, those pink speckled 
chickens”) and because such a set does not exist in most hearer’s knowl- 
edge-stores, the sentence is odd. That it is not just a m atter of the non­
emptiness of the set, as some readers might think, is illustrated by an 
example such as in (40):
(40) Van die lekkere koekjes worden niet meer gebakken. 
of those nice cookies are not anymore baked
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I think the explanation for the paradoxical being new and familiar at the 
same time can be derived from the structure of the model. The thick books 
in (37b) are new in the domain of discourse, but as they are taken from an 
already existing set in the hearer’s knowledge-store, they are in a sense 
familiar as well. How should that be understood?
It is important to realize that pragmatic, information structuring no­
tions such as focus and topic are in principle independent of notions such 
as familiarity or referentiality (cf. Reinhart 1982; Vallduvi 1990; De Swart 
and De Hoop 2000). The terms old and new with respect to the domain of 
discourse are often confusing, therefore, as they sometimes refer to what 
is old and new information in a sentence (topic, focus, and related notions) 
and sometimes to old (familiar or anaphoric) and new discourse referents. 
Consider Vallduvfs (1990) example:
(41) [The BO SS called.}?
From an informational perspective, the sentence in (41) is an all-focus sen­
tence. Yet, the referent the boss is not new, it is supposed to exist in the 
hearer’s knowledge-store. I suppose that the sets of individuals given by 
faded partitives are also stored. They represent well-known phenomena, 
concepts. It is not a coincidence, therefore, that their form is partitive. Par­
titives can be conceived as quantification over sets of entities that cannot 
be denoted by simple nouns. As Ladusaw (1982) observed (see the quo­
tation above), there are infinitely many sets of entities that may serve as 
the domain of quantification of determiners, and the sets denoted by com­
mon nouns form only a small part of these. Modifiers such as adjectives 
and relative clauses already increase the possibilities, but deictic articles 
and discourse sensitive articles such as those and the actually guarantee 
that any arbitrary set may be denoted. However, these sets are not directly 
accessible for a quantifier, and again, partitive of is inserted to make these 
sets accessible.
At this point, one could say that faded partitives only differ from ordi­
nary partitives in the location of the set the van die-constituent denotes. 
So, in the case of an ordinary partitive, the set is contextually determined 
(following Westerstâhl 1985), whereas in the case of a van die-NP the set 
is located in the hearer’s knowledge-store. Hence, we could merely ana­
lyze the ambiguity of a van die-constituent as the one in (33) in terms of an 
ambiguity in the demonstrative die. In the case of ordinary partitives, die 
is a context-set indicator, such that the embedded noun phrase denotes a 
contextually determined set of entities, whereas in the case of faded par­
titives, die signals the presence of a set of entities in the hearer’s knowl­
edge store and this set can be made accessible by partitive of, in the same 
way as contextually determined sets of entities in ordinary partitives can.
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I will argue, however, that such an account cannot fully explain the dif­
ferences between ordinary partitives and faded partitives. Consider the 
sentences in (42):
(42) a. Er zitten weinig van de jonge taalkundigen in de kroeg.
there sit few of the junior linguists in the pub 
‘Few of the junior linguists are in the pub.’
b. Er zitten weinig van die jonge taalkundigen in de 
kroeg.
there sit few of those junior linguists in the 
pub
There are few of those — you know—junior linguists in the 
pub.’
c. Er zitten weinig jonge taalkundigen in de kroeg. 
there sit few junior linguists in the pub 
‘(There are) few junior linguists (are) in the pub.’
Take a situation in which there are 10 linguists, 2 of which are junior lin­
guists and the others are senior linguists. There are also 6 non-linguists, 
say paleontologists, and there is me. Everybody except for me is in the 
pub. I enter the pub and utter one of the statements that are given under
(42). In this situation, it turns out that (42a) is false, whereas (42b) is true 
(under the assumption that everybody agrees on what is few in a certain 
situation, of course). Let me clarify this point. In (42a), the set of junior 
linguists is known in the domain of discourse to contain two members, and 
since they are all in the pub, it cannot be simultaneously true that there 
are few of them in the pub (see Partee 1988 on the incompatibility of few of 
the and all). In (42b), although all the junior linguists are in the pub, it can 
still be true that there are only few of them in the pub (namely, two), in 
particular in comparison with the number of senior linguists in the pub. 
Weinig ‘few’ in (42b) cannot mean few in comparison with the remainder of 
the set of those junior linguists (as was its interpretation in (42a)), unless 
of course the faded partitive gets an ordinary partitive reading (like in 
(42a)). Sentence (42c) can get both readings, either a partitive reading or 
an existential reading, with concomitant tru th  values. Thus, given two 
definitions of few (one truly cardinal: (43a); one truly proportional: (43b), 
cf. Partee 1988), we see that bare plurals can combine with both defini­
tions, (see (42c)), whereas ordinary partitives as in (42a) combine with the 
proportional definition, and faded partitives such as in (42b) with the car­
dinal one.
(43) a. fewEAB iff | A fl B | < n
b. fewE AB iff | A fl B | / 1A | < k (£ a fraction or %)
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This sufficiently shows that the two types of constructions are not in­
stantiations of one and the same phenomenon after all. The question is 
how to account for the difference between ordinary and faded partitives, 
while maintaining the insight that the similarity in form between ordi­
nary and faded partitives is not a coincidence after all.
In order to formalize the function of van ‘of’ in a faded partitive, we can 
use the notion of a partition, defined below:
Given a non-empty set A, a partition of A is a collection of non-empty 
subsets of A such that (1) for any two distinct subsets X and Y, X D Y = 0  
and (2) the union of all the subsets in the collection equals A. The notion 
of a partition is not defined for an empty set. The subsets that are 
members of a partition are called cells of that partition. (Partee et al. : 46) 
I would like to claim that the function of van in a faded partitive is to 
give access to a cell of a partition of the set denoted by die (A) N, a set 
which is non-empty indeed (we know that instantiations of the phenom­
enon do actually exist, albeit not necessarily in the present discourse; as 
such the set is stored in our knowledge domain). The modifier can actually 
help to define the nature of the partition. We can assume, for instance, 
that it is the equivalence relation has the same colour as that induces a 
partition of the set of cats in van die zwarte katten in which case the cell 
defined by (x | black(x)} is the non-empty set that is intuitively chosen 
when one interprets van die zwarte katten. Equivalence relations are re­
flexive, symmetric, and transitive, and they structure a domain into sub­
sets whose members are regarded as equivalent with respect to that re­
lation. Clearly, being in the same cell of a partition is also an equivalence 
relation in itself.
A cell denotes an unrestricted or unbounded set of individuals, like a 
bare plural, but it is not directly accessible for quantification. It needs par­
titive van before it can be quantified over. This explains the similarities 
between faded partitives on the one hand and bare plurals and pseudopar­
titives on the other. On the other hand, we can maintain the idea that the 
function of van ‘o f remains the same: it makes an otherwise unaccessible 
set of entities accessible for quantification.
Usually, a partition need not be specified, and that is why a modifier 
does not have to be present in a faded partitive. There is one exception, 
however. If a faded partitive gets a generic reading, then a modifier has to 
be present, as shown in the paradigm in (44).
(44) a. *Van die katten brengen geluk.
of those cats bring happiness
b. Van die zwarte katten brengen geluk.
of those black cats bring happiness
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Maybe the reader did not expect a generic reading to be possible at all for 
a faded partitive, for instance because faded partitives look like French 
plural indefinites which do not get a generic reading (cf. Bosveld-de Smet 
1998 and De Swart 1993). However, (44b) shows that a generic operator 
can quantify over the individuals in a cell of a partition denoted by a faded 
partitive. Modifiers can define a particular cell of a partition in a way that 
appears to involve association with focus, as can be witnessed in (45):
(45) Van die zwarte katten met witte pootjes brengen geluk.
of those black cats with white feet bring happi­
ness
a. Van die zwarte katten M ET WITTE POOTJES brengen geluk.
b. Van die ZWARTE katten M ET WITTE POOTJES brengen 
geluk.
c. Van die ZWARTE katten met witte pootjes brengen geluk.
The interpretation of (45a) involves a partition of black cats such that 
there is a non-empty cell of which the members have white paws. In (45b) 
the partition is of the set of cats again, and the cell concerned contains el­
ements that are both black and have white paws. Finally, (45c) involves a 
partition of the set of cats with white paws, such that there is a cell of 
which the members are black. In fact, we can even turn the ill-formed 
(44a) into a well-formed sentence by focussing die ‘those’, which gives a 
contextually specified (specified by means of pointing, for instance) cell of 
a partition of the set of cats, see (44a’):
(44) a.’ Van DIE katten brengen geluk.
of THOSE cats bring happiness
In fact, ordinary definite noun phrases behave exactly the same in this re­
spect (cf. Hoekstra and Wehrmann 1985; De Hoop, Vanden Wyngaerd, 
and Zwart 1990). I will assume that the partitive character of definites 
(cf. Westerstahl 1985) and that of faded partitives is in principle incom­
patible with generic or universal quantification. Only if the set denoted by 
the definite noun phrase or faded partitive is explicitly specified, univer­
sal quantification over its members becomes possible. However, whereas 
an ordinary definite noun phrase denotes a contextually restricted set of 
entities, the definite noun phrase inside a faded partitive denotes a cell of 
a partition. Van ‘of’ is used to make the cell accessible for a (possibly gen­
eric) quantifier. Another recent use of the definition of a partition in lin­
guistic analysis is found in Liptak (2001) on the multiple partitive con­
struction in Hungarian.
200 Helen de Hoop
6 . Partitive Case
In addition to extra-ordinary partitive constructions such as pseudopar­
titives and faded partitives, there is another type of partitive which we 
find in languages that have morphological partitive Case.
In Finnish, for example, there are two possible Cases for an object noun 
phrase. Depending on the reading associated with it, the object of a tran­
sitive verb will be marked either with accusative or with partitive Case. 
This is illustrated in (46a) and (46b):
(46) a. Anne joi maidon.
Anne drank milkACC 
‘Anne drank (up) the milk.’ 
b. Anne joi maitoa.
Anne drank milkPART 
Anne drank (some) milk.’
Belletti (1988) generalizes this observation to other languages, claiming 
that in general transitive verbs assign either structural or inherent Case 
to their objects, while assuming that accusative Case is structural, where­
as partitive Case inherent.
Belletti furthermore proposes that unaccusative verbs only lack the ca­
pacity to assign accusative Case, whereas their capacity to assign parti­
tive Case is maintained. This is also suggested by Finnish sentences; con­
sider some Finnish existential sentences containing an unaccusative 
verb:
(47) a. Syntyi vaikeuksia.
arose difficulties PART 
‘Difficulties arose.’ 
b. Sellaisia virheitd esiintyy usein.
suchPART mistakes PART occur often 
‘Such mistakes occur often.’
Belletti considers the fact that unaccusative verbs are inherent Case as- 
signers to provide a straightforward explanation of the definiteness effect 
in existential sentences. Her argumentation is as follows. In a language 
such as English only a restricted class of unaccusative verbs is allowed in 
existential sentences. So, the verb phrase-internal subject in an existen­
tial sentence receives its Case directly from the ergative verb. This is par­
titive Case, the only Case ergative verbs can assign to their D-structure 
objects. Partitive Case selects an indefinite meaning, a claim that is based 
on examples such as (46a) and (47). Therefore, we get a definiteness effect 
in the object position of unaccusative verbs.
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In De Hoop (1992), it is argued that Belletti’s point of view concerning 
the relation between the meaning associated with partitive Case and in­
definiteness cannot possibly be correct. Belletti claims that partitive Case 
is only compatible with an indefinite interpretation, the reason being that 
this Case always has a meaning such as ‘some of, ‘part of a larger set’. It is 
not true, however, that there is an incompatibility between partitive Case 
and a definite noun phrase in Finnish. In traditional Finnish grammar 
(cf. Karlsson 1983), the alternation between a partitive object and an ac­
cusative object is attributed to two semantic distinctions, namely indefi­
niteness versus definiteness on the one hand, and irresultativity versus 
resultativity on the other. An example of the latter distinction is found in 
(48):
(48) a. Anne rakensi taloa.
Anne built housePART 
Anne was building a/the house.’
b. Anne rakensi talon.
Anne built houseACC 
Anne built a/the house.’
Note that the partitive object need not express indefiniteness, when the 
sentence is interpreted irresultatively. This becomes even more clear in 
the following example where the partitive Case bearing object contains 
the strong universal quantifier kaikki ‘all’:
(49) Presidentti ampui kaikkia lintuja. 
president shot allPART birds PART 
‘The president shot at all birds.’
This runs counter to Belletti who actually argues that the fact that uni­
versal quantifiers are excluded in existential sentences is a direct conse­
quence of their being intrinsically incompatible with partitive Case.
In Finnish, partitive objective Case is a syntactic Case that should be 
distinguished from lexical Cases such as elative, inessive, adessive, et­
cetera. This is in accordance with Nikanne (1990) who also distinguishes 
between these lexical Cases on the one hand, and syntactic Cases (among 
which the partitive) on the other, while arguing that phrases bearing lexi­
cal Cases are in fact prepositional phrases, whereas the ones with syntac­
tic Case are real noun phrases. Vainikka (1989) also argues that partitive 
Case in Finnish is not an inherent Case, but rather, as she puts it, a struc­
tural default Case. This term refers to Cases which establish a direct re­
lation between structural position and type of Case. Vainikka claims that 
in Finnish, partitive Case is the default Case for the object position of a 
transitive verb.
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The claim that partitive Case in Finnish is a structural Case gets addi­
tional support from some Exceptional Case Marking (ECM) contexts. In 
Belletti’s theory, it is crucial that partitive Case cannot be assigned under 
ECM because it is an inherent theta-related Case. In this way she can ac­
count for the paradigm in (50):
(50) a. * Consideravo [§c studenti intelligenti.]
I-considered students intelligent
b. Consideravo \gli studenti intelligenti.]
I-considered the students intelligent
c. I  consider students intelligent.
According to Belletti, the matrix verb in (50a) cannot assign partitive 
Case to the small clause subject, due to the inherent nature of partitive 
Case, i.e., the subject is not 0-marked by the matrix verb but by the adjec­
tival phrase. If the subject is a definite noun phrase (cf. (50b)), it receives 
structural accusative Case from the matrix verb under ECM. Comparing 
(50a) to its grammatical English counterpart in (50c), the assumption 
arises that in English the bare plural can have accusative Case, and in­
deed, bare plurals in English do not necessarily get a weak reading; they 
can also get a generic reading, which is what actually happens in (50c).
What is going on in (50a) and (50c) is that the individual level predicate 
(be) intelligent triggers a strong reading on its subject, which is universally 
the case for individual level predicates (cf. Carlson 1977). Bare plurals in 
Italian can only get a weak (existential) reading, but bare plurals in Eng­
lish can get a strong (generic) reading. Therefore, (50a) is ill-formed, 
whereas (50c) is fine. This obviously holds independently of the ECM con­
struction. In fact, the subject of a small clause selected by the verb consider 
bears partitive Case in Finnish (I owe this example to Anne Vainikka, p.c.):
(51) Anne pitaa [sc helsinkilaisia kummallisina.] 
Anne considers inhabitants-of-HelsinkiPART strange
I think the above example sufficiently shows that ECM verbs do have the 
option of licensing partitive Case, just like transitives, and this supports 
the claim put forward in the literature that partitive Case is a structural 
rather than an inherent Case (see also Vainikka and Maling 1996 for ad­
ditional arguments with respect to Finnish partitive Case and Kornfilt 
1996 for the structural nature of Turkish partitive Case).
So far, it became clear that there are two types of structural Case for ob­
jects, and the choice between the two types in a particular context ap­
peared to be a matter of either the strength of the object or the (ir)resul- 
tativity of the predicate. The question is what might be common to these 
two different semantic distinctions, one of which is nominal and one as­
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pectual. In De Hoop (1992) it is claimed that noun phrases that bear weak 
(partitive) Case are always interpreted as part of the predicate, i.e. predi­
cate modifiers, whereas noun phrases that bear strong (accusative) Case 
must be interpreted as real arguments, and that predicate modifiers and 
real arguments differ in semantic type. Certain syntactic operations, in 
particular Case assignment, reflect type-shifting operations, in such a way 
that noun phrases that bear strong structural Case have the semantic type 
of a quantifier. Apart from referential (type e), quantificational (type 
<<e,t>,t>), and predicative types (type <e,t>) for noun phrases (cf. Partee 
1987), a fourth semantic type is introduced for noun phrases that bear 
weak Case, namely the predicate modifier type (type <<e,t>,<e,t>>).
This implies that Partee’s insight that a really quantificational noun 
phrase such as every paleontologist must always be of type <<e,t>,t>, can­
not be maintained, since even quantificational noun phrases can bear 
weak Case, when they function as the object of an irresultative predicate, 
recall example (49). In De Hoop (1992) it is claimed that the object noun 
phrase functions as a predicate modifier here. Incidentally, in the English 
translation the prepositional phrase at all birds has the same type. In 
fact, in a language such as English, the combination of irresultativity of 
the predicate and a strong object noun phrase is usually licensed by a 
preposition (e.g., of or at in English, van ‘o f or aan ‘to’ in Dutch). In this 
way, a preposition in these languages can be argued to have the same se­
mantic function as weak Case in other languages: it takes a strong, quan­
tificational noun phrase and yields a predicate modifier.
Finnish verbs with an intrinsic irresultative meaning are subcatego­
rized for an object in partitive Case in Finnish. Similarly, resultative 
predicates (in most cases, their resultativity is achieved by a perfective 
particle) only take accusative objects. For example:
(52) Anne maalasi taulun valmiiksi.
Anne painted pictureACC ready 
‘Anne finished painting the picture.’
So, it appears that the factor [+/-resultative] ranks above the [+/-definite] 
feature in this way: this is supported by the possible interpretations of 
(53a) and (53b):
(53) a. Presidentti ampui lintua.
president shot birdPART 
b. Presidentti ampui linnun. 
president shot birdACC
Sentence (53a) with partitive Case on the object can be translated as The 
president shot at the bird ([-res, +def]), although the most unmarked trans­
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lation would be The president shot at a bird ([-res, -def]), but it cannot be 
translated as The president shot a bird ([+res, -defl). Likewise, (53b) with 
accusative Case on the object, can be translated as The president shot a 
bird ([+res, -def]), but not as The president shot at the bird ([-res, +def]). In 
other words, the distinction between accusative and partitive Case in Finn­
ish is not just a m atter of either weakness/strength of the object or (ir)re- 
sultativity of the predicate: it indicates (ir)resultativity of the predicate in 
the first place, such that in case of an activity verb as in (53), partitive Case 
can only indicate that the verb phrase is irresultative, irrespective of the 
strength of the object. But in case of a static verb such as know, the two 
types of objective Case correspond again to different noun phrase readings:
(54) a. Tunnen ruotsalaiset.
I-know SwedesACC 
‘1 know the Swedes’ 
b. Tunnen ruotsaisia.
I-know Swedes PART 
‘1 know (some) Swedes’
Here, we see again a strong (referential) interpretation if the noun phrase 
bears accusative Case and a weak (existential) reading if the noun phrase 
bears partitive Case.
With respect to activity verbs, the idea that noun phrases bearing weak 
Case are in fact predicate modifiers is supported by some facts concerning 
the omissibility of objects in certain languages (cf. Van Hout 1996). Van 
Hout points out the correlation between telic events and the presence of a 
participant in object position. Inherently telic or derived telic verbs obli­
gatorily take an object. An advantage of Van Hout’s approach is that the 
strength of the object noun phrase cannot change the [+/-telicity] of the 
predicate anymore; therefore all objects of atelic predicates denote predi­
cate modifiers, also the strong ones.
Within the same spirit, Ramchand (1993) shows that Scottish Gaelic be­
haves like Finnish with respect to Case marking and the interpretation of 
objects. For example, in (55a), the object is in post-verbal position, it gets 
genitive Case and a concomitant weak, existential reading; in (55b), the 
object gets what Ramchand calls direct Case (i.e., nominative and accusa­
tive), and this gives rise to a strong, referential reading. We may consider 
genitive Case an instantiation of weak partitive Case, and direct Case as 
strong accusative Case.
(55) a. Bha Calum a’gearradh chraobhan.
bepast Calum ag cutvnoun treesGEN 
‘Calum was cutting trees.’
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b. Ghearr Calum craobhan. 
cutpast Calum treesDIR 
‘Calum cut some particular trees.’
In Scottish Gaelic, unlike in Finnish, the distinction between definites and 
indefinites is represented morphologically, and definite objects may appear 
post-verbally in the genitive Case (cf. (56a)). Just as in Finnish, a quan- 
tificational noun phrase may also appear with genitive Case (cf. (56b)):
(56) a. Tha Calum a’gearradh na craoibhe.
bepres Calum ag cutvnoun the treeGEN 
‘Calum is cutting/cuts at the tree.’ 
b. Bha Calum a’gearradh gach uile chraobh.
Bepast Calum ag cutvnoun every treeGEN 
‘Calum was cutting at every tree.’
As in Finnish, the reading that is obtained when definites or other quan- 
tificational noun phrases get this type of Case is an irresultative reading of 
the predicate as a whole. So, again we see that, as Ramchand puts it, a 
strong object plus irresultativity is marked the same way as a weak object, 
namely by weak objective Case, which is in this language morphologically 
realized as genitive Case. Ramchand argues that what this class of inter- 
pretational possibilities have in common, is the particular relation be­
tween the verb and the object, that she also characterizes as predicate 
modification, following De Hoop (1992). Ramchand proposes that certain 
verbs (for instance the “verbal nouns” in Scottish Gaelic, an example of 
which is the verbal noun cut in (55a) and (56)) can only assign weak struc­
tural Case to their objects, that weak Case assigners are always of type 
<e,t> (the intransitive verb type), and that objects that bear weak struc­
tural Case are always of the type of a predicate modifier. Kiparsky (1998) 
argues that the common factor of the aspectual and object-related func­
tions of Finnish partitive Case is marking a verb phrase’s unboundedness. 
A verb phrase has this property in virtue of having either an unbounded 
verb or an unbounded argument.
Current analyses of the predicative or weak uses of weak noun phrases 
within a type-shifting perspective argue that these noun phrases have the 
predicative type, i.e., the denotation of their noun (Diesing and Jelinek 
1995; McNally 1995; Van Geenhoven 1996, Farkas 1997; De Swart 1997; 
Van der Does and De Hoop 1998). These approaches assume that a tran­
sitive verb such as cut can have two different semantic types. Either it is 
interpreted as an ordinary two-place relation between individuals, or it is 
interpreted as a semantically incorporating verb that combines with a 
predicative noun phrase. In these approaches it is the verb that can have
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the semantic type of a predicate modifier and not the object. According to 
Van Geenhoven, a semantically incorporated expression does not have to 
be realized as a syntactic morpheme (which would be the case of syntactic 
incorporation), it can also be realized as a syntactic phrase bearing weak 
Case. Certain verbs are inherently semantically incorporating (verbs that 
always assign weak, partitive Case, for example), whereas others can 
never semantically incorporate (verbs that never assign partitive Case).
If partitive Case bearing nouns are indeed predicative, i.e., denote sets 
of individuals, we have another instantiation of a partitive element that 
combines with a set-denoting noun phrase. In this case, the sets are unre­
stricted or unbounded again, just like the sets denoted by bare plurals and 
faded partitives. Apparently, a partitive element (here, partitive Case) is 
necessary again to make (existential) quantification over this set possible. 
In Van Geenhoven’s approach, the existential quantifier comes with the 
predicate (cf. Carlson 1977).
7. (C)overt partitives  
in existential sentences
In the literature, partitive noun phrases are usually classified as strong or 
quantificational noun phrases (see for example Diesing 1990; De Hoop 
1992). Reed (1996) even takes this one step further and argues that all 
strong noun phrases are normally interpreted as overt partitives, which 
should explain their general unacceptability in existentials and in parti­
tives. Van Geenhoven (1996) shows that partitive constructions can be 
weak or predicative as well and hence, can be semantically incorporated. 
Van Geenhoven also argues that covert partitives trigger the presupposi­
tion of a set of which the variable they introduce is an element. Thus, 
covert partitives are never predicative in Van Geenhoven’s view because 
predicative indefinites never introduce a variable, and as such they lack 
the trigger of a membership relation of a presupposed set. This explains 
the lack of a partitive reading for weak (Case) indefinites:
(57) Jensi marlun-nik manni-tu-ssa-a-q.
JenSlA B S tWO-INST.PL e g g - e a t _ F U T -IN D -[-tr]-3SGa. ‘Jensi will eat two eggs.’
b. # ‘Jensi will eat two of the eggs.’
That is, predicative indefinites receive a partitive interpretation only if 
they are overtly marked as such. This explains Van Geenhoven’s (1996) 
observation that, whereas certain constructions, for example West Green-
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landic numeral-noun incorporating configurations such as in (57) above, 
lack a partitive reading, overt partitives can bear weak Case and be se­
mantically incorporated (cf. Bittner 1994):
(58) Atuartu-t ila-an-nik ikiu-i-sariaqar-p-u-nga. 
Student-erg .p l  P a r t-3PL.SG-INST.PL help.A p-m ust.jN D _f_trj.iSG  ‘I must help one of the students, any one will do.’
This might capture the fact, also known from the literature, that overt 
partitives can occur in existential constructions (cf. Comorovski 1988; 
Hoeksema 1989; De Hoop 1990; McNally 1992), for example in Dutch:
(59) Er zijn twee van de boeken die je moet lezen, in 
there are two of the books that you must read in 
de bibliotheek aanwezig.
the library present
However, in Dutch existential constructions, not only overt but also covert 
partitives are allowed. Whereas (60a) is ill-formed in English (Milsark 
1977), its Dutch counterpart (60b) is well-formed, despite the individual 
level predicate that forces a partitive reading upon the subject (De Hoop 
1990):
(60) a. * There are many linguists crazy.
b. Er zijn veel taalkundigen gek.
When a stage level predicate is used in Dutch, the subject noun phrase 
either gets an existential or a partitive reading:
(61) Er zijn veel boeken in de bibliotheek. 
there are many books in the library
a. ‘In the library are many books.’
b. ‘Many of the books are in the library.’
According to Hulk and Verheugd (1994) a French existential construction 
such as the one in (62) can also have either an existential or a partitive 
reading:
(62) II y a deux pizzas de chaudes. 
there are two pizzas of warm
a. ‘There are two warm pizzas.’
b. ‘Two of the pizzas are warm.’
This suggests that Van Geenhoven’s distinction between weak (predi­
cative) overt partitives and strong (c)overt partitives cannot be used to 
solve the puzzling facts with respect to the presence of (c)overt partitives 
in existential sentences — at least in Dutch. Yet, the fact that overt parti­
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tives can get either a weak or a strong reading when their upstairs deter­
miner is weak, supports the claim presented in this article that partitives 
are nothing special, since weak determiners that head ordinary noun 
phrases can also get either a weak or a strong reading.
8 . Conclusion
In this article I presented parts of the state of the art of research in parti- 
tivity. Inevitably, I have been selective in this overview. Partitivity is all 
over the place and that explains the wide variety of partitive constructions 
in natural languages. In general, I tried to emphasize the similarities be­
tween the different types of partitivity, rather than the differences that set 
them apart. I conclude that the main function of partitive elements is to 
make certain sets or entities accessible for quantification. In the case of or­
dinary partitives this process involves restricted or contextually bounded 
sets whereas in the case of other types of partitives (pseudopartitives, 
faded partitives, partitive Case) the set or semantic entity that has to be 
made available for quantification is unrestricted or unbounded.
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