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ZUSAMMENFASSUNGInnerhalb  unseres  täglichen  Lebens  sind  wir  einer  Vielzahl  von  Sinneseindrücken ausgesetzt.  Für  Registrierung  und  Verarbeitung  dieser  Sinneseindrücke  besitzen  die Menschen und alle anderen höheren Lebewesen verschiedene sensorische Kanäle, mit denen sie  die  Umwelt  wahrnehmen.  Jeder  dieser  Kanäle  verarbeitet  die  Umwelt  auf seine  spezifische  Art  und  Weise  und  trotzdem  gelingt  es  dem  Gehirn,  tagtäglich verschiedene Modalitäten zusammenzuführen und diese in ein einheitliches Perzept der Umwelt  umzuwandeln.  Darüber  hinaus  ist  es  durch  das  Kombinieren  verschiedener Informationen  unterschiedlicher  Sinnesorgane  einem  Beobachter  möglich,  eine genauere  Abbildung  der  Umwelt  zu  erlangen.  Diese  Synergie  bzw.  Interaktion verschiedener  Sinne,  welche eine Fusion der verschiedenen Informationen zur Folge hat,  wird  allgemein  als  „multisensorische  Interaktion“  bezeichnet.  Die  vorliegende Arbeit beschäftigt sich mit der Analyse audio – visueller Interaktionsprozesse. In drei Experimenten  wird  mit  Hilfe  von  psychophysischen  Methoden  und  bildgebenen Verfahren  im  Speziellen  der  Einfluss  auditorischer  Stimuli  auf  das  visuelle Detektionsverhalten  in  Abhängigkeit  der  Salienz  visueller  Zielreize  untersucht.  Es konnte gezeigt werden, dass das visuelle Detektionsverhalten durch einen irrelevanten auditorischen Stimulus positiv beeinflusst werden kann und dass dieser multimodale Integrationsprozess  nur  bei  niedrig  salienten  visuellen  Stimuli  beobachtet  werden konnte. Als neuronales Korrelat dieses multimodalen Integrationseffektes konnte, unter Anwendung der funktionellen Magnetresonanztomographie (fMRT), ein Netzwerk aus kortikalen  multisensorischen  Konvergenzzonen  und  modalitätsassoziierten  Arealen identifiziert werden. Die Modulation neuronaler Strukturen beschränkte sich nicht nur auf kortikale Gebiete sondern konnte auch erstmals  in unisensorischen thalamischen Kerngebieten detektiert werden. Mit Hilfe der Elektroenzephalografie (EEG), welche die zeitlich  –  dynamischen  Prozesse  des  ermittelten  Verhaltensinteraktionsprozesses identifizieren sollte,  konnte gezeigt werden, dass die Salienz eines visuellen Stimulus vermutlich  Filtermechanismen auf  Grund  von thalamischen Interaktionsprozessen in auditorischen  Arealen  moduliert  welche  in  einem  nachgeschalteten Verarbeitungsprozess die visuelle Detektionssensitivität beeinflussen. Somit konnte die vorliegende Arbeit ein thalamo – kortikales Netzwerk ermittelt werden, welches auf der 
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Basis früher multisensorischer Integration zu einer Steigerung perzeptueller Sensitivität führt.
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0 AUFBAU UND GEGENSTAND DER ARBEITDie  vorliegende  Arbeit  befasst  sich  mit  der  Analyse  audio  –  visueller Interaktionsprozesse und untersucht im Speziellen den Einfluss auditorischer Stimuli auf  das  visuelle  Detektionsverhalten  in  Abhängigkeit  der  Salienz  visueller  Zielreize. Dabei soll erörtert werden, ob es sich bei dieser Art der audio – visuellen Interaktion um frühe  sensorische  Verarbeitungsprozesse  oder  späte  Modulationen  der Reaktionsneigung im Rahmen einer multimodalen Objektbildung handelt,  und welche neuronalen  Korrelate  sowie  zeitlich  dynamische  Mechanismen  dieser  Interaktion zugrunde liegen.  Im ersten Teil  dieser  Arbeit  werden konzeptuelle  und theoretische Prinzipien unimodaler und multimodaler sensorischer Verarbeitung sowie Faktoren der perzeptuellen Einflussnahme zwischen Modalitäten besprochen. Anschließend werden gegenwertige  Untersuchungsergebnisse  der  beschriebenen  Forschungsgebiete dargestellt  und  daraus  die  Fragestellungen  für  die  durchgeführten  Untersuchungen abgeleitet. Der zweite Teil wird einen Überblick über die Methoden liefern, die bei der Beantwortung der ermittelten Fragestellungen verwendet wurden. Im dritten Teil der vorliegenden  Arbeit  werden  die  durchgeführten  Untersuchungen  und  Ergebnisse dargestellt und einzeln vor dem Hintergrund aktueller Forschungsergebnisse diskutiert. Abschließend  werden  im  vierten  Teil  die  ermittelten  Befunde  zusammenfassend diskutiert. 
1 ALLGEMEINE EINLEITUNGBeim Menschen wie auch bei anderen mehrzelligen Lebewesen kam es im Laufe der evolutionären  Entwicklung  zur  Ausbildung  von  mehreren  Sinnesorganen,  um Informationen aus und über die Umwelt aufzunehmen. Dabei werden traditionell beim Menschen  fünf  Sinne  unterschieden:  Fühlen,  Hören,  Schmecken,  Sehen und  Riechen. Durch die verschiedenen Sinnesorgane werden in der Regel unterschiedliche Energien und  Qualitäten  der  Umwelt  aufgenommen,  die  in  neuronale  Aktivität  umgewandelt werden.  So  entstehen  elektrische  Impulse,  die  identisch  und  unabhängig  vom aufnehmenden Sinnesorgan sind und eine Repräsentation der Umwelt darstellen. Die Encodierung,  Decodierung  und  das  Interpretieren  dieser  Repräsentationen  in 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGspezialisierten Regionen des Gehirns ist eine der wichtigsten Aufgaben des Gehirns und stellt evolutionär eine der größten Herausforderungen dar. Nur das Lebewesen, welches es  versteht,  die  Informationen verschiedener  Sinnesorgane  richtig  zu  deuten,  besitzt einen Überlebensvorteil.  Darüber hinaus ist es durch das Kombinieren verschiedener Informationen  unterschiedlicher  Sinnesorgane  einem  Beobachter  möglich,  eine kohärente  Abbildung  der  Umwelt  zu  erlangen.  Diese  Synergie  bzw.  Interaktion verschiedener Sinne, welche eine Fusion der unterschiedlichen Informationen zur Folge hat, wird allgemein als „multisensorische Interaktion“ bezeichnet (Driver and Noesselt, 2008; Stein and Stanford, 2008). Diese Integration zieht Prozesse nach sich, welche eine perzeptuelle Unsicherheit bei der Interpretation externer Ereignisse reduziert (MacLeod and Summerfield, 1990) und ihre  Lokalisation und Detektionsfähigkeit steigert  (Stein and Meredith,  1993).  Die  Integration von auditorischen und visuellen Informationen nimmt  dabei  einen  besonderen  Stellenwert  ein,  da  durch  die  Verarbeitung audiovisueller  Aspekte  eines  Ereignisses  oder  eines  Objektes  eine  verbesserte Wahrnehmung  über  eine  gewisse  Entfernung  ermöglicht  wird  (Welch  and  Warren, 1986). Bei dem Begriff „Objekt“ handelt es sich nicht nur um konkrete Gegenstände wie z.B.  Werkzeuge,  Fahrzeuge  oder  Lebewesen,  es  können  auch  abstrakte  Dinge  wie Buchstaben, Töne oder grafische Muster als Objekte gelten. Schlussfolgernd kann man Objekte  als  „etwas  Materielles,  das  durch  die  Sinne  wahrgenommen  werden  kann“ definieren (Merriam-Webster online dictionary). Die vorliegende Arbeit wird sich mit Hilfe von psychophysiologischen Methoden mit den Mechanismen audio – visuellen Detektionsverhaltens beschäftigen und unter der Verwendung  bildgebender  Verfahren  die  zugrunde  liegenden  neuronalen  Prozesse identifizieren.
1.1 unisensorische Verarbeitung Da sich die vorliegende Arbeit mit audio – visuellen Interaktionsprozessen befasst, soll im folgenden Abschnitt ein kurzer Überblick über die anatomischen Grundlagen und die  sensorische  Verarbeitung  des  visuellen  und  des  auditorischen  Systems  gegeben werden,  bevor  sich  der  darauf  folgende  Teil  mit  der  modalitätsübergreifenden Integration der Informationen aus diesem System widmet. 
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1.1.1 visuelles SystemBei der Analyse der Wahrnehmung, der Interpretation und der Reaktion auf visuelle Informationen fällt auf, dass ca. 60% des gesamten Neokortex an der Verarbeitung allein dieser Modalität beteiligt sind. Weiterhin können 30 eigenständige und untereinander stark verknüpfte visuelle Areale im Gehirn von Primaten beschrieben werden (Felleman and Van Essen,  1991;  Van Essen et al.,  1992;  Merigan and Maunsell,  1993;  Salin and Bullier,  1995).  Diese Befunde zeigen,  welchen Einfluss visuelle Informationen auf die menschliche neuronale Informationsverarbeitung haben. Der Weg der visuellen Informationen zu den höheren verarbeitenden Arealen im Kortex beginnt mit  den eintreffenden Photonen auf die Retina.  Wichtige Schritte  der visuellen  Wahrnehmung  werden  bereits  in  der  Retina  durch  lichtempfindliche Rezeptoren,  Bipolarzellen,  Amakrinzellen  und  Ganglienzellen  realisiert  (Goldstein, 2002).  Dazu  gehören  Aufgaben  wie  die  Umsetzung  vom  physikalischen  Reiz  zur neuronalen Erregung,  die Anpassung an extreme Beleuchtungsbedingungen, die erste Kontrastverschärfung als  Grundlage des Visus  und das Filtern der Sehinformation in verschiedenen,  parallelen  Signalkanälen  für  die  zentrale  Weiterverarbeitung.  Dabei formen bzw. modulieren die Amakrinzellen den Signalfluss von den Photorezeptoren über die Bipolarzellen zu den Ganglienzellen  (Zilles and Rehkämper, 1998). Nach der ersten  Verarbeitung  innerhalb  der  Retina  werden  die  visuellen  Informationen  als elektrischer  Impuls  über  den  Nervus  opticus  durch  das  Chiasma  opticum  und  den Tractus opticus zum Corpus geniculatum laterale (engl. LGN) im Thalamus geleitet. Jede Hemisphäre  enthält  einen  LGN,  welcher  aus  6  übereinanderliegenden Zellkörperschichten besteht (für eine detaillierte Beschreibung s. Kap. 3.2.4.1.2). Über die Radiatio optica wird die Information vom LGN zum primären visuellen Areal (V1) im okzipitalen Kortex,  dem Sulcus  calcarinus,  weitergeleitet.  Anhand tierphysiologischer anatomischer  Daten  des  visuellen  Kortex  konnte  innerhalb  von  Primaten  ein facettenreiches,  hierarchisch  strukturiertes  System  detektiert  werden  (Felleman  and Van Essen, 1991). Dabei hat sich im Laufe der neurowissenschaftlichen Forschung die Notation zweier divergenter verarbeitender Pfade zwischen frühen visuellen Arealen im okzipitalen Kortex und hierarchisch höher verarbeitenden Arealen im Temporal- und im Parietalkortex durchgesetzt,  die als dorsaler (engl.  dorsal stream) und ventraler Pfad (engl. ventral stream) bezeichnet werden  (Ungerleider and Haxby, 1994). Vereinfacht wird innerhalb des dorsalen Pfades, der von V1 über den dorsalen extrastriären Kortex 
3
EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGzum posterioren parietalen Kortex zieht  (Karnath and Thier,  2003),  die  Analyse von Bewegungen,  die  Position  von  Objekten  sowie  die  visuelle  Führung  von Körperbewegungen wie Greifen oder Zeigen verarbeitet. So wird der dorsale Pfad auf Grundlage der Verarbeitung von räumlichen Informationen als „WO“ – Pfad bezeichnet (Ungerleider and Mishkin, 1982 ). Hingegen kommt es innerhalb des ventralen Pfades, der  von  V1  über  den  ventralen  extrastriären  Kortex  zum  Gyrus  temporalis  inferior verläuft und einen Teil  des Gyrus fusiformis (FG) darstellt  (Donner et al.,  2003), zur Erkennung von Objekten,  Erstellung einer  bewussten Repräsentation visueller  Bilder sowie  zur  Verarbeitung  von  Farbe  und  Form.  Aufgrund  der  Verarbeitung objektbezogener  Informationen  wird  der  ventrale  Pfad  als  „WAS“ –  Pfad  bezeichnet (Ungerleider and Mishkin, 1982 ). Die Existenz dieser Pfade konnte ansatzweise schon in den Arbeiten von Schneider (1969) und  Trevarthen  (1968) beobachtet  werden.  Schneider  interpretierte  seine gewonnenen  Daten  von  Läsionsstudien  an  Hamstern  als  Dissoziation  von  zwei Mechanismen,  die  der  visuomotorischen Steuerung zugrunde  liegen.  Dabei  stellte  er noch stark simplifiziert fest, dass ein Mechanismus für die Lokalisation und ein anderer für  die  spezifische  Identifikation  von  Objekten  zuständig  ist  (Schneider,  1969). Vergleichbare Ergebnisse berichtete Trevarthen bei  der Untersuchung von sog.  „split brain“ – Affen und stellte fest, dass die Wahrnehmung der Umwelt und die Identität von Objekten auf zwei anatomisch getrennten Hirnmechanismen beruhe.  Trevarthen ging davon  aus,  dass  zwei  parallel  arbeitende  Prozesse  beteiligt  sind:  ein  dezentrierter (ambienter), der die Wahrnehmung des den Körper umgebenden Raumes bestimmt und ein zentrierter (focaler), durch den Details kleiner Raumflächen erfasst werden. Auch Mishkin & Ungerleider (1982 ; 1994) konnten mit ihren umfangreichen Läsionsstudien an Affen die Existenz zweier unabhängiger Informationsströme untermauern. So stellten sie fest, dass bei Schäden des dorsalen bzw. ventralen Pfades nur bestimmte Aspekte der visuellen Wahrnehmung betroffen waren. Weiterhin gingen die Autoren davon aus, dass neben den beschriebenen Pfaden noch ein zusätzlicher existiert, der für beide Formen der Perzeption verantwortlich sei  (Ungerleider and Mishkin, 1982 ; Ungerleider et al., 1983). Boussaoud et al. (Boussaoud et al., 1990) konnten mit ihren Untersuchungen an Makaken  eine  zusätzliche  Bahn  im  extrastriatären  Kortex  zur  Bewegungsanalyse nachweisen und bestätigten damit  die  Vorstellung eines  dritten Verarbeitungsweges, der  in  der  Region  des  Sulcus  temporalis  superior  (STS)  endet  und  vermutlich 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGInteraktionen  zwischen  dem  dorsalen  und  ventralen  Pfad  verarbeitet.  In  neueren Studien bestätigten Goodale und Milner (1992; 1993) die bereits genannten Areale der beiden  unabhängigen  Bahnen  und  machten  weiterführende  Angaben  zu  deren Funktionen. Dabei differierten die Annahmen zwischen Mishkin & Ungerleider  (1982 ; 1983) und Goodale und Milner  (1992;  1993) insoweit,  dass Goodale & Milner davon ausgehen, dass der Zweck und nicht die Art der Information als Hauptkriterium für die Verarbeitung visueller Informationen innerhalb der unabhängigen Bahnsysteme gilt. Die Autoren  vertreten  die  Meinung,  dass  der  dorsale  Pfad  zur  Steuerung  direkter Interaktionen mit Objekten dient (Handlungskontrolle), die ventrale Bahn dagegen die bewusste visuelle Wahrnehmung von Objekten bedingt.
1.1.2 auditorisches System Die Verarbeitung akustischer Stimuli beginnt mit dem Auftreffen von Schallwellen auf  das  Außenohr.  Dieses  dient  als  Kanal,  um  Umgebungsgeräusche  zum weiterverarbeitenden Mittelohr zu leiten. Dort werden sie über das Trommelfell auf die Gehörknöchelchenkette, bestehend aus Hammer, Amboss und Steigbügel, weitergeleitet, die die Schallwellen dann auf das Foramen ovale überträgt. Durch die Schwingung des Foramen ovale werden im Innenohr, das mit Perilymphe und Endolymphe gefüllt ist, Wanderwellen ausgelöst  (Goldstein, 2002). Durch die Schwingungen der Endolymphe kommt  es  durch  Erregung  der  äußeren Haarzellen  zur  Entstehung  von  elektrischen Signalen,  die  diese  Informationen  über  den  Nucleus  cochlearis,  den  superioren Olivenkern und über den inferioren Colliculus zum Corpus geniculatum mediale (engl. MGN)  weiterleiten  (Lang  and  Lang,  2007).  Vom  MGN  aus  gelangen  die  elektrischen Signale in den auditorischen Kortex (A1). Beim Menschen liegt dieser auf dem Gyrus temporalis superior sowie auf den Gyri temporales transversi innerhalb der Sylvischen Furche,  wo  sie  vom  Frontal-  und  Parietallappen  bedeckt  und  auch  als  Heschl-Querwindungen bezeichnet werden (Zilles and Rehkämper, 1998). Beim primären und sekundären auditorischen Areal kommt es zu einer konzentrischen Anordnung und, wie bei  allen  primären  rezeptiven  Feldern,  zeigt  der  primäre  auditorische  Kortex  eine räumliche  Organisation,  die  sich  in  der  auditorischen  Modalität  als  kontinuierlicher Verlauf von Frequenzen, der sog. Tonotopie, wiederspiegelt  (Duus, 1990). Ähnlich wie beim  visuellen  System  kann  man  auch  innerhalb  der  auditorischen  Modalität verschiedene  Pfade  für  die  Verarbeitung  auditorischer  Ereignisse  differenzieren (Rauschecker, 1998; Kaas and Hackett, 1999; Tian et al., 2001). 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGHierbei kommt es zur Verarbeitung von auditorisch – räumlichen Informationen im dorsalen  Verarbeitungspfad,  wohingegen  inhaltlich  –  strukturelle  Informationen  im ventralen  Verarbeitungspfad  verarbeitet  werden.  So  konnte  mittels elektrophysiologischer  Untersuchungen  an  Makaken  eine  Erhöhung  neuronaler Aktivität während der Verarbeitung von räumlich zu lokalisierenden Geräuschen („WO“ – Pfad) in kaudalen Anteilen des superioren temporalen Gyrus beobachtet werden, die in  den  Parietalkortex  zu  projizieren  scheint.  Bei  der  Verarbeitung  von  tierischen Kommunikationslauten („WAS“ – Pfad) konnte hingegen eine vermehrte Aktivierung in anterioren Anteilen des lateralen auditorischen Gürtels (lateral belt), der den primären auditorischen  Kortex  umgebenden  Region,  verzeichnet  werden  (Rauschecker,  1998; Tian et al., 2001). Hinweise für eine ähnliche auditorische Pfadstruktur beim Menschen lieferten  bildgebende  Untersuchungen.  So  konnten  mit  Hilfe  der  funktionellen Magnetresonanztomografie  (fMRT)  (Rauschecker  and  Tian,  2000) sowie  der Magnetenzephalografie  (MEG)  (Kaiser  et  al.,  2000;  2002a;  2002b) vergleichbare Leitungsbahnsysteme bei der Verarbeitung von räumlichen sowie inhaltlichen Aspekten auditorischer Ereignisse beim Menschen ermittelt werden. Arnott et al.  (2004) haben innerhalb  einer  Metaanalyse  zur  Überprüfung  des  angenommen  Modells  zweier auditorischer  Verarbeitungspfade  36  bildgebende  Studien  untersucht,  bei  denen  die fMRT und die Positronenemissionstomographie (PET) zum Einsatz gekommen sind. Die Autoren  zeigen,  dass  bei  Aufgaben,  bei  denen  es  zur  Verarbeitung  räumlicher Eigenschaften  von  Geräuschen  kommt,  vermehrte  Aktivierungen  innerhalb  des Parietalkortex und des superioren Frontalkortex detektiert werden konnten. Dagegen kommt  es  bei  der  Verarbeitung  nicht  räumlicher  Geräuschaspekte  (z.B. Geräuschidentifikation) vermehrt zu Aktivierungen innerhalb des anterioren Temporal- sowie im inferioren Frontalkortex.   
1.2 multisensorische VerarbeitungIn  der  vergangenen  Dekade  neurowissenschaftlicher  Forschung  ist  man  davon ausgegangen, dass es zu einer Verarbeitung sensorischer Informationen, die durch die modalitätsspezifischen Sinnesorgane an das Gehirn übertragen werden, auch nur in den für  die  jeweilige  Modalität  spezialisierten  Arealen  kommt.  Daher  trat  bei  der Betrachtung sensorischer Wahrnehmung immer nur eine Modalität in den Fokus der Aufmerksamkeit (Ghazanfar and Schroeder, 2006). Diese Perspektive resultiert auch aus 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGfrühen  neuroanatomischen  Untersuchungen,  bei  denen  keine  oder  nur  sehr  wenige Konnektionen  zwischen  modalitätsspezifischen  Arealen  detektiert  werden  konnten (Kuypers  et  al.,  1965).  Daher  ging  man  davon  aus,  dass  das  Konzept  der  separat voneinander arbeitenden spezialisierten Einheiten bzw. Systeme im Gehirn zutreffend ist. So kann man bei dem Vergleich der neuronalen Aktivität bei geschlossenen Augen mit der Aktivität bei der Betrachtung von Schachbrettmustern vornehmlich vermehrte Aktivität im Bereich des okzipitalen Kortex beobachten (DeYoe et al., 1994; 1996). Bei der Wahrnehmung auditorischer Ereignisse sind dagegen hauptsächlich Bereiche des Temporalkortex aktiv  (Rosenzweig et al., 2007). Bei dieser „traditionellen“ Ansicht der sensorischen  Verarbeitung  ging  man  davon  aus,  dass  es  zur  Integration  von Informationen  aus  verschiedenen  Modalitäten  erst  nach  einer  vollzogenen unisensorischen  Verarbeitungskaskade  kommt  (Felleman  and  Van  Essen,  1991). Aktuelle Studien belegen allerdings, dass die scheinbar getrennten Modalitätssysteme nicht völlig autark bei der Verarbeitung von multisensorischen Informationen arbeiten (Driver and Noesselt, 2008). So konnte anhand anatomischer Studien gezeigt werden, dass  eine  Integration  von  Informationen  verschiedener  Modalitäten  schon  auf  einer primären kortikalen Ebene stattfindet. Diese Annahme stützt sich auf die Tatsache, dass umfangreiche  Verbindungen  zwischen  spezialisierten  Kortexarealen  der  einzelnen sensorischen Modalitäten bestehen  (Falchier et al.,  2002;  Rockland and Ojima,  2003; Cappe and Barone, 2005; Cappe et al., 2009a). Im  folgenden  Abschnitt  sollen  daher  Ergebnisse  aktueller  Untersuchungen  sowie Ansätze  multimodaler  Integrationsmechanismen  besprochen  werden,  die  aufzeigen, dass es neben der Verarbeitung multimodaler Informationen innerhalb heteromodaler kortikaler Areale auch zur Verarbeitung durch Interaktionen zwischen heteromodalen und klassischen unimodalen Kortexarealen kommen kann.
1.2.1 multisensorische Verarbeitung innerhalb hetero- 
modaler Areale Bei  der  Analyse  multisensorischer  Paradigmen  kann  festgestellt  werden,  dass zahlreiche Zonen innerhalb kortikaler sowie subkortikaler Areale identifiziert werden konnten, die auf -grund von afferenten Verbindungen zu verschiedenen unisensorischen Arealen als „multisensorische Konvergenzzonen“ bezeichnet werden können (Mesulam, 1998; Kaas and Collins, 2004; Wallace et al., 2004). Weiterhin konnten innerhalb einiger 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGdieser  Zonen  Neuronen  detektiert  werden,  die  auf  multiple  sensorische  Modalität reagieren  (Benevento and Miller,  1981;  Meredith and Stein,  1996;  Beauchamp et  al., 2004;  Driver  and  Noesselt,  2008).  Im  Folgenden  kommt  es  zur  Beschreibung  der wichtigsten  dieser  klassischen  heteromodalen  Gebiete  sowie  zur  Erläuterung multimodaler  Verarbeitungsmechanismen,  die  anhand  von  tierphysiologischen  und bildgebenden Verfahren am Menschen detektiert werden konnten.Eine  der  am  detailliertesten  untersuchten  Strukturen  im  Zusammenhang  mit multisensorischer Integration sind die superioren Colliculi (SC)  (Wallace et al.,  1993). Bei  den  SC  handelt  es  sich  um die  oberen  „Hügel“  der  sogenannten  Vierhügelplatte („Lamina  quadrigemina“),  die  dem  Mittelhirn  zugerechnet  werden.  Es  ließen  sich innerhalb  der  SC  Zellen  nachweisen,  die  sensitiv  auf  mehr  als  eine  Modalität reagieren(Stein  and  Meredith,  1993;  Wallace  et  al.,  1993).  Für  diese  multimodalen Neuronen  innerhalb  der  SC  konnten  im  Wesentlichen  drei  Prinzipien  im  Sinne multimodaler Integration beschrieben werden (Stein and Meredith, 1993).Das erste bezieht sich auf die räumliche Beziehung von Reizquellen („spatial rule“). Das  rezeptive  Feld  eines  multimodalen  Neurons  besteht  aus  einem  exzitatorischen Zentrum,  das  von  einem  inhibitorischen  Randbereich  begrenzt  wird.  Da  in  den multimodalen  Neuronen  die  rezeptiven  Felder  für  die  verschiedenen  Modalitäten überlappen,  verstärken  sich  die  Reize  gegenseitig,  wenn  diese  räumlich  nahe beieinander auftreten. Trifft nur ein Reiz auf den exzitatorischen Bereich, während der andere  Reiz  außerhalb  des  rezeptiven  Feldes  liegt,  tritt  keine  Verstärkung  der neuronalen Antwort auf und die Reize werden als separate Ereignisse verarbeitet. Trifft der  zweite  Reiz  auf  den  inhibitorischen  Bereich  des  rezeptiven  Feldes,  reagiert  das Neuron mit einer Hemmung der Feuerrate (Middlebrooks and Knudsen, 1984; King and Palmer, 1985; Kadunce et al., 2001). Neben  der  räumlichen  Beziehung  zweier  Reize  aus  verschiedenen  Modalitäten müssen auch zeitliche Aspekte betrachtet werden, damit eine erfolgreiche Integration stattfinden  kann  („temporal  rule“).  Der  Zeitbereich,  in  dem  eine  erfolgreiche multimodale  Integration  stattfindet,  kann  mehrere  hundert  Millisekunden  betragen (Meredith et al., 1987). Durch diesen Umstand ist es möglich, dass trotz verschiedener Antwortlatenzen der  einzelnen Modalitäten oder  des  zeitlich  versetzten  Beginns  der Reize multimodale Integration stattfinden kann (Stein and Stanford, 2008). Maßgeblich 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGfür die Qualität der Integration verschiedener Modalitäten in der zeitlichen Domäne sind die  Entladungsmuster  („discharge  trains“)  der  unimodalen  Reize.  Diese  neuronalen Entladungsmuster  können  zwischen  verschiedenen  Stimuli  sehr  unterschiedlich ausfallen. Einige dieser unimodalen Entladungsmuster starten mit einer hohen Frequenz bzw. Amplitude und nehmen mit der Zeit an Aktivität ab, andere Entladungsmuster sind durch  einen  phasenweisen  An-  bzw.  Abstieg  der  Amplitude  bzw.  Frequenz gekennzeichnet,  und  wieder  andere  zeigen  nach  einem  exzitatorischen  Beginn  eine sofortige Depression der Aktivität  (Meredith et al., 1987). Der ausschlagebende Faktor für eine optimale Integration der verschiedenen Modalitäten ist  die Überlappung der neuronalen  Erregungsmuster.  Das  bedeutet,  dass  eine  maximale  exzitatorische multimodale Interaktion stattfindet, wenn es zu einer Überlappung der exzitatorischen unimodalen  Perioden  kommt,  abgesehen  von  deren  Verlaufsform  (King  and  Palmer, 1985; Meredith et al., 1987). Werden  Ereignisse  verschiedener  Modalitäten  räumlich  und  zeitlich  koinzident präsentiert,  kann  man  eine  höhere  Rate  neuronaler  Antwortmuster  multimodaler Darbietung, verglichen mit unimodaler Darbietung, feststellen. Zur Beschreibung eines solchen Ereignisses, bei dem die Reaktion auf zwei gemeinsam eintretende Signale zu einer Verstärkung der Antwortrate multimodaler Neuronen führt, werden oft Begriffe wie  Summation,  Superaddition,  Supraaddition  sowie  Enhancement  verwendet (Macaluso and Driver, 2005; Stein and Stanford, 2008). Ist die Antwort größer als die Summe der einzelnen unimodalen Reizkomponenten,  spricht  man von Superaddition oder Supraaddition. Als multisensorisches Enhancement bezeichnet man eine neuronale Antwort auf einen multisensorischen Reiz, die größer ist als die Antwort, die durch die stärkste  ihrer  Komponenten  hervorgerufen  werden  kann.  Werden  hingegen multisensorische Reize räumlich und zeitlich getrennt dargeboten, kommt es zu keinem Enhancement oder gar zur Inhibition der neuronalen Reizmuster  (Stein and Stanford, 2008). Neben räumlichen und zeitlichen Aspekten spielt bei der Qualität der Integration verschiedener Modalitäten auch die Salienz eine tragende Rolle. Dabei handelt es sich um das Prinzip der „inversen Effektivität“, welches postuliert, dass die Verstärkung der neuronalen  Antwortrate  umso  größer  ist,  je  schwächer  bzw.  weniger  effektiv  die unimodalen Reize sind (Stein and Meredith, 1993 – für eine detailierte Beschreibung s. Kap.3.1.4). 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGDie  hier  beschriebenen  Integrationsmechanismen  für  multimodale Reizkombinationen innerhalb der subkortikalen SC scheinen aber nicht unabhängig von kortikalen Arealen zu sein. So konnte anhand von Läsions- und Erkaltungsexperimenten bei Katzen gezeigt werden, dass durch reversible Läsionen des ectosylvischen Sulcus und  des  rostral  lateralen  suprasylvischen  Sulcus  gänzliche  multisensorischen Eigenschaften der SC eliminiert werden (Jiang et al., 2001). Des Weiteren konnte durch die operative Entfernung der beiden temporalen Areale bei  Jungtieren nachgewiesen werden, dass die multisensorischen Integrationseigenschaften der SC bei diesen Tieren, wenn sie  ausgewachsen sind,  nicht  existent waren  (Wallace et  al.,  2006;  Jiang et  al., 2007).  Die  erwähnten  Eigenschaften  multimodaler  Integration  auf  der  neuronalen Ebene konnten auch in der Verhaltensebene nachgewiesen werden. So zeigte sich, dass eine  vermehrte  neuronale  Antwort  multisensorischer  SC  –  Zellen  stark  mit  der Geschwindigkeit  und  der  Wahrscheinlichkeit,  multisensorische  Ereignisse  zu detektieren oder zu lokalisieren,  korreliert  (Stein et al.,  1988;  Wilkinson et al.,  1996; Jiang  et  al.,  2002;  Bell  et  al.,  2005).  Auch am Menschen konnten auf  Grundlage  der ermittelten Integrationsmechanismen des SC innerhalb der Verhaltensebene Hinweise für  deren Gültigkeit  ermittelt  werden  (Frassinetti  et  al.,  2002;  Odgaard  et  al.,  2004; Bolognini et al., 2005; Noesselt et al., 2008). Eine weitere Struktur, die in einer Vielzahl von Studien mit multimodaler Integration in  Zusammenhang  gebracht  wird,  ist  der  superiore  temporale  Sulcus  (STS) (Schmahmann and Pandya, 1991; Cusick et al., 1995; Calvert, 2001; Calvert et al., 2001; Padberg et  al.,  2003;  Noesselt  et  al.,  2007;  Stevenson and James,  2009;  Werner  and Noppeney,  2009).  Es  zeigte  sich,  dass  beim  Primaten  der  obere  Teil  des  STS bidirektionale  Verbindungen  zu  unisensorischen,  visuellen,  somatosensorischen  und auditorischen Gebieten  besitzt  (Schmahmann and Pandya,  1991;  Cusick  et  al.,  1995; Padberg  et  al.,  2003;  Beauchamp  et  al.,  2004;  2005a) sowie  Neuronen,  die  für  die Verarbeitung  verschiedener  Modalitäten  verantwortlich  sind  (Bruce  et  al.,  1981; Barraclough  et  al.,  2005;  Beauchamp,  2005a).  In  Studien,  die  die  Verteilung  von modalitätsspezifischen Neuronen im STS am Primaten untersuchten, konnte festgestellt werden, dass 36 – 38% der Neuronen im anterioren Teil des STS multimodal zu sein scheinen (Bruce et al., 1981), im posterioren Teil hingegen nur 12% (Hikosaka, 1993). Bei  diesen  Studien  wurde  aber  nicht  systematisch  untersucht,  ob  die  ermittelten multisensorischen  Zellen  tatsächlich  visuelle  und  auditorische  Informationen 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGintegrieren.  Barraclough  et  al.  (2005) konnten  anhand  von  komplexen  natürlichen Stimuli nachweisen, dass 23% der Zellen des STS auf das Betrachten von natürlichen Handlungsabläufen reagieren und dass es zu einer Modulation der visuellen Antwort innerhalb der detektierten STS – Neuronen kommt, wenn zusätzlich zu den visuellen Informationen  kongruente  auditorische  Stimuli  dargeboten  werden.  Neben  den tierphysiologischen  Ergebnissen  zur  Verteilung  modalitätsspezifischer  Regionen innerhalb des STS konnte auch Beauchamp et al. (2004) mit Hilfe der fMRT zeigen, dass auch  innerhalb  des  menschlichen  STS  Bereiche  existieren,  die  selektiv  auf unisensorische visuelle und auditorische Reize sowie auf kombinierte audio – visuelle Darbietungen  reagieren.  Des  Weiteren  konnten  neben  den  multisensorischen Verbindungen  auch  Neuronen  innerhalb  des  STS  ermittelt  werden,  in  denen multimodale Integrationsmechanismen, die in tierphysiologischen Experimenten im SC beschrieben  wurden,  beobachtet  werden  konnten.  Stevenson  et  al.  (2007) konnten anhand von Videos und Geräuschen von Werkzeugen zeigen, dass das Superadditivität – Prinzip innerhalb des STS mit Hilfe des „blood oxygen level dependent“ (BOLD) – Signals detektierbar ist. Auch für das Prinzip der inversen Effektivität konnten innerhalb des STS Evidenzen ermittelt werden. Es zeigte sich, dass durch die Variation des Signal – zu –  Rausch  –  Verhältnisses  (SNR)  multimodaler  Reize  schwellennah  dargebotener Stimuluskombinationen  einen  Zuwachs  multimodaler  BOLD-Antworten  im  STS, verglichen mit unimodalen Stimulationen, erfahren (Stevenson and James, 2009). Als eine weitere klassische multisensorische Konvergenzzone wird der intraparietal Sulcus (IPS) bezeichnet (Ghazanfar and Schroeder, 2006), der als Teil eines Netzwerkes gilt,  das  funktionell  unter  anderem an der  Steuerung von multisensorisch  geleiteten Bewegungen  im  Raum  beteiligt  ist  (Andersen,  1997;  1997).  Anatomische  sowie elektrophysiologische  Untersuchungen am Affen stellten fest,  dass  innerhalb  des  IPS funktionelle Substrukturen existieren, die bei der Verarbeitung von zielgerichteten Arm- und Augenbewegungen beteiligt sind (Mountcastle et al., 1975; Grefkes and Fink, 2005). So wird die in diesem Zusammenhang identifizierte laterale intraparietale Region (LIP) als ein wichtiger Knotenpunkt multisensorischer Integration bezeichnet (Ghazanfar and Schroeder, 2006). Als Äquivalent des LIP beim Menschen konnte mit Hilfe der fMRT der mediale  Teil  des  IPS  ermittelt  werden,  der  unter  anderem  bei  der  Generierung sakkadischer Augenbewegungen moduliert wird  (Koyama et al.,  2004). Lange galt die LIP  als  ein  unimodales  visuelles  Areal,  doch  innerhalb  der  letzten  Jahre  konnten 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGNeuronen  detektiert  werden,  die  Eingänge  aus  visuellen  und  auditorischen  Arealen erhalten  und  damit  multimodal  zu  sein  scheinen  (Andersen,  1997).  Eine  weitere wichtige  Struktur  innerhalb  des  IPS  vor  dem  Hintergrund  multisensorischer Informationsverarbeitung ist die ventrale intraparietale Region (VIP), die besonders bei der  Verarbeitung  multimodaler  Bewegungsinformationen  aktiv  ist  (Macaluso  et  al., 2003;  2005).  Bei  der  Identifikation  eines  möglichen  VIP  –  Äquivalent  im  Menschen haben  Bremmer  et  al.  (2001) Probanden  visuelle  (bewegte  Punktwolken),  taktile (Luftzug  über  der  Hand)  oder  auditorische  (binaurale  Töne)  Stimuli,  die modalitätsspezifische  Bewegungswahrnehmungen  vermittelten,  dargeboten.  Im Vergleich  mit  stationären  Kontrollstimuli  konnten  unabhängig  von  der  Modalität bilaterale  Aktivierungen  des  IPS  für  die  Bewegungsstimuli  detektiert  werden. Einzelprobandenanalysen  ergaben,  dass  das  Maximum  der  bewegungsassoziierten Aktivierungen  im  Fundus  des  IPS  lokalisiert  werden  konnte.  Damit  konnte  das menschliche Äquivalent zur VIP des Makaken, dem einzigen Areal,  das innerhalb des Primaten – IPS auf multimodale Bewegungsreize reagiert  (Bremmer et al.,  2000), der identischen topographischen Position zugeordnet werden. Des Weiteren konnte gezeigt werden,  dass  VIP  –  Neuronen  auf  visuelle,  auditorische,  somatosensorische  sowie vestibuläre Stimuli reagieren und das die rezeptiven Felder dieser bi- bzw. trimodalen Zellen sich räumlich überschneiden (Duhamel et al., 1998; Bremmer et al., 2002; Avillac et al., 2005; Schlack et al., 2005). Auch innerhalb frontaler Areale war es möglich, multisensorische Konvergenzzonen zu ermitteln (Benevento et al., 1977; Bodner et al., 1996; Fuster et al., 2000). So konnte mit  Hilfe  anatomischer  und  physiologischer  Untersuchungen  gezeigt  werden,  dass innerhalb des präfrontalen Kortex (PFC) überschneidende Zonen existieren, die selektiv auf  auditorische  und  visuelle  Stimuli  reagieren  (Wilson  et  al.,  1993;  Romanski  and Goldman-Rakic,  2002).  Dieser  Umstand  ließ  die  Annahme  zu,  dass  Zellen  innerhalb dieser  Gebiete  konvergierende  Eingänge  aus  auditorischen  und  visuellen  Arealen erhalten und damit auch auf beide Modalitäten reagieren. Zusätzlich ließen sich auch robuste Verbindungen zwischen dem STS und dem lateralen präfrontalen Kortex (LPFC) nachweisen,  was  die  Theorie  unterstützt,  dass  es  innerhalb  des  PFC  zur  Integration audiovisueller  Informationen  kommt  (Romanski  et  al.,  1999a).  Ein  besonderer Forschungsschwerpunkt im Zusammenhang mit multimodaler Integration liegt auf dem ventrolateralen  Präfrontalkortex  (VLPFC),  der  eine  zentrale  Rolle  beim  Verständnis 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGmenschlicher  Kommunikation  spielt.  In  einer  Vielzahl  von  Untersuchungen  konnte gezeigt  werden,  dass  der  VLPFC  besonders  sensitiv  gegenüber  auditorischen  und visuellen Kommunikationsstimuli ist (Romanski, 2007). Ein Umstand, der vermutlich auf der  Tatsache  beruht,  dass  innerhalb  des  VLPFC  Neuronen  nachgewiesen  werden konnten, die auf auditorische (Romanski and Goldman-Rakic, 2002), visuelle (Pigarev et al., 1979; Rosenkilde et al., 1981; Wilson et al., 1993; O‚Scalaidhe et al., 1997; Nakamura et  al.,  1998;  Hoshi  et  al.,  2000) und  somatosensorische  (Romo  et  al.,  1999) Reize reagieren.  Sugihara  et  al.  (2006) konnten  anhand  einer  elektrophysiologischen Untersuchung an Makaken zeigen, dass 50% der abgeleiteten Neuronen innerhalb des VLPFC  bimodaler  Natur  waren  und  auf  unisensorische  visuelle  und  auditorische Kommunikationsstimuli  reagierten.  Dabei  konnten  die  Autoren beobachten,  dass  die detektierten multimodalen Neuronen identische Integrationsmechanismen in Form von multisensorischem  Enhancement  und  Suppression  wie  die  SC  zeigen.  Neben  den Erkenntnissen  aus  tierphysiologischen  Untersuchungen  konnten  auch  mit  Hilfe  von bildgebenden Verfahren am Menschen vermehrte Aktivität innerhalb frontaler Gebiete während der Verarbeitung audiovisueller Reizkombinationen ermittelt werden (Calvert et al., 2001; Homae et al., 2002; Jones and Callan, 2003; Miller and D‘Esposito, 2005).Zusammenfassend  konnte  der  Abschnitt  zeigen,  dass  sich  anhand  von tierphysiologischen und bildgebenden Verfahren „multisensorische Konvergenzzonen“ beobachten lassen, welche mittels verschiedener Mechanismen Reize unterschiedlicher Modalitäten integrieren. Neben kortikalen Konvergenzzonen konnten auch subkortikale Areale detektiert werden, in denen es zu Integrationsprozessen kommt. Dieser Umstand könnte  bedeuten,  dass  es  nicht  erst,  wie  vermutet,  am  Ende  von  unimodalen Verarbeitungsprozessen  zur  Integration  von  multimodalen  Informationen  kommt (Felleman and Van Essen, 1991), sondern das diese unter bestimmten Umständen auch schon in einem frühen Stadium sensorischer Verarbeitung integriert werden.Die ermittelten Mechanismen multisensorischer Integration sind nicht nur auf der Einzelzellebene  detektierbar,  sondern  finden  durch  den  Einsatz  bildgebendenr Verfahren auch ihre Anwendung als gültige Prinzipien innerhalb neuronaler Verbände. So  konnten  für  den  Vergleich  audiovisueller  Sprach-Stimuli  mit  unimodalen Sprachreizen multisensorische Interaktionen und zum Teil  Super-  und Subadditivität mit  Hilfe  der  fMRT  nachgewiesen  werden  (Calvert,  2001a;  2001b;  Werner  and 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGNoppeney,  2009).  Für  die  Elektroenzephalografie  (EEG)  konnten  Giard  &  Perronnet (1999) zeigen,  dass es zu einer Verstärkung ereigniskorrelierter Potentiale (EKP) für multimodale Reizkombinationen im Vergleich zu unimodalen Stimuli kommt. Auch das Prinzip  der  inversen  Effektivität,  das  sich  mit  der  Anwendung  der  fMRT  und  der Änderung des BOLD – Signales detektieren lässt (Stevenson et al., 2007; Stevenson and James,  2009;  Stevenson et  al.,  2009),  scheint  ein  gültiges  Prinzip  zu  sein,  Areale  zu identifizieren, die an der Integration multimodaler Ereignisse beteiligt sind. Neben den erwähnten „klassischen“ multisensorischen Konvergenzzonen zeigen aktuelle Studien, dass  mit  hoher  Wahrscheinlichkeit  auch  sensorisch  spezifische  Areale  bei  der Verarbeitung  multisensorischer  Ereignisse  beteiligt  sind  (Ghazanfar  and  Schroeder, 2006; Driver and Noesselt, 2008). Diese Annahme steht im Kontrast zu traditionellen Ansichten,  dass sensorisch spezifische Areale ihre Informationen an multisensorische Konvergenzzonen  weiterleiten,  in  welchen  es  zur  Integration  der  verschiedenen Informationen kommt. Der folgende Abschnitt soll einen Überblick über den aktuellen Forschungstand zu multimodaler Verarbeitung in sensorspezifischen Arealen geben. 
1.2.2 multisensorische Verarbeitung innerhalb unimodaler 
Areale Schon  sehr  früh  gab  es  Hinweise,  dass  sensorisch  spezifische  Gebiete  in  enger Interaktion  mit  anderen  sensorischen  Arealen  stehen,  wenn  Informationen  der jeweiligen  Areale  räumlich  und  zeitlich  kongruent  zueinander  dargeboten  werden (Spinelli  et  al.,  1968;  Morrell,  1972).  Durch  unzureichende  technische  Bedingungen wurden z.B. Reaktionen auf auditorische Stimuli in visuellen Arealen als unspezifische Reaktionen (Erregungssteigerungen,  Pupillendilatation oder  Mikrosakkaden aufgrund des plötzlich auditorischen Stimulus) oder Konfundierungen angesehen(Fishman and Michael,  1973).  Mit  der  fortschreitenden  technischen  Entwicklung  war  es  möglich, zwischen Konfundierungen und echten Integrationseffekten in sensorisch spezifischen Arealen aufgrund von multisensorischen Stimulationen zu differenzieren.  So konnten mit Hilfe der fMRT (Calvert et al., 1997) aber auch später mit der EEG (Foxe et al., 2000; Molholm et al., 2002; Besle et al., 2004; van Wassenhove et al., 2005) audio – taktile und audio – visuelle Interaktionen im auditorischen Kortex beobachtet werden (Brosch et al., 2005). Innerhalb somatosensorisch assoziierter Areale war es möglich, Modulationen zu detektieren,  die  visuellen  sowie  auditorischen  Stimulationen  zugeordnet  werden 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGkonnten  (Koch  and  Fuster,  1989;  Zhou  and  Fuster,  2000).  Neben  Aktivierungen innerhalb  modalitätsspezifischer  Kortizes  durch  andere  Modalitäten  konnten  auch Beeinflussungen modalitätsspezifischer EKP – Komponenten beobachtet werden (Giard and  Peronnet,  1999;  Molholm  et  al.,  2002;  Senkowski  et  al.,  2008).  Da  sich  die vorliegende  Arbeit  mit  der  Beeinflussung  visueller  Verarbeitung  durch  auditorische Stimuli beschäftigt, wird sich der Fokus des nachfolgenden Abschnitts auf multimodale Reaktionen  innerhalb  visuell  assoziierter  Areale  und  daraus  resultierender Verhaltenseffekte beschränken.Früh konnte Morell (1972) in seiner Arbeit zeigen, dass der visuelle Cortex sensitiv auf auditorische Reize reagiert. Es wurde berichtet, dass 41% der Neuronen innerhalb des visuellen Kortex der Katze durch auditorische Stimuli beeinflusst werden und dass diese  Neuronen  einen  beachtlichen  Grad  an  auditorischer  räumlicher  Auflösung besitzen.  Mit  Hilfe  von  anatomischen  Tracerstudien,  bei  denen  radioaktiv  markierte Substanzen in die zu untersuchenden Hirnregionen appliziert werden und diese dann über den axonalen Transport der Zellen zurück zum Zellkörper (retrograder Transport – Ursprung  einer  Projektion)  oder  zu  den  (Prä-)  Synapsen  der  Zelle  (anterograder Transport – Ziel einer Projektion) projiziert werden, wurde gezeigt, , dass V1 Eingänge von  primären  auditorischen  Arealen  sowie  dem  STS  erhält  (Falchier  et  al.,  2002; Rockland and Ojima, 2003; Budinger et al., 2006; Budinger and Scheich, 2009). Weitere Hinweise über audiovisuelle Interaktionen in visuell assoziierten Arealen konnten mit Hilfe von ERP – Studien erbracht werden. So zeigte sich, dass durch eine multimodale Objekterkennungsaufgabe  audiovisuelle  Interaktionen  schon  40ms  nach  der Stimuluspräsentation  über  visuellen  Arealen  detektiert  werden  konnten  (Giard  and Peronnet,  1999).  Damit  war  die  ermittelte  Interaktion  zwischen  den  visuellen  und auditorischen  Objektmerkmalen  vergleichbar  mit  frühesten  Verarbeitungsschritten innerhalb des visuellen Kortex (Foxe and Simpson, 2002). Noesselt et al. (2007) konnten mit Hilfe der fMRT zeigen, dass es bei einer gleichzeitigen Darbietung von visuellen und auditorischen  Reizen  unter  anderem  zu  einer  Modulation  von  V1  kommt.  Für  die multisensorische Präsentation von Sprache konnten Kriegstein et al.  (2005) innerhalb einer  fMRT-Studie  zeigen,  dass  der  Gyrus  fusiformis  (FG)  nicht  nur  durch  die Präsentation  bekannter  Gesichter  aktiviert  wird,  sondern  ebenfalls  durch  deren Stimmen. Auch Calvert et al.  (1999) detektierten bei der Verarbeitung audiovisueller Sprachinformationen  Modulationen  innerhalb  unisensorischer  visueller  Areale  (von 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGKriegstein et al., 2005). Neben den Befunden aus bildgebenden Verfahren konnte auch mittels  Verhaltensstudien  gezeigt  werden,  dass  die  auditorische  Modalität  die Beurteilung  von  Eigenschaften  eines  visuellen  Objekts  oder  Ereignisses  beeinflussen kann  und  dass  diese  Beeinflussung  möglicherweise  auf  multimodale Integrationsprozesse innerhalb visuell assoziierter Areale zurückzuführen ist  (Stein et al., 1996; Frassinetti et al., 2002; Bolognini et al., 2005; Noesselt et al., 2008). Der  vorherige  Abschnitt  hat  einen  Überblick  über  die  Verarbeitung  von multisensorischen  Informationen  auf  der  neurophysiologischen  Ebene  gegeben  und konnte  zeigen,  dass  es  neben  multisensorischen  Konvergenzzonen  auch  innerhalb modalitätsassoziierter  Areale  zur  Verarbeitung  multisensorischer  Informationen kommen kann. Auf der Grundlage der aufgezeigten anatomischen und physiologischen Ergebnisse der referierten Untersuchungen soll im folgenden Abschnitt gezeigt werden, dass  es  zwischen  den  verschiedenen  Modalitäten  zu  Integrationsprozessen  kommen kann,  die  die  perzeptuelle  Wahrnehmung  eines  Ereignisses  oder  eines  Objektes beeinflussen bzw. verändern können.
1.3 perzeptuelle Konsequenzen multimodaler 
InteraktionDie  Perzeption  der  uns  umgebenden  Umwelt  profitiert  von  den  sensorischen Informationen,  die  durch  verschiedene  Modalitäten  an  unser  Gehirn  übermittelt werden. So werden Informationen der verschiedenen Modalitäten als ein Perzept bzw. Objekt  wahrgenommen,  wenn  diese  simultan  dargeboten  werden  und  von  einer ähnlichen Stelle im Raum stammen (Welch and Warren, 1986). Dagegen werden Reize, die  zeitlich  und  räumlich  uneinheitlich  auftreten,  als  verschiedene  Ereignisse  bzw. Objekte  wahrgenommen.  Nur  in  Ausnahmefällen kann es vorkommen,  dass auch bei einer uneinheitlichen Darbietung multimodaler Informationen ein einheitliches Perzept eines Ereignisses oder Objektes generiert wird. Dabei konnte innerhalb audiovisueller Interaktionen  gezeigt  werden,  dass  bei  der  zeitlichen  Perzeption  multimodaler Ereignisse  die  Auditorik  die  visuelle  Modalität  dominiert  –  ein  Phänomen,  das  als 
„auditory dominance“ bezeichnet wird – , während es bei der Wahrnehmung räumlicher Aspekte multimodaler Ereignisse oder Objekte es zu einer Dominanz des visuellen über das  auditorische  System  kommt.  Diese  Befunde  gehen  mit  der 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGModalitätseignungshypothese  (Welch  and  Warren,  1986) einher,  die  besagt,  dass verschiedene Sinne unterschiedlich gut geeignet sind,  spezielle Merkmale dargebotener Reize  zu  verarbeiten  (Shipley,  1964).  Eindrucksvoll  können  diese  perzeptuellen Interaktionen zwischen Modalitäten durch multimodale Illusionen dargestellt werden, bei denen es unter anderem zu einer Beeinflussung der Wahrnehmung auch durch nicht wahrgenommene Modalitäten kommen kann.
1.3.1 multimodale Illusionen als Bespiel multimodaler 
perzeptueller IntegrationWie  es  zu  einer  Beeinflussung  und  somit  zu  einer  veränderten  Wahrnehmung auditorischer Informationen durch visuelle  Reize  kommen kann,  zeigen der McGurk- (McGurk and MacDonald, 1976) sowie der Bauchredner – Effekt (Templeton et al., 1965; Bertelson and Radeau, 1981; Vroomen and de Gelder, 2004; Bonath et al., 2007). Dem letzteren  unterliegt  jeder  Mensch  beim  Fernsehen  oder  beim  Kinobesuch.  Ein Sprachsignal  scheint  vom  Bildschirm  bzw.  von  den  dort  gezeigten  Schauspielern  zu kommen, tatsächlich aber treffen die Schallwellen von einer ganz anderen, meist seitlich platzierten Quelle - den Lautsprechern -  auf das Ohr der Zuhörer. Den Namen erhielt dieses Phänomen von Künstlern, die mit einer speziellen Technik Sprache auf den Mund einer Handpuppe projizieren (Connor, 2001). Bei diesem Effekt spricht man auch vom 
„visual capture“, bei dem die Informationen für die räumliche Quelle eines auditorischen Stimulus  von  den  Informationen  eines  simultan  auftretenden  visuellen  Stimulus dominiert werden (Welch and Warren, 1986). Der  McGurk –  Effekt  bedient  sich  der  Tatsache,  dass  es  bei  der  Betrachtung des Gesichtes eines Sprechers zu einer Verbesserung des Sprachverständnisses kommt, da eine  Integration  visueller  (Lippenbewegungen)  und  auditorischer  Informationen (Sprachlaute)  von  Sprache  stattfindet,  die  auf  der  erhöhten  Aktivierung sprachverarbeitender  Areale  basiert  (Sumby  and  Pollack,  1954;  Sams  et  al.,  1991; Calvert  et  al.,  2000).  Kommt  es  hingegen  zu  einer  geringfügigen  Verschiebung  von visuellen und auditorischen Sprachinformationen,  wie  z.B.  durch die  Aussprache der Silbe /ga/ (visuelle Information) und durch ein simultan gehörtes /ba/ (auditorische Information),  wird  beim  Probanden  das  Perzept  eines  /da/  generiert  (McGurk  and MacDonald, 1976). Die beim McGurk – Effekt unwillkürlich entstehenden Perzepte, die durch  die  präsentierten  Modalitäten  beeinflusst  werden,  zeigen  auf,  dass  die 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGablaufenden multimodalen Prozesse automatischen sowie eng miteinander verzahnten Mechanismen unterliegen. Die beiden Beispiele zeigen, dass es zu einer ausgeprägten Manipulation akustischer Informationen durch visuelle  Informationen kommen kann. Aber auch für den entgegengesetzten Fall,  dass auditorische Reize die Wahrnehmung von visuellen Informationen beeinflussen können, gibt es innerhalb der multimodalen Illusionen  einige  Beispiele.  So  konnte  Shipley  (1964) schon  früh  zeigen,  dass  die Wahrnehmung  visueller  Blinkraten  durch  auditorische  Klickfrequenzen  manipuliert werden konnte (Verghese and Stone, 1995; Berger et al., 2003). Es zeigte sich, dass eine visuelle  Blinkrate  von  10  Hz,  in  Abhängigkeit  von  der  dargebotenen  auditorischen Klickfrequenz, bis zu einer wahrgenommenen Blinkrate von 22 Hz erhöht oder auf 7 Hz verringert werden konnte. Shams et al. (2000) zeigten, dass es zu einer visuellen Illusion kommt, wenn ein einzelner Lichtblitz mit zwei irrelevanten Tönen dargeboten wurde. Für diesen Fall nahmen die Probanden einen doppelten Lichtblitz wahr. Ein weiteres Beispiel ist der sog.  „bouncing effect“, bei dem es zu einer visuellen Bewegungsillusion kommt  (Metzger,  1934).  Hierbei  werden Probanden zwei  identische  visuelle  Stimuli dargeboten,  die  sich  von  verschiedenen  Startpositionen  aus  auf  verschiedene Endpositionen zu bewegen. Dabei kreuzen sich die beiden Bewegungspfade. Kommt es zur  gleichzeitigen  Überschneidung  der  beiden  visuellen  Stimuli,  entsteht  die Wahrnehmung,  dass  sich die  Bewegungsrichtung ändert  und sich die  beiden Stimuli voneinander  abstoßen.  Sekuler  et  al.  (1997) demonstrierten,  dass  sich  die Wahrnehmung  des  Abstoßens  signifikant  erhöhen  lässt,  wenn  im  Moment  des Überkreuzens ein Ton dargeboten wird.Durch die hier referierten multimodalen Illusionen konnte gezeigt werden, dass sich die Perzeption einer Modalität durch eine weitere signifikant beeinflussen lässt und dass zeitliche sowie räumliche Aspekte kritisch für die der Beeinflussung zugrundeliegenden multimodalen Integrationsmechanismen sind. Der folgende Abschnitt soll zeigen, dass ein  Perzept  durch  eine  zusätzliche  Modalität  nicht  nur  verändert,  sondern  dass  die innerhalb  einer  Modalität  abgerufene  Verhaltensperformanz  sowie  die Wahrnehmungsleistung durch eine weitere Modalität gesteigert werden kann.
1.3.2 multimodale PerformanzsteigerungSchon  früh  deuteten  Ergebnisse  multimodaler  Experimente  darauf  hin,  dass  es innerhalb einer Modalität zu einem Informationszuwachs kommen kann, wenn diese mit 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGeiner weiteren Modalität unter bestimmten Umständen dargeboten wird (London, 1954; Loveless  et  al.,  1970).  So  konnte  schon  Bartholmus  1669  feststellen,  dass  blinde Menschen in einem hellen Raum teilweise besser hören als in einem dunklen (zitiert aus Knox, 1945). Auch in anderen Studien mit blinden Menschen konnte ermittelt werden, dass es zu einer Beteiligung des visuellen Kortex bei nicht visuellen Aufgaben kommt (Melcher, 2000). Innerhalb der Psychophysikforschung gelang es früh,  perzeptuelle Veränderungen von Probanden mit  Hilfe  verschiedener  Maße  zu  detektieren.  Ein  Maß,  mit  dem die Veränderung der perzeptuellen Sensitivität einer Modalität gemessen werden kann, ist die Reaktionszeit (RT), die ein bestimmter Beobachter benötigt, um auf das Erscheinen eines schwellennah präsentierten Stimulus zu reagieren (Welch and Warren, 1986). Es zeigte  sich,  dass  audiovisuelle  Reizkombinationen  schneller  detektiert  werden  als unimodale Stimuli  (Hershenson, 1962;  Schroger and Widmann, 1998;  Molholm et al., 2002; Teder-Salejarvi et al., 2002; Molholm et al., 2004; Murray et al., 2005; Talsma and Woldorff, 2005; Senkowski et al.,  2006; Colonius et al.,  2009; Diederich and Colonius, 2009). Der zugrunde liegende Mechanismus für diesen sensomotorischen Effekt scheint ein  oszillatorisches  Antwortverhalten  über  frontalen,  okzipitalen,  zentralen  sowie sensomotorischen  Gebieten  im  Frequenzbereich  von  13  –  30  Hz,  dem  sog.  Beta  – Bereich, zu sein  (Giard and Peronnet, 1999; Foxe et al., 2000; Calvert, 2001; Foxe and Schroeder, 2005). Senkowski et al.  (2005) konnten eine negative Korrelation zwischen den  RTs  und  der  oszillatorischen  Beta  –  Aktivität  über  den  erwähnten  kortikalen Arealen feststellen und schlossen daraus,  dass ein direkter Zusammenhang zwischen integrativen multisensorischen Prozessen und dem ermittelten fazilitativen RT – Effekt besteht. Neben der Reduzierung von RTs konnte auch nachgewiesen werden, dass die wahrgenommene Helligkeit eines visuellen Stimulus durch einen auditorischen Stimulus erhöht werden kann. Dazu sollten Probanden die Helligkeit einer LED einschätzen, wenn diese  innerhalb  einer  multimodalen  Versuchsbedingung  mit  einem  auditorischen Stimulus  dargeboten  und  wenn  diese  einzeln  präsentiert  wurde  (Stein  et  al.,  1996; Odgaard  et  al.,  2004).  Es  zeigte  sich,  dass  die  Probanden  die  LED  innerhalb  einer multimodalen  Darbietung  heller  wahrnahmen.  Ein  weiteres  Maß,  mit  welchem perzeptuelle  Veränderungen  quantifiziert  werden  können,  ist  die  Modulation  der Wahrnehmungsschwelle  einer  Modalität.  Dabei  konnten  schon  bei  klassischen Experimenten Änderungen in der visuellen Reizschwelle detektiert werden, wenn ein 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGvisueller Stimulus zeitnah mit einem auditorischen dargeboten wurde. Es zeigten sich aber teilweise gegenläufige Ergebnisse. So konnten einige Forscher eine Verringerung (Newhall,  1923;  Maruyama,  1961) und  andere  eine  Erhöhung  (Davis,  1966) des visuellen  Schwellenwertes  feststellen.  Die  Richtung,  in  welche  eine  Veränderung stattfand  sowie  das  Ausmaß  dieser  Veränderung  scheint  abhängig  von  bestimmten Experimentalbedingungen wie z.B. der Frequenz und der Intensität des auditorischen Stimulus  sowie  dem  zeitlichen  Abstand  zwischen  beiden  Modalitäten  (Maruyama, 1961),  aber auch von der Exzentrizität  (London,  1954) und der Beziehung zwischen dem stimulierten Ohr und dem Hemifeld, in welchem der visuelle Stimulus dargeboten wurde  (Allen and Schwartz, 1940), zu sein. Auch in aktuellen Studien konnte gezeigt werden,  dass  unterschiedliche  Sinneskanäle  die  Beurteilung  eines  Objektes  bzw. Ereignisses einer anderen Modalität beeinflussen können. McDonald et al. (2000) ließen ihre Probanden eine visuelle Detektionsaufgabe durchführen und zeigten,  dass durch das vorherige Darbieten eines Tonreizes visuelle Reize mit höherer Wahrscheinlichkeit entdeckt  werden.  Ein  Resultat,  das  unabhängig  von  Aufmerksamkeitseffekten stattfindet.  In  einer  weiteren Studie  konnten die  auf  der  Einzelzellebene  ermittelten Regeln  multimodaler  Integration  auch  auf  der  Verhaltensebene  am  Menschen nachgewiesen  werden.  Es  zeigte  sich,  dass  eine  räumliche  Abweichungen  von  16° Sehwinkel  und  eine  zeitliche  Abweichung  von  100ms  bereits  eine  Interaktion  von Sinneskanälen verhindert und somit kein Informationsgewinn für die visuelle durch die auditorische Modalität innerhalb einer Detektionsaufgabe stattfinden kann (Frassinetti et al., 2002; Bolognini et al., 2005). Auch Vroomen & de Gelder (2000) konnten in einer Reihe von Experimenten nachweisen, dass die visuelle Detektionsleistung durch einen auditorischen Stimulus  erhöht  werden kann.  Dazu boten sie  den Probanden visuelle Reize  dar,  die  mit  einer  Tonabfolge  kombiniert  wurden.  Im Laufe  des  Experimentes konnte  ein visueller  Zielreiz  mit  einem devianten auditorischen Stimulus  kombiniert oder der Zielreiz zusammen mit einem identischen Ton aus der Tonabfolge dargeboten werden.  Kam  es  zur  Kombination  des  visuellen  Zielreizes  mit  dem  abrupten  Ton, konnten die Autoren eine Verbesserung der visuellen Detektionsleistung feststellen. Ein weiteres Beispiel multimodaler Leistungssteigerung lieferten Noesselt et al. (Noesselt et al.,  2008),  welche  zeigten,  dass  eine  auditorisch  bedingte  Steigerung  visueller Detektionsleistung  unabhängig  von  sog.  „warning“ –  Effekten  ist.  Bei  „warning“  – Effekten  geht  man  davon  aus,  dass  bei  der  Darbietung  simultaner  audiovisueller 
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EINLEITUNG                                                                                                         AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGReizkombinationen die auditorischen Informationen den Kortex schneller erreichen als die visuellen (s. z.B. Schroeder and Foxe, 2005) und dass es dadurch zu einer Erhöhung visueller  Performanz  kommt,  da  der  auditorische  Stimulus  Informationen  über  das Erscheinen des visuellen Stimulus liefert. Die Autoren argumentieren, dass es sich eher um  eine  Performanzsteigerung  handelt,  die  eine  Salienzerhöhung  interner  visueller Repräsentationen widerspiegelt.   Zusammenfassend  legen  die  in  dem  einleitenden  Teil  der  vorliegenden  Arbeit aufgeführten  Befunde  dar,  dass  bei  der  kortikalen  Verarbeitung  visueller  und auditorischer  Reize  vor  dem  Hintergrund  räumlicher  und  objektbezogener Verarbeitungssysteme  Ähnlichkeiten  vorhanden  sind.  Innerhalb  beider  Modalitäten treten getrennte Leitungsbahnsysteme auf, in denen räumliche sowie stimulusbezogene Merkmale  auditorischer  bzw.  visueller  Objekte  und  Ereignisse  verarbeitet  werden (Romanski,  2007).  Betrachtet  man  die  räumliche  Verarbeitung  visueller  und auditorischer  Stimuli,  so  scheinen  bei  beiden  Modalitäten  dorsale  Areale  wie  der Parietal- (IPS) und der Frontalkortex (DLPFC) eine tragende Rolle zu spielen. Für die objektbezogene  kortikale  Verarbeitung  wird  ein  ventrales  Netzwerk  aus  Temporal- (STS) und Frontalkortex (VLPFC) verantwortlich gemacht (Romanski,  2007). Der STS, der vermutlich in beiden Modalitäten an der Verarbeitung objektbezogener Merkmale beteiligt  ist  (Boussaoud et  al.,  1990),  wird im Zusammenhang mit  multisensorischen Untersuchungen als  eine Konvergenzzone  (Calvert,  2001;  Driver and Noesselt,  2008) bezeichnet und nimmt eine zentrale Position bei der multisensorischen Integration ein (Stevenson  and  James,  2009;  Werner  and  Noppeney,  2009).  Neben  klassischen Konvergenzzonen (IPS, STS, SC, PFC) konnte auch gezeigt werden, dass multisensorische Informationsverarbeitung  in  modalitätsassoziierten  Gebieten  sowie  in  primär sensorischen Arealen stattfindet (Calvert et al., 1997; Molholm et al., 2002; Senkowski et al., 2005; Noesselt et al., 2007). Damit scheinen multisensorische Integrationsprozesse auf der Grundlage von funktionellen Netzwerken, bestehend aus sensorisch spezifischen und  integrativen  Arealen,  zu  basieren.  Ausgehend  von  psychophysischen Untersuchungen konnte gezeigt werden, dass es nicht nur auf der sensorischen Ebene zu 
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Interaktionen zwischen den verschiedenen Modalitäten kommt, sondern dass es auch innerhalb der perzeptuellen Verarbeitung zu einer Beeinflussung modalitätsbezogener Repräsentationen kommen kann (Vroomen et al., 2001; Bolognini et al., 2005; Noesselt et al., 2007; Romei et al., 2007). Durch die Integration verschiedener Modalitäten ist es möglich, perzeptuelle Ungenauigkeiten zu reduzieren sowie die Geschwindigkeit und die Genauigkeit  von  perzeptuellen  Entscheidungen  zu  verbessern  (Sumby  and  Pollack, 1954; Stein et al., 1996; Ross et al., 2007; Cappe et al., 2009c; Romei et al., 2009).Auf  welchen  psychophysischen  und  neuronalen  Grundlagen  die  beschriebenen Prozesse basieren, wurde bisher nur ansatzweise untersucht und soll Gegenstand der Fragestellungen der vorliegenden Arbeit sein, welche im folgenden Absatz besprochen werden.
1.4 Fragestellungen:Wie einleitend beschrieben, befasst sich diese Arbeit mit der Analyse der neuronalen Basis  und zeitlichen Dynamik  audio  –  visueller  Interaktionsprozesse  und  untersucht insbesondere den Einfluss auditorischer Stimuli  auf das visuelle Detektionsverhalten. Dabei  soll  zunächst  der  Einfluss  der  visuellen  Salienz,  also  der  wahrgenommenen Reizstärke  (Stevenson  et  al.,  2007),  auf  die  Integration  beider  Modalitäten  und eventueller  resultierender  psychophysischer  Performanzänderungen  untersucht werden.  Des  Weiteren  sollen  im  Rahmen  einer  fMRT  –  Untersuchung  neuronale Korrelate  identifiziert  werden,  die  den  integrativen  Veränderungen  visueller Stimuluswahrnehmung  zugrunde  liegen.  Neben  kortikal  –  räumlichen  Aspekten  soll zusätzlich unter Anwendung des EEGs der zeitlich – dynamische Rahmen untersucht werden,  in  dem  potentielle  Integrationsmechanismen  perzeptverändernder  Prozesse stattfinden.  Durch  die  Integration  verschiedener  Methoden,  die  durch  ihre unterschiedlichen  Eigenschaften  zeitlicher  und  räumlicher  Auflösung  geeignet  sind, neuronale  Prozesse  in  ihrer  Ganzheit  zu  analysieren,  wird  das  kortikale  Netzwerk ermittelt,  das  perzeptuellen  Performanzänderungen  in  audio  –  visuellen Detektionsaufgaben zugrunde liegt. 
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1.4.1 auditorische Modulation visuellen 
Detektionsverhaltens in Abhängigkeit von visueller Salienz Bei der Betrachtung multimodaler Integration kann man feststellen, dass der Erfolg eines  Integrationsprozesses  abhängig  von  verschiedenen  Faktoren  ist.  So  können sowohl externe Parameter, wie räumliche, zeitliche und semantische Kongruenz (Top -  
Down), als auch stimulusabhängige Einflüsse (Bottom - Up) die Fähigkeit, Informationen verschiedener  Modalitäten  zu  integrieren,  beeinflussen  (s.  Kap.  1.2.1).  In  der  ersten Untersuchung  der  vorliegenden  Arbeit  soll  anhand  eines  psychophysischen Experimentes  der Einfluss  eines  irrelevanten auditorischen Stimulus  auf  das  visuelle Detektionsverhalten in Abhängigkeit von visueller Stimulussalienz ermittelt werden. Mit der  Entwicklung  der  Signalentdeckungstheorie  (SDT)  von  Green  und  Swets  (1966) konnte  auch gezeigt  werden,  dass die  Kombination von niedrig  salienten Stimuli  die Sensitivität  im  Rahmen  einer  Signaldetektion  steigern  kann.  Diese Sensitivitätssteigerung konnte auch modalitätsübergreifend nachgewiesen werden und es  zeigte  sich,  dass  es  einfacher  ist,  simultan  dargebotene  auditorische  und  visuelle Stimuli zu detektieren als beide Modalitäten einzeln zu präsentieren (Frassinetti et al., 2002; Lovelace et al., 2003; Odgaard et al., 2004; Schnupp et al., 2005; Noesselt et al., 2007).  Einige  Untersuchungen  verbinden  eine  Zunahme  visueller Verhaltensperformanz, moduliert durch einen auditorischen Stimulus, mit einer frühen sensorischen Integration beider Modalitäten  (Stein et al., 1996; McDonald et al., 2000; Vroomen and de Gelder, 2000; Frassinetti et al., 2005) , andere Studien behaupten, dass der  beobachtete  Effekt  auf  der  Basis  später  kognitiver Entscheidungsprozesse stattfindet  (Doyle and Snowden, 2001; Odgaard et al., 2004). Mit Hilfe der SDT soll im Experiment  1  geklärt  werden,  welcher  der  beiden  Mechanismen  einer  möglichen Änderung  visueller  Detektionsleistung  durch  einen  aufgabenunabhängigen auditorischen Stimulus zugrunde liegen. 
1.4.2 neuronale Korrelate salienzmodulierten audiovisuellen 
Detektionsverhaltens Die  neuronalen Korrelate  multimodaler  Performanzsteigerungen wurden bis  zum heutigen Tag nur wenig untersucht. Die tierphysiologischen Untersuchungen auf diesem Gebiet beschränken sich, bis auf einige Ausnahmen (Ghazanfar et al., 2005; Kayser and 
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Logothetis, 2007), auf Einzelzelluntersuchungen bei anästhesierten Tieren (Stein et al., 1988; Meredith and Stein, 1996), wodurch es nicht möglich ist, Verbindungen zwischen multisensorisch induzierten perzeptuellen Veränderungen und den zugrunde liegenden neuronalen Korrelaten zu ermitteln. Innerhalb von Humanstudien (Romei et al., 2007) konnten  neben  klassischen  Konvergenzzonen  auch  unisensorisch  assoziierte  und primärsensorische  Areale  ermittelt  werden,  die  für  eine  multisensorische  audio  – visuelle  Interaktion  innerhalb  erster  Stufen  sensorischer  Transmission  sprechen, wohingegen  viele  fMRT  –  Studien  die  neurophysiologischen  Befunde  nicht  mit Verhaltensmaßen  in  Zusammenhang  setzten  (Beauchamp  et  al.,  2004;  Beauchamp, 2005a;  Szycik  et  al.,  2008;  Brefczynski-Lewis  et  al.,  2009).  Die  im  Experiment  2 durchgeführten  fMRT  –  Untersuchungen  werden  mit  Hilfe  von Lokalisationsdurchgängen  uni-  und  multisensorische  stimulusverarbeitende  Gebiete identifizieren  (Beauchamp  et  al.,  2004;  Szycik  et  al.,  2008) und  bestimmen,  welche dieser  Gebiete  an  der Verarbeitung  auditorisch  induzierten  visuellen Detektionsverhaltens  beteiligt  sind.  Des  Weiteren  soll  durch  die  Verwendung funktioneller  Konnektivitätsanalysen  versucht  werden,  mögliche  verarbeitende Netzwerke zu ermitteln.
1.4.3 zeitlich dynamische Mechanismen salienzmodulierten 
audiovisuellen DetektionsverhaltensDie  elektrophysiologische  Untersuchung  salienzmodulierten  audiovisuellen Detektionsverhaltens  mit  Hilfe  der  EEG  soll  zusammen mit  den  Ergebnissen  der  im Experiment 2 detektierten Areale  grundlegende Hinweise liefern,  wie audio-  visuelle perzeptuelle Veränderungen räumlich und zeitlich kortikal verarbeitet werden. Durch die hohe zeitliche Auflösung der verwendeten Methode ist es möglich, Aussagen über zeitliche Aspekte auditorischer Modulation innerhalb des visuellen Systems zu treffen. Darüber  hinaus  soll  untersucht  werden,  ob  perzeptuelle  Sensitivität  bzw.  kognitive Entscheidungsprozesse mit den elektrophysiologischen Befunden konvergieren, um die eingangs erhobene Fragestellung (s. Kap. 1.4.1) eindeutig zu beantworten. 
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2 ALLGEMEINE METHODENIm  folgenden  Abschnitt  werden  die  präsentierten  Stimuli  und  der  allgemeine Versuchsablauf  der  durchgeführten  Experimente  beschrieben.  Weiter  soll  ein  kurzer Überblick über  die  Analyseverfahren des  psychophysiologischen Experimentes  sowie der  bildgebenden  Verfahren  dargestellt  werden,  die  zur  Klärung  der  beschriebenen Fragestellungen  benutzt  wurden.  Hierbei  werden  die  Vor-  und  Nachteile  der eingesetzten Verfahren sowie die Notwendigkeit der benutzten Datenanalyseverfahren dargestellt.  Details  zu  den  Versuchsabläufen  werden  in  den  Methodenteilen  der einzelnen Experimente beschrieben.
2.1 StimulationsmaterialFür die verschiedenen Experimente  wurden jeweils  die  identischen visuellen wie auch auditorischen Stimuli benutzt.  Bei den visuell  dargebotenen Stimuli handelte es sich  um  „Gabor  Patches“ (Fredericksen  et  al.,  1997) (s.  Abb.  1)  in  verschiedenen Kontraststufen  mit  einer  Raumfrequenz  von  3  Schwingungen  pro  Grad  Sehwinkel, welche mit einem grauen Quadrat umgeben waren. Gabor Patches sind 2D Muster, bei denen sich die Helligkeitsverteilung sinusoidal und gaußverteilt darstellt. Diese wurden benutzt,  weil  sie  neben  Schachbrettmustern  visuelle  kortikale  Areale  optimal stimulieren  und  so  eine  maximale  neuronale  Modulation  auf  die  Stimuli  erwartet werden konnte (De Valois et al., 1979). Die visuellen Stimuli wurden vor einem grauen Hintergrund präsentiert, um Nachbildeffekte sowie Blendeffekte zu vermeiden. Für den auditorischen Stimulus wurde ein 3 kHz Sinus Ton verwendet.
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Abb.1: Stimuli:  exemplarische Beispiele für die in den Experimenten 1-3 verwendeten  Stimuli.  Die  probandenspezifischen  Stimuluspaarungen wurden  mit  Hilfe  einer  Schwellenwertmessung  vor  Beginn  des Hauptexperimentes individuell ermittelt. Siehe Text für Details. 
2.2 Allgemeiner VersuchsablaufAlle durchgeführten Experimente bestanden aus zwei Teilen. Am Anfang eines jeden Experimentes  wurde eine  individuelle  Schwellenwertmessung durchgeführt.  Das  Ziel der Schwellenwertmessung war die Ermittlung zweier individueller Kontraststufen, die von den Versuchspersonen in 55-65% und 85-95% der Fälle detektiert wurden. Bei der Auswahl der Kontraststufen wurde darauf geachtet, dass die Detektionsrate unter 95% lag, um Deckeneffekte zu vermeiden. Im zweiten Teil der Experimente wurden die visuellen Zielreize (Gabor Patches mit dem umgebenen Quadrat) in den ermittelten hohen bzw. niedrigen Salienzstufen der vorangegangenen  individuellen  Schwellenwertmessung  sowie  die  sog. „Leerdurchgänge“  (engl.  Blanktrials;  nur  ein  Quadrat  ohne  Gabor  Patch)  in  die verschiedenen  Experimentalabläufe  integriert  und  mit  50% Auftretenswahrscheinlichkeit  mit  den  oben  beschriebenen  auditorischen  Stimulus dargeboten. Durch diese Kombination ergaben sich sechs Experimentalbedingungen (s. Tab.  1).  Die  Auftretenswahrscheinlichkeit  zwischen  den  Zielreizen  und  den Leerdurchgängen  sowie  zwischen  den  auditorischen  und  nicht  auditorischen Bedingungen  im  Hauptexperiment  war  in  jedem  Stadium  des  Experiments ausbalanciert,  um  Verzerrungseffekte  zu  vermeiden.  Die  Aufgabe  für  die Versuchspersonen in  beiden Teilen der  Experimente  bestand darin,  zu erkennen,  ob innerhalb des präsentierten Quadrates ein visueller Stimulus enthalten war oder nicht. 
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Sie sollten, wann immer ein Quadrat präsentiert wurde, entscheiden, ob ein Stimulus im Quadrat dargeboten wurde oder nicht. Die Verwendung einer solchen Aufgabe, in der die Versuchsperson aus zwei möglichen Alternativen eine Auswahl treffen muss, wird als  Zwei  Alternativen-  Zwangswahlverfahren  –  engl.  Two-Alternative-Forced-Choice Method (Gescheider, 1985) – bezeichnet. 












2.3 Methoden der VerhaltensdatenanalyseDer erste Schritt der Verhaltensdatenanalyse bestand darin, den prozentualen Anteil richtiger  Antworten  (Hitrate)  sowie  die  Reaktionszeit  (RT)  innerhalb  der Detektionsaufgabe für jede präsentierte Bedingung zu ermitteln.Durch die alleinige Ermittlung der prozentual richtigen Antworten kann jedoch nicht eindeutig  zwischen  Urteilseinfluss  und  Sensitivität  für  den  visuellen  Zielreiz unterschieden  werden,  da  eine  Reaktion  auf  einen  Stimulus  nicht  allein  von  der Reizintensität  sondern  auch  von  der  probandenabhängigen  Reaktionsneigung beeinflusst  werden  kann.  Der  Beobachter  kann  auf  der  einen  Seite  als  „Sensor“ betrachtet  werden,  der  eine  bestimmte  Wahrnehmungsschwelle  hat,  und  auf  der anderen Seite als „Entscheider“, der eine bestimmte Reaktionsneigung hat, um auf einen Stimulus  zu  reagieren.  Zur  Unterscheidung  von  Detektionsleistung  und Reaktionsneigung  kam in  den  folgenden  Experimenten  die  Signalentdeckungstheorie 
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(SDT)  (Green  and  Swets,  1966) zur  Anwendung.  Die  SDT  nutzt  die  sogenannten Leerdurchgänge  (engl.  Blanktrials),  um  zwischen  Wahrnehmungsschwelle  und Reaktionsneigung zu trennen. Bei den Leerdurchgängen handelt es sich um Durchgänge, bei  denen  kein  Signal  (Zielreiz)  dargeboten  wird  und  die  als  Rauschen  bezeichnet werden.  In  den  durchgeführten  Experimenten  wurden  die  in  verschiedenen Kontraststufen präsentierten Gabor Patches mit dem umrahmenden Quadrat als Zielreiz und die alleinige Darbietung des Rahmens als Rauschen definiert. Aus der Kombination der  beschriebenen Stimuli  mit  dem Zwei-Alternativen-Zwangswahlverfahren ergaben sich für die SDT typische Antwortmöglichkeiten (s. Tab. 2):
Tab.2:  Reiz  -  Reaktionsschema.  Durch  die  Darbietung  des  Zielreizes  +  Rauschen  (Gabor  Patch  mit Rahmen) und durch die alleinige Präsentation von Rauschen (Rahmen) sowie die Reaktion der Probanden auf die Darbietungen ergeben sich vier Antwortkategorien: Treffer, Verpasser, korrekte Zurückweisung und falscher Alarm 
Reiz Reaktion des Probanden: ja, 
Zielreiz vorhanden
Reaktion des Probanden:
nein, Zielreiz nicht vorhanden
Stimulus + Rauschen Treffer(engl. Hit) Verpasser(engl. miss)
Rauschen korrekte Zurückweisung (engl. correct rejection) falscher Alarm(engl. false Alarm)
Aus  den  Antworten  der  Versuchspersonen  auf  die  verschiedenen Stimulusdarbietungen lassen sich zwei Kennwerte ableiten, die bei der Beantwortung der anfangs  erhobenen  Fragestellung  1  hilfreich  sind:  Diskriminierungsfähigkeit/ Detektionssensitivität d‘ und die Reaktionsneigung ß.
Der  Parameter  d‘  (engl.  dprime)  gibt  Aufschluss  darüber,  wie  gut  eine Versuchsperson zwischen einem Signal und Rauschen trennen kann. Je höher d´, desto besser  die  Wahrnehmungsleistung  für  den präsentierten  Stimuli.  d’  wurde  wie  folgt berechnet (Stanislaw and Todorov, 1999): 
Um  eine  Aussage  über  die  Reaktionsneigung  zu  treffen,  aus  der  sich  in Kombination mit der Sensitivität auf den dargebotenen Stimulus die Reizantwort einer Person  ergibt,  wird  die  Reaktionsneigung  Beta  (ß)  berechnet.  Hauptfaktoren  in  der 
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Entscheidungsphase  sind  Wünsche,  Erwartungen,  Gewohnheiten, Persönlichkeitsmerkmale  sowie  die  Auftretenswahrscheinlichkeit  von  Zielreizen  und Stimulusmerkmalen,  die  das  Antwortkriterium  verändern  können,  woraus  sich veränderte Antworttendenz bzw. Reaktionsneigung ergeben könnte. Beta wurde wie folgt berechnet:
2.4 Funktionelle MagnetresonanztomografieFür die Beantwortung der Fragestellung 2 (s. Kap. 1.4.2) wurde in dieser Arbeit die funktionelle Magnetresonanztomografie (fMRT) gewählt. Bei fMRT handelt es sich um ein  non-invasives  bildgebendes  Verfahren  mit  hoher  räumlicher  Auflösung,  das  die ferromagnetischen Eigenschaften des Hämoglobins zur Darstellung neuronaler Aktivität nutzt.  Hierbei  spielt  der  von  Ogawa  et  al.  (1990) entdeckte  „Blood  Oxygen  Level Dependent“  Effekt  (BOLD-Effekt)  die  zentrale  Rolle.  Dabei  handelt  es  sich  um einen endogenen  Kontrast,  der  das  Verhältnis  zwischen  sauerstoffreichem  (oxygeniertem) und sauerstoffarmem (deoxygeniertem)  Blut  widerspiegelt.  Wichtig  in  Bezug auf  die fMRT  sind  die  unterschiedlichen ferromagnetischen Eigenschaften  von oxygeniertem und deoxygeniertem Hämoglobin. Dass die ermittelten Aktivierungen, die mithilfe der fMRT entdeckt werden, direkt mit dem Ausmaß neuronaler Aktivität zusammenhängen, konnte  nachgewiesen  werden.  Dabei  geht  man  davon  aus,  dass  es  sich  bei  diesen Signalen um den synaptischen Informationsfluss handelt, der entsteht, bevor Neuronen ihre Feuerrate erhöhen (Logothetis et al., 2001; 2002, 2003).Die physikalische Grundlage der MRT ist der sogenannte Kernspin. Dabei handelt es sich um die Eigenrotation von Atomkernen (z.B. Wasserstoffatome), die sich in einem starken Magnetfeld gemeinsam in eine Richtung bewegen. Während der Messung wird ein Radiofrequenz (RF) Puls, dessen Frequenz proportional zur Magnetfeldstärke sein muss,  appliziert,  der  die  Ausrichtung  der  Atomkerne  stört.  Durch  die  spezifische Wieder-Ausrichtung (Relaxation) der Atomkerne in Richtung des Magnetfeldes nach der RF-Störung kann ein Bildsignal  generiert  werden.  Diese Relaxation ist  abhängig vom Oxygenierungsgrad des Hämoglobins sowie von der Zusammensetzung und Struktur der Materie, in der sich der jeweilige Atomkern befindet. Der größte Vorteil der fMRT ist die 
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hohe räumliche Auflösung, bei der in Abhängigkeit von der verwendeten Feldstärke ein Maximum von bis zu 2 mm erreicht werden kann  (Jäncke,  2005). Die Limitation der fMRT liegt in der geringen zeitlichen Auflösung, die durch Latenz der neurovaskulären Kopplung zwischen 4-10 Sekunden liegen kann (Matthews, 2001).
2.5 Elektroenzephalografie Bei der Elektroenzephalografie (EEG) handelt es sich um ein weiteres non-invasives bildgebendes  Verfahren,  das  im  Vergleich  zur  fMRT  methodisch  auf  einem  anderen Prinzip beruht. Während innerhalb der fMRT die neuronale Aktivität indirekt über den Blutfluss abgeleitet wird, bildet die EEG die neuronale Aktivität direkt ab. Durch diesen Umstand ist die zeitliche Auflösung der Methode im Vergleich zur fMRT sehr hoch, so dass  Messungen  im  Millisekundenbereich  möglich  sind.  Der  Ursprung  der detektierbaren neuronalen Aktivität durch die EEG stammt zum größten Teil von der Großhirnrinde. Die Rinde ist zum überwiegenden Teil sechsschichtig aufgebaut, wobei in den Schichten III, IV und V die Zellkörper der sogenannten Pyramidenzellen liegen, die 80 Prozent der Neuronen im Gehirn ausmachen(Jäncke, 2005). Die aufzuzeichnende neuronale Aktivität, die an der Kopfhaut abgenommen wird, findet ihren Ursprung in kortikalen  Potentialen,  die  den  exzitatorischen und  inhibitorischen postsynaptischen Potentialen der Zellkörper und der großen Dendriten der Pyramidenzellen entsprechen (Lopes  da  Silva,  1991;  Picton  et  al.,  1995).  Bei  der  EEG  breiten  sich  die  im  Cortex generierten  Potentialfluktuationen,  hervorgerufen  von  jeglicher  Art  sensorischer, motorischer und kognitiver Hirnleistung, bis zur Kopfoberfläche aus, wo sie mit Hilfe von Elektroden und einem Verstärker registriert  werden können.  Werden nun diese kontinuierlich gemessenen Signale in Bezug zu einem auftretenden Stimulus gemittelt, ergibt sich ein typisches evoziertes Potential (EKP – ereigniskorreliertes Potential).
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3 EXPERIMENTE
3.1 Experiment 1
3.1.1 EinleitungDieses Verhaltensexperiment wurde konzipiert, um den Einfluss eines irrelevanten auditorischen Stimulus auf das visuelle Detektionsverhalten und die Rolle der visuellen Stimulussalienz bei diesem multimodalen Integrationsprozess zu klären. Wie bereits in der Einleitung erwähnt, hängt die Wahrnehmungsleistung in einer komplexen  Umwelt  meistens  davon  ab,  wie  gut  ein  System  Informationen  aus verschiedenen  Quellen  koordinieren  und  kombinieren  kann.  So  erscheint  es  sinnvoll, multiple Quellen von Informationen zu nutzen, um eine stabile Repräsentation externer Ereignisse  zu  gewinnen.  Einige  Studien  konnten  zeigen,  dass  die  Integration multisensorischer Informationen Einfluss auf das Verhalten und die Perzeption haben kann.  Stein  et  al.  (1996) zeigten,  dass  ein  scheinbar  irrelevanter  Stimulus  aus  einer Modalität einen wesentlichen Einfluss auf die Beurteilung einer anderen Modalität hat. Ein irrelevanter Ton brachte Probanden dazu, die Intensität einer LED heller zu beurteilen, als wenn  diese  ohne  Ton  dargeboten  wurde.  Auch  andere  Studien  zeigten,  dass  eine zeitgleiche Präsentation einer nicht relevanten Modalität die Detektionsleistung in einer anderen Modalität steigern kann (McDonald et al., 2000; Frassinetti et al., 2002; Noesselt et  al.,  2008).  Neben  dem  Einfluss  eines  auditorischen  Stimulus  auf  das  visuelle Detektionsverhalten  mittels  multimodaler  Integration  sollte  zudem überprüft  werden, welche Rolle  die Stimulussalienz auf  den multimodalen Integrationsprozess spielt.  Ein Grundsatz, der den Einfluss der Salienz unimodaler Stimuli auf die multimodale Antwort von  Neuronen  beschreibt,  ist  das  Prinzip  der  „inversen  Effektivität“  (engl.  inverse effectiveness)  (Meredith and Stein, 1983;  Stein and Meredith, 1993). Es beschreibt die inverse Beziehung zwischen der Effektivität (Salienz) eines unimodalen Stimulus und der multimodalen Reaktion, die, in Kombination mit einer anderen Modalität, durch diesen Stimulus  hervorgerufen  wird,  d.h.  die  simultane  Darbietung  von  niedrig  salienten unimodalen Reizen verursacht eine proportional größere multimodale neuronale Antwort als die Kombination von hoch salienten Stimuli (Meredith and Stein, 1983). Anhand von 
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EXPERIMENT 1                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGtierphysiologischen  Studien  konnte  gezeigt  werden,  dass  das  Prinzip  der  inversen Effektivität auf der Superadditivität multimodaler Neuronen beruht, d. h., dass die Stärke der multimodalen Antwort dieser Neuronen nicht nur die Höhe des stärksten unimodalen Reizes übersteigt, sondern auch die Summe beider Reize, wenn diese in den rezeptiven Feldern der Neuronen zeitnah dargeboten werden (Stein and Stanford, 2008). 
Besonders in Detektionsaufgaben scheint das Prinzip der inversen Effektivität Sinn zu ergeben, da die Wahrscheinlichkeit, einen niedrig salienten Stimulus zu detektieren, erhöht wird, wenn verschiedene Modalitäten bei der Informationsverarbeitung genutzt werden können(Ghazanfar et al., 2005; Stevenson et al., 2007). Aus den beschriebenen Fakten ergeben sich für Experiment 1 zwei Fragestellungen:1. Beeinflusst  ein  irrelevanter  auditorischer  Stimulus  das  visuelle Detektionsverhalten?
2. Wird  die  visuelle  Detektionsleistung  durch  den  auditorischen  Stimulus  in Abhängigkeit von der Stimulussalienz beeinflusst?
Um diese Fragen zu beantworten, absolvierten die Probanden in Experiment 1 eine visuelle  Detektionsaufgabe  mit  hoch  und  niedrig  salienten  visuellen  Stimuli,  die randomisiert mit einem auditorischen Stimulus kombiniert wurden.  
3.1.2 Methodik
3.1.2.1 ProbandenAn Experiment  1  nahmen 14  freiwillige,  psychiatrisch  und  neurologisch  gesunde Probanden  (Altersmittelwert  (MW)  =  23.28;  Altersstandardabweichung  (SD)  =  4.02; Altersspanne: 19-33; zwölf Frauen und zwei Männer) teil. Vor Beginn des Experimentes wurden  diese  schriftlich  über  den  Versuchsablauf  und  die  Aufgabe  des  Versuches informiert und gaben ihr Einverständnis ab. Entsprechend einer Selbstauskunft waren alle Versuchspersonen Rechtshänder.
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3.1.2.2 Versuchsdesign und AufgabeDie in Kapitel 2.1 beschriebenen Gabor – Patches wurden den Versuchspersonen auf einem Monitor (Wiederholungsrate: 60 Hz; Auflösung: 800x600 Pixel; Farbtiefe: 16 Bit) im Abstand von 57 cm mithilfe der Software Presentation 9.13 (Neurobehavioral Systems,  Albany,  USA  –  http://www.neurobs.com/)  präsentiert.  Die  Aufgabe  der Probanden bestand in der Fixation eines in der oberen Hälfte des Bildschirmes zentral präsentierten Fixationskreuzes sowie in der Detektion des Zielreizes, der 5° Sehwinkel horizontal und 1° Sehwinkel vertikal vom Fixationskreuz im oberen rechten Quadranten präsentiert wurde. Das Experiment fand in einem abgedunkelten Raum statt.  Um den Abstand  zum  Bildschirm  konstant  zu  halten,  legten  die  Probanden  ihr  Kinn  in  eine Kinnstütze. 
Abb.2: schematische Abbildung des Experimentalaufbaus: die Aufgabe der Probanden bestand in der Fixierung des in der Mitte des Bildschirmes befindlichen Fixationskreuzes. Die Position des Zielreizes bzw. der  Leerversuche  blieb  über  den  Zeitraum  des  Experimentes  konstant.  Auf  der  linken  Seite  ist exemplarisch ein Durchgang mit einem hoch salienten Zielreiz und auf der rechten Seite ein Durchgang mit einem Leerversuch abgebildet. Siehe Text für nähere Erläuterungen.  Am  Anfang  des  Experimentes  wurde,  wie  in  Kapitel  2.1  beschrieben,  eine individuelle  visuelle  Schwellenwertmessung  für  jeden  Probanden  durchgeführt.  Die 
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EXPERIMENT 1                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGSchwellenwertmessung bestand aus drei Durchläufen, in denen den Versuchspersonen auf  einem grauen Hintergrund (6.01  cd/m²)  acht  verschiedene Salienzstufen  (12.30, 8.50,  8.12,  7.93,  7.71,  7.31,  7.09,  6.91  cd/m²)  des  Zielreizes  und  ein  Leerdurchgang (umrandetes  Quadrat;  13.05  cd/m²)  für  16.6ms  in  randomisierter  Reihenfolge dargeboten wurde. Die Auftretenswahrscheinlichkeit zwischen den Zielreizen und den Leerdurchgängen  war  ausbalanciert,  um  Verzerrungseffekte  zu  vermeiden.  In  der Schwellenwertmessung  wurden  die  einzelnen  Intensitätsstufen  30mal  und  die Leerdurchgänge 240mal wiederholt. Nach der Schwellenwertmessung folgte das Hauptexperiment mit 3 Durchgängen, in welchen die individuell ermittelten Salienzstufen (niedrig salient: 55-65%; hoch salient: 85-95%) sowie die Leerdurchgänge mit  einer Auftretenswahrscheinlichkeit  von 50% synchron  mit  dem beschriebenen  auditorischen  Stimulus  (Lautstärke:  70  dB,  Länge: 16ms)  dargeboten  wurden  (s  Abb.  2).  Der  auditorische  Stimulus  wurde  von  einem Lautsprecher,  der  1°  Sehwinkel  über  dem  visuellen  Stimulus  angebracht  war, präsentiert.  Das  Interstimulus-Intervall  (ISI)  der  Schwellenwertmessung  sowie  des Hauptexperimentes betrug im Durchschnitt 1500ms und wurde zwischen -300ms und +300ms gleichverteilt variiert. 























EXPERIMENT 1                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNG
3.1.3 ErgebnisseIn  die  statistische  Auswertung  des  Verhaltensexperimentes  gingen  alle  14 Versuchspersonen ein. Durchgänge, bei denen die Reaktionszeit der Versuchspersonen über  1500ms  lag,  wurden  von  der  Auswertung  ausgeschlossen.  In  der Schwellenmessung ergab sich für die niedrige Salienzstufe über die Versuchspersonen hinweg ein gemittelter Intensitätswert von 7,31 cd/m² und für die hohe Salienzstufe ein Wert von 8,1 cd/m² (s. Abb. 3). Die ermittelten individuellen Salienzstufen wurden dann in den zweiten Teil des Verhaltensexperimentes überführt. Durch die Kombination der unterschiedlichen  Stimuli  ergab  sich  für  die  Reaktionszeiten  und  den  prozentualen Anteil richtiger Antworten ein 3-faktorielles Versuchsdesign mit den Faktoren Salienz des visuellen Stimulus (niedrig/hoch),  auditorischer Stimulus (vorhanden/abwesend) und Zielreiz (vorhanden/abwesend), welches anhand einer 3 x 2 x 2 Varianzanalyse mit Messwiederholung  analysiert  wurde.  Da  bei  den  beiden  Kennwerten  der Signalentdeckungstheorie  d‘  und  Beta  eine  standardisierte  Differenz  aus  „Treffern“, ermittelt  durch  die  korrekte  Antwort  für  das  Vorhandensein  eines  Zielreizes,  und “falschen  Alarmen“,  die  durch  die  falsche  Antwort  auf  das  Vorhandensein  eines Zielreizes  definiert  wurde,  gebildet  wird,  fällt  in  diesen  Fällen  der  Faktor  Zielreiz (vorhanden/abwesend) weg, wodurch ein 2-faktorielles Versuchsdesign entsteht. Somit wurden die beiden Kennwerte der SDT über die Experimente hinweg mit einer 2 x 2 Varianzanalyse mit Messwiederholung analysiert. 
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Abb.3: Schwellenwertmessung Experiment 1: Gemittelter prozentualer Anteil  richtiger  Antworten  (N  =  14)  für  die  Schwellenmessung.  Die Salienzstufe, abgetragen in cd/m², mit einem prozentualen Anteil richtiger Antworten von 60% (rote Linie – niedrige  Salienzstufe  -  7,31)  und 90% (grüne Linie – hohe Salienzstufe - 8,1) wurden in das Verhaltensexperiment zum  Detektionsverhalten  überführt.  Die  gepunktete  Linie  stellt  die Standardabweichung dar.Im Hauptexperiment konnte für den prozentualen Anteil richtiger Antworten sowie für  die  Detektionssensitivität  d‘  ein  signifikanter  Unterschied  für  den  Faktor „Stimulussalienz“  festgestellt  werden  [Fprozentualen  Anteil  richtiger  Antworten (2;26)  =  67,49;  p  < 0,001;  η²  = 0,83;  FDetektionssensitivität (1;13)  = 77,96;  p  < 0,001;  η²  = 0,85].  Des  Weiteren konnte  neben dem Haupteffekt  auch ein Interaktionseffekt  aus  den beiden Faktoren „auditorischer Stimulus“ und „Stimulussalienz“ für beide Parameter ermittelt  werden [Fprozentualen Anteil  richtiger  Antworten (2;26) = 17,71; p < 0,001; η² = 0,57; FDetektionssensitivität (1;13) = 11,40;  p  <  0,005;  η²  =  0,46].  Post-Hoc  durchgeführte  T-Tests  (nach  Bonferroni korrigiert)  zeigten  für  den  prozentualen  Anteil  richtiger  Antworten  sowie  für Detektionssensitivität  eine  signifikante  Erhöhung  der  Parameter,  wenn  die  niedrige Salienzstufe  mit  dem  auditorischen  Stimulus  dargeboten  wurde  [pprozentualen  Anteil  richtiger 
Antworten < 0.005; pDetektionssensitivität < 0.05]. Für die hohe Intensitätsstufe sowie für die bei 
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EXPERIMENT 1                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGdem prozentualen Anteil richtiger Antworten vorhandenen Leerversuche konnte kein Unterschied  festgestellt  werden  (s.  Abb.  4).  Für  die  Reaktionszeiten  der Versuchspersonen konnten Haupteffekte für die Faktoren „Stimulussalienz“ [FReaktionszeit (2;26) = 7,33; p < 0,005; η² = 0,36] sowie „auditorischer Stimulus“ [FReaktionszeit (1;13) = 5,47; p < 0,05; η² = 0,29] nachgewiesen werden. Post-Hoc Analysen ergaben, dass sich innerhalb  der  Salienzstufen  die  Bedingungen  „auditorischer  Stimulus  vorhanden“  vs. „auditorischer  Stimulus  nicht  vorhanden“  nicht  voneinander  unterschieden,  aber statistische  Trends  in  Richtung  Unterschiedlichkeit  erkennen  ließen.  Für  die Reaktionsneigung  Beta  ergab  die  Varianzanalyse  einen  Haupteffekt  für  den  Faktor „Stimulusintensität“ [FReaktionsneigung (1;13) = 24,87; p < 0,001; η² = 0,65].
Abb.4:  Verhaltensergebnisse  Experiment  1:  (a)  prozentualer  Anteil  richtiger  Antworten,  (b) Detektionssensitivität d‘, (c) Reaktionszeiten, (d) Reaktionsneigung Beta. Die grauen Balken repräsentieren die  nicht  –  auditorischen  Bedingungen,  die  schwarzen  Balken  zeigen  die  auditorischen  Bedingungen 
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EXPERIMENT 1                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGinnerhalb der visuellen Salienzstufen an, die Fehlerindikatoren stellen das 95% - Konfidenzintervall  des jeweiligen Parameters dar, „*“ stellen signifikante Unterschiede dar.
Zusammenfassend  zeigte  sich,  dass  eine  verbesserte  Detektionsleitsung  für  die individuell  niedrigen  Intensitätsstufen  beobachtet  werden  konnte,  wenn  diese  mit einem auditorischen Stimulus kombiniert wurden. Diese Performanzsteigerung konnte bei den hohen Salienzstufen nicht detektiert werden.
3.1.4 DiskussionIn Experiment 1 sollte getestet werden; ob ein irrelevanter auditorischer Stimulus das visuelle Detektionsverhalten von Probanden beeinflussen kann und ob die Salienz des  zu  detektierenden  visuellen  Stimulus  einen  Einfluss  auf  diesen  multimodalen Integrationsprozess  hat.  Es  zeigte  sich,  dass  ein  aufgabenirrelevanter  auditorischer Stimulus die Genauigkeit,  einen Zielreiz  zu detektieren (prozentualer Anteil  richtiger Antworten)  sowie  die  Sensitivität  (Detektionssensitivität)  für  diesen  erhöhen  kann. Dieser multimodale Interaktionsprozess konnte aber nur bei niedrig salienten visuellen Stimuli beobachtet werden und trat bei hoch salienten Stimuli nicht auf. Des Weiteren ergab  die  Datenanalyse,  dass  die  Reaktionsneigung  für  die  Detektion  der  visuellen Stimuli durch den irrelevanten auditorischen Stimulus nicht beeinflusst wurde. Im  folgenden  Abschnitt  sollen  die  gefundenen  Ergebnisse  vor  dem  Hintergrund neurophysiologischer  sowie  komputationaler  Modelle  diskutiert  werden,  um  einen möglichen  zugrunde  liegenden  Mechanismus  des  gefundenen  Verhaltenseffektes  zu verstehen.  Der  positive  Einfluss  der  auditorischen  Modalität  bei  der  Identifikation  bzw. Bewertung eines visuellen Reizes konnte schon in vielen Studien nachgewiesen werden (s.  Kap.  1.3.2),  jedoch  waren  diese  Studien  meist  auf  räumliche  und  zeitliche Integrationsmechanismen beschränkt  (McDonald et al., 2000; Vroomen and de Gelder, 2000; Doyle and Snowden, 2001; Odgaard et al.,  2003; Diederich and Colonius, 2004; Odgaard et al., 2004; Bolognini et al., 2005; Noesselt et al., 2008). Der zugrunde liegende neurophysiologische Mechanismus dieser visuellen Performanzsteigerung wird jedoch kontrovers diskutiert. Propagieren auf der einen Seite bestimmte Studien einen frühen sensorischen Integrationsmechanismus  (Frassinett et al.,  2002; Bolognini et al.,  2005; Stein et al., 1996; McDonald et al., 2000; Vroomen and De Gelder 2002), machen andere 
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EXPERIMENT 1                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGStudien  eine  spätere Entscheidungskomponente  für  den  Integrationseffekt verantwortlich (Odgaard et al., 2003, 2004). Die  Vertreter  des sensorischen Ansatzes  machen für  die Steigerung der visuellen Wahrnehmungsleistung  durch  einen  simultan  präsentierten  auditorischen  Reiz vermehrte  neuronale  Aktivität  verantwortlich,  die  eine  Verbesserung  der  visuellen sensorischen Leistung nach sich zieht (Frasenetti et al., 2002). Es wird vermutet, dass der  neuronale  Mechanismus  eines  solchen  Prozesses  auf  der  Basis  von  direkten Verbindungen  zwischen  auditorisch  und  visuell  assoziierten  kortikalen  Arealen stattfinden  könnte  (Falchier  et  al.,  2002;  Rockland  and  Ojima,  2003).  Exemplarisch wurden neuronale Integrationsprozesse in einer Vielzahl von Studien an den superioren Colliculi (SC) untersucht  (Stein, 2005). Gerade in tierexperimentellen Arbeiten konnte gezeigt werden, dass bestimmte Neuronen in den SC  (Wallace et al.,  1992;  Stein and Meredith,  1993)  auf  mehr  als  eine  Modalität  reagieren  („multimodale  Neuronen“). Kommt  es  zur  Stimulation  dieser  Neuronen  durch  zwei  verschiedene  Modalitäten, reagiert das Neuron mit einer höheren Feuerrate, als es die beiden einzelnen Signale getrennt  voneinander  hervorzurufen  vermögen  (Alvarado  et  al.,  2007;  Stein  and Stanford, 2008). Bei der Beschreibung eines solchen Ereignisses, bei dem es zu einer Verstärkung der Reaktion kommt, wenn zwei Signale gemeinsam eintreffen, spricht man von Superaddition oder multimodalem Enhancement  (Stein and Stanford,  2008).  Für diese multimodalen Neuronen konnten,  wie einleitend beschrieben (s.  Kap.  1.2.1),  im Wesentlichen drei Prinzipien bzw. Regeln im Sinne eines multimodalen Enhancement ausgemacht werden (Stein and Meredith, 1993). Neben  räumlichen  und  zeitlichen  Aspekten  ist  multisensorisches  Enhancement, generiert durch multimodale Integration, gewöhnlich auch mit der Effektivität (Salienz) der  einzelnen unimodalen  Reize  verknüpft.  Dabei  spricht  man  von dem  Prinzip  der inversen Effektivität („inverse effectiveness rule“),  d.h.  Reize,  die von Natur aus schon eine  hohe Salienz  besitzen,  führen in  Kombination mit  einem anderen Reiz  nicht  zu einem weiteren Enhancement. Schwache Reize hingegen, die schwellennah präsentiert werden  und  eine  minimale  neuronale  Antwort  hervorrufen,  erfahren  eine  deutliche Verstärkung,  wenn sie  mit  einem passenden Reiz  kombiniert  werden  (Meredith and Stein, 1983). Wie eingangs erwähnt, wurden diese Prinzipien multimodaler Integration auf der Grundlage von Studien an den SC entwickelt (Stein & Meredith, 1993), aber auch 
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EXPERIMENT 1                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGim  Humanbereich  war  es  möglich,  diese  „Regeln  der  multimodalen  Integration“  auf perzeptueller Ebene (Frassinetti et al., 2002; Bolognini et al., 2005) nachzuweisen.Im Gegensatz zu der beschriebenen frühen sensorischen These, dass vermehrte neuronale Aktivität,  hervorgerufen  durch  multimodale  Integration,  für  eine  Verbesserung  der visuellen  Wahrnehmungsleistung  verantwortlich  ist,  steht  die  Theorie,  dass  der Performanzsteigerung eine Verschiebung der Reaktionsneigung zu Grunde liegt. Odgaard et  al.  (2003) ließen Probanden verschiedene  Lichtintensitäten,  welche  wahlweise  mit einem auditorischen Stimulus dargeboten wurden, in Bezug auf ihre Helligkeit bewerten. In  verschiedenen  Experimenten  variierten  sie  die  Auftretenswahrscheinlichkeit  des auditorischen Stimulus (multimodale Bedingungen), um damit den Nachweis zu liefern, dass  eine  erhöhte  Helligkeitswahrnehmung  in  den  multimodalen Experimentalbedingungen  nicht  auf  einer  Verbesserung  der  sensorischen  Leistung sondern auf der Verzerrung der Reaktionsneigung der Probanden beruht. Innerhalb der Signalentdeckungstheorie  ist  die  Manipulation  der  Auftretenswahrscheinlichkeit  von verschiedenen  Experimentalbedingungen  und  ein  daraus  resultierendes  verändertes Ergebnis ein elementarer Beleg für die Beeinflussung der Reaktionsneigung  (Goldstein, 2002). Durch diese Variation der Auftretenswahrscheinlichkeit wird eine Verschiebung des  Antwortkriteriums  hervorgerufen,  das  zu  einer  Verzerrung  der  Reaktionsneigung führt.  Ein weiteres Argument der Autoren,  dass eine erhöhte Helligkeitswahrnehmung nicht auf einer Verbesserung der sensorischen Leistung beruht ist die Tatsache, dass diese weithin  unabhängig  von  der  Auftretenswahrscheinlichkeit  der  multimodalen Bedingungen sein sollte. Wie die Ergebnisse von Odgaard et al. (2003) zeigten, kam es zu einem multimodalen Enhancement (erhöhte Helligkeitswahrnehmung) in multimodalen Bedingungen, wenn die Auftretenswahrscheinlichkeit des auditorischen Stimulus bei 50% lag. Damit konnten die Autoren die Ergebnisse von Stein et al. (1996) replizieren, welche, wie  oben beschrieben,  für  diese  Wahrnehmungssteigerung einen frühen sensorischen Mechanismus  verantwortlich  machen.  Mit  der  Veränderung  der Auftretenswahrscheinlichkeit des auditorischen Stimulus auf 25% bzw. 75% konnte keine Veränderung der Helligkeitswahrnehmung in multimodalen Bedingungen mehr detektiert werden,  womit  die  Autoren  für  den  beschriebenen  Effekt  eine  späte Entscheidungskomponente  auf  Grund  von  einer  veränderten  Reaktionsneigung verantwortlich machten. 
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EXPERIMENT 1                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGInwieweit eine dieser beiden Thesen – auf der einen Seite ein früher sensorischer Prozess,  der  mit  einer  Wahrnehmungssteigerung  des  visuellen  Stimulus, möglicherweise  aufgrund  einer  vermehrten  Antwort  multimodaler  Neuronen, einhergeht;  und  auf  der  anderen  Seite  eine  Veränderung  der  Reaktionsneigung  –als grundlegender Mechanismus hinter dem in Experiment 1 gefundenen Verhaltenseffekt, dass ein auditorischer Stimulus die Detektion eines visuellen Stimulus verbessern kann, steht, soll im folgenden Abschnitt diskutiert werden. Mit  der  Anwendung  der  Signalentdeckungstheorie  (Green  and  Swets,  1966) in diesem Experiment und der damit verbundenen Berechnung der Detektionssensitivität d´ und der Reaktionsneigung Beta kann, wie bereits erwähnt (s. Kap. 1.2.1), zwischen einem  frühen  sensorischen  Effekt,  beruhend  auf  der  Veränderung  der Detektionssensitivität,  und  der  Verschiebung  der  Reaktionsneigung  differenziert werden. Wie berichtet (s. Abb. 4), konnte für die niedrig saliente Bedingung ein erhöhter prozentualer  Anteil  richtiger  Antworten  und  eine  erhöhte  Detektionssensitivität ermittelt  werden,  wenn diese mit  einem auditorischen Stimulus dargeboten wurden. Zusätzlich  konnte  in  dieser  multimodalen  Reizkombination  keine  Veränderung  der Reaktionsneigung Beta festgestellt werden. Diese Ergebnisse liefern einen eindeutigen Hinweis,  dass  für  diese  spezifische  Aufgabe  der  gefundene  Verhaltenseffekt  in  der niedrig  salienten  visuellen  Bedingung  eher  durch  einen  frühen  sensorischen Mechanismus als durch eine späte Entscheidungskomponente determiniert ist. Nachdem  im  vorherigen  Abschnitt  die  Verbesserung  der  visuellen Detektionsleistung  durch  einen  auditorischen  Stimulus  als  allgemeiner  Effekt  von multimodaler  Integration  diskutiert  wurde,  soll  im folgenden Bereich  der  Sonderfall besprochen  werden,  dass  dieser  Effekt  nur  in  der  niedrig  salienten Experimentalbedingung  aufgetreten  ist.  Wie  eingangs  erwähnt,  wird  das  Phänomen, wonach das Ausmaß der multimodalen Reaktion von der Stärke der unimodalen Reize abhängig ist, die integriert werden, als Prinzip der inversen Effektivität bezeichnet, d.h. die  simultane  Darbietung  von  niedrig  salienten  unimodalen  Reizen  verursacht  eine proportional  größere  multimodale  Antwort  als  die  Kombination  von  stark  salienten Stimuli.  So  konnte  das  Prinzip  der  inversen  Effektivität  schon  in  einer  Vielzahl  von tierexperimentellen Studien auf der neuronalen sowie der Verhaltensebene (Stein et al., 1988) und in Verhaltens- und Wahrnehmungsstudien bei Menschen (Frens et al., 1995; 
41
EXPERIMENT 1                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGSchroger and Widmann, 1998; Frassinetti et al., 2002; Hotting et al., 2004; Gillmeister and Eimer, 2007; Hecht et al., 2008; Stevenson and James, 2009) nachgewiesen werden. Auch  die  in  Experiment  1  gefundenen  Verhaltensinteraktionseffekte  sind  mit  dem Prinzip der inversen Effektivität kompatibel, da die multimodale Performanzsteigerung nur in der niedrig salienten Bedingung, kombiniert mit einem auditorischen Stimulus, auftrat. Man beachte jedoch, dass in dem vorliegenden Paradigma nur 2 Datenpunkte erhoben  wurden  (hoch  und  niedrig  salient),  so  dass  eine  genauere  Analyse  des Auftretens von Integrationseffekten nur über mehrere Salienzstufen erfolgen könnte.  Warum  multimodales  Enhancement  verstärkt  bei  niedrig  salienten  unimodalen Stimuli  auftritt,  wenn  diese  mit  einer  anderen  Modalität  räumlich  eng  und  zeitnah präsentiert  werden,  wird  in  einer  Vielzahl  von  Arbeiten  mit  dem Bayes-Theorem in Verbindung gebracht  (Anastasio et al.,  2000; Patton et al.,  2002). Das Bayes-Theorem, benannt  nach  dem  englischen  Mathematiker  Thomas  Bayes  (1702  –  1761),  ist  ein Bestandteil  der Wahrscheinlichkeitsrechnung und beschreibt,  wie man mit bedingten Wahrscheinlichkeiten rechnet. Bedingte Wahrscheinlichkeit ist die Wahrscheinlichkeit des  Eintretens  eines  Ereignisses  B  unter  der  Bedingung,  dass  ein  Ereignis  A bereits vorher eingetreten ist.  Der Satz von Bayes erlaubt die nachträgliche Berechnung der Auftretenswahrscheinlichkeit  von  Ereignis  A,  wenn  die  Auftretenswahrscheinlichkeit von  Ereignis  B  bekannt  ist.  Angewandt  auf  die  Detektion  von  Zielreizen  im multimodalen  Kontext  haben  Anastasio  et  al.  (2000)  für  Zellen  in  den superioren Colliculi anhand von Beispielrechnungen ein Konzept postuliert, wie diese auf Grundlage des  Bayes-  Theorem  die  Auftretenswahrscheinlichkeit  eines  Zielreizes  in  ihrem rezeptiven Feld antizipieren (Anastasio et al., 2000). Dabei wird der sensorische Input (gemäß  der  oben  verwendeten  Notation:  Ereignis  B)  der  Zelle  genutzt,  um  die Wahrscheinlichkeit des Vorhandenseins eines Reizes (Ereignis A) in dem spezifischen rezeptiven  Feld  der  Zelle  vorherzusagen.  Anastasio  et.  al  unterscheiden  zwei  Arten sensorischen  Inputs,  die  durch  verschiedene  Bayes´sche Wahrscheinlichkeitsverteilungen  charakterisiert  werden.  Die  Bayes´sche Wahrscheinlichkeit  weist  ein  Kontinuum  von  null  bis  eins  auf,  wobei  in  dem vorliegenden  Konzept  eine  Bayes´sche  Wahrscheinlichkeit  von  eins  eine  100%ige Auftretenswahrscheinlichkeit eines Reizes in dem spezifischen rezeptiven Feld der Zelle anzeigt. Bei den beiden Typen von sensorischen Inputs handelt es sich einerseits um die sensorische  Spontanaktivität,  die  sich  durch eine  Bayes´sche  Wahrscheinlichkeit  von 
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EXPERIMENT 1                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGNull  oder  nicht  ganz  Null  auszeichnet  und  andererseits  die  „stimulusgetriebene“ Aktivität,  generiert  durch  Stimulusparameter,  bei  welcher  die  Bayes´sche Wahrscheinlichkeit mit der Höhe des Inputs korreliert und ihr Maximum erreicht, wenn die Zelle durch den Stimulus optimal aktiviert wird. Ein sensorisches Neuron definiert das Vorhandensein eines Reizes in seinem sensorischen Feld durch den Unterschied in den beiden Inputverteilungen. Ist die Verteilung dieser beiden Inputtypen identisch, ist die  Information  über  einen  Zielreiz,  die  dadurch  vermittelt  wird,  nicht  eindeutig. Unterscheiden sich die beiden Typen, kommt es also nicht zu einer Überlappung, ist die Information  eindeutiger  und  die  Wahrscheinlichkeit,  dass  sich  ein  Reiz  in  dem sensorischen Feld befindet, steigt. Tritt der erste Fall ein, hat der sensorische Input einer weiteren Modalität einen großen Einfluss bei der Berechnung der Wahrscheinlichkeit für  das  Vorhandensein  eines  Reizes,  da  Inputs  mit  einer  ähnlichen  spontan-  und getriebenen Verteilung (unimodal) nicht mehr Informationen über das Vorhandensein eines  Reizes  liefern,  als  Inputs,  bei  denen  das  Verhältnis  zwischen  spontan-  und getriebener  Verteilung  (multimodal)  verschieden  ist  (Patton  and  Anastasio,  2003). Zusammenfassend  ist  die  neuronale  Aktivität  von  Zellen  der  superioren  Colliculi proportional  gleichzusetzen  mit  der  Bayes´schen  Wahrscheinlichkeit,  einen  Reiz  in ihrem rezeptiven Feld zu detektieren. Kommt es nun zu einer Erhöhung der Bayes´schen Wahrscheinlichkeit  durch  multimodalen  Input,  spricht  man  von  multimodalem Enhancement.  Die  Erhöhung  der  Bayes´schen  Wahrscheinlichkeit  ist,  wie  oben beschrieben, abhängig von der Höhe des Inputs, der die Zelle erreicht. Ist der Input einer Modalität sehr stark, ist die Wahrscheinlichkeit für das Vorhandensein eines Reizes so hoch, dass keine andere Modalität diese Wahrscheinlichkeit mehr erhöhen könnte. Ist der  modalitätsspezifische  Input  eher  gering,  ist  proportional  dazu  auch  die Wahrscheinlichkeit,  einen Reiz  zu detektieren,  der auf  Basis  dieses Inputs  berechnet werden kann, gering. In diesen Fall kann die Integration einer weiteren Modalität die Wahrscheinlichkeit, ein Target im rezeptiven Feld zu detektieren, immens erhöhen. Aus diesem probabilistischen Modell  lässt  sich  ableiten,  dass  multimodales  Enhancement stärker  für  geringe  als  für  starke  unimodale  Inputs  auftritt,  was  dem  Prinzip  der inversen  Effektivität  entspricht.  Neben  der  Verschiebung  der  Berechnungsgrundlage subjektiver  Wahrscheinlichkeiten,  die  im  vorliegenden  Fall  durch  die  Salienz  der Zielreize  erreicht  wurde,  ist  es  auch  möglich,  dass  diese  durch  die Auftretenswahrscheinlichkeit  der  Zielreize  bzw.  der  Leerdurchgänge  variiert  werden 
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EXPERIMENT 1                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGkann (Angelaki et al., 2009). Damit kann man möglicherweise die Befunde von Odgaard et al. (2003), die argumentierten, dass eine Veränderung der Helligkeitswahrnehmung durch die Variation der Auftretenswahrscheinlichkeit der Zielreize und einer dadurch veränderten Reaktionsneigung erklärbar sind, eher einer Veränderung der Berechnung auf sensorischer Ebene zuschreiben. Zusätzlich zu dem Modell von Anastasio (Anastasio et  al.,  2000;  Patton  et  al.,  2002;  Patton  and  Anastasio,  2003),  welches  als Berechnungsgrundlage die Reaktion von multimodalen Zellen in den SC verwendet, gibt es  auch  andere  Studien,  die  auf  Grundlage  der  Bayes´schen Wahrscheinlichkeitsrechnung  das  Prinzip  des  multimodalen  Enhancement komputational erklären  (Colonius and Diederich, 2004; Ma and Pouget, 2008). Neben den durch Einzelzelluntersuchungen am SC gewonnenen grundlegenden Erkenntnissen konnten  im  Laufe  der  Zeit  auch  innerhalb  höherer  audiovisueller Integrationsmechanismen  und  deren  neuronalen  Korrelaten  Ergebnisse  berichtet werden, mit denen das Prinzip der inversen Effektivität vereinbar ist  (Stevenson and James,  2009;  Werner  and  Noppeney,  2009).  Zusammengefasst  können  die  initial gestellten Fragestellungen wie folgt beantwortet werden:Das  visuelle  Detektionsverhalten  kann  durch  einen  irrelevanten  auditorischen Stimulus  positiv  beeinflusst  werden.  Dieser  multimodale  Integrationsprozess  konnte aber nur bei niedrig salienten visuellen Stimuli beobachtet werden und trat bei hoch salienten visuellen Stimuli nicht auf. Der ursächliche integrative Mechanismus kann auf der  Basis  signalentdeckungstheoretischer  Kennwerte  einer  wahren  Steigerung  der Detektionssensitivität  zugeschrieben  werden  anstatt  einer  Verschiebung  der Reaktionsneigung der Probanden.   Nachdem  der  positive  Einfluss  eines  irrelevanten  auditorischen Stimulus  auf  das Detektionsverhalten  eines  niedrig  salienten  visuellen  Stimulus  in  Experiment  1 nachgewiesen wurde, sollen im folgenden Experiment die neuronalen Korrelate dieses Verhaltenseffektes identifiziert werden. 
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3.2 Experiment 2
3.2.1 EinleitungIm  folgenden  Experiment  sollen  die  neuronalen  Korrelate  des  in  Experiment  1 gefundenen  Verhaltenseffektes  identifiziert  werden.  Aus  diesem  Grund  wurde  das Verhaltensexperiment in den Magnetresonanztomografen übertragen und dort mit der fMRT  repliziert,  welche,  wie  in  Kapitel  2.4  beschrieben,  sehr  gute  räumliche Auflösungseigenschaften  besitzt.  Mit  der  fortschreitenden  Entwicklung  sowie  der vermehrten Anwendung bildgebender Verfahren kam es auch in den letzten Jahren zu einem vermehrten Erkenntnisgewinn auf dem Gebiet der audio – visuellen Integration. So  konnten  mit  der  Verwendung  verschiedenster  multimodaler  Paradigmen  einige neuronale  Strukturen  konsistent  identifiziert  werden,  die  mit  der  Verarbeitung  von multimodalen Integrationsprozessen in Zusammenhang gebracht wurden. Durch diesen Umstand  wurden  die  identifizierten  Strukturen  im  Laufe  der  Zeit  als  „klassisch“ multisensorisch  bezeichnet.  Die  prominentesten  Vertreter  beim  Menschen  sowie  bei Primaten (Driver & Noesselt, 2008), ermittelt durch anatomische, elektrophysiologische und bildgebende Verfahren, sind der Sulcus temporalis superior (STS)  (Barraclough et al., 2005; Beauchamp et al., 2008; Stevenson and James, 2009), der intraparietal Sulcus (IPS) (Molholm et al., 2002; Makin et al., 2007; Lacey et al., 2009) sowie einige frontale Gebiete,  wie  zum  Beispiel  der  inferiore  präfrontale  Cortex  (Laurienti  et  al.,  2003; Sugihara  et  al.,  2006;  Dhamala  et  al.,  2007).  Neben  diesen  traditionellen multisensorischen Arealen konnten in der jüngeren Vergangenheit auch Regionen mit der  Verarbeitung  von  multisensorischen  externen  Reizquellen  in  Zusammenhang gebracht  werden,  die  konventionell  als  sensorisch  spezifisch  oder  sogar  als  primär sensorisch galten (Ghazanfar et al., 2005; Ghazanfar and Schroeder, 2006; Budinger and Scheich,  2009;  Cappe et al.,  2009a).  Neben der Erkenntnis  aus neurophysiologischen und  bildgebenden  Verfahren,  dass  klassische  unisensorische  Regionen  an  der Verarbeitung von multisensorischen Integrationsprozessen beteiligt sind, konnten auch mit Hilfe anatomischer Studien direkte Verbindungen zwischen sensorisch spezifischen Arealen  sowie  sensorisch  spezifischen  und  multimodalen  Arealen  ermittelt  werden (Falchier  et  al.,  2002;  Rockland  and  Ojima,  2003).  Auf  Basis  dieser  anatomischen Verbindungen  stellt  sich  die  Frage,  welche  Mechanismen  die  Interaktion  von sensorspezifischen  Arealen  mit  anderen  sensorspezifischen  Arealen,  also  auch  mit 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGArealen  die  als  multisensorisch  gelten,  verursachen.  Aus  den  beschriebenen  Fakten lassen sich für Experiment 2 folgende Fragestellungen ableiten:1. Welche  multisensorischen  Areale  werden  durch  den  gefundenen Verhaltenseffekt  (ein  irrelevanter  auditorischer  Stimulus  steigert  das  visuelle Detektionsverhalten  von  niedrig  salienten,  aber  nicht  von hoch  salienten  Stimuli) moduliert?2. Werden durch diese multimodale Interaktion auch sensorisch spezifische Areale moduliert?3. Wie sind die beteiligten Areale untereinander funktionell verknüpft?4. Kovariieren  die  grundlegenden  fMRT  –  Effekte  mit  probandenspezifischen Verhaltenseffekten? 
3.2.2 Methodik
3.2.2.1 ProbandenIn  Experiment  2  wurden  12  freiwillige,  psychiatrisch  und  neurologisch  gesunde Probanden mit normalem Hör- und normalem oder korrigiertem Sehvermögen im Alter von 23 bis 29 Jahren (MW = 26,5; SD = 1,93; 7 Männer und 5 Frauen) untersucht. Die Probanden wurden im Vorfeld über den Versuchsablauf sowie die Aufgabe informiert und  unterzeichneten  die  labortypische  Einverständniserklärung  für  fMRT  – Untersuchungen. 
3.2.2.2 Versuchsdesign und AufgabeDie  fMRT  –  Untersuchung  fand  in  einem  3  Tesla  Magnetresonanztomografen (Magnetom – Trio Siemens, Erlangen, Deutschland) mit einer Ganzkopfspule (Bruker-BioSpinMRI, Ettlingen, Deutschland) statt. Der visuelle Stimulus wurde mit Hilfe eines Projektors über einen Spiegel 5° Sehwinkel horizontal und 1° Sehwinkel vertikal vom zentral präsentierten Fixationskreuz im oberen rechten Quadranten durch die Software Presentation  9.13  dargeboten  (s.  Abb.  2).  Einen  Tag  vor  der  fMRT  –  Untersuchung absolvierten die Probanden eine Testmessung, um sich mit dem Paradigma vertraut zu machen (Versuchsdesign: s. Experiment 1). In diesem Zusammenhang wurde der über den Lautsprecher präsentierte Ton mit Hilfe eines Innenohrmikrofons (Soundman OKM 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNG–  II  professionell)  aufgezeichnet,  um  ihn  später  probandenspezifisch  in  der  fMRT  – Untersuchung über  einen Kopfhörer  zu präsentieren.  Durch diese  Maßnahme wurde sichergestellt,  dass  trotz  der  Darbietung  über  Kopfhörer  jeder  Proband  seinen individuell  wahrgenommenen  Ton,  inklusive  Ortsinformation,  auch  im  fMRT  - Experiment virtuell aus einer ähnlichen Richtung wie den visuellen Stimulus wahrnahm. Vor Beginn der fMRT – Messung wurde bei eingeschaltetem Magnetresonanztomografen die Lautstärke des auditorischen Stimulus so angepasst, dass ihn die Versuchspersonen vom  Gradientengeräusch  eindeutig  differenzieren  konnten.  Nach  der Schwellenwertmessung  zur  Ermittlung  der  individuellen  Salienzstufen  folgte  das Hauptexperiment (Replikation Experiment 1, s. Kap. 3.1.2.2.) mit sechs Durchgängen in einem  ereigniskorrelierten  Design  (engl.  event-related).  Hier  wurden  die  sechs Experimentalbedingungen,  ausbalanciert  in  ihrer  Auftretenswahrscheinlichkeit,  in randomisierter  Abfolge  dargeboten  (s.  Tab.  4).  Um  eine  zu  starke  Überlappung  von BOLD-Antworten  gleicher  Bedingungen  zu  vermeiden,  wurde  mit  Hilfe  einer Effizienzoptimierung für ereigniskorrelierte fMRT – Untersuchungen „Null – Events“ in den Versuchsablauf  eingefügt  (Hinrichs  et  al.,  2000).  Das  ISI  betrug  durchschnittlich 2300ms und variierte zwischen 2000 – 6000ms. 






















Wie  oben  dargestellt,  soll  geprüft  werden,  ob  klassisch  unisensorische  sowie multisensorische  Areale  durch  den  in  Experiment  1  ermittelten  Verhaltenseffekt moduliert werden. Deshalb wurde zusätzlich zu der Schwellenwertmessung und dem 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGHauptexperiment  ein Lokalisationsdurchgang durchgeführt,  in  welchem sechs  Blöcke (Stimulationsdauer  20  s,  gefolgt  von  20  s  Ruhephase,  4  Hz  Stimulationsrate)  von unimodal auditorischen (3kHz Sinuston) sowie unimodal visuellen (Gabor Patch, 18,56 cd/m²) Stimuli an den gleichen Positionen dargeboten wurden wie im Hauptexperiment, um potentiell unisensorische Areale zu identifizieren. Während der Darbietung bestand die Aufgabe der Probanden in der Fixation eines Kreuzes, das an der gleichen Stelle wie das  Fixationskreuz  im  Hauptexperiment  dargeboten  wurde.  Die  so  ermittelten, spezifisch für die verwendeten Stimuli verarbeitenden Areale dienten als Masken für die relevanten Vergleiche des Hauptexperimentes  (Beauchamp, 2005b; Szycik et al., 2008; Stevenson and James, 2009). Damit ist es möglich, Modulationen innerhalb von uni- bzw. multisensorischen Arealen zu detektieren. Die fMRT – Parameter für die einzelnen Teile des Experimentes sind in Tabelle 5 zusammengefasst.
Tab.5: fMRT - Parameter. Parameter der funktionellen und anatomischen Aufnahmen von Experiment 2Gewichtung Aufnahmeparameter
Anatomisches Spin IR – Echo (inversion recovery) T1
Auflösung: 256 x 256 x 192 VoxelWiederholungszeit (TR) = 2500msEchozeit (TE) = 4,7msVoxelgröße: 1x1x1mmKipp-Winkel (flip angle) = 7°Schichten: 192Schichtdicke: 1mmSchichtabstand (gap): 0,5mm
Lokalisierungsdurchgang T2*
1 Run à 255 funktionelle VolumenAuflösung = 64 x 64 x 30FOV(field of view) = 200 x 200 mmWiederholungszeit (TR) = 2000msEchozeit (TE) = 30msVoxelgröße: 3.5 x 3.5 x 3.85mmKipp-Winkel (flip angle) = 80°Schichten = 30Schichtdicke = 3,5 mmSchichtabstand (gap) = 1mmSchichtakquisition: interleaved
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Funktionell EPI T2*
6 Run à 255 funktionelle VolumenAuflösung = 64 x 64 x 30FOV(field of view) = 200 x 200 mmWiederholungszeit (TR) = 2000msEchozeit (TE) = 30msVoxelgröße: 3.5 x 3.5 x 3.85mmKipp-Winkel (flip angle) = 80°Schichten = 30Schichtdicke = 3,5 mmSchichtabstand (gap) = 1mmSchichtakquisition: interleaved
3.2.2.3 fMRT – DatenanalyseDie  Auswertung  der  fMRT  –  Daten  erfolgte  unter  MATLAB  6.5  (Mathworks  Inc., Natiek,  MA,  USA,  http://www.mathworks.com/products/matlab/)  mit  Hilfe  der Software  SPM  2  (Wellcome  Department  of  Conitive  Neurology,  London,  UK, http://www.fil.ion.ucl.ac.uk/spm/).  Zunächst  wurden  die  akquirierten  Daten vorverarbeitet.  Dazu  wurde  im ersten  Schritt  eine  Akquisitionszeitkorrektur  (spline-Interpolationsalgorithmus)  vorgenommen,  da  jede  Schicht  eines  Volumens  zeitlich versetzt  gemessen  wurde.  Da  diese  Korrektur  nur  bei  einem  ereigniskorreliertem Design erfolgt,  kam sie  bei  der Datenvorverarbeitung des Lokalisierungsdurchganges nicht  zur  Anwendung.  Im  zweiten  Schritt  wurde  mit  Hilfe  einer  „Rigid-body-Transformation“ Bewegungen des Kopfes, die in Bezug auf ein Referenzbild (hier das erste akquirierte Bild des Experimentes) auftraten, korrigiert. Um die Versuchspersonen untereinander  vergleichen  zu  können,  erfolgte  im  dritten  Schritt  der Datenvorverarbeitung  eine  Überführung  der  Daten  in  einen  Standardraum  (MNI  – Raum,  SPM2),  wobei  sie  interpolativ  in  2  mm³  große  kubische  Voxel  umgewandelt wurden. Der letzte Schritt der Vorverarbeitung bestand in der räumlichen Glättung der fMRT – Daten mittels  eines 6 mm großen,  dreidimensionalen Gaussfilters.  Zusätzlich wurde  für  jeden  Probanden  das  akquirierte  T1-gewichtete  Hirnvolumen  mit  dem funktionellen  Volumen  koregistriert,  um  später  die  fMRT  –  Ergebnisse  der Einzelprobanden auf dem jeweiligen neuroanatomischen Substrat abbilden zu können. 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGNach der Datenvorverarbeitung erfolgte die statistische Datenanalyse im Rahmen des Allgemeinen Linearen Modells  (SPM 2).  Die  funktionellen Datensätze wurden im Laufe der Auswertung hoch- und tiefpassgefiltert und voxelweise auf ihr globales Mittel reskaliert.  Neben  Kontrasten,  welche  die  Effekte  der  einzelnen Experimentalbedingungen  widerspiegeln  (s.u.),  wurden  zusätzlich  die  in  der Bewegungskorrektur gewonnenen Bewegungsparameter als Regressoren in das Modell eingefügt, um irrelevante Varianz, hervorgerufen durch Bewegungen, aufzuklären. Diese Methode kam im Lokalisationsdurchgang sowie im Hauptexperiment zum Einsatz.Für den Lokalisationsdurchgang wurde probandenspezifisch ein Modell mit 4 Box-Car-Funktionen  erstellt  (unimodal  auditorisch;  unimodal  visuell;  stimulationsfreie Zeiträume  (Baseline)  nach  den  unimodalen  Präsentationen;  multimodale Überschneidungen), das mit der hämodynamischen Antwortfunktion der auditorischen und visuellen Durchgänge und der stimulationsfreien Zeiträume konvolviert wurde. Zur Erstellung  der  unimodalen  Kontraste,  die  im  Hauptexperiment  als  Masken  dienen sollten,  wurden die  auditorischen bzw.  visuellen  Blöcke  mit  ihren stimulationsfreien Zeiträumen verglichen (p < 0,01;  k  > 40;  subkortikale  Gebiete  p  < 0,01;  k > 5).  Zur Identifizierung  potentiell  multimodaler  Areale  (multimodale  Maske)  wurde  eine Conjunctionanalyse  (Friston  et  al.,  1999) berechnet,  mit  welcher  Areale  identifiziert werden  können,  die  bei  auditorischer  sowie  visueller  Stimulation  aktiv  sind.  Die ermittelten Kontrastbilder  von jedem Probanden wurden auf der  zweiten Ebene der statistischen Auswertung für einen voxelbasierten T-Test genutzt, um Gruppenmasken (visuell,  auditorisch,  multimodal)  zu  erstellen,  die  in  der  Gruppenanalyse  des Hauptexperimentes genutzt wurden. Für  die  statistische  Datenanalyse  des  Hauptexperimentes  wurden  individuell  für jeden Probanden die korrekten Antworten (Treffer bzw. korrekte Zurückweisung) aus den sechs Experimentalbedingungen mittels der hämodynamischen Antwortfunktionen und ihrer zeitlichen Ableitung (engl. temporal derivative) moduliert. Zudem wurden alle Fehler  in  einer  7.  Bedingung  zusammengefasst.  Für  jede  der  sechs Experimentalbedingungen wurde probandenspezifisch  ein  Kontrast  definiert,  der  auf der  zweiten  Ebene  der  statistischen  Auswertung  in  eine  Varianzanalyse  überführt wurde. Zur Beantwortung der eingangs gestellten Fragestellungen wurde ein Kontrast innerhalb  der  ermittelten  Masken  (visuell,  auditorisch,  multimodal;  siehe 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGLokalisierungsdurchgang)  analysiert,  welcher  ein  Äquivalent  zu  dem  in  den Verhaltensdaten  von  Experiment  1  gefundenen  Interaktionseffekt  darstellt.  Dieser wurde wie folgt definiert:
Abb.5: Formel Interaktionskontrast: Durch das Auflösen der dargestellten Formel ist es möglich, den Verhaltensinteraktionseffekt, dass ein irrelevanter auditorischer Stimulus einen größeren Effekt auf einen niedrig salienten visuellen Stimulus als auf einen hoch salienten visuellen Stimulus ausübt, ohne jeglichen physikalischen  Einfluss  in  die  fMRT  und  EEG zu  übertragen.  Dadurch  sollen  die  zugrunde  liegenden neuronalen  Korrelate  sowie  die  zeitlich  dynamischen  Prozesse  des  detektierten Verhaltensinteraktionseffektes ermittelt werden. Durch  diesen  Interaktionskontrast  wurde  sichergestellt,  dass  sämtliche physikalischen Effekte, die durch die visuellen Salienzunterschiede und die auditorische Stimulation hervorgerufen wurden, durch Subtraktion eliminiert wurden. Dadurch ist es möglich,  dass  neuronale  Korrelat  des  gefundenen  Verhaltenseffektes  ohne Konfundierungen,  basierend  auf  visueller  und  auditorischer  Stimulation,  zu identifizieren. Wie in der Einleitung besprochen, konnte anhand von tierphysiologischen Studien festgestellt  werden,  dass  zwischen  sensorspezifischen  sowie  sensorspezifischen  und multisensorischen Arealen funktionelle und darüber hinaus anatomische Verbindungen bestehen (Falchier et al., 2002; Rockland and Ojima, 2003; Brosch et al., 2005; Budinger et al., 2006). Um auf der Basis des hier untersuchten multimodalen Interaktionseffektes funktionelle Verbindungen im Gehirn zu identifizieren, kam im Anschluss an die BOLD – Analyse  eine  psychophysiologische  Interaktionsanalyse  (PPI)  zur  Anwendung  (s. Fragestellung drei). Bei der PPI handelt es sich um eine Konnektivitätsanalyse, bei der der  Einfluss  einer  bzw.  mehrerer  Experimentalbedingungen  auf  die  Interaktion zwischen  Arealen  ermittelt  wird.  Es  können  Aussagen  getroffen  werden,  ob Kovariationen  bzw.  funktionelle  Verbindungen  zwischen  einem  „Ausgangsareal“  und anderen Arealen unter dem Einfluss bestimmter Experimentalbedingungen vorhanden 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGsind (Friston et al., 1997). Für die Gruppenanalyse der PPI wurde ein voxelbasierter T-Test gerechnet (Noesselt et al., 2007).Zur Beantwortung der vierten Fragestellung wurden neben der voxelbasierten BOLD –  Analyse  sowie  der  PPI  im  Anschluss  multiple  Regressionsanalysen  gerechnet,  um Zusammenhänge  zwischen  dem  ermittelten  Verhaltensinteraktionseffekt  und regionalen BOLD – Aktivierungen sowie der Stärke der interregionalen funktionellen Verbindungen  (basierend  auf  den  individuellen  PPI)  zu  ermitteln.  Dazu  wurde  eine Differenz für die im fMRT gewonnen Verhaltensdaten ermittelt, die den Zugewinn des prozentualen Anteils richtiger Antworten für einen niedrig salienten Stimulus, gepaart mit  einem  auditorischen  Stimulus,  im  Gegensatz  zu  einem  hoch  salienten  visuellen Stimulus,  gepaart  mit  einem auditorischen Stimulus,  darstellt.  Dieses  Verhaltensmaß stellt einen Zugewinn in der visuellen Detektionsperformanz für den in Experiment 1 und  den  Verhaltensdaten  von  Experiment  2  gefundenen  Verhaltenseffekt  dar.  Wie beschrieben,  wurde  dieses  Verhaltensmaß  in  Relation  zu  den ermittelten  regionalen BOLD  –  Aktivierungen  gesetzt,  um  einen  engeren  Zusammenhang  zwischen probandenspezifischem  Verhaltenseffekt  und  neuronaler  Aktivität  zu  ermitteln.  So sollten  Areale  innerhalb  der  detektierten  uni-  bzw.  multimodalen  Masken  ermittelt werden, die einen korrelativen Zusammenhang mit ihrer regionalen BOLD – Aktivierung und der perzeptuellen Steigerung erfahren, wenn niedrig saliente Zielreize mit einem auditorischen  Stimulus  dargeboten  werden.  Im  Anschluss  wurde  mit  dem beschriebenen Zugewinn des Verhaltensmaßes eine gewichtete PPI – Analyse gerechnet, die Aufschluss über den Zuwachs von funktionellen Verbindungen unter dem Einfluss des Verhaltensmaßes liefern sollte. Während  des  ganzen  fMRT  –  Experimentes  wurden  die  Augenbewegungen (Fixationskontrolle) anhand eines MRT – kompatiblen Aufnahmesystems (Kanowski et al.,  2007) und  einer  Software  (PupilTracker,  HumanScan,  Erlangen)  überwacht,  um bedingungsspezifische Effekte durch Augenbewegungen auszuschließen.
3.2.3 Ergebnisse 
3.2.3.1 Verhaltensergebnisse Eine 3 x 2 x 2 Varianzanalyse mit Messwiederholung für die Reaktionszeiten und prozentualem  Anteil  richtiger  Antworten  sowie  eine  3  x  2  Varianzanalyse  mit 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGMesswiederholung  für  d‘  und  Beta  zeigten  für  alle  gemessenen  Parameter  einen Haupteffekt für den Faktor „Stimulussalienz“ [Fprozentualen Anteil richtiger Antworten (2;22) = 77,01; p < 0,001; η² = 0,77; FDetektionssensitivität (1;11) = 50,21; p < 0,001; η² = 0,82; FReaktionszeit (2;22) = 7,38; p < 0,005; η² = 0,40; FReaktionsneigung (1;11) = 50,71; p < 0,001; η² = 0,82]. Für den Faktor  „auditorischer  Stimulus“  konnte  bei  den  prozentualen  Anteilen  richtiger Antworten  [Fprozentualen  Anteil  richtiger  Antworten (2;11)  =  25,05;  p  <  0,001;  η²  =  0,69]  bei  d‘ [FDetektionssensitivität (1;11)  =  14,17;  p  <  0,003;  η²  =  0,82]  sowie  bei  den Reaktionszeiten [FReaktionszeit (2;11) = 20,00; p < 0,01; η² = 0,64] ein Haupteffekt detektiert werden. Ein Interaktionseffekt  zwischen  den  Faktoren  „Stimulusintensität“  und  „auditorischer Stimulus“  ließ  sich  bei  dem  Parameter  prozentualer  Anteil  richtiger  Antworten [Fprozentualen  Anteil  richtiger  Antworten (2;22)  = 6,59;  p < 0,006;  η² = 037]  und d‘  [FDetektionssensitivität (1;11) = 6,17; p < 0,03; η² = 0,35] feststellen. Post-Hoc durchgeführte T-Tests bestätigten das Muster aus Experiment 1, dass es nur innerhalb der niedrigen Intensitätsstufe zu einer  Performanzsteigerung  kommt,  wenn  diese  mit  einem  auditorischen  Stimulus dargeboten wird [pprozentualen Anteil richtiger Antworten < 0,05; pDetektionssensitivität < 0,05]. Bei den hohen Intensitätsstufen  konnte  keine  Verbesserung  der  Detektionssensitivität  festgestellt werden (s. Abb. 6). Diese Befunde replizieren die Ergebnisse aus Experiment 1.
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Abb.6:  Verhaltensergebnisse  Experiment  2:  (a)  prozentualer  Anteil  richtiger  Antworten,  (b) Detektionssensitivität  d‘,  (c)  Reaktionszeiten,  (d)  Reaktionsneigung  Beta,  die  grauen  Balken repräsentieren die nicht – auditorischen Bedingungen, die schwarzen Balken zeigen die auditorischen Bedingungen  innerhalb  der  visuellen  Salienzstufen  an,  die  Fehlerindikatoren  stellen  das  95%  - Konfidenzintervall des jeweiligen Parameters dar, „*“ stellen signifikante Unterschiede dar.
3.2.3.2 fMRT – Ergebnisse Im folgenden Abschnitt sollen die fMRT – Ergebnisse des Lokalisationsdurchganges, der  voxelbasierten  BOLD  –  Analysen,  der  PPI,  der  Regressionsanalysen  sowie  der gewichteten PPI dargestellt werden. Dabei soll in der Auswertung nur auf die relevanten Kontraste  und  Ergebnisse  eingegangen  werden.  Details  zu  den  Modulationen,  wie Höchst- und Signifikanzwerte innerhalb der detektierten Aktivierungscluster und deren Koordinaten im standardisierten Raum, können aus den Tabellen (s.  Tab.  8 – 13) im Anhang entnommen werden. 
54
EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNG
3.2.3.2.1 Lokalisierungsdurchgang3.2.3.2.1.1 Unimodale visuelle AktivierungenFür  die  lateralisiert  präsentierten  visuellen  Stimuli  innerhalb  des Lokalisationsdurchganges konnten Modulationen in okzipitalen, temporalen, parietalen und frontalen Gebieten detektiert werden (s. Tab. 8a ).Für die kontralateral gelegenen okzipitalen Areale waren das der Gyrus okzipitalis inferior (IOG), der Gyrus fusiformis (FG)  sowie  MT+/V5,  eine  Subregion  innerhalb  des  IOG.  Bei  den  bilateralen Modulationen innerhalb der parietalen Gebiete handelte es sich um den Lobus parietalis superior (SPL).  Frontal  gab es Aktivierungen innerhalb des kontra-  und ipsilateralen Gyrus frontalis medialis (MFG) sowie innerhalb des Gyrus frontalis inferior (IFG). Neben den kortikalen Aktivierungen konnten auch subkortikale Aktivierungen innerhalb des Nucleus geniculatum lateralis (LGN) beobachtet werden. 3.2.3.2.1.2 Unimodale auditorische AktivierungenDurch  die  unimodale,  rein  auditorische  Präsentation  wurden  bilaterale Modulationen  in  temporalen  Arealen,  wie  dem  Gyrus  temporalis  transversi (Heschl’schen  Gyri  (HG)  –  A1),  dem  Gyrus  temporalis  superior  (STG)  und  dem ipsilateralen Inselkortex detektiert. Wie schon in der unimodal- visuellen Präsentation konnten neben den kortikalen Aktivierungen auch subkortikale Modulationen im ipsi- und kontralateralen Nucleus geniculatum medialis (MGN) beobachtet werden (s. Tab. 8b). 3.2.3.2.1.3 multimodale AktivierungenFür die multimodalen Aktivierungen, d.h. den Überlappungen von Modulationen, hervorgerufen  durch  unimodale  visuelle  und  auditorische  Stimuli,  wurden  temporale, parietale und frontale Gebiete moduliert (s. Tab. 8c), u.a. im bilateralen Sulcus temporalis superior  (STS),  im  bilateralen  Gyrus  frontalis  inferior  (IFG)  und  im  bilateralen  Gyrus angularis  (AG).  Die  hier  ermittelten  Aktivierungen  dienten  in  den  weiteren Auswerteschritten als uni- bzw. multimodale Masken (Kriegeskorte et al., 2008). 
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3.2.3.2.2 HauptexperimentIm folgenden Abschnitt  werden die  relevanten Kontraste  des  Hauptexperimentes dargestellt. Dabei soll nur auf Aktivierungen eingegangen werden, die zur Beantwortung der einleitend gestellten Fragen relevant sind. Die zusätzlich berechneten Kontraste, wie z.B.  Haupteffekte  der  visuellen  und  auditorischen  Stimuli  oder  die  Aktivierungen außerhalb der definierten Masken,  können aus  den Tabellen im Anhang entnommen werden.3.2.3.2.2.1 Neuronale Korrelate des gefundenen VerhaltenseffektesWie  eingangs  beschrieben  (s.  Abb.  5),  wurde  zur  Ermittlung  der  neuronalen Korrelate  des  gefundenen  Verhaltenseffektes  –  dass  ein  kongruent  präsentierter auditorischer  Stimulus  die  Detektionsleistung  niedrig  salienter  visueller  Stimuli verbessern  kann,  aber  dieser  Effekt  nicht  bei  hoch  salienten  Stimuli  auftritt  –  ein Interaktionskontrast  gebildet,  der  jegliche  Konfundierungen  durch  physikalische Stimulation ausschließt. Für  diesen  Kontrast  konnten  innerhalb  der  visuellen Maske  Aktivierungen  des kontralateralen Gyrus fusiformis (FG), des bilateralen Gyrus okzipitalis inferior (IOG), des Gyrus frontalis inferior (IFG), des kontralateralen Sulcus frontalis inferior (IFS), des kontralateralen IPS, des STS sowie des LGN detektiert werden (s. Abb. 7; Tab. 10a). Innerhalb der  auditorischen Masken kam es zu kontralateralen Modulationen der HG, des IFG, des IPS und des MGN sowie zu bilateralen Aktivierungen des STS (s. Abb. 7; Tab. 10b). Für  den  Verhaltenseffekt,  betrachtet  durch  die  multimodalen Masken,  traten Aktivierungsmuster  innerhalb  des  kontra-  bzw.  ipsilateralen  posterioren  Sulcus temporalis superior (pSTS), des kontralateralen IFG sowie im parietal gelegenen AG auf (s. Abb. 7; Tab. 10c).
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Abb.7:  fMRT  Gruppenresultate:  gezeigt  werden  die  neuronalen  Korrelate  des  ermittelten Verhaltensinteraktionseffektes, dass ein auditorischer Stimulus einen größeren Einfluss auf einen niedrig salienten visuellen Stimulus hat als auf einen hoch salienten (für verwendeten äquivalenten Kontrast s. Abb. 6).  Unter  den  Hirnschnitten  sind  die  geschätzten  BOLD  –  Antworten  der  einzelnen  Bedingungen (Fehlerbalken entsprechen 95% Konfidenzintervall) abgetragen. „*“ zeigen einen signifikanten, n.s. einen nicht signifikanten Anstieg für die multimodalen Bedingungen innerhalb der visuellen Faktorenstufen (hoch, niedrig salient, Leerversuche) an. Gelbe Balken repräsentieren unimodale und grüne Balken multimodale Bedingungen. Die obere Hälfte der Abbildung zeigt  die kortikalen Modulationen innerhalb der visuellen (links  –  blaue  Markierung),  auditorischen  (Mitte  –  rote  Markierung)  und  multimodalen  (rechts  –  lila Markierung) Maske.  Im unteren Teil  der Abbildung sind die subkortikalen Aktivierungen innerhalb der visuellen (links – blaue Markierung) und der auditorischen Maske (rechts – rote Markierung) abgetragen.
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNG3.2.3.2.2.2 „Region of interest“ – Analyse (ROI) LGN, MGN, A1, V1Bei der ROI – Analyse ist im Vergleich zu der voxelbasierten BOLD – Auswertung, die für  jeden  vorhandenen  Voxel  innerhalb  des  Volumens  einen  statistischen  Test durchführt, die Voxelanzahl weitaus geringer. Durch diesen Umstand kann das „Problem der multiplen Testung“ reduziert werden. Dies tritt auf, wenn mehr als ein statistischer Test erhoben wird und zieht das Problem der Alphafehler-Kumulierung nach sich. Das bedeutet,  dass  bei  einem  gleichbleibenden  α  –  Fehler  (Fehler  erster  Art)  die Wahrscheinlichkeit  eines  falschen  positiven  Befundes  mit  der  Anzahl  der durchgeführten statistischen Tests steigt. Da, wie oben erwähnt, die Voxelanzahl für eine einzelne Region geringer ist als für das Gesamtvolumen, kann damit auch die Anzahl der statistischen  Tests  herabgesetzt  werden,  so  dass  daraus  schlussfolgernd  weniger falschpositive Befunde entstehen. Ein weiterer Vorteil der ROI – Analyse gegenüber der parametrischen voxelbasierten Analyse ist ein erhöhtes SNR – Verhältnis, da innerhalb der untersuchten Region die Voxel funktionell homogener sein sollten (Poldrack, 2007), wenn diese, wie in diesem Fall, individuell für jeden Probanden definiert wurden.Um die Ergebnisse der BOLD – Analyse zu validieren und um zu ermitteln, ob die beobachteten Modulationen für die Haupteffekte („auditorischer Stimulus“ und „visuelle Salienz“) in scheinbar primären auditorischen und visuellen Arealen Modulationen des beobachteten Verhaltensinteraktionseffektes entsprechen, wurden die Beta – Gewichte der probandenspezifischen primären unisensorischen Areale A1 und V1 sowie von LGN und MGN extrahiert. Die Koordinaten der Einzelprobanden für LGN, MGN, V1 und A1 wurden funktionell aus den Lokalisationsdurchgängen gewonnen, indem die visuellen bzw.  auditorischen  unimodal  präsentierten  Stimuli  gegen  ihre  stimulationsfreien Zeiträume  kontrastiert  wurden  (p  <  0.01).  Das  Zentrum  der  ROI  war  im probandenspezifischen lokalen Maximum lokalisiert und hatte einen Radius von 2 mm. Zusätzlich  dazu  wurden  diese  Aktivierungen  strukturell  mit  Hilfe  von neuroanatomischen  Atlanten  (Zilles  and  Rehkämper,  1998) sowie  mit Wahrscheinlichkeitskarten  für  neuroanatomische  Areale  (engl.  probability  maps) überprüft  (www.fz-juelich.de/ime/spm_anatomy_toolbox).  Danach  wurden  die mittleren Beta – Gewichte, die sich proportional zur Signaländerung der BOLD-Antwort verhalten, extrahiert und in eine 3x2 – faktorielle Varianzanalyse mit Messwiederholung mit den Faktoren „Stimulussalienz“ und „auditorischer Stimulus“ überführt. 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGEs  zeigte  sich  für  den  LGN  und  MGN  ein  Interaktionseffekt  für  die  genannten Faktoren [LGN: F (2;22) = 8,53; p < 0,003; η² = 0,43; MGN: F (2;22) = 3,82; p < 0,03; η² = 0,37]. Haupteffekte für die einzelnen Faktoren konnten nicht detektiert werden. Nach Bonferroni  korrigierte  Post-Hoc-Analysen  ergaben  für  beide  Strukturen  eine signifikante Erhöhung der Beta – Gewichte, wenn die niedrige Salienzstufe mit einem irrelevanten auditorischen Stimulus dargeboten wurde [LGN: p<0.05; MGN p<0.05]. Für die hohen Salienzstufen sowie die Leerversuche konnte kein signifikanter Unterschied festgestellt werden (s. Abb. 8). 
Abb.8: ROI – Resultate LGN und MGN: Balkendiagramme zeigen die gemittelten BOLD – Antworten (N = 12)  für  die  sechs  Experimentalbedingungen  für  den  LGN  (links)  und  den  MGN  (rechts).  Signifikante Unterschiede  sind  mit  „*“  und  nicht  signifikante  Unterschiede  mit  n.s.  gekennzeichnet.  Unter  den Balkendiagrammen  sind  die  mittleren  Koordinaten  mit  den  dazugehörigen  Standardabweichungen abgetragen.  Gelbe  Balken  repräsentieren  unimodale  und  grüne  Balken  multimodale  Bedingungen.  Der Hirnschnitt in der Mitte der Abbildung zeigt exemplarisch anhand eines Probanden (vpn.5) die Lokalisation der detektierten Thalamuskerne,  für  probandenspezifische Lokalisation s.  Abb.  17   im Anhang.  Für  die detailierte Beschreibung der Koordinatenbestimmung s. Kap. 3.2.3.2.2.2.   
Für  A1  konnte  innerhalb  der  ROI  -  Analyse  das  gleiche  Muster  wie  in  der voxelbasierten BOLD – Analyse ermittelt werden. Es zeigte sich ein Haupteffekt für den Faktor  „auditorischer  Stimulus“  [F  (1;11)  =  4,23;  p  <  0,05;  η²  =  0,39]  und  ein Interaktionseffekt  zwischen  den  Faktoren  „auditorischer  Stimulus“  und „ Stimulussalienz“ [F (2;22) = 5,29; p < 0,03; η² = 0,45] (s. Abb. 9). 
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Abb.9:  ROI  –  Resultate  A1:  Balkendiagramme  zeigen  die  gemittelten  BOLD  – Antworten  (N  =  12)  für  die  sechs  Experimentalbedingungen  für  A1.  Unter  den Balkendiagrammen  sind  die  mittleren  Koordinaten  mit  den  dazugehörigen Standardabweichungen  abgetragen.  Die  mittleren Koordinaten entsprechen zu  80% dem primär auditorischen Areal TE 1.0, das anhand von Wahrscheinlichkeitskarten (s. Kap. 3.2.3.2.2.2) ermittelt wurde  (Morosan et al., 2001; Rademacher et al., 2001). Bei den  grünen  Umrandungen  handelt  es  sich  um  den  anterioren  Heschl  Gyrus.  Gelbe Balken repräsentieren unimodale und grüne Balken multimodale Bedingungen.
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGFür  V1  konnten  keine  signifikanten  Effekte  für  die  Faktoren  „Stimulussalienz“  und „auditorischer Stimulus“ innerhalb der ROI – Analyse ermittelt werden. 
3.2.3.2.2.2 Psychophysiologische Interaktion (PPI)Wie erwähnt,  konnten bei  der BOLD – Analyse neben klassischen heteromodalen Arealen  auch  unimodale  Areale  ermittelt  werden,  die  analog  zu  den  gefundenen Verhaltenseffekten moduliert wurden. Zusätzlich zu kortikalen Modulationen konnten, wie  beschrieben,  auch thalamische unimodale  Gebiete  identifiziert  werden,  wobei  es sich bei LGN (visuell) und MGN (auditorisch) um frühe Stufen sensorisch spezifischer Verarbeitung handelt  (Zilles and Rehkämper, 1998). Im Anschluss sollte mit Hilfe der PPI  potentielle,  abhängig  vom  Verhaltenseffekt,  sowie  funktionelle  Verbindungen zwischen  unisensorischen  und  multisensorischen  Gebieten  ermittelt  werden.  Aus diesem  Grund  wurden  die  beiden  kontralateralen  subkortikalen  Kerngebiete  als Ausgangspunkt  für  PPIs  genutzt.  Die  Befunde  der  PPI  wurden,  wie  schon  in  der vorangegangen  Analyse,  in  den  im  Lokalisationsdurchgang  gewonnenen  uni-  bzw. multimodalen Masken dargestellt (s. Abb. 10). Ausgehend  vom  linken  LGN  konnten  innerhalb  der  visuellen Maske  funktionelle Verbindungen  zum  ipsilateralen  Areal  MT+/V5,  FG  und  zu  V1  ermittelt  werden. Innerhalb der auditorischen Maske bestand, ausgehend vom linken LGN, eine verstärkte funktionelle Verbindung zum kontralateralen Gyrus temporalis inferior (ITG). Innerhalb der multimodalen Maske konnte der kontralaterale IFG detektiert werden (Tab. 11 a-c). Für  das  linke  MGN  konnte  innerhalb  der  visuellen Maske  eine  Kopplung  zum ipsilateralen  Areal  MT+/V5  ermittelt  werden.  Innerhalb  der  auditorische Maske interagierte  das  linke  MGN  unter  dem  Einfluss  des  Verhaltenseffektes  mit  dem ipsilateralen HG und dem Gyrus temporalis superior (STG). Für die multimodale Maske konnte keine Kopplung detektiert werden (Tab. 11 d-f). Neben  den  separaten  Kopplungen,  ausgehend  vom  linken  LGN  und  linken  MGN, wurden im letzten Teil  der PPI die kortikalen Areale ermittelt,  zwischen denen eine gemeinsame Verbindung unter dem Einfluss des Verhaltenseffektes mit LGN und MGN besteht.  Für  diesen  Fall  konnten  innerhalb  der  visuellen Maske  signifikante Verbindungen  mit  dem  ipsilateralen  Areal  MT+/V5,  dem STS  sowie  dem  anterioren Gyrus cinguli (GC) detektiert werden. Bei der auditorischen Maske konnten funktionelle 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGVerknüpfungen zum bilateralen STS ausfindig  gemacht  werden.  Für  die  multimodale Maske konnte keine signifikante Kopplung entdeckt werden (Tab. 11 g-i). 
Abb.10: Ergebnisse der PPI - Analyse: Im oberen Teil der Abbildung sind die Ausgangspunkte der PPI – Analyse LGN und MGN aus der Gruppe BOLD – Analyse abgebildet. Ausgehend vom LGN konnte vor dem Hintergrund des detektierten Verhaltensinteraktionseffektes eine erhöhte funktionelle Verbindung mit V1 und  dem  FG  festgestellt  werden  (blauer  Pfeil).  Ausgehend  vom  MGN  konnten  erhöhte  funktionelle Verbindungen mit A1 ermittelt werden (roter Pfeil). In der mittleren Spalte sind die überlappenden Areale abgebildet, die eine erhöhte funktionelle Verbindung, ausgehend von LGN und MGN zeigen, es konnten STS und MT+/V5 identifiziert werden. Die Balkendiagramme zeigen die gemittelten BOLD – Antworten in den durch die PPI – Analyse ermittelten Arealen an. Signifikante Unterschiede sind mit „*“ und nicht signifikante Unterschiede mit n.s. gekennzeichnet.
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNG3.2.3.2.2.3 Zusammenhang zwischen probandenspezifischer Verhaltensperformanz und regionalem BOLD – SignalFür die Korrelation zwischen dem berechneten Verhaltensmaß, das die Performanz für  den  ermittelten  Verhaltenseffekt  für  jeden  Probanden  wiederspiegelt,  und regionalen BOLD – Signalen konnten innerhalb der  visuellen Maske Aktivierungen im kontralateralen FG, IPS, SPL, im bilateralen STS und im Gyrus frontalis medialis (MFG) ermittelt  werden.  In  der  auditorischen Maske konnten signifikante  Korrelationen im kontralateralen HG, STS sowie STG festgestellt werden. In den überlappenden Arealen, resultierend  aus  unimodaler  auditorischer  bzw.  visueller  Stimulation  (multimodale Maske),  ergaben  sich  signifikante  Aktivierungen  innerhalb  des  bilateralen  STS, kontralateralen SPL sowie MFG (s. Abb. 11). 
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Abb.11:  probandenspezifische  Korrelationsanalysen  zwischen  Verhaltensperformanz 
und  BOLD  -  Signal:  auf  der  Y  –  Achse  der  Punktwolkendiagramme  ist  der  Zugewinn  des prozentualen  Anteils  richtiger  Antworten  für  einen  niedrig  salienten  Stimulus,  gepaart  mit einem  auditorischen  Stimulus,  im  Gegensatz  zu  einem  hoch  salienten  visuellen  Stimulus, gepaart  mit  einem  auditorischen  Stimulus,  was  ein  Äquivalent  zu  dem  gefundenen Verhaltensinteraktionseffekt  darstellt,  für  jeden der  12 Probanden  abgetragen.  Auf  der  X  –Achse  sind  die  BOLD  –  Antworten  analog  zum  gefundenen  Interaktionskontrast  in  den ermittelten Arealen abgetragen. Es zeigten sich korrelative Zusammenhänge in (a) visuellen, (b) auditorischen und (c) multimodalen Arealen.Bei der Ermittlung der Ergebnisse der probandenspezifischen Korrelationsanalysen konnte festgestellt  werden, dass es innerhalb des ermittelten Verhaltensmaßes einen Probanden  gab,  der  das  Ausschlusskriterium  von  2  Standardabweichungen  vom Gruppenmittelwert  (Barnett  and  Lewis,  1994) erfüllte  und  somit  als  „Ausreißer“ definiert  werden  konnte.  Um  zu  testen,  ob  die  ermittelten  Ergebnisse  der 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGprobandenspezifischen  Korrelationsanalyse  nicht  nur  auf  diesem  einen  Probanden beruhen,  wurde  eine  weitere  Analyse  exklusive  des  detektierten  Ausreißers durchgeführt. Es zeigte sich, dass die ermittelten Areale der ersten Korrelationsanalyse ohne den erwähnten Ausreißer repliziert werden konnten (s. Abb. 18). 3.2.3.2.2.4 Zusammenhang zwischen probandenspezifischer Verhaltensperformanz und interregionaler Konnektivität (PPI)Das  Ziel  der  verhaltensbezogenden  PPI  –  Analyse  war  die  Detektion  von Korrelationen zwischen funktionellen Verbindungen, ausgehend von LGN und MGN und dem  probandenspezifischen  Performanzmaß,  d.h.,  es  sollten  jene  Areale  ermittelt werden, die mit steigendem Performanzmaß (s. Kap. 3.2.2.3) eine erhöhte funktionelle Kopplung zu LGN und MGN aufweisen. Dieses Maß erweitert die klassische Analyse, da es  aufzeigt,  welche  Areale  vor  dem  Hintergrund  der  probandenspezifischen Verhaltensleistung funktionell in Zusammenhang stehen. 
Abb.12:  gewichtete PPI  -  Analyse:  auf der linken Seite ist  die Korrelation zwischen der funktionellen Verbindungsstärke, ausgehend von LGN und MGN, vor dem Hintergrund des Verhaltensinteraktionseffektes (Y – Achse) und dem Verhaltenszugewinn für die prozentual richtigen Antworten (X –Achse) im detektierten multimodalen STS (rechts) abgetragen.
Es  zeigte  sich,  dass  solche  Korrelationen  innerhalb  der  visuellen Maske  im kontralateralen SPL beobachtet werden konnten. In der auditorischen Maske konnte der kontralaterale STS der ipsilateralen IFG ermittelt werden. Für die  multimodale Maske war es der bilaterale pSTS, der eine Korrelation zwischen funktionellen Verbindungen, ausgehend von LGN und MGN, und dem probandenspezifischen Verhaltensmaß zeigte 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNG(s. Tab. 12). Auch die gewichtete PPI – Analyse wurde ohne den erwähnten behavioralen Ausreißer wiederholt und es zeigte sich,  dass ohne diesen die Ergebnisse der ersten gewichteten PPI – Analyse wiederholt ermittelt werden konnten (s. Abb. 18). 3.2.3.2.2.5 AugenbewegungenDas Ausschlusskriterium bei der Analyse der Augenbewegung für einen Probanden lag bei einer Abweichung von mehr als 1° Sehwinkel in mehr als 95% der absolvierten Durchgänge innerhalb des fMRT – Experimentes. Es zeigte sich, dass alle teilnehmenden Probanden  außerhalb  dieses  Kriterium  lagen,  so  dass  alle  Versuchspersonen  in  die Analyse der fMRT – Daten eingingen. Zusammenfassend spiegelte sich das in den Verhaltensdaten gefundene Muster, dass die Sensitivität für einen niedrig salienten, aber nicht für einen hoch salienten visuellen Stimulus durch einen auditorischen Stimulus gesteigert werden kann, in den BOLD – Antworten von multisensorischen (STS)  sowie  in  unisensorischen visuellen (FG,  und MT+/V5)  bzw.  auditorischen  Gebieten  (HG)  wider.  Neben  kortikalen  Modulationen wurden auch frühe unisensorisch subkortikale Kerngebiete (LGN & MGN) durch den Interaktionseffekt  beeinflusst.  Durch  eine  Konnektivitätsanalyse  konnte  festgestellt werden, dass genau diese unisensorischen Kerngebiete zusammen, unter dem Einfluss des  beschriebenen  Interaktionseffektes,  mit  visuellen  (MT+/V5)  sowie  höheren multisensorischen  (STS,  IPS)  Gebieten  verknüpft  sind,  und  das  die  funktionelle Konnektivität  mit  multisensorischen  Gebieten  mit  der  probandenspezifischen  Stärke des  Interaktionseffektes  korreliert.  Des  Weiteren  ergab  die  Auswertung  der  fMRT – Daten  eine  Korrelation  von  regionalen  BOLD  –  Signalen  und  der  beschriebenen probandenspezifischen Performanzsteigerung des Interaktionseffektes in visuellen (FG), auditorischen (PP) und multisensorischen Arealen (STS, IPS). 
3.2.4 Diskussion:Im  folgenden  Abschnitt  werden  die  Ergebnisse  der  BOLD  –  Analysen,  der Konnektivitätsanalysen  sowie  der  Korrelationen  zwischen  Verhaltensmaßen  und regionalen  BOLD  –  Modulationen,  die  zur  Ermittlung  neuronaler  Korrelate  des gefundenen  Interaktionskontrastes  eingesetzt  wurden,  vor  dem  Hintergrund bestehender  Theorien  multimodaler  Integration  eingeordnet.  Um  einen  möglichen integrativen  Mechanismus  hinter  der  multimodalen  Detektionssteigerung,  aufbauend auf den neuronalen Korrelaten des Interaktionseffektes, zu ermitteln, werden im ersten 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGTeil  des Kapitels  die Modulationen innerhalb der uni-  bzw.  multimodalen Areale der verschiedenen Methoden im Vergleich zu anderen Studien diskutiert.  Im zweiten Teil sollen  diese  verwendet  werden,  um  ein  mögliches  Integrationsmodell  für multisensorische Detektionssteigerung zu postulieren.
3.2.4.1 BOLD – und Korrelationsanalyse:Das  Ziel  des  vorliegenden  Experimentes  war  es,  die  neuronalen  Korrelate  des gefundenen Verhaltensinteraktionskontrastes zu identifizieren. Aus diesem Grund wird im  Folgenden  zunächst  für  die  BOLD  –  Analyse  der  äquivalente  Kontrast  innerhalb unisensorischer und multisensorischer Areale zu diesem Interaktionseffekt diskutiert. 
3.2.4.1.1 multimodale Areale:Für  die  BOLD  –  Analyse  zeigte  sich  innerhalb  der  multisensorischen Areale  eine signifikante Interaktion der BOLD – Signale im STS. Diese Modulation folgte dem Muster des ermittelten Verhaltensinteraktionseffektes und wies eine erhöhte BOLD – Antwort für niedrig saliente Stimuli auf, wenn diese mit einem irrelevanten auditorischen Stimuli dargeboten  wurden,  verglichen  mit  hoch  salienten  Stimuli,  wenn  diese  mit  einen irrelevanten  auditorischen  Stimuli  dargeboten  wurden.  Dem  STS  werden  innerhalb vieler Studien eine Fülle von funktionellen Eigenschaften zugeschrieben. So zeigte sich, dass der STS bei der Verarbeitung von Gesichtsmerkmalen (Haxby et al., 2000; Pelphrey et al., 2005), bei der Sprachverarbeitung (Demonet et al., 1992; Binder et al., 2000), bei der Bewegungswahrnehmung (Pelphrey et al., 2003; Puce and Perrett, 2003; Thompson et al., 2005) sowie bei Wahrnehmung sozial relevanter Hinweise  (Allison et al., 2000) beteiligt ist. Auch neuronale Korrelate für das Konzept der „Theory of mind“ werden ihm zugeschrieben  (Gallagher  and  Frith,  2003;  Saxe  and  Powell,  2006).  Für  diese  Arbeit besonders  bedeutend ist  die  Tatsache,  dass  der  STS eine  der klassischen Strukturen darstellt,  die  bei  der  Verarbeitung  multimodaler  Stimuli  moduliert  werden  (Calvert, 2001;  Beauchamp et  al.,  2004;  Barraclough et  al.,  2005;  Macaluso and Driver,  2005; Noesselt et al., 2007; Driver and Noesselt, 2008; Szycik et al., 2008; Szycik et al., 2009). Es  zeigte  sich  eine  Beteiligung  des  STS  an  multimodalen  Integrationsprozessen  im Zusammenhang  mit  semantischen  (Calvert,  2001;  van  Atteveldt  et  al.,  2004;  van Atteveldt  et  al.,  2007),  nicht  semantischen,  komplexen  (Beauchamp  et  al.,  2004; Stevenson et al., 2009) sowie einfachen Stimuli (Calvert et al., 2001; Bushara et al., 2001; Noesselt et al., 2007; Dahmala et al., 2007). Hinsichtlich der funktionellen Unterteilung 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGstellten Hein und Knight (2008) in einem Übersichtsartikel über den STS fest, dass man diesen grob in einen anterioren und posterioren Teil funktionell differenzieren kann. Sie behaupten,  dass  der  Großteil  der  Aktivierungen  für  sprachassoziierte  Verarbeitung anterior  lokalisiert  ist  und  dass  Integrationsmechanismen,  Gesichtsmerkmale  und Bewegungen eher posterior verarbeitet  werden.  Gerade Integrationsmechanismen im audiovisuellen  Zusammenhang  konnten  in  vielen  weiteren  Studien  nachgewiesen werden (Calvert, 2001; Beauchamp et al., 2004; van Atteveldt et al., 2004; Bischoff et al., 2007;  Dhamala  et  al.,  2007;  Noesselt  et  al.,  2007) und veranlassten die Autoren,  für diesen Teil des STS verschiedenste Notationen zu verwenden. So kamen Beauchamp et al.  (2008) zu der Bezeichnung STS-ms (engl. multisensory) und Noesselt et. al (2007) bezeichneten den posterioren Teil des STS als mSTS (engl. multisensory). Neben  dieser  makroskopischen  Einteilung  wurde,  ausgehend  von tierphysiologischen  Experimenten,  versucht,  eine  mikroskopische  funktionelle Differenzierung des STS am Menschen vorzunehmen. Untersuchungen am Affen zeigten, dass  in  der  äquivalenten  Struktur  zum  STS  dem  STP  (superiores  temporales polysensorisches  Areal),  Zellen vorhanden sind,  die  auf  unterschiedliche  Modalitäten reagieren  (Benevento  and  Miller,  1981;  Bruce  et  al.,  1981;  Hikosaka  et  al.,  1988; Schroeder  and  Foxe,  2005).  Beim  Menschen  konnten  mittels  hochauflösender  fMRT kleine funktionelle Einheiten (engl. Patches) im posterioren STS nachgewiesen werden, die selektiv auf visuelle, auditorische und auf beide Modalitäten reagieren (Beauchamp et  al.,  2004).  Die  Autoren  schließen  aufgrund  dieser  funktionellen  Einheiten  auf Ansammlungen  modalitätsspezifischer  sowie  multimodaler  Neuronen,  wie  sie  auch beim  Affen  durch  Einzelzellableitungen  detektiert  werden  konnten.  Es  stellte  sich heraus,  dass  bei  der  Darbietung  von  multimodalen  Reizen  nur  die  Zellen  Aktivität zeigten, die auf visuelle und auditorische Stimuli reagieren. Bei den Neuronen, die nur selektiv  auf  eine  Modalität  reagierten,  konnte  keine  Aktivität  nachgewiesen  werden. Dies deuten Beauchamp et al. als Zeichen für multimodale Integration. Sie postulieren, dass  bei  der  multimodalen  Stimulation  die  primären  Kortizes  auf  die modalitätsspezifischen Neuronen im STS projizieren, die wiederum ihren Input zu den Zellen weiterleiten, die auf beide Modalitäten reagieren. In diesen Neuronen kommt es dann zur multimodalen Integration. 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGAuch in Bezug auf die Lateralisierung kann man den STS funktionell unterteilen. Es stellte  sich  heraus,  dass  es  bei  der  Darbietung sprachlich  assoziierter  audiovisueller Stimuli  gehäuft zu linkslateralen Aktivierungen des STS kommt (Macaluso et al., 2004; Noppeney  et  al.,  2008;  Bishop  and  Miller,  2009) und  bei  der  Präsentation  nicht sprachlicher Stimuli bilaterale Aktivierungsmuster detektiert werden können (Noesselt et al., 2007; Beauchamp et al., 2004,2008; Stevenson et al., 2009).Vor  dem  Hintergrund  der  referierten  Arbeiten  über  den  STS  können  gewisse Ähnlichkeiten  zwischen  den  resultierenden  funktionellen  Mustern  der  Studien  und denen der BOLD –  Analyse detektiert werden. So konnte durch die Darbietung einfacher audiovisueller Stimuli eine bilaterale Aktivierung des STS beobachtet werden,  die mit denen erwähnter Studien einher geht (Stevenson and James, 2009) und sich funktionell von Studien  mit  sprachlich  assoziierten  Stimuli  unterscheidet,  bei  denen es  eher  zu linkslateralen  Modulationen  des  STS  kam  (Macaluso  et  al.,  2004;  Noppeney,  2007; Bishop  and  Miller,  2009).  Des  Weiteren  wurden innerhalb  der  multimodalen  Maske Modulationen  im  posterioren  Teil  des  STS  ermittelt,  was  sich  mit  der  allgemeinen Ansicht  deckt,  dass  dieser  Teil  für  multimodale  Integrationsmechanismen verantwortlich  ist  (Hein  and  Knight,  2008).  Aber  auch  die  Tatsache,  das  nicht  nur funktionell multimodale Cluster innerhalb des STS existieren (Beauchamp et al., 2004), spiegelt  sich  in  den  Ergebnissen  der  BOLD  –  Analyse  wider,  da  auch  in funktionell visuellen und auditorischen Masken bilaterale Modulationen des STS ermittelt werden konnten. Neben den Aktivierungen in der BOLD – Analyse wurden für den bilateralen STS auch  Modulationen  innerhalb  der  Korrelationsanalyse  zwischen  regionalem  BOLD  – Signal  und  ermitteltem  Performanzmaß  detektiert.  Wie  in  Kap.  3.2.2.3  dargestellt, beschreibt  das  verwendete  Performanzmaß  den  Zugewinn  des  prozentualen  Anteils richtiger  Antworten  für  einen  niedrig  salienten  Stimulus,  gepaart  mit  einem auditorischen  Stimulus,  im  Gegensatz  zu  einem  hoch  salienten  visuellen  Stimulus, gepaart  mit  einem  auditorischen  Stimulus.  Die  ermittelte  Kovariation  zwischen Performanzmaß  und  regionalen  BOLD  –  Signalen  lassen  einen  genaueren  Blick  auf neuronale Korrelate des ermittelten Verhaltenseffektes zu, die eine direkte Verbindung zwischen  psychologischen  Verhaltensparametern  und  zugrunde  liegenden physiologischen Mechanismen darstellen. 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGMit  der  Aktivierung  des  STS  innerhalb  der  Korrelations-  sowie  BOLD  –  Analyse zeigte sich, dass die Integration audiovisueller Informationsströme neben zeitlichen und räumlichen Faktoren (Bushara et al., 2001; Macaluso et al., 2004) auch von der Salienz der verwendeten Stimuli abhängig ist. Wie eingangs erwähnt, spiegeln die detektierten BOLD – Signale sowie die Ergebnisse der Korrelationsanalysen innerhalb des STS den Verhaltenseffekt wider, dass multimodales Enhancement nur bei niedrig salienten und nicht bei  hoch salienten Stimuli  stattfindet.  Bei  diesem Muster spricht man von dem „Prinzip  der  inversen  Effektivität“,  das  auch  schon  innerhalb  anderer  bildgebender Studien im Bereich des  STS bzw.  STP nachgewiesen werden konnte  (Newhall,  1923; Meredith and Stein, 1983; Perrault et al., 2005; Stanford et al., 2005). Stevenson et al. (2009)  präsentierten  Probanden  verschiedene  Arten  von  multimodalen  Stimuli (sprachlich  assoziierte  und  objektbezogene  Stimuli)  in  fünf  unterschiedlichen Salienzstufen und ließen sie ein Zwei- Alternativen- Zwangswahlverfahren durchführen. Trotz  unterschiedlicher  Verarbeitungsareale  innerhalb  des  STS  für  sprachlich assoziierte und objektbezogene Stimuli konnten die Autoren das „Prinzip der inversen Effektivität“  für  beide  Arten  von  Stimuli  feststellen,  d.h.,  dass  es  nur  zu  einer multimodalen  assoziierten Steigerung (BOLD  –  Signale)  bei  niedrig  salienten  Stimuli kam (55% – 65%). Für die hoch salienten Stimuli konnte keine multimodale Steigerung (BOLD – Signale) detektiert werden (75% – 95%). Das  vorliegende  Experiment,  bei  dem  die  Variation  von  Stimulusparametern (visuelle Salienz) eine Veränderung von Verhaltenseigenschaften hervorruft und diese sich wiederum in Aktivierungen innerhalb des STS wiederfinden lassen, zeigt, dass der STS im Rahmen multimodaler Integration vermutlich abhängig von stimulusbezogenden Eigenschaften zu sein scheint. 
3.2.4.1.2 visuelle ArealeInnerhalb  der  visuellen  Maske  zeigten  der  Gyrus  fusiformis  (FG),  der  Gyrus okzipitalis inferior (IOG), der Sulcus frontalis inferior (IFS), der Sulcus intraparietalis, der Sulcus temporalis superior (STS) sowie im Nucleus geniculatum lateralis (LGN) den gleichen BOLD – Signal Verlauf wie der Verhaltensinteraktionseffekt. Für den IPS konnten über Gebiete neurowissenschaftlicher Disziplinen hinweg eine Vielzahl  von  Funktionen  ermittelt  werden:  Steuerung  zielgerichteter  Arm-  und Augenbewegungen  (Mountcastle et al.,  1975), Aufmerksamkeitsprozesse, Planung und 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGAusführen von Bewegungen  (Culham and  Kanwisher,  2001) sowie  Enkodierung  von räumlichen Koordinaten oder geometrischen Objekteigenschaften im Raum (Duhamel et al.,  1992;  Colby et  al.,  1993b,  a;  Sakata  et  al.,  1995;  Rizzolatti  et  al.,  1998).  In  ihrer bedeutenden Arbeit ordneten Ungerleider und Mishkin  (1982 ) den Parietalkortex im Bereich des IPS dem „dorsalen Strom“ zu, welcher auch als „where-stream“ bezeichnet wird und mit  Funktionen der Objektlokalisation in  Zusammenhang gebracht wird (s. Kap. 1.1.1).Aber auch im Zusammenhang mit multimodalen Paradigmen scheint der IPS eine tragende Rolle  zu spielen.  So konnte gezeigt  werden,  dass der IPS bei  multimodalen Aufmerksamkeitsprozessen  (Macaluso  et  al.,  2000a;b),  bei  der  Detektion  von audiovisueller (A)Synchronizität (Bushara et al., 2001; Miller and D‘Esposito, 2005), bei sprachlich assoziierten multimodalen Aufgaben (van Atteveldt et al., 2007; Szycik et al., 2008) und  bei  multimodalen  Lokalisationsaufgaben  im  Raum  (Bushara  et  al.,  1999; Salmi  et  al.,  2007) beteiligt  ist.  Somit  untermauern  bzw.  erweitern  die  ermittelten Aktivierungen für den getesteten Interaktionseffekt innerhalb des IPS den Blick auf den Parietalkortex  als  multimodale  Struktur,  da  neben  der  erwähnten  multimodalen Zeitverarbeitung  (Dhamala  et  al,  2007)  besonders  räumliche  Orientierungsaufgaben und räumliche Aufmerksamkeit für mehrere Modalitäten zur Modulation des IPS führen (Driver  and  Spence,  1998b,  a;  Bushara  et  al.,  1999).  Welche  Rolle  der  IPS  bei  der Integration von audiovisuellen Stimuli spielt,  ist aber noch nicht geklärt.  So vermutet Cohen (2009), dass der IPS auditorische und visuelle Stimuli nicht auf dieselbe Art und Weise verarbeitet,  d.h.,  dass beispielsweise die Salienz eines Stimulus nicht durch die Feuerrate  innerhalb  des  IPS  kodiert  wird,  sondern  dass  auditorische  und  visuelle Signale unterschiedliche Einflüsse auf den IPS haben. Er geht davon aus, dass der IPS im Wesentlichen eine visuelle Struktur ist, die durch Signale anderer Modalitäten bei der Verarbeitung visueller Informationen verstärkt  bzw. moduliert wird (Kusunoki et al., 2000). Diese  mögliche  modulatorische  Einflussnahme  auf  den  IPS  konnte  auch  in  der Korrelationsanalyse  beobachtet  werden.  In  dieser  zeigte  sich  ein  positiver Zusammenhang zwischen der  probandenbezogenen multimodalen  Detektionsleistung für niedrig saliente visuelle Stimuli gegenüber hoch salienten visuellen Stimuli und des regionalen BOLD – Signals innerhalb des IPS.  In einer Vielzahl  von Studien wird der 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGParietalcortex  mit  auditorischem  und  visuellem  zielgerichteten  Verhalten  in Zusammenhang  gebracht  (Snyder  et  al.,  2000),  d.h.,  sensorischer  Input  kann  mit verschiedenen Verhaltensweisen bzw. verschiedene sensorische Inputs können mit dem gleichen Verhalten einhergehen.  Gerade bei  der  Auswahl  der  Verhaltensweisen wird dem Parietalkortex eine tragende Rolle zugeschrieben. So wird eine erhöhte Aktivität bei der Entscheidung, auf einen sensorischen Stimulus zu reagieren, innerhalb des LIP (laterale intraparietale Area), welches eine Homologie zum menschlichen IPS darstellt, berichtet (Platt and Glimcher, 1999; McCoy and Platt, 2005; Bendiksby and Platt, 2006). Aber  auch  am  Menschen  konnten  vor  dem  Hintergrund  der  Entscheidungsfindung Modulationen im Parietalkortex beobachtet werden (Binkofski et al., 1998; Kastner and Ungerleider, 2000; Karnath et al., 2001; Connolly et al., 2002). Neben der Tatsache, dass der Parietalkortex eine prominente Rolle in der Entscheidungsfindung spielt, wird des Weiteren davon ausgegangen, das die Salienz multimodaler Stimuli einen Einfluss auf die Aktivität des Parietalkortex hat  (Kusunoki et al., 2000). Gifford et al. gehen davon aus, dass Neuronen in der LIP nicht auf auditorische Signale reagieren, wenn diese in Kongruenz mit  hoch salienten visuellen Stimuli  stehen.  Kommt es hingegen zu einer Herabsetzung der visuellen Salienz, konnte aufgabenbezogene Aktivität auf auditorische Stimuli verzeichnet werden (Cohen et al., 2004; Gifford and Cohen, 2004). Die  ermittelte  Modulation  des  IPS  innerhalb  der  BOLD-  sowie  der Korrelationsanalyse untermauern die Ergebnisse bisheriger Studien zur audiovisuellen Integration und stehen wahrscheinlich im Zusammenhang mit der aufgabenbezogenen Entscheidungsfindung und der Verarbeitung des salienzmodulierten Performanzmaßes. Des Weiteren erscheint vor dem Hintergrund der Objektlokalisierung, eine Funktion des „dorsalen Stroms“  (Ungerleider and Mishkin, 1982 ; Goodale et al., 1991), welcher der IPS  zugeordnet  wird,  eine  Modulation  nachvollziehbar,  da  es  sich  bei  der durchgeführten Aufgabe um eine  Detektionsaufgabe handelte  und sich  nicht  nur  die Frage  stellt,  wo  sich  ein  Objekt  im  Raum  befindet,  sondern  auch,  ob  ein  Objekt überhaupt  vorhanden  ist  oder  nicht.  Zudem  wurde  in  weiteren  Studien  die prädominante Beteiligung des dorsalen Stroms bei multimodaler Stimulusverarbeitung betont (Armstrong et al., 2002).Neben dem IPS zeigte auch der bilaterale inferiore frontal Gyrus (IFG) den gesuchten multimodalen Verhaltensinteraktionseffekt in seinen BOLD - Antworten. Der präfrontale 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGKortex (PFC),  zu welchen der IFG gehört,  ist  neben dem STS und dem IPS eines der Gebiete,  die  traditionell  als  multisensorische  Konvergenzzonen  bezeichnet  werden (Kaas and Collins, 2004; Driver and Noesselt, 2008). Daher soll im folgenden Abschnitt der PFC im Zusammenhang mit multimodaler Verarbeitung diskutiert werden. Neben multimodaler Verarbeitung (Hadjikhani and Roland, 1998; Banati et al., 2000; Calvert et al., 2000; Bushara et al., 2001; Miller and D‘Esposito, 2005; Ojanen et al., 2005; Dhamala et al.,  2007; Stevenson et al.,  2009) ist der PFC auch bei anderen höheren kognitiven Aufgaben  wie  Aufmerksamkeitsprozesse,  Arbeitsgedächtnis  und  Planung  von Handlungen  involviert  (Miller  and  Cohen,  2001).  Des  Weiteren  ist  der  PFC  bei  der Fehler- und Konfliktkontrolle (Botvinick et al., 2004; Gruber and Goschke, 2004; Carter and van Veen, 2007), visueller Raumwahrnehmung (Corbetta et al., 1993; Haxby et al., 1994),  Augenkontrolle  (Courtney  et  al.,  1998) sowie  bei  der  zielgerichteten Bewegungskontrolle (Stricanne et al., 1996; Batista et al., 1999) aktiv.Für diese Arbeit bedeutsam ist die integrative Rolle des PFC bei der Verarbeitung multimodaler Stimuli. So ordneten Dhamala et. al  (2007) den PFC einem Netzwerk zu, das  potentiell  für  die  Detektion  audiovisueller  (A)Synchronizitätsunterschiede verantwortlich ist. Des Weiteren argumentieren Miller und D’Esposito (2005), dass der PFC,  insbesondere  der  IFG,  Bestandteil  eines  Netzwerkes  ist,  das  sensitiv  auf  die Darbietung von audiovisuellen Sprachstimuli,  unabhängig  von ihrer  räumlichen bzw. zeitlichen Übereinstimmung, reagiert. Neben bildgebenden Verfahren konnten dem PFC auch auf  Zellebene  multimodale  Eigenschaften  nachgewiesen  werden  (Bodner  et  al., 1996). So zeigten Fuster et al. (2000) am Affen, dass Neuronen im PFC auf audio – visuell assoziierte  Stimulusverbindungen  reagierten.  Die  Grundlage  der  erwähnten multimodalen  Aktivierungen  des  PFC  scheinen  zahlreiche  funktionelle  sowie anatomische Verbindungen zwischen dem PFC und multi- bzw. unimodalen Arealen zu sein (Jones and Powell, 1970; Chavis and Pandya, 1976). Anatomische Verbindungen zu unimodalen  Arealen  konnten  anhand  von  Tierstudien  nachgewiesen  werden.  So konnten  durch  Mikroelektrodenmessungen  und  Tracer  –  Experimente  anatomische Verbindungen zwischen unisensorischen auditorischen Gebieten und dem präfrontalen Kortex nachgewiesen werden (Romanski et al., 1999a; Poremba et al., 2003; Budinger et al., 2006). Benevento et al. (1977) zeigten, dass identische Verbindungen auch zwischen präfrontalen und unisensorischen visuellen Gebieten existieren (Wang and Burkhalter, 2007; Wang et al., 2007). Neben den Verbindungen zwischen PFC und unisensorischen 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGGebieten konnte auch gezeigt werden, dass bidirektionale Projektionen zwischen dem PFC und klassischen multimodalen Arealen existieren  (Oram et al., 1993; Romanski et al., 1999a; Barraclough et al., 2005). Des Weiteren wird in mehreren Studien der PFC als eine  Struktur  beschrieben,  die  den  „Informationsfluss“  verschiedener  sensorischer Systeme  aufrechterhält,  d.h.,  es  werden  flüchtige  Informationen  eines  externen Ereignisses  bewahrt,  um  auf  Grundlage  dieser  Informationen  eine  Entscheidung  zu treffen (Miller and Cohen, 2001). Loose et al. (2003) beschrieben in einem Experiment, in  dem  sie  geteilte  multimodale  Aufmerksamkeitsprozesse  untersuchten,  dass  bei geteilter  Aufmerksamkeit  zwischen  der  visuellen  und  auditorischen  Modalität  eine erhöhte  präfrontale  Aktivität  zu  verzeichnen  ist.  Auch  Vohn  et  al.  konnten  dieses Resultat bestätigten und argumentierten, dass die präfrontale Modulation bei geteilten multimodalen Aufmerksamkeitsprozessen einen erhöhten Bedarf für die Koordinierung von Aufmerksamkeitsressourcen widerspiegelt (Vohn et al., 2007). Neben  multimodalen  Aufmerksamkeitsprozessen  konnten  auch  anhand  von tierphysiologischen  Untersuchungen  Hinweise  ermittelt  werden,  die  den  PFC  als Integrationsareal  für  multisensorische  Informationen  darstellen  (Romanski  2007; Driver  and  Nösselt,  2008).  Wie  einleitend  beschrieben,  kommt  es  innerhalb des visuellen  (Chavis  and Pandya,  1976;  Ungerleider et  al.,  1998) und des auditorischen (Rauschecker,  1998;  Romanski  et  al.,  1999b;  Tian  et  al.,  2001) Systems  zu  einer funktionellen und anatomischen Segregation räumlicher  (dorsal)  und objektbasierter (ventral) Verarbeitungsprozesse bzw. Pfade, die ihr Ziel in Subregionen des PFC finden. Renier et al. (2009) konnten anhand einer fMRT – Studie am Menschen zeigen, dass bei der  Verarbeitung  multimodaler  Ereignisse  die  verschiedenen  Pfadsysteme  für  die Identifizierung von Objekten (ventral) sowie für die räumlichen Attribute von Objekten (dorsal) durch unterschiedliche Modalitäten moduliert werden konnten. Gerade der im vorliegenden  Experiment  ermittelte  IFG,  der  einen  Teil  des  ventralen Verarbeitungspfades darstellt, scheint bei der Identifikation von Objekten verschiedener Modalitäten involviert  zu sein.  Auch Downar et al.  (Downar et  al.,  2000) konnten in einem fMRT – Experiment zeigen, dass es zu einer Modulation des IFG kommt, wenn es um die Detektion von Stimuli multipler Modalitäten geht. Aber auch Reflektionen von Arbeitsgedächtniskomponenten,  die  sich  durch  die  bilaterale  Modulation  des  IFG widerspiegeln,  scheinen  bei  der  durchgeführten  Aufgabe  plausibel  zu  sein,  da 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGIdentifikation und Lokalisation ein Bestandteil der zu lösenden Aufgabe war (Belger et al., 1998). Ein  weiteres  Gebiet,  das  innerhalb  der  visuellen  Maske  spezifisch  durch  den Verhaltensinteraktionseffekt  moduliert  wurde,  war  der  lateral  okzipitale  Komplex (LOC). Das lokale Maximum dieser Modulation lag im Gyrus okzipitalis inferior (IOG), wobei sich der Aktivierungscluster superior bis in den posterioren Teil des inferioren temporalen Sulcus erstreckt. Da durch diese Ausdehnung nicht nur der LOC betroffen ist, soll auch die Region MT+V5 besprochen werden, die in der Zone zwischen inferioren temporalen Sulcus und lateral okzipitalen Sulcus angesiedelt ist  (Watson et al.,  1993) und in mehreren Studien mit multimodalen Paradigmen in Beziehung gebracht wurde. Bei  MT+/V5  handelt  es  sich  um  eine  extrastriatäre  Region,  die  beim  Affen  im posterioren mittleren Temporalkortex lokalisiert ist, ein Umstand, der diesem Areal zu seinem  Namen  verhalf.  MT+/V5  wurde  erstmals  durch  Allman  et  al.  (1971) beim Nachtaffen  beschrieben  und  fiel  zytoarchitektonisch  durch  eine  verstärkte Myelinisierung auf. Beim Menschen ist die Region in der Grenzzone zwischen inferior temporalen Sulcus und lateral okzipitalen Sulcus lokalisiert. Funktionell konnte in vielen Studien nachgewiesen werden, dass MT+/V5 auf verschiedene Bewegungsarten sensitiv reagiert (Zeki et al., 1991; Watson et al., 1993), z.B. auf simulierte radiale Bewegungen (Ptito et al., 2001b; Ptito et al., 2001a) oder „optic Flow“ – Bewegungen (Morrone et al., 2000). Durch repetitive transkranielle Magnetstimulation (rTMS) von MT+/V5 konnte perzeptuelles  „Priming“  bei  einer  visuellen  Diskriminierungsaufgabe  von  Bewegung eingeschränkt  werden  (Campana  et  al.,  2002).  Neben  den  eindeutigen Bewegungsparadigmen  zeigt  MT+/V5  auch  Aktivität  bei  statischen  Bildern,  die Bewegungen abbilden (Kourtzi and Kanwisher, 2000) oder bei Sätzen, die Bewegungen beschreiben (Wallentin et al., 2005). Neben rein visuellen Versuchsdesigns wird MT+/V5 auch durch andere Modalitäten moduliert.  Boyke  et  al.  (2008) ließen  Probanden  in  einem  sensomotorischen Experiment über einen dreimonatigen Zeitraum eine Jonglierprozedur üben und stellten per „voxel based morphometry“ (VBM) eine Zunahme der grauen Substanz im Bereich von  MT+/V5  fest.  Des  Weiteren  konnten  auch  bei  auditorischer Bewegungswahrnehmung Modulationen innerhalb MT+/V5 detektiert werden (Saenz et al.,  2008). Aber auch im multimodalen Kontext konnte gezeigt werden, dass MT+/V5 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGaktiv ist. Scheef et al. (2009) zeigten in einem audiovisuellen Experiment, dass es bei der Darstellung von Bewegung mit gleichzeitiger Präsentation eines auditorischen Stimuli, der  der  Bewegung  folgt,  im  Vergleich  zu  den  unimodalen  Bedingungen  zu  einer multimodalen Steigerung der BOLD - Antwort innerhalb MT+/V5 kommt. Alnik et al. (2008) verglichen kongruente und inkongruente audiovisuelle Bewegungen und stellten verstärkte Modulationen in MT+/V5 bei kongruenten audiovisuellen Bewegungen fest. Neben Aktivierungen aufgrund von multimodalen Bewegungsparadigmen konnten auch Modulationen von MT+/V5 in Versuchsdesigns detektiert werden, in denen Probanden keine Bewegungswahrnehmung hatten (Wright et al., 2003). Wie eingangs beschrieben, konnte anhand der Modulation im und um den IOG nicht genau zwischen LOC und MT+/V5 differenziert werden. Daher soll nun nach MT+/V5 der LOC im Zusammenhang mit multimodaler Integration besprochen werden. Traditionell  wird  der  LOC  eng  mit  der  Wahrnehmung  von  Objekten  und  deren internen  Eigenschaften,  wie  Form  (Kourtzi  and  Kanwisher,  2000),  in  Verbindung gebracht.  Grill-Spector  et  al.  (Grill-Spector  and  Malach,  2004) bestätigen  in  einem Übersichtsartikel die Tatsache und betonen, dass der LOC eine wichtige Rolle bei der Perzeption von Objekten spielt.  Im multimodalen Zusammenhang wird der LOC nicht nur mit der visuellen Objektwahrnehmung sondern auch mit der somatosensorischen Wahrnehmung von Objekten in Verbindung gebracht  (Amedi et al., 2001). So konnten auch James et al. (2005) Modulationen innerhalb des LOC feststellen, wenn Probanden Figuren aus Ton das erste Mal explorierten  (Pietrini et al.,  2004;  Zhang et al.,  2004). Abgesehen  von  der  visuell  –  taktilen  Interaktion  innerhalb  des  LOC  beschreiben Macaluso et al.  (2003) den LOC als fundamentales multimodales Areal, das besonders bei räumlicher und zeitlicher Kongruenz von Reizen moduliert wird, und konnten das anhand eines audiovisuellen Sprachparadigmas nachweisen. Die im vorliegenden Experiment beobachtete Modulation des kontralateralen LOC durch  den  Verhaltensinteraktionseffekt  untermauern  bisherige  Studien,  die  eine Aktivierung  des  LOC  bzw.  MT+/V5  bei  kongruenter  Stimulation  verschiedener Modalitäten  postulieren.  Neben  zeitlicher  Synchronizität  muss  auch  die  räumliche Position der präsentierten Stimuli kongruent sein  (Macaluso et al., 2004, Scheef et al., 2009).  Dieser  Umstand  war  auch  im  vorliegenden  Experiment  gegeben,  da  jeder Proband  seinen  individuell  aufgezeichneten  Ton,  der  in  einer  Vormessung  ermittelt 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGwurde, über den Kopfhörer präsentiert bekam (s. Kap. 2.2) und damit die Quellen der auditorischen und visuellen Stimuli perzeptuell nahezu identisch waren.Des  Weiteren  zeigte  innerhalb  visueller  Areale  der  Gyrus  fusiformis  (FG)  den Verhaltensinteraktionseffekt  in  seiner  BOLD  –  Antwort.  Der  FG  gilt  als  frühes  Areal visueller Verarbeitung (Zilles and Rehkämper, 1998; Goldstein, 2002) und wird in einer Vielzahl von Arbeiten als „Gesichtsareal“ (engl. fusiform face area; FFA) diskutiert, das für die Verarbeitung von Gesichtern verantwortlich sein soll (Kanwisher et al., 1997; Liu et al., 2009). Spätere Studien zeigten, dass die Rolle des FG eher in der Differenzierung von  Unterschieden  bei  bekannten  Objekten  liegt.  So  konnte  gezeigt  werden,  dass Experten  für  Autos  und  Vögel  bei  Bewertungen  ihrer  jeweiligen  Spezialgebiete Aktivierungen  innerhalb  der  FFA  zeigten.  Gauthier  et  al.  (2000) zeigten,  dass  der anteriore FG (Area TE im Affen) von Neuronen dominiert wird, die selektiv auf visuelle Objekte reagieren, was die Verarbeitung des verwendeten Zielreizes als visuelles Objekt vermuten lässt. Weiterhin zeigten Kriegstein et al. (2005) in einer fMRT-Studie, dass der FG nicht nur durch die Präsentation bekannter Gesichter, sondern auch durch bekannte Stimmen aktiviert wird.Die Modulationen des FG deuten auf eine Beteiligung früher visueller Areale (V4) bei der  Verarbeitung  des  Verhaltensinteraktionseffektes  hin,  was  auch  durch  andere Studien im Zusammenhang mit multimodaler Integration berichtet wurde (Macaluso et al., 2000a).Neben  der  Aktivierung  innerhalb  der  BOLD  –  Analyse  konnten  auch  verstärkte Modulationen in der Korrelationsanalyse ermittelt werden. Dies geht mit Studien einher, die  eine  vermehrte  Aktivität  unter  anderem  im  FG  ermittelten,  wenn  es  zur Verarbeitung von visuellen Zielreizen im Aufmerksamkeitsfocus kommt  (Heinze et al., 1994). Allgemein wird der FG mit der Verarbeitung von aufgabenbezogenen Zielreizen in Verbindung gebracht (Fize et al., 2000), was die vermehrte Aktivität innerhalb des FG im Zusammenhang mit der verbesserten Detektionsleistung erklären kann. Zusätzlich zu den genannten kortikalen Strukturen zeigte der Nucleus geniculatum lateralis (LGN) das Verhaltensinteraktionsmuster in seiner BOLD – Antwort. Der LGN wird als  thalamische Relaisstation bezeichnet,  die  die  visuellen Informationen direkt von den aufsteigenden Ganglienzellen der Retina, gekreuzt in der Sehnervenkreuzung 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNG(Chiasma  opticum),  über  den  Sehnerv  (Nervus  opticus)  erhält  und  diese  über  die optische  Radiation  (Radiatio  optica)  zum  primären  visuellen  Kortex,  dem  striaten Kortex, weiterleitet. Dabei sind die Projektionen, beginnend bei den Ganglienzellen über den LGN bis  hin zum primären visuellen Kortex topographisch retinotop angeordnet (Goldstein, 2002). Der LGN ist in sechs Schichten organisiert,  die entweder vom ipsi- oder kontralateralen Auge die Informationen erhalten. Die vier dorsolateralen Schichten beinhalten die sogenannten P-Zellen, die parvozellulären Neuronen, die charakterisiert sind  durch langanhaltende  Modulationen und  sensitiv  auf  Farbe  reagieren.  Die  zwei ventralen Schichten,  bestehend aus  M-Zellen,  den magnozellulären Neuronen,  zeigen erhöhte Kontrast- und Bewegungssensitivität und sind durch kurzlebige Aktivierungen gekennzeichnet  (Creutzfeldt et al., 1979). Neben der projizierenden Funktion visueller Informationen konnten beim LGN auch funktionelle Korrelate nachgewiesen werden. So wiesen Chen et al.  (Chen et al.,  1998) LGN – Modulationen bei Imaginationsaufgaben nach,  indem  sie  ihre  Probanden  mental  Objekte  beobachten  ließen.  O’Connor  et  al. (2002) zeigten,  dass der LGN als eine der frühesten Stationen visueller Verarbeitung durch  Aufmerksamkeitsprozesse  moduliert  werden  kann.  Entgegen  der  weitläufigen Annahme,  dass  das  Ausmaß  von  Aufmerksamkeitseffekten  von  frühen  zu weiterentwickelten visuellen Arealen ansteigt (Kastner et al., 1998) und dieser Anstieg mit  kortiko  –  kortikalen  Feedback  –  Mechanismen  erklärt  werden  kann,  zeigten O’Connor et al, dass die Aufmerksamkeitseffekte in ihrem Experiment stärker im LGN als im  striaten  Kortex  manifestiert  sind.  Daraus  schließen  die  Autoren,  dass  der modulatorische  Einfluss  auf  Aufmerksamkeitsprozesse  im  LGN  neben  kortiko  – thalamischen Feedback  –  Prozessen  auch durch andere  Quellen  wie  den  superioren Colliculi (SC) hervorgerufen werden könnte. Reppas et al.  (2002) demonstrierten, das der  SC  einen  modulatorischen  Einfluss  auf  den  LGN  durch  sakkadische Augenbewegungen besitzt.  Des  Weiteren konnte  in  Tierstudien gezeigt  werden,  dass neben dem retinalen visuellen Informationsfluss der LGN auch Input aus dem SC erhält (Weber et al.,  1983;  Wild,  1989).  Die SC wurden,  wie eingangs beschrieben, in einer Vielzahl  von  Tierstudien  mit  multimodalen  Integrationsprozessen  in  Verbindung gebracht und zeigten neben dem visuellen auch somatosensorischen und auditorischen Input.  Auch  in  bildgebenden  Verfahren  am  Menschen  konnten  innerhalb  von multimodalen Paradigmen Modulationen der SC detektiert werden, die als Bestätigung der im Tiermodell generierten Integrationsmechanismen gewertet wurden (Bushara et 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGal., 2001; Calvert et al., 2001). Dhamala et al. (2007) untersuchten neuronale Korrelate von  synchronen  und  asynchronen  audiovisuellen  Stimuli  und  konnten  erhöhte neuronale  Aktivität  in  den  SC  bei  zeitgleicher  Präsentation  der  beiden  Modalitäten nachweisen. Daraus generierten die Autoren die These, dass die SC entscheidend an der synchronen Integration von multimodalen Reizen beteiligt sind. Neben  den  Feedback  –  Projektionen  von  V1  und  den  SC  kommt  es  zu  weiteren Modulationen des LGN durch den Nucleus reticularis thalami (TNR).  Der TNR ist ein unspezifischer Thalamuskern, der eine flächige Struktur besitzt und alle thalamischen Kerngebiete  umgibt.  Jede  thalamo  –  kortiko  –  thalamische  Schleife  durchläuft  diese Schicht  und  wird  durch  diese  moduliert  (Crick,  1984;  Guillery  and  Harting,  2003; Pinault,  2004).  Dabei  kommt  es  nicht  nur  zu  Modulationen  des  Informationsflusses zwischen modalitätsspezifischen Kortex- und Thalamusarealen, sondern es können auch sensorische  Informationen  einer  Modalität  durch  eine  weitere  beeinflusst  werden (Crabtree et al., 1998; Crabtree and Isaac, 2002; Zikopoulos and Barbas, 2006). Vor dem Hintergrund der diskutierten modulatorischen sowie konnektiven Einflüsse auf den LGN nicht  nur durch kortikale sondern auch durch subkortikale Feedback – Mechanismen  ist  es  naheliegend,  dass  die  Modulation  des  LGN  als  ein  Korrelat  des Verhaltensinteraktionseffektes  analog  zu  den  Resultaten  von  Studien  über  visuelle Aufmerksamkeit zu sehen ist.  Für den vorliegenden Fall  scheint eine Modulation des LGN  mittels  Feedback  –  Prozesse  durch  multimodal  beeinflussbare  Strukturen (MT+/V5)  und  dem  potentiell  resultierenden  modulatorischen  Einfluss  des  LGN  auf höhere  visuelle  Verarbeitungsstufen  (FG)  plausibel.  Um  die  Ergebnisse  der voxelbasierten Analyse zu bekräftigen, wurde im Anschluss an diese eine ROI – Analyse durchgeführt. Die Koordinaten für die LGNs der einzelnen Probanden wurden aus den Lokalisationsdurchgängen  gewonnen.  Hierfür  wurden  die  visuellen  unimodal präsentierten  Stimuli  gegen ihre  stimulationsfreien  Zeiträume  kontrastiert.  Es  zeigte sich,  dass  die  BOLD  –  Antworten  für  die  einzelnen  Bedingungen  den Verhaltensinteraktionseffekt  widerspiegelten,  d.h.,  dass  die  Präsentation  eines irrelevanten auditorischen Stimulus die BOLD – Antwort innerhalb des LGN stärker für den niedrig salienten als für den hoch salienten visuellen Stimmulus erhöhen konnte. 
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3.2.4.1.3 auditorische MaskeInnerhalb der auditorischen Maske zeigte neben dem erwähnten STS die posteriore Insel,  der  Heschl  –  Gyrus  und  der  MGN  das  neuronale  Korrelat  des Verhaltensinteraktionsmusters. Der  Inselcortex  wird  mit  einer  Vielzahl  von  höheren  kognitiven  Funktionen  in Zusammenhang  gebracht.  Neben  emotionalen  Aspekten  wie  Fairness  (Sanfey  et  al., 2003),  sexuelles Gedächtnis  (Ortigue et al.,  2007) und Empathie  (Singer et al.,  2006) konnten auch neuronale Korrelate im Zusammenhang mit Risikoverhalten (Kuhnen and Knutson,  2005) und  Entscheidungsfindungen  detektiert  werden  (Preuschoff  et  al., 2006).  Neben  diesen  erwähnten  Befunden  im  Zusammenhang  mit  sozialen Eigenschaften werden dem insularen Kortex auch autonome Funktionen zugesprochen, wie introspektive Wahrnehmung  (Critchley et al.,  2004), Schmerzempfinden  (Baliki et al., 2009) und Temperaturwahrnehmung (Olausson et al., 2005). Neben den extensiven funktionellen  Korrelaten  kann für  die  Insel  auch  eine  Vielzahl  von  afferenten  sowie efferenten Bahnen nachgewiesen werden. Ausgehend vom Inselcortex erstrecken sich die  efferenten  Projektionen  zu  frontalen,  temporalen,  parietalen,  auditorischen  und visuellen  Arealen.  Input  erhält  die  Insel  von  limbischen  Strukturen,  dem  Thalamus, temporalen, parietalen und frontalen Gebieten (Augustine, 1996). In einer Vielzahl von Studien auf dem Gebiet der multimodalen Integration konnte gezeigt  werden,  dass  aufgrund  von  multimodalen  Modulationen  sowie Konnektivitätsuntersuchungen der insulare Kortex möglicherweise als ein multimodales Gebiet  bezeichnet  werden  könnte.  So  zeigten  Bushara  et  al.  (2001),  dass  bei  der Detektion von audiovisueller Synchronizität die höchste aufgabenbezogene Aktivität in der Insel beobachtet werden konnte und schlussfolgerten daraus, dass der Inselkortex eine  vermittelnde  Rolle  bei  zeitlicher  crossmodaler  Interaktion  einnimmt.  Diese Ergebnisse konnten von Calvert et al. (2001) bestätigt werden, indem sie superadditive bzw.  verminderte  BOLD  –  Modulationen  bei  der  Präsentation  von  synchronen  bzw. asynchronen audiovisuellen  Stimuli  detektierten.  Neben zeitbezogenen multimodalen Integrationsprozessen (Bushara et al., 2001, 2003; Clavert 2001) konnten Modulationen der Insel auch bei Bewertungen audiovisueller Sprachstimuli (Szycik et al., 2008) sowie bei der Integration von inkongruenten (Banati et al., 2000; Holdstock et al., 2009)  und kongruenten (Callan et al., 2004) multimodalen Stimuli ermittelt werden. Naghavi et al. 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNG(2007) konnten zeigen, dass innerhalb des Inselkortex integrative Prozesse stattfinden, die mit einer schnellen Analyse von Stimuluseigenschaften einhergehen. Auf Grundlage der  umfangreichen  Projektionen  in  fast  alle  Regionen  des  Kortex  bezeichnen  die Autoren  den  Inselkortex  als  Koordinator,  der  Objekteigenschaften  über  Modalitäten hinweg zu einem einheitlichen Perzept verarbeitet. Die Modulationen des Inselkortex als ein Korrelat des Verhaltensinteraktionseffektes unterstützt die Vermutung, dass der insuläre Kortex ein multimodales Integrationsareal sein  könnte,  das  durch  die  Fülle  der  Projektionen  zwischen  uni-  und  multimodalen Arealen  eine  vermittelnde  Rolle  einnimmt.  Diese  vermittelnde  Funktion  bezieht  sich besonders  auf  den  Abgleich  zeitlicher  Eigenschaften  verschiedener  sensorischer Informationsflüsse  und  der  Bildung  eines  einheitlichen  Perzeptes  aus  multimodalen Objekteigenschaften (Calvert et al., 2001; Amedi et al., 2005). Dafür sprechen auch die Ergebnisse von Renier et al. (2005), die eine vermehrte Modulation des insulären Kortex bei  der  Identifikation  von  multimodalen Objekteigenschaften  beobachten  konnten (Prather et al., 2004). Des  Weiteren  wurden  innerhalb  der  auditorischen  Maske  bilateral  der  Gyrus temporalis transversus, der auch als Heschl´sche – Querwindung oder Heschl – Gyrus (HG)  bezeichnet  wird,  und  das  Planum  temporale  (PT)  durch  den Verhaltensinteraktionseffekt moduliert.Die  HG werden als  primäres  akustisches  Hirnrindenareal,  primärer  auditorischer Kortex oder A1 bezeichnet (Zilles and Rehkämper, 1998). Neben der Verarbeitung von rein auditorischen Informationen konnten auch durch Darbietungen von audiovisuellen Stimuli  Modulationen  innerhalb  des  HG  detektiert  werden.  Calvert  et  al.,  (2000) konnten durch die Präsentation von audio – visuellen Sprachstimuli eine supraadditive Aktivierung  im  HG  nachweisen.  Weitere  Hinweise  für  die  Beteiligung  des primären auditorischen Kortex bei der Integration multimodaler Informationen lieferten Brosch et al. (Brosch et al., 2005). Die Autoren konnten in tierphysiologischen Studien am Affen nachweisen,  dass  Neuronen des  primären auditorischen Kortex bei  der Präsentation eines  Lichtes  oder  beim  Berühren  einer  Taste  synchron  feuerten.  Wie einleitend beschrieben, wurde mit Hilfe einer, gegenüber der BOLD – Analyse sensitiveren, ROI – Analyse  untersucht,  ob  es  sich  bei  der  ermittelten  Modulation  innerhalb  der auditorischen Maske tatsächlich um den HG handelt. Dafür wurden anhand funktioneller 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGund struktureller Kriterien (s. Kap. 3.2.2.3) die probandenspezifischen Beta – Gewichte der  HG  extrahiert  und  einer  Varianzanalyse  unterzogen.  Die  Ergebnisse  der  ROI  – Analyse konnten die der BOLD – Analyse replizieren und zeigten einen signifikanten Anstieg der BOLD – Response, wenn ein niedrig salienter visueller Stimulus mit einem aufgabenunabhängigen  auditorischen  Stimulus  dargeboten  wurde.  Für  die  hoch salienten visuellen Stimuli konnte diese neuronale Steigerung nicht ermittelt werden.  Das  PT,  eine  dreieckige  Struktur,  posterior  zum Heschl’schen Gyrus  gelegen und Bestandteil des auditorischen Kortex, weist eine signifikante Asymmetrie auf, bezogen auf  Volumen,  Größe  und  Differenzierung.  In  65%  der  Fälle  ist  das  PT  stärker  links entwickelt als auf der rechten Seite (Steinmetz et al., 1989). Die anatomische Lage sowie funktionelle  und  klinische  Studien  brachten  das  PT  mit  Funktionen  der  Sprache  in Verbindung.  Anatomisch  ist  das  PT  ein  Bestandteil  des  Wernicke  Areals,  das  ein Hauptsyntheseort  menschlicher  Sprache  ist  (Wernicke,  1874).  Des  Weiteren  konnte anhand  von  funktionell  bildgebenden  Verfahren  das  PT  mit  der  Generierung  von Wörtern  (Wise  et  al.,  1991),  aktivem  Hören  von  Wörtern  (Binder  et  al.,  1996) und phonologischer  Dekodierung  von  Sprache  in  Zusammenhang  gebracht  werden (Petersen et al., 1988). Auch klinische Studien an Dyslexie – Patienten zeigten, dass das PT bei der Verarbeitung von Sprache beteiligt ist (Wise et al., 1991). Neben Sprache wird das  PT  auch  mit  der  Verarbeitung  von  mentaler  Vorstellung  akustischer  Reize  in Verbindung gebracht (Bunzeck et al., 2005).Neben  der  Verarbeitung  von  auditorischen  Informationen  konnte  auch  gezeigt werden,  dass  das  PT  bei  der  Integration  von  anderen  Modalitäten  involviert  ist.  So zeigten Meyer et al. (2007), dass die bloße Präsentation eines visuellen Stimulus das PT aktivieren  kann  (Antal  et  al.,  2008).  Auch  bei  der  Präsentation  von  visuellen Lippenbewegungen konnten Modulationen des PT detektiert  werden (Calvert,  2001). Hubbard  et  al.  (2009) boten  ihren  Probanden  sprachliche  und  visuelle  (unsinnige Handbewegungen)  Stimuli  dar  und  konnten  signifikante  Modulationen  für  die audiovisuelle  Präsentation  innerhalb  des  PT  detektieren.  Neben  den  funktionellen Studien  am  Menschen  liefern  tierphysiologische  Studien  Hinweise  darauf,  dass  der auditorische Kortex einen speziellen Anteil bei der Verarbeitung multimodaler Stimuli hat.  Bizley  et  al.  (2007) konnten  anhand  von  Einzelzellableitungen  und  Tracer  – Versuchen  feststellen,  dass  visuelle  Stimuli  Neuronen  im  auditorischen  Kortex 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGbeeinflussen und dass direkte Verbindungen zwischen den sensorspezifischen Arealen bestehen. Brosch et al. (2005) konnten am Affen zeigen, dass ein unbeachteter visueller Hinweisreiz  sowie  somatosensorische  Informationen  Modulationen  im  auditorischen Kortex  hervorrufen.  Neben  den  direkten  Verbindungen  zwischen  den  sensorisch spezifischen Arealen konnten auch Feedback – Verbindungen zwischen multimodalen Arealen und dem auditorischen Kortex in Zusammenhang mit multimodaler Integration beobachtet werden (Kayser and Logothetis, 2009; Kayser et al., 2009).  Neben dem PT und dem HG als Bestandteil des auditorischen Systems konnte das Verhaltensinteraktionsmuster auch in den Aktivierungen einer der frühesten Stationen des auditorischen Pfades, dem Nucleus geniculatum mediale (MGN), detektiert werden. Der  MGN  repräsentiert  den  thalamischen  Teil  des  auditorischen  Systems,  der Projektionen  von  den  inferioren  Colliculi  erhält.  Ausgehend  vom  MGN  bestehen wiederum Projektionen zu kortikalen Strukturen, wie zum primären auditorischen Areal A1.  Der  MGN  kann  funktionell  wie  zellarchitektonisch  in  drei  Bereiche  aufgeteilt werden: ventraler Nucleus geniculatum mediale (VMGN), dorsaler Nucleus geniculatum mediale  (DMGN)  und  medialer  Nucleus  geniculatum  mediale  (MMGN)  (Burton  and Jones,  1976;  FitzPatrick  and  Imig,  1978;  Morel  et  al.,  1993).  Für  die  drei  Bereiche konnten unterschiedliche Projektionsbahnen ermittelt werden, was neben der Funktion als  thalamische  Relaisstation  für  das  auditorische  System  auch  andere  Aufgaben vermuten lässt. Während der VMGN spezifisch auf auditorische Reize reagiert, konnten für DMGN und MMGN unterschiedliche Projektionsbahnen von anderen thalamischen Nuclei sowie kortikalen Arealen ermittelt werden (Winer, 1984). Physiologische Studien ermittelten  für  den  MMGN,  dass  dieser  neben  auditorischen  Reizen  auch  auf nichtauditorische  Modalitäten  reagiert,  d.h.  auf  somatosorische  (Poggio  and Mountcastle, 1960), vestibuläre (Blum et al., 1979) und visuelle Reize (Berkley, 1973). Der MMGN erhält den Großteil seiner Feedback – Projektionen von der sogenannten „root  –  line“  des  auditorischen  Kortex,  einer  von  drei  Abschnitten,  in  welche  der auditorische  Kortex  beim Affen  unterteilt  wurde  (Galaburda and Pandya,  1983).  Die 
„root  –  line“ (dorsal)  grenzt  mit  der  „belt  –  line“ (ventral)  das  primäre  auditorische Zentrum, die „core –  line“,  ein.  Eine weitere  Notation des auditorischen Kortex beim Affen wurde von Kaas et al.  (1999) postuliert, die diesen in zwei Abschnitte einteilten. Dabei handelte es sich um die primäre „core – Region“ und die begrenzende sekundäre 
83
EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNG
„belt – Region“ (Petkov et al., 2006). Formisano et al. (2003) konnten anhand von 7 Tesla MRT  –  Aufnahmen  am  Menschen  zwei  spiegelsymmetrische  tonotope  Regionen ermitteln,  die von frequenzspezifischen Regionen umgeben werden. Diese Ergebnisse sprechen  dafür,  dass  der  menschliche  auditorische  Kortex  dem  am  Affen  erstellten Modell  eines  primären  auditorischen  Kerns  mit  spiegelsymmetrischen  tonotopen Abschnitten  (core)  und  eingrenzenden Gebieten  mit  Frequenzgrenzen (belts)  gleicht (Kaas  et  al.,  1999;  Petkov  et  al.,  2006).  Wie  oben  beschrieben,  können  für  diese eingrenzenden Areale („belt“ – Regionen und „root – line“) Modulationen durch nicht auditorische Ereignisse sowie direkte anatomische Verbindungen zu nicht auditorischen Arealen ermittelt  werden  (Morrell,  1972;  Fishman and Michael,  1973;  Falchier et al., 2002; Rockland and Ojima, 2003; Brosch et al.,  2005), was wiederum vermuten lässt, dass  der  MMGN  auch  durch  nichtauditorische  sensorische  Informationen  moduliert werden  kann.  Ein  weiterer  Hinweis,  dass  der  MGN  durch  verschiedene  Modalitäten beeinflusst werden kann, wurde von Melchner et al. (2000) gefunden, indem sie retinale Projektionen junger Frettchen umleiteten und diese mit dem MGN verbanden. Es zeigte sich,  dass  bei  diesen  Tieren  visuell  erregbare  Zellen  im  MGN  sowie  in  primären auditorischen  Arealen  detektiert  werden  konnten,  die  eine  retinotope  Karte  und spezielle Eigenschaften rezeptiver Felder besitzen, welche normalerweise nur bei Zellen im visuellen Kortex beobachtet werden können (Gadagkar, 1991).Durch  die  beschriebenen  Effekte  multimodaler  Verarbeitung  innerhalb  der verschiedenen  Bestandteile  des  auditorischen  Systems  erscheinen  die  detektierten Modulationen  des  PT,  des  HG  sowie  des  MGN  als  ein  Korrelat  des Verhaltensinteraktionseffektes plausibel. Dieses Ergebnis bekräftigt Studien, die neben klassischen  multimodalen  Arealen  auch  sensorspezifische  Areale  für  die  Integration multimodaler Stimuli  verantwortlich machen (für eine Zusammenfassung: Driver and Noesselt, 2008). Genau wie beim LGN sollte eine ROI – Analyse die detektierten Modulationen des MGN  bekräftigen.  Es  zeigte  sich,  dass  der  Verhaltensinteraktionseffekt  durch  die sensitivere  Methode  der  ROI  –  Analyse  (Poldrack,  2007)  innerhalb  der  BOLD  – Antworten  der  einzelnen  Bedingungen  detektiert  werden  konnte,  womit  die  Gefahr, dass das Ergebnis der BOLD – Analyse auf einen statistischen Fehler zurückzuführen ist, verringert werden konnte.
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3.2.4.2 Psychophysiologische Interaktionsanalyse (PPI) und 
gewichtete PPIDie  PPI  –  Analysen  wurden  durchgeführt,  um  potentielle  bedingungsabhängige Veränderungen in der funktionellen Konnektivität zwischen den thalamischen Kernen, LGN und MGN mit sensorisch spezifischen oder multimodalen Arealen zu ermitteln. Die potentiellen Verbindungen, ausgehend von LGN und MGN, wurden vor dem Hintergrund getestet,  dass ein dargebotener auditorischer Stimulus einen visuell  niedrig salienten Stimulus mehr beeinflusst als einen visuell hoch salienten Stimulus. Diese Kombination der  Bedingungen  stellt  ein  Äquivalent  zum detektierten  Verhaltensinteraktionseffekt dar.  Die  Differenzierung  zur  voxelbasierten  Analyse  besteht  in  der  Detektion  von funktionellen Verbindungen zwischen einem Ausgangsareal und detektierten Arealen, anstatt lokale Aktivierungen aufgrund von Bedingungskontrasten zu ermitteln.Die PPI – Analyse, ausgehend vom LGN, zeigte verstärkte funktionelle Verbindungen zum ipsilateralen Gyrus fusiformis (FG),  zum Areal MT+/V5,  zum primären visuellen Kortex V1 sowie zu frontalen Arealen. Bei diesen Gebieten handelt es sich größtenteils um  funktionelle  visuelle  Areale  (Zilles  und  Rehkämper,  1998),  die  die  im Lokalisationsdurchgang ermittelten Koordinaten für den LGN und dessen visuelle Natur bestätigen.Dagegen zeigte die PPI – Analyse mit Ursprung im MGN eine verstärkte Verbindung mit dem Heschl´schen Gyrus/Planum polare. Genau wie beim LGN handelt es sich hier um sensorspezifische  Areale,  die  im Fall  des  MGN  aber  der  auditorischen Modalität zugesprochen werden.Die detektierten funktionellen Verbindungen zwischen LGN oder MGN und deren sensorspezifischen  Arealen  vor  dem  Hintergrund  des  Verhaltensinteraktionseffektes untermauern  die  Fähigkeit,  diese  beiden  thalamischen  Strukturen  funktionell  zu differenzieren, wie es auch schon innerhalb der Lokalisationsdurchgänge sowie in den Ergebnissen der BOLD – Analyse, maskiert mit den sensorspezifischen Masken ,der Fall war. In  einer  dritten  PPI  –  Analyse  wurden  Areale  ermittelt,  die  eine  funktionelle Verbindung unter dem Einfluss des Verhaltensinteraktionseffektes, ausgehend von LGN und MGN, zeigten.  Für diese gemeinsame Interaktion von LGN und MGN wurden der 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGSulcus temporalis superior (STS) sowie der laterale okzipitale Komplex (LOC)/MT+V5 ermittelt.Der STS gilt als ein klassisches multimodales Integrationsareal (Driver and Noesselt, 2008), wie in einer Vielzahl von bildgebenden sowie tierphysiologischen Studien belegt werden  konnte  (s.  Kap.  3.2.4.1.1).  Die  hier  ermittelten  verstärkten  funktionellen Verbindungen zwischen sensorspezifischen thalamischen Kerngebieten und dem STS reihen sich in Ergebnisse ein, dass der STS neben Feedforward – Modulationen durch verschiedene  unisensorische  Areale  auch  eine  modalitätsspezifische  Differenzierung aufweist. Beauchamp et al. (Beauchamp et al.,  2004) konnten mittels hochauflösender fMRT  am  Menschen  nachweisen,  dass  der  STS  eine  spezifische  Unterteilung  für auditorische,  visuelle  und  audiovisuelle  Informationsströme  besitzt.  Die  Autoren schließen aus ihren Ergebnissen, dass innerhalb des STS Zellen vorhanden sein müssen, die  spezifisch auf  die  verschiedenen Modalitäten reagieren.  Diese Vermutung konnte auch durch tierphysiologische Studien bekräftigt werden, in denen gezeigt wurde, dass innerhalb der TPO – Region, die beim Affen ein Äquivalent zum STS darstellt, Regionen mit  verschiedenen Zellen existieren,  welche anhand von neurochemischen Methoden identifiziert wurden  (Bruce et al., 1981; Schmahmann and Pandya, 1991; Cusick et al., 1995;  Padberg  et  al.,  2003;  Barraclough  et  al.,  2005).  Neben  der  mikroskopischen Differenzierung  des  STS  in  modalitätsspezifische  Subregionen  konnten  anhand  von tierphysiologischen  Untersuchungen  sowie  Humanstudien  anatomische  wie  auch funktionelle  Konnektionen zwischen dem STS und unisensorischen Arealen ermittelt werden. So konnten Yeterian und Pandya (1989) direkte Verbindungen zwischen dem STS  und  dem  MGN  ermitteln.  Des  Weiteren  zeigte  es  sich,  dass  der  STS  in  visuell okzipitale  (Seltzer  and  Pandya,  1994;  Padberg  et  al.,  2003) sowie  in  auditorische (Pandya and Seltzer, 1982) Areale projiziert. Noesselt et al. (2007) konnten nachweisen, dass  vor  dem  Hintergrund  audiovisueller  Stimulation  eine  verstärkte  funktionelle Verbindung zwischen STS und primären auditorischen und visuellen Arealen besteht. Auch  in  Tierstudien  konnten  Verbindungen  zwischen  unisensorischen  Gebieten  und dem STS ermittelt werden. Ghazanfar et al.  (Ghazanfar et al., 2005; 2008) konnten den Einfluss  visueller  Informationen  auf  primäre  und  sekundäre  auditorische  Areale nachweisen und machten für diesen multisensorischen Prozess reziproke Verbindungen zwischen  STS  und  auditorischem  Kortex  verantwortlich.  Des  Weiteren  war  es  den Autoren möglich, nachzuweisen, dass der ermittelte multimodale Integrationseffekt dem 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNG„Prinzip  der  inversen  Effektivität“  folgt,  indem  sie  zeigten,  dass  eine  negative Korrelation  zwischen  einem  multimodalen  Steigerungsindex  und  der  unimodalen auditorischen Antwort existiert. Die  in  der  vorliegenden  Studie  verstärkte  Verbindung  zwischen  thalamischen visuellen und auditorischen Kerngebieten und dem STS sowie die Ergebnisse der BOLD –  Analyse,  die  die  genannten  Strukturen  als  ein  Korrelat  des Verhaltensinteraktionseffektes identifizieren konnte, lassen vermuten, dass der STS eine vermittelnde Rolle bei der Leistungssteigerung visueller Detektion spielt, hervorgerufen durch  einen irrelevanten  auditorischen  Stimulus.  Diese  vermittelnde  Rolle  baut  sich vermutlich auf dem Vorhandensein funktioneller Subregionen innerhalb des STS und deren Rückkopplungsmechanismen zu funktional unimodalen Kortizes auf (Driver and Noesselt, 2008). Neben den gemeinsamen Verbindungen von LGN und MGN mit dem STS konnten auch verstärkte funktionelle Verbindungen mit dem LOC/MT+V5 und den thalamischen Kerngebieten  ermittelt  werden.  Wie  eingangs  beschrieben,  wird  diese  Region  mit multimodaler Integration und der Verarbeitung von intensitätsarmen visuellen Stimuli in Verbindung gebracht (Eimer and Schroger, 1998; Eimer, 1999; Macaluso et al., 2000b; Macaluso et al., 2004). Besonders bei Studien zur räumlichen Aufmerksamkeit (Corbetta et  al.,  1993;  Driver  and  Spence,  1998b,  a;  Bushara  et  al.,  1999) und Bewegungsverarbeitung  (Bremmer  et  al.,  2001) konnten Aktivierungen  über  die Modalitäten  hinweg  detektiert  werden.  Ungerleider  et  al.  (1986) identifizierten Projektionen  zwischen  MT  und  STS, die  den  multimodalen  Einfluss  dieser  Region untermauern. Sincich et al. (2004) zeigten, dass es direkte Verbindungen zwischen dem LGN  und  MT  unter  der  Aussparung  von  primären  visuellen  Arealen  gibt  und schlussfolgerten, dass der LGN neben seiner Relaisfunktion für das visuelle System auch aufgabenspezifische  Signale  an  „höhere“  kortikale  Areale,  wie  MT,  übermittelt. Ungerleider  et  al.  (1984) konnten  anhand  von  Tracer  –  Studien  am  Affen  direkte Verbindungen zwischen MT und LGN nachweisen. Tootell et al.  (1995) stellten anhand von fMRT fest, dass MT im Gegensatz zu V1 kontrastsensitiver ist und zeigten, dass für die Aktivierung von MT schon niedrige Kontraststufen ausreichen. Dies scheinen Gründe zu sein, warum bei der Ermittlung des neuronalen Korrelates des  Verhaltensinteraktionseffektes  keine  Aktivierung  des  primären  visuellen  Kortex 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGdetektiert werden konnte. Des Weiteren scheint die ermittelte gemeinsame verstärkte funktionelle Verbindung, ausgehend von LGN und MGN mit MT+/V5, im Einklang mit aktuellen  anatomischen  Untersuchungsergebnissen  zu  stehen,  die  zeigen,  dass Subregionen des MGN Eingänge von visuellen kortikalen und subkortikalen Strukturen erhalten (Alho et al., 1994; Budinger and Scheich, 2009). In  der  durchgeführten  Untersuchung  sollten  anhand  von  BOLD-  sowie Konnektivitätsanalysen  die  neuronalen  Korrelate  verbesserter  Detektionsleistung, ausgelöst durch einen synchron präsentierten auditorischen Stimulus für visuell niedrig saliente Stimuli im Vergleich zu hoch salienten Stimuli mit Hilfe von fMRT, detektiert werden.  Die  Ergebnisse  zeigen  ein  Netzwerk,  das  aus  Präfrontal-,  Temporal-, Parietalkortex,  Insel,  sowie  unisensorischen  auditorischen  und  visuellen  Arealen besteht.  Neben  diesen  kortikalen  Modulationen  konnten  auch  erstmals  subkortikale modalitätsspezifische Gebiete detektiert werden (LGN – visuell; MGN - auditorisch), die unter dem Einfluss des beschriebenen Verhaltensinteraktionseffektes stärker aktiviert waren  und  eine  gesteigerte  funktionelle  Kopplung  mit  multimodalen  und modalitätsspezifischen  kortikalen  Regionen  aufwiesen.  Des  Weiteren  zeigten probandenspezifische Korrelationsanalysen,  dass  ein enger  Zusammenhang zwischen dem  detektierten  Verhaltensmaß  und  den  in  der  BOLD  –  Analyse  detektierten multimodalen  Arealen  besteht.  Die  erwähnten  Modulationen  spezifischer unisensorischer  Areale  aufgrund  multimodaler  Integrationsmechanismen  konnten damit erstmals auch in sensorspezifischen Thalamuskernen detektiert werden. 
3.2.4.3 multisensorische Netzwerkhypothesen Zusammenfassend deuten die Ergebnisse der Konnektivitätsanalyse darauf hin, dass es  bei  der  Detektion  von  niedrig  salienten  visuellen  Stimuli,  gepaart  mit  einem auditorischen  Stimulus,  zu  Modulationen  von  kortiko  –  thalamischen  Netzwerken kommt.  In  welchem  Rahmen,  Richtung  und  Umfang  die  detektierten  kortikalen  und subkortikalen  Areale  in  das  ermittelte  Netzwerk  involviert  sind  und  welche Mechanismen  die  Basis  für  die  ermittelten  Modulationen  sind,  kann  aufgrund  der verwendeten  Methode  nicht  eindeutig  geklärt  werden.  Im  folgenden  Abschnitt  soll anhand  von  aktuellen  Studien  gezeigt  werden,  welche  Arten  kortikaler  und subkortikaler  Einflussnahme  vor  dem  Hintergrund  multisensorischer  Interaktion möglich  sind.  So  konnten  innerhalb  von  anatomisch  –  physiologischen  Tierstudien 
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3.2.4.3.1 kortiko – thalamische ProjektionenIm Zusammenhang mit multimodaler Interaktion konnte gezeigt werden, dass es zu Modulationen unspezifischer thalamischer Kerne mit kortikalen Arealen kommen kann (Fu  et  al.,  2004;  Hackett  et  al.,  2007).  Lakatos  et  al.  (2007) untersuchten  den somatosensorischen Einfluss auf auditorische Stimulusverarbeitung in A1 und zeigten, dass  es  bei  der  synchronen  Darbietung  von  somatosensorischen  und  auditorischen Stimuli zu einer frühen superadditiven Antwort in A1 kommt. Ursächlich für diese frühe Modulation ist nach Ansicht der Autoren der Einfluss unspezifischer thalamischer Kerne auf den Integrationsprozess. Baier et al.  (2006) zeigten mittels fMRT, dass es bei der erwartungsgemäßen  Assoziation  von  auditorischen  und  visuellen  Informationen  zu einer  gesteigerten  Aktivität  in  unspezifischen  Thalamuskernen  kommt.  Bei tierphysiologischen  Tracer  –  Studien  konnte  gezeigt  werden,  dass  anatomische bidirektionale  Verbindungen  zwischen  auditorisch  assoziierten  Arealen  und  dem posterioren Thalamus bestehen (Mufson and Mesulam, 1984; Pandya, 1995; de la Mothe et al., 2006; Hackett et al., 2007). Des Weiteren konnten Cappe et al. (2009) den Einfluss unspezifischer  Thalamuskerne  (z.B.  Pulvinar)  bei  der  Integration  verschiedener sensorischer Modalitäten nachweisen. Neben  unspezifischen  thalamo  –  kortikalen  Schleifen  konnten  in  Studien Verbindungen und Modulationen ermittelt  werden, die auf Feedback – Verbindungen modalitätsspezifischer  kortikaler  Areale  mit  den  jeweiligen  assoziierten Thalamuskernen  schließen  lassen  (Ergenzinger  et  al.,  1998;  Andolina  et  al.,  2007). O’Connor et al.  (2002) zeigten, dass der LGN als eine der frühesten Stationen visueller Verarbeitung  durch  visuelle  Aufmerksamkeitsprozesse  moduliert  werden  kann. Shermann et  al.  (2002) konnten nachweisen,  dass  lediglich  7%  des  Inputs  des  LGN retinal  sind  und  schrieben  diesen geringen  Anteil  der  bekannten Relaisfunktion  des visuellen Systems zu. Dem restlichen Anteil des LGN – Inputs werden modulatorische Funktionen  der  Relaisfunktion  zugeordnet,  die  wiederum  abhängig  von  höheren Systemzuständen,  wie  visueller  Aufmerksamkeit,  sind.  Kriegstein  et  al.  (2008) detektierten innerhalb eines Sprachexperimentes aufgabenabhängige Modulationen des MGN und argumentierten, dass es sich bei der ermittelten MGN – Aktivität aufgrund der 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGbekannten  massiven  kortiko  –  thalamischen  Verbindungen  und  deren  Einfluss  auf thalamische Neuronen bei  Tieren  (Ergenzinger  et  al.,  1998;  Ghazanfar  and Nicolelis, 2001;  Cudeiro and Sillito,  2006;  Andolina et al.,  2007) um Feedback – Einflüsse von kortikalen  Gebieten  handelt.  Dieser  Feedback  –  Einfluss  kann  entweder  direkt  von primären oder auditorisch assoziierten Arealen oder indirekt über andere Strukturen erfolgen. Zusätzlich  zu  sensorisch  spezifischen  kortiko  –  thalamischen  Feedback  – Modulationen  konnte  auch  gezeigt  werden,  dass  es  zur  Beeinflussung  spezifischer thalamischer  Kerne  durch  differentielle  Modalitäten  kommen  kann.  Anhand  einer auditorischen Diskriminierungsaufgabe mit visuellen Hinweisreizen zeigten Komura et al.  (2005),  dass  visuelle  Informationen frühe Phasen des auditorischen thalamischen Antwortverhaltens beeinflussen können.  Budinger et  al.  (2008)  konnten nachweisen, dass  zwischen  primären  auditorischen  Arealen  und  thalamischen  Kerngebieten verschiedener  Modalitäten  bidirektionale  Verbindungen  bestehen.  Des  Weiteren konnten dem MGN im Rahmen von tierphysiologischen Untersuchungen bidirektionale Verbindungen zu  kortikalen  Arealen  zugeordnet  werden  (Hackett  et  al.,  1998;  de  la Mothe  et  al.,  2006;  Hackett  et  al.,  2007).  Cappe  et  al.  (2009b) detektierten  direkte Verbindungen zwischen parietalen Gebieten und dem MGN. Die  dargestellten Ergebnisse über  thalamo – kortikale  Netzwerke sind mit  denen durch  die  detektierten  Modulationen  innerhalb  der  gewichteten  PPI  –  Analyse kompatibel.  Es  zeigte  sich,  dass  eine  Korrelation  zwischen  dem  gesteigerten Performanzmaß und der Verbindungsstärke,  ausgehend von LGN  und MGN, mit dem kontralateralen  STS  besteht.  Das  bedeutet,  dass  die  ermittelte  thalamo  –  kortikale Verbindung eine BOLD – Beziehung zu dem ermittelten Verhaltenseffekt aufweist und dass  dieses  wiederum  ein  Beleg  für  den  engen  Zusammenhang  zwischen  dem detektierten  psychophysischen  Verhaltensmaß  und  neuronaler  Aktivität  bzw.  der erhöhten Verbindungstärke zwischen thalamischen und kortikalen Arealen ist.
3.2.4.3.2 Kortiko – kortikale ProjektionenAuch über den Einfluss der detektierten kortikalen Areale im ermittelten Netzwerk kann  neben  dem  der  subkortikalen  Gebiete  nur  spekuliert  werden.  Aufgrund  der gefundenen  Aktivitäten  in  frühen  auditorischen  Arealen  (HG,  PT)  scheint  eine modulatorische Einflussnahme des synchron präsentierten auditorischen Stimulus auf 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGdie Verarbeitung des visuellen Zielreizes denkbar (MT+/V5, FG). Ob dieser Einfluss des auditorischen Stimulus direkt oder indirekt über multimodale Areale (STS, Insel,  IPS) stattfindet, kann nur vermutet werden, da mit der verwendeten Methode der fMRT und deren Limitierung in zeitlicher Auflösung keine temporäre Abfolge der Aktivierungen ermittelt  werden  kann.  Im  folgenden  Abschnitt  werden  Befunde  aus  Human-  sowie tierphysiologischen  Studien  besprochen,  um  Möglichkeiten  der  Einflussnahme  der beteiligten kortikalen Areale im detektierten Netzwerk darzustellen. Für eine direkte Verbindung von auditorischen und visuellen Arealen sprechen die Ergebnisse  einiger  tierexperimenteller  Arbeiten  (Laurienti  et  al.,  2003;  Cappe  and Barone,  2005;  Kayser  et  al.,  2005;  Schroeder  and  Foxe,  2005;  Tanabe  et  al.,  2005; Watkins et al.,  2006). So berichten Morell et al.  in einer frühen Studie aus dem Jahre 1972, dass die Aktivität des visuellen Kortex durch auditorischen Input veränderbar ist. Die Autoren ermittelten,  dass bis  zu 41 % der Neuronen des visuellen Kortex durch auditorische  Stimuli  aktiviert  werden  können  und  dass  diese  Neuronen  einen beachtlichen  Grad  an  räumlicher  Auflösung  besitzen.  Neuere  Studien  konnten  diese Befunde allerdings nicht replizieren  (Wang et al.,  2008).  Falchier et  al.  (2002) sowie Rockland et al.  (2003) detektierten direkte Projektionen vom auditorischen Kortex in den primären und sekundären visuellen Kortex beim Affen (Smiley and Falchier, 2009). Diese  direkten  Verbindungen,  die  unmittelbar  miteinander  kommunizieren,  konnten auch bei anderen Spezies identifiziert werden (Budinger et al., 2006; Bizley et al., 2007; Hall and Lomber, 2008). So konnten bei Ratten (Miller and Vogt, 1984) und bei Katzen (Innocenti et al., 1988) Projektionsbahnen zwischen dem auditorischen Kortex und dem visuellen  Areal  18  ermittelt  werden.  Brosch  et  al.  (2005)  ließen  trainierte  Affen Richtungen  von  auditorischen Frequenzänderungen bewerten,  indem die  Tiere  nach einem Lichtreiz einen Taster betätigten, um das Experiment zu starten. Nachdem das Experiment gestartet wurde, konnten die Tiere ihre Bewertung der Tonfrequenz über den  gleichen  Taster  geben.  Anhand  von  Einzelzellableitungen  im  primären auditorischen  Kortex  sowie  den  posterioren  Randgebieten  des  auditorischen  Kortex beobachteten  die  Autoren  neben  Aktivierungen,  erzeugt  durch  die  zu  bewertende auditorische Frequenz, auch Entladungen, die auf den Lichtreiz sowie auf das Betätigen der Antworttaster zurückzuführen sind. Die Latenz (40ms) dieser visuellen Antworten ist mit direkten Verbindungen zwischen den modalitätsassoziierten Arealen kompatibel. 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGBeim Menschen liefern Studien mit ereigniskorrelierten Potentialen (EKP) Hinweise dafür,  dass  direkte  Verbindungen zwischen unimodalen Regionen bestehen könnten. Giard  und  Peronnet  (1999)  konnten  Modulationen  von  EKP-Komponenten  bei multimodaler  audio  –  visueller  Stimulation  bereits  40ms,  nachdem  die  Stimuli präsentiert wurden, detektieren. Diese Befunde wurden aber von Teder-Sälejärvi et al. (2002) angezweifelt und als ein Artefakt von langsamen antizipatorischen Potentialen bezeichnet. Foxe et al. (2000) zeigten bei kongruenter audio – taktiler Stimulation eine Veränderung der frühen EKP-Komponenten bereits 50ms nach Stimulus – Onset. Diese frühen multisensorischen Effekte wurden von Mollholm et al. (2002) sowie von Murray et al.  (2005) repliziert.  Für Modulationen mit  so kurzen Antwortlatenzen scheint die Möglichkeit  ausgeschlossen,  es  könne sich hierbei  um ein modulatorisches Feedback über den langen Weg durch multisensorische Areale handeln.  Es muss angenommen werden, dass die Grundlage der detektierten Ergebnisse der referierten EKP – Studien direkte  Verbindungen  zwischen  unisensorischen  Gebieten  sind.  Neben  den elektrophysiologischen  Ergebnissen  konnte  mit  Hilfe  der  fMRT  und Konnektivitätsanalysen  beim  Menschen  funktionelle  Verbindungen  zwischen  dem primären  auditorischen  Kortex  und  visuell  assoziierten  Arealen  ermittelt  werden (Eckert et al., 2008). Es besteht also die Möglichkeit, dass es sich bei den Aktivierungen, die Korrelate des gefundenen  Verhaltensinteraktionseffektes  darstellen,  eher  um  Feedforward  – Verbindungen  von  auditorischen  zu  visuellen  Gebieten  handelt  als  um  ein modulatorisches  Feedback  höherer  Areale  (STS,  IPS,  PFC)  zu  den  detektierten unisensorischen Arealen (FG, PT, HG) (Schroeder et al., 2001). Wie  eingangs  beschrieben,  kann  es  sich  bei  der  Modulation  der  visuellen Stimulusverarbeitung  durch  einen  auditorischen  Reiz,  neben  einer  direkten Einflussnahme  unisensorischer  Arale  aufeinander,  auch  um  eine  indirekte modulatorische Verarbeitung durch multisensorische Konvergenzzonen handeln. Dabei würde es zur Beeinflussung früher unimodaler Areale durch Feedback – Verbindungen von heteromodalen Arealen kommen (Macaluso and Driver, 2001; Calvert et al., 2004). So konnten tierexperimentelle Befunde indirekte Verbindungen von auditorischen und visuellen  Arealen  über  vermittelnde  multimodale  Areale  nachweisen.  Es  werden Feedback-Mechanismen  diskutiert,  mittels  derer  visuelle  Informationen  über 
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EXPERIMENT 2                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGVerbindungen  des  STP  (temporales  superiores  polysensorisches  Areal)  (Pandya  and Kuypers,  1969;  Hackett  et  al.,  1998),  des  IPS  (Lewis  and  Van Essen,  2000a,  b) und präfrontaler Regionen (Romanski et al., 1999a; Romanski et al., 1999b) in auditorische Areale  geleitet  werden.  Schroeder  et  al.  (1998) wiesen  an  Makaken  nach,  dass  es Projektionen zwischen MT dorsalen STP, IPS und präfrontalem Cortex gibt, die  mittels durch Feedback-Mechanismen auditorische Inputs zu MT weiterleiten. Macaluso et al. (2005) zeigten mit Hilfe von fMRT, dass synchron präsentierte visuelle und somato – sensorische Stimuli die BOLD – Antwort in visuellen Arealen steigern kann. Die Autoren ordneten  diesen  möglichen  Feedback  –  Einfluss  auf  den  visuellen  Kortex  dem Parietalkortex zu, den sie per PPI – Analyse ermittelten, (Macaluso et al., 2002). Noesselt et al.  (2007) zeigten, dass es bei synchron dargebotenen audio – visuellen Stimuli zu Feedback  –  Einflüssen  von  visuellen  und  auditorischen  Arealen  über  den multisensorischen STS  kommt.  Ebenso  konnten McDonald  et  al.  (2003)  zeigen,  dass visuelle ERP‚s durch einen aufgabenunabhängigen Ton moduliert werden können und diskutierten auf Grundlage der Aktivitätssequenz einen möglichen Feedback – Einfluss auf visuelle Areale (Gyrus Fusiformis) durch multimodale Gebiete, wie dem STS. Zudem konnte auch anhand von Sprachexperimenten mit Hilfe von fMRT (Calvert et al., 1997; Calvert et al., 2000) und MEG (Sams et al., 1991) ein modulatorischer Einfluss des STS bei kongruenter audio – visueller Sprachstimulation nachgewiesen werden. Neben dem bildgebenden Verfahren konnten auch am Affen durch invasive elektrophysiologische Ableitungen Hinweise ermittelt werden, dass es zu Modulationen von unisensorischen auditorischen  Arealen  durch  nicht  auditorische  Stimuli  kommen  kann  (Bizley  et  al., 2007). Ghazanfar et al. (2005) konnten anhand von Einzelzellableitungen Aktivierungen von auditorischen Kortexarealen durch visuellen Input detektieren und schrieben die Quelle dieser Modulation dem STS zu. Das auch eine Modulation subkortikaler Gebiete und deren multisensorischer Eigenschaften durch kortikale Gebiete möglich ist, zeigten Jiang et al., indem sie Katzen eine reversible (2001) bzw. irreversible (2007; Wallace et al.,  2006)  Läsion  des  multisensorischen  Kortex  (ektosylvischer  und  suprasylvischer Sulcus)  beibrachten  und  beobachten konnten,  dass  multisensorische  Aspekte  der  SC eliminiert  wurden.  Neben  den  verminderten  multisensorischen  neuronalen Eigenschaften  der  SC  kam  es  auch  zu  Einbußen  von  Verhaltenseffekten (Orientierungsverhalten) nach multisensorischer Stimulation (Jiang et al., 2002).
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3.2.4.3.3 Intrathalamische ProjektionenNeben  den  genannten  Interaktionen  von  kortikalen  Gebieten  mit  thalamischen Kerngebieten sowie der Interaktion zwischen kortikalen Arealen ist  es auch möglich, dass es zu direkten thalamischen Interaktionen kommt, die sich modulatorisch mit Hilfe von  Feedforward  –  Verbindungen  auf  kortikale  Gebiete  auswirken.  Diese intrathalamische  Interaktion  würde  vermutlich  unter  dem  Einfluss  unspezifischer Thalamuskerne, wie dem Nucleus reticularis (TNR),  stattfinden. Der TNR umgibt den dorsalen und lateralen Teil des Thalamus  (Jones et al. 1985) und projiziert in nahezu jeden  thalamischen  Kern  (Kayser  and  Logothetis,  2007).  Weiterhin  konnte  anhand anatomischer  Studien  festgestellt  werden,  dass  thalamo  –  kortikale  sowie  kortiko  – thalamische Fasern den TNR durchlaufen  (Ohara and Lieberman, 1981,  1985;  Harris, 1987). Crabtree et al.  (2002) konnten anhand elektrophysiologischer Untersuchungen zeigen,  dass  innerhalb  des  TNR  Netzwerke  aus  intrathalamischen  Verbindungen bestehen,  die  neben  modalitätsbezogener  auch  multimodale  Modulationen  des Informationsflusses zulassen. Anhand der Ergebnisse der vorliegenden Studie konnte gezeigt werden, dass durch den  in  Experiment  1  detektierten  Verhaltenseffekt  neben  klassischen  multimodalen Arealen  (STS,  IPS,  PFC)  auch  unisensorische  Gebiete  moduliert  werden (FG,  PT,  HG, MT+/V5).  Diese  Modulation beschränkt  sich nicht  nur  auf  kortikale  Gebiete  sondern konnte auch erstmals in unisensorischen thalamischen Kerngebieten detektiert werden (LGN, MGN). Wie im vorigen Absatz aufgezeigt, gibt es eine Vielzahl von Möglichkeiten, wie  die  detektierten  Strukturen  vor  dem  Hintergrund  multisensorischer Integrationsprozesse  aufeinander  Einfluss  nehmen  können.  Welche  Anteile  die detektierten  Areale  in  einem  möglichen  Netzwerk  haben  und  wie  in  diesem hypothetischen Netzwerk der Informationsfluss beschrieben werden kann, ist durch die verwendete  Methode  nicht  eindeutig  determinierbar.  Aus  diesem  Grund  wurde  der gefundene  Verhaltenseffekt,  dass  die  Detektionsleistung  eines  niedrig  salienten visuellen Stimulus durch einen irrelevanten auditorischen Stimulus verbessert werden kann,  in  Experiment  3  mit  der  EEG  untersucht,  um  einen  Zeitverlauf  dieser Integrationsprozesse genauer beschreiben zu können. 
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3.3 Experiment 3
3.3.1 EinleitungExperiment  2  konnte  zeigen,  dass  durch  die  Präsentation  eines aufgabenunabhängigen  auditorischen  Stimulus  die  visuelle  Detektionsleitung  eines niedrig salienten Stimulus verbessert werden kann und dass es in Analogie zu diesen Verhaltenseffekt  zu  Modulationen  von  multimodalen  sowie  unisensorischen Kortexarealen  kommt.  Neben  diesen  kortikalen  Modulationen  konnten  auch subkortikale Modulationen in unisensorischen Thalamuskernen beobachtet werden, die im  Kontext  des  beobachteten  Verhaltenseffektes  eine  verstärkte  funktionelle Verbindung  sowohl  zu  unisensorischen  als  auch  zu  multisensorischen  kortikalen Arealen aufwiesen. Durch die Übertragung des verwendeten Paradigmas in die EEG soll nun untersucht werden, welche zeitlich dynamischen Mechanismen dem detektierten Verhaltensinteraktionseffekt zu Grunde liegen. Durch die Kombination zu erwartender differenzieller Spannungsverteilungen, assoziiert mit dem ermittelten Verhaltenseffekt und  dessen  hoher  zeitlicher  Genauigkeit  sowie  den  in  Experiment  2  detektierten verarbeitenden  Arealen  sollte  es  möglich  sein,  Aussagen  über  mögliche,  dem Verhaltensinteraktionseffekt zugrunde liegende Netzwerke und deren Informationsfluss zu treffen. Neben den Forschungsergebnissen aus bildgebenden Verfahren wie  fMRT,  die  an verschiedenen multisensorischen Integrationsprozessen beteiligte Areale identifizieren konnten,  sind  die  zeitlich  dynamischen  Mechanismen  für  das  Verständnis  dieser Integrationsprozesse gleichbedeutend. In den letzten Jahren wurden mit Hilfe der EEG die  Dynamik  verschiedener  multisensorischer  Integrationsleistungen  wie  audio  – visuelle  Sprachintegration  (Fingelkurts  et  al.,  2003;  Pilling,  2009), multisensorische Illusionen  (Colin  et al.,  2002;  Bonath et  al.,  2007;  Mishra et  al.,  2007;  Mishra et al., 2008),audio – visuelle (Molholm et al., 2002; Teder-Salejarvi et al., 2002; Liu et al., 2009) sowie audio – taktile Integration (Foxe et al., 2000; Hotting and Roder, 2009; Sambo and Forster, 2009) und multisensorische Aufmerksamkeitsprozesse (McDonald et al., 2000; Talsma et al., 2009) beschrieben.Auf Grundlage neurophysiologischer Stiudien postulieren dabei einige Autoren, dass es  sich  bei  multisensorischen  Integrationsprozessen  um  relativ  späte,  innerhalb  der 
95
EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGVerarbeitungshierarchie angesiedelte Prozesse handelt (Marks et al., 2003; Bonath et al., 2007,  Macaluso  et  al.,  2002).  Diese  Prozesse  scheinen  auf  einer  Integration  in  sog. Konvergenzzonen (s.  Kap.  1.2.1) wie z.B.  STS (Benevento et al.,  1977),  Parietalkortex (Seltzer and Pandya, 1980) sowie Frontalkortex (Bodner et al., 1996) zu beruhen. Dabei geht  man  davon  aus,  dass  während  der  Darbietung  multimodaler  Ereignisse  die Informationen  einer  Modalität  innerhalb  spezifischer  mehrstufiger Verarbeitungssysteme  verarbeitet  wird,  während  das  gleiche  für  die  simultan dargebotene Modalität in deren spezifischem System geschieht. Anschließend werden die beiden elaborierten Informationsströme in höheren Integrationsarealen kombiniert. In diesen Studien wurden multimodale Modulationen innerhalb unisensorischer Gebiete durch Feedback – Verbindungen mit höheren multimodalen Arealen erklärt (Calvert et al.,  2000).  So  konnten  Macaluso  et.  al  (2000)  mit  Hilfe  von  funktionellen Konnektivitätsanalysen feststellen, dass es durch die synchrone Präsentation von taktil – visuellen Stimuli zu einer erhöhten BOLD – Antwort in visuellen Arealen kommt, was möglicherweise  durch  Feedback  –  Verbindungen  aus  parietalen  multisensorischen Gebieten  resultiert.  McDonald  et.  al  (2003)  zeigten,  dass  visuelle  EKP  durch aufgabenunabhängige  auditorische Stimuli  moduliert  werden können und  dass  diese multisensorische  Einflussnahme  auf  das  visuelle  System  durch  einen  initialen multisensorischen  Verarbeitungsprozess  innerhalb  des  STS  mittels  Feddback  – Mechanismen erklärt werden kann. Auf  der  anderen  Seite  gibt  es  Hinweise,  dass  multisensorische  Integration  bzw. Stimulusverarbeitung schon auf einer sehr frühen Stufe sensorischer Transmission in unisensorischen Arealen sattfindet. So konnten  Giard und Peronnet (1999) anhand von EKP  audiovisuelle  Effekte  über  parieto  –  okzipitalen  Arealen  schon  40ms  nach Stimulusonset  nachweisen,  was  für  frühe Generatoren im visuellem Kortex sprechen könnte.  Aufgrund der limitierten räumlichen Auflösung der EEG war es den Autoren nicht möglich, die Einflussnahme angrenzender multisensorischer Areale, wie z.B. dem STS oder IPS, zu ermitteln. Foxe et al. (2000) konnten einen auditorisch – taktilen Effekt 50ms  nach  Stimulusonset  über  zentralen  bzw.  postzentralen  und  70ms  nach Stimulusonset eine Modulation über posterioren auditorischen Elektroden nachweisen. Beide  detektierten  Effekte  zeigen  konsistente  Eigenschaften  zu  unisensorischen, somatosensorischen und auditorischen Aktivierungskomponenten, wobei audio – taktile 
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EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGStimuluskombinationen geringere Signaltransduktionszeiten aufweisen und damit auch frühere Integration möglich wäre. Ob  oder  welche  der  beschriebenen  zeitlich  dynamischen Verarbeitungsmechanismen für  den ermittelten  Verhaltenseffekt  verantwortlich  sind, wird  in  Experiment  3  mit  Hilfe  der  EEG  ermittelt.  Da  bisher  keine  EKP  –  Befunde bezüglich des beobachteten Verhaltenseffektes vorliegen,  wird diese Untersuchung in einem explorativen Rahmen durchgeführt und keine Annahmen über beteiligte EKP – Komponenten und deren ursächliche verarbeitende Mechanismen formuliert.
3.3.2 Methode
3.3.2.1 ProbandenDreizehn  (MW  =  24,20;  SD  =  3,82;  Altersspanne:  20-28),  laut  Selbstauskunft rechtshändige, psychiatrisch und neurologisch gesunde Probanden nahmen an dem EEG Experiment  teil.  Vor  Beginn  wurden  die  Probanden  schriftlich  über  den  Ablauf  und Umfang des Experimentes informiert. 
3.3.2.2 Versuchsdesign und AufgabeWie in den beiden vorangegangenen Experimenten absolvierten die Probanden vor Beginn  des  Hauptexperimentes  eine  Schwellenwertmessung,  bestehend  aus  drei Durchgängen, in denen insgesamt 8 unterschiedliche Salienzstufen präsentiert wurden. Die ermittelten individuellen Salienzstufen (55-65% und 85-95%) wurden danach in das Hauptexperiment übertragen, in dem es wieder zu der ausbalancierten Präsentation von  Zielreizen  und  Leerversuchen  sowie  auditorischen  und  nicht-auditorischen Bedingungen kam (s. Tab. 6). Die Aufgabe der Probanden bestand in der Detektion des visuellen Zielreizes, ohne den in 50% der Bedingungen simultan präsentierten Ton zu beachten.  Die  unterschiedlichen  Bedingungen  wurden  im  Mittel  mit  einem  ISI  von 1600ms und einer Varianz von 800ms gleichverteilt dargeboten. 
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3.3.2.3 EEG – Akquisition und Auswertung Die Probanden saßen in einer elektrisch und magnetisch abgeschirmten Kabine vor einem  Rückprojektionsbildschirm,  auf  dem  die  visuellen  Stimuli  im  Abstand  von  5° Sehwinkel  vom  Fixationskreuz  durch  einen  Projektor  präsentiert  wurden.  Der auditorische Stimulus wurde mit Hilfe eines Schlauchsystems direkt über dem visuellen Stimulus dargeboten. Für alle EEG- Ableitungen wurden mit Elektrodengel umgebene Silber-Silberchlorid-Elektroden (Ag/AgCl) verwendet,  die  in einer elastischen 10- 20- System-  Elektrodenhaube  (Herbert,  1958) befestigt  wurden,  nachdem  die Ableitpositionen  mit  abrasivem  Elektrodengel  gereinigt  waren.  Es  wurden  29 Elektrodenpositionen aufgezeichnet, die über Fz, Cz, Pz, Oz, Iz, Fp1, Fp2, F3, F4, F7,  F8, T7,  T8,  C3,  C4,  P3,  P4,  O9,  O10,  P7,  P8,  FC1, FC2, CP1, CP2, PO3,  PO4, PO7 und PO8 lokalisiert  waren (American Electroencephalographic  Society,  1994).  Die  Ableitungen wurden  online,  anhand  der  am  linken  Mastoid  befestigten  Referenzelektrode, rereferenziert. Die Groundelektrode war über Fpz lokalisiert. Zusätzlich zum EEG wurde ein  diagonales  EOG  (Elektrookulogramm)  abgeleitet,  um  sowohl  vertikale  und horizontale Augenbewegungen als auch Blinzelbewegungen erfassen zu können. Dazu wurden am rechten Auge zwei Elektroden positioniert.  Nach der Elektrodenmontage wurden die Übergangswiderstände geprüft. Wenn der Widerstand mehr als 5kΩ betrug, wurde  die  betroffene  Elektrode  entfernt,  die  Kopfhaut  nochmals  gereinigt  und  die Elektrode  erneut  angebracht  und  überprüft.  Für  alle  Kanäle  wurde  eine 
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EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGTiefpassfilterung  mit  einer  oberen  Grenzfrequenz  von  100  Hz  und  eine Hochpassfilterung  mit  einer  unteren  Grenzfrequenz  von  0,02  Hz  verwendet.  Die Abtastfrequenz betrug 508,63 Hz. Durchgänge, bei denen es zu einer Kontamination des EEG  –  Signals  durch  Blinkern  der  Augen,  übermäßige  Augenbewegungen, Muskelartefakten  oder  unsystematischen  langsamen  Drifts  kam,  wurden  mit  einem Schwellenwert  von 200 µV von der weiteren Auswertung ausgeschlossen.  Nach dem Aufzeichnen  des  kontinuierlichen  EEG  –  Signals  und  der  beschriebenen  Filterung wurden alle Kanäle, ausgenommen die EOG – Kanäle, einer Gesamtmittelwertkorrektur unterzogen.  Wie  auch  schon  in  Experiment  2,  gingen  nur  die  Durchgänge  in  die statistische  Auswertung  ein,  die  korrekt  beantwortet  wurden.  Zur  Bestimmung  der Bedingungs – Onsets wurde in der rechten oberen Ecke des Bildschirms ein schwarzes Quadrat  permanent  präsentiert,  das,  abgeklebt  durch  eine  Photoelektrode,  für  die Probanden  nicht  sichtbar  war.  Bei  der  Präsentation  einer  Bedingung  wechselte  das Quadrat von Schwarz zu Weiß, was durch die Photoelektrode registriert wurde und den Onset  einer  jeden  Bedingung  darstellte.  Durch  diese  Maßnahme  konnten Ungenauigkeiten  in  der  Ermittlung  von  Onsets,  die  möglicherweise  durch computerinterne Verzögerungsmechanismen hervorgerufen werden könnten, eliminiert werden. Nach der Bestimmung der Onsets wurden EKP – Epochen mit einer Länge von 3000ms  (1000ms  prästimulus,  2000ms  poststimulus)  erzeugt,  die  kanal-  und bedingungsweise gemittelt  wurden.  Das Ziel  des Experimentes war die Identifikation der  Prozesse,  die  die  zeitliche  Dynamik  des  gefundenen Verhaltenseffektes,  dass  ein irrelevanter  auditorischer  Stimulus  die  Detektion  eines  niedrig  salienten  visuellen Stimulus  verbessern  kann,  aber  keinen  Effekt  auf  einen  hoch  salienten  visuellen Stimulus  hat,  zu  reflektieren.  Die  auf  diesem  Verhaltenseffekt  basierenden  zeitlich dynamischen Modulationen wurden identifiziert,  indem die Differenzen zwischen der Bedingung „niedrig salient mit Ton“ ,-  „niedrig salient ohne Ton“ sowie „hoch salient mitTton“ – „hoch salient ohne Ton“ berechnet wurden und diese dann ein weiteres Mal voneinander abgezogen wurden (s. Abb. 5). Wie in Experiment 2 konnten durch diesen Interaktionskontrast  jegliche  physikalischen  Einflüsse,  die  durch  die  visuelle  und auditorische Stimulation hervorgerufen wurden, eliminiert und damit das reine zeitlich dynamische Substrat des beobachteten Verhaltenseffektes charakterisiert werden. Die beobachteten  Modulationen  wurden  anhand  einer  2x2x2  Varianzanalyse  mit  den Faktoren „Stimulussalienz“, „auditorischer Stimulus“ und „Hemisphäre“ innerhalb von 
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EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGvier Elektrodenclustern (I – FC1, CP1, C3; II – FC2, CP2, C4; III – P3, P7; IV – P4, P8) auf statistische  Unterschiede  untersucht.  Wurden  differentielle  Spannungsverteilungen innerhalb des Interaktionskontrastes über bestimmten Elektroden detektiert,  wurden für  den Hemisphärenvergleich  die  äquivalenten Elektroden der  anderen Hemisphäre zum Vergleich herangezogen. Für die zentralen Cluster (FC1,CP1,C3 – FC2, CP2, C4) kam der Zeitbereich zwischen 50 – 70ms und für den parieto – okzipitalen Cluster (P3,P7 – P4,P8) ein Zeitbereich von 80 – 90ms zur Anwendung. 
3.3.3 Ergebnisse
3.3.3.1 VerhaltensergebnisseMit  Hilfe  von  Varianzanalysen  mit  Messwiederholung  konnte  für  die Detektionssensitivität  d‘  den  prozentualen  Anteil  richtiger  Antworten,  die Reaktionsneigung  Beta  und  die  Reaktionszeiten  ein  Haupteffekt  für  die  Bedingung „Stimulussalienz“ nachgewiesen werden [Fprozentualer  Anteil  richtiger  Antworten (2;24) = 43,54; p < 0,001; η² = 0,78; FDetektionssensitivität (1;12) = 31,20; p < 0,001; η² = 0,72; FReaktionsneigung (1;24) = 14,48;  p < 0,003;  η² = 0,54;  FReaktionszeit (2;24)  = 11,81;  p < 0,001;  η² = 0,49].  Für die Reaktionszeiten konnte zusätzlich ein Haupteffekt für den Faktor auditorischer Stimulus ermittelt werden [FReaktionszeit (2;12) = 5,90; p < 0,03; η² = 0,33]. Weiterhin zeigte sich für den prozentualen Anteil  richtiger  Antworten sowie  für  die  Detektionssensitivität  ein Interaktionseffekt  zwischen  den  Bedingungen  „Stimulussalienz  “  und  „auditorischer Stimulus“  [Fprozentualen  Anteil  richtiger  Antworten (2;24)  =  7,69;  p  <  0,003;  η²  =  0,39]  und  d‘ [FDetektionssensitivität (1;12)  =  5,41;  p  <  0,03;  η²  =  0,31].  Post-Hoc  durchgeführte  T-Tests bestätigten das Muster aus Experiment 1 und 2,  dass es nur innerhalb der niedrigen Salienzstufe  zu  einer  Performanzsteigerung  kommt,  wenn  diese  mit  einem auditorischen Stimulus dargeboten wird [pprozentualer Anteil richtiger Antworten < 0,05; pDetektionssensitivität <  0,05].  Bei  den  hohen  Intensitätsstufen  konnte  keine  Verbesserung  der Detektionssensitivität  festgestellt  werden.  Damit  konnten  die  Ergebnisse  aus Experiment 1 und 2, dass die Detektion eines niedrig salienten visuellen Stimulus durch einen irrelevanten auditorischen Stimulus verbessert werden kann, aber dieser Effekt nicht bei einem hoch salienten Stimulus auftritt, repliziert werden (s. Abb. 13).
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Abb.13:  Verhaltensergebnisse  Experiment  3:  (a)  prozentualer  Anteil  richtiger  Antworten,  (b) Detektionssensitivität  d‘,  (c)  Reaktionszeiten,  (d)  Reaktionsneigung  Beta,  die  grauen  Balken repräsentieren die nicht – auditorischen Bedingungen, die schwarzen Balken zeigen die auditorischen Bedingungen  innerhalb  der  visuellen  Salienzstufen  an,  die  Fehlerindikatoren  stellen  das  95%  - Konfidenzintervall des jeweiligen Parameter dar, „*“ stellen signifikante Unterschiede dar
3.3.3.2 elektrophysiologische Ergebnisse
3.3.3.2.1 Ereigniskorrelierte Potentiale (EKPs)In den Abbildungen 14 und 15 sind die über die Versuchspersonen gemittelten EKP´s der einzelnen Modalitäten sowie ihre Abstufungen (auditorisch allein,  visuell  hoch salient, visuell niedrig salient, Leerdurchgänge) abgebildet. Es zeigte sich für  auditorische Stimuli ein typischer EKP – Verlauf  (Vaughan and Ritter, 1970; Picton et al., 1974; Vaughan et al., 1980), beginnend mit einer P50 mit einer maximalen Amplitude bei 61ms, gefolgt von einer N1 mit einem Maximum bei 110ms und einer P2 mit der höchsten Amplitude bei ca. 210ms. Die Komponenten wiesen ein lokales Maximum über fronto – zentralen Elektroden auf. 
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Abb.14:  AEP  -  Resultate:  obere  Reihe:  gemittelte  (N  =  13)  auditorisch  evozierte  Potentiale  für  die Elektroden  FC1 (links),  CZ (Mitte)  und FC2 (rechts).  Die  grau unterlegten Bereiche kennzeichnen die typischen AEP – Komponenten P50, N1 und P2. untere Reihe: Spannungsverteilungen für die im oberen Abschnitt gekennzeichneten AEP – Komponenten P50 (links, 50 – 70ms), N1 (Mitte, 105 – 125ms ) und P2 (rechts, 200 – 220ms). Für die visuellen Stimuli zeigte sich ein Verlauf beginnend mit einer visuellen C1 bei ca. 50ms bis 60ms, gefolgt von einer typischen P1 (95ms) und N1(160ms)  (Foxe and Simpson, 2002; Molholm et al., 2002). Die P1 konnte maximal über parieto – okzipitalen Elektroden  und  die  N1 maximal  über  parietalen  Elektroden  registriert  werden.  Die dargestellten  visuellen  Komponenten  P1  und  N1  hatten  ihr  lokales  Maximum kontralateral zum präsentierten Stimulus (s. Abb. 15).
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Abb.15: VEP - Resultate: Mitte: gemittelte (N = 13) visuell evoziertes Potential für die Elektrode PO7. Die rote Linie kennzeichnet den hoch salienten visuellen Zielreiz und die blaue Linie den niedrig salienten. Die grau unterlegten Bereiche kennzeichnen die typischen VEP – Komponenten P1 und N1. Oberer Abschnitt: Spannungsverteilungen hoch salienter visueller  Zielreize (links  = P1,  80 – 100ms;  rechts = N1,  150 – 170ms). Unterer Abschnitt: Spannungsverteilungen niedrig salienter visueller Zielreize (links = P1, 80 – 100ms; rechts = N1, 150 – 170ms). 
3.3.3.2.2 VerhaltensinteraktionBei der Analyse der beschriebenen Differenzwelle (niedrig salient mit Ton – niedrig salient  ohne  Ton  MINUS hoch  salient  mit  Ton  –  hoch  salient  ohne  Ton),  die  ein Äquivalent  zum  beobachteten  Verhaltensinteraktionseffekt  darstellt,  konnte  im Zeitbereich von 50 – 70ms (Peak 63ms) über den abgeleiteten ipsilateralen zentralen Regionen  eine  verstärkte  Positivierung  in  der  Amplitude  für  die  Differenzwelle  der niedrig salienten Bedingung gegenüber der Differenzwelle der hoch salienten Bedingung detektiert  werden  (s.  Abb.  17).  In  der  beschriebenen  Varianzanalyse  konnte  ein signifikanter Haupteffekt für den Faktor „auditorischer Stimulus“ [Fauditorischer Stimulus (1;13) =  13,67;  p  <  0,005;  η²  =  0,51]  sowie  ein  Interaktionseffekt  für  die  Faktoren „Stimulussalienz“  x  „auditorischer  Stimulus“  x  „Hemisphäre“  [F  (1;13)  =  14,55;  p  < 0,005;  η²  =  0,53]  beobachtet  werden.  Post  –  Hoc  durchgeführte  T-Test  (Bonferroni korrigiert)  zeigten  für  den  ipsilateralen  Cluster  eine  signifikante  Erhöhung  der Amplitude in der Bedingung „niedrig salient“, wenn der auditorische Stimulus zeitgleich präsentiert  wurde  [p  <  0.01].  Neben  der  beschriebenen  ipsilateralen  zentralen Aktivierung  konnte  im  Zeitbereich  von  80  –  90ms  (Peak  86ms)  eine  weitere differentielle  Modulation als  Korrelat  des  Verhaltenseffekt  beobachtet  werden.  Dabei 
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EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGhandelte  es  sich ein weiteres  Mal  um eine  Positivierung der  Amplitude der „niedrig salienten“ gegen über der „hoch salienten“ Differenzwelle über kontralateralen parieto - okzipitalen Elektroden. Die verwendete Varianzanalyse ergab einen Haupteffekt für den Faktor Hemisphäre [F (1;13) = 78,55; p < 0,001; η² = 0,85] und Interaktionseffekte für die Faktoren auditorischer Stimulus x Hemisphäre [F (1;13) = 5,51; p < 0,05; η² = 0,30] sowie Stimulussalienz x auditorischer Stimulus x Hemisphäre [F (1;13) = 4,65; p < 0,05; η² = 0,26].  Der Post-Hoc durchgeführte Paarvergleich zwischen den unimodalen und multimodalen  Bedingungen  innerhalb  des  Faktors  Stimulussalienz  ergab  eine kontralaterale  signifikant  erhöhte  Amplitude  für  den  niedrig  salienten  visuellen Stimulus, wenn dieser mit dem auditorischen Stimulus dargeboten wurde, im Vergleich wenn dieser ohne auditorischen Stimulus präsentiert wurde [p < 0.01].  Bei der hoch salienten  Bedingung  konnte  kein  signifikanter  Unterschied  zwischen  der  uni-  und multimodalen Präsentation festgestellt werden. 
104
EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNG
Abb.16: zeitlich dynamische Prozesse des  ermittelten Verhaltensinteraktionseffektes: abgetragen sind die gemittelten evozierten Potentiale der Differenz zwischen den niedrig salienten visuellen Stimuli mit und ohne Ton (blaue Linie) sowie die Differenz zwischen den hoch salienten visuellen Stimuli mit und ohne Ton (rote Linie). Die schwarze Linie stellt die Differenzwelle zwischen den beiden Termen dar und kann als zeitlich dynamisches Äquivalent des ermittelten Verhaltensinteraktionseffektes betrachtet werden. Der grau unterlegte Bereich gibt den Zeitbereich (oben links: 50 – 70ms; rechts: 80 – 90ms)an, in dem ein signifikanter Unterschied zwischen den beiden Differenzen auftrat. Die Topografien spiegeln die Spannungsverteilungen während der grau unterlegten Zeitbereiche wieder. 
3.3.4 DiskussionDas  vorliegende  Experiment  sollte  die  zeitlich  –  dynamischen  Korrelate  des  in Experiment  1  identifizierten  Verhaltenseffektes,  dass  ein  aufgabenunabhängiger auditorischer Stimulus die Detektionssensitivität eines simultan präsentierten niedrig salienten  visuellen  Stimulus  verbessern  kann  und  dass  dieser  auditorische  Stimulus keinen  Einfluss  auf  einen  hoch  salienten  visuellen  Stimulus  hat,  identifizieren.  Im folgenden Abschnitt werden die ermittelten elektrophysiologischen Ergebnisse in Bezug zu bestehenden Erkenntnissen multimodaler  Integration diskutiert.
3.3.4.1 audiovisuelle Interaktionseffekte:In  Analogie  zum Verhaltensinteraktionseffekt  zeigen die  EKPs eine  frühe audio  – visuelle Interaktion über zentralen Elektroden (FC2, CP2, C4) in einem Zeitfenster von 50  –  70ms  sowie  eine  sich  anschließende  Modulation  über  parieto  -  okzipitalen Elektroden (P3,P7) im Zeitbereich von 80 – 90ms  (s. Abb. 16). Anhand der statistischen 
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EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGAuswertung  konnte  gezeigt  werden,  dass  es  innerhalb  der  Zeitfenster  sowie Elektrodencluster  zu  einer  signifikanten  Erhöhung  der  Amplitude  für  die  schwach saliente Bedingung kommt, wenn zeitgleich ein auditorischer Stimulus dargeboten wird. Für  den  Fall,  dass  der  stark  saliente  visuelle  Stimulus  einzeln  oder  mit  dem auditorischen Stimulus präsentiert wurde, konnte in den angegebenen Zeitfenstern kein signifikanter  Unterschied festgestellt  werden.  Damit  zeigen die  frühen differentiellen Spannungsverteilungsveränderungen  über  den  zentralen  und  parieto  –  okzipitalen Elektroden das gleiche Muster wie der detektierte Verhaltenseffekt.Bei  der  über  zentralen  Elektroden  detektierten  frühen  (Peak  63ms)  Modulation lassen  Zeitkomponente  und  Topografie  vermuten,  dass  die  Generatoren  im  frühen auditorischen  Kortex  lokalisiert  sind  (Mollholm  et  al.  2002).  Die  sich  anschließende Aktivierung über  parieto-okzipitalen Elektroden deutet  auf  Generatoren im visuellen Kortex  hin.  Auch  innerhalb  anderer  multisensorischer  Paradigmen  wurden  EKP  – Komponenten  beobachtet,  die  bei  der  Kombination  multimodaler  Stimuli  zu  frühen Modulationen  in  unisensorischen  Arealen  führen.  Giard  et  al.  (1999)  präsentierten Probanden in einer Reaktionszeit – Kategorisierungsaufgabe audiovisuelle Objekte, die entweder  mit  ihren  unisensorischen  Eigenschaften  dargestellt  wurden  oder  in  der Kombination aus  diesen als  multimodales  „Objekt“.  Es  zeigte  sich,  dass  es  durch die Darbietung der audiovisuellen Objekte zu einer vermehrten Aktivierung, verglichen mit den summierten Aktivierungen der unimodalen Objektattribute über visuellen Arealen in einem Zeitbereich von 40 – 60ms sowie einer Modulation der visuellen N185 kommt. Der  von Giard  et  al.  verwendete  Ansatz,  um multimodale  Integration  nachzuweisen, bedient sich der Subtraktion der summierten Aktivierungen unimodaler Objektattribute (Auditorisch + Visuell) von denen der Präsentation audiovisueller Objekte:
Neben  der  Verwendung  in  der  EEG  kam  dieser  Ansatz  auch  in  verschiedenen Einzelzellstudien an Tieren zur Anwendung (Stein and Meredith, 1996). Dabei gehen die Autoren von multimodalen Integrationsmechanismen aus, wenn es, basierend auf der beschriebenen Formel, zu differentiellen Aktivierungen zwischen AV und A+V kommt. Teder-Sälejärvi et al. (2002) zeigten aber, dass es sich bei den frühen audio – visuellen 
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EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGInteraktionen  im  EEG  möglicherweise  um  Artefakte  handelt,  die  durch  langsame antizipatorische  Aktivierungspotentiale  in  Verbindung  mit  dem  beschriebenen Analyseansatz  entstehen.  Dabei  gehen  die  Autoren  davon  aus,  dass  es  durch  die Verwendung  relativ  langer  sich  nicht  verändernder  ISI  zu  antizipatorischen  EKP  – Komponenten kommt, sogenannte CNVs (engl. contingent negative variation), die durch eine  Stimuluserwartungshaltung  generiert  werden  (Walter  et  al.,  1964).  Diese Komponenten sind durch ihre lange Latenz gekennzeichnet und überlappen mit dem Beginn von Stimulusmodulationen. So kann es durch die Anwendung der beschriebenen Formel  (AV  –  (A+V))  zu  Fehlinterpretationen  früher  EKP  –  Komponenten  kommen (Teder-Sälejärvi  et al.  2002).  Wenn davon ausgegangen wird,  dass die Erwartung auf einen Stimuli  (unisensorisch visuell,  unisensorisch auditorisch sowie multisensorisch audiovisuell) eine CNV generiert, beinhaltet die Summe der unisensorischen EKPs (A+V) einen  Beitrag  von  zwei  CNV  –  Komponenten,  wogegen  die  EKP  –  Komponente  der multisensorischen Bedingung (AV) den Anteil nur einer CNV – Komponente enthält. So kann es  sein,  dass  bei  der  Berechnung  und  der  Anwendung von Differenzwellen,  in denen ein Missverhältnis zwischen CNV beinhaltenden Gleichungstermen besteht, frühe EKP – Komponenten entstehen und in Folge als Evidenz für frühe Integrationsprozesse fehlinterpretiert werden. Für die in Experiment 3 über auditorischen (50 – 70ms) und visuellen (80 – 90ms) Arealen gefundenen Modulationen, die eine Korrelat des gefundenen Verhaltenseffektes darstellen, kann aufgrund von zwei Tatsachen ausgeschlossen werden, dass es sich bei diesen  frühen  Aktivierungen  um  CNV  –  Artefakte  handelt.  Erstens wurde  in  dem durchgeführten Experiment das ISI so gewählt, dass davon ausgegangen werden kann, dass das Auftreten antizipatorischer Potentiale  minimal  ist.  Durch die große Varianz innerhalb  der  Präsentationsabstände  (  =  1600ms;  s  =  800ms)  zwischen  den Bedingungen sollte  es  für  die Probanden unmöglich sein,  den Beginn eines Stimulus korrekt  vorherzusagen  und  damit  konnte  es  auch  keinen  Sinn  ergeben,  diesen  zu antizipieren  (Donchin  et  al.,  1975).  Zweitens kann  durch  die  Verwendung  der beschriebenen  Differenzwelle  (s.  Abb.  5),  die  zur  Identifizierung  der  zeitlich dynamischen  Korrelate  des  gefundenen  Verhaltenseffektes  diente,  ausgeschlossen werden,  dass  ein  Missverhältnis  zwischen  antizipatorischen  Potentialen,  wenn  diese nicht  schon  durch  Punkt  eins  ausgeschlossen  werden  können,  innerhalb  der 
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EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGGleichungsterme  besteht  (Teder-Salejarvi  et  al.,  2002;  Talsma  and  Woldorff,  2005; Bonath et al., 2007). Aufgrund der beschriebenen Umstände kann man davon ausgehen, dass es sich bei den ermittelten frühen Modulationen über unisensorischen Arealen um zeitlich dynamische Korrelate des ermittelten Verhaltensinteraktionseffektes handelt. Andere  Studien,  die  anhand  der  EEG  audiovisuelle  Integrationsmechanismen untersuchten, versuchten mit Hilfe von Korrekturen CNV – Artefakte zu eliminieren und waren in  der Lage,  frühe audiovisuelle  Modulationen zu beobachten.  Mollholm et  al. (2002)  präsentierten  den  Probanden  auditorische,  visuelle  sowie  audio  –  visuelle Stimuli,  während  diese  eine  Detektionsaufgabe  durchführten.  Es  zeigte  sich,  dass audiovisuelle Stimuli im Vergleich zu den unisensorischen Stimuli schneller detektiert werden  konnten.  Bei  dem  Vergleich  der  summierten  unisensorischen elektrophysiologischen  Antworten  und  der  durch  die  multimodalen  Präsentation generierten EKPs konnten die Autoren frühe (46ms) audiovisuelle Modulationen über parieto – okzipitalen Arealen detektieren, für die sie einen modulatorisch auditorischen Einfluss auf visuelle Gebiete verantwortlich machten. Talsma et al. (2007) untersuchten den  Einfluss  von  Aufmerksamkeitsprozessen  auf  multisensorische  Integration  und stellten  fest,  dass  es  zu  frühen  Modulationen  über  auditorischen  (50  –  60ms)  und visuellen (60 – 70ms) Arealen kommt, wenn Versuchspersonen ihre Aufmerksamkeit auf die visuellen und auditorischen Attribute eines audiovisuellen Stimulus lenken. Dies deuteten die  Autoren als  Hinweis  für  multimodale  Integration innerhalb  unimodaler Kortizes.  Wird hingegen die  Aufmerksamkeit  auf nur eine  Modalität  gerichtet,  findet keine  multimodale  Integration  statt.  Die  Ergebnisse  von  Talsma  et  al.  (2007)  sind vergleichbar mit denen von Fort et al.  (2002), die einen frühen modulatorischen Effekt (<  100ms)  in  unisensorischen  Arealen  mittels  EEG  fanden,  wenn  den  Probanden innerhalb  einer  Identifizierungsaufgabe  zeitgleich  auditorische  und visuelle Objektattribute  (kongruente  Reize)  eines  vorher  gelernten  multimodalen  Objektes präsentiert wurden. Kam es hingegen zur Präsentation von auditorischen und visuellen Reizen,  welche  nicht  dem  multimodalen  Objekt  zugehörig  waren  (inkongruenten Reizen), konnte keine frühe Modulation beobachtet werden. Zusätzlich zu den frühen Modulationen  konnten  die  Autoren  auch  eine  Steigerung  bei  der  Identifikation  der multimodalen  Objekte  auf  der  Verhaltensebene  (RT,  prozentualer  Anteil  richtiger Antworten)  feststellen,  wenn  den  Probanden  kongruente  Objektattribute  präsentiert wurden.  Um  den  ermittelten  multimodalen  Integrationseffekt  von  den  im  oberen 
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EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGAbschnitt  erwähnten  CNV  –  Artefakten  zu  dissoziieren,  filterten  die  Autoren  die ermittelten Rohdaten mit einem Hochpassfilter mit einer unteren Grenzfrequenz von 2 Hz,  um  die  langsamen  antizipatorischen  Verschiebungen  innerhalb  des  Signals  zu eliminieren. Zusammenfassend konnten Talsma et al. (2007) wie auch Fort et al. (2002) mittels EEG  keine  frühen  multimodalen  Integrationsmechanismen  detektieren,  wenn aufgabenirrelevante  Informationen  einer  anderen  Modalität  synchron  zum  Zielreiz präsentiert  wurden.  Dies steht  im Wiederspruch zu dem in den hier durchgeführten Experimenten  gefundenem  Verhaltenseffekt,  dass  ein  aufgabenunabhängiger auditorischer Stimulus das visuelle Detektionsverhalten verbessern kann und das dieser Effekt mit frühen Modulationen über scheinbar unisensorischen Arealen einhergeht. So  scheint  es,  dass  frühe  multisensorische  Integrationsprozesse  und  damit verbundene frühe EKP – Komponenten nur in Abhängigkeit von bestimmten Umständen oder Aufgabenstellungen detektierbar sind.  Es zeigte sich,  dass die Exzentrizität,  mit welcher Stimuli dargeboten werden, einen immensen Einfluss auf die Detektierbarkeit von  frühen,  durch  multimodale  Integrationsmechanismen  hervorgerufenen Aktivierungen hat.  Wie im oberen Teil  beschrieben,  ließen Talsma et  al.  (2005)  ihre Probanden eine audiovisuelle Detektionsaufgabe durchführen, bei der es zur Variation des  Aufmerksamkeitsfokus  kam.  Die  Autoren  präsentierten  ihre  auditorischen  und visuellen Stimuli in einem Abstand von 15° Sehwinkeln vom Fixationskreuz. Innerhalb der  EKP  –  Ergebnisse  konnten  daraufhin  keine  multimodal  assoziierten  frühen Modulationen  detektiert  werden.  Hingegen  zeigten  sich  innerhalb  multimodaler Paradigmen, bei denen die Präsentation von Zielreizen zwischen 2,5° – 5° Sehwinkel stattfand, frühe multimodale Modulationen (Talsma et al., 2007; Mollholm et al., 2002; Fort et al., 2002). Auch in dem vorliegenden Experiment wurden die Stimuli mit einem Abstand von 5° Sehwinkeln  vom  Fixationskreuz  dargeboten,  was  im  EEG  zu  frühen  multimodalen Aktivierungen führte. Eine Erklärung, weshalb eine Variation der Stimulusxzentrizität einen  Einfluss  auf  die  Detektion  früher  multimodaler  Modulationen  über  visuellen Arealen hat, könnte darin liegen, dass eine Kovariation zwischen Stimulusposition bzw. Exzentrizität und Amplitude der initialen EKP – Komponente C1 im visuellen System besteht  (Clark  et  al.,  1995).  Bei  der  C1  handelt  es  sich  um  eine  visuelle  EKP  – 
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EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGKomponente, die die erste Aktivität des visuellen Systems auf einen visuellen Stimulus darstellt.  Diese  kann  in  einem  Zeitfenster  von  40  –  90ms  auftreten  und  wird  im striatären Kortex generiert. Die C1 zeichnet sich durch ihre große Sensitivität, bezogen auf  die  Stimulusposition,  aus  (Clark  et  al.,  1995;  Noesselt  et  al.,  2002)).  Funktionell wurde  lange  Zeit  davon  ausgegangen,  dass  die  C1  robust  gegenüber  räumlicher Aufmerksamkeit  (Clark  and  Hillyard,  1996) sowie  Aufmerksamkeitsverlagerung  auf Farbe oder  Bewegung  (Anllo-Vento  and  Hillyard,  1996) ist.  Auf  Grund  aktueller Ergebnisse scheint es, dass es schon bei der initialen Aktivierung des visuellen Systems zu einer  Modulation der  Aktivierung durch Aufmerksamkeitsprozesse  kommen kann (Foxe  et  al.,  2008).  Es  konnte  festgestellt  werden,  dass  die  C1  der  retinotop organisierten calcarinen Fissur folgt und damit der Anordnung der Pyramidenzellen, die für die Genese des EEG – Signals verantwortlich sind (Creutzfeldt and Houchin, 1974). Durch die Faltung der calcarinen Fissur kommt es zu unterschiedlichen Polaritäten und Topografien in Abhängigkeit von der Lokalisation sowie der Exzentrizität, mit der ein visueller  Stimulus  im  Gesichtsfeld  eines  Probanden  dargeboten  wird.  Bei  der Präsentation eines visuellen Stimulus im oberen Hemifeld kommt es zu einer negativen Polarität der C1. Wird dagegen der Stimulus im unteren Hemifeld dargeboten, kommt es zu einer positiven Polarität der C1. Verlässt der dargebotene Stimulus mit steigender Exzentrizität  die  retinotope  Karte,  kommt  es  zur  Verminderung  der  C1  (Clark  and Hillyard,  1996).  So  scheint  es,  dass  es  sich  bei  den  in  den  verschiedenen  audio  – visuellen Experimenten,  wie  auch im vorliegenden Experiment 3,  gefundenen frühen Modulationen  über  visuellen  Gebieten  um  eine  Beeinflussung  erster  visueller sensorischer  Prozesse  durch  auditorische  Stimuli  handelt,  die  erst  durch  die Maximierung visuell evozierter Potentiale (VEPs) detektierbar sind. Kommt es hingegen, hervorgerufen  durch  eine  Präsentation  visueller  Stimuli  mit  hoher  Exzentrizität,  zu einer  Abschwächung initialer  VEPs,  so  sind damit  in  Zusammenhang stehende frühe multimodale Integrationsmechanismen nicht detektierbar (Talsma 2005). Mollholm et al.  (2002)  ermittelten  in  einem  Vortest  durch  die  Variation  der  Exzentrizität  die optimale  Position  der  visuellen  Stimuli,  um  die  VEP  –  Komponenten  C1  und  P1 probandenspezifisch  zu  maximieren.  Die  Autoren  argumentierten,  dass  durch Optimierung  der  Sensitivität  für  die  VEPs  eine  verbesserte Ermittlung multimodaler Komponenten in frühen Zeitbereichen (40 – 90ms) ermöglicht wird.
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EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGIm  folgenden  Abschnitt  soll  dargestellt  werden,  in  welcher  Art  und  Weise  das auditorische  System  Einfluss  auf  das  visuelle  System  nimmt  und  über  welche Verbindung diese  Einflussnahme stattfinden könnte.  Des  Weiteren  soll  mit  Hilfe  der Spannungsverteilungen an der Kortexoberfläche versucht werden, die möglichen Areale zu  identifizieren,  die  die  Generatoren für  die  beobachteten  frühen audio  –  visuellen Modulationen sind. Wie bereits dargestellt wurde, gibt es zwei mögliche Pfade, wie es zu einer  auditorischen  Modulation  des  visuellen  Systems  kommen  könnte.  So  ist  es möglich,  dass  direkte  Verbindungen  von  primär  auditorischen  oder  auditorisch assoziierten Arealen zu visuellen Arealen bestehen. Des Weiteren ist denkbar, dass es zu einem modulatorischen Einfluss auditorischer Gebiete auf das visuelle System über eine mehr  oder  weniger  indirekte  Verschaltung  auf  der  Grundlage  von  Feedback  – Verbindungen durch multisensorische Areale kommt. Für  eine  direkte Verbindung  sprechen  die  bereits  referierten  Ergebnisse  von Falchier  et  al  (2002)  und  Rockland  und  Ojima  (2003),  die  am  Affen  mit  Hilfe  von anterograden  und  retrograden  Tracern  Verbindungen  zwischen  dem  auditorischen Kortex und dem primären visuellen Cortex V1 (Falchier et al., 2002; Smiley 2009) sowie zwischen  auditorisch  assoziierten  Arealen  und  sekundären  und  primären  visuellen Arealen  (Rockland  and  Ojima,  2003)  detektieren  konnten.  Da  in  den  beschriebenen Fällen  nur  einige  hundert  Projektionen  zwischen  den  primär  sensorischen  Gebieten ermittelt  wurden,  könnte man davon ausgehen,  dass  der funktionelle  Einfluss  dieser Verbindungen sehr gering ist (Cappe, 2009). Beachten muss man wiederum, dass durch die  Injektionen  retrograder  Tracer  vermutlich  nur  ein  begrenzter  Teil  des  Kortex hinsichtlich seiner Projektionen untersucht wurde. Trotz allem konnten Falchier et al. (2002) feststellen, dass die ermittelten nicht-visuellen Projektionen, die den primären visuellen Kortex V1 erreichen, den gleichen Umfang besitzen wie die Projektionen des bewegungssensitiven Areal MT+/V5, das einen immensen Einfluss auf die Aktivität in V1 besitzt (Hupe et al., 1998). Zusätzlich zeigte sich, dass die heteromodalen Projektionen eine topografische Organisation aufweisen, die mit relativ kompakten Projektionszonen einhergehen  (Batardiere  et  al.,  1998).  So  konnte anhand  tierexperimenteller Untersuchungen  an  Katzen  nachgewiesen  werden,  dass  auditorische  Verbindungen, ausgehend von dem Areal PAF („post auditory field“), der retinotopen Organisation des primären visuellen Kortex ähneln, in den sie projizieren (Hall and Lomber, 2008). Dies 
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EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGkönnte neben einer Verringerung VEP ein weiterer Grund sein, warum die Exzentrizität einen Einfluss auf die Detektion früher multimodaler Interaktionenmuster hat. Als zweite Möglichkeit eines modulatorischen Einflusses auditorischer Gebiete auf das visuelle System wären  indirekte Verschaltungen denkbar.  So sind Feedforward – Projektionen möglich, bei denen der auditorische Input zu multisensorischen Gebieten (z.B. STS, IPS) geleitet, dort verarbeitet wird und dann mittels Feedback – Verbindungen auf  frühe  Stufen  innerhalb  der  visuellen  Verarbeitungskaskade  Einfluss  nimmt (McDonald et al.,  2003, 2005; Noesselt et al., 2007; Bonath et al., 2007). Calvert et al. (1999)  zeigten,  dass  es  bei  der  Darbietung  audio  –  visueller  Sprachstimuli  zu  einer Aktivierung früher visueller und auditorischer Areale kommt und argumentierten, dass die  Grundlage  dieser  Aktivierungen  Rückprojektionen  kombinierender multisensorischer  Arale  (STS)  zu  unisensorischen  Arealen  sind.  Welche  der  beiden erwähnten  Konnektionsmöglichkeiten  dem  ermittelten  Verhaltensinteraktionseffekt möglicherweise  zu  Grunde  liegen,  soll  mit  Hilfe  der  in  Experiment  2  ermittelten Ergebnisse der funktionellen Konnektivitätsanalyse sowie der BOLD – Analyse in der allgemeinen Diskussion im vierten Teil der vorliegenden Arbeit erörtert werden Um zu charakterisieren, in welchem Stadium der visuellen Verarbeitungskaskade es zu  einer  Modulation  durch  den  auditorischen  Stimulus  gekommen  ist,  werden  im Folgenden die VEP – Komponenten, die durch die visuellen Stimuli generiert wurden, mit  der  Komponente  verglichen,  die  als  Korrelat  des  Verhaltensinteraktionseffektes über parieto – okzipitalen Arealen beobachtet werden konnte. Bei  dem  Vergleich  zwischen  der  VEP  –  Komponente  C1,  die  als  erste  neuronale Antwort  auf  visuelle  Stimuli  gilt  (Jeffreys,  1971),  und  der  beschriebenen  frühen multimodalen Modulation über parieto – okzipitalen Arealen können Unterschiede im Onset  sowie  in  der  Topografie  festgestellt  werden.  Es  zeigte  sich,  dass  die  C1  – Komponente eine Latenz von 40 – 50ms und die ermittelte multimodale Komponente von  80  –  90ms  aufweist.  Des  Weiteren  deutet  die  Topografie  der  C1  auf  typische Generatoren in der calcarinen Fissur hin  (Jeffreys and Axford, 1972a, b), wogegen die multimodale Modulation eher dorsal über parieto - okzipitalen Arealen gefunden wurde. Es scheint, dass die beobachtete multimodale Komponente in ihrer Topografie eher der  VEP  –  Komponente  P1  ähnelt,  die  durch  die  visuellen  Stimuli  im  vorliegenden 
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EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGExperiment generiert wurde. Bei der Betrachtung des Onsets sowie der Latenzen kann man feststellen, dass beide Komponenten vergleichbar sind. Betrachtet man jedoch die Topografie,  können  Unterschiede  in  den  Spannungsverteilungen  der  beiden Komponenten detektiert werden. Die Modulation stellt sich mehr dorsal über parieto - okzipitalen  Elektroden  dar,  verglichen  zu  der  rein  visuellen  Stimulation.  Auf  der Grundlage der zeitlichen Verteilung sowie der beschriebenen Topografie der ermittelten multimodalen  Komponente  ist  es  wahrscheinlich,  dass  die  Modulation  einer  frühen Verarbeitungsstufe  innerhalb  des  visuellen  dorsalen  Pfades  die  Basis  für  die beobachtete multimodale Komponente darstellt. Zusammenfassend scheint der ermittelte Verhaltensinteraktionskontrast  mit  einer Modulation  früher  visueller  Komponenten  einherzugehen.  Bei  der  Betrachtung  der Differenzwellen der hohen (s. Abb. 16 – rote Linie, hoch salient mit Ton – hoch salient ohne Ton) und niedrigen (s.  Abb. 16 – blaue Linie,  niedrig  salient mit Ton – niedrig salient ohne Ton) salienten Bedingungen, die den Effekt des auditorischen Stimulus in den beiden visuellen Bedingungen darstellen, kann man erkennen, dass für die frühe Modulation über parieto – okzipitalen Gebieten eine signifikante verstärkte Amplitude im Zeitbereich von 80 – 90ms (Maximum bei 86ms) für den schwach salienten visuellen Stimulus  auftrat,  wenn  dieser  mit  einem  auditorischen  Stimulus  dargeboten  wurde. Innerhalb der hoch salienten Bedingung konnte kein signifikanter Unterschied ermittelt werden, wenn dieser mit einen auditorischen Stimulus präsentiert wurde.So scheint die ermittelte frühe audiovisuelle Modulation über parieto – okzipitalen Arealen  auf  eine  verstärkte  Aktivität  von  Generatoren  in  extrastriatären  Arealen hinzudeuten. Aufgrund der Topografie der multimodalen Komponente kommen einige Gebiete  als  potentielle  Generatoren in  Frage.  Der  Focus  der detektierten  Modulation über parieto – okzipitalen Arealen ist konsistent mit dem posterioren parietalen Kortex, der nur einige Millisekunden nach V1 durch visuelle Stimuli aktiviert wird (Schroeder et al.,  1998).  Es  zeigte  sich  eine  Beteiligung  von  posterior  parietalen  Arealen  bei  der Repräsentation von multisensorischen Bewegungsabläufen und Lokalisationsaufgaben (Salmi et al., 2007). Innerhalb von tierexperimentellen Untersuchungen konnte gezeigt werden,  dass  die  beschriebenen  Gebiete  Zellen  beinhalten,  die  auf  visuelle  und auditorische  Inputs  im  Zeitbereich  früher  Informationsverarbeitung  reagieren (Andersen et al., 1997). 
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EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGNeben posterioren parietalen – okzipitalen Gebieten ist  es des Weiteren möglich, dass  die  Generatoren  für  die  beobachtete  Modulation  innerhalb  des  Areal  MT/V5 lokalisiert werden könnten. Für eine sehr frühe Aktivierung sprechen Ergebnisse von intrakraniellen  Ableitungen  am  Affen,  die  darstellen,  dass  der  initiale  visuelle  Input MT+/V5 und V1 synchron erreicht und in manchen Fällen MT+/V5 vorzeitiger aktiviert ist als V1 (Schmolesky et al., 1998; Schroeder et al., 1998). Innerhalb von Humanstudien konnten diese  Ergebnisse  mit  Hilfe  der  EEG  repliziert  werden  (Ffytche  et  al.,  1995; Buchner  et  al.,  1997;  Laycock  et  al.,  2007).  Neben  diesen  zeitlich  dynamischen Eigenschaften sprechen auch Ergebnisse innerhalb multimodaler Paradigmen für eine Beteiligung  von  MT+/V5  an  dem  detektierten  multimodalen  Integrationseffekt (Macaluso  et  al.,  2004;  Scheef  et  al.,  2009;  Beauchamp  et  al.,  2005).  Eine  genaue Bestimmung  der  Generatoren des  detektierten  Verhaltensinteraktionseffektes  durch eine Quellenllokalisation ist nicht möglich, da bei der durchgeführten EEG – Ableitung nur 32 Elektroden verwendet wurden und so eine genaue Lokalisation der beteiligten Generatoren aufgrund der Distanz zwischen den Elektroden zu ungenau wäre.Im  vorigen  Absatz  wurde  aufgezeigt,  dass  der  auditorische  Stimulus  einen modulatorischen Einfluss auf  ein frühes Stadium der visuellen Verarbeitungskaskade hat,  was  sich  in  der  Modulation  früher  visueller  Komponenten  wiederspiegelt,  die vermutlich  innerhalb  extrastriärer  visueller  Areale  generiert  werden.  Im  folgenden Absatz soll die detektierte multimodale Komponente über zentralen Elektroden vor dem Hintergrund  der  funktionellen  Einflussnahme  auf  den  detektierten Verhaltensinteraktionseffekt sowie möglicher Generatoren diskutiert werden. Wie einleitend beschrieben, konnte die erste multimodale Modulation über zentralen Elektroden (FC2, CP2, C4) in einem Zeitfenster von 50 – 70ms beobachtet werden. Bei dem Vergleich der multimodalen Komponente und den unimodal evozierten Potentialen ist offensichtlich, dass die multimodale Komponente aufgrund der Spannungsverteilung auf  der  Kortexoberfläche  sowie  der  Latenz  mit  der  auditorisch  evozierten Potentialkomponente  (AEP -  Komponente)  P50 vergleichbar ist,  die  in  der unimodal auditorischen  Präsentation  im  Zeitbereich  von  40  –  75ms  auftrat.  Neben  der Nomenklatur  P50  wird  in  den  meisten  Fällen  auch  die  Terminologie  P1  oder  Pb  – Komplex verwendet (Yvert et al., 2001). Um die Generatoren der auditorischen P50 zu ermitteln, wurden verschiedene Methoden eingesetzt. So konnte anhand von MEG, EEG 
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EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGsowie intrakranieller EEG – Ableitungen über mehrere Studien hinweg der Geneseort innerhalb des Gyrus temporalis superior bzw. HG, dem primären auditorischen Kortex, lokalisiert werden (Godey et al., 2001; Edgar et al., 2003; Thoma et al., 2003). Funktionell folgt die P50, oder auch M50 für die MEG, auditorischen Stimulationen und wird in den Bereich der mittleren akustisch evozierten Potentiale eingeordnet. Die P50 ist eine positive Komponente die zwischen 35 und 85ms nach einer auditorischen Stimulation beobachtet werden kann und die präattentiv modulierbar ist (Boutros et al., 1999).  Kommt  es  zu  einer  mehrfachen  Darbietung  eines  identischen  auditorischen Stimulus,  kann  ein  Amplitudeneffekt  der  P50  beobachtet  werden,  der  einen automatischen  präattentiven  inhibitorischen  Effekt  widerspiegelt,  der  wiederum  die Eigenschaft des Gehirns widerzuspiegeln vermag, irrelevante sensorische Informationen „auszuschließen“.  Diese  Eigenschaft  kann  in  einem  sog.  „paired  click  paradigm“ (Freedman et  al.,  1987;  Patterson et  al.,  2000;  Bramon et  al.,  2004) veranschaulicht werden,  bei  dem es  zu  einer  schnell hintereinander  folgenden Darbietung von zwei identischen auditorischen Stimuli kommt (S1 und S2). Die inhibitorische Fähigkeit des Gehirns wird mit dem Verhältnis (S2/S1) oder mit der Berechnung der Differenz (S1 – S2) der Amplituden der P50 –  Komponenten beider auditorischer Stimuli quantifiziert (Smith et al., 1994), wobei geringere Verhältnisse oder größere Differenzen eine bessere inhibitorische  Fähigkeit  repräsentiert,  irrelevante  sensorische  Informationen „auszuschließen“.  Ein  Prozess,  der  als  „sensory  gating“  oder  auch  als  sensorische Filterung  bezeichnet  wird  (Freedman,  1990;  Freedman  et  al.,  1991) und  neben  der erwähnten  inhibitorischen  Fähigkeit,  irrelevante  sensorischen  Informationen „auszuschließen“ (engl. gating out), auch die Fähigkeit des Gehirns beschreibt, auf einen neuartigen  Stimulus  oder  auf  eine  Änderung  innerhalb  einer  Stimulusabfolge  zu reagieren, d.h. die Sensitivität für eintreffende sensorische Informationen zu modulieren (engl.  gating  in)  (Braff  and  Geyer,  1990).  So  konnte festgestellt  werden,  dass  es  bei Probanden ohne neuropsychologische und psychiatrische Defizite bei der Durchführung des beschriebenden „paired click paradigm“ zu einer Verringerung der P50 – Amplitude des zweiten auditorischen Stimulus kommt, was mit einem inhibitorischen Ausschluss redundanter Information gleichzusetzen ist (Wan et al., 2008; Lijffijt et al., 2009). Diese inhibitorischen  Filtermechanismen,  die  die  Integrität  höherer  kognitiver  Funktionen sicherstellt  (Freedman et al., 1991; Jerger et al., 1992; Boutros et al., 2004; Wan et al., 2008), konnten  in  Patientengruppen  mit  neuropsychologischen  und  psychiatrischen 
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EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGDefiziten  wie  Alzheimer  Demenz  (Thomas  et  al.,  2010),  antisoziale Persönlichkeitsstörung  (Lijffijt  et  al.,  2009),  Panikstörung  (Ghisolfi  et  al.,  2006) und Schizophrenie (Adler et al., 1998; Patterson et al., 2000; Bramon et al., 2004; Adler et al., 2005;  de Wilde et al.,  2007) nur vermindert  oder gar nicht festgestellt  werden. Dies scheint  ein  Erklärungsansatz  zu  sein,  weshalb  es  in  den  genannten neuropsychologischen und psychiatrischen Krankheitsbildern zu einer  Verminderung kognitiver  Funktionen  durch  eine  Überflutung  von  redundanten  sensorischen Informationen kommt (Korzyukov et al., 2007; Lijffijt et al., 2009). Physiologische  Theorien,  die  versuchen,  den  Mechanismus  für  die  beschriebenen Prozesse  zu  ermitteln,  schwanken  zwischen  einem  aktiven  inhibitorischen  – exzitatorischen und einem passiven Habituation – Dishabituation Mechanismus. Bei  dem  aktiven  inhibitorischen  –  exzitatorischen  Mechanismus  („active  gating“) wird davon ausgegangen, dass durch den initialen Stimulus eine lokale inhibitorische Aktivität  generiert  wird,  die  die  neuronale  Antwort  auf  einen  zweiten  identischen Stimulus  reduziert.  Diese  inhibitorische  Aktivität  wird  vermutlich  in  den Pyramidalzellen der CA3 – Region des Hippocampus generiert, die als Vergleichseinheit („comparator“) für nachfolgende Stimulationen fungiert und für den Fall des „sensory gating“ als Geneseort der P50 - Komponente gilt (Adler et al., 1998). Aber auch frontale Regionen scheinen als Ausgangspunkt einer P50 – Suppression möglich (Weisser et al., 2001; Korzyukov et al.,  2007). Nachgeschaltete identische Stimulationen werden vom System verarbeitet und produzieren aufgrund der erwähnten inhibitorischen Neurone, die noch aktiv sind, eine verminderte neuronale Antwort, die sich in einer verminderten P50  –  Komponente  widerspiegelt  (Miller  and  Freedman,  1995).  Kommt  es  zur Präsentation eines Stimulus, der neue Informationen übermittelt bzw. sich abweichend vom initialen Stimulus darstellt,  hat dies innerhalb der „active gating“ – Theorie eine Inhibierung der Vergleichseinheit (der  inhibitorischen Neuronen) zur Folge, was eine adäquate neuronale Aktivität (P50 - Komponente) auf einen devianten Stimulus nach sich zieht (Boutros and Belger, 1998). Die erwähnte passive Habituation – Dishabituation Theorie („passive gating“) geht davon  aus,  dass  die  verminderte  Aktivität  der  P50  –  Komponente  eines  identisch nachfolgenden Stimulus auf der Entstehung von refraktären Zeitfenstern, die sich einem initialen Stimulus anschließen, basiert (Volkov and Galazyuk, 1992). 
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EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGAbgesehen von der Art und Weise der Beeinflussung der P50 – Komponente wird davon ausgegangen, dass es sich bei dem Mechanismus des „sensory gating“ um einen mehrstufigen Verarbeitungsprozess handelt (Smith et al., 1994).Neben der Reduzierung der P50 – Amplitude in rein auditorischen Paradigmen, bei gesunden  Probanden  als  ein  Zeichen  für  automatische  Prozesse,  irrelevante Informationen  zu  filtern,  konnte  der  gleiche  Effekt  auch  bei  der  Darbietung multimodaler  Stimuluskombinationen  beobachtet  werden  (Perlstein  et  al.,  2001; Yamashita et al.,  2005;  Weiland et al.,  2008). Meehan et al.  (2009) konnten in einem visuellen  –  somatosensorischen  Paradigma  unter  bestimmten  Bedingungen Modulationen früher somatosensorischer EKP – Komponenten feststellen, was als ein Hinweis  auf  einen  sensorischen  „gating“  –  Prozess  gedeutet  wurde.  So  stellen  die Autoren  fest,  dass  es  bei  einer  räumlich  kongruenten  Darbietung  visueller  und somatosensorischer Reize zu einer Reduzierung der sensorischen P27 – Komponente kommt, was als Verarbeitung redundanter Informationen interpretiert wurde. Lebib et al. (2003) konnten zeigen, dass es bei der Präsentation audiovisueller Sprachstimuli zu einer Reduktion der P50 – Komponente kommt, wenn redundante Informationen in der auditorischen sowie in der visuellen Modalität dargeboten wurden. Oranje et al. (2006) präsentierten entweder einen initialen auditorischen oder visuellen Stimuli, gefolgt von einem  weiteren  auditorischen  Stimulus  und  konnten  in  der  unimodal  auditorischen sowie der multimodalen Stimuluskombination eine Reduktion der P50 – Komponente feststellen. Zusammenfassend  kann  gesagt  festgestellt  werden,  dass  der  Prozess  der sensorischen Filterung (engl. „sensory gating“) die Fähigkeit des auditorischen Systems darstellt,  entweder  redundante  Informationen  durch  Inhibition  bzw.  Habituation  zu filtern  (engl.  „gating  out“)  oder  auf  neuartige  bzw.  nicht  redundante  Informationen durch Exzitation bzw. Dishabituation vermehrt  zu reagieren (engl.  „gating in“)  (Braff and Geyer, 1990), und dass dieser Prozess sich nicht nur auf die auditorische Modalität beschränkt,  sondern  auch  anhand  von  multisensorischen  Paradigmen  zwischen auditorischen Stimuli und Stimuli anderer Modalitäten nachgewiesen werden konnte. Zudem  kann die  P50  –  Komponente  auch durch  Aufmerksamkeit  moduliert  werden (Smith et al.,  1994).  Da in dem beschriebenen Experiment der auditorische Stimulus 
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EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGjedoch aufgabenirrelevant war, scheint eine Interpretation der ermittelten Ergebnisse durch auditorische Aufmerksamkeitswechsel nicht angemessen. Bezogen  auf  die  Ergebnisse  des  durchgeführten  EEG  –  Experimentes  kann vermutlich  davon ausgegangen werden,  dass  die  detektierte  P50  –  Modulation  über zentralen  Elektroden  einer  sensorischen  Filterung  der  dargebotenen  multimodalen Reizkombinationen  gleichkommt.  Bei  der  Betrachtung  der  P50  –  Komponenten  der Einzelbedingungen visuell hoch salienter Stimuli ohne bzw. mit Ton und visuell niedrig salienter  Stimuli  ohne  bzw.  mit  Ton  konnte  eine  signifikant  verstärkte  P50  – Komponente  für  die  multimodale  Darbietung  innerhalb  der  niedrig  salienten Stimulusbedingung, verglichen mit der audiovisuellen Präsentation innerhalb der hoch salienten Bedingung festgestellt werden. Damit ist die erwähnte Modulation der P50 – Komponente  auf  die  Salienz  des  visuellen  Stimulus  zurückzuführen,  d.h.,  dass  es  im auditorischen  System  zu  einer  Verarbeitung  von  visuellen  Stimulusmerkmalen innerhalb  auditorischer  Verarbeitungsprozesse  zu  kommen scheint.  Damit  könnte  es sich bei dem beobachteten Mechanismus um die Fähigkeit des Nervensystems handeln, die  Sensitivität  für  eingehende  Reize  zu  modulieren  und  somit  auch  die  neuronale Reaktion auf diese (Braff and Geyer, 1990). Nach der Definition des „sensory gating“ (Freedmann et al., 1991; Braff and Geyer 1990;  Boutros  and  Belger,  1999),  die  bei  einer  Präsentation  von  redundanten Stimuluseigenschaften bzw. Objekteigenschaften von einer Reduktion der neuronalen Aktivität, die sich in einer Verminderung der P50 – Amplitude widerspiegelt, ausgeht, kann man bei  dem Vergleich der P50 – Amplituden der multimodalen Darbietungen innerhalb der schwach und stark salienten Bedingungen davon ausgehen, dass es sich bei  der  Darbietung  der  stark  salienten  visuellen  Bedingung  mit  Ton  um  eine Präsentation  von  redundanten  Objekteigenschaften  handelt.  Kommt  es  dagegen  zur multimodalen Darbietung innerhalb  der  schwach salienten Bedingung,  so  scheint  es, dass nicht redundante Informationen verarbeitet werden, was sich in einer signifikant erhöhten Amplitude der P50 – Komponente wiederspiegelt. Ähnliche  Ergebnisse  berichteten  von  Talsma  et  al.  (2007),  die  ihren  Probanden visuelle,  auditorische  oder  audiovisuelle  Stimuli  darboten  und  aufforderten,  ihre Aufmerksamkeit  entweder  auf  die  unimodalen  oder  multimodalen  Stimuli  bzw. Objekteigenschaften zu lenken. Die Ergebnisse wiesen für den Fall, dass die Probanden 
118
EXPERIMENT 3                                                                                                    AUDIOVISUELLE WAHRNEHMUNGSSTEIGERUNGbeide  Modalitäten  des  audiovisuellen  Objektes  attentuierten,  eine  signifikante  P50  – Modulation,  verglichen  mit  der  Aufmerksamkeitsverlagerung  auf  die  einzelnen dargebotenen Modalitäten, auf. Für die Autoren scheint dieses Ergebnis eine Reflexion automatischer präattentiver Mechanismen zu sein, irrelevante Informationen innerhalb des dargebotenen multimodalen Objektes zu filtern.Anhand  der  vorliegenden  Studie  konnte  gezeigt  werden,  dass  es  sich  bei  der Modulation des visuellen Detektionsverhalten durch einen auditorischen Stimulus um einen frühen mehrstufigen Mechanismus handelt, der, beginnend mit einer Modulation über zentralen Elektroden, weiter über kontralateralen parieto - okzipitalen Elektroden beobachtet werden konnte.  Aufgrund der zeitlich dynamischen Ergebnisse scheint es sich bei diesem Prozess um eine sensorische Einflussnahme von auditorischen Arealen auf extrastriatäre Gebiete zu handeln,  in denen es zu der erwähnten Modulation der visuellen Detektionssensitivität kommt. Des Weiteren konnte bei der Auswertung der den Verhaltenseffekt beschreibenden Differenzwelle gezeigt werden, dass es über den erwähnten Elektroden  zu einer selektiven signifikanten Erhöhung der Amplitude für die schwach saliente visuelle Bedingung kam, wenn diese mit einem auditorischen Stimulus synchron dargeboten wurde.  Innerhalb  der  visuell  stark salienten Bedingung konnte keine  Zunahme  der  EKP  –  Amplitude  beobachtet  werden.  Damit  konnte  in  der vorliegenden Studie erstmals gezeigt werden, dass die Salienz eines visuellen Stimulus vermutlich  Filtermechanismen  in  auditorischen  Arealen  moduliert,  die  in  einem nachgeschalteten Verarbeitungsprozess die visuelle Detektionssensitivität beeinflussen.
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4 ALLGEMEINE DISKUSSION Diese  Arbeit  untersuchte  die  behavioralen  und  neuronalen  Effekte  auditorischer Stimulation  auf  visuelle  Verarbeitungsleistung  als  Beispiel  für  multisensorische Sensitivitätssteigerung. Optimale Perzeption ist davon abhängig, wie man Informationen verschiedener Modalitäten aus der Umwelt  kombiniert.  Bei  dem Versuch,  eine Beute innerhalb  eines  unübersichtlichen  Geländes  zu  lokalisieren,  bedient  sich  ein  Jäger mehrerer Sinneskanäle. So kann er entfernt die Bewegungen der Beute hören und sieht im gleichen Moment, wie sich einige Grashalme bewegen. Nun kann es sein, dass die Bewegung der Grashalme durch einen Windzug entstanden ist oder dass die Beute diese verursacht hat. Durch Erfahrung ist es dem Jäger möglich, die visuellen Informationen zu differenzieren und ihm so zu helfen, seine Beute mit höherer Wahrscheinlichkeit zu lokalisieren  bzw.  zu  detektieren.  Man  kann  anhand  des  Beispiels  sehen,  dass  das Kombinieren  verschiedener  Sinnesmodalitäten  das  Überleben  sichern  kann  und  es erscheint logisch, dass die evolutionäre Entwicklung ein optimales neuronales Netzwerk zur Integration geschaffen hat, das perzeptuelle Ungenauigkeit reduzieren (e.g., Cappe et al.,  2009; Romei et al.,  2009; Ross et al.,  2007; Stein et al.,  1996; Sumby and Pollack, 1954) und Reizdetektion bzw. Lokalisation verbessern kann (Stein and Meredith, 1993). Es  stellte  sich  die  Frage,  in  welcher  Phase  paralleler  vermutlich  unimodaler Verarbeitung es zu einer Interaktion zwischen den verschiedenen Modalitäten kommt, um eine  gesteigerte  Verhaltensantwort  zu generieren.  Es  ist  möglich,  dass  es  in  der Phase der sensorischen Verarbeitung, der Entscheidungsfindung oder der motorischen Ausführung  zu  integrativen  Prozessen  kommen  kann.  Für  alle  drei  Phasen  konnten mittels  psychophysischer  Experimente  Hinweise  erbracht  werden  (Miller,  1982; Schmidt et al., 1984; Fournier and Eriksen, 1990; Hughes et al., 1994; McDonald et al., 2000; Frassinetti et al., 2002; Odgaard et al., 2004; Bolognini et al., 2005). Aussagen über den  Aufbau  eines  Integrationsnetzwerkes  multimodalen  Detektionsverhaltens  und dessen Informationsfluss bzw. Verarbeitungsstufen sowie die Umstände, unter welchen es zu einer optimalen Integration kommt,  konnten bis  zum heutigen Zeitpunkt nicht umfassend  entwickelt  werden.  Daher  untersuchte  die  vorliegende  Arbeit  die grundlegenden  Mechanismen  audiovisueller  Detektion  in  Abhängigkeit  von  der visuellen Stimulussalienz.
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DISKUSSION                                                                                                          AUDIOVISUELLE  WAHRNEHMUNGSSTEIGERUNGDie Frage nach der Phase der Verarbeitung, in der es zu integrativen Prozessen vor dem  Hintergrund  des  verwendeten  Paradigma  gekommen  ist,  konnte  mit  Hilfe  der Signalentdeckungstheorie  beantwortet  werden,  die  zwischen  der  Reaktionsneigung einer Person und der sensorisch bedingten Detektionssensitivität differenziert. Es zeigte sich, dass durch einen zusätzlichen auditorischen Stimulus nicht das Antwortkriterium eines Beobachters verändert wird, sondern dass sich die Sensitivität bei der Detektion eines visuellen Zielreizes verbessert (Bolognini et al., 2005). Dabei fand diese Steigerung nur  bei  niedrig  salienten  visuellen  Zielreizen  statt.  Als  neuronale  Grundlage  dieser Sensitivitätssteigerung  konnte  mittels  fMRT  ein  kortikales  Netzwerk  aus  Präfrontal-, Temporal-, Parietal- und Okzipitalkortex sowie der Insula identifiziert werden. Es zeigte sich,  dass neben klassischen  multimodalen Konvergenzzonen (STS;  IPS;  PFC) (Driver and  Nösselt,  2008)  auch modalitätsassoziierte  Gebiete  (FG,  PT,  HG,  MT+/V5) identifiziert werden konnten. Die ermittelten Ergebnisse könnten dafür sprechen, dass das auf neuronaler Ebene detektierte  Prinzip  der  „inversen  Effektivität“  (Stein  and  Meredith,  1993)  auf Verhaltens-  sowie  neuronaler  Ebene  Anwendung  findet  (Stevenson  et  al.,  2009; Ghazanfar et al., 2008; Kayser et al., 2010). Da aber, wie im Text beschrieben, nur zwei Datenpunkte (niedrig bzw. hoch salient) erhoben wurden, lassen sich keine konkreten Aussagen über den Verlauf  der multimodalen Interaktion bei  größerer  Variation der Stimulussalienz  treffen  und  damit  auch  nicht,  ob  der  beobachtete Verhaltensinteraktionseffekt dem Prinzip der „inversen Effektivität“ folgt.  Trotz allem deuten  die  Verhaltensdaten,  die  BOLD  –  Analysen  und  die  elektrophysiologischen Ergebnisse  darauf  hin,  dass  die  visuelle  Stimulussalienz  einen  Einfluss  auf  den beobachteten multimodalen Integrationseffekt hat, der mit dem Prinzip der „inversen Effektivität“  vereinbar ist.  Des Weiteren erscheint es  unplausibel,  dass der ermittelte Effekt,  dass  bei  einem  hoch  salienten  visuellen  Stimulus  kein  Performanzgewinn beobachtet werden kann, wenn dieser mit einem irrelevanten auditorischen Stimulus dargeboten  wird,  auf  sog.  Deckeneffekten  beruht  (Holmes,  2009a,  b).  Deckeneffekte resultieren  daraus,  dass  neuronale  und  behaviorale  Maße  natürlichen  Grenzen unterliegen, so können Neuronen keine negative Anzahl von Entladungen aufweisen und nicht mehr als eine gewisse Frequenz feuern (Perrault et al. 2005). Des Weiteren ist es Menschen auch nicht möglich, geringere Reaktionszeiten als ca. 150ms zu generieren (Gondan  et  al.,  2005).  Auf  der  Verhaltensebene  innerhalb  der  3  vorliegenden 
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DISKUSSION                                                                                                          AUDIOVISUELLE  WAHRNEHMUNGSSTEIGERUNGExperimente  wurden  die  hoch  salienten  visuellen  Stimuli  innerhalb  der  initialen Schwellenwertmessung so gewählt (85 -95%), dass genug Raum für einen auditorisch induzierten Performanzanstieg gewesen wäre (s. Tab. 7).
Tab.7: Antwort- und Intensitätsverteilung für die hoch salienten visuellen Stimuli. Abgetragen sind in der zweiten Zeile die prozentualen Anteile richtiger Antworten für alle drei Experimente sowie die dazugehörigen Standardabweichungen für die Bedingung “hoch salient ohne Ton“.  Es zeigt  sich,  dass keine Sättigung der Verhaltensperformanz (100%) erreicht wurde. Der gemittelte auditorisch induzierte Performanzanstieg  in  der  niedrig  salienten  Bedingung  betrug  10,26%.  In  der  dritten  Zeile  sind  die gemittelten verwendeten Intensitätsstufen abgetragen, die in der hoch salienten Bedingung verwendet wurden. 
Reiz Experiment1 Experiment2 Experiment3prozentualer Anteil richtiger Antworten für hoch salient ohne Ton 88,15%(3,35) 90,66%(4,12) 91,24%(3,39)gemittelte verwendete Intensitätsstufe 9,85 cd/m²(1,55) 10,23 cd/m²(1,20) 9,35 cd/m²(2,01)
Auch die Ergebnisse der BOLD – Analysen sprechen gegen Deckeneffekte als Grund für den ermittelten Verhaltensinteraktionseffekt, da mit Ausnahme des Gyrus fusiformis und dem LGN die BOLD – Antworten in den modulierten Regionen typischerweise für den  niedrig  salienten  Zielreiz  mit  Ton  höher  waren  als  für  jede  der  hoch  salienten Bedingungen (s. Abb. 7). Des Weiteren wiesen die verwendeten hoch salienten visuellen Stimuli  in  den Experimenten moderate  Intensitäten auf  und wurden nur  für  16,6ms dargeboten.  Andere  Arbeiten  zeigen,  dass  visuelle  BOLD  –  Signale  erst  bei  deutlich höheren Intensitäten als den hier verwendeten, saturieren (Buracas et al., 2005; Buracas and  Boynton,  2007).  Diese  Umstände  sprechen  gegen  eine  Erklärung  des Verhaltensinteraktionseffektes durch Deckeneffekte auf neuronaler sowie behavioraler Ebene. Zusätzlich  zu  den  kortikalen  Aktivierungen  konnten  auch  Modulationen  in modalitätsspezifischen Thalamuskernen (LGN und  MGN)  identifiziert  werden,  die  im Kontext  des  ermittelten  Verhaltensinteraktionseffektes  eine  verstärkte  funktionelle Konnektivität  mit  ihren  modalitätsspezifischen  Kortizes  sowie  gemeinsam  mit  dem multisensorischen STS aufwiesen.  Damit  wurde erstmals  nachgewiesen,  dass visuelle und  auditorische  Thalamuskerne  an  multisensorischen  Integrationeffekten  beteiligt 
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DISKUSSION                                                                                                          AUDIOVISUELLE  WAHRNEHMUNGSSTEIGERUNGsind, was die Theorie erweitert, dass neben multisensorischen Konvergenzzonen auch modalitätsspezifische  Areale  bei  der  Verarbeitung  multisensorischer  Informationen involviert sind (Macaluso et al., 2000b; McDonald et al., 2000; Calvert, 2001; Macaluso and Driver, 2005; Kayser et al., 2007; Driver and Noesselt, 2008; Fuhrmann Alpert et al., 2008).  Um  einen  genaueren  Bezug  zwischen  dem  ermittelten Verhaltensinteraktionseffekt und den fMRT – Ergebnissen zu untersuchen, wurden jene Areale  ermittelt,  die  einen  probandenspezifischen  Verhaltenszuwachs  im Zusammenhang  mit  dem  neuronalen  Interaktionseffekt  zeigten.  Innerhalb  der  im Vorfeld identifizierten unisensorischen und multisensorischen Areale waren daran der STS sowie kontralaterale auditorische und visuelle Gebiete beteiligt. Damit scheint der STS,  der  innerhalb  der  fMRT  –  BOLD  –  Analyse,  der  probandenspezifischen Verhaltenskorrelation und in der funktionellen Konnektivitätsanalyse ermittelt wurde, eine  tragende  Rolle  bei  der  Verarbeitung  des  detektierten Verhaltensinteraktionseffektes zu spielen. Um eine Aussage über die zeitliche Dynamik dieser Areale zu treffen, wurde das Paradigma mit der EEG untersucht. Es stellte sich heraus, dass es zu einer Modulation von auditorisch (AEP) und visuell (VEP) evozierten Potentialen kam. Die Modulation der AEP – Komponente P50, die bei der Darbietung des schwach salienten Zielreizes mit dem auditorischen Stimulus ermittelt werden konnte, scheint aufgrund von kongruenten multimodalen Objekteigenschaften generiert worden zu sein  (Freedmann et  al.,  1991;  Braff  and  Geyer,  1990;  Boutros  and  Belger,  1999). Damit kommt es vermutlich zur Anwendung sensorischer Filtermechanismen aufgrund von visuellen Stimuluseigenschaften innerhalb des auditorischen Systems,  verursacht von redundanten Stimulus- bzw. Objekteigenschaften, die wiederum einen Einfluss auf ein frühes  Stadium der visuellen Verarbeitungskaskade haben.  Dieser  Einfluss zeigte sich  mit  der  Modulation  früher  Komponenten  (86ms)  über  parieto  –  okzipitalen Gebieten, die möglicherweise innerhalb MT+/V5 und/oder dem STS generiert wurden. Betrachtet  man die  EEG –  Ergebnisse  aus  Experiment  2 im Zusammenhang mit  den Ergebnissen  der  BOLD  –  Analysen  aus  Experiment  3,  kommt  es  vermutlich  zu Integrationsprozessen  innerhalb  der  ermittelten  modalitätsassoziierten  thalamischen Kerngebiete.  Dafür  sprechen  auch  die  Ergebnisse  der  funktionellen Konnektivitätsanalysen aus Experiment 2,  die  verstärkte Verbindungen von LGN und MGN  mit  dem  STS  und  MT+/V5  detektieren  konnten.  Für  den  MGN  konnten  in anatomischen  und  elektrophysiologischen  Untersuchungen  Subregionen  ermittelt 
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DISKUSSION                                                                                                          AUDIOVISUELLE  WAHRNEHMUNGSSTEIGERUNGwerden, die in Verbindung mit visuell assoziierten Arealen stehen  (Linke et al.,  2000) und auf visuelle Stimulation reagieren (Wepsic, 1966; Benedek et al., 1997; Komura et al.,  2005) und  damit  möglicherweise  die  Grundlage  für  den  Einfluss  der  visuellen Stimuluseigenschaften  auf  die  beschriebenen  Filtermechanismen  innerhalb  des auditorischen Systems bilden. Für  den  LGN  werden  keine  direkten  Verbindungen  mit  auditorisch  assoziierten Arealen oder dem STS berichtet. Eine Reihe von Studien konnten jedoch zeigen, dass der LGN direkte Verbindungen zu extrastriatären Gebieten wie MT+/V5 aufweist (Yukie and Iwai,  1981;  Ungerleider  et  al.,  1984;  Sincich  et  al.,  2004).  Damit  scheint  in  die beobachtete Modulation des LGN, als ein Korrelat des Verhaltensinteraktionseffektes, und dessen funktionelle Konnektivität mit dem STS das Areal MT+/V5 involviert zu sein, das Verbindungen mit dem posterioren STS aufweist (Ungerleider and Desimone, 1986; Falchier  et  al.,  2002;  Ghazanfar  et  al.,  2005;  Kayser  et  al.,  2009,).  Die  erwähnte Modulation des LGN mittels Feedback – Prozess durch das multimodal beeinflussbare MT+/V5 und dem resultierenden modulatorischen Einfluss des LGN auf höhere visuelle Verarbeitungsstufen  wie  den,  innerhalb  der  BOLD  –  Analyse  detektierten,  Gyrus Fusiformis  (FG)  scheint  damit  plausibel.  Dass  der  FG  eine  zentrale  Rolle  bei  dem ermittelten  Verhaltensinteraktionseffekt  spielt,  zeigt  auch  die  durchgeführte Korrelationsanalyse,  in  der  er  einen  leistungsbezogenen  Zusammenhang  mit  dem audiovisuellen Verhaltensinteraktionseffekt und seiner BOLD – Aktivität zeigte aufweist. Des Weiteren wird der FG mit der Verarbeitung von aufgabenbezogenen Zielreizen in Verbindung gebracht (Fize et al., 2000), was die vermehrte Aktivität innerhalb des FG im Zusammenhang mit der verbesserten Detektionsleistung erklären kann.Zusammenfassend  konnte  in  der  vorliegenden  Arbeit  ein  thalamo  –  kortikales Netzwerk ermittelt  werden,  das auf  der Basis  multisensorischer Integration zu einer Steigerung perzeptueller Sensitivität führt. Damit konnte erstmals am Menschen gezeigt werden, dass der multisensorische Einfluss auf modalitätsspezifische Areale auch auf visuelle  und  auditorische  Thalamuskerne  erweitert  werden  kann  und  dass  dieser Einfluss sich in der psychophysiologischen Performanz wiederspiegelt.
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5 ANHANG
Abb.17:  probandenspezifische  Lokalisierungen  LGN  und  MGN: abgetragen sind die spezifischen Lokalisierungen von LGN und MGN für die einzelnen Probanden, die für die durchgeführte ROI – Analyse verwendete wurden.
125
ANHANG                                                                                                          AUDIOVISUELLE 
WAHRNEHMUNGSSTEIGERUNG
Abb.18: Korrelationsanalysen ohne behavioralen Ausreißer: abgetragen ist der Verhaltenszugewinn  auf  der  Y  –  Achse  und  die  BOLD  –  Antworten  analog  zum gefundenen  Interaktionskontrast  in  den  ermittelten  Arealen,  ohne  behavioralen Ausreißer (a-c). 
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Abgetragen sind die lokalen Maxima der jeweiligen Kontraste des Lokalisierungsdurchgangs aus Exp. 2. (a) visuelle  vs.  auditorische  Stimulation  mit  einem  Grenzwert  von  p<0,01;  k>40  bzw.  k>5  für  LGN.  (b) auditorische  vs.  visuelle  Stimulation  mit  einem  Grenzwert  von  p<0,01;  k>40  bzw.  k>5  für  MGN  (c) Überlagerungen visueller und auditorischer Stimulation kontrastiert gegen keine Stimulation (Baseline), mit einen Grenzwert p<0,01; k>40.  
Tab.8 a: visuelle Modulationen des Lokalisierungsdurchgangs MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Okzipitale Gebieteli. Gyrus okzipitalis inferior 9,44 0,001 3042 -48 -64 -18li. Gyrus fusiformis 6,39 0,001 -38 -72 14li. Gyrus okzipitalis medialis (MT+/V5) 4,52 0,001 -38 -74 14
Parietale Gebiete re. Lobus parietalis superior 6,10 0,001 1512  48 -40  50li. Lobus parietalis superior 4,57 0,001  718 -56 -52  40
Frontale Gebieteli. Gyrus orbitalis medialis 6,02 0,001  130 -50  50  -6li. Gyrus frontalis medialis 4,75 0,001  226 -44  8  44ri. Gyrus frontalis medialis 4,11 0,001  804  52  8  46
Subkortikale Gebieteli. Nucleus geniculatum laterale 3,95  0,01  13 -20 -28 -10
Tab.8 b: auditorische Modulationen des Lokalisierungsdurchgangs MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Temporale Gebietere. anteriorer Inselkortex 13,26 0,001 1099  56  -8 12re. Gyri temporalis transversi (Hechl) 10,15 0,001  50 -30 -6li. Gyrus temporalis superior 9,46 0,001  961 -60 -32  8le. Gyri temporalis transversi (Hechl) 8,92 0,001 -44 -26  4
Subkortikale Gebieteli. Nucleus geniculatum mediale 4,74 0,001  18 -12 -26 -14re. Nucleus geniculatum mediale 3,41  0,01  14 16 -26 -14
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Temporale Gebieteli. posterior Sulcus temporalis superior 4,06 0,001 408 -64 -40  4re. medialer Sulcus temporalis superior 3,57  0,01 381  70 -30 -8re. posterior Sulcus temporalis superior 3,49  0,01  66 -42  0
Frontale Gebiete re. Gyrus frontalis medialis 4,33 0,001 631 46 20 26re. Gyrus frontalis inferior 2,89  0,01  53 54 44 -14li. Gyrus frontalis inferior 2,73  0,01  41 -44 48 -14
Parietale Gebietere. Gyrus angularis 3,21  0,01 181  66 -44  34li. Gyrus angularis 2,84  0,01  73 -52 -56  32
Tab.9: Haupteffekte Experiment 2
Abgetragen sind die lokalen Maxima der Haupteffekte aus Experiment 2. (a) visuelle Haupteffekte (hoch vs. niedrig salient) mit einem Grenzwert von p<0,01; k>40 bzw. k>5 für LGN. (b) auditorische Haupteffekte (auditorische vs. nicht auditorische Bedingungen) mit einem Grenzwert von p<0,01; k>40 bzw. k>10 für MGN. 
Tab.9 a: visuelle Haupteffekte MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Okzipitale Gebieteli. Gyrus fusiformis 3,55 0,01 83 -34 -72 -20ri. Gyrus fusiformis 3,45 0,01 97  22 -94 -14li. Gyrus lingualis 3,39 0,01 25 -34 -84 -20li. Gyrus okzipitalis medialis 3,36 0,01 53 -36 -82  36li. Sulcus calcarinus (V1) 2,74 0,01 78 -20 -82  6
Parietale Gebiete li. Sulcus intraparietalis 2,82  0,01  48 -54 -72 22
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Temporale Gebieteli. medialer temporal Pol 3,91 0,01 27 -38 14 -30re. medialer temporal Pol 3,68 0,01 39  34 10 -32
Frontale Gebieteli. anteriorer Gyrus cinguli 4,96  0,001 387 -2 -48 34
Subkortikale Gebieteli. Nucleus geniculatum laterale 2,45  0,05 8 -18 -28 -14
Tab.9 b: auditorische Haupteffekte MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Temporale Gebieteli.Gyrus temporalis superior 9,81 0,001 1964 -46 -18 -10li, Gyri temporalis transversi (Hechl) 4,76 0,001 -40 -26  4re. Gyrus temporalis superior 7,60 0,001 2459  48 -14 -14re. Gyri temporalis transversi (Hechl) 4,81 0,001  48 -22  0
Frontale Gebieteli. Gyrus frontalis medialis 4,03 0,001  154 -42 24 38
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Subkortikale Gebieteli.Nucleus geniculatum mediale 2,30  0,05  14 -12 -28 -16re. Nucleus geniculatum mediale 2,08  0,05  19  10 -28 -14
Tab.10: Interaktionseffekt Experiment 2.
Abgetragen  sind  die  lokalen  Maxima  des  Interaktionskontrastes,  der  den  ermittelten Verhaltensinteraktionseffekt widerspiegelt: [niedrig salient mit Ton minus niedrig salient ohne Ton] > 
[hoch salient mit Ton minus hoch salient ohne Ton].(a) in visuellen Gebieten mit einem Grenzwert von p<0,01; k>20 bzw. k>5 für LGN. (b) in auditorischen Gebieten mit einem Grenzwert von p<0,01; k>20 bzw. k>5 für MGN. (c) in potentiellen multimodalen Gebieten p<0,01; k>20. (d) außerhalb der als visuell (Tab.8a), auditorisch (Tab.8b) und multimodal (Tab.8c)definierten Gebiete p<0,001; k>40. 
Tab.10 a: in visuellen Gebieten MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Okzipitale Gebieteli. Gyrus fusiformis 3,56 0,01  99 -40 -54 -20li. Gyrus okzipitalis superior 2,86 0,01  64 -20 -68  28re. Gyrus okzipitalis superior 2,80 0,01  42  12 -68  24li. Gyrus okzipitalis inferior 2,79 0,01 156 -48 -64 -18
Parietale Gebiete li. Precuneus 3,91 0,01 339  -2 -58  60li. Lobus parietalis inferior 3,25 0,01 317 -58 -58  34li. Sulcus intraparietalis 3,25 0,01 -36 -50  38
Frontale Gebieteli. Gyrus frontalis inferior 4,00 0,01  81 -46  24  18re. Gyrus frontalis inferior 3,99 0,01  29  52  26  22
Temporale Gebieteli. Sulcus temporalis superior  2,79 0,01 119 -52 -42  2
Subkortikale Gebieteli. Nucleus geniculatum laterale 2,83  0,01  12 -20 -26 -12
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WAHRNEHMUNGSSTEIGERUNGTab.10 b: in auditorischen Gebieten MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Temporale Gebieteli. post. Sulcus temporalis superior 2,86 0,01 112 -52 -42  2re. post. Sulcus temporalis superior 2,82 0,01 134  70 -42  0li. Gyri temporalis transversi (Hechl) 2,79 0,01  23 -40 -26  -4li. posteriorer Inselkortex 2,78 0,01  32 -46 -32  8
Frontale Gebieteli. Gyrus frontalis inferior  4,00 0,01 81 -46  24  18re. medialer Gyrus cinguli 3,96 0,01 40  2 -16  32
Parietale Gebieteli. Sulcus intraparietalis 3,61 0,01 221 -36 -50  38
Subkortikale Gebieteli. Nucleus geniculatum mediale 2,51  0,05  19 -16 -26  -8
Tab.10 c: in multimodalen Gebieten MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Temporale Gebieteli. post. Sulcus temporalis superior 2,78 0,01 34 -64 -40 2re. post. Sulcus temporalis superior 2,75 0,01 51 70 -42 0
Frontale Gebieteli. Gyrus frontalis inferior  4,00 0,01 81 -46  24  18re. medialer Gyrus cinguli 3,96 0,01 40  2 -16  32
Parietale Gebieteli. Gyrus angularis 3,25 0,01 35 -58 -58 34li. Precuneus 3,92 0,01 22 -6 -50 46
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Tab.10 d: außerhalb von visuellen, auditorischen und multimodalen Gebieten MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Parietale Gebietere. Precuneus 3,38 0,01  45  6 -52  64
Frontale Gebietere. anteriorer Gyrus cinguli 3,05 0,01  65  -2 10  28
Subkortikale GebieteRe. Gyrus parahippocampalis 3,85 0,01  56  24 -24 -18
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Abgetragen  sind  die  lokalen  Maxima  der  PPI  –  Analyse  vor  dem  Hintergrund  des  ermittelten Verhaltensinteraktionseffektes  [niedrig  salient  mit  Ton  minus  niedrig  salient  ohne  Ton]  >   [hoch 
salient mit Ton minus hoch salient ohne Ton].(4.1) lokale Maxima ausgehend von LGN (a) in visuellen (b) in auditorischen und (c) in multimodalen Gebieten alle mit einem Grenzwert von p<0,01; k>20. (4.2) lokale Maxima ausgehend von MGN (d) in auditorischen (e) in visuellen und (f) in multimodalen Gebieten alle mit einem Grenzwert von p<0,01; k>20. (4.3) lokale Maxima ausgehend von LGN und MGN (g) in visuellen (h) in auditorischen (i) in multimodalen Gebieten alle mit einem Grenzwert von p<0,01; k>20
Tab.11 a: LGN spezifische Verbindungen zu visuellen Gebieten MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Okzipitale Gebieteli. Gyrus okzipitalis medialis (MT+/V5) 4,48 0,001 334 -50 -80  4li. Gyrus fusiformis 3,53  0,01 190 -26 -64 -12li. Gyrus calcarinus 3,53  0,01  56  -8 -84   6
Parietale Gebiete li. anteriorer Gyrus cinguli 3,05  0,01 65 -2 10  28
Frontale Gebietere. Gyrus frontalis inferior 4,37 0,001 394  38  24  8li. Gyrus frontalis medialis 3,36  0,01  73 -24   0  56li. Gyrus frontalis inferior 2,85  0,01  179 -34  18   6
Tab.11 b: LGN spezifische Verbindungen zu auditorischen Gebieten MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Temporale Gebietere. Gyrus temporalis inferior 3,40 0,01  21  38  6 -28li. Gyrus temporalis inferior 3,20 0,01  25 -36  4 -26
Tab.11 c: LGN spezifische Verbindungen zu multimodalen Gebieten MNI - Koordinaten
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Frontale Gebietere. Gyrus frontalis inferior 3,24 0,01  23  54  22  14
Tab.11 d: MGN spezifische Verbindungen zu auditorischen Gebieten MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Temporale Gebieteli. Gyri temporalis transversi (Hechl) 4,83 0,001 250 -46 -24 -6re. planum polare 4,12 0,001 213  46 -16 -16li. Gyrus temporalis superior  2,87 0,01  72 -44 -38  22
Tab.11 e: MGN spezifische Verbindungen zu visuellen Gebieten MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Okzipitale Gebieteli. Gyrus okzipitalis medialis (MT+/V5) 3,74 0,01  63 -48 -78  2
Tab.11 f: MGN spezifische Verbindungen zu multimodalen Gebieten MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Keine signifikanten Effekte
Tab.11 g: MGN und LGN spezifische Verbindungen zu visuellen Gebieten MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Okzipitale Gebieteli. Gyrus okzipitalis medialis (MT+/V5) 3,89 0,01  63 -48 -80  0
Temporale Gebiete 
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Frontale Gebieteli. anteriorer Gyrus cinguli 4,37 0,001 394  38  24  8Tab.11 h: MGN und LGN spezifische Verbindungen zu auditorischen GebietenMNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Temporale Gebieteli. Sulcus temporalis superior 4,12 0,001 18  46 -16 -16re. Sulcus temporalis superior 2,99  0,01 23 -46 -22  -6
Tab.11 i: MGN und LGN spezifische Verbindungen zu multimodalen GebietenMNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y ZKeine signifikanten Effekte
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Abgetragen  sind  die  lokalen  Maxima  der  Areale,  die  eine  Korrelation  mit  der  Leistung  des probandenspezifischen Verhaltensinteraktionseffektes und den regionalen BOLD – Antwort zeigen (a) in visuellen Gebieten, (b) in auditorischen Gebieten, (c) in multimodalen Gebieten, alle mit einen Grenzwert von p<0,01;  k>20,  und (d)  außerhalb von visuellen,  auditorischen und multimodalen Gebiete mit  einen Grenzwert von p<0,001; k>25.
Tab.12 a: in visuellen Gebieten MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Okzipitale Gebieteli. Gyrus fusiformis 4,25  0,01  50 -36 -72 -20
Parietale Gebiete li. Lobus parietalis superior 6,03 0,001  71 -36 -64  60li. Sulcus intraparietalis 3,25 0,01 -36 -50  38
Temporale Gebieteli. Sulcus temporalis superior 6,37 0,001  46 -66 -40  0re. Sulcus temporalis superior 4,47 0,001  84  66 -44  -6
Frontale Gebietere. Gyrus frontalis medialis 5,64 0,001  29  52  26  40li. Gyrus frontalis medialis 4,82 0,001 116 -54  20  26
Tab.12 b: in auditorischen Gebieten MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Temporale Gebietere. Gyrus temporalis superior 8,32 0,001  19  60  -2 -10li. Gyri temporalis transversi (Hechl) 5,32 0,001   61 -44 -18  -6li. Gyrus temporalis superior 4,82 0,001   43 -58 -48   2Re. medialer temporal Pol 4,71 0,001   37  40   6 -30
Frontale Gebiete re. Gyrus frontalis medialis 5,64 0,001   29  52  26  40
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Temporale Gebieteli. Sulcus temporalis superior 6,37 0,001  27 -56 -42  2re. Sulcus temporalis superior 4,56 0,001  54  70 -42  -4
Parietale Gebiete re. Gyrus frontalis medialis 6,03 0,001  11 -36 -64  60
Frontale Gebiete re. Gyrus frontalis medialis 4,98 0,001  25  44  6  52
Tab.12 e: außerhalb von visuellen, auditorischen und multimodalen GebietenMNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Frontale Gebiete Medialer Gyrus cinguli 11,78 0,001 240  0 -26  50
Tab.13:  Korrelation zwischen probandenspezifischem Verhaltensinteraktionseffekt  und psychophysiologischen Interaktionen (PPI) ausgehend von LGN und MGN im Experiment 2.
Abgetragen  sind  die  lokalen  Maxima  der  Areale,  die  eine  Korrelation  mit  der  Leistung  des probandenspezifischen Verhaltensinteraktionseffektes und den psychophysiologischen Interaktionen zeigen (a) in visuellen Gebieten mit einen Grenzwert von p<0,01; k>20 , (b) in auditorischen Gebieten mit einen Grenzwert von p<0,01; k>20 und (c) in multimodalen Gebieten mit einen Grenzwert von p<0,01; k>10.
Tab.13 a: in visuellen Gebieten MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Parietale Gebiete li. Lobus parietalis superior 4,39 0,001  39 -24 -66  48
Frontale Gebietere. superiorer Gyrus frontalis medialis 4,02 0,001  39  4  36  44
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Tab.13 b: in auditorischen Gebieten MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Temporale Gebiete li. posteriorer Inselkortex 4,10 0,01  32 -46 -36  10li. Gyrus temporalis superior 3,82 0,01  11 -56 -26  10
Frontale Gebietere. Gyrus frontalis inferior 4,68 0,001  33  52  22  22
Tab.13 c: in multimodalen Gebieten MNI - Koordinatenanatomische Struktur t – Wert p – Wert < Cluster X Y Z
Temporale Gebiete li. Sulcus temporalis superior 4,10 0,01  31 -56 -26 -2
Frontale Gebietere. Gyrus praecentralis 3,69 0,01  14  50  4  50
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