1. Introduction. The purpose of this paper is to establish the following theorem.
Theorem.
Let X= {Xt :-»</< °° } be a real-valued stochastic process with independent increments. Let pt be a a-finile measure on the real line öl which has the property that for every ß>0 there exists Tß>0 such that whenever |X| ^Tß and -» <s^t< », ( 
1.1) E exp(\[(X« -X.) -E(Xt -X,)]) g exp(ß | X | ß(s, t]).
Then for every function fELi(p)r\Lx(p) (over tft) for which ||/||i^l, the random variable ff(t)d [Xt-EXt] is well defined as a limit-in-themean of order 2,, and for every e>0 there exists a positive number p<\ (depending only on e) such that 
it will follow as an immediate consequence of the Theorem that for every e>0 there exists 0<p<l such that
Thus, our Theorem provides a useful probability bound for a large class of stochastic processes derived from processes with independent increments. In particular, if 5* is held fixed and x« denotes the set characteristic function of the interval (s* we obtain
If p(s*, s]->oo as 5-»oo, (1.3) yields a bound on the rate at which the increments of the process converge to their expectations.
We will show in §3 that our Theorem is applicable to the Wiener and Poisson processes and will derive the appropriate versions of (1.3). We will also indicate how the Theorem implies a convergence rate theorem for a generalized version of the law of large numbers for independent random variables first given in [3] .
2. Proof of the theorem. The theorem will be proved in two parts. First, we will establish the existence of ff(t)d [Xt-EXt] as the limitin-the-mean of certain "natural" approximating sums. Inequality 1.2 will be derived in the second part of the proof. Part 1 of proof. We first establish the following lemma.
Lemma. Let X be a random variable with EX = 0 and with the property that for every ß > 0 there exists Tß>0 such that for | X | ¿ Tß, (2.1) Ee*x¿el'RM.
Then there exists a number Kß > 0, depending on ß and Tß but not otherwise on the distribution of X, such that \2EX2 ¿ KßRI X| , for \\\ ¿ Tß.
Proof. From (2.1) it follows that for every ß>0 there exists es>0
such that for |X| á7>, E^^l + (ß + tf)\\\ R.
Then, E(eXx+e~**) ¿2+2(ß+eß)\\\R for |X| ¿Tß and, since Corollary. Let ( Fn)"_ _ " be an independent sequence of random variables such that EYn = 0 all n, and for every ß>0 there exists Tß>0 such that for |X| uTß, E exp(XF") ^ expfjS | X | ) uniformly in n. This theorem generalizes a convergence rate result for the law of large numbers originally established by Cramer [l] . A slightly stronger version of this theorem was proved in [3] .
