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第 3章では、高精度な全方位自由視点立体画像の生成について述べる。 
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（θ+ε）となる。眼間距離は 65 cm固定のため、θが決まることにより、回転中心 Oから
それぞれ眼間距離の半分離れた Eと E’も決まる。ここで、注視点は PVとし、θ= 0とする。 
基準線 Sから Oを中心として、観察角度はθであるときの仮想カメラ位置を C1とする。
さらに、C1から（ε+δ）回転した位置を C2とする。また、眼間距離の半分 EO ( = 32.5 mm )




Fig. 2.7 輻輳角ε付き必要光線算出図 
 
仮想視点 Eの視野角Φにあるφの位置の光線を求めるとき、その光線を取得できる仮想
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視線方向 D.V.に平行する OP1を引き、P2から EOに平行する P2P3を引くと、平行四辺形











                                 (2.1) 
また、∠C2OP1 = δ、∠P2P3P1 = α = 90 - ε、P2P3 = tであるため、直角△C2OP1により次式が
成り立つ。 
εδ sin,cos 131 ×=×= tPPrOP                        
  εδ cos,sin 1212 ×=×= tPPrPC                    (2.2) 
よって、式(2.3)が求められる。 
εδ sincos32 ×−×== trOPEP                             




















                             (2.4) 
式(2.4)を変形し、観察方向θも考慮すると、次式になる。 
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 全方位画像撮影システムの外観を Fig. 2.10に、構成する各パーツ及び仕様を Table 2.1に
示す。試作システムの寸法は、220(横) ×510(縦) ×320(奥行き) mmである。 
 
 
Fig. 2.10 試作システム 
 

























- 17 - 
 
2.4.2 実験方法 




30度回転                    50度回転 
80度回転                    110度回転 












250ᗘᅇ㌿                    290ᗘᅇ㌿ 

















( a )  15ᗘどⅬ  ᕥどⅬ⏬ീ                   ྑどⅬ⏬ീ 
( b )  30ᗘどⅬ  ᕥどⅬ⏬ീ                   ྑどⅬ⏬ീ 









( c )  90度視点  左視点画像                   右視点画像 
( d )  270度視点  左視点画像                    右視点画像 
( e )  340度視点 左視点画像                    右視点画像 
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Fig. 2.15 従来研究の結果画像 
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第 3章 高精度な全方位自由視点立体画像の生成 
3.1 緒論 

















自由視点画像の解像度が 640(横)×480(縦) ピクセルの場合、640 枚の撮影画像からそれぞ
れ 1ピクセルの画素列を取り出してつなぐため、画素列間におけるエッジの不連続は理論
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Fig. 3.1 自由視点画像撮影システム 
 
Fig. 3.1 ( a ) に示すように、固定したカメラを鉛直上向きにし、上方に 45 度傾けたミラ
ーを設置する。固定カメラの光軸を中心に、ミラーを回転させることで全方位に撮影可能
な仮想カメラを形成することができる。 
全方位画像撮影システムを鉛直方向から見た場合を Fig. 3.1 ( b ) に示し、Oはミラーと仮
想カメラの回転中心であり、Fig. 3.1 ( a ) の仮想カメラレンズ中心の回転軌跡を外側の破線
の円で表し、Fig. 3.1 ( a ) のミラーが回転中心を Oとして回転した時のミラー面上の回転軸
の端点軌跡を内側の破線の円で表している。 
Fig. 3.1 ( b ) に視点 Eにおける自由視点画像生成のイメージを示す。Image Planeは視点 E 
にカメラをおく場合のカメラの撮像面である。EEcは CcEcと同じ光線であるため、位置 Cc
の仮想カメラで撮影された画像の画像列 Pcを自由視点 Eの合成画像の画像列とする。 
EEcと同様に EEa、EEb、EEdをもとに位置 Ca、Cbと Cdの仮想カメラで撮影された画像群










Fig. 3.2 自由視点の観察方向に関する定義 
 
Fig. 3.2 ( a ) に示すように、生成された自由視点画像は両眼視差画像であり、右視点 Eと
左視点 E’の距離を平均眼間距離の 65 mmにしているため、視点が円心を O、直径を EE’と
した円上にある。Ca位置を仮想カメラの回転開始位置とし、OSを基準線とした場合、視点
E と E’から基準線 OS と平行した光線 EV と E’V’を引き、これを視点の視線方向として定
義する。この時、視点の視線方向は仮想カメラの視線方向 D.V.と同じ方向で、EVと E’V’
は基準線 OSと平行であるため、なす角は 0度である。 
仮想カメラが反時計周りに、Fig. 3.2 ( b ) に示すような Cb位置までδ度を回転した場合、
視点 Eと E’も円上で回転され、視線方向 EVと E’V’は基準線 OS とのなす角がδとなるた







上記のことについては、カメラを固定して表すと Fig. 3.3 のようになる。カメラを点 C に
置き、x軸に対して傾きがα度の物体 Sを撮影することについて考える。Fig. 3.3 ( a ) にお
いて、Aは y軸上の固定点であり、Bは回転中心を Oとし、y軸を回転軸として反時計に回
転する点である。物体 Sが ABの位置にあるとき、カメラ Cで撮影した画像は Image(AB)  










































































( a ) 
( b ) 
 
 
Fig. 3.3 物体の傾きによる画像列の不連続 
 
である。物体 Sの撮像 Image(AB)上における傾きをαI(AB)とし、その中の自由視点画像生




る。さらに、B1が B2に回転し、撮影画像 Image(AB2)上における物体 Sの傾きがαI(AB2
’)
となり、自由視点画像生成に必要な画像列が P(AB2’)となる。 
撮影画像 Image(AB) 、Image(AB1) 、Image(AB2) における物体 Sの傾きαI(AB)、αI(AB1
’)、
αI(AB2














の端点は上下方向に移動することになる。例えば、Fig. 3.3 ( b ) に示したように、画像列
P(AB1
’)において、画像列を水平方向へ拡大すると、エッジの端点 G1は下へ移動し、画像列




して、拡大が適切であれば、端点 G1と G2 が同じ点となり、Fig. 3.3 ( b ) 右のように画像列
間において斜めのエッジがつながる。 


























全方位画像撮影システムの外観図を Fig. 3.4 ( a ) に示し、ミラーはギアモータの回転によ
って回転されている。モータによる回転速度は可変である。全方位の画像撮影を行う際に、








Fig. 3.4 全方位画像撮影システムによる画像撮影 
Gear Motor 
( a ) 全方位画像撮影システム 
( b ) 回転時間は 8s以下で撮影したフレーム画像 
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( a ) 30度の合成画像          ( a’) 部分拡大した画像 ( b ) 90度の合成画像          ( b’) 部分拡大した画像 












れまで取り出した画像列 aとつなぎ合わせると Fig. 3.5の bになり、次にフレーム画像 mに
対しても同様な処理を行うと Fig. 3.5の cになる。 
視点生成に必要となるすべてのフレーム画像に対しても同様な処理を行うことで、自由
視点画像を生成できる。生成された 30 度方向の視点画像及び 90 度方向の視点画像を Fig. 
3.6 に示す。Fig. 3.6 ( a’ )、( b’ ) は Fig. 3.6 ( a )、( b ) の一部を拡大した画像であり、画像列
間におけるエッジが不連続であることが確認できる。 
Fig. 3.6 スケーリング処理なしの合成画像 
b c 





Fig. 3.7 必要なフレーム画像数の算出 
 
本システムで使用するカメラの解像度は 640(横) × 480(縦)ピクセルであり、水平視野角Φ
は 60 度であるため、生成される自由視点画像と水平視野角も同じである。実験において、
Fig. 3.7に示すΦは 60 度であり、OE = 32.5 mm であり、仮想カメラの回転半径 OCaと OCb 
は 110 mm であるため、△CaEO と△EOCb では、∠EOCa=45.1747894748 度、∠EOCb = 
105.1747894939 度と求めることができる。 










' NN                                         (3.2) 
ただし、Φは自由視点画像の水平視野角であり、Nは 360度回転して撮影したフレーム画
像の枚数である。 
実験では、全方位画像撮影システムは 1回転に必要な時間は 12.8 sであり、カメラのフレ
ームレートは 30 fpsであるため、1周回転して撮影したフレーム画像の枚数 N = 384 枚であ
る。そのため、水平視野角は 60 度の視点画像を生成するには、式(3.2) により必要なフレ
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生成した視点画像      L’=10 pixelsでスケーリング   L’=  5pixelsでスケーリング  L’=  6 pixelsでスケーリング 
   L’=  7 pixelsでスケーリング      L’=  8pixelsでスケーリング     L’=  9 pixelsでスケーリング 
とができるが、1～4ピクセルまでの画素列幅は短く、元の画像情報が少ないため、L’ = 5、
6、7、8、9 ピクセルの場合について実験を行った。Fig. 3.8 は、L’ = 5、6、7、8、9 ピク
セルでスケーリングを施した画像である。 
































                             (3.3) 
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生成した視点画像      L’=10 pixelsでスケーリング   L’=  5pixelsでスケーリング  L’=  6 pixelsでスケーリング 
   L’=  7 pixelsでスケーリング       L’=  8pixelsでスケーリング      L’=  9 pixelsでスケーリング 
 
Fig. 3.9 合成画像のエッジ画像 
 
Fig. 3.9 において、L’ = 5、6、9、10 ピクセルでスケーリングしたエッジ画像から、画像





Fig. 3.10 画素値幅に対する輝度変化量累積値△Diff 
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Fig. 3.10 は、L’ = 5、6、7、8、9 ピクセルでスケーリングした合成画像のエッジ画像に
対して水平方向の近隣画素間の輝度変化量の累積値△Diff を式(3.4) により求めたグラフで
ある。 















jiIjiIDiff                      (3.4) 
Fig. 3.10 の結果から、観察方向が 60度の場合、L’ = 7ピクセルでのエッジの水平方向の
近隣画素間の輝度変化量の累積値は最小であるが、それ以外は、L’ = 8ピクセルの場合に
エッジの水平方向の近隣画素間の輝度変化量の累積値は最小であるため、最適の L’を 8ピ















3.3.2で求められた係数ηを用いて、Fig. 3.11 に示す異なる 3セットの撮影画像を使用し
て自由視点画像の生成実験を行った。 
生成される自由視点画像の解像度は 640(横)×480 (縦)ピクセルである。 
 




 セット 1のフレーム画像の一部 
 セット 2のフレーム画像の一部 
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Fig. 3.11 自由視点画像の生成で用いるフレーム画像の一部 
 
セット 1 は、2.5( W )×3.0( H )×6.3( D ) m の廊下において午後 4時に撮影した画像で、
光源は自然光である。ミラーを 360 度回転させ、426 枚のフレーム画像を撮影した。この
場合、視野角が 60 度の視点画像を生成するには、式(3.2) により 71 枚のフレーム画像が必
要である。そのため、1枚のフレーム画像から取り出す画像列の幅 L = 9 ピクセルである。 
セット 2 は、4.2( W )×3.0( H )×2.5( D ) m の室内において正午に撮影した画像で、光源
は 36 ワットの蛍光灯 8 本である。ミラーを 360 度回転させ、384 枚のフレーム画像を撮
影した。この場合、視野角が 60 度の視点画像を生成するには、式(3.2) により 64 枚のフレ
ーム画像が必要である。そのため、1 枚のフレーム画像から取り出す画像列の幅 L=10ピク
セルである。 
セット 3 は、3.0( W )×3.0( H )×8.4( D ) m の室内において午前 10 時に撮影した画像で、
光源は自然光である。ミラーを 360 度回転させ、270 枚のフレーム画像を撮影した。この
場合、視野角が 60 度の視点画像を生成するには、式(3.2) により 45 枚のフレーム画像が必
要である。そのため、1枚のフレーム画像から取り出す画像列の幅 L=14 ピクセルである。 
また、撮影する際に使用するカメラのシャッター速度は、 30
1 sである。 
 セット 3のフレーム画像の一部 
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これらの画像列幅 L と 3.2.2 節で求められたスケーリング係数ηを式(3.1) に代入して L’ 
は 7、8 と 11 ピクセルとなる。 
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Fig. 3.12 実験結果 1 
       10度                  局所拡大画像                 エッジ画像 
       117度                  局所拡大画像                 エッジ画像 
       86度                  局所拡大画像                 エッジ画像 
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Fig. 3.13 実験結果 2 
       303度                  局所拡大画像                 エッジ画像 
       296度                  局所拡大画像                 エッジ画像 
       276度                  局所拡大画像                 エッジ画像 
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画素列の幅 L’= 7、8 と 11 ピクセルでスケーリングされた画像は、スケーリングなしで
生成した画像よりも画像列間が連続であり、滑らかな画像であることがわかる。定量評価
のため、それぞれのエッジ画像に対して、水平方向の近隣画素間の輝度変化量の累積値を
求め、これらの結果を Fig. 3.14 に示すグラフにプロットした。 
 
 
Fig. 3.14 Fig. 3.12と Fig. 3.13の輝度変化量の累積値 
 















Fig. 3.15 比較画像 
 
 本章は、画像を拡大縮小するときに、エッジの傾きが変化することに着目し、スケーリ
ング補間を用いて画像列をつなぎ合わせる方法を提案する。提案方法により Fig. 3.15 ( a ) 
に示すように、生成された自由視点画像は従来法で生成された自由視点画像のオクルージ
ョンの問題( Fig. 3.15 ( b ) ) や画像列間におけるエッジ不連続の問題( Fig. 3.15 ( c ) ) を解決
できた。提案方法の有効性が、視覚的な評価及び数値評価実験により確認された。 
( a ) 提案手法による結果画
 
( b ) 従来研究の結果画像 
( c ) デジタルカメラによる合成画像 
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4.2 提案手法  
4.2.1 立体画像劣化の原因 
Fig. 4.1 に示すように、ピッチが大きいレンチキュラーレンズを使用して立体表示を行う
際に、レンズ・表示画像間の距離 d はレンズの焦点距離 f と異なり、d < f であるため、表

























焦点面 表示画像 レンズ 虚像面 1 虚像面 2 
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Fig. 4.2 提案システムイメージ 
 















虚像面 1 虚像面 2 透過式ディスプレイ A 








近年、LCD技術の向上により透過式ディスプレイが市販されるようになった。Fig. 4.3 ( a ) 
に示すのは、Samsung Electronics Co., Ltdが開発した透過式ディスプレイの実物画像である。 
 
 
Fig. 4.3 透過式ディスプレイの構造 
 










Fig. 4.2 のように 2 枚の透過式ディスプレイで表示システムを構築する際に、2 枚のディ
スプレイを同じ方向に配置すると、偏光フィルムの影響で画像を表示することができない。
そのため、Fig. 4.4 ( a ) に示すように、後面の透過式ディスプレイ Bを固定し、前面の透過
式ディスプレイ A を回転させて画像表示を行う必要がある。 
R    G   B    R    G    B サブ画素 
透過部分 
透過部分 
( a ) 透過式ディスプレイ ( b ) 画素配置の実物画像 
- 46 - 
 
2 枚の透過式ディスプレイを重ねて観察する場合、2 枚のディスプレイの間に距離があ
るため、Fig. 4.4 ( b ) のように透過式ディスプレイ A と透過式ディスプレイ B の画素ピッ
チ P1 が同じであるにもかかわらず、透視投影により視点 e から見た透過式ディスプレイ B 









=                             (4.2) 
しかし、P1 と P2 は Fig. 4.4 ( c ) に示したようにそれぞれ異なる周期を有するため、P1





Fig. 4.4 モアレの軽減 
 






















( a ) ( b ) 
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θ                        (4.4) 
回転角θが適切であれば，モアレを除去することが可能である．回転角θに関する具体
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そこで、Fig. 4.5 を用いてレンズ端における光線のずれを計算する。Fig. 4.5 に示したよ
うに、レンズピッチが u のレンチキュラーレンズを用いて、表示画像上に幅が pのオブジ
ェクトを表示し、本来理想な表示面 Plane_0 において幅は P0で表示されるが、実際に虚像
面 Plane_i で幅が Piの像として再生されるとした場合、観察する視点から幅が Piの再生像
はレンズ上で幅は u’の像として観察される。なお、視点からレンズ中心までの距離を L と
し、レンズ中心から表示画像までの距離を Li、レンズ中心から理想な表示面までの距離を
L0 とする。よって、視点 V とレンズピッチ AB から構成された△VAB、視点 Vと理想な






= 00                                       (4.5) 
また，レンズ中心 Oと虚像面 Plane_i から構成された△OEF，レンズ中心 O と理想な表




































































   Fig. 4.6 立体画像表示深度が途切れる原因 
 
Fig. 4.6 ( a ) に示したように、CG 物体の深度は、Da から Dz までであるとし、Diで分割
すると、CG 物体が Da～Diと Di～Dzの二つの領域として分割されることになる。領域 1 (Da
～Di) を透過式ディスプレイ A で表示し、領域 2 (Di～Dz) を透過式ディスプレイ B で表示
することができる。 
視点位置 E1から視点位置 E2 に移動すると、透過式ディスプレイに対して斜め方向から






















( a ) 分割した立体画像をそれぞれの透過式ディスプレイで表示する 
















Fig. 4.7 グラデーションの原理 
 
具体的には、Fig. 4.7のように領域 1の画像を Image a、領域 2の画像を Image b とし、領
域 1の画像における重複領域をAB、領域 2の画像における重複領域をA’B’とする。AとA’、
Bと B’がそれぞれ対応する深度は Ds と De とする。 
領域ABの画像に対して、A から B まで元の明度から白までグラデーションし、領域A’B’
に対して、A’から B’まで白から元の明度までグラデーションを行う。その後、領域画像 AB 










Image  a 
B 
A’ B’ 
Image  b 
Image  c 
A B 
A’ B’ 
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また、グラデーション処理を行う際に、表示画像に対して RGB 表色系から HLS 表色系
に変換し、明度 L( Lightness )のみを変化させることでグラデーションを実現する。なお、明
度に関する計算において、元の色の明度から白(255) まで変化させるケース( Case 1 ) と白









































に凸レンズアレイを置けばよい。しかし、現実の装置で Fig. 4.8 のように撮影するとき、カ
メラと凸ミラーアレイの間に被写体が存在するため、撮影は困難である。 
POV-Rayでは、CG 物体に no_image 属性を指定し、直接カメラに写らないようにするこ
とができる。この CG 物体は凸ミラーに反射した像がうつるため、被写体の全てを no_image 
属性にすることで被写体を写すことなく、この撮影モデルを使用することができる。また、

















任意に分割可能にするために、画像の深度を数値化する。そのため、0 から 255 まで変化
する輝度画像を用いて深度を表し、深度画像を作成していく。 
 
Fig. 4.9 深度画像の作成 
 
Fig. 4.9 ( a ) は CG画像であり、元画像を横から撮影した画像が Fig. 4.9 ( b ) になり、0 か




27～51 までの領域を 1 層目とし、51～109 までの領域を 2 層目とし、109～231 までの領
域を 3 層目として分割すると、Fig. 4.10 に示すような分割画像が得られる。 
 
Fig. 4.10 領域分割画像の一例 
( a ) 作成した CG画像 ( c ) 深度画像 ( b ) 深度の貼り付け 
( a ) 領域 1の分割画像 ( c ) 領域 3の分割画像 ( b ) 領域 2の分割画像 





は作成した CG 画像を 3 領域に分割してから表示を行うため、2 枚の透過式ディスプレイ
と 1 枚の iPad ディスプレイを使用する。なお、試作システムで使用する各部品のスペック
を Table 4.1 に示す。 
 
Fig. 4.11 試作システムのパーツ 
 














( a ) レンチキュラーレンズ 
( c ) iPadディスプレイ 
( b ) 透過式ディスプレイ 
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試作システムによる立体表示実験では、Fig. 4.12 に示すように、分割した領域 1 の画像
(以後:1 層目画像) を透過式ディスプレイ A で表示し、分割した領域 2 の画像(以後:2 層目
画像) を透過式ディスプレイ B で表示し、分割した領域 3 の画像(以後:3 層目画像) を iPad 
ディスプレイで表示する。 
レンチキュラーレンズから透過式ディスプレイ A までの距離を d1とし、レンチキュラー
レンズから透過式ディスプレイ B までの距離を d2とし、レンチキュラーレンズから iPad
ディスプレイまでの距離を d3とし、観察視点 E からレンチキュラーレンズまでの距離を D 
とする。これらのパラメータを Table 4.2 に示す。 
 
Fig. 4.12 試作システムの配置図 
 







転角θについて式( 4.4 ) を用いて算出できる。その値を Table 4.3 に示す。なお、式(4.4) に
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Table 4.3  回転角θの値 
n 2 3 4 5 





それぞれの回転角は 58.5°、69.6°、74.9°、78.0°である。また、Fig. 4.13 にそれらの回
転角度で撮影した観察画像を示す。 
 
Fig. 4.13 モアレ除去の実験画像 
( a ) 58.5°の観察画像               ( b ) 69.6°の観察画像 
透過式ディスプレイ A 
( c ) 74.9°の観察画像               ( d ) 78.0°の観察画像 
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Fig. 4.13 の結果画像から、回転角θ= 58.5°以外の場合、色モアレが確認された。そのた
め、本システムでは 2 枚の透過式ディスプレイの回転角度を 58.5°に設定して実験を行う。 
また、2 枚の透過式ディスプレイの透過部と iPad ディスプレイの画素の位置関係によっ




Fig. 4.14 色モアレの軽減について 
 
縦方向に特定色のサブ画素のみを映すことがないようにするために、Fig. 4.14 ( b )のよう
に透過部に対して iPad ディスプレイを傾ける。一つの透過部が 1 サブ画素ずれるように傾
けることで、縦の透過部は RGB 三色が交互に並ぶことになり、単色ラインが形成されない
ので、色モアレを軽減できる。なお、本実験では iPad ディスプレイを 2 枚の透過式ディス















( a ) 色モアレの結果      ( b ) 斜め配置による色モアレの軽減     ( c ) 色モアレの除去結果 
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Fig. 4.15 屈折を考慮したレンズ・表示ディスプレイ間の距離計算  
 
θ1 = 14.3°であり、Table 4.2から d1 = 5 mmであるため、次式を用いて aを求められる。 
11 tanθ×= da                                       (4.12) 
また、スネルの法則を用いて次式によりθ2を求められる。 
( )1112 sinsin θθ ×= − n                                 (4.13) 







d =                                     (4.14) 













って決まる。これらの結果を Table 4.4 に示す。なお、領域画像の切り出しは、深度画像を
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Table 4.4  領域の重なりがない場合の分割用値 
屈折を考慮した距離(mm) 奥行き範囲(mm) 分割用輝度値 
d1
’ = 3.22 40～65 0～25 
d2
’ = 7.08 65～90 25～50 
d3
’ = 9.40 90～290 50～250 
 
Table 4.4 の結果から、分割された奥行きの範囲における重なりが 65 mm と 90 mmのみ
であるため、4.2.4節で述べたように左右に視点を移動して観察する際に、立体像が途切れ
て観察される可能性がある。 
そこで、Table 4.5 に示したようなデータで表示できる奥行きの範囲が重なるようにした。 
 
Table 4.5  領域の重なりがある場合の分割用値 
分割領域 奥行き範囲(mm) 分割用輝度値 
領域 1 40～75 0～35 
領域 2 55～100 15～60 
領域 3 80～290 40～250 
 
これにより、領域 1と領域 2の間では、55 mm ～75 mmの範囲で重なるようになり、領
域 2と領域 3の間では、80 mm ～100 mmの範囲で重なるようになった。 
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4.3.4 領域分割による立体表示  
上記の計算結果により、作成した CG 画像に対して 3 領域に分割して立体表示の実験を
行った。元画像と分割した各層の画像を Fig. 4.16 に示す。なお、分割した画像はグラデー
ション処理を行った画像である。 
 
Fig. 4.16 検証実験用各画像  
 
Fig. 4.16 ( a ) はオリジナル CG 画像であり、( b ) は凸ミラーアレイによって撮影した画
像であり、( b ) の深度画像を ( c ) に示す。また、Table 4.5に従って分割した 1 層目の領
域画像を ( d ) に、2 層目の領域画像を ( e ) に、3 層目の領域画像を ( f ) に示す。 
1 層目、2 層目、3 層目の領域画像を透過式ディスプレイ A、透過式ディスプレイ B と
iPad ディスプレイによって表示する。各分割された領域画像から、各画像においてグラデ
ーションが施されたことがわかる。また、1 層目と 2 層目、2 層目と 3 層目の間において





( a ) 作成した CG画像        ( b ) 凸ミラーアレイによる撮影画像        ( c ) 深度画像 
( d ) 分割した 1層目画像         ( e ) 分割した 2層目画像          ( f ) 分割した 3層目画像 




Fig. 4.17 提案手法による実験結果画像  
 
Fig. 4.17 ( a ) は左の視点から観察した画像であり、( b ) は真ん中の視点から観察した画





Fig. 4.18 グラデーションなしの場合の実験結果画像  
 
Fig. 4.18 は表 Table 4.4 に示した奥行きデータに従って分割した画像である。分割の終了
点と開始点（Table 4.4 に示す 65 mm、90 mm）が重なるため、各ディスプレイで表示した
( a ) 左視点における観察画像   ( b )真ん中視点における観察画像    ( c ) 右視点における観察画像 
( a ) 左視点における観察画像   ( b )真ん中視点における観察画像    ( c ) 右視点における観察画像 
















Fig. 4.19 領域分割なしの結果画像  
 
Fig. 4.19 ( a ) はレンチキュラーレンズと表示画像間の距離 = d1 における観察画像であ
り、( b ) はレンチキュラーレンズと表示画像間の距離 = d2 における観察画像であり、( c ) 
はレンチキュラーレンズと表示画像間の距離 = d3 における観察画像である。Fig. 4.19のい
ずれの画像においても、虚像面は一つしかないため、対応した虚像面以外で表示された立
体像が崩れてしまい、奥行きの深い立体表示ができない。 
( a ) レンズ・表示画像間距離 d1   ( b ) レンズ・表示画像間距離 d2    ( c ) レンズ・表示画像間距離 d3
 
レンチキュラーレンズ 表示画像 




る。なお、これらの結果画像が表現できる奥行きのグラフを Fig. 4.20 に示す。 
 
 
Fig. 4.20 奥行きに関する評価グラフ  
 
Fig. 4.20 から、Fig. 4.19 ( a ) のようにレンズと表示画像間の距離は d1場合、奥行きが 40 
mm ～ 65 mm において立体表示ができるが、それ以外の奥行きで表示される立体像が崩れ
てしまい、立体表示ができない。同様に Fig. 4.19 ( b ) では奥行きが 65 mm～90 mmの間、
Fig. 4.19 ( c ) では奥行きが 90 mm ～290 mmの間において立体表示ができるが、それ以外
で表示される立体像が崩れてしまう。 





から 3層目の iPadディスプレイまでの距離は d3 = 14.6 mmであるため、次式を用いて理論
的 d3 = 14.6 mmの場合では表現できる立体像までの距離 Liを求められる。 
iLdf
111
+=                                     (4.15) 
Fig. 4.19 ( a )      Fig. 4.19  ( b )     Fig. 4.19 ( c )      提案手法 
奥行き ( mm ) 




そのため、理論上では d3 = 14.6 mmの場合、Li = 1080 mmと求められる。すなわち、iPad
ディスプレイで 3層目を表示した際に、表現できる奥行きは 1080 mmである。そこで、
Pov-Rayを用いて作成した CG物体を 1080 mmに設置して観察実験を行った。実験結果を
Fig. 4.21 ( a ) に示す。 
 
Fig. 4.21 表現できる奥行きの範囲に関する実験結果  
 
Fig. 4.21 ( a ) の実験結果画像から、観察画像はぼけており、立体観察はできないことが確
認された。その理由として、本実験で使用するレンチキュラーレンズのレンズピッチは 7.55 
mmであり、使用する iPadディスプレイの画素ピッチは 0.096 mmであるため、表示する立
体像が遠いほどレンチキュラーレンズを通して観察される画素数が減っていく。よって、
表示する画素数が少ないため、立体像がぼけて観察することができない。 
また、Li = 500 mmから 100 mm刻みで Li = 500 mm、400 mm、300 mmの場合における観
察実験を行い、観察した結果画像を Fig. 4.21 ( b )、Fig. 4.21 ( c )、Fig. 4.21 ( d ) に示す。実
験結果画像から、Li = 500 mmと Li = 400 mmにおいて表示する画像による立体観察ができな
いことが確認された。それに対して、Li = 300 mmの場合、表示する立体像のエッジが滑ら
かで立体観察ができることから、提案システムを用いて 3層による領域分割実験では、表
現できる立体像の奥行きの範囲は 0～300 mmであることが確認された。 
( a ) Li = 1080 mm  
 
( b ) Li = 500 mm   
( c ) Li = 400 mm   ( d ) Li = 300 mm   





















- 66 - 
 
































 提案した 1台のカメラと 1枚の回転ミラーを用いた自由視点立体画像生成システムを用
いて自由視点画像を作成する際に、異なる視点で撮影した画像列を用いるため、同一の斜
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