Una propuesta de algoritmo evolutivo de inspiración cuántica para representación real usando filtro de partículas by Chire Saire, Josimar Edinson
Una propuesta de Algoritmo Evolutivo de
Inspiracio´n Cua´ntica para Representacio´n Real
usando Filtro de Part´ıculas
Josimar Edinson Chire Saire
Orientador: Dr. Yva´n Jesu´s Tu´pac Valdivia
Jurado:
Dr. Heitor Silve´rio Lopes – Universidade Federal Tecnolo´gica do Parana´ – Brasil
Dr. Jose´ Ochoa Luna – Universidad Cato´lica San Pablo – Peru´
Dr. Alexander Benavides – Universidade Federal do Rio Grande do Sul – Brasil
Dr. Alex Cuadros – Universidad Cato´lica San Pablo – Peru´
Tesis presentada al
Centro de Investigacio´n e Innovacio´n en Ciencia de la Computacio´n (RICS)
como parte de los requisitos para obtener el grado de
Maestro en Ciencia de la Computacio´n.
Universidad Cato´lica San Pablo – UCSP
Marzo de 2017 – Arequipa – Peru´
II Programa de Maestr´ıa en Ciencia de la Computacio´n - UCSP
A Dios, porque gracias a e´l ingrese´ al
programa y ha trazado mi camino co-
mo investigador. A mi familia por sus
consejos y confianza puesta en mı´.
IV Programa de Maestr´ıa en Ciencia de la Computacio´n - UCSP
Abreviaturas
ABC Artificial Bee Colony
BA Bat Algorithm
CGA Classical Genetic Algorithm
DE Differential Evolution
fda funcio´n de distribucio´n acumulada
FP Filtro de part´ıculas
FP-QIEA-R Quantum Inspired Evolutionary Algorithm with Real Representation using
Filter Particle
GNA Generador de Nu´meros Aleatorios
GQA Genetic Quantum Algorithm
GSA Gravitational Search Algorithm
PSO Particle Swarm Optimization
QIEA-B Quantum Inspired Evolutionary Algorithm with Binary Representation
QIEA-R Quantum Inspired Evolutionary Algorithm with Real Representation
V
VI Programa de Maestr´ıa en Ciencia de la Computacio´n - UCSP
Agradecimientos
Primeramente a Dios porque gracias a e´l ingrese´, ten´ıa un propo´sito conmigo en esta
universidad. Me impulso´ y me permitio´ continuar hasta el final.
A mis padres Celso y Matilde, porque me animaron, aconsejaron durante estos an˜os a
pesar de todo.
A mis hermanos, Yadira y Joel, porque me animaron con sus sonrisas, palabras y
oraciones.
A mis amigos que aunque pocos, son valiosos, por compartir tiempo, vivencias y con-
sejos.
Al profesor Yva´n Tu´pac por su ayuda en los papers y en la investigacio´n.
Deseo agradecer de manera especial al Consejo Nacional de Ciencia, Tecnolog´ıa e In-
novacio´n Tecnolo´gica (CONCYTEC) y al Fondo Nacional de Desarrollo Cient´ıfico,
Tecnolo´gico e Innovacio´n Tecnolo´gica (FONDECYT-CIENCIACTIVA), que mediante
Convenio de Gestio´n UCSP-FONDECYT No 011-2013, han permitido la subvencio´n
y financiamiento de mis estudios de Maestr´ıa en Ciencia de la Computacio´n en la
Universidad Cato´lica San Pablo (UCSP).
VIII Programa de Maestr´ıa en Ciencia de la Computacio´n - UCSP
Abstract
Number of
Generations
Best individual
Local search
Pt−1 ∪Pt
Select best ofSamplingCumulative Density
Function estimation
No Yes
[xi − σ, xi + σ]
Init of Population
This work proposes, implements and evaluates the FP-QIEA-R model;
it uses classical generation of model QIEA-R; and proposes classical gene-
ration using a mechanism inspired in particle filter, function approximation
methods, reward criterion, sampling using probability density function for
global search and centroid for local search. During the progress of this work
many function approximation methods were evaluated such as: unidimensio-
nal( splines, akima interpolation), multidimensional(multilinear regression,
parzen window) to estimate modified cumulative density function( using
reward criterion). The evaluation of the model were performed using bench-
mark functions (Ackley, Rastrigin, Rosenbrock, Schwefel, Sphere) with di-
mensionality of 30 and 100. Some real applications were performed such as:
initialization of multilayer perceptron network to help convergence, to find
the angles in protein folding problem. In the first experiments, there was a
comparison of all the models using statistical measurements( mean, stan-
dard deviation), execution time. According to the results, the most robust
model was the model that used Akima interpolation, and the addition of
the best individuals during iteration to the whole generation. The results
showed that the proposal has better performance than initial QIEA-R when
applied in numerical optimization problems.
Keywords: Quantum Inspired Evolutionary Algorithm, Evolutionary Computation,
Optimization, Probability Density Function .
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Resumen
En este trabajo se propone, implementa y evalu´a el modelo Quantum
Inspired Evolutionary Algorithm with Real Representation using Filter Par-
ticle (FP-QIEA-R); este modelo usa la generacio´n cla´sica del modelo Quantum
Inspired Evolutionary Algorithm with Real Representation (QIEA-R) (uso
de funcio´n de distribucio´n de probabilidad uniforme) y propone la genera-
cio´n cla´sica usando un mecanismo inspirado en filtro de part´ıculas, apro-
ximacio´n de funciones, recompensa de los mejores individuos y muestreo
usando funciones de distribucio´n de probabilidad para la bu´squeda global y
centroides para la bu´squeda local. Durante el progreso de este trabajo fue-
ron evaluados varios me´todos de estimacio´n de funciones: uni-dimensionales
(splines, interpolacio´n de akima), multi-dimensionales (regresio´n multili-
neal, parzen window) para estimar la funcio´n de distribucio´n acumula-
da(modificada usando el criterio de recompensa). Para evaluar el modelo, se
realizaron experimentos con funciones benchmark (Ackley, Rastrigin, Rosen-
brock, Schwefel, Sphere) usando una dimensionalidad de 30 y 100. Algunas
aplicaciones reales fueron evaluadas: la inicializacio´n de una red percep-
tro´n multicapa para ayudar la convergencia(reducir el nu´mero de e´pocas),
encontrar los a´ngulos en el problema de desdoblamiento de prote´ınas. En
los primeros experimentos, todos los modelos fueron comparados usando
medidas estad´ısticas(media,desviacio´n esta´ndar), tiempo de ejecucio´n y de
acuerdo a los resultados obtenidos el modelo ma´s robusto fue el modelo que
usa interpolacio´n de akima y an˜ade durante las generaciones a los mejo-
res individuos. Los resultados obtenidos mostraron que la propuesta tiene
el mejor desempen˜o tratando diversos problemas de optimizacio´n nume´rica
comparado con el modelo existente QIEA-R.
Palabras clave: Algoritmo Evolutivo de Inspiracio´n Cua´ntica, Computacio´n
Evolutiva, Optimizacio´n, Funcio´n de Distribucio´n de Probabilidad.
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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n y Contexto
Es comu´n enfocarnos en la maximizacio´n de ingresos, beneficios, productividad,
etc. y tambie´n la minimizacio´n de gastos, tiempo de operacio´n, uso de recursos en la
industria, educacio´n y todas las a´reas relacionadas a las actividades de hoy en d´ıa, en
general en maximizar el beneficio. Este tipo de problemas son tratados por una de las
ramas de la matema´tica aplicada: Optimizacio´n Global (Arnold, 2006).
Desde una visio´n simplificada, estos problemas se reducen a encontrar los valores
o´ptimos en una funcio´n n-dimensional f(x1, . . . , xn) donde cada dimensio´n xi tiene un
dominio espec´ıfico y puede estar sujeta a restricciones.
Existen los me´todos tradicionales que logran encontrar soluciones exactas, re-
quieren que se cumplan ciertas condiciones para ser utilizados, como crear el modelo
matema´tico que incluye una funcio´n objetivo, restricciones y dominios para cada varia-
ble. Estas condiciones pueden cumplirse o no de acuerdo al problema. Todo esto puede
significar un alto coste computacional y representar prolongados tiempos de espera
para obtener una solucio´n.
Por otro lado, existen los me´todos heur´ısticos(me´todos especializados en un pro-
blema en particular) y metaheur´ısticas(me´todos de propo´sito general), que pueden
hallar una solucio´n de este tipo de problemas de forma aproximada, con menor coste
computacional e inclusive sin exigir condiciones de optimalidad.
Entre las metaheur´ısticas, los algoritmos evolutivos esta´n basados en el modelo
de evolucio´n de Darwin (van der Hauw, 1996). Los algoritmos evolutivos se pueden cla-
sificar en tres grupos (Back et al., 1997): Programacio´n evolutiva (Fogel et al., 1966),
Estrategias evolutivas (Schwefel, 1993), Algoritmos gene´ticos (Bremermann, 1962),(Ho-
lland, 1975a).
Los algoritmos evolutivos usan una poblacio´n (conjunto de individuos) y opera-
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dores inspirados en el paradigma Neodarwiniano de la Evolucio´n como la supervivencia
del ma´s apto y la herencia gene´tica para“evolucionar”la poblacio´n aproxima´ndola hacia
soluciones o´ptimas. Aunque estos algoritmos son ampliamente empleados en problemas
de optimizacio´n, pueden presentar algunos problemas porque se necesita validar que
las soluciones obtenidas este´n sujetas a las restricciones del problema, y muchas veces
esta tarea incrementa notablemente el costo computacional del proceso, impactando
negativamente en su desempen˜o. Tambie´n, se pueden presentar dificultades cuando
existen problemas con caracter´ısticas de epistasia (bajo grado de separabilidad de las
variables) (da Cruz, 2007).
Un tipo ma´s especializado de algoritmos evolutivos son los algoritmos evolutivos
de inspiracio´n cua´ntica, que traen al mundo evolutivo algunas ideas de la computacio´n
cua´ntica, como la superposicio´n de estados. El primer modelo formal encontrado en la
literatura es el Genetic Quantum Algorithm (GQA) (Han y Kim, 2000), que utiliza el
q-bit como unidad de informacio´n, basa´ndose en la representacio´n binaria de los Al-
goritmos Gene´ticos Cano´nicos e incluyendo la superposicio´n de estados. Usando como
base este modelo, se pueden encontrar en la literatura disversos trabajos que se agru-
pan en 3 a´reas: modificacio´n en los operadores para mejorar el desempen˜o, h´ıbridos y
aplicaciones.
Cabe destacar que cualquier modelo basado en el modelo de Han mantendra´
las mismas desventajas inherentes a la codificacio´n binaria como: aumento de la
dimensionalidad y complejidad en el proceso de codificacio´n y decodificacio´n.
Estos problemas son eliminados en el modelo QIEA-R (da Cruz et al., 2010),
que se basa tambie´n en el concepto de q-bit y la superposicio´n de estados, utiliza una
representacio´n real ma´s parecida a las Estrategias Evolutivas. Este modelo es probado
con funciones benchmark(funciones para evaluar robustez de los modelos) y comparado
con otros algoritmos de bu´squeda poblacional Particle Swarm Optimization (PSO),
Differential Evolution (DE) mostrando un desempen˜o superior en general, pero tambie´n
presentando dificultades con algunas funciones benchmark(funciones que son propuesta
para evaluar este tipo de algoritmos) espec´ıficas. Se realizaron algunos trabajos de
aplicacio´n utilizando el modelo para el entrenamiento de redes neuronales (Escovedo
et al., 2013, 2014).
El modelo usado por DaCruz mantiene la limitacio´n de utilizar funciones de
distribucio´n de probabilidad uniforme y deja abierta la posibilidad de utilizar funciones
de distribucio´n de probabilidad que se adapten mejor a la naturaleza del problema. Pese
a la limitacio´n mencionada, el trabajo en el a´rea es au´n incipiente y abre la posibilidad
para investigar.
1.2. Planteamiento del Problema
El modelo QIEA-R utiliza una representacio´n real y tiene tres etapas: la genera-
cio´n de poblacio´n cua´ntica, la generacio´n de la poblacio´n cla´sica, la actualizacio´n de la
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poblacio´n cua´ntica. Durante la generacio´n de la poblacio´n cua´ntica se inicializa a ca-
da individuo cua´ntico utilizando una funcio´n de distribucio´n de probabilidad uniforme
por cada dimensio´n, da´ndole a cada elemento del dominio la misma probabilidad de
ser seleccionado. A pesar de superar a los algoritmos PSO, DE; al utilizar la funcio´n de
distribucio´n acumulada(una recta) para la generacio´n de individuos cla´sicos, el modelo
esta´ limitado por la naturaleza de la funcio´n de distribucio´n de probabilidad uniforme
y presenta dificultades si se tratan problemas con caracter´ısticas multimodales o con
caracter´ısticas de epistas´ıa. Esta situacio´n nos lleva a pensar en la necesidad de contar
con me´todos ma´s eficientes en la adaptacio´n del comportamiento probabil´ıstico(funcio´n
de distribucion acumulada) para la generacio´n de los individuos cla´sicos.
1.3. Objetivos
Proponer, implementar y evaluar un modelo de algoritmo de inspiracio´n cua´n-
tica con representacio´n real usando un mecanismo inspirado en filtro de part´ıculas y
me´todos de aproximacio´n de funciones para representar la funcio´n de distribucio´n de
probabilidad acumulada modificada usando el criterio de recompensa para la genera-
cio´n de individuos cla´sicos.
1.3.1. Objetivos Espec´ıficos
Analizar el modelo QIEA-R.
Modelar un mecanismo eficiente de generacio´n de individuos cla´sicos basado en
filtro de part´ıculas y me´todos de aproximacio´n de funciones.
Implementar, realizar pruebas con funciones benchmark y aplicaciones reales.
Analizar y evaluar los resultados obtenidos comparado con el modelo QIEA-R.
1.4. Organizacio´n de la tesis
Este trabajo de tesis esta´ organizado de la siguiente manera:
El cap´ıtulo 2, contiene una revisio´n del marco teo´rico, los modelos existentes y el
estado del arte.
El cap´ıtulo 3, aborda la propuesta FP-QIEA-R inspirada en QIEA-R, Filtro de
Part´ıculas y sus variantes utilizando diferentes me´todos de aproximacio´n de fun-
ciones.
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El cap´ıtulo 4, describe los experimentos, sus resultados y la discusio´n.
El cap´ıtulo 5, finaliza con las conclusiones, limitaciones y trabajos futuros.
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A continuacio´n se describen los conceptos ba´sicos que sera´n utilizados en los si-
guientes cap´ıtulos que son parte de la investigacio´n realizada y los trabajos relacionados
a la investigacio´n.
2.1. Optimizacio´n Global
Optimizacio´n global es la rama de la matema´tica aplicada y ana´lisis nume´rico que
se enfoca en la optimizacio´n. El objetivo es encontrar los mejores posibles elementos
x* de un conjunto X de acuerdo a un conjunto de criterios (funciones objetivo) F =
{f1, f2, . . . , fn} (Weise, 2008).
Definicio´n 1 Una funcio´n objetivo f : X 7→ Y ⊆ R es una funcio´n a optimizar.
Su codominio Y y su rango deben ser un subconjunto (Y ⊆ R). El dominio de X
puede ser cualquier tipo de elemento (nu´meros, listas,etc.), de acuerdo al problema de
optimizacio´n. Las funciones objetivos no son necesariamente expresiones matema´ticas
pueden ser algoritmos complejos que involucran numerosas simulaciones.
2.2. Heur´ısticas
Definicio´n 2 Se denomina heur´ıstica a un proceso que puede resolver un problema
espec´ıfico, pero que no ofrece ninguna garant´ıa de lograrlo.
Una definicio´n ma´s precisa y adecuada es la proporcionada por (Reeves, 1993).
“Una heur´ıstica es una te´cnica que busca soluciones buenas (es decir, casi o´ptimas) a
un costo computacional razonable, aunque sin garantizar factibilidad u optimalidad de
las mismas. En algunos casos, ni siquiera puede determinar cua´n cerca del o´ptimo se
encuentra una solucio´n factible en particular.”
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2.2.1. Metaheur´ısticas
Son algoritmos de propo´sito general, a diferencia de las heur´ısticas que son utili-
zados para problemas espec´ıficos. Son utilizados para resolver problemas complejos, en
los u´ltimos an˜os han surgido como alternativa a los me´todos cla´sicos (Bianchi et al.,
2009).
2.2.2. Computacio´n Evolutiva
Son algoritmos de optimizacio´n metaheur´ısticos basados en poblacio´n y usan me-
canismos inspirados en la biolog´ıa como mutacio´n, cruzamiento, seleccio´n natural y
sobrevivencia del ma´s apto para refinar un conjunto de soluciones candidatas iterati-
vamente (Dortmund, 1995; Baeck et al., 1997).
2.2.2.1. Los principios ba´sicos de la naturaleza
En 1859, Charles Darwin publico´ su libro“El origen de las especies”e identifico´ los
principios de seleccio´n natural y sobrevivencia del ma´s apto como las fuerzas que dirigen
la evolucio´n biolo´gica. Su teor´ıa puede ser resumida en 10 observaciones y deducciones:
1. Los individuos de las especies tienen gran fertilidad y producen ma´s descendencia
que puede crecer en la adultez.
2. Durante la ausencia de influencias externas(desastres naturales, seres humanos,
etc.), el taman˜o de la poblacio´n aproximadamente permance constante.
3. Si no hay influencias externas, los recursos alimenticios son limitados pero estables
en el tiempo.
4. Cuando los individuos compiten por esos recursos limitados, una lucha empieza.
5. Especialmente en especies con reproduccio´n sexual, no hay dos individuos iguales.
6. Algunas de las variaciones entre los individuos afectara´ su aptitud y su habilidad
para sobrevivir.
7. Muchas de estas variaciones son heredables.
8. Los individuos menos aptos tienen menor posibilidad de reproducirse en contraste,
los ma´s aptos tienen mayor probabilidad de sobrevivencia y de reproducirse.
9. Los individuos que sobreviven y se producen pasara´n sus caracter´ısticas a su
descendencia.
10. Las especies lentamente cambiara´n y adaptara´n ma´s y ma´s al ambiente durante
este proceso y al final pueden resultar en nuevas especies.
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Los algoritmos evolutivos se basan en el proceso biolo´gico e introducen un cambio
en la sema´ntica por ser dirigidos por el objetivo. Las soluciones candidatas de cierto
problema juegan el rol de individuos. Su aptitud es medida de acuerdo a las funciones
objetivos del problema de optimizacio´n y dirige la evolucio´n. La ventaja de los algo-
ritmos evolutivos es que so´lo se necesitan pocos supuestos sobre la funcio´n de aptitud
para alcanzar una solucio´n y por tanto tienen un buen desempen˜o en diferentes clases
de problemas.
2.2.3. Algoritmos gene´ticos
En los an˜os 70, gracias a Holland (Holland, 1975b) comenzaron las ideas de los
algoritmos que despue´s Goldberg aprovecho´ para presentar su modelo de algoritmo
gene´tico (Goldberg, 1989), basado en conceptos de biolog´ıa y gene´tica. Una poblacio´n
inicial experimenta procesos biolo´gicos (mutacio´n, cruzamientos) de forma aleatoria,
adema´s de un proceso de seleccio´n natural do´nde el ma´s apto sobrevive durante las
generaciones.
El algoritmo tiene el siguiente proceso:
Comienza con un conjunto de individuos con representacio´n binaria de acuerdo
al problema a resolver y luego son evaluados para determinar quie´n es mejor
luego se realizan operaciones de cruzamiento siguiendo algu´n criterio de cruce,
esperando obtener un mejor individuo
luego se realizan operaciones de mutacio´n, do´nde un 0 cambia 1 o viceversa
finalmente se obtiene una nueva poblacio´n y segu´n un criterio de seleccio´n natu-
ral(sobrevivencia del ma´s fuerte) los ma´s aptos pasan a la siguiente generacio´n e
iteran hasta alcanzar una solucio´n o un criterio de parada.
Podemos notar que la representacio´n binaria es insuficiente para problemas de to-
da clase, entonces uno de los desaf´ıos en estos algoritmos es plantear una representacio´n
adeacuada al tipo de problema sea de dominio binario, real, etc.
Adema´s este tipo algoritmos puede quedar atrapado en o´ptimos locales(soluciones
no globales) y para tal problema, utiliza operaciones de cruce y mutacio´n para realizar
una mejor bu´squeda en el espacio de soluciones.
Debemos recordar que algoritmos gene´ticos es una metaheur´ıstica(algoritmo de
propo´sito general) y que durante las generaciones, so´lo nos presentara´ una solucio´n al
problema que no podr´ıa cumplir la optimalidad(mejor solucio´n existente en todo el
dominio).
A pesar de las limitaciones mencionadas ha sido usado ampliamente en diversos
problemas y a´reas relacionadas o no a la computacio´n.
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2.2.4. Computacio´n Cua´ntica
Un computador cua´ntico es un dispositivo que hace uso de ciertos feno´menos
de meca´nica cua´ntica para realizar operaciones con datos (Spector, 2006). El te´rmino
computacio´n cua´ntica es usado para describir procesos computacionales que se basen en
estos feno´menos, son capaces de disminuir el esfuerzo y la complejidad computacional
para resolver determinados problemas. Lo principal de esta a´rea es el poder de procesa-
miento y la afirmacio´n “las posibilidades cuentan, aunque no ocurran” (Spector, 2006).
Definicio´n 3 El bit es la menor unidad de informacio´n en un computador cla´sico, cu-
yos valores pueden ser ’0’ o ’1’. En un computador cua´ntico, la unidad de informacio´n
ba´sica ser llama q-bit. Puede tener los estados ’0’, ’1’ o una sobreposicio´n de los dos y
puede ser representada:
|ψ〉 = α |0〉+ β |1〉 (2.1)
Donde |ψ〉 es el estado del q-bit y α, β son nu´meros complejos que determinan
las amplitudes de probabilidad de los estados correspondientes.
Y |α2| indica la probabilidad del q-bit de ser encontrado en el estado “0”, |β2|
indica la probabilidad del qubit de ser encontrado en el estado “1”. La normalizacio´n
garantiza:
∣∣α2∣∣+ ∣∣β2∣∣ = 1 (2.2)
Si hay un sistema de m q-bits, el sistema puede representar 2m estados al mismo
tiempo. Sin embargo, en la observacio´n de un estado cua´ntico se limita a un so´lo estado.
2.2.5. Algoritmos con inspiracio´n cua´ntica
A pesar de la ventaja existente al usar computadores cua´nticos existen dos limi-
taciones: la dificultad de implementar un computador cua´ntico y crear algoritmos que
aprovechen la capacidad de estos computadores. Por otro lado, Moore plantea apro-
vechar los conceptos de la f´ısica cua´ntica en lugar de usar computadores cua´nticos,
para mejorar el desempen˜o de los algoritmos cla´sicos y este es el origen del te´rmino
inspiracio´n cua´ntica. Moore presenta la siguiente metodolog´ıa para la formulacio´n de
un algoritmo de inspiracio´n cua´ntica:
1. El problema debe tener una representacio´n nume´rica.
2. La configuracio´n inicial debe ser definida(para´metros).
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3. Definir una condicio´n de parada.
4. El problema debe ser divisible en sub-problemas menores.
5. El nu´mero de universos(dominio por cada variable) debe ser identificado.
6. Cada sub-problema debe estar asociado a uno de los universos.
7. Los ca´lculos de los diversos universos deben ser independientes.
8. Alguna forma de interaccio´n entre los universos debe existir.
2.2.6. QIEA-B
Es el primer algoritmo evolutivo de inspiracio´n cua´ntica que fue bien definido, que
en la literatura original se denomina QEA (Han y Kim, 2000) pero que denominare-
mos QIEA-B de ahora en adelante. QIEA-B es inspirado en el concepto de computacio´n
cua´ntica, el modelo esta´ disen˜ado con una representacio´n q-bit, un operador de actuali-
zacio´n Q-gate y observacio´n. Se explica la representacio´n y el algoritmo a continuacio´n:
2.2.6.1. Representacio´n
Diferentes representaciones pueden ser usadas para codificar las soluciones de los
individuos de computacio´n evolutiva. Las representaciones pueden ser clasificadas como:
binaria, nume´rica y simbo´lica (Hinterding, 1999). El modelo usa una representacio´n
usando q-bits para la representacio´n probabil´ıstica basada en el concepto de q-bit.
Definicio´n 4 (q-bit) Un Q-bit es la unidad de informacio´n ma´s pequen˜a en QIEA-B,
y es definido como un par de para´metros (α, β)
[
α
β
]
donde se cumple |α|2+|β|2 = 1. |α2| indica la probabilidad del q-bit de encontrarse
en el estado “0”, |β2| indica la probabilidad del q-bit de encontrase en el estado “1”.
Un Q-bit puede estar en el estado “0”, “1”, o una superposicio´n lineal de los dos.
Definicio´n 5 (Individuo cua´ntico) Un individuo cua´ntico es una cadena de m q-
bits, y es definido como: [
α1 α2 . . . αm
β1 β2 . . . βm
]
donde se cumple |αi|2 + |βi|2 = 1, ∀i = 1, 2, . . . ,m.
Con esta definicio´n, se logra que cada individuo qua´ntico represente una superposicio´n
de individuos cla´sicos formados por m Q-bits(genes).
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Definicio´n 6 Operador Q-gate
La actualizacio´n de la poblacio´n es realizada por el operador Q-gate, es definida
como una matriz de rotacio´n.
U(∆θi) =
[
cos(∆θi) − sin(∆θi)
sin(∆θi) cos(∆θi)
]
(2.3)
U(∆θi) multiplica cada columna del individuo, cada par de valores α y β, son
tratadas como un vector de 2 dimensiones y sera´n operados usando U(∆θi), como se
muestra en la imagen 2.1.
y
x
[
αk
βk
]
[
α′k
β′k
]
U(∆θi)
θi
Figura 2.1: Rotacio´n de un q-bit usando Q-gate
La actualizacio´n de este individuo es realizada por cada gen, de acuerdo con la
ecuacio´n:
[
α′i
β′i
]
= U(∆θi)
[
αi
βi
]
(2.4)
∆θi es definido de acuerdo al problema que se desee resolver, modificando α y β
para dirigir a los individuos a soluciones ma´s o´ptimas (Han y Kim, 2000).
2.2.6.2. Algoritmo: QIEA-B
El procedimiento del QIEA-B propuesto por (Han y Kim, 2000), es descrito en el
algoritmo 1:
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Algorithm 1 Algoritmo evolutivo cua´ntico
1: t← 0
2: Inicializar Q(t)
3: Generar Pt observando los estados de Qt
4: Evaluar Pt
5: Guardar las mejores soluciones de Pt en bt
6: while condicio´n de parada no sea alcanzada do
7: t← t+ 1
8: Generar Pt observando los estados de Qt−1
9: Evaluar Pt
10: Guardar la mejor solucio´n de Pt en bt
11: bt ← mejor entre bt y bt−1
12: Actualizar Qt usando Q-gates
13: end while
donde: Qt es la poblacio´n, Pt es una poblacio´n de individuos cla´sicos generada en cada
iteracio´n. En la inicializacio´n de Qt, sus individuos son inicializados con αi y βi con
1√
2
, ∀i = 1, 2, . . . ,m para tener la misma probabilidad de generar los estados ”0”´o ”1”. Y
bt es usado para guardar los mejores en cada iteracio´n.
El proceso del modelo es el siguiente:
Figura 2.2: Modelo QIEA-B
2.2.7. QIEA-R
El modelo QIEA-R utiliza codificacio´n real, fue propuesto por (da Cruz, 2007) y
fue la primera en utilizar representacio´n real en lugar de binaria (Han y Kim, 2000).
Tiene los siguientes pasos: generacio´n de poblacio´n cua´ntica, generacio´n de poblacio´n
cla´sica al observar la poblacio´n cua´ntica y actualizacio´n de la poblacio´n cua´ntica.
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Algorithm 2 QIEA-R
Iniciar
1: t← 1
2: Generar poblacio´n cua´ntica Q(t) con N individuos con G genes.
3: while t ≤ T do
4: E (t) ← generar individuos cla´sicos observando individuos cua´nticos
5: if t = 1 then
6: C (t) ← E (t)
7: else
8: E (t) ← recombinacio´n entre E (t) y C (t)
9: evaluar E (t)
10: C (t) ← K mejores individuos de [ E (t) ∪ C (t) ]
11: end if
12: Q(t+1) ← actualiza Q(t) usando N mejores individuos de C (t)
13: t← t+ 1
14: end while
2.2.7.1. Algoritmo QIEA-R
El presente algoritmo se detallara´ en las secciones siguientes.
2.2.7.2. Representacio´n Cua´ntica
El individuo cua´ntico representa la superposicio´n de los posibles estados. En este
modelo, el conjunto de estados observables es continuo.
Sean {q1, . . . ,qm} los individuos cua´nticos de la poblacio´n Qt en la generacio´n t,
Cada individuo cua´ntico qi esta´ compuesto por n genes, qij = {qi1, . . . , qin},
Cada gen qij esta´ definido por una funcio´n de distribucio´n de probabilidad pij(x).
Esta funcio´n de distribucio´n de probabilidad es inicializada cubriendo todo el
dominio de qij
Basado en esta definicio´n, un individuo cua´ntico puede ser representado como:
qi = {pi1(x), pi2(x), . . . , pin(x)} (2.5)
La funcio´n de distribucio´n de probabilidad utilizada en (da Cruz et al., 2010) es la
funcio´n de densidad de probabilidad uniforme. Esta funcio´n se define por la ecuacio´n:
pij(x) =
{ 1
Uij−Lij si Lij ≤ x ≤ Uij
0 otro
(2.6)
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Donde Lij y Uij son los l´ımites inferior y superior respectivamente del intervalo
que el i-e´simo individuo cua´ntico puede asumir en la dimensio´n j cuando es observado.
Un ejemplo de un gen cua´ntico formado por un pulso cuadrado es mostrado a
continuacio´n:
Figura 2.3: Ejemplo de un gen cua´ntico en QIEA-R, do´nde el eje x es el dominio de la
variable y el eje y es la probabilidad (da Cruz, 2007)
En este caso los l´ımites esta´n definidos por -1 y 1.
Da cruz propone dos formas de representacio´n (da Cruz, 2007):
Crear pulsos cuadrados con un ancho
Uij−Lij
N
, con sus centros distribuidos uni-
formente a lo largo de todo el dominio, donde N es el nu´mero de individuos
cua´nticos.
Crear los pulsos con l´ımite superior e inferior iguales a los l´ımites del dominio.
En las siguiente figuras se pueden apreciar ejemplos de ambas opciones, conside-
rando una poblacio´n de taman˜o 5, 2 dimensiones y un dominio de -100 a 100 por cada
dimensio´n :
Figura 2.4: Propuestas de inicializacio´n (da Cruz, 2007)
Una vez inicializada la poblacio´n cua´ntica Q0(poblacio´n inicial cua´ntica), el ciclo
principal del proceso evolutivo empieza y continua de la siguiente forma:
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2.2.7.3. Observacio´n
La generacio´n de individuos cla´sicos observando individuos cua´nticos usando la
funcio´n de distribucio´n de probabilidad pij(x), probabilidades acumuladas Pij y un ge-
nerador de nu´meros aleatorios U(0, 1) en el dominio de 0 a 1 siguiendo el procedimiento
presentado a continuacio´n:
1: Generar r ∼ U(0, 1)
2: Encontrar x tal que
Pij(x) =
∫ ∞
−∞
pij(τ)dτ (2.7)
x = P−1ij (r) (2.8)
3: Asignar xij(t) ∈ xi ← x
Si se usan pulsos (µij , σij ) y una realizacio´n rij ∼ U(0, 1), el valor del gen cla´sico
se obtiene por:
xij = rij ∗ σij +
(
µij − σij
2
)
(2.9)
Figura 2.5: Ejemplo de funcio´n de distribucio´n acumulada con µ = 2,5 y σ = 2,5
do´nde el eje x es el dominio de la variable y el eje y es la probabilidad de la funcio´n
acumulada
2.2.7.4. Actualizacio´n
La actualizacio´n tiene dos etapas: ajuste del ancho del pulso y movimiento del
centro del pulso.
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Ajuste ancho del pulso
QIEA-R puede reducir o incrementar el espacio de bu´squeda de cualquier indivi-
duo cua´ntico de acuerdo a la aptitud de la poblacio´n cla´sica durante el proceso
de observacio´n y usando la regla de 1/5”(Rechenberg, 1973). Si menos del 20 %
de la poblacio´n cla´sica de la actual generacio´n tiene una aptitud mejor que la
generacio´n anterior, el ancho del gen es reducido, si es mayor que 20 %, el ancho
es incrementado y si es igual, el ancho no es modificado, la ecuacio´n 2.10, muestra
la regla de 1/5”.
σij =

σij ∗ δ ϕ < 1/5
σij/δ ϕ > 1/5
σij ϕ = 1/5
(2.10)
donde ϕ representa el porcentaje de mejores individuos de la poblacio´n en com-
paracio´n a la poblacio´n anterior.
Movimiento del centro del pulso
Escoger los mejores individuos cla´sicos para actualizar la poblacio´n cua´ntica. Por
ejemplo, suponer que el centro del gen cua´ntico en la generacio´n t es µij(t) y el
valor del mejor gen cla´sico es xij entonces la nueva posicio´n del gen cua´ntico es
calculada para la generacio´n t+ 1 por la ecuacio´n 2.11:
µij(t+ 1) = µij(t) + λ(xij − µij(t)) (2.11)
donde λ ∈ [0,1], es el porcentaje de movimiento en direccio´n al gen cla´sico.
Figura 2.6: Ejemplo de movimiento de gen cua´ntico en una dimensio´n donde el eje x
es el dominio de la variable y el eje y es la probabilidad
2.3. Aproximacio´n de funciones
Es la rama de ana´lisis nume´rico que investiga como ciertas funciones conocidas
pueden ser aproximadas por una clase de funciones espec´ıfica (funciones polinomiales)
que tienen propiedades de ca´lculo de bajo coste, continuidad y otros. Y en un segundo
caso, en lugar de tener una fo´rmula so´lo tener un conjunto de puntos de la forma
(x, f(x)) utilizar te´cnicas de interpolacio´n, extrapolacio´n, regresio´n y ajuste de curvas.
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2.3.1. Splines
Splines es una funcio´n nume´rica definida en partes por funciones polinomiales
que son suavizadas en los lugares donde las piezas polinomiales se conectan por puntos
(Judd, 1998).
Figura 2.7: Aproximacio´n de funcio´n de distribucio´n acumulada usando splines
2.3.2. Akima
La interpolacio´n de Akima es una interpolacio´n sub-spline continua y diferencia-
ble. Es construida por partes a partir de polinomios de tercer grado. So´lo los datos de
los puntos vecinos pro´ximos son usados para determinar los coeficientes del polinomio
de interpolacio´n. No hay necesidad de sistemas de ecuaciones y por tanto es compu-
tacionalmente ma´s eficiente. Al usar un nu´mero reducido de puntos se evitan curvas
extran˜as en la curva estimada (Akima, 1970).
Para un conjunto de 4 puntos:
si = s(xi), 1 ≤ i ≤ k, (2.12)
La funcio´n de interpolacio´n es definida como:
s(x) = a0 + a1(x− xi) + a2(x− xi)2 + a3(x− xi)3xi ≤ x ≤ xi+1 (2.13)
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Para determinar los coeficientes a0, a1, a2 y a3 del polinomio de interpolacio´n para
cada intervalo [xi, xi+1 ], los valores de la funcio´n si y si+1 y las primeras derivadas si’
y si+1’ en los puntos finales del intervalo son usados.
La primera derivada si’ de la funcio´n de interpolacio´n en xi es estimada desde
los datos de este punto y los siguientes dos puntos a cada lado de xi. Usando las
proporciones:
dj =
sj+1 − sj
xj+1 − xj , j = i− 2, i− 1, i, i+ 1 (2.14)
y los coeficientes de ponderacio´n
wi−1 = |di+1 − di|, wi = |di−1 − di−2| (2.15)
la derivada estimada si’ es definada como:
s′i =
wi−1di−1 + widi
wi−1 + wi
(2.16)
Diferentes casos especiales para si’ deben ser considerados.
s′i = di−1, di−2 = di−1, di 6= di+1
s′i = di, di = di+1, di−2 6= di−1
s′i = di−1 = di, di−1 = di
s′i =
di−1 + di
2
, di−2 = di−1 6= di = di+1
(2.17)
Para usar 2.3.2 para el ca´lculo de las derivadas s′1, s
′
2, s
′
k−1 y sk’ ratios adicionales
dk−1, d0, dk y dk+1 deben ser estimados.
dk−1 = 2d0 − d1
d0 = 2d1 − d2
dk = 2dk−1 − dk−2
dk+1 = 2dk − dk−1
(2.18)
El grado de la funcio´n de interpolacio´n se reduce a 2 para estos intervalos.
A continuacio´n podemos observar algunos ejemplos:
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Figura 2.8: Aproximacio´n de funciones usando interpolacio´n de akima
2.4. Aproximacio´n Multidimensional
2.4.1. Regresio´n multilineal
Regresio´n lineal es un enfoque para modelar la relacio´n entre una variable de-
pendiente y una o ma´s variables independientes. En caso de una variable es llamado
regresio´n lineal simple, para ma´s de una variable es llamado regresio´n multilineal.
Sean p variables independientes relacionadas por la ecuacio´n 2.19:
yi = β1xi1 + β1xi1 + . . .+ βpxip (2.19)
donde xij es una observacio´n de la variable independiente yi y asume valor 1 para la
primera variable independiente, para cada i.
Las ecuaciones normales en su forma matricial son:
(XTX)β̂ = XTY β̂ = (XTX)−1XTY (2.20)
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2.4.2. Parzen-window Density Estimation
El modelo ventana de Parzen (Duda et al., 2000) es utilizado para estimar den-
sidades y asume que la region Rn es un hipercubo d-dimensional. Si hn es la longitud
de arista del hipercubo, entonces su volumen esta´ dado por:
Vn = h
d
d (2.21)
Podemos obtener una expresio´n para kn, el nu´mero de muestras que este´n dentro
del hipercubo y definimos la siguiente funcio´n ventana:
ϕ(u) =
{
1 |uj| ≥ 1/2 j = 1, . . . , d
0 otro caso
(2.22)
De esta forma, ϕ(u) define un hipercubo con centro en el origen.
Y ϕ((x− xi)/hn) es igual a la unidad si xi esta´ dentro del hipercubo de volumen
Vn con centro en x y zero en otro caso. El nu´mero de muestras en este hipercubo esta´
dado por:
kn =
n∑
i=1
ϕ
(
x− xi
hn
)
(2.23)
y la probabilidad esta´ dada por:
pn(x) =
kn/n
Vn
(2.24)
Reemplazando la ecuacio´n 2.24 en 2.23 obtenemos:
pn(x) =
1
n
n∑
i=1
1
Vn
ϕ(
x− xi
hn
) (2.25)
La funcio´n ventana es usada para interpolacio´n y debe cumplir con lo siguiente:
ϕ(x) ≤ 0 (2.26)
y
∫
ϕ(u)du = 1, (2.27)
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y si mantenemos la relacio´n Vn = h
d
n entonces pn(x) satisface estas condiciones.
Examinemos el efecto del ancho de la ventana hn que tiene en pn(x). Si definimos
la funcio´n δn(x) por:
σn(x) =
1
Vn
ϕ
(
x
hn
)
(2.28)
entonces podemos escribir pn(x) como el promedio:
pn(x) =
1
n
n∑
i=1
δn(x− xi) (2.29)
Figura 2.9: Aproximacio´n usando window-parzen de funcio´n Rosenbrock, donde los ejes
x, y son las variables y el eje z es la probabilidad
2.5. Funciones benchmark
Son funciones utilizadas para evaluar las siguientes caracter´ısticas de algoritmos
de optimizacio´n:
velocidad de convergencia
precisio´n
robustez
desempen˜o general
Pueden presentar uno o varios o´ptimos globales(mejor solucio´n en todo el domi-
nio) y varios o´ptimos locales(mejor solucio´n en un subdominio).
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2.5.1. Ackley
Esta funcio´n se caracteriza por una regio´n casi plana y un gran agujero en el
centro. La funcio´n tiene una dificultad para los algoritmos de optimizacio´n basado en
hill climbing(algoritmo de bu´squeda local) que pueden quedarse atrapados en un de
sus o´ptimos locales (Ackley, 1987).
En la Fig. 2.10 podemos apreciar la funcio´n en 2 dimensiones.
Figura 2.10: Funcio´n Ackley
La ecuacio´n de la funcio´n Ackley:
f1(x) = −a ∗ exp
−b
√√√√1
d
d∑
i=1
x2i
− exp(1
d
d∑
i=1
cos(cxi)
)
+ a+ exp(1) (2.30)
Dominio y mı´nimo global
xi ∈ [−32,768, 32,768] , ∀i = 1, . . . , d f1(x∗) = 0 , x∗ = (0, . . . , 0)
2.5.2. Rastrigin
La funcio´n Rastrigin es una funcio´n no convexa, tiene varios mı´nimos locales y es
multimodal (Rastrigin, 1974).
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Figura 2.11: Funcio´n Rastrigin
La ecuacio´n de la funcio´n Rastrigin:
f2(x) = 10d+
d∑
i=1
[x2i − 10 cos(2pixi)] (2.31)
Dominio
xi ∈ [−5,12, 5,12] , ∀i = 1, . . . , d f1(x∗) = 0 , x∗ = (0, . . . , 0)
2.5.3. Rosenbrock
Esta funcio´n es unimodal y el mı´nimo global esta´ en un valle estrecho similar a
una para´bola. Sin embargo, es fa´cil encontrar este valle pero converger al mı´nimo es
dif´ıcil (Rosenbrock, 1960).
La ecuacio´n de la funcio´n Rosenbrock:
f3(x) =
d−1∑
i=1
[100(xi+1 − x2i )2 + (xi − 1)2] (2.32)
Dominio
xi ∈ [−5, 10] , ∀i = 1, . . . , d f1(x∗) = 0 , x∗ = (1, . . . , 1)
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Figura 2.12: Funcio´n Rosenbrock
2.5.4. Funcio´n Schwefel
La funcio´n Schwefel es muy compleja con muchos mı´nimos locales (Schwefel,
1981). La figura 2.13 muestra la funcio´n en el dominio [ -500, 500 ].
Un ejemplo de la funcio´n en 2 dimensiones puede ser apreciada en la Fig. 2.13.
La ecuacio´n de la funcio´n Schwefel:
f4(x) = 418,9829d−
d∑
i=1
xi sin(
√
| xi |) (2.33)
Dominio
xi ∈ [−500, 500] , ∀i = 1, . . . , d f1(x∗) = 0 , x∗ = (420,9687, . . . , 420,9687)
2.5.5. Funcio´n Sphere
Esta funcio´n es continua, convexa y unimodal (Dixon y Szego, 1978).
En la Fig. 2.14 podemos apreciar la funcio´n en 2 dimensiones.
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Figura 2.13: Funcio´n Schwefel
Figura 2.14: Funcio´n Sphere
La ecuacio´n de la funcio´n Sphere:
f5(x) =
d∑
i=1
x2i (2.34)
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Dominio
xi ∈ [−5,12, 5,12] , ∀i = 1, . . . , d f1(x∗) = 0 , x∗ = (0, . . . , 0)
2.6. Trabajos Relacionados
A continuacio´n se presenta un resumen del estado del arte del algoritmo utilizado.
GQA (Han y Kim, 2000) es la primera propuesta inspirada en el concepto y pri-
nicipios de la computacio´n cua´ntica usando q-bits y superposicio´n de estados de la
meca´nica cua´ntica. Un q-bit puede estar en el estado ’1’ o ’0’ con determinada pro-
babilidad. La suma de las probabilidades debe ser igual a 1. Un sistema de m q-bits
puede representar 2m estados al mismo tiempo. Un q-bit presenta caracter´ısticas de
exploracio´n y explotacio´n. En GQA, las etapas de observacio´n y actualizacio´n son pre-
sentadas, los experimentos fueron realizados utilizando el problema de la mochila y los
resultados muestran que QGA tiene la habilidad de bu´squeda global por la representa-
cio´n probabil´ıstica que presenta y tiene una mejor convergencia que Classical Genetic
Algorithm (CGA).
Podemos apreciar los resultados obtenidos:
Cuadro 2.1: Resultados de experimentos realizados por Han (Han y Kim, 2000) com-
parando algoritmos gene´ticos cla´sicos(CGA) y su propuesta con 100 y 250 items con
30 experimentos
CGA QGA
b 602.2 612.7
m 593.6 609.5
100 w 582.6 607.6
σ 4.958 2.404
t 0.786 0.2030
CGA QGA
b 1472.5 1525.2
m 1452.4 1518.7
250 w 1430.1 1515.2
σ 10.324 2.910
t 1.804 0.558
do´nde b= best(mejor), m=median(mediana) y w = worst(peor), luego σ es la
desviacio´n esta´ndar de las soluciones y t el tiempo de ejecucio´n.
Podemos observar que la propuesta de Han supera al algoritmo gene´tico cla´sico
en sus medidas estad´ısticas y tiempo de ejecucio´n.
Varios trabajos (Zhang y Gao, 2007; Liu y Liu, 2013; Iriyama y Ohya, 2014), (Le Gall,
2014) han sido presentados utilizando esta representacio´n binaria y proponiendo mejo-
ras de los operadores para mejorar el desempen˜o del modelo de Han. Existen propues-
tas h´ıbridas utilizando PSO (Hossain et al., 2009),(Hao y Shiyong, 2012), (Zhao et al.,
2013), utilizando criterios de sistemas inmunes (Hongjian et al., 2009), colonia de abe-
jas (Bouaziz et al., 2013), utilizando inicializacio´n basada en teor´ıa del caos (Yanguang
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et al., 2010). El modelo de Han es aplicado en diversas a´reas: procesamiento de sen˜ales
(Wu et al., 2009) clustering (Tsai et al., 2013), clasificacio´n fuzzy (Nunes et al., 2013),
problema clique (Das y Khan, 2015) entre otras.
A pesar de exitir varios trabajos despue´s de la propuesta de Han, todos mantie-
nen la representacio´n binaria y preservan las desventajas relacionadas como: mayor
dimensionalidad, codificacio´n y decodificacio´n.
El modelo QIEA-R (da Cruz et al., 2010) supera esta limitacio´n, en este modelo el
individuo cua´ntico esta´ basado en una funcio´n de distribucio´n de probabilidad uniforme
y los individuos cla´sicos son arreglos de dimensio´n N . Una etapa de observacio´n es
propuesta de forma similar a Quantum Inspired Evolutionary Algorithm with Binary
Representation (QIEA-B), se usa funcio´n de distribucio´n de probabilidad uniforme para
cada dimensio´n. Los pasos de actualizacio´n son: ampliar o reducir el pulso uniforme
usando la regla 1/5”(Rechenberg, 1973) y movimiento del centro del pulso por cada
dimensio´n. Los experimentos fueron realizados usando funciones benchmark (Griewank,
Schwefel, Rosenbrock, Sphere, Ackley, Rastrigin y otras). Los resultados demostraron
el buen desempen˜o del algoritmo comparado con QIEA-B.
Apreciamos en la siguiente tabla los resultados obtenidos (da Cruz et al., 2010),
se extrajeron so´lo las medidas estad´ısticas para una mejor comprensio´n.
Cuadro 2.2: Resultados de experimentos realizados por Abs da Cruz comparando algo-
ritmos gene´ticos cla´sicos, QIEA-B y su propuesta con 25 experimentos y 30 dimensiones
Function GA QIEA-B QIEA-R
Sphere m 4.71 1.8E-04 1.99E-06
σ n.a. 1.3E-04 9.50E-06
Ackley m 4.71E-01 2.5E-03 4.26E-05
σ n.a. 8.1E-04 1.39E-04
Griewank m 1.03 3.6E-02 9.42E-06
σ n.a. 3.2E-02 1.55E-05
Rastrigin m 4.40E-01 3.9E-02 1.65E-11
σ n.a. 1.9E-01 3.39E-11
Schwefel m 1.77 3.8E-04 8.1E-09
σ n.a. 3.0E-09 0
Rosenbrock m 14.15 11.73 2.52
σ n.a. 18.36 4.43
do´nde m=median (mediana) y σ es la desviacio´n esta´ndar de las soluciones.
El algoritmo es mejor en medidas estad´ısticas comparando con algoritmos gene´-
ticos y la propuesta de Han.
Pero si consideramos la siguiente tabla do´nde compara con PSO, DE, do´nde se
siguio´ el criterio anterio de visualizacio´n(so´lo medidas estad´ısticas).
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Cuadro 2.3: Resultados de experimentos realizados por Abs da Cruz comparando algo-
ritmos gene´ticos cla´sicos, QIEA-B y su propuesta con 25 experimentos y 30 dimensiones
Function DE PSO QIEA-R
Ackley ae 2.121E+01 2.118E+01 2.119E+01
σ 6.801E-02 7.595E-02 6.070E-02
Rastrigin ae 2.761E+02 1.040E+02 1.533E+02
σ 2.175E+01 2.698E+01 2.069E+01
do´nde ae=average error (error medio) y σ es la desviacio´n esta´ndar de las solu-
ciones.
Los resultados no fueron los mejores pero si pro´ximos al mejor y con una menor
desviacio´n esta´ndar. Esto da indicios que el el uso de funcio´n de distribucio´n uniforme
no es suficiente para representar el comportamiento de las soluciones en problemas
multimodales como Rastrigin y uni-modales como Ackley pero con alto nu´mero de
o´ptimos locales.
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Cap´ıtulo 3
Propuestas FP-QIEA-R
En este cap´ıtulo se detallara´n las propuestas realizadas:
la primera utilizando el criterio de centroides para la generacio´n de part´ıculas con
regresio´n multilineal para la estimacio´n de la funcio´n de distribucio´n acumulada
la segunda utilizando splines para representar la funcio´n de distribucio´n acu-
mulada de cada dimensio´n para la generacio´n de las part´ıculas utilizando este
criterio
luego una tercera, utilizando la interpolacio´n de Akima
una cuarta utilizando parzen window para la estimacio´n de la funcio´n de distri-
bucio´n acumulada
finalmente una modificacio´n de la tercera propuesta que usa interpolacio´n de
akima an˜adiendo los mejores individuos a la funcio´n de distribucio´n acumulada.
Es importante mencionar que todas las propuestas usan una modificacio´n de
la funcio´n de distribucio´n acumulada de acuerdo a los mejores individuos y no una
uniforme como el modelo de Abs da Cruz.
3.1. Iteraciones combinadas FP-QIEA-R con apro-
ximacio´n multilineal
Este es el primer modelo propuesto, intercala el uso de la representacio´n cua´ntica
del modelo QIEA-R de la seccio´n 2.2.7 y usa la representacio´n de Filtro de Part´ıculas,
regresio´n multi-lineal, centroides, remuestreo y frecuencia relativa para obtener una
nueva funcio´n de distribucio´n de probabilidad para generar una poblacio´n cla´sica y
combinarla con la poblacio´n obtenida por QIEA-R y obtener los n mejores individuos.
El procedimiento es explicado a continuacio´n:
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3.1.1. Representacio´n cua´ntica
Similar al modelo QIEA-R, el individuo cua´ntico representa la superposicio´n de
posibles estados que una variable puede tomar. El conjunto de estados observables es
continuo.
Sea {q1, . . . ,qm} individuos cua´nticos de una poblacio´n Qt en la generacio´n t,
Cada inviduo cua´ntico qi esta´ compuesto por n genes, qij = {qi1, . . . , qin},
Cada gen qij esta´ definido por una funcio´n de distribucio´n de probabilidad pij(x).
Esta funcio´n de distribucio´n de probabilidad es inicializada como un pulso uni-
forme cubriendo todo el dominio de qij.
Bajo esta definicio´n, un individuo cua´ntico puede ser representado po la ecuacio´n
3.1
qi = {pi1(x), p12(x), . . . , pin(x)} (3.1)
Una vez inicializada la poblacio´n cua´ntica Q0, el ciclo principal del proceso evo-
lutivo empieza y continua de la siguiente forma:
3.1.2. Observacio´n
En esta etapa se escogio´ utilizar la generacio´n de cla´sicos del modelo de Filtro
de Part´ıculas en cada 4 iteraciones debido a que su tiempo de ejecucio´n aumentaba el
tiempo de ejecucio´n global.
3.1.2.1. Iteraciones que son mu´ltiplos de 4
En esta iteraciones se hace la generacio´n de individuos cla´sicos observando in-
dividuos cua´nticos usando la funcio´n de distribucio´n acumulada uniforme pij(x), pro-
babilidades acumuladas Pij y un generador de nu´meros aleatorios U(0, 1) como en la
seccio´n 2.2.7.3.
3.1.2.2. Iteraciones que no son mu´ltiplos de 4
La nueva poblacio´n cla´sica es generada usando una nueva funcio´n de distribucio´n
acumulada creada por Filtro de part´ıculas (FP). Un generador de nu´meros aleatorios
es utilizado para obtener valores reales en [0, 1]. Este valor es usado para seleccionar
una part´ıcula aplicando un mecanismo similar a la seleccio´n proporcional de algoritmos
evolutivos (Ba¨ck, 1996), explicado abajo.
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De la nueva distribucio´n obtenemos las probabilidades pi de los individuos xi .
Calcular la probabilidad acumulada a de todos los individuos usando:
a1 = p1
for i = 2 to N do
ai = ai−1 + pi
end for
Generar un nu´mero aleatorio r = U(0, 1) y seleccionar el primer individuo con
probabilidad acumulada mayor a r r.
3.1.3. Actualizacio´n
Por la misma razo´n expresada en el la etapa de Observacio´n, el modelo FP-QIEA-
R se actualiza cada 4 iteraciones.
3.1.3.1. Iteraciones que son mu´ltiplos de 4
Utiliza el mismo criterio de actualizacio´n que QIEA-R.
3.1.4. Generacio´n usando funcio´n de distribucio´n de probabi-
lidad
La propuesta de este trabajo usa FP, regresio´n multilineal, centroides y frecuencia
relativa para generar una nueva funcio´n de distribucio´n de probabilidad como se explica
abajo.
Sean {xi0:N , wi}NPi=1 donde: {xi0:N} con i = 0, . . . , NP , es un conjunto de part´ıculas
de dimensio´n N de taman˜o NP con pesos asociados {wi, i = 0, . . . , NP}(representan
la probabilidad de cada part´ıcula).
Se evalu´a las part´ıculas utilizando la funcio´n a optimizar f(xi) y se recompensa
al mejor valor, luego los pesos son normalizados para satisfacer
∑
iw
i
k = 1.
Para obtener una aproximacio´n eficiente de la funcio´n de distribucio´n de pro-
babilidad generada en el paso anterior, se propone utilizar regresio´n multilineal y se
obtiene los coeficientes de la regresio´n multilineal para la funcio´n de distribucio´n de
probabilidad, la regresio´n multilineal se describe a continuacio´n:
Sean p variables independientes relacionadas por la ecuacio´n 3.2:
yi = β1xi1 + β1xi1 + . . .+ βpxip (3.2)
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donde xij es una observacio´n de la variable independiente yj asume valor 1 para la
primera variable independiente, para cada i.
Buscamos las NB part´ıculas con mejor fitness y obtenemos una media por cada
dimensio´n, se almacena en avg.
A continuacio´n iteramos T veces de la siguiente forma:
Generamos nuevas part´ıculas dentro del dominio −avg y avg, utilizando los coefi-
cientes calculados usando la regresio´n multilineal, calculamos el fitness correspondiente
de las part´ıculas generadas. Se normaliza los pesos y son seleccionados las NB part´ıculas
con mejor fitness y obtenemos una media por cada dimensio´n, se actualiza avg.
Al te´rmino de las T iteraciones se genera la funcio´n de distribucio´n acumulada
para la generacio´n de nu´meros aleatorios y se obtiene la nueva poblacio´n cla´sica de
acuerdo a la funcio´n de distribucio´n acumulada.
El proceso se muestra en el algoritmo 3 a continuacio´n:
El modelo realiza una estimacio´n de la funcio´n de distribucio´n acumulada (fda)
multi-dimensional y la operacio´n matricial tiene un costo computacional considerable
que incrementa el costo global. Por esta razo´n se exploran me´todos de aproximacio´n
uni-dimensionales, que siguen el siguiente esquema:
Inicializacio´n QIEA-R
Crear fda us-
ando Xd y f(X)
Muestrear us-
ando la fda esti-
mada(func. aprox.)
EvaluarIterar
t <= T Fin
Si
No
Figura 3.1: Esquema de modelos
do´nde se comienza con una inicializacio´n usando el modelo QIEA-R, luego se crea
una funcio´n de distribucio´n acumulada y se muestrea utilizando un me´todo de aproxi-
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Algorithm 3 Algoritmo Evolutivo de Inspiracio´n Cua´ntica con Codificacio´n Real usan-
do Filtro de Part´ıculas
Inicializacio´n
1: t← 1
2: Generar poblacio´n cua´ntica Q(t) con N individuos con G genes.
3: while t ≤ T do
4: if t % 4 != 0 then
5: E(t)← generar individuos cla´sicos observando individuos cua´nticos
6: else
7: E(t) ← generar individuos cla´sicos usando nueva funcio´n de distribucio´n de
probabilidad de la nueva funcio´n de distribucio´n de probabilidad obtenida en el
paso 28.
8: end if
9: if t = 1 then
10: C(t)← E(t)
11: else
12: if t % 4 = 0 then
13: Evaluate E(t)
14: E(t)← reemplazar los n peores individuos cla´sicos de C(t) con los n mejores
individuos de la nueva poblacio´n E(t) generada por QIEA-R.
15: else
16: Evaluate E(t)
17: E(t)← reemplazar los n peores de C(t) con n aleatorios de la nueva pobla-
cio´n E(t) generada a partir de la nueva distribucio´n.
18: end if
19: end if
Part´ıculas
20: p← 1
21: Generar M part´ıculas usando el generador de nu´meros aleatorios
22: Calcular los pesos de las M part´ıculas usando la funcio´n objetivo F (xi)
23: Normalizar los pesos
24: Obtener coeficientes usando regresio´n multilineal
25: Obtener las NB part´ıculas con mejor fitness y obtener la media de sus valores
por cada dimensio´n avg
26: while p ≤ TP do
27: Generar las nuevas part´ıculas en el dominio [-avg,avg ]
28: Obtener los pesos usando los coeficientes obtenidos en el paso anterior.
29: Obtener las NB part´ıculas con mejor fitness y obtener la media de sus valores
por cada dimensio´n y actualizar avg
30: end while
31: Remuestrear usando la funcio´n (xi, f(p)) y obtener la nueva funcio´n de distribu-
cio´n de probabilidad usando frecuencia relativa
32: if t % 4 = 0 then
33: Q(t+ 1)← Actualizar Q(t) usando la regla de 1/5
34: end if
35: t← t+ 1
36: end while
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macio´n de funciones, se evalu´an los individuos e itera hasta el criterio de parada(nu´mero
de iteraciones).
Se experimento´ con un me´todo de interpolacio´n splines que se explica a conti-
nuacio´n:
3.2. Fitness recompensando y aproximacio´n con spli-
nes( FP-SP-QIEA-R )
Utilizar un mecanismo inspirado en filtro de part´ıculas y definir la probabilidad
del individuo xi utilizando la funcio´n benchmark, recompensando a xj por tener un
mejor fitness y definir la funcio´n de distribucio´n de probabilidad utilizando splines
para la generacio´n de una nueva poblacio´n cla´sica utilizando el modelo de ruleta para
cada dimensio´n (Rechenberg, 1973).
3.2.1. Inicializacio´n de part´ıculas
Sean {xi0:N , wi}NPi=1 donde: {xi0:N} con i = 0, . . . , NP}, es un conjunto de part´ıculas
de dimensio´n N de taman˜o NP con pesos asociados {wi, i = 0, . . . , NP}(representan
la probabilidad de cada part´ıcula). Los valores de las part´ıculas xi0:N son inicializados
usando un Generador de Nu´meros Aleatorios (GNA) en el dominio de cada dimensio´n.
Los pesos asociados wi son calculados usando la funcio´n a optimizar. A continuacio´n
se normaliza , para asegurar la influencia de los mejoras part´ıculas les damos una
recompensa en su probabilidad y normalizamos una vez ma´s.
3.2.2. Aproximacio´n de funcio´n de distribucio´n de probabili-
dad usando splines
Almacenamos la dimensio´n d de las part´ıculas x0:N con sus pesos respectos w
i en
un vector y ordenamos en orden decreciente de acuerdo al valor xd y en este paso he-
mos creado la funcio´n de distribucio´n de probabilidad correspondiente a la dimensio´n
d, usamos splines para tener una mejor representacio´n de esta funcio´n. Se crea una
tabla de acuerdo a un intervalo por ejemplo: 4.0, 4.5, 5.0 y calculamos sus probabilida-
des de acuerdo a la interpolacio´n sp-line. Corregimos la funcio´n obtenida por splines
recordando que las probabilidades deben ser mayores que 0 y deben sumar 1.
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3.2.3. Muestreo utilizando funcio´n de distribucio´n acumulada
Calculamos la funcio´n de distribucio´n acumulada, utilizamos un RNG para gene-
rar nu´meros en el dominio [0, 1] y usamos el criterio de ruleta (Rechenberg, 1973) para
seleccionar valores para cada part´ıcula en cada dimensio´n.
3.2.4. Actualizacio´n de funcio´n de distribucio´n de probabili-
dad
En la primera iteracio´n guardamos el mejor valor min global y la poblacio´n inicial
X, en cada iteracio´n siguiente guardamos un mejor local min local. Si el mı´nimo local
es mejor que el mı´nimo global primero actualizamos el valor del mı´nimo global y luego
reemplazamos el peor de la poblacio´n X con este mejor y normalizamos.
El algoritmo es presentado a continuacio´n:
Algorithm 4 Fitness recompensando y aproximacio´n con splines( FP-SP-QIEA-R )
Inicializacio´n
1: Creamos la poblacio´n X usando el modelo QIEA-R.
2: Evaluamos la poblacio´n generada X y la guardamos en Y .
3: Normalizamos y global, recompensamos al mejor y normalizamos.
4: while t← 1 ≤ T do
5: while d ≤ D do
6: Creamos la funcio´n de distribucio´n de probabilidad x y con los valores de X
y Y .
7: Ordenamos en orden creciente los valores de la primera columna de x y.
8: Calculamos la funcio´n de distribucio´n acumulada utilizando la interpolacio´n
de Akima y muestreamos utilizando el criterio de ruleta.
9: end while
10: Evaluamos la poblacio´n generada x est y almacenamos en y est.
11: Calculamos el mı´nimo y actualizamos X de acuerdo a 3.2.4.
12: end while
13: while d ≤ D do
14: Creamos una funcio´n de distribucio´n de probabilidad con los valores de x est
con su respectiva probabilidad x y.
15: Ordenamos en orden creciente los valores de la primera columna de x y.
16: Calculamos la funcio´n de distribucio´n acumulada y muestramos de acuerdo al
criterio de ruleta, almacenamos en X.
17: end while
18: Evaluamos X y almacenamos en Y .
Este modelo utiliza interpolacio´n sp-line para estimar la funcio´n de distribucio´n
acumulada, esta´ limitado a la tabla que se debe crear y al taman˜o del intervalo, adema´s
debemos reparar la funcio´n generada por sp-line pues presenta muchas oscilaciones. De-
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bemos recordar que la funcio´n acumulada debe ser creciente, por esta razo´n exploramos
otro me´todo de interpolacio´n a continuacio´n.
3.3. Fitness recompensando utilizando interpolacio´n
Akima y centroides ( FP-AK-QIEA-R )
Esta propuesta consiste en reemplazar la interpolacio´n sp-line por la interpolacio´n
de Akima para aproximar la funcio´n de distribucio´n acumulada y continuamos usando
el recompensa de los mejores individuos. Y es an˜adido un paso que utiliza centroides
para obtener una mejor poblacio´n.
3.3.1. Centroides
Si consideramos que el centroide es el punto medio en un conjuntos de puntos.
Entonces, luego de obtener la poblacio´n final despue´s de las iteraciones; calculamos el
centroide de cada dimensio´n y muestreamos alrededor utilizando una variacio´n sigma
para mejorar la poblacio´n existente. La propuesta es presenta en el algoritmo 5.
Esta propuesta mejoro´ la estimacio´n de la funcio´n de distribucio´n acumulada y
elimino´ la necesidad de tener una tabla y repara la funcio´n. Debemos recordar que las
u´ltimas dos propuestas son me´todos de estimacio´n de funciones uni-dimensionales, se
planteo´ explorar un me´todo de estimacio´n multi-dimensional y se propuso el siguiente
algoritmo, esperando obtener mejores resultados.
3.4. Uso de parzen window para aproximacio´n de
funcio´n de distribucio´n de probabilidad
Este modelo mantiene el criterio utilizado en FP-SP-QIEA-R y FP-AK-QIEA-R,
en lugar de realizar una aproximacio´n de funcio´n de distribucio´n de probabilidad por
cada dimensio´n, la propuesta utiliza un me´todo de aproximacio´n multidimensional. La
propuesta es presentada en el algoritmo 6.
La propuesta no pudo suficiente para representar la funcio´n de distribucio´n acu-
mulada multi-dimensional y es necesario encontrar el taman˜o de la ventana para la
estimacio´n. Por esta razo´n se retomo´ el modelo planteado anteriormente que utiliza la
interpolacio´n de Akima, con una modificacio´n que es presentada a continuacio´n.
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Algorithm 5 Fitness recompensando utilizando interpolacio´n Akima y centroides (
FP-AK-QIEA-R )
Inicializacio´n
1: Generar pulsos uniformes para cada dimensio´n utilizando criterio similar a QIEA-R
2: Muestreo utilizando los pulsos uniformes por cada dimensio´n
3: Evaluacio´n de la poblacio´n generada utilizando la funcio´n benchmark y normalizar
4: Usa criterio de recompensa y normalizar para crear funcio´n de distribucio´n de
probabilidad
5: t← 1
6: while t ≤ T do
7: d← 1
8: while d ≤ D do
9: Crear una funcio´n de distribucio´n de probabilidad para cada dimensio´n d y
generar funcio´n de distribucio´n acumulada
10: Crear un vector de probabilidades prob
11: Utilizando la funcio´n de distribucio´n acumulada y su respectivo xd, utilizando
la interpolacio´n de Akima para generar el respectivo xestim relacionado a prob
12: Almacenar xestim en Xest por cada dimensio´n
13: end while
14: Evaluar la poblacio´n Xest y almacenar el mejor en Xglobal
15: end while
16: Calcular los centroides por cada dimensio´n y almacenar en avg
17: sigma← 0,01
18: while d ≤ D do
19: Muestrear utilizando el centroide en el dominio [ avg-sigma, avg + sigma ] y
almacenar en Xglobal
20: end while
21: Retornar el mejor de Xglobal
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Algorithm 6 Uso de parzen window para aproximacio´n de funcio´n de distribucio´n de
probabilidad
Inicializacio´n
1: Generar pulsos uniformes para cada dimensio´n utilizando criterio similar a QIEA-R
2: Muestreo utilizando los pulsos uniformes por cada dimensio´n
3: Evaluacio´n de la poblacio´n generada utilizando funcio´n benchmark y normalizar
4: Usar criterio de 1 - p(x) y normalizar
5: Ordenar de acuerdo al fitness y recompensar al 10 % de los mejores individuos,
normalizar
6: Crear funcio´n de distribucio´n acumulada
7: Crear una segunda poblacio´n aleatoria y utilizando la aproximacio´n parzen window
estimar su probabilidad
8: Normalizar el vector de probabilidades generado por parzen window
9: Crear la funcio´n de distribucio´n acumulada
10: Crear un vector de probabilidades entre 0 y 1, usando criterio de la ruleta generar
una nueva poblacio´n X
11: Retornar el mejor de X
3.5. Fitness recompensando utilizando interpolacio´n
Akima ( FP-AK-QIEA-R 2 )
Esta propuesta es similar a su versio´n anterior pero se an˜ade el mejor individuo
a la poblacio´n actual y por consiguiente la funcio´n de distribucio´n de probabilidad es
modificada y a continuacio´n muestrear utilizando la funcio´n de distribucio´n de proba-
bilidad y generar una nueva mejor poblacio´n durante las iteraciones. Esta propuesta es
presentada en el algoritmo 7.
El an˜adir el mejor individuo a la poblacio´n actual gu´ıa al algoritmo hacia las
zonas ma´s promisorias.
3.5.1. Modificacio´n para problema de Protein folding
Protein folding es un problema de optimizacio´n que tiene muchos o´ptimos locales
entonces para superar este problema se realizo´ una modificacio´n en el algoritmo anterior
y se an˜adio´ un operador de mutacio´n, el algoritmo 8 muestra la propuesta.
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Algorithm 7 Fitness recompensando utilizando interpolacio´n Akima ( FP-AK-QIEA-
R 2 )
Inicializacio´n
1: Generar pulsos uniformes para cada dimensio´n utilizando criterio similar a QIEA-R
2: Muestreo utilizando los pulsos uniformes por cada dimensio´n
3: Evaluacio´n de la poblacio´n generada utilizando funcio´n benchmark y normalizar
4: Usa criterio de recompensa y normalizar para crear funcio´n de distribucio´n de
probabilidad
5: t← 1
6: while t ≤ T do
7: d← 1
8: while d ≤ D do
9: Crear una funcio´n de distribucio´n de probabilidad para cada dimensio´n d y
generar funcio´n de distribucio´n acumulada
10: Crear un vector de probabilidades prob
11: Utilizando la funcio´n de distribucio´n acumulada y su respectivo xd, utilizando
la interpolacio´n de Akima para generar el respectivo xestim relacionado a prob
12: Almacenar xestim en Xest por cada dimensio´n
13: end while
14: Evaluar la poblacio´n Xest y an˜adir el mejor a la funcio´n de distribucio´n de pro-
babilidades
15: end while
16: Retornar el mejor de Xglobal
Algorithm 8 FP-AK-QIEAR con mutacio´n para bu´squeda local
Initialization
1: Generar poblacio´n cua´ntica usando QIEA-R
2: Generar poblacio´n cla´sica utilizando QIEA-R
3: Evaluar, normalizar, recompensar los mejores individuos y normalizar
4: t← 1
5: while t ≤ T do
6: while d ≤ D do
7: Create la funcio´n de distribucio´n de probabilidad y calcular la funcio´n acumu-
lada, generar el vector de probabilidad prob para muestrear
8: Utilizar funcio´n de distribucio´n acumulada y el respectivo valor de X para
para estimar (xestim) de acuerdo prob utilizando interpolacio´n de Akima
9: Guardar xestim en Xest
10: end while
11: Evaluar Xest
12: Seleccionar los mejores de X y Xest para actualizar X y Y .
13: Encontrar el mejor individuo y aplicar mutacio´n a cada dimensio´n de acuerdo
probmutation ≤ 0.1 y guardar en Xmut
14: Encontrar el peor individuo en X y reemplazarlo por Xmut
15: Evaluar X y guardar en Y , normalizar, recompensar, normalizar.
16: end while
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3.5. Fitness recompensando utilizando interpolacio´n Akima ( FP-AK-QIEA-R 2 )
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Cap´ıtulo 4
Pruebas y Resultados
Para evaluar las diversas propuestas de este trabajo, algunos experimentos son
realizados usando las siguientes funciones benchmark : Ackley, Rastrigin, Rosenbrock,
Schwefel y Sphere para comparar con la propuesta original de QIEA-R. Una de las
caracter´ısticas de estas funciones benchmark son su configuracio´n para variables de
dimensio´n n > 2.
Para minimizar el efecto de aleatoreidad inherente en este tipo de algoritmos, 100
experimentos fueron realizados y promediados para estar pro´ximo al comportamiento
real. Se pone a prueba el modelo FP-AK-QIEA-R 2 que mostro´ buenos resultados en
medidas estad´ısticas y tiempos de ejecucio´n en la optimizacio´n de pesos de una red
perceptro´n multicapa y el problema de Protein folding.
Todos los experimentos fueron realizados en una computadora con las siguientes
caracter´ısticas: procesador core i7 y una memoria Ram de 8gb.
Y se uso´ un modelo simple de paralismo usando c++11(threads) para enviar
varias ejecuciones en paralelo y obtener respuestas ma´s ra´pido para su ana´lisis.
4.1. Plan Experimental
4.1.1. Uso de funciones benchmark
4.1.1.1. Configuracio´n
Las tablas 4.1, 4.2 y 4.3 presentan los para´metros que fueron usados en los expe-
rimentos, para los modelos QIEA-R, FP-QIEA-R, FP-SP-QIEA-R y FP-AK-QIEA-R.
Los para´metros como poblacio´n cua´ntica, dimensio´n, nu´mero de iteraciones y poblacio´n
cla´sica son comunes en todos los modelos.
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Cuadro 4.1: Para´metros usados en QIEA-R y FP-QIEA-R
Poblacio´n cua´ntica PC
Dimensio´n D
Iteraciones en QIEA-R IQ
Poblacio´n cla´sica PCL
Frecuencia de actualizacio´n FA
Indice de reemplazo de los peores IRP
Frecuencia de actualizacio´n FA
Iteraciones de FP IFP
Nu´mero de part´ıculas P
Part´ıculas remuestreadas PRP
Cuadro 4.2: Para´metros usados en FP-SP-QIEA-R y FP-AK-QIEA-R
Poblacio´n cua´ntica PC
Dimensio´n D
Iteraciones en FP-AK-QIEA-R IQ
Poblacio´n cla´sica PCL
Nro mejores NM
Nro part´ıculas P
El modelo FP-WP-QIEA-R utiliza los para´metros FP-SP-QIEA-R y FP-AK-
QIEA-R, la diferencia es el me´todo de aproximacio´n; entonces se an˜ade un para´metro.
Cuadro 4.3: Para´metros usados en FP-WP-QIEA-R
Longitud arista hn
4.1.1.2. Para´metros ba´sicos
El trabajo de Da Cruz (da Cruz et al., 2010) uso´ la siguiente configuracio´n:
Ackley, Rastrigin and Sphere
Cuadro 4.4: Para´metros usados en los experimentos de Ackley, Rastrigin y Sphere
QP D IQ CP UF
5 30 25 100 1
Rosenbrock and Schwefel
Cuadro 4.5: Para´metros usados en los experimentos de Rosenbrock y Schwefel
QP D IQ CP UF
5 30 25 100 10
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4.1.2. Experimentos
Cada una de las siguientes tablas muestran los para´metros de los experimentos
realizados por cada funcio´n benchmark. Para QIEA-R, los para´metros usados son los
mismos que se usaron en los experimentos de DaCruz (da Cruz et al., 2010) como se
menciona en las tablas 4.4, 4.5, cuyos para´metros fueron ajustados despue´s de diversos
experimentos para lograr el mejor desempen˜o.
4.1.2.1. Ackley
Cuadro 4.6: Para´metros - Ackley
PC D IRP IQ PCL NM FA IFP P PRP Hd
QIEA-R 5 30 - 75 100 - 1 - - -
FP-QIEA-R 5 30 5 25 100 - 1 3 35 40
FP-SP-QIEA-R 500 30 - 500 30 1 - - 50 -
FP-AK-QIEA-R 1000 30 - 30 1000 5 - - 50 -
FP-PW-QIEA-R 1000 30 - 50 1000 5 - - 50 - 1.11722
FP-AK-QIEA-R 2 1000 30 - 30 1000 5 - - 50 -
4.1.2.2. Rastrigin
Las tablas muestran los para´metros usado para los experimentos con la funcio´n
Rastrigin.
Cuadro 4.7: Para´metros - Rastrigin
PC D IRP IQ PCL NM FA IFP P PRP Hd
QIEA-R 5 30 - 75 100 - 1 - - -
FP-QIEA-R 5 30 5 25 100 - 1 3 33 50
FP-SP-QIEA-R 500 30 - 500 30 1 - - 50 -
FP-AK-QIEA-R 1000 30 - 30 1000 5 - - 50 -
FP-PW-QIEA-R 1000 30 - 50 1000 5 - - 50 - 1.1933
FP-AK-QIEA-R 2 1000 30 - 30 1000 5 - - 50 -
4.1.2.3. Rosenbrock
Las tablas muestran los para´metros usados para los experimentos con la funcio´n
Rosenbrock.
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Cuadro 4.8: Para´metros - Rosenbrock
PC D IRP IQ PCL NM FA IFP P PRP Hd
QIEA-R 5 30 - 75 100 - 10 - - -
FP-QIEA-R 5 30 5 25 100 - 1 3 31 80
FP-SP-QIEA-R 500 30 - 500 30 1 - - 50 -
FP-AK-QIEA-R 1000 30 - 30 1000 5 - - 50 -
FP-PW-QIEA-R 1000 30 - 50 1000 5 - - 50 - 1.074855
FP-AK-QIEA-R 2 1000 30 - 30 1000 5 - - 50 -
4.1.2.4. Schwefel
Las tablas muestran los para´metros aplicados a los experimentos con la funcio´n
Schwefel.
Cuadro 4.9: Para´metros - Schwefel
PC D IRP IQ PCL NM FA IFP P PRP Hd
QIEA-R 5 30 - 75 100 - 10 - - -
FP-QIEA-R 5 30 5 25 100 - 1 3 33 30
FP-SP-QIEA-R 500 30 - 500 30 1 - - 50 -
FP-AK-QIEA-R 1000 30 - 30 1000 5 - - 50 -
FP-PW-QIEA-R 1000 30 - 50 1000 5 - - 50 - 1.072485
FP-AK-QIEA-R 2 1000 30 - 30 1000 5 - - 50 -
4.1.2.5. Sphere
Las tablas muestran los para´metros usados para los experimentos con la funcio´n
Sphere.
Cuadro 4.10: Para´metros - Sphere
PC D IRP IQ PCL NM FA IFP P PRP Hd
QIEA-R 5 30 - 75 100 - 1 - - -
FP-QIEA-R 5 30 5 25 100 - 1 3 31 60
FP-SP-QIEA-R 500 30 - 500 30 1 - - 50 -
FP-AK-QIEA-R 1000 30 - 30 1000 5 - - 50 -
FP-PW-QIEA-R 1000 30 - 50 1000 5 - - 50 - 1.072265
FP-AK-QIEA-R 2 1000 30 - 30 1000 5 - - 50 -
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4.2. Aplicacio´n: Optimizar pesos de una red per-
ceptro´n multicapa
Las redes neuronales perceptro´n multicapa son ampliamente conocidas en el mun-
do de Inteligencia Artificial y tienen dos etapas:
Entrenamiento: se realiza el ajuste de pesos de acuerdo a los patrones.
Prueba: en base a los pesos calculados en el entrenamiento se realiza la clasifica-
cio´n.
Por los resultados mostrados en 4.12, se escogio´ el modelo FP-AK-QIEAR para
inicializar los pesos de una red perceptro´n multicapa y lograr una mejor convergencia
o menor nu´mero de etapas en el entrenamiento.
4.3. Aplicacio´n: Protein folding
Las proteinas son estructuras ba´sicas de todos los seres vivos (Hunter, 1993),
compuestas de una cadena de aminoa´cidos enlazadas por enlaces pept´ıdicos. Protein
folding es el proceso donde la cadena es transformada en un estructura compacta que
realiza alguna funcio´n biolo´gica.
Un modelo de representacio´n para las estructuras de las proteinas fue introducido
por (Stillinger y Head-Gordon, 1995) basadas en los a´ngulos que la estructura puede
tener. Para codificar las variables la propuesta de (Parpinelli et al., 2014) fue usada.
Protein folding tiene muchos o´ptimos locales entonces para superar este problema se
realizo´ una modificacio´n en el algoritmo FP-AK-QIEAR 2 que se detallo´ en la seccio´n
anterior.
Se experimento´ con las siguientes problemas artificiales:
Cuadro 4.11: Secuencias artificiales utilizadas para experimentacio´n
Taman˜o Secuencias
13 ABBABBABABBAB
21 BABABBABABBABBABABBAB
34 ABBABBABABBABBABABBABABBABBABABBAB
55 BABABBABABBABBABABBABABBABBABABBAB
BABABBABABBABBABABBAB
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4.4. Resultados obtenidos
A continuacio´n se muestran los resultados obtenidos luego de los experimentos
realizados con las funciones benchmark, la aplicacio´n del modelo en la optimizacio´n
del entrenamiento de una red perceptro´n multicapa y la aplicacio´n en el problema de
Protein folding.
Se utiliza un gra´fico llamado diagrama de cajas y en la gra´ficas se pueden apreciar
los siguiente s´ımbolos: ’o’, valor que esta´ fuera de 3 veces el rango del intercuartil y ’+’,
para puntos entre 1.5 y 3 veces el rango del intercuartil. El rango de intercuartil es una
medida de variabilidad basada en dividir un conjunto de datos en cuartiles( dividir en
4 partes iguales), equivalente a la diferencia del tercer y primer cuartil.
4.4.1. Funciones benchmark
Para la comparacio´n entre los modelos se usaron medidas estad´ısticas(media de los
mejores y desviacio´n esta´ndar) (da Cruz et al., 2010) y una comparacio´n cuantitativa.
A continuacio´n en la tabla 4.12 se muestran el mı´nimo obtenido y la desviacio´n
esta´ndar de los experimentos realizados por cada funcio´n benchmark.
Cuadro 4.12: Resultados comparativos entre QIEA-R, FP-QIEA-R, FP-SP-QIEAR,
FP-AK-QIEAR, FP-AK-QIEAR 2 y M = media de las soluciones y DS = desviacio´n
esta´ndar
Funcio´n QIEAR FP- FP-SP- f*
QIEAR QIEAR
Ackley 6.90169e-05 ± 0.153807 4.69737e-06 ± 0.000108147 0.0672064 ± 0.366029 0
Rastrigin 3.40506e-08 ± 10.7567 1.16864e-09 ± 1.01112e-05 0.103937 ± 0.984452 0
Rosenbrock 86250.5 ± 70620 28.7711 ± 0.0969862 38.0677 ± 63.1627 0
Schweffel 264.575 ± 99.796 1388.98 ± 40.4354 1.3761 ± 0.604725 0
Sphere 1.02857e-07 ± 6.89456 3.4288e-10 ± 7.05949e-07 0.0994436 ± 1.308 0
Funcio´n FP-AK PW FP-AK- f*
QIEAR QIEAR 2
Ackley 0.223239 ± 0.042933 20.6243 ± 0.0178 4.44089e-16 ± 1.47946 0
Rastrigin 7.90374 ± 1.25134 442.447 ± 0.211 0 ± 0.0896933 0
Rosenbrock 121.85 ± 24.2877 2.36158e+10 ± 0.5129 29 ± 0 0
Schweffel 0.0428689 ± 940.325 12085.1 ± 0.351 11.4743 ± 122.079 0
Sphere 0.0620225 ± 0.157783 57911.4 ± 0.2901 4.69125e-34 ± 0.00104732 0
Como se observa en la tabla 4.12 el modelo que utiliza parzen window no tiene
buenos resultados y se dejara´ de usar en los siguientes experimentos.
A continuacio´n se presentan el diagrama de caja(box-plot) en la Fig. 4.1 para
analizar la distribucio´n de las soluciones obtenidas en los experimentos. Para ayudar
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Figura 4.1: Diagrama de caja de experimentos con dimensionalidad 30, do´nde el eje
x son las propuestas en orden(QIEAR, FP-QIEAR, FP-SP-QIEAR, FP-AK-QIEAR,
FP-AK-QIEAR 2 y el eje y es el valor de solucio´n
en el ana´lisis visual en el caso de la funcio´n Rosenbrock se utilizo´ una escala logar´ıtmica.
Los tiempos de ejecucio´n son mostrados en la Fig. 4.2.
Observando la tabla 4.12y las figuras Fig. 4.1, 4.2 podemos notar que el modelo
FP-AK-QIEA-R 2 tiene un mejor comportamiento en comparacio´n a todas las pro-
puestas realizadas(FP-SP-QIEAR, FP-AK-QIEAR) a excepcio´n de la funcio´n Ackley.
Adema´s presenta un comportamiento similar a FP-QIEAR a excepcio´n de la funcio´n
Schwefel. Al comparar el modelo original de daCruz, la propuesta FP-AK-QIEA-R 2
supera a QIEAR a excepcio´n de la funcio´n Ackley. Podemos afirmar que el modelo
FP-AK-QIEAR 2 tiene un balance entre desempen˜o y tiempo de ejecucio´n.
4.4.2. Aumento de la dimensionalidad en las funciones bench-
mark
Este experimento consiste en evaluar los modelos con las mismas funciones bench-
mark pero aumentando la dimensionalidad de 30 a 100.
En la tabla 4.13 se muestran el mı´nimo obtenido y la desviacio´n esta´ndar de los
experimentos realizados por cada funcio´n benchmark con una dimensionalidad de 100:
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Figura 4.2: Tiempos de ejecucio´n de experimentos con dimensionalidad 30
Cuadro 4.13: Resultados comparativos entre QIEA-R, FP-QIEA-R, FP-SP-QIEAR,
FP-AK-QIEAR, FP-AK-QIEAR 2 y M = media de las soluciones y DS = desviacio´n
esta´ndar
Funcio´n QIEAR FP- FP-SP- f*
QIEAR QIEAR
Ackley 0.00024217 ± 0.646307 1.8158e-05 ± 0.000164685 0.202298 ± 0.494792 0
Rastrigin 1.33097e-06 ± 55.9562 4.28784e-08 ± 1.22719e-05 15.3224 ± 9.5327 0
Rosenbrock 753920 ± 2.42686e+07 98.7622 ± 0.0624988 333.367 ± 6368.59 0
Schweffel 1896.18 ± 837.701 5380.48 ± 1.00044e-11 443.526 ± 244.843 0
Sphere 2.62333e-06 ± 14.0878 3.00546e-09 ± 4.61292e-06 1.65366 ± 10.0522 0
Funcio´n FP-AK FP-AK- f*
QIEAR QIEAR 2
Ackley 0.333576 ± 0.10987 4.44089e-16 ± 1.45092 0
Rastrigin 43.4482 ± 2.83427 0 ± 0.0275965 0
Rosenbrock 584.161 ± 2707.02 99 ± 0 0
Schweffel 9.76339 ± 40.0847 56.4231 ± 224.711 0
Sphere 0.405037 ± 2.40594 2.23807e-34 ± 0.000310734 0
A continuacio´n se presentan el diagrama de caja(box-plot) en la Fig. 4.3 para
analizar la distribucio´n de las soluciones obtenidas en los experimentos. Do´nde el eje
x son las propuestas en orden(QIEAR, FP-QIEAR, FP-SP-QIEAR, FP-AK-QIEAR,
FP-AK-QIEAR 2 y el eje y es el valor de solucio´n. Para ayudar en el ana´lisis visual en
el caso de la funcio´n Rosenbrock se utilizo´ una escala logar´ıtmica.
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Figura 4.3: Diagrama de caja de experimentos con dimensionalidad 100
Los tiempos de ejecucio´n son mostrados en la Fig. 4.4.
Observando la tabla 4.13 y las figuras Fig. 4.3, 4.4 podemos notar que el modelo
FP-AK-QIEA-R 2 tiene un comportamiento similar a los experimentos realizados con
30 dimensiones. Podemos notar que la diferencia entre el modelo QIEAR y FP-AK-
QIEAR 2 persisten.
En base a los resultados de los experimentos anteriores con funciones benchmark
podemos observar que el modelo FP-AK-QIEA-R 2 tiene un buen desempen˜o en te´r-
minos de medidas estad´ısticas y tiempos de ejecucio´n. Por esta razo´n, llamaremos al
modelo FP-AK-QIEA-R 2 so´lo FP-AK-QIEA-R para los pro´ximos experimentos y pon-
dremos a prueba su desempen˜o considerando la dificultad de los problemas siguientes.
4.4.3. Pesos de una perceptro´n multicapa
En la etapa de entrenamiento los pesos son ajustados hasta que converga la red
y sea inferior al error mı´nimo permitido. Usualmente la inicializacio´n de los pesos es
aleatoria entonces se planteo´ encontrar eso pesos como si fuese un problema de optimi-
zacio´n cuya funcio´n de aptitud es back-propagation, la cual se uso´ en el procesamiento
de entrenamiento general.
A continuacio´n la configuracio´n del modelo usado:
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Figura 4.4: Tiempos de ejecucio´n de experimentos con dimensionalidad 100
Cuadro 4.14: Configuracio´n de FP-AK-QIEAR
Para´metros Valor
PC 1000
IQ 30
PCL 1000
NM 0.005*PCL
P 50
Dominio [-1,1]
Se planteo´ usar el modelo en tres tipos de problemas: regresio´n, patrones y clasi-
ficacio´n que son detallados a continuacio´n.
4.4.3.1. Pruebas
1. Funcio´n seno:
La arquitectura de la red es la siguiente:
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Cuadro 4.15: Para´metros - seno
Para´metros Valor
Nodos Capa Entrada 1
Nodos Capa Media 30
Nodos Capa Salida 1
Training 0.5
Minimal Error 0.01
obtenie´ndose una dimensionalidad (cantidad de pesos a optimizar) igual a 91. La
dimensionalidad se calcula utilizando:
Dimensin = out num+ hid num+ hid num ∗ inp num+ out num ∗ hid num
(4.1)
Por ejemplo, el siguiente patro´n es el valor de la funcio´n del a´ngulo en radianes.
seno(x) radianes
0 5
0,0871 10
0,1736 15

Cuadro 4.16: Nu´mero de etapas en 10, 50 y 100 experimentos - seno
Seno 10 50 100
Random Init. 64703 45395 48571
FP-AK-QIEAR 13505 12102 11890
QIEAR 21948 20472,74 18854,14
2. Patrones de nu´meros en binario:
La arquitectura de la red es la siguiente:
Cuadro 4.17: Para´metros - patrones de nu´meros en binario
Para´metros Value
Nodos Capa Entrada 15
Nodos Capa Media 6
Nodos Capa Salida 4
Training 0.5
Minimal error 0.01
resultando una dimensionalidad de cada inviduo cla´sico de 124.
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Por ejemplo el siguiente patro´n equivale al nu´mero 0.

1 1 1
1 0 1
1 0 1
1 0 1
1 1 1

Cuadro 4.18: Nu´mero de etapas en 10, 50 y 100 experimentos - patrones de nu´meros
en binario
Patrones 10 50 100
Random Init. 5034 5593 7839
FP-AK-QIEAR 3452 7679 6995
QIEAR 3162,1 5187,88 4530,38
3. Deteccio´n de ca´ncer pulmonar
La arquitectura de la red es la siguiente:
Cuadro 4.19: Para´metros - deteccio´n ca´ncer pulmonar
Para´metros Valor
Nodos Capa Entrada 8
Nodos Capa Media 17
Nodos Capa Salida 1
Training 0.5
Minimal error 0.01
Y la dimensionalidad de cada inviduo cla´sico es 171.
El esquema seguido para el entrenamiento es:
Directorio
ima´genes
Pre-
procesamiento
Extraccio´n
caracter´ısticas
Red Neuronal:
Entrenamiento
Y el esquema para pre-procesamiento es:
Imagen entrada Threshold
Fitellipse,
area, fillpoly
Segmentacio´n
Imagen
segmentada
El esquema para la clasificacio´n es similar al esquema de entrenamiento.
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El pre-procesamiento se realiza de la siguiente forma: Comenzamos con la imagen
de entrada, luego utilizamos las siguientes funciones de OpenCv: findContours,
fitellipse para encontrar los bordes, luego encontrar elipses que se ajusten a los
bordes. Utilizar la funcio´n minAreaRect, que encuentra el recta´ngulo rotado de
menor a´rea que encierra un conjunto de puntos en 2D, ca´lcular el a´rea utilizando
contourArea y so´lo consideramos a´reas mayores a 118 y menores 5000(valores
obtenidos durante la experimentacio´n). Utilizando los bordes, usamos fillpoly para
llenar el a´rea del recta´ngulo calculado
Figura 4.5: Pre-procesamiento
Utilizamos Patro´n binario local pero con la siguiente modificacio´n:
s(x) =
{
1 ifx > 0
0 ifx <= 0
(4.2)
La imagen resultante es:
Figura 4.6: Imagen generada al aplicar Patro´n binario local
La extraccio´n de caracter´ısticas utiliza medidas estad´ısticas como media, varian-
za, energ´ıa, entrop´ıa, curtosis, sesgo, homogeneidad y momento de diferencia in-
verso.
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Utilizando las medidas de una imagen mencionadas antes, obtenemos un vector
de 8 valores:
2.206 403.816 9.322 87.357 1.071e+08 -4.337e+06 3.898e-05 46.807
Se realiza la extraccio´n de caracter´ısticas de un conjunto de ima´genes, luego se
realiza una normalizacio´n y se guardan dichos valores en un archivo de texto con
el siguiente formato:
Cuadro 4.20: Ejemplo archivo de patrones
2
0.036 0.044 0.012 0.005 0.044 0.038 -8.213E-005 8.197E-005
0
0.005 0.005 0.031 0.049 0.003 0.003 -6.045E-007 2.652E-005
1
La primera l´ınea indica el nu´mero de patrones, la siguiente el patro´n y a con-
tinuacio´n su valor esperado. Y luego se realiza el entrenamiento guiado por los
patrones definidos.
Cuadro 4.21: Nu´mero de etapas en 10, 50 y 100 experimentos - deteccio´n ca´ncer pul-
monar
Ca´ncer pulmonar 10 50 100
Random Init. 55127.1 55239.5 56266.12
FP-AK-QIEAR 29439.6 30663.22 30820.72
QIEAR 30759,3 35982,54 34976,36
A continuacio´n podemos observar una comparacio´n entre los tiempos de ejecucio´n
en cada caso usando 100 experimentos:
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Figura 4.7: Tiempos de ejecucio´n de experimentos con red perceptro´n multicapa
Para realizar un mejor ana´lisis presentamos los diagramas de cajas comparando
los modelos en la figura Fig. 4.8.
Figura 4.8: Diagramas de cajas de experimentos
En base a los resultados de los experimentos anteriores y la figura Fig. 4.8 podemos
decir que el utilizar un modelo diferente al aleatorio en la inicializacio´n de pesos impacta
en el nu´mero de e´pocas total. Adema´s el modelo FP-AK-QIEA-R y QIEAR ayudan
a disminuir el nu´mero de e´pocas e impactan en la convergencia. Podemos decir que
los modelos son similares en el caso de la funcio´n seno el modelo FP-AK-QIEAR tiene
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un rango mayor que QIEAR y en el caso de ca´ncer pulmonar el rango es mayor pero
incluye valores menores al rango de QIEAR.
4.4.4. Protein folding
Se realizaron 24 experimentos y se obtuvo el mejor resultado, la mediana y la des-
viacio´n esta´ndar para comparar con los resultados obtenidos en un estudio previo que
compara PSO, Gravitational Search Algorithm (GSA), Bat Algorithm (BA), Artificial
Bee Colony (ABC) (Parpinelli et al., 2014), en este trabajo el mejor resultado fue con
PSO.
Cuadro 4.22: Comparacio´n utilizando Protein folding
N PSO FP-AK-QIEAR
Eavg Ebest Eavg Ebest
13 -23.102 ± 0.93 -24.888 -22.1814 ± 0.813222 -23.9409
21 -43.047 ± 2.34 -46.611 -41.9036 ± 2.74061 -46.0356
34 -70.866 ± 5.95 -80.409 -68.9528 ± 3.63282 -75.9811
55 -87.715 ± 19.27 -115.758 -107.276 ± 8.86613 -119.652
4.5. Discusiones
Como se observa en la tabla 4.12 y las figuras 4.1, 4.2 con los experimentos
de dimensionalidad 30, el modelo FP-AK-QIEAR 2 supero´ a las dema´s propuestas
aunque presenta resultados similares a FP-QIEAR pero este modelo basado en regresio´n
multilineal presenta problema en Schwefel porque esta funcio´n presenta muchos o´ptimos
globales y el modelo FP-SP-QIEAR esta´ cercano a sus resultados pero presenta grandes
tiempos de ejecucio´n debido a la tabla que debe tener para la estimacio´n de la funcio´n
de distribucio´n de probabilidad.
FP-AK-QIEAR 2 supera al modelo QIEAR pero presenta dificultades en la fun-
cio´n Ackley porque la funcio´n presenta muchos o´ptimos locales y al recompensar los N
mejores individuos es posible quedar atrapado en un o´ptimo local que impacta en la
formacio´n de la funcio´n de distribucio´n de probabilidad y muestrear individuos cercanos
al o´ptimo local. Adema´s debemos mencionar que an˜adir los mejores individuos durante
las iteraciones para actualizar la funcio´n de distribucio´n tiene impacto en los resultado,
por esta razo´n FP-AK-QIEAR 2 supera a su predecesor. El comportamiento se repite en
los experimentos con dimensionalidad 100 mostrados en la tabla 4.13 y las figuras 4.3,
4.4. Debido a los resultados obtenidos en los experimentos con las funciones benchmark
se escogio´ el modelo FP-AK-QIEAR 2 para los siguientes experimentos(renombrado
FP-AK-QIEAR).
Por los experimentos realizados con las redes neuronales basados en las tablas
4.16, 4.18, 4.21 y la figuras 4.8, podemos afirmar que la inicializacio´n aleatoria no es
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la mejor opcio´n y que el usar propuestas como QIEAR y FP-AK-QIEAR disminuye el
nu´mero de e´pocas y acelera la convergencia. En el caso de la funcio´n seno, el modelo
QIEAR tiene un menor diferencia entre el 1er cuartil y 3er cuartil a diferencia que
FP-AK-QIEAR a pesar de eso las medianas esta´n pro´ximas. En el caso de los patrones
binarios, los modelos QIEAR y FP-AK-QIEAR tienen valores del 1er y 3er cuartil
similares as´ı como el valor de la mediana. En el caso de deteccio´n, QIEAR y FP-AK-
QIEAR tienes los valores del 3er cuartil similares pero FP-AK-QIEAR tiene un 1er
cuartil significativamente menor por tanto los valores que obtiene FP-AK-QIEAR son
menores y mejores que QIEAR. Basado en los resultados de los experimentos anteriores
podemos decir que FP-AK-QIEAR puede tener un desempen˜o similar a QIEAR e
incluso menor en algunos contextos.
Los experimentos realizados con Protein Folding muestran que el algoritmo FP-
AK-QIEAR tiene un desempen˜o similar a PSO con valores pro´ximos y menor varia-
bilidad, logrando superar a PSO en el experimento con mayor dimensionalidad. La
desviacio´n esta´ndar es menor a comparacio´n de PSO porque esta´ muestreando alrede-
dor de un o´ptimo local pero la media del mejor cercana a PSO, esto nos hace recordar
que el problema tiene muchos o´ptimos locales.
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Conclusiones y Trabajos Futuros
En este trabajo se logro´ modelar un mecanismo inspirado en filtro de part´ıculas y
me´todos de aproximacio´n de funciones para una mejor generacio´n de individuos cla´sicos
de acuerdo a la naturaleza del problema.
Se confirmaron las limitaciones del modelo QIEA-R a trave´s de losp experimentos:
utilizar una distribucio´n uniforme para la generacio´n de individuos cla´sicos.
Los me´todos para aproximar la funcio´n de distribucio´n de probabilidad fueron
usados para realizar un mejor muestreo.
La interpolacio´n de Akima supera a splines y realiza una mejor aproximacio´n de
funciones de distribucio´n de probabilidad y no esta´ limitada a la reparacio´n. Por
esta razo´n la propuesta FP-AK-QIEA-R fue superior a todos los modelos.
Las funciones benchmark y la aplicacio´n son u´tiles para poner a prueba los mo-
delos y las medidas(valor mı´nimo, desviacio´n esta´ndar) son significativas para
comparar los modelos.
Los experimentos con funciones benchmark mostraron que la propuesta FP-AK-
QIEA-R es mejor que el modelo inicial QIEA-R en las funciones benchmark pero
presenta limitaciones con Ackley.
Los experimentos realizados con la red neuronal perceptro´n multicapa muestran
que QIEA-R y FP-AK-QIEA-R son similares pero FP-AK-QIEA-R logra valores
menores en el caso de deteccio´n de ca´ncer pulmonar.
La propuesta logra superar a otros algoritmos evolutivos en problema de Protein
folding, demostrando su buen desempen˜o.
El camino esta´ abierto para realizar modificaciones a la propuesta de acuerdo al
contexto del problema abordado.
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5.1. Limitaciones
Al realizar pruebas ma´s exhaustivas, es decir con mayor cantidad de experimentos,
mayor dimensionalidad y mayor muestreo, los experimentos se ven limitados por la
memoria RAM disponible.
5.2. Recomendaciones
Se recomienda explorar me´todos de bu´squeda local para mejorar el desempen˜o
de la propuesta.
Realizar experimentos exhaustivos (mayor dimensionalidad) para poder llegar a
una mejor comparacio´n entre los modelos existentes.
5.3. Trabajos futuros
Experimentar con otros me´todos de aproximacio´n unidimensional y multidimen-
sional para una mejor aproximacio´n de la funcio´n distribucio´n de probabilidad y mejorar
la generacio´n de los individuos cla´sicos.
Realizar experimentos con problemas de dominio binario y mixto para analizar
el desempen˜o del algoritmo en esos contextos.
Implementar los modelos en ambientes GP-GPU con programacio´n de alto desem-
pen˜o para poder realizar experimentos aumentando la dimensionalidad a decenas de
miles logrando pruebas ma´s exhaustivas.
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