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In der vorliegenden Arbeit werden Methoden zur Analyse und Synthese menschlicher
Bewegungen betrachtet und entwickelt. Unter der Bewegungsanalyse versteht man die
Untersuchung und Interpretation aufgezeichneter Bewegungen vom lebenden Subjekt.
Hierzu sind geeignete physikalische Modelle des menschlichen Körpers und mathemati-
sche Verfahren notwendig, um die zu untersuchenden Systemgrößen aus Messdaten zu
berechnen. Als Grundlage dafür dienen Mehrkörpermodelle des gesamten menschlichen
Körpers, die hier entwickelt werden und auf Regressionsgleichungen basieren, um eine
schnelle und gute Anpassung an Subjekte zu ermöglichen. Unter der Bewegungssyn-
these versteht man die Erzeugung von Bewegungen nach bestimmten Kriterien. In der
Simulation können solche Bewegungen mit Mehrkörpersystemen durch die Berechnung
eines optimalen Bewegungsverlaufes in Bezug auf ein Optimalitätskriterium berechnet
werden.
Zur Analyse menschlicher Bewegungen wird ein ganzheitliches Konzept vorgestellt,
das aus mehreren kombinierbaren Methoden besteht und aus aufgezeichneten kinema-
tischen und dynamischen Messdaten die gewünschten Informationen über die zeitlichen
Verläufe der Modellvariablen gewinnt, d.h. Lage-, Geschwindigkeits- und Beschleuni-
gungsverläufe sowie die am Modell wirkenden Kräfte, Momente und Umgebungsreak-
tionen. Bei allen Verfahren werden Mehrkörpersysteme und Parameteroptimierungs-
verfahren eingesetzt. Zunächst werden gängige Methoden zur Übertragung von mar-
kerbasierten Motion Capture-Daten untersucht und ein leistungsfähiges Verfahren zur
Modellanpassung an Subjekte und zur Rekonstruktion von Lagen, Geschwindigkeiten
und Beschleunigungen aus Messdaten entwickelt, das auch mit sehr detaillierten Model-
len zurechtkommt. Desweiteren werden Verfahren zur Einbindung von Kraftmessdaten
betrachtet sowie darauf aufbauend Methoden zur Modellparameter- und Modellvaria-
blenoptimierung. Dadurch kann die Qualität der Rekonstruktion festgestellt und auf
Wunsch verbessert werden.
Zur Synthese menschlicher Bewegungen werden direkte Verfahren aus der Theorie op-
timaler Steuerprozesse untersucht und angewendet. Kollokationsverfahren in impliziter
und expliziter Formulierung zusammen mit einer Zustands- und Steuerungsdiskretisie-
rung durch kubische und quintische Splines werden dabei betrachtet. Das Ziel bei der
Synthese in dieser Arbeit ist es, Methoden zur Generierung von Bewegungen nach vor-
gegebenen Optimalitätskriterien bereitzustellen und eine Validierung bekannter Prin-
zipien menschlicher Bewegungen zu ermöglichen, um die bewegungskoordinative Ar-
beitsweise des zentralen Nervensystems besser zu verstehen. Hierzu werden die Analyse-
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K0
irk Ortsvektor eines Punktes auf Körper k mit dem Koordinatenursprung in
Kk als Bezugspunkt; die Koordinaten von r sind bezüglich Ki angegeben.
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Menschliche Bewegungen sind faszinierend. Der Dreifachsalto eines Seilakrobaten und
die Virtuosität eines Klavierspielers vermögen Zuschauer in Staunen zu versetzen. Den-
noch sind das lediglich zwei Beispiele der unglaublichen Bewegungsvielfalt des Men-
schen. Bereits alltägliche Bewegungen, wie z.B. die zweibeinige Fortbewegung oder
das Greifen eines Objektes, die den meisten wohl trivial erscheinen mögen, stellen bei
ihrer wissenschaftlichen Untersuchung eine Herausforderung dar. Bei einer Bewegung
kontrolliert das zentrale Nervensystem gut 200 Knochen und 800 innervierte Muskeln
und besteht selbst aus Abermillionen an verschalteten Neuronen. Die Frage, wie der
Mensch in der Lage ist, sich so zielgerichtet und facettenreich zu bewegen und auf
welchen Prinzipien eine Bewegung aufbaut, beschäftigt viele Wissenschaftler in den
unterschiedlichsten Disziplinen. Sie wurde bislang nur unzureichend beantwortet.
An der Universität Karlsruhe wurde im Jahr 2001 der Sonderforschungsbereich 588
”Humanoide Roboter - Lernende und koorperierende multimodale Roboter” eingerich-
tet mit dem Ziel, Serviceroboter zu entwickeln, die dem Menschen in seiner täglichen
Haushaltsumgebung Hilfestellung leisten und sich dabei menschlich bewegen. In der
Entwicklung humanoider Roboter steckt mitunter der Versuch, die Komplexität der
menschlichen Bewegung in einem künstlichen System abzubilden. Humanoide Robo-
tik ist ein weitreichendes interdisziplinäres Forschungsgebiet, in dem Wissenschaftler
aus der Informatik, den Geistes-, Ingenieurs-, Natur- und Kognitionswissenschaften
eng zusammenarbeiten, um Wissen und Methoden zu erarbeiten und Maschinen zu
entwickeln, die Menschen imitieren und unterstützen. Mit der Antwort auf die Frage
nach den Hintergründen menschlicher Bewegungen könnte man dieses Ziel wohl mit
Leichtigkeit realisieren.
Bislang werden einzeln aufgezeichnete menschliche Bewegungen auf Roboter über-
tragen und alternierend ausgeführt [55], d.h. der kinematische Ablauf einer Bewegung
wird nachgeahmt. Neuerdings werden Bewegungen auch nach Kriterien aus der biologi-
schen Bewegungsforschung erzeugt [166], d.h. die Selektion der jeweiligen Bewegungs-
ausführung findet nach einem hinterlegten Prinzip statt und eine Beschränkung auf
wenige und aufwändig aufgezeichnete Bewegungen entfällt. Ein aus der Industriero-
botik bekanntes Prinzip ist beispielsweise die Bewegung eines Roboterarmes mit mi-
nimalem Energieaufwand, was den Betreibern Kosten erspart. Die energieoptimale
Bahn zwischen einem Start- und einem Endpunkt zusammen mit dem zugehörigen
Geschwindigkeits- und Beschleunigungsverlauf wird dafür mathematisch berechnet. Ein
solches Vorgehen in der Untersuchung menschlicher und humanoider Bewegungen ist
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ebenso möglich.
Mittlerweile ist eine Verflechtung von bewegungswissenschaftlicher Forschung in der
Medizin, der Biologie, den Sport-, Neuro- und Ingenieurwissenschaften mit der Robo-
tik zu beobachten [165]. In diesen Wissenschaften ist die Biomechanik beheimatet, die
sich mit der Untersuchung von Bewegungen durch die Gesetzmäßigkeiten der Physik
beschäftigt. Hierzu werden vorwiegend Messverfahren und Computersimulation einge-
setzt. Eine Modellbildung ermöglicht es, die untersuchten Bewegungen zu objektivie-
ren und Messergebnisse überhaupt interpretieren zu können. Die Modelle werden an
die Messungen angepasst und dadurch weiter verfeinert. Eine Modellsimulation ersetzt
zeitaufwändige oder gefährliche invasive Messungen und erzeugt selbst dort Ergebnisse,
wo Messungen nicht möglich sind.
Die Bewegungsanalyse beschäftigt sich mit der Aufzeichung kinematischer und dy-
namischer Größen bei ausgewählten Bewegungen und der anschließenden Interpreta-
tion der Bewegungsphänomeme. Hierzu sind präzise Modelle des menschlichen Bewe-
gungsapparates notwendig und Methoden gefordert, die die Messergebnisse geeignet
verarbeiten und auf die Modelle übertragen, um Ausgangsdaten für die anschließen-
de Interpretation zu erzeugen. In der Regel werden die Daten über ein Probandenk-
lientel mit mehreren Wiederholungen erhoben, um die Ergebnisse statistisch zu un-
termauern, da aufgezeichnete Bewegungen Schwankungen unterliegen. Dazu sollten
die eingesetzten Verfahren vor allem schnell und einfach anwendbar sein. Die Bewe-
gungssynthese beschreitet den umgekehrten Weg und erzeugt innerhalb einer Simula-
tion anhand von explizit vorgegebenen Prinzipien und Kriterien eine eindeutige Be-
wegung innerhalb festgelegter Rahmenbedingungen. Hierfür sind entsprechende nume-
rische Lösungsverfahren notwendig. Der Mensch besitzt unzählige Möglichkeiten, eine
zielgerichtete Bewegung zu realisieren [115]. In Analysestudien können bestimmte ste-
reotype Bewegungen für verschiedene Bewegungsklassen beobachtet werden [65], d.h.
Menschen führen für wiederkehrende Zwecke annähernd gleiche Bewegungen aus. Um
die zugrundeliegenden Prinzipien menschlicher Bewegung letztlich aufzufinden, sind
Verfahren erforderlich, die die Methoden der Bewegungsanalyse und der -synthese mit-
einander kombinieren. Damit kann die bewegungskoordinative Arbeitsweise des zen-
tralen Nervensystems besser verstanden werden.
1.1 Thema und Ziel der Arbeit
Die vorliegende Arbeit ist durch Problemstellungen motiviert, die bei der Bewegungs-
analyse und der -synthese im Rahmen des Sonderforschungsbereiches entstanden. Ziel
der Arbeit ist es, die in der Analyse und Synthese bislang angewandten Verfahren
und mathematischen Methoden weiterzuentwickeln und ein Framework zur Untersu-
chung von Bewegungsprinzipien zu schaffen. Dazu werden Mehrkörpersysteme einge-
setzt, die auf dem speziell für den Sonderforschungsbereich entwickelten Algorithmus
MkdTools [181, 183, 194] basieren. Die rekursiv aufgestellten Gleichungen sind mitunter
auf Quellcodeebene zugänglich. Dadurch können die direkten und inversen kinemati-
schen und dynamischen Verfahren leicht miteinander verknüpft und Optimierungsver-
fahren geschickt angewandt werden.
Standardisierte dreidimensionale biomechanische Modelle des menschlichen Körpers,
die schnell anpassbar sind an verschiedene Körpergrößen, -massen und -formen, wer-
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den im Sonderforschungsbereich gefordert. Die Modellparameter werden auf der Basis
von Regressionsgleichungen, die in Studien neueren Datums gewonnen wurden, ange-
legt. Eine Vergleichbarkeit mit anderen Modellen aus der Literatur wird angestrebt.
Bedingt durch die hohe Anzahl der Probanden und der zu analysierenden Bewegun-
gen wird ein Skalierungsverfahren benötigt, das die Anpassung der Modellparameter
an die einzelnen doch sehr unterschiedlichen probandenspezifischen Parameter anhand
von Messdaten automatisch vornimmt und dadurch kaum Benutzereingriff erfordert.
Die Übertragung der mit einem markerbasierten Kamerasystem aufgezeichneten Po-
sitionsinformationen auf die Mehrkörpermodelle birgt bekanntermaßen Schwierigkei-
ten, da die Marker auf weiches Gewebe aufgebracht werden und bewegungsbedingt
durch Hautverschiebungsartefakte und Schwabbelmasseneffekte nicht die darunterlie-
gende Knochenbewegung repräsentieren. In der Literatur werden zahlreiche Verfahren
zur Kompensation beschrieben. Allerdings beziehen sich die meisten auf eine reine
Lagerekonstruktion, welche für eine umfassende Systembeschreibung aber nicht aus-
reicht. Insbesondere sind die bei einer Bewegung wirkenden Kräfte und Momente von
Interesse, die mittels inverser Dynamik aus den Lagen, Geschwindigkeiten und Be-
schleunigungen berechnet werden können. Ein Ziel ist es daher, ein leistungsfähiges
Verfahren zur Bewegungsrekonstruktion zu entwickeln, das sowohl die Hautverschie-
bunsartefakte und die Schwabbelmasseneffekte kompensiert als auch neben den Lagen
die Geschwindigkeiten und die Beschleunigungen gut rekonstruiert.
Die Untersuchung von Oberkörperbewegungen macht die Entwicklung von Wir-
belsäulenmodellen notwendig. Der damit verbundene höhere Detailgrad der Modelle
ist in Verbindung mit gängigen Rekonstruktionsverfahren nicht ohne weiteres möglich.
Ein weiteres Ziel ist es daher, die Bewegungsrekonstruktion für detaillierte Modelle zu
ermöglichen. Bereits bestehende Bewegungsaufnahmen sollen dabei wiederverwertbar
sein und ein höherer Aufwand bei künftigen Aufnahmen vermieden werden.
Durch die zeitsynchrone Verfügbarkeit von kinematischen und dynamischen Messda-
ten, d.h. Motion Capture-Daten und Aufzeichnungen von Kraftmessplatten, wird die
dynamische Betrachtung von Bewegungen und die Analyse der Interaktion mit der
Umgebung möglich. Hierfür werden Verfahren benötigt, die die kinematischen und
dynamischen Messdaten im Modell zusammenführen. Durch Mess- und Modellfehler
gegenüber der Realität folgen daraus überbestimmte Gleichungssysteme. Die Größe
des Fehlers ist in den Gleichungen ersichtlich und kann als Gütekriterium für die Mo-
dellannahmen verwendet werden. Desweiteren kann das überbestimmte System zur
Verbesserung der Modellparameter und der rekonstruierten kinematischen Bewegungs-
verläufe herangezogen werden. Dafür werden entsprechende Verfahren untersucht und
entwickelt.
Alle in dieser Arbeit zur Bewegungsanalyse entwickelten Verfahren sollen sowohl
einzeln zur Untersuchung betreffender Fragestellungen als auch im Zusammenspiel zur
ganzheitlichen kinematischen und dynamischen Analyse eingesetzt werden können. Die
rekonstruierten Bewegungen werden in Bewegungsstudien zu Analysezwecken genutzt
und im Sonderforschungsbereich zur Roboterauslegung oder zur Ausführung auf dem
Roboter selbst genutzt.
Die Synthese menschlicher Bewegungen auf der Basis optimaler Steuerprozesse wur-
de in den letzten Jahren ein wichtiges Werkzeug zur Untersuchung menschlicher Bewe-
gungskriterien. In der Literatur beziehen sich die Studien vorwiegend auf zweidimensio-
nale Modelle mit wenigen Freiheitsgraden. Die numerischen Verfahren zur Lösung op-
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timaler Steuerprobleme wurden in den letzten Jahren stetig verbessert und sind immer
noch ein aktuelles Forschungsgebiet. Ein weiteres Ziel dieser Arbeit ist es, numerische
Methoden zur Bewegungssynthese mit dreidimensionalen Mehrkörpermodellen und op-
timalen Steuerungsprozessen zur Verfügung zu stellen, um eine ausreichende Anzahl an
Bewegungen für statistische Bewegungsstudien zu berechnen und zu untersuchen. Das
Hauptaugenmerk dabei ist die Zusammenarbeit des Syntheseprozesses mit den Model-
len, den Randbedingungen und den Daten, die aus dem vorangehenden Analyseprozess
stammen. Mit der Kombination der beiden Prozesse können Bewegungsprinzipien er-
schlossen und validiert werden.
1.2 Aufbau der Arbeit
Die in dieser Arbeit betrachteten und entwickelten Methoden können entweder der
Bewegungsanalyse oder der -synthese zugeordnet werden und bei Bedarf innerhalb des
Frameworks auch zusammenspielen. Daher wird die Arbeit in ein Kapitel zur Analyse
und in eines zur Synthese unterteilt. Der Stand der Wissenschaft sowie die Literatur-
recherche sind für beide Kapitel umfangreich. Sie werden daher für die Analyse und
die Synthese separat aufgeführt und stehen am Anfang des jeweiligen Kapitels. Zuvor
werden die theoretischen Grundlagen, die zum Verständnis der Arbeit notwendig sind,
eingeführt. Die Arbeit schließt mit einer Zusammenfassung und einem Ausblick.
Kapitel 2 beschreibt die theoretischen Grundlagen der Modellbildung und Optimie-
rung. Zunächst wird auf die verwendeten allgemeinen Begrifflichkeiten der Kinematik
und der Dynamik am Beispiel des einzelnen starren Körpers eingegangen. Im An-
schluss werden Systeme aus starren Körper betrachtet. Hier werden der in der Biome-
chanik sehr gebräuchliche Newton-Euler-Algorithmus vorgestellt und die Unterschiede
zum verwendeten rekursiven Mehrkörperalgorithmus, der die dynamischen Gleichun-
gen in Minimalkoordinatenform aufstellt, aufgezeigt. Im zweiten Teil des Grundlagen-
kapitels wird die allgemeine Formulierung eines nichtlinearen Optimierungsproblems
vorgestellt und in die gängigen Lösungsverfahren eingeführt. Eine spezielle Form von
Optimierungsproblemen sind nichtlineare, quadratische Ausgleichsprobleme, deren Be-
sonderheit und Vorteil beschrieben wird. Darauf folgt eine Einführung in die Theorie
optimaler Steuerungen, die sich im Unterschied zu den vorangehenden Parameteropti-
mierungsverfahren mit der Berechnung optimaler Lösungsfunktionen für ein System
von Differentialgleichungen beschäftigt. Zur Lösung werden Kollokationsverfahren ein-
gesetzt, auf die insbesondere eingegangen wird.
Kapitel 3 beginnt mit dem Stand der Technik und einer Literaturrecherche über
die aktuell angewandten Verfahren in der Bewegungsanalyse sowie deren Problema-
tik. Im Anschluss wird die Erstellung eines Menschmodells präsentiert, welches sowohl
in der Analyse als auch später in der Synthese Anwendung findet. Die kinematische
Bewegungsrekonstruktion aus Motion Capture-Daten ist ein erster Methodenschwer-
punkt und wird aufbauend auf dem Menschmodell erklärt. Methoden zu Berechnung
der Modellvariablen aus Markerdaten werden hier behandelt. Daran schließt sich die
Beschreibung des entwickelten Algorithmus zur Modellskalierung an. Detailreiche Mo-
delle erfordern zur Verwendung in der Bewegungsrekonstruktion eine Anpassung, die
ebenfalls vorgestellt wird. Auf der kinematischen Rekonstruktion bauen die Verfahren
zur Berechnung der kinetischen Größen auf. Ein Algorithmus zur Optimierung der Mo-
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dellparameter sowie zwei Ansätze zur Anpassung der rekonstruierten Trajektorien an
Stöße und Schwabbelmassenbewegungen bei schnellen Bewegungen werden vorgestellt.
Das Kapitel schließt mit einem Beispiel, wobei die vorgestellten Methoden angewandt
werden und ihre Leistungsfähigkeit überprüft wird.
Die Synthese wird in Kapitel 4 behandelt. Der Stand der Technik sowie neurophy-
siologische Betrachtungen menschlicher Bewegungen werden eingeführt. Daran schließt
sich die Verfahrensentwicklung zur Lösung der dabei auftretenden optimalen Steue-
rungsprobleme an. Die angewandten Diskretisierungsverfahren werden ausführlich be-
trachtet. Ein Verfahrensvergleich mit bekannten Algorithmen wird durchgeführt. An
einfachen überschaubaren Beispielen werden die Verfahren überprüft. Das Kapitel en-
det mit der Durchführung einer Studie zur Untersuchung menschlicher Bewegungsprin-
zipien durch die Kombination von Analyse und Synthese.
Die Arbeit schließt mit einer Zusammenfassung über die betrachteten und entwickel-
ten Methoden und einem Ausblick.
1.3 Mathematische Notation
Die Arbeit folgt im wesentlichen der Vektor- und Matrizenschreibweise aus [194].
Bezugs- und Koordinatensysteme sind in dieser Arbeit grundsätzlich kartesisch,
d.h. sie sind orthogonale, rechtshändige Systeme. Sie werden mit Ki bezeichnet. Das
Bezugssystem K0 ist grundsätzlich raumfest.
Vektoren und Matrizen der Dimension n×1 bzw. n×m werden mit fettgedruckten
Buchstaben dargestellt. Jeder Vektor lässt sich in Komponenten in Richtung der Ba-
sisvektoren eines Bezugssystems Ki zerlegen. Für die Koordinaten eines Vektors gilt in






, wobei der vor r hochgestellte In-
dex k das Bezugssystem bezeichnet, in dem die Koordinaten des Vektors vorliegen. Oft
handelt es sich bei den Vektoren um Ortsvektoren und der r nachgestellte Index i zeigt
das Koordinatensystem Ki an, auf dessen Ursprung sich der Ortsvektor bezieht. Die
Indizes i und k müssen nicht notwendigerweise zusammenfallen, tun dies aber in den
meisten Fällen. Dann wird auf den Index k verzichtet. Falls der Index i dem raumfe-
sten Bezugssystem K0 entspricht, wird er ebenfalls weggelassen. Der Großbuchstabe Ri
bezeichnet den Ortsvektor vom Ursprung K0 zum Ursprung eines Koordinatensystems
Ki und liegt in den Koordinaten bezüglich des raumfesten Systems vor.








zuordnen. Der Nullvektor wird durch 0 symbolisiert.
Matrizen werden mit fettgedruckten Großbuchstaben bezeichnet. Eine Ausnahme
bildet die schiefsymmetrische Matrix, der ein Koordinatenvektor zugeordnet werden
kann. Sie wird mit dem Buchstaben des Vektors bezeichnet. Die skalare Größe Mij
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kennzeichnet den Eintrag in der i-ten Zeile und j-ten Spalte einer Matrix M. Diesel-
be Indizierung wird auch für eine Matrix Aij verwendet und kennzeichnet dann die




Grundlagen der Modellierung und
Optimierung
Dieses Kapitel führt in die Grundlagen der Bewegung von Starrkörpern ein. Am ein-
zelnen starren Körper werden zunächst kinematische und dynamische Begriffe geklärt.
Im Anschluss werden zwei ineinander überführbare Ansätze zur Beschreibung von
Mehrkörpersystemen vorgestellt. Der zweite Teil des Kapitels führt in die Begrifflich-
keiten von Optimierungsverfahren allgemein ein und schließt mit den Grundlagen zur
optimalen Steuerung.
2.1 Kinematik und Dynamik
2.1.1 Der einzelne starre Körper
Im Folgenden wird ein starrer und ausgedehnter Körper i betrachtet, dessen einzelne
Körperpunkte massebehaftet und zueinander unverschiebbar sind. Zur Beschreibung
seiner Kinematik wird ein körperfestes, kartesisches Bezugssystem Ki (Relativsystem,
lokales System) sowie ein raumfestes kartesisches Bezugssystem K0 (Inertialsystem,
Laborkoordinatensystem, Absolutsystem) eingeführt. Die Absolutlage eines beliebigen
Punktes P kann nun durch die Vektorgleichung
RP = Ri + AiirPi (2.1)
beschrieben werden, wobei RP ∈ R3 der Ortsvektor von P und Ri ∈ R3 der Ortsvektor
des Ursprungs von Ki in absoluten Koordinaten bezüglich K0 sind. Der Relativvektor
irPi ∈ R3 führt vom Ursprung von Ki zu P und liegt in Koordinaten bezüglich Ki vor,
und Ai ∈ R3×3 bezeichnet die Richtungskosinusmatrix (Rotationsmatrix, Transforma-
tionsmatrix) zwischen Ki und K0 (Abbildung 2.1). Der Großbuchstabe Ri bezeichnet
im Folgenden Ortsvektoren in K0, indiziert mit dem zugehörigen Körper i, auf dessen
Ursprung des lokalen Koordinatensystems Ki der Vektor zeigt. Der Kleinbuchstabe kri
bezeichnet Relativvektoren bezüglich Ki. Der Index k zeigt dabei an, in welchem Sy-
stem seine Koordinaten vorliegen. Es gilt dabei 0rPi = Aiir
P
i . Liegen die Koordinaten
bezüglich K0 vor, wird auf den hochgestellten Index künftig verzichtet. Durch zeitliche
Ableitung bezüglich K0 erhält man aus der Lagebeziehung (2.1) die Gleichungen für
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Abbildung 2.1: Kinematik des einzelnen Starrkörpers.
die Geschwindigkeit und die Beschleunigung des Punktes P :
ṘP = Ṙi + ω̃irPi , (2.2)
R̈P = R̈i + ˙̃ωirPi + ω̃iω̃irPi , (2.3)
wobei ωi die Winkelgeschwindigkeit von Ki bezüglich K0 in absoluten Koordinaten ist
und ω̃i ihre schiefsymmetrische Matrix, rPi liegt in Koordinaten bezüglich K0 vor. Im
Allgemeinen sind Zeitableitungen abhängig vom Koordinatensystem, in dem differen-
ziert wird. Die Transformationsmatrix Ai besteht aus den neun Richtungskosinussen
zwischen zwei Koordinatensystemen, von denen aber nur drei unabhängig sind, und die
Matrix kann in Abhängigkeit von drei unabhängigen Variablen parametriert werden,
z.B. mit Euler- und Kardanwinkeln, oder mit zusätzlichen Variablen, die Zwangsbe-
dingungen unterliegen. Die Parametrierungen sind in der Literatur gut dokumentiert
[62, 82, 175, 224, 225]. Im Folgenden werden nur drei aufeinanderfolgende Einzeldre-
hungen um je eine Drehachse in beliebiger Reihenfolge wie in [194] beschrieben be-
trachtet. Die Rotationsmatrix erhält man dann in Abhängigkeit dreier Winkel θi,k mit
k = [1, 2, 3], die den Betrag der Drehung um die jeweilige Drehachse ui,k ausmachen,
durch Multiplikation der drei Einzeldrehungen zu
Ai(θi) = Ai,1 (θi,1,ui,1) Ai,2 (θi,2,ui,2) Ai,3 (θi,3,ui,3) (2.4)
mit θi = [θi,1, θi,2, θi,3]T . Mit der Beziehung ȦA
T = ω̃ erhält man durch Ableiten der











⎥⎦ = Giθ̇i (2.5)
und daraus die Winkelbeschleunigung
ω̇i = Giθ̈i + Ġiθ̇i (2.6)
des Körpers i. Eine Herleitung der kinematischen Differentialgleichung (2.5) findet sich
in [190]. Alle Körperpunkte eines Körpers i besitzen eine infinitisemale Masse dm.
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Die Gesamtmasse des Körpers ergibt sich durch Integration über das Körpervolumen
V abhängig von der Dichte ρ(r), die bei inhomogenen Körpern ortsabhängig ist. Im
Folgenden werden nur homogene Körper mit ortsunabhängiger Dichte ρ betrachtet.
Die Masse mi eines Starrkörpers ist zeitlich konstant und kann als konzentrierter Pa-
rameter im Massenmittelpunkt des Körpers angegeben werden, welcher im homogen
angenommenen Schwerefeld mit dem Schwerpunkt Si des Körpers zusammenfällt und









iri ρ dV . (2.7)
Die Trägheitswirkung eines Körpers hängt von seiner Masse und von seiner Ausdeh-
nung ab. Dies wird deutlich, indem man den Relativdrall iLi des Körpers bezüglich Ki









−ir̃iir̃i ωi dm =
∫
−ir̃iir̃i dm ωi = iΘiωi. (2.8)
Darin beschreibt iΘi =
∫ −ir̃iir̃i dm die Massenverteilung bezüglich des Ursprungs von
Ki und wird als Trägheitstensor des Körpers i bezeichnet. Mit den zeitlich konstanten
Koordinaten aller Ortsvektoren iri = [rx, ry, rz]T der Massenelemente dm in Ki werden





(r2y + r2z)dm −
∫
(rxry)dm − ∫ (rxrz)dm
− ∫ (rxry)dm + ∫ (r2x + r2z)dm − ∫ (ryrz)dm
− ∫ (rxrz)dm − ∫ (ryrz)dm + ∫ (r2x + r2y)dm
⎤
⎥⎦ (2.9)
berechnet. Die Massenträgheitsparameter (Masse, Koordinaten des Schwerpunktes, Ko-
ordinaten des Trägheitstensors) eines starren Körpers i sind bezüglich des körperfesten
Koordinatensystems Ki konstant. Eine vollständige Körperparametrierung besteht aus
den zehn anzugebenden Parametern Masse, drei Koordinaten zur Kennzeichnung der
Lage des Schwerpunktes auf dem Körper und sechs unabhängigen Koordinaten des
Trägheitstensors. Andere Formalismen [62] erfordern die Angabe von weiteren Para-
metern und werden hier nicht betrachtet. Der Trägheitstensor bezüglich Ki lässt sich
ins Inertialsystem mit der Beziehung Θi = AiiΘiATi transformieren. Die Koordinaten
des Trägheitstensors sind sowohl vom gewählten Bezugspunkt als auch von der Orien-
tierung der Koordinatenachsen abhängig. Führt man ein weiteres Koordinatensystem
Ki∗ im Schwerpunkt Si eines Körpers ein, dessen Koordinatenachsen mit den Haupt-
achsen von iΘi übereinstimmen, so kann man die Koordinaten des Trägheitstensors
iΘi in Ki∗ mit i∗ΘSi angeben und es gilt mit dem Satz von Steiner der Zusammenhang
iΘi = Ai∗i∗ΘSi ATi∗ −miir̃Si ir̃Si (2.10)
mit dem Ortsvektor irSi vom Ursprung Ki zum Schwerpunkt. Für ein Hauptachsen-
system verschwinden die Deviationsmomente des Tensors. Durch Einführung von so
genannten Trägheitsradien [222] kann der diagonale Tensor in Abhängigkeit der je-
weiligen Körpermasse mi und dem Quadrat der körperspezifischen Trägheitsradien
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angegeben werden. Die Trägheitsradien sind ein Maß dafür, in welchem Abstand von
der Drehachse die Masse mi konzentriert sein müsste, um das gleiche Trägheitsmoment
wie der Körper selbst zu erzeugen. Dieser Sachverhalt ist insbesondere in der Biome-
chanik interessant, da die räumliche Ausdehnung der einzelnen Körpersegmente bzw.
deren Volumina oft unbekannt und nur aufwändig zu ermitteln, aber zur Berechnung
des Trägheitstensors notwendig ist. In anthropometrischen Tabellen werden neben der
Segmentmasse und der Schwerpunktlage meist die Trägheitsradien und das Hauptach-
sensystem anstelle der Koordinaten von iΘi oder etwaiger Volumina angegeben. Mit
den Gleichungen (2.10) und (2.11) lässt sich der Trägheitstensor für Körper i berech-
nen und ferner auch eine probandenspezifische Skalierung der Körper realisieren. Der
Drallsatz besagt, dass die zeitliche Änderung des Drallvektors LPi bezüglich eines raum-
festen Punktes P gleich ist dem in P resultierenden Moment MPi aller auf den Körper
i einwirkenden Kräfte und Momente. Ist der Ursprung Ki der raumfeste Punkt P , so
erhält man durch zeitliche Ableitung in K0 bezüglich Ki
L̇ii = Mii = Θiω̇i + ω̃iΘiωi, (2.12)
wobei der rechts hochgestellte Index den Bezugspunkt bezeichnet. Die Gleichung (2.12)
liegt in Koordinaten bezüglich K0 vor, der Drall bezieht sich aber auf den Ursprung
von Ki. Im Allgemeinen ist Ki aber nicht raumfest, und man bezieht den Drall auf das
Inertialsystem K0. Dann folgen die Gleichungen eines Körpers i in K0 zu
L̇0i = M0i = mir̃Si R̈i + Θiω̇i + ω̃iΘiωi (2.13)
(siehe z.B. [224, 225]).




iṙi dm = miiṙSi . (2.14)
Der Impulssatz bezüglich K0 besagt, dass die zeitliche Änderung des Impulsvektors pi
gleich ist der an Ki angreifenden Kräfte:





Zur kompakteren Schreibweise und zur späteren Rechnerimplementierung bietet sich
eine Darstellung als verallgemeinertes Vektor-Matrix-System an [62]. Dabei werden die
mit Translationen und Rotationen im System verbundenen Vektoren und Matrizen
im R3 zu verallgemeinerten Elementen im R6 zusammengefasst. Die verallgemeiner-
ten Geschwindigkeiten eines Koordinatensystems Ki werden dabei mit υi = [ṘTi ,ωTi ]T
bezeichnet und die verallgemeinerten Kräfte enthalten die Koordinaten der einzelnen
Kräfte und Momente, z.B. F6i = [Fx, Fy, Fz,Mx,My,Mz]T , jeweils bezüglich des Ba-
siskoordinatensystems. Dabei stehen in dieser Arbeit die translatorischen Koordinaten
immer an den ersten drei Positionen des verallgemeinerten Vektors. Die Bewegungs-






−QIi −QEi = Miυ̇i −QIi −QEi = 0 (2.16)
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aus dem Impulssatz (2.15) und dem Drallsatz (2.13) mit der verallgemeinerten Massen-
matrix Mi ∈ R6×6, dem Vektor der Zentrifugal- und Coriolisterme QIi ∈ R6 und dem
Vektor aller eingeprägten Kräfte und Momente QEi ∈ R6. Bei allgemeinen Systemen
fällt der Schwerpunkt des Körpers nicht immer mit dem Ursprung des körperfesten















angeben. Fällt der Ursprung von Ki mit dem Schwerpunkt zusammen, d.h. rSi = 0, so
verschwinden die nicht auf der Blockdiagonalen befindlichen Terme der Massenmatrix
und der obere Term in QIi . Greifen nF äußere Kräfte Fi,n und nM Momente Mi,n am
















Dabei bezeichnen die r̃i,n die Vektoren vom Ursprung Ki zum jeweiligen Kraftangriffs-
punkt, der Vektor g bezeichnet die Erdbescheunigung.
2.1.2 Newton-Euler-Gleichungen und inverse Dynamik
Als Teilgebiet der Mechanik beschäftigt sich die Dynamik mit der Bewegung von
Körpern, die durch Kräfte verursacht wird. Unter der inversen Dynamik versteht man
die Aufgabe, diese Kräfte aus vorliegenden kinematischen Daten, d.h. Positionen, Ge-
schwindigkeiten und Beschleunigungen, zu bestimmen. Insbesondere in der Biomecha-
nik ist man daran interessiert, für eine aufgezeichnete Bewegung die wirkenden Bela-
stungen in den Gelenken zu berechnen, da man sie meist nicht messen kann. In der
Robotik hat sich die inverse Dynamik zur Auslegung des Systems für eine gewünschte
Bewegung etabliert.
Die Lösung der Aufgabe wird häufig mit einem Newton-Euler-Ansatz bewerkstel-
ligt, bei dem jeder Starrkörper als einzelner Körper mit sechs Freiheitsgraden im Raum
betrachtet wird und mit benachbarten Körpern an vordefinierten Gelenkpunkten Re-
aktionskräfte und -momente austauscht. Die Bewegungsgleichungen des Systems folgen
direkt aus Impuls- und Drallsatz und setzen sich aus den Gleichungen (2.16) der ein-
zelnen Körper ergänzt um die Reaktionen zu⎡
⎢⎢⎣
M1 · · · 0
... . . . ...


































































Abbildung 2.2: Links: Starrkörpersystem. Rechts: Reaktionskräfte am freigeschnittenen
Körper i.
zusammen. In einem baumstrukturierten System (Abbildung 2.2) existiert für eine
Durchlaufrichtung ausgehend von einem Basiskörper für einen Körper i immer genau
ein Vorgängerkörper und ein, mehrere oder kein Nachfolgekörper. Die Reaktionskräfte

















definiert, wobei i einen Körper in der Struktur indiziert, j die jeweils direkt nach-
folgenden nZ Körper und 0 den vorangehenden Körper. Über die QRi hängen die
Gleichungen (2.20) eindeutig voneinander ab, da die ausgetauschten Kräfte −Fi,0 am
Vorgängerkörper mit umgekehrtem Vorzeichen als Fi−1,i auftreten. Äquivalentes gilt
für die Momente. Für den Fall, dass ein Körper i eine Baumspitze bildet, verschwindet
der Summenterm in (2.21). Mit bekannten υ̇i und eingeprägten Kräften QEi sowie den
bekannten Lagen, Geschwindigkeiten und Ortsvektoren der Gelenkpunkte ri,j, lassen
sich die QRi rekursiv ausgehend von den Baumspitzen hin zum ersten Körper K1 in der
Struktur berechnen. Die Kräfte F1,0 und Momente M1,0 zwischen K1 und K0 werden
als Reaktionen mit der Umgebung aufgefasst und werden durch die Methode ebenfalls
bestimmt. Bei n Körpern können die 6n unbekannten Reaktionskräfte und -momente
vollständig bestimmt werden. Es bietet sich in der Regel an, den Basiskörper dort
anzunehmen, wo die Umgebungsreaktionen auch auftreten, d.h. bei einem biomecha-
nisch motivierten Menschmodell treten die Umgebungsreaktionen z.B. während einer
Gangbewegung an den Fußkörpern auf. Das Beispiel zeigt auch die Grenzen dieser
Methode. Sind weitere unbekannte Umgebungsreaktionen vorhanden, d.h. haben beide
Füße Bodenkontakt, so ist das Gleichungssystem (2.20) unbestimmt und muss entwe-
der durch weitere Modellannahmen ergänzt oder durch Einbezug von Messungen der
Bodenreaktionen bestimmt werden.












Abbildung 2.3: Relativer Zusammenhang zweier benachbarter und mit einem Gelenk
Gij verbundener Körper i und j.
2.1.3 Rekursiver Mehrkörperalgorithmus in Minimalkoordi-
natenform
Das Gleichungssystem (2.20) beschreibt die Bewegung der einzelnen Körper in Form
von den absoluten Lagen Ri, Geschwindigkeiten Ṙi und Beschleunigungen R̈i sowie
den Orientierungen Ai, Winkelgeschwindigkeiten ωi und Winkelbeschleunigungen ω̇i
der Körperkoordinatensysteme Ki. Da keine geometrischen Bindungen definiert sind,
ist zwischen den zusammengehörenden Gelenkpunkten Gi−1,j und Gi,j zweier benach-
barter Körper eine uneingeschränkte räumliche Bewegung mit sechs Freiheitsgraden
möglich. Insbesondere in der Robotik sind die kinematischen Beziehungen zwischen
zwei Körpern durch Gelenke bekannt und es sind systembedingt nicht immer alle sechs
Freiheitsgrade vorhanden. Beim Menschen sind prinzipiell alle sechs Freiheitsgrade auf-
grund der Gewebebeschaffenheit möglich, wenn auch in manche Richtungen nur sehr
eingeschränkt, und eine Abstraktion hin zu mathematischen Gelenken kann durchaus
sinnvoll sein. Durch Einführung von kinematischen Bindungen zwischen den einzelnen
Starrkörpern in Gelenkkoordinaten können die gewünschten Gelenkfreiheitsgrade in
den Modellgleichungen vorgegeben werden. Wählt man einen Minimalkoordinatenan-
satz, so reduziert sich auch die Anzahl der Bewegungsgleichungen bei n Körpern von
6n auf die Anzahl der minimal vorgegebenen generalisierten Koordinaten. Darüber hin-
aus ist eine rekursive Formulierung der Bewegungsgleichungen möglich, d.h. ausgehend
von bereits bekannter Information über ein Vorgängerelement kann das nachfolgende
berechnet werden, ohne dass redundanter Berechnungsaufwand entsteht.
Gelenkkinematik
Zwischen zwei benachbarten Körperkoordinatensystemen Ki und Kj definiert ein Ge-
lenk Gij den translatorischen und rotatorischen Zusammenhang beider Körper (Abbil-
dung 2.3). Die relative Lage von Kj bezüglich Ki kann als nichtlineare Vektorfunktion
irij = f r (qij) (2.22)
in Abhängigkeit von generalisierten Gelenkkoordinaten qij angegeben werden. Äqui-
valent kann man die relative Orientierung Aij(qij) mit Hilfe dreier Winkel wTij =
[wij,1, wij,2, wij,3]T um drei Drehachsen uij,k, k = 1, 2, 3, mit der nichtlinearen Funktion
wij = fw (qij) (2.23)
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parametrieren. Die Orientierung ergibt sich dann gemäß
Aij(wij) = Aij,1 (wij,1,uij,1) Aij,2 (wij,2,uij,2) Aij,3 (wij,3,uij,3) (2.24)
aus den drei aufeinander folgenden Drehungen. Zur Beschreibung der Bewegung sind
pro Gelenk maximal sechs unabhängige generalisierte Koordinaten qij möglich. Die
zeitlichen Ableitungen der relativen Lagen sind dann
iṙij = Frqq̇ij, (2.25)
ir̈ij = Frqq̈ij + Ḟrqq̇ij (2.26)
mit der Funktionalmatrix Frq. Die zeitlichen Ableitungen der relativen Orientierungen











⎥⎦ = Gijẇij (2.27)
ergeben sich zu
iωij = GijFwq q̇ij, (2.28)




















im R6 zusammenfassen, wobei die Jacobimatrizen des Gelenks Gij für die Trans-
lationsbewegung im Gelenk durch Jrij = Frq und für die Rotationsbewegung durch







Die Vorwärtskinematik kann bei baumstrukturierten Systemen auf Rekursionsbezie-
hungen aufbauend formuliert werden [194], d.h. es werden wiederkehrende Sequenzen
im Algorithmus ausgenutzt, ohne diese in jedem Schritt neu zu berechnen. Der Aus-
werteaufwand eines Algorithmus hängt von der Anzahl an Rechenoperationen ab, die
notwendig sind, um die Gleichungen zu generieren. In der Mehrkörperdynamik wird die
Berechnungskomplexität O(f(n)) in Abhängigkeit von der Anzahl der Körper n = nb
oder der Anzahl der Freiheitsgrade n = nq angegeben [62, 193]. Nur die am schnellsten
wachsende Komponente von f(n) ist in der Regel von Bedeutung und daher wird die
Berechnungskomplexität auch mit O(np) angegeben, wobei durch i. Allg. nb < nq < 6nb
die Angabe von nb oder nq äquivalent ist. Ab einer Systemgröße von etwa fünf Körpern
[103] arbeiten O(n)-Algorithmen schneller als herkömmliche Methoden zur Generie-
rung der Bewegungsgleichungen. In dieser Arbeit werden die Bewegungsgleichungen
unter anderem als Nebenbedingungen in Optimierungsalgorithmen eingesetzt und pro
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Optimierungsiteration neu ausgewertet. Eine rekursive Formulierung kann einen Ge-
schwindigkeitsvorteil gegenüber einer analytischen Herleitung bewirken. Die Körper
und Gelenke müssen hierzu entsprechend durchnummeriert werden, d.h. die Nachbar-
schaftsbeziehungen müssen bekannt sein. Das kann durch eine reguläre Nummerierung
[103, 224] oder mit Hilfe der Graphentheorie [135] erfolgen. Die kinematische Rekursion
ist in der Regel vom Aufwand O(n), die Berechnung einer Matrixinversen vom Auf-
wand O(n3). Ferner spielt die Wahl der Lage der Koordinatensysteme eine Rolle [193].
Durch Definition körperfester Koordinatensysteme in den Gelenkpunkten entstehen im
Vergleich zur Definition im Schwerpunkt dünner besetzte Systemmatrizen. Die Ord-
nung sagt allerdings nichts über die Speicherverwaltung der Programmumgebung und
die Anzahl an Funktionsaufrufen aus, welche entscheidend zur Berechnungsgeschwin-
digkeit beitragen.
Die Rekursionsvorschrift lautet nach [194] unter Voraussetzung einer regulären Num-
merierung in Abhängigkeit von den jeweiligen Gelenkkoordinaten qij für die Lage und
Orientierung
Rj = Ri + Airiij (qij) (2.31)
Aj = AiAij (qij) , (2.32)































































Die Größen Φij, Jij und Γij liegen bereits im Inertialsystem K0 vor. Über eine kine-













J01 0 0 · · · 0
Φ12J01 J12 0 · · · 0
Φ23Φ12J01 Φ23J12 J23 · · · 0
... ... ... ... ...

















Φ23 (Φ12Γ01 + Γ12) + Γ23
...
Φn−1,n(· · · ) + Γn−1,n
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
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(2.35)
zusammenfassen. Der Gesamtvektor υ̇ der verallgemeinerten Beschleunigungen aller
körperfesten Koordinatenursprünge hat die Länge 6n und lässt sich in Matrizenform
in Abhängigkeit von den generalisierten Koordinaten q, Geschwindigkeiten q̇ und Be-
schleunigungen q̈ mit
υ̇ = J(q)q̈ + Γ(q, q̇) (2.36)
angeben. Die verallgemeinerten Beschleunigungen υ̇i der einzelnen Körper i lassen sich
daraus formulieren zu
υ̇i = Ji(q)q̈ + Γi(q, q̇) (2.37)
mit der Jacobimatrix Ji(q) des Körpers und dem Vektor Γi(q, q̇) mit quadratischen
Termen. Das entspricht einer Blockzeile ∈ R6 in (2.35). Für die Geschwindigkeiten der
körperfesten Koordinatensysteme gilt ferner
υi = Ji(q)q̇ (2.38)
und für ihre virtuellen Geschwindigkeiten
δυi = Ji(q)δq̇. (2.39)
Dynamik
Gleichung (2.35) lässt sich in Gleichung (2.20) einsetzen und ebenso auch die rekursiv
berechneten verallgemeinerten Lagen und Geschwindigkeiten. Daraus erhält man die
Newton-Euler-Gleichungen in Abhängigkeit von den generalisierten Koordinaten, die
sich damit nun rekursiv berechnen lassen. Die Anzahl der Gleichungen wird hierdurch
aber noch nicht reduziert. Bei bekannten q, q̇ und q̈ kann sowohl die Kinematik rekur-
siv mit Gleichung (2.35) als auch die inverse Dynamik rekursiv wie zuvor beschrieben
über die QRi berechnet werden. Hierfür müssen die wirkenden eingeprägten Kräfte QEi
bekannt sein. Die Zwangskräfte QRi sind diejenigen Kräfte, die den Gelenkzusammen-
hang erzwingen. Gelenkantriebe gehören zu den eingeprägten Kräften und werden im
Folgenden neben den bekannten eingeprägten Kräften getrennt aufgeführt und mit
QAi bezeichnet, da sie bei der Rekonstruktion einer Bewegung im Gegensatz zu den
QEi im Allgemeinen unbekannt sind. Eine minimale Anzahl an Bewegungsgleichungen
erhält man durch Anwendung des Prinzips von Jourdain, das besagt, dass die virtu-
elle Leistung aller am System angreifenden Zwangskräfte, welche durch holonome und
nichtholonome Bindungen verursacht werden, verschwindet [149]. Die Anwendung des













i = 0. (2.40)
Bei vorliegenden kinematischen Bindungen sind die δυi nicht unabhängig voneinander.
Durch Einsetzen der rekursiven kinematischen Beziehungen (2.35) und (2.39) in (2.40)







Mi(Ji(q)q̈ + Γi)−QIi −QEi −QAi
]
= 0. (2.41)
2.1. KINEMATIK UND DYNAMIK 21






und dem Vektor der verallgemeinerten Trägheits- und eingeprägten Kräfte









JTi (q)QEi . (2.43)




JTi (q)QAi , (2.44)
welche in Richtung der generalisierten Koordinaten wirken. Mit den Abkürzungen
(2.42), (2.43) und (2.44) lässt sich die minimale Anzahl der Bewegungsgleichungen
des Gesamtsystems in Matrizenform
M(q)q̈ −Q(q, q̇) = T (2.45)
schreiben. Diese Form der Bewegungsgleichungen eignet sich insbesondere für die An-
wendung in der Vorwärtssimulation und in der Optimierung. Mit bekannten q, q̇ und
q̈ kann eine inverse Dynamik durchgeführt werden, woraus direkt die generalisierten
Antriebe folgen. Ist man darüber hinaus auch an den verallgemeinerten Zwangskräften
interessiert, so ist mit den q, q̇ und q̈ die kinematische Rekursion (2.35) zu bestimmen
und in die Newton-Euler-Gleichungen (2.20) einzusetzen. Die QRi werden dann durch
Rekursion beginnend bei den äußersten Körpern berechnet.
Gelenkanschläge
In der Realität nehmen Muskeln, Bänder, Knorpel und die Gelenkformen der Gelenk-
pfannen und -köpfe Einfluss auf den Wertebereich einzelner Freiheitsgrade und ver-
hindern ein Überschreiten maximaler Gelenkstellungen. Durch das Hineinfahren in die
Anschläge wirken Kräfte und Momente, die mit der Eindringtiefe zunehmen und beim
Überschreiten einer zulässigen Kraft zum Bruch führen.
Durch dynamische Modellierung der Gelenkanschläge mit viskoelastischen Elemen-
ten können unter anderem Belastungsaussagen in der Simulation gewonnen werden.
In dieser Arbeit werden obere und untere Schranken zur Begrenzung des Arbeits-
bereiches der generalisierten Koordinaten benötigt. Gewünscht ist dabei, den Wer-
tebereich einer Koordinate qi auf ein Intervall [qUi , qOi ] (U : untere Schranke, O: obere
Schranke) zu begrenzen, um zum einen den Arbeitsbereich eines menschlichen Ge-
lenkes realistisch nachzuempfinden und zum anderen singuläre Stellungen in einem
Gelenk mit drei Rotationsfreiheitsgraden zu vermeiden. Die Begrenzungen werden ent-
weder als harte oder weiche, bzw. kinematische oder dynamische Schranken aufgefasst.
Kinematische Schranken sind Zustandsbeschränkungen, die bei der Verwendung der
kinematischen und dynamischen Gleichungen zusammen mit Optimierungsalgorith-
men als Ungleichungsnebenbedingungen gefordert werden. Der Algorithmus lässt dann
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über diese Schranken hinaus keine weiteren Werte zu. Integratoren zur Berechnung
der Vorwärtsdynamik mit gewöhnlichen Differentialgleichungen (2.45) berücksichtigen
Zustandsbeschränkungen in der Regel nicht. Daher werden dynamische Schranken
benötigt, d.h. Kräfte oder Momente, die erst beim oder kurz vor dem Überschreiten
der Schranke in die entgegengesetzte Richtung rückstellend wirken, um den Arbeitsbe-
reich einzuhalten. Sie werden direkt in die Bewegungsgleichungen (2.45) eingearbeitet.
Integratoren berücksichtigen weiche Schranken quasi automatisch, jedoch sind auch
Werte außerhalb der Schranken prinzipiell möglich. Dynamische Schranken werden im
Folgenden mit (nicht-)linearen und einseitig wirkenden Feder-Dämpferelementen rea-
lisiert.
Betrachtet wird dazu eine Funktion QBi (qi, q̇i), QBi : R × R → R, welche in Ab-
hängigkeit von der Lage und der Geschwindigkeit der betreffenden generalisierten Ko-
ordinate qi die verallgemeinerte Rückstellkraft des Gelenkanschlages erzeugt. Mit dem
progressionsabhängigen Federparameter ci, der Federprogressivität pc,i, dem progres-
sionsabhängigen Dämpferparameter di und der Dämpferprogressivität pd,i setzt sich
QBi = Fc,i+Fd,i aus einer Federkraft Fc,i(qi) und einer Dämpferkraft Fd,i(qi, q̇i) zusam-
men.
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q̇i , qi ≥ qOi −Δqi ∧ q̇i > 0
0 , qi ≥ qOi −Δqi ∧ q̇i ≤ 0
(2.47)
durch die Wahl der jeweiligen Progressivität pc,i, pd,i ≥ 1 den in Abbildung 2.4 gezeig-
ten nichtlinearen Verlauf. Mit dem Abstand Δqi vor dem Gelenkanschlag qOi beginnt
die Gesamtkraft bereits zu wirken und kann so eingestellt werden, dass beim Erreichen
des Gelenkanschlages bereits eine ausreichende Kraft wirkt, um die eigentliche Grenze
nicht zu sehr zu überschreiten. Die Dämpferkraft wirkt nur einseitig bei einer Bewe-
gungsrichtung in den Gelenkanschlag hinein. Die Dämpferkennlinie weist im Vergleich
zu linearen Kennlinien keine Geschwindigkeitssprünge auf und ist für die numerische
Integration von Vorteil. Der Gesamtverlauf ist zudem kontinuierlich differenzierbar,
was eine Voraussetzung zur Lösung optimaler Steuerprozesse ist. Die dynamischen
Schranken kann man zum Vektor QB(q, q̇) = [QB1 (q1, q̇1), ..., QBn (qn, q̇n)]T zusammen-
fassen. Da die Richtung der Kraft QBi (qi, q̇i) in die Richtung der qi zeigt, erhält man
die verrichtete virtuelle Leistung der weichen Gelenkanschläge zu
δPBi = δq̇iQBi (2.48)
und daraus die Vektorform
δPB = δq̇TQB. (2.49)
In die Bewegungsgleichung (2.45) können die QB gemäß










Abbildung 2.4: Kraftverlauf für einen Gelenkanschlag mit oberer Grenze qOi in
Abhängigkeit von der Eindringtiefe für ci = 1 und pc,i = 3.
übernommen werden. Die generalisierten Vektoren Q und QB in (2.50) werden im
Folgenden zu Q̄ = Q + QB zusammengefasst.
Implementierung
Der Mehrkörperalgorithmus wurde in der Programmumgebung MATLAB [200] imple-
mentiert [194] und der Öffentlichkeit in [181] und [183] unter dem Namen MkdTools
vorgestellt. In der Arbeit von Massaad [131] wurde MkdTools mit Hilfe der kommerzi-
ellen Mehrkörperalgorithmen SimMechanics [200] und MSC Adams [139] validiert. Zur







M−1(q) (Q(q, q̇) + T)
]
(2.51)
mit dem Zustandsvektor z(t) = [qT (t), q̇T (t)]T und den Anfangsbedingungen
z(0) = [qT (0), q̇T (0)]T überführt.
2.2 Optimierung
2.2.1 Das Standardproblem der nichtlinearen Optimierung
Unter einem Optimierungsproblem versteht man die Suche nach den Werten der Unbe-
kannten einer Funktion, für welche die Funktion ein Extremum besitzt. Im Folgenden
werden die Unbekannten in einem Vektor x ∈ Rn zusammengefasst und am gesuch-
ten Extremum einer Zielfunktion F (x) : Rn → R mit x∗ bezeichnet. Die Zielfunktion
bezeichnet man auch als Kostenfunktion.
Man unterscheidet Optimierungsprobleme ohne Nebenbedingungen, d.h. nichtre-
stringierte Optimierung, welche durch das Problem
Minimiere F (x), F : Rn → R (2.52)
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ausgedrückt wird, und Optimierungsprobleme mit Nebenbedingungen, d.h. restringier-
te Optimierung, welche durch
Minimiere F (x), F : Rn → R,
unter c(x) ≤ 0, c : Rn → Rm,
ce(x) = 0, ce : Rn → Rk
(2.53)
beschrieben wird. In (2.53) müssen gegenüber (2.52) neben der Kostenfunktion auch
Nebenbedingungen in Gleichungsform ce(x) = 0, ce : Rn → Rk, oder Ungleichungs-
form c(x) ≤ 0, c : Rn → Rm, erfüllt werden.
Für ein lokales Maximum einer reellwertigen Funktion F gilt, dass es ein lokales
Minimum der negativen Zielfunktion −F ist. Maximierungsprobleme können daher in
Minimierungsprobleme umgewandelt werden, weshalb in dieser Arbeit ausschließlich
Minima betrachtet werden. Eine Funktion besitzt in der Regel mehrere Minima, wobei
zwischen globalen und lokalen Minima unterschieden wird. Der Parameterpunkt x∗
wird als globales Minimum bezeichnet, falls
F (x∗) ≤ F (x) ∀ x (2.54)
erfüllt ist. Ein lokales Minimum liegt vor, wenn
F (x∗) ≤ F (x) ∀ x in einer Umgebung von x∗ (2.55)
gilt. In der Praxis ist es schwierig, globale Minima aufzufinden und selbst für lokale
Minima kann nicht garantiert werden, dass sie das nächstliegende Minimum zu einer
gewählten Startlösung sind [68].
Betrachtet wird nun die Approximation der Zielfunktion F , die im Folgenden stetig
differenzierbar und hinreichend glatt ist, so dass die Taylor-Entwicklung
F (x + h) = F (x) + hTg + 12h
THh +O(h3) (2.56)
um den Punkt x mit dem Gradienten der Funktion














Für hinreichend kleines h = ‖h‖ genügt in (2.56) die Berücksichtigung nur des linea-
ren Terms und aus der Bedingung (2.55) für ein lokales Minimum folgt die notwendige
Bedingung ∇F (x∗) = 0. Berücksichtigt man zusätzlich den quadratischen Term, er-
gibt sich für ein lokales Minimum die hinreichende Bedingung ∇∇TF (x) > 0, d.h. die
Hessematrix ist positiv definit.
Die allermeisten Berechnungsmethoden zur Lösung von nichtlinearen Optimierungs-
problemen sind iterativ, d.h. ausgehend von einer Startlösung x0 werden eine Reihe
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weiterer Lösungen berechnet, bis der Algorithmus zur Lösung x∗ eines lokalen Mini-
mums konvergiert. Es existieren zahlreiche Iterationsverfahren bzw. Abstiegsverfahren
zur Lösung der unterschiedlichsten Probleme. Die bekanntesten Verfahren zur Lösung
nichtrestringierter Optimierungsprobleme (2.52) sind die Newton-, Trust-Region-, Qua-
si-Newton-, und CG-Verfahren sowie die Methode des steilsten Abstiegs, welche sich in
ihren Konvergenzeigenschaften, ihrer Genauigkeit sowie im Berechnungsaufwand un-
terscheiden und in der Literatur ausführlich diskutiert und weiterentwickelt wurden
[71, 92, 124, 142]. Viele Algorithmen zur Lösung von restringierten Optimierungs-
problemen sind Erweiterungen der nichtrestringierten Verfahren, und die Methoden
zur Behandlung nichtlinearer Ausgleichsprobleme, z.B. Least-Squares-Verfahren, sind
meist Spezialfälle davon.
Man kann die Algorithmen nach ihrer Verfahrensordnung klassifizieren. Ein Verfah-
ren 0. Ordnung benötigt ausschließlich die Funktionswerte, ein Verfahren 1. Ordnung
benötigt zusätzlich die Gradienten und ein Verfahren 2. Ordnung neben den Gradienten
zusätzlich die Hessematrix. Die Verfahren nutzen meist interne Modelle zur Approxi-
mation der Zielfunktion F (x), in der Regel eine Taylorreihe n-ter Ordnung, wonach
man neben der Verfahrensordnung auch nach der Modellordnung unterscheidet. Mit zu-
nehmender Modellordnung konvergiert das Verfahren in der Nähe von x∗ in der Regel
schneller. Die von den Verfahren benötigten Gradienten- und Hessefunktionen werden
vom Optimierungsalgorithmus entweder unter Rechenaufwand und Beeinträchtigung
der Genauigkeit numerisch berechnet oder vom Benutzer explizit vorgegeben. Die Vor-
gabe eines exakten Gradienten beschleunigt die Berechnung in der Regel erheblich, ist
jedoch nicht immer möglich.
Moderne und effiziente Standardverfahren zur direkten Lösung restringierter Op-
timierungsprobleme sind die Verfahren der Sequentiellen Quadratischen Programmie-
rung (SQP). Dahinter verbirgt sich die Idee, das Problem in eine Sequenz von quadra-
tischen Unterproblemen zu unterteilen, welche von 2. Ordnung sind. Gleichungs- und
Ungleichungsbedingungen werden mit eingearbeitet und die Suchrichtung aus einem
weiteren internen Optimierungsproblem bestimmt [72].
2.2.2 Nichtlineare quadratische Ausgleichsprobleme
Die Ausgleichsrechnung beinhaltet spezielle Verfahren innerhalb der Optimierung und
beschäftigt sich unter anderem mit der Anpassung von Modellen an experimentel-
le Daten. Die Modellparameter sind dabei die Unbekannten x und werden in ei-
nem überbestimmten Problem als optimale Lösung x∗ gefunden. In diesem Zusam-
menhang wird meist die Methode der kleinsten Fehlerquadrate (least-squares) ge-
nutzt. Dabei wird das Quadrat einer im allgemeinen nichtlinearen Vektorfunktion
f(x), Rn → Rm, n ≤ m, minimiert, welche z.B. die Differenz zwischen Modell- und
Experimentaldaten darstellt. Das Problem wird als nichtrestringiertes (2.52) oder re-
stringiertes (2.53) Optimierungproblem gelöst, für das sich die skalare Zielfunktion








mit f : Rn → Rm undm ≥ n ergibt. Das Problem kann mit allgemeinen Abstiegsverfah-
ren gelöst werden, allerdings besteht die Möglichkeit, spezielle Verfahren einzusetzen,
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die die besondere quadratische Struktur der Zielfunktion (2.59) ausnutzen und dadurch
effizienter sind [127]. Die Struktur wird ersichtlich aus der Taylorentwicklung
f(x + h) = f(x) + J(x)h +O(h2) (2.60)
der Funktion f(x) um x unter der Annahme, dass f kontinuierliche zweite partielle
Ableitungen besitzt, wobei J ∈ Rm×n die Jacobimatrix der Funktion f ist. Für den
Gradienten g der skalaren Funktion (2.59) ergibt sich damit die Beziehung
g(x) = JT (x)f(x) (2.61)
und für die Hessematrix
H(x) = JT (x)J(x) +
m∑
i=1
fi(x)f ′′i (x). (2.62)
Der zweite Term innerhalb der Hessematrix besteht aus den Anteilen der zweiten Ablei-
tungen der Residuen und ist im Allgemeinen nicht verfügbar oder nur aufwändig zu be-
rechnen. Die speziellen Lösungsverfahren (z.B. Gauß-Newton, Levenberg-Marquardt)
arbeiten daher meist mit der vereinfachten Hessematrix
Ĥ(x) = JT (x)J(x). (2.63)
Die Kenntnis einer exakten Jacobimatrix ist für Ausgleichsverfahren insbesondere vor-
teilhaft, da nicht nur auf die numerische Berechnung der Gradienten verzichtet werden
kann, sondern gemäß (2.63) auch auf die Vorgabe und die numerische Berechnung der
Hessematrix.
2.3 Optimale Steuerprozesse
Viele Prozesse aus der Technik und der Biologie lassen sich durch ein dynamisches
System von gewöhnlichen Differentialgleichungen erster Ordnung
ż(t) = f(z(t),u(t), t) (2.64)
abbilden mit dem Zustandsvektor z(t) und dem Steuerungsvektor u(t). Unter dem Ein-
fluss der Steuervariablen reagiert das System (2.64) mit einer Zustandsänderung. Die
Theorie optimaler Steuerprozesse befasst sich mit der Bestimmung optimaler Steuer-
und Zustandsverläufe. Ein in der Robotik häufig auftretender optimaler Steuerpro-
zess ist beispielsweise die Berechnung von energieoptimalen Bahnen [198, 199]. Zur
Beschreibung der Bewegung besteht das System hier aus den Bewegungsgleichungen







M−1(z1) (Q(z1, z2) + u)
]
(2.65)
vorliegen. Der Zustandsvektor enthält hier die generalisierten Lagen und Geschwindig-
keiten des Systems z = [z1, z2]T mit z1 = qT (t) und z2 = q̇T (t) und der Steuerungs-
vektor die generalisierten Antriebe u = T(t). Das betrachtete mechanische System
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ist dabei meist von hoher Dimension und Nichtlinearität und das damit verbundene
Optimierungsproblem lässt sich nur numerisch lösen.
In der zweiten Hälfte des letzten Jahrhunderts entstand eine Vielzahl an Methoden
zur numerischen Lösung optimaler Steuerungsprobleme. Zur Lösung kontinuierlicher
Steuerungsprobleme mit einem zugrundeliegenden mechanischen System (2.65) wur-
den schon mehrere Zugänge ausgearbeitet. Allgemein unterteilt man die Verfahren in
indirekte und direkte numerische Methoden. Als indirekt werden Verfahren bezeich-
net, die in irgendeiner Form die mathematisch notwendigen Bedingungen der optima-
len Steuerungstheorie explizit zur Lösung des Problems einsetzen. Im Kern wird dabei
auf ein Maximumprinzip (z.B. Pontryagin [151]) zurückgegriffen, um die notwendigen
Bedingungen zusammen mit den adjungierten Variablen aus der Hamiltonfunktion zu
gewinnen. Die Vorgehensweise ist in der Regel sehr aufwändig.
Direkte Methoden basieren auf einer Diskretisierung, entweder nur der Steuerungs-
variablen oder zusätzlich auch der Zustandsvariablen und überführen das unendlich-
dimensionale Optimalsteuerungsproblem auf ein endlich-dimensionales, nichtlineares
Optimierungsproblem (siehe Abschnitt 2.2.1), zu dessen Lösung eine Vielzahl stan-
dardisierter numerischer Optimierungsverfahren verfügbar ist. Alle direkten Methoden
zeichnen sich insbesondere dadurch aus, dass keine Informationen über die adjungier-
ten Differentialgleichungen bereitgestellt werden müssen und haben sich aufgrund ihrer
einfacheren Anwendung, leistungsfähigeren Rechnern sowie der Entwicklung effizienter
Lösungsmethoden für nichtlineare Optimierungsprobleme durchgesetzt.
2.3.1 Theorie optimaler Steuerprozesse
Systembegriff
Die Theorie optimaler Steuerprozesse behandelt unterschiedliche Systeme, z.B. diskre-
te, kontinuierliche und geschaltete Systeme mit Parameterabhängigkeiten [73, 124]. Im
Folgenden werden kontinuierliche Systeme von n Differentialgleichungen 1. Ordnung
ż(t) = f(z(t),u(t), t) (2.66)
mit dem Zustandsvektor z(t) = [z1(t), z2(t), ..., zn]T ∈ Rn, dem Steuervektor u(t) =
[u1(t), u2(t), ..., um]T ∈ U ⊂ Rm und der Vektorfunktion
f : Rn × Rm × [t0, tf ]→ Rn (2.67)
über dem Zeitintervall [t0, tf ] betrachtet. Dabei bezeichnet t0 ∈ R den Anfangs- und
tf ∈ R den Endzeitpunkt eines betrachteten Prozesses mit tf > t0. Man kann tf fest
vorgegeben oder tf kann selbst eine freie Variable sein. Zeitoptimale Probleme sind
aber lediglich ein Sonderfall.
Es wird ein Randwertproblem betrachtet, d.h. Anfangszustand z(t0) und Endzu-
stand z(tf ) müssen den Randbedingungen z.B. in gleichungsdefinierter Formϕ(z(t0)) =
0 und ψ(z(tf )) = 0 genügen. Für fest vorgegebene z(t0) ∈ Rn und z(tf ) ∈ Rn, d.h. bei
bekannten Randbedingungen, wird z(t0) = z0 und z(tf ) = zf angegeben.
Es sei z : [t0, tf ]→ Rn stetig und stückweise stetig differenzierbar und u : [t0, tf ]→
R
m zumindest stückweise stetig. Das Funktionenpaar (z,u) heißt Lösung des Steuer-
prozesses für alle t ∈ [t0, tf ], falls es Gleichung (2.66) und die Randbedingungen erfüllt.
Das System besitzt in der Regel mehrere bis unendlich viele Lösungen und die Aufgabe
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des optimalen Steuerprozesses ist es, das Auswahlproblem anhand eines Kostenfunk-
tionals zu lösen.
Kostenfunktional
Die bei einem optimalen Steuerprozess zu minimierende Kostenfunktion (Zielfunktion)
wird als skalare Funktion
F (z,u, t) = g(z(tf )) +
tf∫
t0
h(z(t),u(t), t) dt (2.68)
definiert, wobei die in (2.68) enthaltene skalare Funktion g : Rn → R stetig differen-
zierbar und die skalare Funktion h : Rn×Rm× [t0, tf ]→ R stetig und bezüglich z und
u stetig partiell differenzierbar seien.
Zustands- und Steuerbeschränkungen
Zusätzlich erfülle der Steuerprozess während des zeitlichen Verlaufs verschiedene Ne-
benbedingungen, die als nichtlineare Ungleichungsbedingungen
C (z(t),u(t)) ≤ 0 ∀t ∈ [t0, tf ] (2.69)
und Gleichungsbedingungen
Ce (z(t),u(t)) = 0 ∀t ∈ [t0, tf ] (2.70)
formuliert werden und hinreichend oft stetig differenzierbar seien.
Reale mechanische Systeme verfügen beispielsweise nicht über unbegrenztes An-
triebsmoment und die einzelnen Steuerfunktionen ui(t) sind nach oben und unten durch
sogenannte Box-constraints
ui(t) ∈ [ui min, ui max], i = 1, ...,m ∀t ∈ [t0, tf ] (2.71)
beschränkt. Auf gleiche Art und Weise kann man Gelenkanschläge für die Zustands-
variablen formulieren. Ein Beispiel für eine Gleichungsbedingung, die nur an einem
diskreten Zeitpunkt erfüllt wird, ist die Formulierung eines Durchfahrpunktes, durch
den eine Robotertrajektorie zu einem bestimmten Zeitpunkt führen muss.
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Steuerprozess
Der optimale Steuerprozess wird nun definiert durch





ż(t) = f(z(t),u(t), t),
z(t0) = z0,
z(tf ) = zf ,
C (z(t),u(t)) ≤ 0,
Ce (z(t),u(t)) = 0,
u(t) ⊂ U, t0 ≤ t ≤ tf .
(2.72)
Gemäß der optimalen Steuerungstheorie kann man die notwendigen und hinreichenden
Bedingungen mit dem Pontryaginschen Minimumprinzip [151] unter Zuhilfenahme der
Hamiltonfunktion ermitteln. Die dabei auftretenden Gleichungen werden im Folgenden
kurz aufgeführt, um die Herkunft der notwendigen Bedingungen und die Komplexität
der adjungierten Gleichungen aufzuzeigen.
Bei Problemen ohne Zustands- und Steuerbeschränkungen bildet man die Hamil-
tonfunktion
H(t, z,u,λ) = h(z,u, t) + λT (t)f(z,u, t) (2.73)
mit den zeitabhängigen adjungierten Variablen λ(t) : [t0, tf ]→ Rn. Durch Hinzufügen
der Nebenbedingungen mit den Lagrangeschen Multiplikatorfunktionen μ(t) und ν(t)
geht aus ihr die erweiterte Hamiltonfunktion
H(t, z,u,λ,μ) = h(z,u, t) + λT (t)f(z,u, t)
+ μT (t)C (z,u)
+ νT (t)Ce (z,u) (2.74)
hervor. Das Minimumprinzip besagt, dass die (erweiterte) Hamiltonfunktion für eine
optimale Lösung (z∗,u∗) sowie für stetige und stückweise stetig differenzierbare Funk-
tionen λ : [t0, tf ] → Rnλ , μ : [t0, tf ] → Rnμ und ν : [t0, tf ] → Rnν minimal wird.
Daraus resultiert ein Hamiltonsches System mit der Zustandsdifferenzialgleichung
ż = ∂H
∂λ
= f(z,u, t), (2.75)
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Diese Herangehensweise führt auf ein Mehrpunktrandwertproblem, das numerisch in-
tegriert werden kann und meist durch eine Mehrzielmethode gelöst wird. Der hohen
Genauigkeit einer Lösung stehen Nachteile gegenüber. Die adjungierten Differential-
gleichungen (2.76) sind oft hochgradig nichtlinear und schwer für große Systeme auf
analytischem oder symbolischem Wege zu ermitteln. Die Lösung erfordert zudem eine
sehr gute Startschätzung der Zustandsvariablen und der adjungierten Variablen.
Im Vergleich dazu sind einzelne unbekannte Parameter eines nichtlinearen Opti-
mierungsproblems wesentlich einfacher aufzufinden als die unbekannten Zustands- und
Steuerfunktionen sowie die Lagrange-Multiplikatoren des Optimalsteuerungsproblems.
In der Praxis setzt man daher gerne direkte Verfahren ein, die auf die Herleitung
der notwendigen Optimalitätsbedingungen (2.75)-(2.77) verzichten und den optimalen
Steuerprozess auf ein nichtlineares Optimierungsproblem durch Diskretisierung und
Approximation der Steuer- und Zustandsfunktionen zurückführen. Dann gelten die not-
wendigen Bedingungen der nichtlinearen Optimierung, d.h. die Karush-Kuhn-Tucker-
Bedingungen (siehe zur nichtlinearen Optimierung auch [71], [92], [66] und [168]).
Das daraus entstehende Optimierungsproblem (2.53) kann mit einschlägigen Verfah-
ren gelöst werden. Dabei entscheidet das gewählte Diskretisierungsverfahren wesentlich
über die Stabilität, Konvergenz und Genauigkeit des Verfahrens.
Bei der Anwendung von Schießverfahren zur direkten Lösung wird nur die Steue-
rung diskretisiert und die Zustandsvariablen werden durch stückweise numerische In-
tegration erhalten [195]. Bei Kollokationsverfahren werden auch die Zustandsvariablen
diskretisiert und das Differentialgleichungssystem nur an bestimmten Gitterpunkten,
den Kollokationspunkten erfüllt [164]. Durch die Wahl einer geeigneten Diskretisierung
entstehen insbesondere beim letzteren Verfahren dünn besetzte Gradienten- und Hes-
sematrizen, was zur Steigerung der Verfahrenseffizienz ausgenutzt werden kann [198].
Eine Kombination von direkter Kollokation und SQP-Verfahren wird mittlerweile fast
standardisiert bei der Lösung mechanischer Randwertprobleme eingesetzt [72, 197]. Da-
neben existiert eine Vielfalt an problemspezifischen Verfahren. Insbesondere die Kollo-
kationsmethoden sind dafür bekannt, einen schnellen Einblick in die Lösung optimaler
Steuerprozesse zu gewähren [23]. Im Folgenden wird auf die Kollokation sowie auf die
vollständige Diskretisierung des Systems durch die Approximation der Lösungen mit
stückweisen Polynomfunktionen eingegangen.
2.3.2 Kollokation
Eine Herangehensweise zur Gewinnung von Näherungslösungen besteht darin, eine
Schar von linear unabhängigen Ansatzfunktionen ϕk zu wählen und eine Näherungs-
lösung fap durch Linearkombination der gewählten Ansatzfunktionen darzustellen. Da
die meisten Funktionen in Fourier- und Taylorreihen entwickelt werden können, liegt
es nahe, als Ansatzfunktionen entweder trigonometrische Funktionen oder Polynome
zu verwenden. Welche man wählt, hängt in der Regel davon ab, welche Eigenschaften
man bei der zu approximierenden Funktion vermutet. Trigonometrische Funktionen
sind meist nur für periodische Lösungen geeignet [122] und werden im Folgenden nicht
betrachtet.
Die Idee eines Kollokationsverfahrens besteht darin, die Lösungsfunktionen z(t) und
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zu diskretisieren und setzt diese direkt in die Differentialgleichungen (2.66) ein. An
ausgewählten Stützstellen τj im Intervall [t0, tf ], den sogenannten Kollokationspunkten,
fordert man die Erfüllung der Differentialgleichungen, d.h.
0 = żap(τj)− f (zap(τj),uap(τj), τj) , j = 1, ...m. (2.80)
Die Gleichungen (2.80) bezeichnet man als Kollokationsbedingungen. Die Kollokati-
onspunkte genügen der strikten Diskretisierung
t0 ≤ τ1 < τ2 < ... < τj < ... < τm ≤ tf , j = 1, ...m, (2.81)
und müssen nicht notwendigerweise äquidistant verteilt sein. Die Zustands- und Steue-
rungsapproximationen müssen hinreichend stetig und differenzierbar sein und erfüllen
idealerweise auch die Randbedingungen. Eine Fehlerabschätzung, d.h. die Abweichung,
mit der die Ansatzfunktionen die Differentialgleichungen erfüllen, erhält man aus den
Kollokationsbedingungen (2.80) durch Bildung der L2-Norm
r(t) = ‖ż(t)− f (z(t),u(t), t)‖2 (2.82)
über alle Werte von t ∈ [t0, tf ] ⊂ R, d.h. auch zwischen den Stützstellen. Die Kolloka-
tionsbedingungen (2.80) liefern m×n Gleichungen zur Bestimmung aller Koeffizienten
ak, b. Das entstehende Gleichungssystem muss dabei mindestens bestimmt sein. Für
das bestimmte Gleichungssystem verschwinden die Residuen an den Kollokationspunk-
ten gemäß
r(τj) = żap(τj)− f (zap(τj),uap(τj), τj) != 0, j = 1, ...m. (2.83)




(r(τj))2 → min (2.84)
zusätzlich, dass die Residuen minimal werden. Die Wahl der Kollokationspunkte so-
wie die zeitliche Diskretisierung der Zustands- und Steuervariablen entscheiden über
Konvergenz, Stabilität und Genauigkeit des Verfahrens.
2.3.3 Diskretisierung
Globale Ansatzfunktionen
Die Diskretisierung kann mit einer auf dem gesamten Intervall [t0, tf ] definierten An-
satzfunktion erfolgen. Beispielsweise erhält man mit der einfachen aber nicht sehr ge-
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mit dem Polynomgrad g. Bei fester Wahl von g benötigt man eine entsprechende Anzahl
an Randbedingungen, um die Koeffizienten zu bestimmen. Praktischer ist aber die Ver-
wendung nur derjenigen durch die Differentialgleichungen (2.66) erforderlichen Rand-
bedingungen sowie zusätzlichen Lageinformationen an zunächst beliebigen Stützstellen
τi, um eine ausreichende Anzahl der zur Bestimmung der Koeffizienten notwendigen
Gleichungen zu erhalten.
Das entstehende Gleichungssystem ist im Allgemeinen vollbesetzt und unsymme-
trisch und erfordert zur Lösung einen Rechenaufwand von O((g + 1)3). In der Re-
gel ist es gewünscht, dass die Interpolationsgüte für ein wachsendes g zunimmt. Ein
globales Polynom wird dabei hochdimensional, was zu numerischen Schwierigkeiten
führt und in der Praxis unerwünscht ist. Die Wahl der Stützstellen hat entscheidenden
Einfluss auf die Qualität der Näherung (2.82), insbesondere werden bei äquidistanten
Stützstellen an den Intervallgrenzen häufig große schwingende Residuen als sog. Runge-
Phänomene beobachtet [195]. Man kann nachweisen, dass das Residuum durch die
Wahl von Tschebyscheff-Stützstellen optimal wird, d.h. in der Regel wird dadurch das
Überschwingen der Residuen geringer und über das gesamte Intervall gleichmäßiger.
Die Änderung eines einzelnen Koeffizienten bewirkt bei global definierten Ansatzfunk-
tionen die Änderung der Näherungslösung auf dem gesamten Intervall [t0, tf ]. Man
bezeichnet die Ansatzfunktionen daher als Basisfunktionen mit globalem Träger.
Um die Größe des Residuums (2.82) im gesamten Gebiet besser in den Griff zu
bekommen, kann man auch die Anzahl m der Kollokationspunkte höher wählen als
die Anzahl g+ 1 der zu bestimmenden Koeffizienten ak der Näherungsfunktion (2.85),
d.h. m > g + 1. Dadurch entsteht zur Berechnung der Koeffizienten ak, k = 0, ..., g,
ein überbestimmtes Gleichungssystem. Das Residuum verschwindet nun nicht mehr an
den m Kollokationspunkten, und zur Berechnung fordert man ein Minimum entspre-
chend (2.84). Es gibt wiederum optimale Stützstellen, die hier die so genannten Gauß-
Legendre-Punkte ausmachen. Die Hauptnachteile des Vorgehens sind gegenüber der Be-
rechnung mit einem bestimmten Gleichungssystem, dass das zu lösende überbestimmte
Gleichungssystem im Vergleich zum bestimmten schlechter konditioniert ist und dass
mehr Gleichungen zu lösen sind.
Stückweise stetig differenzierbare Ansätze
Den globalen Ansätzen ist gemeinsam, dass die Änderung eines einzelnen Koeffizienten
Einfluss auf die Lösung im gesamten betrachteten Gebiet nimmt, was sich ungünstig
auf die numerische Berechnung der Gradienten und Hessematrizen und das Lösen
des Optimierungsproblems auswirkt. Ferner neigen Polynome höheren Grades zu un-
erwünschtem Oszillieren. Daher setzt man in der Praxis die zu approximierende Funk-
tion über dem Intervall [t0, tf ] stückweise aus Polynomen mit kleinem Polynomgrad g
zusammen und bildet eine Splinefunktion s(t). Dafür ist wiederum eine strikte Unter-
teilung des Intervalls [t0, tf ] in eine Folge nicht notwendig äquidistanter Teilintervalle
Ii = [ti, ti+1], i = 1, ...nt − 1 mit
t0 = t1 < t2 < ... < ti < ... < tnt = tf , ti ∈ [t0, tf ], i = 1, ...nt, (2.86)
nötig. Die Diskretisierung stimmt dabei nicht notwendigerweise mit der Wahl der Kol-
lokationspunkte überein. Innerhalb eines Teilintervalls Ii wird die Lösung durch Poly-







ak,iϕk für t ∈ [ti, ti+1)
0 sonst
(2.87)
approximiert, die jeweils nur auf dem Teilintervall Ii definiert und ansonsten 0 sind.
Die einzelnen Stützstellen (2.86) werden im Zusammenhang mit Splines auch Knoten
genannt. Die polynomialen Stücke sind vom Grad g. Bei einer äquidistanten Verteilung






poi−1(ti) = poi (ti)
erfüllt, d.h. die Funktionswerte benachbarter Polynomstücke stimmen an der Stelle ti
überein sowie die Werte der Ableitungen bis zur Ordnung o. Hiervon ist die Stetigkeit
und Differenzierbarkeit der gesamten Kurve abhängig. Eine Kurve wird als Co konti-
nuierlich bezeichnet, wenn sie in jedem Punkt o-mal stetig differenzierbar ist. Hierfür
müssen die links- und rechtsseitigen Ableitungen an den Stützstellen bis zur o-ten Ab-
leitung übereinstimmen und die Polynome pi mindestens vom Grad o sein, d.h. g ≥ o.
An den Rändern von [t0, tf ] sind die Bedingungen durch die Randbedingungen des op-
timalen Steuerprozesses bekannt. Mit dem Knotenvektor, den Glattheitsbedingungen
und dem Polynomgrad g kann man die Splinekurven als Summe s(t) = ∑nt−1i=1 pi(t) der
einzelnen Polynomfunktionen (2.87) bestimmen.
Man unterscheidet Splines mit globalem und lokalem Träger, wobei diese Eigen-
schaft neben der Polynombasis auch durch die Glattheitsbedingungen bedingt ist. Von
besonderem Interesse für numerische Verfahren sind Splines mit lokalem Träger und
einer unabhängigen Möglichkeit zur Beeinflussung der einzelnen Glattheitsbedingun-
gen, da sich die Änderung eines einzelnen Splineparameters dann nur begrenzt auf den
gesamten Verlauf von s(t) in [t0, tf ] auswirkt und das Verfahren in der Regel besser kon-
vergiert. Außerdem erhält man durch geschickte Wahl des Trägers eine recheneffiziente
Blockdiagonalform verschiedener im Verfahren vorkommender Matrizen.
Lokale Ansatzfunktionen
Einen lokalen Träger zur Bildung der Basisstücke pi(t) liefern Hermite-Polynome.
Die gängigste Form sind kubische Hermite-Splines, z.B. in Form Kardinaler Splines,
Catmull-Rom Splines und Kochanek-Bartels Splines, mit deren Namengebung die un-
terschiedliche Bestimmung der Glattheitsbedingungen einhergeht.
In der Grundform sind die kubischen Hermite Polynome ϕk = Hgk , k = 0, ..., g auf
dem Standardintervall t ∈ [0, 1] durch die Basisfunktionen
H30 (t) = 1− 3t2 + 2t3,
H31 (t) = t− 2t2 + t3,
H32 (t) = −t2 + t3,
H33 (t) = 3t2 − 2t3,
(2.88)












Abbildung 2.5: Kubische (links) und quintische (rechts) Hermite-Splineapproximation
einer Sinuskurve f(t) = sin(t) und deren Ableitungen bis zur 3. Ordnung unter Vorgabe
äquidistanter Stützstellen ti.
definiert. Für ein beliebiges Intervall [ti, ti+1] bildet man daraus mit der Zeittransfor-
mation
t̄ = t− ti
ti+1 − ti (2.89)
die Polynome
pi(t) = H30 (t̄)pi(ti) + H31 (t̄)p′i(ti)
+ H32 (t̄)p′i+1(ti+1) + H33 (t̄)pi+1(ti+1), t ∈ [ti, ti+1) ,
(2.90)
wobei die Koeffizienten die Werte pi(ti) und pi+1(ti+1) der Funktionen und deren erste
Ableitungen ṗi(ti) und ṗi+1(ti+1) an den linken und rechten Knotenpunkten eines In-
tervalls bilden. Durch die Vorgabe der 2n Parameter pi(ti) und ṗi(ti), i = 1, ..., n, über
dem gesamten Intervall erhält man den Spline
s(t) = s3Δ(t)p, (2.91)
wobei die Parameter in einem Vektor p zusammen gefasst werden. Die Matrix s3Δ(t)
enthält die Basisfunktionen (2.88) über der Diskretisierung (2.86). Der Spline (2.91)
ist C1 stetig. Ableitungen
ṡ(t) = ṡ3Δ(t)p,
s̈(t) = s̈3Δ(t)p (2.92)
des Splines werden durch Differentiation der einzelnen in s3Δ(t) enthaltenen Basisfunk-
tionen nach der Zeit erhalten und mit einem Punkt symbolisiert.
Abbildung 2.5 zeigt exemplarisch die Approximation einer Sinusschwingung mit
f(t) = sin(t) durch einen kubischen Hermite-Spline mit Δt = 3.6s. Man erkennt die
Stetigkeit der ersten Ableitung an den Stützstellen. Bei höherer Ableitung über die
Kontinuität des Splines hinaus werden die Kurven unstetig. Die dritte Ableitung be-
steht nur noch aus Geraden und verschwindet bei weiterer Ableitung.
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Quintische Splines kann man aus den quintischen Hermite Polynomen
H50 (t) = 1− 10t3 + 15t4 − 6t5,











3 − t4 + 12t
5,
H54 (t) = −4t3 + 7t4 − 3t5,
H55 (t) = 10t3 − 15t4 + 6t5
(2.93)
und den stückweise definierten Polynomen
pi(t) = H50 (t̄)pi(ti) + H51 (t̄)ṗi(ti)
+ H52 (t̄)p̈i(ti) + H53 (t̄)p̈i+1(ti+1)
+ H54 (t̄)ṗi+1(ti+1) + H55 (t̄)pi+1(ti+1), t ∈ [ti, ti+1) ,
(2.94)
bilden, die nun neben den Funktionswerten und den ersten Ableitungen auch die zwei-
ten Ableitungen p̈i(ti) und p̈i+1(ti+1) an den linksseitigen und rechtsseitigen Knoten als
Parameter enthalten. Daraus ergibt sich der C2-kontinuierliche Spline
s(t) = s5Δ(t)p. (2.95)
Im Bezug auf Bewegungstrajektorien, die die Lagen, Geschwindigkeiten und Beschleu-
nigungen beschreiben, scheinen quintische Splines zunächst ideal, da sie C2-kontinuier-
lich sind und sich sogar die Glattheitsbedingungen der zweiten Ableitung lokal anpassen
lassen. Die höhere Anzahl an Parametern ist aber verbunden mit höherem Rechenauf-
wand und die höhere Ordnung mit etwaigem Oszillieren.
Abbildung 2.5 zeigt die Approximation einer Sinusfunktion auch mit quintischen
Hermite-Splines. Die zweite Ableitung ist dabei noch kontinuierlich, und im Vergleich
zu kubischen Splines approximiert sie die Funktion besser. Im gewählten Beispiel ist
sogar die dritte Ableitung noch stetig.
Rückführung auf das Standardproblem der Optimierung
Durch die vollständige Diskretisierung der zeitabhängigen Funktionen des optimalen
Steuerungsprozesses (2.72) liegen das Zielfunktional, das System und die Nebenbedin-
gungen in Abhängigkeit von den Parametern p der Approximationen z(t) = Sz(t)
und u(t) = Su(t) vor, und der Prozess kann als nichtlineares Optimierungsproblem
(2.53) formuliert und gelöst werden. Die unbekannten Parameter p eines Hermite-
Splines bestimmt man durch die Auswertung der Kollokationsbedingungen (2.80) an
den Kollokationspunkten τj, j = 1, ...,m, die als Gleichungsnebenbedingungen in die
Optimierung eingehen. Schlecht gewählte Punkte können Konvergenzprobleme verur-
sachen und zu stark schwingenden Lösungen führen. In den meisten Verfahren werden
die Kollokationspunkte in jedem Teilintervall mit gleicher relativer Lage und in ihrer
Anzahl so gewählt, dass das aus den Kollokationsbedingungen und den Randbedin-
gungen entstehende Gleichungssystem eine eindeutige Lösung besitzt. Für eine ste-
tig stückweise polynomiale Splinefunktion mit Polynomstücken r-ter Ordnung werden
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hierfür r−1 Kollokationspunkte pro Teilintervall Ii benötigt, für stetig differenzierbare
genügen r − 2 Punkte [73]. Die Wahl von Gauß-Punkten als Kollokationspunkte er-
gibt eine höhere Konvergenzordnung als die Wahl anderer Punkte [23]. Im Allgemeinen
wird eine schwingungsreduzierende Wirkung durch eine höhere Punktedichte an den
Intervallrändern erzielt.
Einen Überblick über Verfahren zur Trajektorienoptimierung gibt Betts [17]. Die
von Glocker [73] und von Stryk [198] beschriebenen direkten Kollokationsverfahren auf
Basis von kubischen Splines zielen auf den Erhalt einer besonders günstigen Matrizen-
struktur mit wenigen Auswertungen durch die Wahl von Lobatto-Punkten innerhalb
eines Teilintervalls. In [198] wird ferner eine automatische Wahl der Gitterpunkte be-
schrieben, die unter etwas höherem Rechenaufwand eine bessere Lösungsgüte erzeugt
und sich etwaigen Schaltstrukturen anpasst.
Einen guten Überblick über die Approximation mit Polynomsplines findet man in
[12], [46] und [195] und eine Auswertung an Gauß-Punkten in [21].
Kapitel 3
Analyse menschlicher Bewegungen
Die Bewegungsanalyse beinhaltet eine quantitative Informationserfassung über beob-
achtete Bewegungen und deren Auswertung nach kinematischen und dynamischen Ge-
sichtspunkten [31]. Durch die Analyse wird eine beobachtete Bewegung objektiviert und
eine Einschätzung sowie der Vergleich mit anderen Bewegungen möglich. Zur Erfassung
eines Bewegungsablaufes werden Messverfahren eingesetzt, um kinematische und dyna-
mische Größen der Bewegung aufzuzeichnen. Nicht jede gewünschte Größe ist messbar
bzw. ist nur fehlerbehaftet messbar oder in der Praxis unter hohem Aufwand erfassbar.
In diesem Fall werden physikalische Modelle des beobachteten Systems zugrundegelegt,
um nicht oder nur aufwändig messbare Größen zu berechnen und Messfehler zu filtern.
Die mitunter am häufigsten eingesetzten Methoden in der biomechanischen Analyse
sind Markermessungen in Kombination mit inverser Dynamik auf Starrkörperbasis.
Aus gemessenen Positions- und Kraftverläufen werden unter Annahme eines physi-
kalischen und anthropometrischen Modells die zu analysierenden kinematischen und
dynamischen Größen rekonstruiert.
Zur Rekonstruktion aus Markerdaten findet man in der Biomechanik gleich meh-
rere Ansätze, welche im Folgenden beschrieben werden. Diese Arbeit bezieht sich an-
schließend auf die Weiterentwicklung der aktuellsten Rekonstruktionsverfahren. Dabei
werden insbesondere die Übertragung der Markerdaten auf Mehrkörpermodelle, eine
automatisierte Modellskalierung, die Übertragung auf unterbestimmte Systeme und
die Nutzung redundanter Information aus kinematischen und dynamischen Messungen
zur Modellverbesserung und Filterung betrachtet.
3.1 Stand der Wissenschaft
3.1.1 Bewegungserfassung
Zur Erfassung der kinematischen Größen, z.B. Punktlagen, Geschwindigkeiten und Be-
schleunigungen, werden heutzutage computer- und softwaregestützte Motion Capture-
Techniken angewandt, um den zeitlichen Verlauf messbarer Größen zu dokumentieren
[136]. Markerbasierte optische Verfahren zeichnen die Lagen einzelner Marker mit meh-
reren Kameras auf, berechnen mittels Stereophotogrammetrie die dreidimensionalen
Lagen und geben die Koordinaten bezüglich eines festgelegten Laborkoordinatensy-
stems an äquidistanten Stützstellen über die Zeit aus. Vor der Messung werden die
Marker an geeigneten Körperpositionen angebracht. Die systematische Verteilung so-
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wie die Anzahl der verwendeten Marker werden als Markerset bezeichnet. Messungen
können durch die Verwendung eines vor der Messung festgelegten Markersets über
mehrere Subjekte vereinheitlicht werden. Die Geschwindigkeiten und Beschleunigun-
gen der Marker werden aus den Lagen interpoliert. In der Literatur findet man hierfür
sowohl die Anwendung finiter Differenzen als auch aufwändigere Interpolationsverfah-
ren mittels Splines [229] und Filterverfahren [4]. Zu den nichtoptischen Bewegungs-
messverfahren zählen Systeme mit Inertialmesstechnik, wobei die Beschleunigung bzw.
die Winkelbeschleunigung der einzelnen Segmente gemessen wird [129, 132]. Die Ge-
schwindigkeit, Lage und Orientierung eines Segmentes erhält man entsprechend durch
Integration [125]. Beide Verfahren sind Stand der Technik und haben sowohl in der
Handhabung und in der Interpolation der nicht messbaren Größen Vor- und Nachteile.
Bei den markerbasierten Verfahren ist die Interpolation höherer Ableitungen problema-
tisch und erfordert die Anwendung zusätzlicher Glättungs- oder Filterverfahren, z.B.
Butterworthfilter, Kalmanfilter oder Splineinterpolation. Darüber hinaus sind Messun-
gen insbesondere bei den im Infrarotspektrum arbeitenden Markersystemen im Freien
aufgrund von Reflexionen bei Tageslicht problematisch. Bei den Messverfahren mit In-
tertialsensoren muss die durch Integration entstehende zeitliche Drift sowie der Einfluss
der Wandlerrotation im Schwerefeld berücksichtigt [20] und geeignete Filterverfahren
eingesetzt werden [161]. Ein weiteres Verfahren, welches aktuell Gegenstand der For-
schung ist, arbeitet markerlos mit Videoaufnahmen und berechnet die Segmentbewe-
gungen allein aus den vorhandenen digitalen Bildern mittels Verschiebungsschätzung
und Filtern und gilt als weitaus ungenauer [141] als die beiden zuvor beschriebenen.
Kräfte und Momente können mit unterschiedlichen Sensoren gemessen werden [14].
Am häufigsten werden piezoelektrische Verfahren und Dehnmessstreifen eingesetzt,
welche z.B. in stationären Kraftmessplatten zur Erfassung von drei translatorischen
Kraftkomponenten und drei Momentenkomponenten bezüglich eines Referenzsystems
Verwendung finden. Einfachere Systeme sind z.B. Einlegesohlen, welche nur die Verti-
kalkräfte und die Druckverteilung messen [157] und die Kräfte und Momente in den
anderen Raumrichtungen schätzen [19, 67]. Die Messsoftware ist meist in der Lage, das
Analogsignal des Sensors in Kraftdaten zu wandeln und es zeitsynchron mit der kine-
matischen Messung aufzunehmen [2]. Kraftmessdaten lassen Schlüsse auf Belastungen
und Verletzungswahrscheinlichkeiten zu [75] und können als äußere Kräfte im physika-
lischen Modell angenommen werden.
Aus einer Vielzahl an Messverfahren werden die zwei in der Biomechanik bekann-
testen Verfahren angewandt: die Bewegungserfassung mittels Stereophotogrammetrie
(Motion Capture), basierend auf einem optoelektronischen Verfahren mit passiven In-
frarotmarkern, und die Kraftmessung mit Hilfe von sechsdimensionalen Kraftmessplat-
ten auf Basis von piezoelektrischen Kraftsensoren. Für die Bewegungsmessungen stand
ein IR-Trackingsystem der Firma Vicon mit zehn MX13-Kameras zur Verfügung [215].
Die mit retroreflektierendem Material beschichteten Marker werden mit Infrarotstro-
boskopen beleuchtet und von den um das Capturevolumen positionierten Digitalkame-
ras aufgezeichnet. Durch die hohe Anzahl an Kameras ist die Wahrscheinlichkeit von
Markerverdeckungen durch die Bewegungen eher gering. Kraftmessungen wurden mit
AMTI Kraftmessplatten durchgeführt [2]. Die Messdaten beider Systeme wurden zeit-
synchron bezüglich eines vor der Messung definierten Laborkoordinatensystems aufge-
nommen und standen zur Weiterverarbeitung an zeitlich äquidistanten Stützstellen zur
Verfügung. Beide Systeme müssen vor einer Messung entsprechend kalibriert werden.
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3.1.2 Modellierungs- und Rekonstruktionsverfahren
Unter dem Begriff Modellierungsverfahren wird hier die Art und Weise verstanden,
den menschlichen Körper im Modell abzubilden. Wie eingangs bereits erwähnt, wird
zur Modellierung ein Starrkörperansatz eingesetzt, der bei Ganzkörpermodellierungen
Stand der Technik ist [194]. Methoden aus der Kontinuumsmechanik werden nicht
berücksichtigt. Bei der Erstellung des Modells muss der menschliche Körper segmen-
tiert und geeignete Modellparameter gewählt werden. Die Starrkörperansätze unter-
scheiden sich in der Biomechanik vor allem in der Annahme von Gelenkbindungen: der
Newton-Euler-Ansatz definiert Gelenke zum Austausch dreier Kräfte und Momente
zwischen benachbarten Körpern, lässt aber eine vollständige Translation und Rotation
im Gelenk zu. Der Mehrkörperansatz geht von explizit vorgegebenen Gelenkbindungen
aus, d.h. nur die durch die Gelenkdefinition möglichen Bewegungen sind zulässig. Die
Wahl des Modellierungsansatzes steht in Verbindung mit der Wahl des Rekonstrukti-
onsverfahrens und hat wiederum Auswirkungen auf die Art der Rekonstrukionsfehler.
Unter dem Begriff Rekonstruktionsverfahren wird die Art und Weise verstanden, aus
vorhandenen Markerdaten die (dreidimensionale) Starrkörperbewegung zu rekonstru-
ieren. In der Literatur werden diesbezüglich verschiedene Ansätze vorgeschlagen. Bei
einfachen geometrischen Ansätzen werden die Marker so platziert, dass deren Verbin-
dungsgerade die Segmentlänge ergibt. Aus dem Skalarprodukt benachbarter Geraden
erhält man anschließend die Gelenkwinkel bzw. Gelenkkoordinaten. Sind darüber hin-
aus auch die Richtungen der Gelenkachsen relevant, so werden weitere Marker hinzuge-
nommen und Segmentebenen gebildet. Aus den Schnittgeraden benachbarter Ebenen
können die Gelenkachsen berechnet werden [126]. Das Berechnungsverfahren kann mit
weiteren geometrischen Informationen über den Probanden, z.B. Oberschenkelumfang
und Gelenkbreite, verfeinert werden [45, 95]. Zur weiteren Berechnung der dynami-
schen Größen wird der Newton-Euler-Ansatz eingesetzt. Für eine dreidimensionale Re-
konstruierung müssen Körperreferenzsysteme eingeführt und die Lagen und Orientie-
rungen aus den vorhandenen Informationen bestimmt werden. Geschwindigkeiten und
Beschleunigungen werden aus den Lagen interpoliert. Durch Einsetzen der berechneten
Lagen, Geschwindigkeiten und Beschleunigungen in die dynamischen Gleichungen ist
die Kräfte- und Momentenbilanz der einzelnen Körper dann bestimmt.
Eine weitere Möglichkeit zur Berechnung der Lage und Rotation eines Segmentes
ist die Nutzung von mindestens drei nicht kollinear zueinander stehenden Markern pro
Segment. Die Positionsinformation der drei Marker besteht dann aus neun Koordina-
ten. Da ein Segment nur sechs unabhängige Koordinaten besitzt, ist die Information
überbestimmt. Ein körperfestes Referenzsystem wird zusammen mit den dazu relati-
ven Lagen der Markerpunkte eingeführt [30]. Dann kann geometrisch die Lage und
Orientierung des lokalen Referenzsystems in drei Dimensionen bezüglich des Laborko-
ordinatensystems ermittelt werden.
Die überbestimmte Information eignet sich allerdings auch zur optimierungsbasier-
ten Berechnung der Lage und Orientierung [8, 27]. Hierzu werden Modellmarker als
Pendant zu den Messmarkern eingeführt, indem ihre Modellkoordinaten bezüglich des
definierten, körperfesten Koordinatensystems angegeben werden. Durch die Lösung
eines nichtlinearen Ausgleichsproblems, z.B. durch Minimierung des Abstandes zwi-
schen Modellmarker zum gemessenen Pendant, kann die Lage und Orientierung des
Segmentes wiederum ermittelt werden [34]. Diese Art optimaler Bewegungsrekonstruk-
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tion stellt den derzeitigen Wissensstand dar, wobei man den optimierungsbasierten
Ansatz wiederum in zwei Verfahren unterteilen und einem der beschriebenen Modell-
ansätze zuordnen kann. Im ersten Verfahren wird jedes Segment für sich betrachtet,
und Bindungen zu anderen Körpern werden nicht vorgegeben [28, 36, 213]. Hierfür sind
mindestens drei Marker pro Segment erforderlich. Mit dem Newton-Euler-Verfahren,
zusammen mit den Daten aus der Kraftmessung, wird die Dynamik des Systems be-
rechnet. Demgegenüber steht der Starrkörperansatz mit vordefinierten Gelenkbindun-
gen [123, 194, 217, 238], wodurch ein nichtlineares Optimierungsproblem mit Neben-
bedingungen entsteht. In der Literatur ist das Verfahren auch als globale Optimierung
bekannt. Mit modellbasierten Filtertechniken lässt sich der Ansatz weiter verfeinern
[4, 32, 94]. Im Anschluss an die kinematische Rekonstruktion wird die inverse Dynamik
zusammen mit den Kraftdaten berechnet.
Das erste Verfahren ist weiter verbreitet, da unter anderem der Newton-Euler-Ansatz
einfacher anzuwenden ist. Der Minimalkoordinatenansatz in Verbindung mit der Re-
konstruktion ist in der Biomechanik eine jüngere Technik, von der vor allem die Kom-
pensation vieler bekannter Verfahrensfehler erwartet wird.
3.1.3 Mess- und Modellfehler
Durch Modellannahmen, Berechnungsverfahren, Messgeräte sowie in der Durchführung
der Messungen treten in der Regel Fehler gegenüber der Realität auf. Insbesondere wer-
den die Fehler hier durch Hautverschiebungsartefakte, Missplatzierung von Markern,
zeitweise Markerverdeckung bei der Messung, instrumentelle Fehler sowie fehlerbehaf-
tete Modellannahmen und Starrkörperparameter hervorgerufen.
Rekonstruktionsfehler
Bei der Aufnahme entsteht Messrauschen, vorwiegend durch elektrische Schaltkrei-
se und die stereophotogrammetrische Berechnung der dreidimensionalen Position der
Marker. Die aufgezeichneten Marker- und Kraftverläufe sind daher nicht glatt. Zur
Berechnung höherer Ableitungen der Positionstrajektorien ist es daher notwendig, die
Messdaten zu filtern. Menschliche Bewegungen sind in der Regel niederfrequent und die
Markermessungen mit weißem Rauschen behaftet. In der Biomechanikliteratur finden
sich dafür zahlreiche ausgereifte Filterverfahren sowie Verfahren zu Schätzung höherer
Ableitungen [26, 41, 63, 230]. Häufig eingesetzte Glättungsverfahren sind der Butter-
worthfilter [231] und die Splineapproximation mit kubischen und quintischen Splines
[229].
Aus der Starrkörperannahme ergeben sich gleich mehrere Fehlerquellen. Die einzel-
nen Knochen können als starr angenommen und mit einem körperfesten Koordinaten-
system verbunden werden. Das darüberliegende Muskel- und Hautgewebe ist allerdings
relativ weich, und an der Hautoberfläche angebrachte Marker können sich relativ zum
starren Knochen bewegen, wodurch sogenannte Verschiebungsartefakte (engl. soft tis-
sue artifacts) entstehen [13, 25, 188]. Es wurde gezeigt, dass der Fehler durch Ver-
schiebungsartefakte deutlich größer ist als der instrumentelle Fehler [38, 118]. Darüber
hinaus ist er mit einer Frequenz ähnlich der aktuellen Knochenbewegung aufgrund von
inertialen Effekten behaftet, womit sich jegliche klassische Filtertechnik verbietet [24].
Muskelkontraktionen und ein individueller Körperbau verursachen Hautverschiebungen
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abhängig von der aufgezeichneten Bewegung und sind zwischen den einzelen Subjekten
nicht reproduzierbar. Die Verwendung von sogenannten Bone Pins [163], d.h. starr mit
dem Knochen verbundenen Markern, reduziert den Fehler nur bei speziellen Bewegun-
gen und ist ethisch nicht immer vertretbar. Durch Anbringen zusätzlicher Fixiergeräte
können Verschiebungsartefakte reduziert werden [7, 128], jedoch sind diese nicht für
allgemeine Bewegungen geeignet und bedeuten zusätzlichen Aufwand bei der Vorbe-
reitung der Aufnahmen. Röntgenbasierte photogrammetrische Techniken erlauben eine
exakte Bestimmung der Knochenlagen und werden in der Literatur zur Überprüfung
anderer Verfahren eingesetzt [130].
Eine Kompensation der Verschiebungsartefakte ist mit den zuvor erwähnten geo-
metrischen Verfahren zur Rekonstruktion der Lage und Orientierung des körperfesten
Koordinatensystems nicht zu bewältigen. Ungewichtete least-squares Optimierungs-
verfahren eignen sich aufgrund des nicht auf weißem Rauschen begründeten Fehlers
besser, da sie mit überbestimmter Information durch Verwendung mehrerer Marker
die Hautdeformationen kompensieren. Hierzu wurden weitere Techniken entwickelt,
um z.B. mit Markerclustern den Verschiebungsfehler zu schätzen [36, 174] und die
relative Lage der Marker abhängig von der analysierten Bewegung entsprechend zu
verbessern [25, 30] und Deformationsmodelle der Haut einzusetzen. Eine Kombination
von Optimierung und Filtertechnik wurde von La Palombara et. al. vorgestellt [113].
Bei den bisher genannten Techniken werden die einzelnen Segmente separat behan-
delt, d.h. ohne Annahme von Gelenkbindungen. Mit der Einführung von Bindungen
wurden mit Hilfe von globaler Optimierung weitere Verbesserungen gegen Artefaktfeh-
ler erzielt [118, 123]. Weiterhin wurde gezeigt, dass die Einführung einer Gewichtung
der einzelnen Marker eine effektivere Artefaktminimierung erlaubt. Mit nichtlinearen
Filtertechniken, im Wesentlichen mit dem extended und dem unscended Kalmanfilter,
wurden ebenfalls Verbesserungen erzielt [4, 33]. Eine Bestimmung der Gelenkparame-
ter bei der Annahme einfacher Dreh- und Kugelgelenke ist mit den globalen Verfahren
ebenfalls möglich [69, 194]. Bislang wird die globale Optimierung für die diskreten Posi-
tionsinformationen an den einzelnen Zeitschritten eingesetzt. Die Ergebnisse werden im
Anschluss über die Zeit geglättet. Eine Erweiterung der Methode auf Geschwindigkeits-
und Beschleunigungsebene unter Zuhilfenahme eines Modells mit impliziten Bindungen
wurde in Ansätzen erstmals von Anderson [5] vorgeschlagen, aber noch nicht ausrei-
chend untersucht.
Die zeitweise Verdeckung der Marker bei videobasierten Motion Capture Verfahren,
welche durch Hindernisse zwischen Kamera und Marker vorkommen kann, ist für geo-
metrische Rekonstruktionsverfahren problematisch. Optimierungsverfahren kommen
auch mit zeitweise fehlender Information zurecht, solange das Optimierungsproblem
nicht unterbestimmt ist. Die globale Optimierung kommt generell mit weniger Markern
aus, jedoch muss sowohl bei der Modellierung als auch bei der Erstellung des Marker-
sets darauf geachtet werden, dass alle Segmentlagen in der Optimierung bestimmbar
bleiben. Die Lage und Orientierung der meisten Segmente eines Modells kann durchaus
bestimmt sein, während durch mangelnde Markerinformation oder durch eine unzurei-
chende Anzahl an Gelenkbindungen andere Segmente unterbestimmt bleiben.
Bei der Aufnahmevorbereitung kann es zu leicht versetzter oder falscher Platzierung
der Marker auf den anatomischen Landmarken kommen. Die Identifikation geeigneter
subkutaner anatomischer Körperpunkte hängt von der Tasterfahrung des Versuchs-
leiters, variabler Gewebedicken und der Form der teils flächenartig und unregelmäßig
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verlaufenden Landmarken ab [50] und stellt zusammen mit der Rekonstruktion der re-
lativen Lagen der Landmarken im körperfesten Referenzsystem das Hauptproblem in
der Bewegungsanalyse dar [29, 31]. Neben den tastbaren knöchernen Erhebungen wer-
den ferner auch tieferliegende Landmarken verwendet, beispielsweise der Trochanter
Major des Oberschenkelknoches. Die Unsicherheit bei der Identifikation der anatomi-
schen Landmarken kann neben gewissenhafterem Tasten mit Verteilungsmodellen der
einzelnen Körperpunkte erreicht werden [49].
Durch Vorgabe der Modelltopologie mit Bindungen sind die Lösungen aus der opti-
mierungsbasierten inversen Kinematik auf die angenommenen Gelenkzusammenhänge
und die daraus resultierenden Freiheitsgrade [123] beschränkt. Eine vom Subjekt abwei-
chende Modellannahme der Richtung einer Gelenkachse führt daher zu Fehlern. Mit
Optimierungsverfahren wird die Lösung im Sinne eines nichtlinearen Ausgleichspro-
blems bestimmt. Die Residuen werden dabei minimal, jedoch in der Regel nicht zu null
und es bleibt ein gewisser Fehler bestehen, der zum Teil bei der globalen Optimierung
gewollt ist, um Verschiebungsartefakte zu kompensieren.
Inverse Dynamik: Topologie und Modellparameter
Nach der Rekonstruktion besteht die Möglichkeit, mit Hilfe der Bewegungsgleichungen
und den kinematischen Daten invers die Antriebs- und Zwangskräfte zu berechnen und
ferner auch die Bodenreaktionskräfte, d.h. die äußeren Kräfte [19], falls keine Daten
aus einer Kraftmessung vorliegen. Das ist allerdings nur für einen Kraftangriffspunkt
exakt möglich, da die Bewegungsgleichungen bei mehreren Reaktionspunkten mit der
Umgebung unterbestimmt sind. Diese Methode findet vor allem bei zweidimensiona-
len Modellen Anwendung. Mit gemessenen äußeren Kräften ist ein Vergleich mit den
berechneten Kräften möglich, wobei die Differenz ein Maß für den Modell- und Rekon-
struktionsfehler darstellt [160].
Der Rekonstruktionsfehler geht zurück auf die bereits zuvor genannten Fehlerquel-
len, insbesondere die Verschiebungsartefakte. Neben der grundsätzlichen Annahme der
Starrkörpermodelle geht der Modellierungsfehler vor allem auf die Wahl der Starr-
körperparameter und der Gelenkbindungen zurück. Die Starrkörperparameter setzen
sich aus der Masse eines Starrkörpers, den drei Koordinaten der Lage des Schwer-
punktes bezüglich seines körperfesten Referenzsystems und den sechs unabhängigen
Koordinaten des Trägheitstensors zusammen. Gewöhnlich werden die Parameter durch
Regression von lebenden oder toten Subjekten abgeleitet [239]. Durch Angabe von
Körpergewicht und Körpergröße eines Subjektes lassen sich aus Regressionsgleichun-
gen, welche den Durchschnitt der vermessenen Probandengruppe widerspiegeln, die
Massen und die Trägheitstensoren interpolieren [134, 235, 239]. Die Abgrenzung der
Segmente ist wiederum eine Modellannahme, d.h. das die Gelenke umgebende Gewebe
wird per Definition prozentual dem vorangehenden oder folgenden Starrkörper zuge-
schlagen. Ferner muss zur Berechnung der Schwerpunktlagen und des Trägheitstensors
ein Referenzsystem angenommen werden. Die Fehler kommen hierbei durch ungenaue
Annahmen zustande [35, 104]. Daten aus bekannteren und größer angelegten Studien
konnten immer wieder verbessert werden [47, 56]. Studien anhand von Bevölkerungs-
durchschnitten veralten allerdings, da die Bevölkerung der Akzeleration unterliegt, d.h.
die Körpergröße der Menschen nimmt aktuell von Generation zu Generation zu. Die
sehr genaue Identifikation von Parametern ist mit bildgebenden Verfahren aus der Me-
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dizin, z.B. Computer- und Magnetresonanztomographie, und entsprechender Bildbear-
beitungssoftware mit einer Genauigkeit von < 5% möglich [70, 239], wird aber aufgrund
von Aufwand und Strahlenbelastung nur befundspezifisch durchgeführt. Bei größeren
Bewegungsstudien wurden die Parameter auch basierend auf einfachen geometrischen
Annahmen berechnet [80, 81]. Bereits in den 60er Jahren wurden von der NASA um-
fangreiche Studien durchgeführt und die Parameter dokumentiert [219, 218]. In der
Bekleidungs- und Fahrzeugindustrie wurden ebenfalls umfangreiche Studien unternom-
men, um spezifische Körpermaß-Datenbanken zu erstellen. Ein Beispiel hierfür ist das
Projekt SizeGermany [185], worin Reihenmessungen an Frauen, Männern und Kindern
durchgeführt wurden, um die durch Akzeleration veralteten Körpermaßstatistiken zu
aktualisieren.
Die Gelenkkinematik, d.h. die Lage und Orientierung der Gelenkachsen und die
Anzahl der Freiheitsgrade, wird ebenfalls aus Durchschnittsbewegungen ermittelt [53],
mit klinischen Methoden geschätzt [117] oder z.B. in Anlehnung an humanoide Roboter
gemäß der Lage und Anzahl der Aktoren stark vereinfacht modelliert [11]. Im Allgemei-
nen ist es nicht leicht, die Gelenkparameter zu bestimmen, da z.B. echte menschliche
Gelenke keine mathematischen Gelenke sind und intraindividuell sehr unterschiedlich
sein können. Die Bestimmung der Parameter eines einzelnen Subjektes kann wieder-
um sehr zeitaufwändig sein, falls eine hohe Genauigkeit erreicht werden soll. Ein Bei-
spiel unterschiedlicher Modellannahmen findet man für das Kniegelenk, welches in der
Robotik meist als einfaches Drehgelenk modelliert wird. In der Biomechanik werden
neben dem Hauptfreiheitsgrad, welcher hier sowohl aus einer Translation und Rota-
tion besteht, oft zusätzlich die Varus-Valgus-Stellung sowie die Verdrehung der Tibia
gegenüber dem Femur mit berücksichtigt [154]. In der Realität finden zusätzlich sehr ge-
ringe translatorische Bewegungen in lateralen und proximalen Richtungen statt, welche
u.a. durch Gelenkspiel sowie der Deformation der Gelenkknorpel hervorgerufen werden
[114]. Methoden zur Bestimmung des Kniegelenktyps und der Achslagen aus experi-
mentellen, markerbasierten Daten finden sich bei Chèze et al. [37] und Stelzner [194].
Ein Beispiel für die Entwicklung eines Modells des menschlichen Sprunggelenks wird
von Leardini et al. [119] vorgestellt. Eine falsche Annahme des Gelenkzusammenhangs
führt zu Fehlern bei der Rekonstruktion und der inversen Dynamik. Gleiche Annahmen
für verschiedene Subjekte einer Studie können die Untersuchungen aber vergleichbar
machen.
Inverse Dynamik: Überbestimmtheit
Sind die inneren Kräfte und Momente von Interesse, so werden in der Praxis die Um-
gebungsreaktionen, insbesondere die Bodenreaktionen, oft zeitsynchron mitgemessen
und den Systemgleichungen als äußere Kräfte hinzugefügt. Damit entfällt die Be-
rechnung der Bodenreaktionen. Das Gleichungssystem, das durch die Auflösung der
Newton-Euler-Bewegungsgleichungen nach den Gelenkreaktionen entsteht, ist damit
überbestimmt. In der Praxis werden sogenannte Kräfteresiduen an einem beliebigen
Körper angenommen, d.h. zusätzlich drei Kräfte und drei Momente, um das Glei-
chungssystem zu erfüllen. Die Residuen sind durch Fehler aus Messung, Modellierung
und Rekonstruktion [112] bedingt und beeinflussen die berechneten Gelenkkräfte und
-momente (biomech. auch Nettokräfte und -momente) mit einem Fehler von 6− 232%
[160] bzw. 15− 20% [133] abhängig von der jeweiligen Bewegung. Die Größe der Resi-
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duen ist ein Maß für die Güte der Modellannahmen und Rekonstruktion. Die fiktiv an-
genommenen und nicht physiologisch bedingten Residuen eignen sich zur Formulierung
eines Minimierungsproblems, um sowohl die rekonstruierten kinematischen Verläufe als
auch die Modellparameter zu verbessern [159] und die Güte der berechneten Gelenk-
reaktionen zu steigern.
Ansätze zur Optimierung der Starrkörperparameter wurden bereits von Vaughan et
al. [211], Riemer et al. [159] und Delp et al. [51] vorgeschlagen und ähneln den in der
Robotik bekannten Verfahren zur Bestimmung der Trägheitsparameter von unbekann-
ten Nutzlasten, welche aus Daten von Kraftsensoren im Endeffektor bestimmt werden
[9, 10]. Ebenso sind Verfahren zur Bestimmung der Körperparameter aus Kontakt-
kräften mit bekannter Armkinematik entwickelt worden [107, 108]. Nach Craig [40] und
Lewis [120] können die Bewegungsgleichungen in eine Gleichung mit den unbekannten
dynamischen Parametern umgeschrieben und daraus die Parameter bei vorhandenen
Kraftdaten berechnet werden.
Eine Anpassung der rekonstruierten Trajektorien und deren Ableitungen findet sich
bei Kuo [112] und Riemer et al. [158]. Hierbei kamen zweidimensionale Modelle zum
Einsatz mit der Annahme, dass das Fußsegment starr oder durch ein Gelenk mit dem
Boden verbunden ist. Von Delp et al. [51] wurde ein allgemeiner Ansatz zur Redu-
zierung der Residuen in dreidimensionalen biomechanischen Modellen vorgeschlagen,
nachdem Ansätze zur vollständigen Eliminierung der Residuen [201, 202] ungewünscht
große Abweichungen bei zeitlich längeren Bewegungen aufzeigten.
In den beschriebenen Methoden wurde der Einfluss viskoelastischer Modellelemen-
te auf die Residuen nicht berücksichtigt. Gerade bei hochdynamischen Stoßprozessen
haben Schwabbelmassen [78], die sich relativ zum Knochen bewegen, einen starken
Einfluss auf die Reaktionskräfte und auf die Dynamik [236]. Unphysiologisch hohe
Ausschläge der Residuen werden während der Stoßphase insbesondere bei Starrkör-
permodellen beobachtet [77]. Von Pain et al. [144], Liu et al. [121] und Gruber et al.
[76] wurden zweidimensionale Modelle zur Kompensation bei ausgewählten Bewegun-
gen entwickelt und eingesetzt.
Markerplatzierung
Da die Körpersegmente im Modell als Starrkörper betrachtet werden, ist eine Plat-
zierung der Marker auf dem menschlichen Körper nicht an jeder Stelle sinnvoll. Bei-
spielsweise befindet sich am menschlichen Rumpf besonders viel Schwabbelmasse, die
darüberliegende Haut ist weich und die Oberfläche bewegt sich sichtbar relativ zu den
als Starrkörper betrachteten darunterliegenden Knochen. In der Literatur finden sich
viele Möglichkeiten zur Platzierung von Markern [29, 57, 148, 212, 214]. Meistens wer-
den anatomische Landmarken mit wenig weichem subkutanem Gewebe zwischen Kno-
chen und Marker ausgesucht [118]. Auch sind Methoden bekannt, welche bewusst so-
genannte Markercluster auf weicher Oberfläche positionieren, um die relative Verschie-
bung der Oberfläche mittels Schätzung zu berechnen [24]. Mit Hilfe eines bestimmten
Verschiebungsmodells für die Oberfläche ist es wiederum möglich, die Rekonstruktion
für Newton-Euler-basierte Verfahren zu verbessern [25]. Für alle optimierungsbasierte
Ansätze ist es günstig, neben den Markern auf anatomischen Landmarken, welche meist
in Gelenknähe liegen, auch Marker mittig platziert auf den Segmenten zu verwenden
[123, 212]. Allerdings können die zugehörigen Modellmarker im Körperreferenzsystem
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kaum vordefiniert werden, da die intraindividuellen Oberflächenformen der Segmente
kaum Gemeinsamkeiten aufweisen [118]. Marker können auf bekannten anatomischen
Punkten zur Modellskalierung dienen. Es bietet sich daher an, die Marker in statische
und dynamische Marker zu unterteilen [29, 57]. Statische Marker werden auf gut er-
tastbaren anatomischen Landmarken definiert und dienen zur Modellskalierung in einer
vordefinierten Ruheposition, z.B. in einer T-Pose. Dynamische Marker können belie-
big platziert werden. Nach der Modellskalierung mit ausschließlich statischen Markern
werden die Positionen der dynamischen Marker im Körperkoordinatensystem invers
über das Modell bestimmt.
3.1.4 Die optimale Analyse
Im Folgenden wird zur Analyse und Simulation menschlicher Bewegungen ein Ganz-
körpermodell des menschlichen Körpers im Hinblick auf bestehende Standards in der
Biomechanik sowie auf die Bedürfnisse im Sonderforschungsbereich erstellt. Das Modell
lässt sich durch hinterlegte Parameterdaten und Regression an die Subjekte anpassen.
Darauf aufbauend werden Detailmodelle des Rumpfes entwickelt und daran marker-
basierte globale Rekonstruktionsverfahren erprobt, die auch mit geringer Markerinfor-
mation eine gute Bewegungsrekonstruktion bewerkstelligen. Ein Skalierungsalgorith-
mus wird vorgestellt, der die Berechnung der Regressionskoeffizienten und somit die
Anpassung an das Subjekt mit statischen Markern und eine Kalibrierung der dynami-
schen Marker vornimmt. Die globale Optimierung wird durch Geschwindigkeits- und
Beschleunigungsbetrachtungen weiterentwickelt, um eine höhere Rekonstruktionsgüte
auch für Geschwindigkeits- und Beschleunigungsverläufe zu erzielen. Die vorgestellten
Verfahren profitieren dabei durch die Anwendung von quadratischen Solvern unter Vor-
gabe der Jacobimatrix insbesondere durch Verfahrenskonvergenz und -geschwindigkeit.
Im Anschluss wird gezeigt, dass damit auch die durch inverse Dynamik berechneten
Kraftverläufe besser ausfallen. Dann wird ein Verfahren vorgestellt, das unter Ein-
bezug von Kraftmessdaten ausgewählte Modellparameter innerhalb eines quasistati-
schen nichtlinearen Ausgleichsproblems verbessert. Darauf folgt die Entwicklung eines
Verfahrens, das die auftretenden Residuen über der Zeit mit Hilfe einer geregelten
Vorwärtsintegration und einem Optimierungsverfahren minimiert und weitere Verbes-
serungen an den kinematischen und dynamischen Verläufen vornimmt. Der Einbezug ei-
ner Schwabbelmassenbewegung innerhalb der Vorwärtsintegration liegt nahe und wird
im Anschluss exemplarisch zur weiteren Kompensation der Residuen gezeigt. Die vor-
gestellten Methoden basieren fast ausschließlich auf optimalen Ausgleichsverfahren.
Insofern wird hier auch von einer optimalen Analyse gesprochen.
3.2 Ganzkörpermodelle
Die Erstellung des Mehrkörpermodells verlangt die Definition der körperfesten Koor-
dinatensysteme, der Starrkörperparameter und der Gelenkbindungen. Aufgrund der
vielfältigen Modellierungsmöglichkeiten (z.B. Lage und Orientierung der Koordina-
tensysteme, Parametrierung aufeinanderfolgender Drehungen, Koordinatenwahl) ist
ein bei der Analyse häufig angestrebter Vergleich der Daten und Modelle z.B. un-
ter Forschungsgruppen ohne Weiteres nicht möglich und erfordert die Verwendung von
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Standards. Die International Society of Biomechanics (ISB) versucht, Standards für
biomechanische Menschmodelle zu schaffen [232, 233, 234]. Der Modellvergleich wird
ermöglicht durch die einheitliche Definition der Lage und Orientierung der körperfesten
kartesischen Koordinatensysteme und des Inertialsystems sowie der Beschreibung der
Orientierung der Segmente mittels Roll-Nick-Gier-Winkel der körperfesten Systeme
gegenüber dem Inertialsystem [232]. Ein Vergleich der Analyseergebnisse ist somit
selbst bei Verwendung unterschiedlicher Algorithmen und Koordinaten näherungsweise
möglich.
Unterschiedliche und validierte Modelle des menschlichen Körpers und der einzel-
nen Gliedmaßen sind in der Biomechanikgemeinschaft bereits verfügbar. Ganzkörper-
modelle mit einfachen Gelenkzusammenhängen und Parameterannahmen finden sich
bei Hatze [81] und Winter [221]. Von Stelzner [194] wurde ein Ganzkörpermodell vor-
nehmlich zur Bewegungsrekonstruktion aus Markerdaten für die Robotik entwickelt.
Die in den Softwarepaketen SIMM [52] und OpenSIM [51] verfügbaren Modelle ba-
sieren auf Studien von Zatsiorsky und Seluyanov [239], aufbereitet durch de Leva [47]
mit physiologischen Gelenkzusammenhängen. Die von de Leva postulierten Parame-
ter basieren auf Regressionsgleichungen. Die Massenträgheitseigenschaften von Dumas
[56] auf Basis der Studien von McConville [134] und Young [235] sind denen von de
Leva ähnlich, ebenfalls skalierbar in Masse und Geometrie und berücksichtigen ferner
auch Deviationsmomente des Trägheitstensors. Für das AnyBody-Modellierungssystem,
welches zur inversen Analyse menschlicher Bewegungen mit Muskeln geschaffen wurde
[42, 153], gibt es eine Modellsammlung. Bekannte und detaillierte Modelle der unteren
Extremitäten wurden z.B. von Klein Horsman et al. [105, 106] und Delp et al. [53]
entwickelt. Der Schultermechanismus sowie die oberen Extremitäten wurden von van
der Helm [83, 84] und Holzbaur [89, 90] ausführlich und zum Teil mit geschlossenen
Schleifen und Muskeln modelliert. Der Torso und die Wirbelsäule werden in Ganz-
körpermodellen oft mit wenigen Starrkörpern abstrahiert. In [214] und [81] wird der
Torso als ein Segment aufgefasst, während in den Softwarepaketen [42, 51, 52] und
insbesondere auch in der Robotik [11, 208] als Standardmodell ein Kugelgelenk im
lumbaren Bereich verwendet wird. Detaillierte Wirbelsäulenmodelle sind rar. In [52]
werden die Bewegungen im lumbaren und cervikalen Bereich durch Splineapproximati-
on angenähert, während der thorakale Bereich starr ist. In [48, 240] wird vor allem Wert
auf die Modellierung der Muskulatur gelegt und die Gelenkkinematik hierfür passend
und vereinfachend gewählt.
Das Ganzkörpermodell in dieser Arbeit entstand durch Kombination der in der Li-
teratur verfügbaren Teilmodelle [89, 90, 42, 51] auf Basis der Parameter von de Leva
[47], den Standards der ISB [232, 233, 234] und der Definition der Koordinatensysteme
nach Cappozzo et al. [29]. Die Segmentlängen und Regressionsgleichungen des in dieser
Arbeit verwendeten Standardmodells sind im Anhang A tabellarisch gelistet. Ein da-
von abstammendes etwas ausführlicheres Modell findet sich in [179]. Daneben entstan-
den detailliertere Wirbelsäulenmodelle zur Bewegungsrekonstruktion [180, 184], die in
Kombination mit dem Standardmodell verwendet werden können. Im Modell wurden
physiologisch plausible Gelenkanschläge angenommen und die Gelenkzusammenhänge,
d.h. die Lagen der Gelenkachsen, so gewählt, dass eine singuläre bzw. mehrdeutige
Stellung bei der Rekonstruktion durch die inverse Kinematik nicht auftreten kann.
In Abbildung 3.1 ist das entwickelte Ganzkörpermodell [179] dargestellt, welches je
nach Fragestellung mit detaillierteren Gelenkmodellen erweitert werden kann.
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Abbildung 3.1: Ganzkörpermodell mit 36 Freiheitsgraden. Links: Gelenkachsen, Mitte:
Visualisierung der Massen- und Trägheiten durch Trägheitsellipsoide, Rechts: Modell-
markerplatzierung basierend auf dem PIG-Markerset [214].
3.3 Bewegungsrekonstruktion durch inverse Kine-
matik
Unter inverser Kinematik versteht man allgemein die Rekonstruktion der Zustandsva-
riablen eines Systems aus bekannter geometrischer Information. Bei vielen Problem-
stellungen werden nur Lagevariablen berechnet. Beispielsweise ist in der Robotik die
Berechnung der Gelenkkoordinaten q eines mehrsegmentigen Roboterarmes für eine
gewünschte Lage RE und Orientierung AE des Endeffektors interessant [194]. Zur
Lösung des Problems werden die gewünschten Größen den Modellgrößen, die wieder-
um abhängig sind von den Gelenkkoordinaten, in einem nichtlinearen Gleichungssystem
der Form
0 = RE −R(q),
0 = AE −A(q) (3.1)
gegenübergestellt und z.B. mit einem iterativen Verfahren zur Lösung nichtlinearer
Gleichungssysteme gelöst. Die Gegenüberstellung der Orientierungen in (3.1) ergibt
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neun Gleichungen, von denen allerdings nur drei unabhängig sind. Die Lösung des
Gleichungssystems (3.1) birgt unter anderem Probleme, da sie nicht für jede beliebige
Lage und Orientierung und Anzahl der Gelenkkordinaten eindeutig bestimmbar ist.
Beispielsweise kann (3.1) durch Vorgabe einer gewünschten Endeffektorposition außer-
halb des Arbeitsraumes des Systems nicht gelöst werden. Ist die Anzahl der Gelenkko-
ordinaten hoch und das System besteht aus einer längeren Starrkörperkette, so kann
z.B. (3.1) erfüllt werden, für die einzelnen q gibt es jedoch keine eindeutige Lösung.
Bei der Rekonstruktion menschlicher Bewegungen aus Markerdaten ist lediglich
die gewünschte Lageinformation durch das Aufnahmeverfahren bekannt und die La-
ge und Orientierung des Körperreferenzsystems sind gesucht. Betrachtet man einzelne
Körpersegmente ohne vorgegebene Gelenkbindungen, so benötigt man mindestens drei
Marker pro Segment, um die sechs unabhängigen Koordinaten zu berechnen. Die neun
Koordinaten der drei Marker machen das inverse Problem überbestimmt und eine op-
timale Lösung im Sinne eines Ausgleichsproblems bietet sich an. Unter- oder nicht
bestimmte Systeme kommen bei immer verfügbarer Markerinformation aus drei Mar-
kern nicht vor, da immer neun Gleichungen zur Bestimmung der sechs Unbekannten
zur Verfügung stehen. Das Verfahren kann als eine Abfolge einzelner Rekonstruktio-
nen pro Körper betrachtet werden, da die Körper in den kinematischen Gleichungen
unabhängig voneinander sind.
Für die Rekonstruktion mit einem globalen Optimierungsansatz werden die Ge-
lenkbindungen formuliert, und das System ist gegeben durch eine nichtlineare Berech-
nungsvorschrift, welche auf Lageebene den Zusammenhang zwischen absoluter Lage
und Orientierung der einzelnen Segmente und den generalisierten Koordinaten be-
schreibt. Alle Systemvariablen sind im Allgemeinen nichtlinear abhängig von allen
Markerlagen. Die Gelenkkopplungen reduzieren die notwendigen Markerinformationen,
um ein überbestimmtes System zu gewährleisten, allerdings ist das nichtlineare System
aufwändiger zu lösen. In der hier betrachteten Problemstellung sind die absoluten La-
gen der Messmarker an äquidistanten Zeitstellen bekannt. Das Optimierungsproblem
wird jeweils pro Stützstelle gelöst und ergibt die Lösung auf Lageebene über die Zeit
durch Aneinanderreihen der Einzellösungen. Die Markerdaten werden in der Regel vor
der Übertragung geglättet. Durch Aneinanderreihen der einzelnen Ausgleichslösungen
kommt wiederum Rauschen in den Verlauf. Daher werden die Koordinatenverläufe
nach der Übertragung wieder geglättet, z.B. durch quintische Splines. Das bietet auch
die Möglichkeit, die Splines abzuleiten und die höheren Ableitungen der Verläufe zu
interpolieren. Allerdings sind die bekannten Interpolationsverfahren dazu oft mit Infor-
mationsverlust oder Artefaktbildung behaftet. Da die kinematischen Gleichungen des
Systems auch den Zusammenhang zu den Geschwindigkeiten und Beschleunigungen
herstellen, wird in dieser Arbeit anstatt einer Interpolation der höheren Ableitungen
eine modellbasierte Rekonstruktion anhand der Gleichungen durch Einbindung in ein
nichtlineares Ausgleichsproblem versucht (siehe Abschnitt 2.2.2).
Zur Lösung des Problems eignet sich ein quadratischer Algorithmus [39], ein Stan-
dardverfahren zur Lösung nichtlinearer, restringierter Probleme. Aus der kinematischen
Formulierung können die Jacobimatrizen bestimmt und für das gradientenbasierte Op-
timierungsverfahren genutzt werden, welches das quadratische Lösungsverfahren gemäß
Gleichung (2.60) in der Geschwindigkeit und der numerischen Stabilität begünstigt.
Das Verfahren lässt untere und obere Schranken zur Begrenzung der Lösung der Ko-
ordinaten zu, die physiologisch als Gelenkanschläge betrachtet werden können. Durch
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Abbildung 3.2: Absolute und relative Position eines Markers.
geschickte Wahl der Parametrierung der Transformationsmatrizen und der Gelenkan-
schläge lassen sich singuläre Lösungen vermeiden.
3.3.1 Rekonstruktion mit Positionsdaten
Die globale Optimierung auf Lageebene wurde erstmals von Lu et al. [123] vorgestellt
und wird hier in der Fassung von Stelzner [194] gezeigt. An diskreten Zeitpunkten
tn = [t0 + nΔt] mit n = 0, 1, 2, ..., nt liegen die gemessenen Markerpunkte M̄m, m =
1, ...nm, in absoluten Koordinaten R̂m(tn) vor. Für jeden gemessenen Marker ist ein
entsprechender Marker Mm im Modell definiert. Ein einzelner Marker ist auf einem
Körper b durch die relative Lage brm gegeben. Seine absolute Lage Rm(q) ergibt sich
aus der Lage Rb(q) und der Orientierung Ab(q) des Körperreferenzsystems Kb zu
Rm(q) = Rb(q) + Ab(q)brm. (3.2)
Die Jacobimatrix von (3.2) findet man durch Ableitung mit Ṙb = Jrb(q)q̇ und ωb =
Jωb (q)q̇ zu
Jm(q) = Jrb(q)− r̃mJωb (q), (3.3)
wobei hier davon ausgegangen wird, dass Rb nicht explizit von der Zeit abhängt (siehe
[190]).
Das quadratische Ausgleichsproblem wird nun als Minimierung der Residuen zwi-
schen gemessenen Markern und Modellmarkern definiert. Gemäß Abschnitt 2.2.2 wer-
den hierfür die Vektorzielfunktion f(x) sowie deren Jacobimatrix angegeben.
Die Zielfunktion wird aus den nm Vektorfunktionen fm(q) = Rm(q) − R̂m(tn) der
einzelnen Markerresiduen durch
f(q) = [fT1 , fT2 , ..., fTnm ]
T , f ∈ R3nm (3.4)
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gebildet. Die dazugehörige Jacobimatrix erhält man aus den einzelnen Jacobimatrizen
der Marker zu
J(q) = [JT1 ,JT2 , ...,JTnm ]
T , J ∈ R3nm×nq . (3.5)
Eine Lösung q(tn) wird für jeden diskreten Zeitpunkt tn, n = 0, 1, 2, ..., nt, durch
Gleichung (3.4) mit strikt aufsteigendem n bestimmt. Um die Güte der Lösungen und
die Geschwindigkeit des Verfahrens zu steigern, werden zur Berechnung der q(tn+1)
die Lösungen q(tn) als Startwerte vorgegeben. Des Weiteren werden Gelenkanschläge
als obere und untere Schranken im Optimierungsproblem gesetzt. Zum einen werden
dadurch biologisch nicht plausible Lösungen ausgeschlossen, zum anderen werden sin-
guläre Stellungen aufgrund der Parametrierung durch Kardan- und Eulerwinkel in
Gelenken mit drei rotatorischen Freiheitsgraden vermieden.
Durch die numerische Prozedur und durch die Bildung der Koordinatenverläufe
durch serielles Aneinanderreihen der gefundenen Lösungen kann ein ideal glatter Ver-
lauf nicht gewährleistet werden. Die gebildeten Verläufe werden daher im Anschluss
mit einem Butterworthfilter oder einem quintischen Spline geglättet. Die Splineinter-
polation ermöglicht durch Ableiten des Splines und der Auswertung an den diskreten
Zeitpunkten tn die Bildung höherer Ableitungen der Koordinatenverläufe.
Die Größe der Residuen und damit die Qualität der Lösungen hängen größtenteils
von der Präzision der angegebenen Markerpositionen im Modell, welche grundsätzlich
denen des realen Systems entsprechen sollten, und von den Verschiebungsartefakten
ab. Das Ausgleichsverfahren ist dabei in der Lage, die dadurch entstehenden Feh-
ler weitgehend zu kompensieren und gleicht im Gegensatz zur Rekonstruktion ohne
Gelenkbindungen den Fehler über das Gesamtmodell aus, wodurch ein höheres Aus-
gleichsvermögen erzielt wird.
Das Problem muss so konditioniert sein, dass die Anzahl der durch (3.4) gegebenen
Gleichungen größer ist als die Anzahl der gesuchten Gelenkkoordinaten. Da es sich
um ein nichtlineares Problem handelt, ist dies allein noch keine Gewähr, dass alle
Koordinaten durch das Problem bestimmbar sind. Die Verteilung der Marker muss
dem Ausgleichsproblem in einer Weise genügen, so dass alle Koordinaten bestimmbar
sind. Andernfalls ist das Problem unterbestimmt. Dieser Aspekt wird im Abschnitt
3.3.4 gemeinsam mit der Entwicklung detaillierter Modelle behandelt.
Untersuchung am künstlich erzeugten Szenario
Im Folgenden wird ein künstliches Szenario eingeführt, an welchem die Leistungsfähig-
keit des Rekonstruktionsalgorithmus sowie die Anfälligkeit gegenüber Rauschen und
Markerdeplatzierung untersucht werden kann. Hierzu wird ein ebenes Armmodell (siehe
Abbildung 3.3) mit menschenähnlichen Dimensionen und Parametern eingeführt. Es
besitzt je einem Rotationsfreiheitsgrad in Schulter und Ellbogen sowie je zwei Marker
pro Segment.
Referenzverläufe werden für die Schulterkoordinate mit q1(t) = πt und für die Ellen-
bogenkoordinate mit q2(t) = − cos(32πt) eingeführt und daraus durch Vorwärtsrechnung
die zugehörigen Markertrajektorien exakt bestimmt. Mit den generierten Markerdaten
wird anschließend die inverse Kinematik durchgeführt:
• mit den exakten Daten,
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Abbildung 3.3: Doppelpendel mit Markern.
• mit Daten, denen weißes Rauschen mit einer Standardabweichung von σ = 0.005
hinzugefügt wurde, was einer durchschnittlichen Verrauschung um 3 mm ent-
spricht,
• mit exakten Daten und einem fehlplatzierten Marker.
Die Ergebnistrajektorien q1(t) und q2(t) werden nach der Rekonstruktion mit einem
quintischen B-Spline interpoliert und daraus die Geschwindigkeiten und Beschleuni-
gungen an den diskreten Zeitpunkten tn interpoliert.
Abbildung 3.4 zeigt die Ergebnisse der Rekonstruktion für q2. In Abb. 3.4 a) wurden
den Referenzverläufen entsprechende Markerverläufe vorgegeben und vom Verfahren
exakt rekonstruiert. Lediglich zu Beginn des Verlaufes erscheinen durch die Splinein-
terpolation bedingte Artefakte, die aber nicht weiter ins Gewicht fallen, da die ersten
Zeitschritte in der Regel abgeschnitten werden. In Abb. 3.4 b) wurde mit verrauschten
Daten rekonstruiert. Das Ergebnis wurde nicht geglättet. Man erkennt kaum Rauschen
im Winkelverlauf, die Auswirkung der Interpolation auf die Ableitungen sind jedoch fa-
tal. In Abb. 3.4 c) wurden wieder die verrauschten Daten rekonstruiert, allerdings wur-
de das Ergebnis mit einem quintischen Glättungsspline gemäß Reinsch [155] geglättet.
Die Ergebnisse sind auch für die Ableitungen sehr gut. Der Glättungsfaktor konnte
allerdings gemäß den Referenzkurven angepasst werden. In der Praxis existieren die
Referenzkurven nicht und ein Glättungsfaktor wird durch die Erfahrung des Anwen-
ders gewählt. In Abb. 3.4 d) werden die ungeglätteten Ergebnisse für einen um 1 cm
deplatzierten Marker gezeigt, die ebenfalls sehr gut ausfallen. Durch stärkeres Rau-
schen und Missplatzieren werden die Winkeltrajektorien zunehmend verfälscht. Auf
ein Beispiel hierzu wird verzichtet, da dies selbsterklärend ist.
3.3.2 Simultane Rekonstruktion mit Positions- und Geschwin-
digkeitsdaten
Das lagebasierte Rekonstruktionsproblem aus Abschnitt 3.3.1 ist im allgemeinen nicht-
linear und nicht konvex. Aufgrund der Größe des Optimierungsproblems werden für
jeden diskreten Zeitpunkt in der Regel nur lokale Minima gefunden. Durch die Vor-
gabe der vorangehenden Lösung als Startwert wird die gewünschte Lösung in guter





































































a) b) c) d)
Abbildung 3.4: Rekonstruierter Verlauf der Koordinate q2: a) exakte Daten; b) ver-
rauschte Daten ohne anschließende Datenglättung; c) verrauschte Daten mit an-
schließender Glättung durch einen quintischen Spline; d) fehlplatzierter Marker, keine
Glättung.
Näherung erreicht. Dennoch kann sich in den Ergebnistrajektorien durch Aneinander-
reihen der diskreten Lösungen eine gewisse Rauigkeit einstellen, welcher in der Li-
teratur bislang durch Filterung entgegengewirkt wurde. Andersen et al. [5] berichtet
sogar von teils erheblichen Abweichungen gegenüber realen Werten. Die Trajektorien
für Geschwindigkeiten und Beschleunigungen werden anschließend durch Interpolation
erzeugt.
In diesem Abschnitt wird durch zusätzliche Information über die Markergeschwin-
digkeiten versucht, den Zustandsvektor des Systems x = [qT , q̇T ]T modellbasiert aus
den kinematischen Gleichungen durch gleichzeitige Minimierung von Lage- und Ge-
schwindigkeitsresiduen zu rekonstruieren. Da die Messdaten nur auf Lageebene vor-
liegen, werden erst die benötigten Markergeschwindigkeiten durch Interpolation mit
einem quintischen B-Spline berechnet [155], der auch, falls erforderlich, zu glätten ver-
mag. Die Interpolation verlagert sich also vor die Rekonstruktion. Die Anzahl der
unbekannten Variablen verdoppelt sich gegenüber dem Optimierungsansatz auf Lage-
ebene.
Im Folgenden liegen wieder die gemessenen Markerpunkte M̄m in absoluten Ko-
ordinaten R̂m(tn), m = 1, ...nm, an diskreten Zeitpunkten tn = [t0 + nΔt] mit
n = 0, 1, 2, ..., nt vor und die entsprechenden Modellmarker M̄m seien im Modell defi-
niert. Die Geschwindigkeiten ˆ̇Rm(tn) der gemessenen Markerpunkte M̄m liegen durch
Splineinterpolation an den diskreten Zeitpunkten vor. Die Lage, die Geschwindigkeit
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und die Beschleunigung eines Modellmarkers sind durch die Gleichungen
Rm = Rb + Abbrm, (3.6)
Ṙm = Ṙb − r̃mωb, (3.7)
R̈m = R̈b − r̃mω̇b − ω̃br̃mωb (3.8)
gegeben, wobei die Geschwindigkeit und die Beschleunigung des Markers auch in Ab-
hängigkeit der Jacobimatrizen laut den Gleichungen (3.9) und (3.10) formuliert werden
können, wenn Rm nicht explizit von der Zeit abhängt:
Ṙm = Jrbq̇ − r̃mJωb q̇, (3.9)
R̈m = Jrbq̈ + J̇rbq̇ − r̃mJωb q̈ − r̃mJ̇ωb q̇ − ω̃br̃mJωb q̇. (3.10)
Die benötigte Ableitung der Jacobimatrizen wird rekursiv durch J̇j = ΦijJ̇i + J̇ij mit












Das Ausgleichgsproblem wird wieder als Minimierung der Vektorzielfunktion f(x) pro
Zeitschritt tn formuliert, wobei der Lösungsvektor x = [qT , q̇T ]T nun Lage- und Ge-






⎦ , fm ∈ R6×1 (3.12)
bestimmt und die Zielfunktion des Problems ergibt sich zu
f(q, q̇) = [fT1 , fT2 , ..., fTnm ]
T , f ∈ R6nm×1. (3.13)
Die Jacobimatrix der Zielfunktion (3.13) lässt sich aus der Geschwindigkeit und der
Beschleunigung der einzelnen Modellmarker mit
dRm = Jrbdq − r̃mJωb dq
dṘm = Jrbdq̇ + J̇rbdq − r̃mJωb dq̇ − r̃mJ̇ωb dq − ω̃br̃mJωb dq
(3.14)













Jrb − r̃mJωb 0












⎥⎥⎦ , J ∈ R6nm×2nq (3.16)
bestimmen. Der in Gleichung (3.15) angegebene Gradient eines Markerresiduums be-
trachtet die Größen q und q̇ als abhängig voneinander, was mit der kinematischen















































a) b) c) d)
Abbildung 3.5: Ergebnisse der simultanen Rekonstruktion mit der Jacobimatrix (3.17):
a) exakte Daten, keine Glättung; b) verrauschte Daten, keine Glättung; c) verrauschte
Daten, Glättung der Markertrajektorien; d) deplatzierter Marker, keine Glättung.
Auffassung der Größen durchaus in Einklang gebracht werden kann. Da zu diskre-
ten Zeitpunkten optimiert wird, können die Größen auch als unabhängig voneinander
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Gelenkanschläge werden dem Optimierungsalgorithmus in Form von unteren und
oberen Schranken vorgegeben. Die Geschwindigkeiten werden nicht begrenzt. Der Er-
gebnisvektor x(tn) zum Zeitpunkt tn wird dem Optimierungsalgorithmus zur Suche der
Lösung am Zeitpunkt tn+1 wiederum als Startwert vorgegeben.
Untersuchung am künstlich erzeugten Szenario
Wie bereits im vorangegangenen Abschnitt wird der Algorithmus für künstlich erzeug-
te Markerdaten, für die Referenzverläufe der zu rekonstruierenden Daten vorliegen,
erprobt. Es liegen dabei das gleiche System und die gleichen Referenzverläufe vor wie
in Abschnitt 3.3.1.
In Abbildung 3.5 sind die Rekonstruktionsergebnisse der generalisierten Koordinate
q2(t) sowie deren Referenzverläufe für das simultane Verfahren mit der Jacobimatrix
(3.17), welche die Koordinaten und die Koordinatengeschwindigkeiten als unabhängig
betrachtet, dargestellt. Die Rekonstruktion mit der Jacobimatrix (3.15), welche die
Korrelation von Lage- und Geschwindigkeitsgrößen definiert, erzielte keine brauchba-
ren Ergebnisse und wird im Folgenden nicht weiter betrachtet. Eine Normierung der
gesuchten Variablen x = [qT , q̇T ]T brachte für beide Herangehensweisen eine Ver-
schlechterung der Ergebnisse, obwohl die Geschwindigkeitsvariablen in einer anderen
Größenordnung rangieren als die Lagevariablen.
Für exakte Markerdaten reproduziert das Verfahren, wie in Abbildung 3.5 a) ersicht-
lich, sehr gute Ergebnisse ohne Einschwingartefakte durch Interpolation. Gegenüber
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ungeglätteten verrauschten Daten zeigt das Verfahren in 3.5 b) nicht die erwartete
Robustheit. Eine Glättung der Markerdaten vor der Rekonstruktion erbrachte bes-
sere Rekonstruktionsergebnisse, wie in 3.5 c) ersichtlich ist. Im Vergleich zu reiner
Lagerekonstruktion (siehe Abbildung 3.4 c) ) zeigen sich aber Schwächen bei der Ge-
schwindigkeitsrekonstruktion. Insbesondere ist ein glättungsbedingtes Abflachen der
Geschwindigkeitskurven erkennbar. In der Praxis stellt sich allerdings die Frage, ob der
Glättungsfaktor in 3.4 c) aus der Erfahrung heraus gut getroffen wird. Ansonsten ist
das simultane Rekonstruktionsverfahren diesbezüglich eine gute Alternative. Mit fehl-
platzierten Markern kommt das Verfahren auch zurecht. Die glatte Rekonstruktion der
Winkelverläufe wird durch Einbeziehen der Markergeschwindigkeiten ebenfalls nicht er-
reicht. Allerdings wurde eine deutlich höhere Rechenzeit, insbesondere bei verrauschten
Daten beobachtet, was auf den doppelt so großen Optimierungsvektor zurückgeht. In
ihm sind sowohl Lage- als auch Geschwindigkeitskoordinaten enthalten. Verrauschte
Daten nehmen auf beiden Ebenen gleichzeitig Einfluss, was eine gute Rekonstruktion
vermutlich erschwert. Die Beschleunigungsverläufe müssen wiederum per Interpolation
berechnet werden.
Auf eine Erweiterung des Verfahrens auf simultane Positions-, Geschwindigkeits- und
Beschleunigungsrekonstruktion wird verzichtet, da sich das simultane Verfahren nach
der versuchsweisen Anwendung auf Motion Capture-Daten gegenüber dem vorangehen-
den nicht als besser erwies. Eine höhere Berechnungzeit ist zu erwarten. Anstatt dessen
wird im nächsten Abschnitt eine sequentielle Rekonstruktion vorgeschlagen, welche die
Lagen und die höheren Ableitungen nacheinander rekonstruiert.
3.3.3 Sequentielle Rekonstruktion mit Positions-, Geschwin-
digkeits- und Beschleunigungsdaten
In diesem Abschnitt wird ein Verfahren vorgeschlagen, welches Ausgleichsverfahren
nacheinander einsetzt, d.h. zuerst wird das bereits bekannte Rekonstruktionsverfahren
aus Abschnitt 3.3.1 auf Lageebene angewandt. Im Anschluss wird ein Verfahren zur
Rekonstruktion der Geschwindigkeiten bei gleichzeitiger Vorgabe der rekonstruierten
Lagen angewandt. Dann wird ein Verfahren zur Beschleunigungsrekonstruktion unter
Vorgabe der rekonstruierten Lage- und Geschwindigkeitskoordinaten durchgeführt. Die
dazu benötigten Geschwindigkeits- und Beschleunigungsverläufe der gemessenen Mar-
kerkoordinaten werden wiederum aus den quintischen Glättungssplines [155] gewonnen.
Das Lageresiduum
f rm(x) = Rm(q)− R̂m(tn), f rm ∈ R3×1, (3.18)
aus Abschnitt 3.3.1 wird zur Vollständigkeit nochmals aufgeführt.
Das Geschwindigkeitsresiduum
f vm(q̇) = Ṙm(q̇)− ˆ̇Rm(tn), f vm ∈ R3×1, (3.19)
wird aus der Geschwindigkeitsbeziehung (3.7) und der interpolierten absoluten Ge-
schwindigkeit ˆ̇Rm(tn) eines Messmarkers gebildet. Die Lagekoordinaten q sind bereits
bekannt, werden vorgegeben und erscheinen in Gleichung (3.19) nicht als freie Va-
riablen. Sie werden durch die Geschwindigkeitsrekonstruktion nicht mehr beeinflusst,
wovon Robustheit erwartet wird.





































































a) b) c) d)
Abbildung 3.6: Ergebnisse der sequentiellen Rekonstruktion: a) exakte Daten, keine
Glättung; b) verrauschte Daten, keine Glättung; c) verrauschte Daten, Glättung der
Markertrajektorien; d) deplatzierter Marker, keine Glättung.




= Jrb − r̃mJωb ∈ R3×nq . (3.20)
Mit der Beschleunigung (3.10) eines Modellmarkers
R̈m = (Jrb − r̃mJωb )q̈ + (J̇rb − r̃mJ̇ωb − ω̃br̃mJωb )q̇ (3.21)
und der interpolierten absoluten Beschleunigung eines Modellmarkers ˆ̈Rm(tn) wird das
Beschleunigungsresiduum
fam(q̈) = R̈m(q̈)− ˆ̈Rm(tn), fam ∈ R3×1, (3.22)
gebildet. Gleichung (3.21) ist durch Vorgabe der Lagen q und der Geschwindigkeiten
q̇ linear in den unbekannten Beschleunigungen und in Gleichung (3.22) treten nur die
Beschleunigungen der Koordinaten als freie Variablen auf.
Die Jacobimatrix des Beschleunigungsresiduums ist damit
dfam(q̈)
dq̈
= Jrb − r̃mJωb ∈ R3×nq . (3.23)
Untersuchung am künstlich erzeugten Szenario
Wie in den bereits vorangegangenen Untersuchungen wird auch hier das künstliche
Szenario zur Einschätzung eingesetzt. Auf Lageebene ist das sequentielle Verfahren
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Schulteradduktion ungeglättet Schulteradduktion geglättet
Abbildung 3.7: Vergleich der Ergebnisse der Verfahren sV und pV. Freiheitsgrad:
Schulterabduktion-adduktion. Links: auf Basis ungeglätteter lagerekonstruierter Da-
ten. Rechts: geglättete Lagedaten.
identisch mit der ursprünglichen Rekonstruktion auf Lageebene. Abbildung 3.6 a) zeigt
für die unbehandelten Markerverläufe wieder exakte Übereinstimmung. Überraschend
ist, dass das Verfahren mit verrauschten und ungeglätteten Daten anders als die bishe-
rigen Verfahren gut zurechtkommt, was aus Abbildung 3.6 b) hervorgeht. Die Glättung
der Markertrajektorien bringt jedoch eine zunehmende Veränderung der rekonstruier-
ten Daten mit höherer Ableitung mit sich. Was bereits für das simultane Verfahren
in Abbildung 3.5 c) leicht erkennbar war, zeigt sich nun auf Beschleunigungsebene
im sequentiellen Verfahren deutlicher. Abhängig von der Wahl eines Glättungsfaktors
sind alle Verfahren. Da das sequentielle Verfahren mit Rauschen jedoch gut zurecht
kommt, stellt sich mitunter die Frage, ob in der Praxis ein geringfügiges und einheitli-
ches Glätten der Markertrajektorien ausreicht und man durch die sequentielle Methode
auf ein Glätten aus Erfahrung verzichten kann.
Untersuchung mit Motion Capture-Daten
Das positionsbasierte Verfahren (pV) aus Abschnitt 3.3.1 und das sequentielle Verfah-
ren (sV) wurden zur Rekonstruktion der Bewegung von Motion Capture-Daten einer
Zeigebewegung eingesetzt und miteinander verglichen. Die Markerdaten wurden nach
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dem Aufnahmeprozess mit einem quintischen Glättungsspline geglättet und für das sV
daraus die höheren Ableitungen bestimmt. Als Modellgrundlage diente das Standard-
Menschmodell aus Abschnitt 3.2. Eine Referenzbewegung existiert nun nicht. Nach der
Rekonstruktion wurden die Daten des pV mit B-Splines fünfter Ordnung interpoliert.
Dabei wurde zum Vergleich sowohl nicht als auch nochmals geglättet und anschließend
die Geschwindigkeiten und Beschleunigungen der Koordinatenverläufe interpoliert. Auf
Lageebene arbeiten beide Verfahren (pV und sV) per Definition gleich. Die rekonstru-
ierten kinematischen Trajektorien wurden anschließend in die Bewegungsgleichungen
eingesetzt und der Verlauf der generalisierten Kräfte und Momente berechnet.
In Abbildung 3.7 wird der rekonstruierte Adduktionsverlauf in der Schulter exempla-
risch gezeigt. Das neue Verfahren berechnet unabhängig von der nochmaligen Glättung
der Koordinatenverläufe auf Lagebenene die Geschwindigkeiten und Beschleunigungen
gleichmäßig glatt, während schon geringste, bei der Lageoptimierung in den Verläufen
entstehende Unebenheiten zu groben Fehlern bei der Interpolation der Ableitungen
führen. Selbst eine Glättung der Lageverläufe führt bei der Interpolation noch zu
größeren Ausschlägen in den höheren Ableitungen. Auch für andere Gelenkverläufe ist
das Ergebnis entsprechend. Im Momentenverlauf sind sich die Ergebnisse weitaus näher
als in den höheren Ableitungen der kinematischen Trajektorien. Eine noch stärkere
Glättung des pV führte zu ähnlichen, in Abbildung 3.7 (rechts) gezeigten interpolier-
ten Verläufen.
Das sV kommt ohne weitere Glättung der Koordinatenverläufe aus und erzeugt für
einheitlich geglättete Markertrajektorien immer reproduzierbare Ergebnisse, während
eine nochmalige Glättung der Koordinatenverläufe und die Interpolation der höheren
Ableitungen viel Manipulationsspielraum bieten. Die Frage, ob die in Abbildung 3.7
(rechts) geglätteten und interpolierten Verläufe physiologischer sind als die durch das
sV erzeugten Trajektorien kann ohne Referenztrajektorie nicht vollständig geklärt wer-
den. Größere Beschleunigungsausschläge, wie in Abbildung 3.7 (rechts) sichtbar, sind
aber für zielgerichtete Zeigebewegungen ohne weitere Störungseinflüsse nicht zu erwar-
ten.
3.3.4 Rekonstruktion detailgetreuer Bewegung
Zur Analyse komplexer Bewegungen wie beispielsweise die Bewegung der einzelnen
Wirbelkörper oder der Knochen des Schultergürtels werden Ganzkörpermodelle um
entsprechende Teilmodelle zur Abbildung dieser Bewegungen erweitert. Die Rekon-
struktion aus Markerdaten ist für eine hohe Modelltiefe nicht ohne weiteres möglich,
da entsprechende Marker nicht mehr geeignet platziert werden können, die aber zur
Auflösung der inversen Kinematik notwendig wären. Die Anwendung des Verfahrens
zur Rekonstruktion einzelner Körper ist ebenso wie geometrische Verfahren bei hoher
Modellauflösung nicht mehr sinnvoll. Die globale Optimierung ist anwendbar, aller-
dings muss durch geschickte Modellierung sichergestellt werden, dass alle Koordinaten
durch das Verfahren bestimmt werden können und kein unterbestimmtes Ausgleichs-
problem entsteht. Ferner kann sich durch Einsparen von Markern der Messaufwand
reduzieren.
Die Bewegungsrekonstruktion mit Detailmodellen ist insbesondere durch zwei Lö-
sungsmöglichkeiten gekennzeichnet: Die Hinzunahme weiterer Messinformationen oder
eine weitere Restringierung der Freiheitsgrade des Systems. Während dieser Arbeit
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Abbildung 3.8: Stellung und Form der Wirbelbogengelenkflächen innerhalb der Brust-
wirbelsäule (a-b) und Lendenwirbelsäule (c-d) (Quelle: [171]).
entstand zum einen eine biologisch motivierte Restringierungsvorschrift für die Model-
lierung der Wirbelsäule mit allen Wirbelkörpern [167, 182, 184], und zum anderen ein
Ersatzgelenk [167, 180], welches anstatt einer kinematischen Kette aus Wirbelkörpern
die Bewegungen des Rumpfes mit nur einem Gelenk approximiert. Zusätzliche Marker-
information ist für beide Modelle nicht notwendig.
Auf der Basis von anatomischen Daten wurde ein detailgetreues Modell der Wir-
belsäule erstellt. Die menschliche Wirbelsäule besteht aus insgesamt 33 bis 34 Wir-
beln, wobei die Wirbel des Kreuzbeines als starre Einheit aufgefasst werden können
und somit 25 freie Wirbel verbleiben. Je zwei Wirbel bilden zusammen ein sogenanntes
Bewegungssegment, die laut [150] und [171] sowohl morphologische als auch funktio-
nelle Einheiten bilden. Die Summe der Hauptbewegungen aller 25 Bewegungssegmente
ergibt die Gesamtbewegung der Wirbelsäule.
Der Zusammenhang der einzelnen Wirbelkörper ist beim Menschen relativ komplex.
Zwischen den Wirbelkörpern befindet sich jeweils eine Bandscheibe, welche genauge-
nommen alle sechs Freiheitsgrade zulässt, wenn auch aufgrund ihrer geringen Kom-
pressibilität und Dehnbarkeit nur in geringem Ausmaß. Nach Krämer [111] verlaufen
Bewegungen zwischen zwei Wirbeln um einen Drehpunkt und werden von den Wirbel-
bogengelenken geführt. Der Nucleus pulposus kann dabei nach Kapandji [98] idealisiert
als Kugellagerelement aufgefasst werden. Entscheidend für die Beweglichkeit eines Wir-
belsäulenabschnittes ist das Verhältnis von Bandscheiben- zu Wirbelkörperhöhe [167].
Durch Belastungen kommt es zudem zu einer Höhenänderung, einer Verschiebung des
Drehpunktes und damit zu einer Verminderung des Bewegungsumfangs.
Die Gelenkflächen der Wirbelbogengelenke zwischen den Wirbeln gleiten während
der Bewegung aufeinander ab und sorgen durch ihre Oberflächenform für einen de-
finierten Bewegungsablauf. In der Brust- und Halswirbelsäule sind die Gelenkflächen
so ausgerichtet, dass sich ein Drehzentrum etwa in der Mitte der Bandscheibe inner-
halb eines Bewegungssegments einstellt. Hingegen sind die Gelenkflächen im lumbaren
Bereich nach hinten gewölbt und die vertikale Drehachse verschiebt sich hinter den
Wirbelkörper, wie in Abbildung 3.8 gezeigt.
Die Wirbelsäulenbänder oder Ligamente sorgen für eine stabile Verbindung der Wir-
bel untereinander und ermöglichen hohe mechanische Belastungen [171]. Sowohl die
Ligamente als auch die Rumpfmuskulatur verbinden die Wirbel nicht nur paarweise,
sondern überspannen ganze Regionen und die Bewegung in den einzelnen Bewegungs-
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Abbildung 3.9: Bewegungsumfang.
segmenten ist nicht unabhängig voneinander. Laut Putz [152] lassen sich die Bewe-
gungssegmente weiter zu Bewegungsregionen zusammenfassen, innerhalb derer beson-
dere funktionelle Beziehungen bestehen. Demnach werden folgende Bewegungsregionen
definiert: Kopfgelenke bis zum dritten Halswirbel (C3), C3 bis T1, T1 bis T12 und T12
bis Kreuzbein. Sie entsprechen in etwa der klassischen Unterteilung in Hals-, Brust-
und Lendenwirbelsäule.
Im Wirbelsäulenmodell [167] werden die einzelnen Wirbelkörper als einzelne Starr-
körper auf Basis statistisch ermittelter physiologischer Segmentdimensionen [152, 196,
220] abgebildet. Die Gelenke werden als Kugelgelenke im thorakalen und cervicalen
Bereich gemäß Abbildung 3.8 im anatomischen Drehpunkt [146, 147] modelliert. Im
lumbaren Bereich wird die Vertikalachse entsprechend nach dorsal verschoben. Der Ge-
lenkzusammenhang kann auch als Kardangelenk mit Drehzentrum im Mittelpunkt der
Bandscheibe in Kombination mit einem Drehgelenk mit der Drehachse im Zentrum der
Wirbelgelenke verlaufend aufgefasst werden. Da das Modell anders als in [240] keine
Muskelelemente zur Realisierung der Kopplungen in den Bewegungsregionen vorsieht,
werden kinematische Restriktionen zur Begrenzung der Freiheitsgrade auf Basis von
experimentell ermittelten Bewegungsumfängen [146, 147, 152, 220] der einzelnen Bewe-
gungssegmente eingeführt. Hierzu wurden die Literaturdaten von Tuchtenhagen [207]
statistisch validiert. Der ermittelte Bewegungsumfang der einzelnen Bewegungssegmen-
te ist in Abbildung 3.9 links aufgeteilt nach den drei Bewegungsrichtungen Flexion-
Extension, Lateralflexion und Axialrotation dargestellt. In Abbildung 3.9 rechts ist
der Bewegungsumfang am Modell abgebildet. Aus dem maximalen Bewegungsumfang
wird die Kopplung formuliert. Dabei gelten für die Winkel ϕi zwischen zwei Bewe-
gungssegmenten i und j in die Richtungen Lateralflexion (lf), Flexion-Extension (fe)















mit dem Normumfang a0 = a01 und dem Bewegungsumfang aij des jeweiligen Bewe-
gungssegmentes in einer Bewegungsrichtung.
Somit lässt sich eine vollständige Wirbelsäule mit 75 Gelenkvariablen, d.h. 25 Be-
wegungssegmente mit je 3 Rotationen, abbilden und auf eine gewünschte Anzahl an
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Abbildung 3.10: Wirbelsäulenmodell mit drei Bewegungsregionen und neun Freiheits-
graden. Links: Normalstellung. Mitte: Lateralflexion. Rechts: Flexion.
Freiheitsgraden in Abhängigkeit von der verfügbaren Markerinformation reduzieren.
Beispielsweise kann mit Markern an der Hüfte, im Schulterbereich und am Kopf ei-









im lumbaren und thorakalen Bereich, wobei der Normumfang







im cervicalen Bereich mit dem Bezugselement C7-T1. Ist zusätzlich
Markerinformation, z.B. im Bereich T10, verfügbar, so kann der Brust- und Len-









mit dem Bezugselement T9-T10 aufgeteilt werden. Das
Wirbelsäulenmodell mit neun Freiheitsgraden bietet eine hohe Beweglichkeit und ist
zur Rekonstruktion vieler Rumpfbewegungen geeignet [182]. In Abbildung 3.10 sind
die möglichen gegenläufigen Bewegungen der einzelnen Bewegungsregionen abgebildet.
Ein Gütevergleich unterschiedlicher Wirbelsäulenmodelle findet sich in [182, 184].
3.3.5 Modellskalierung mittels Optimierung
Vor der Rekonstruktion ist eine Anpassung des Mehrkörpermodells an den jeweiligen
Probanden erforderlich. Wie zuvor beschrieben ist eine individuelle Erfassung der Seg-
mentdimensionen und Massenträgheitsparameter eines Subjektes sehr zeitaufwändig.
Daher wird ein auf Regressionsstudien basierendes normiertes Modell verwendet und
probandenspezifisch skaliert.
Vorüberlegungen
Skaliert werden ausschließlich Längen, also die Starrkörperdimensionen in den drei
Raumrichtungen und davon abhängige Größen. Winkel bzw. Rotationen werden nicht
skaliert. Massen sind unabhängig von Längen, Trägheitstensoren sind davon abhängig,
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ebenso wie die Schwerpunktlage. Die translatorischen Gelenkbindungen, welche als
Funktionen abhängig von den generalisierten Koordinaten vorliegen, hängen ebenfalls
von Längen ab.
Die Eingabedaten zur Erstellung des Modells liegen in körperfesten Koordinatensy-
stemenKb als Lageinformationen vor und der Mehrkörperalgorithmus berechnet daraus
die Modellgleichungen. Durch Skalierung der relativen Lagen ist das gesamte System
daher bestimmt. Die relativen Vektoren bestehen aus je drei Lagekoordinaten, wel-
che unabhängig voneinander mit Skalierungsfaktoren bsx, bsy und bsz skaliert werden
können. Man kann diese Faktoren in einer Diagonalmatrix Sb pro Körper zusammen-
fassen und damit die im Koordinatensystemen Kb ursprünglich definierten Vektoren
br0 durch Matrixmultiplikation nach Gleichung (3.25) skalieren. Der tiefgestellte In-
dex 0 bezeichnet dabei die Ursprungsgröße. Die Vektoren br und br0 selbst liegen in
Relativkoordinaten bezüglich Kb vor:








Mit bekannten Skalierungsfaktoren lassen sich alle relativen Lagevektoren skalieren und
daraus im Anschluss die davon abhängig parametrierten Trägheitstensoren berechnen.
Die Frage ist nun, wie man die Skalierungsfaktoren der einzelnen Körper ermitteln
kann. Grundsätzlich ist eine lineare Modellskalierung möglich, d.h. alle Skalierungsfak-
toren aller Körper sind gleich. Mit der bekannten Körpergröße des Standardmodells
und der durch Messung ermittelten Körpergröße des Subjekts kann der Einheitsfak-
tor als Verhältnis beider zueinander berechnet werden. Diese Form der Skalierung ist
einfach, jedoch wird man bei weitem nicht allen Probanden gerecht. Es besteht die
Möglichkeit, Marker an anatomischen Landmarken anzubringen und somit die Infor-
mationen einzelner Körperpositionen zu beziehen. Mit geometrischen Annahmen und
optimierungsbasierter Bewegungsrekonstruktion auf Lageebene können aus den Infor-
mationen auch die Skalierungsfaktoren und das skalierte Modell gewonnen werden.
Das Markerset kann hierzu in statische und dynamische Marker unterteilt werden. Nur
die statischen Marker werden zur Skalierung eingesetzt und müssen möglichst exakt
auf den gewünschten anatomischen Punkten positioniert werden. Dynamische Marker
werden dort platziert, wo es für die anschließende Rekonstruktion über die Zeit am
vorteilhaftesten ist. Ihre Modelllage kann nach der Skalierung invers über die Modell-
gleichungen bestimmt werden.
Skalierungsalgorithmus
Im Folgenden seien die gemessenen sowie die modellbasierten Größen an einem ein-
zigen Zeitpunkt tn gegeben. Die in absoluten Koordinaten R̂m(tn) vorliegenden ge-
messenen Markerpunkte M̄m, m = 1, ...nm, werden in statische Marker R̂statm und in
dynamische Marker R̂dynm aufgeteilt, und entsprechende Modellmarker M̄m werden mit
brstatm und br
dyn
m bezüglich der Körperreferenzsysteme Kb definiert. Die absoluten La-
gen Rb(q) und Orientierungen Ab(q), die Geschwindigkeiten Ṙb = Jrb(q)q̇ und die
Winkelgeschwindigkeiten ωb = Jωb (q)q̇ der Körperreferenzsysteme Kb liegen durch den
Mehrkörperalgorithmus berechnet vor. Zur Skalierung sind ausschließlich die statischen
Marker erforderlich. Die absolute Lage eines statischen Modellmarkers ergibt sich durch
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Rstatm (q, s) = Rb(q, s) + Ab(q, s)Sbbrstatm,0 (3.26)
mit der Skalierungsmatrix Sb eines Körpers.
Der Vektor aller Skalierungsfaktoren s = [1sx, 1sy, 1sz, 2sx, 2sy, ..., nsx, nsy, nsz]T des
Systems wird über die Anzahl N der zu skalierenden dreidimensionalen Elemente im
Modell definiert. Das Ausgleichsproblem wird als Minimierung der Residuen zwischen
den statischen Mess- und Modellmarkern auf Lagebenene definiert, jedoch besteht der
Lösungsvektor x = [qT , sT ]T neben den generalisierten Koordinaten zusätzlich aus den
Skalierungsfaktoren. Damit ergibt sich das Residuum eines statischen Markerpaares zu
f statm (q, s) = Rstatm (q, s)− R̂statm (tn). (3.27)
Die Berechnung höherer Ableitungen der generalisierten Koordinaten sowie die Anga-
be eines Gradienten ist nicht notwendig, da nur zu einem einzigen Zeitpunkt skaliert
wird. Die Anzahl der Lösungsvariablen ist mit nq + 3nb, d.h. die Summe der Anzahl
der generalisierten Koordinaten und der dreifachen Anzahl der Starrkörper, im Allge-
meinen höher als die Anzahl der Koordinaten der statischen Marker und das Problem
wäre unterbestimmt. Auf eine hohe Anzahl statischer Marker möchte bzw. muss man
in der Praxis verzichten. Daher muss die Anzahl der frei zu bestimmenden Skalie-
rungsfaktoren reduziert werden. Das kann durch physiologisch plausible geometrische
Annahmen unter den Skalierungsfaktoren erreicht werden, z.B. können die linken und
rechten Gliedmaßen als symmetrisch betrachtet und deren Faktoren somit gleichge-
setzt werden. Ferner kann die räumliche Ausdehnung der Segmente der Extremitäten
in den drei Raumrichtungen linear abhängig voneinander skaliert werden, d.h. die Ska-
lierungsfaktoren in den Raumrichtungen sind pro Segment gleich. Weitere geometrische
Bedingungen z.B. zur Berechnung der Hüftgelenkszentren kann man aus der Literatur
[45, 117] entnehmen. Das Ausgleichsproblem ist somit ausreichend überbestimmt.
In der Literatur finden sich gleich mehrere Markersets, z.B. das Helen Hayes-Marker-
set [212] oder das Plugin-Gait-Markerset [214], welche zur Anwendung geometrischer
Rekonstruktionsverfahren entwickelt wurden. Ein umfangreiches Markerset wurde an
der University of Western Australia (UWA) [16, 57] entwickelt. Es besteht aus stati-
schen und dynamischen Markern und nutzt die nach Cappozzo et al. [29] vorgeschlage-
ne Clustertechnik. Die den Markersets zugrundeliegenden geometrischen Beziehungen
können in dem hier vorgeschlagenen optimierungsbasierten Skalierungsverfahren als
geometrische Abhängigkeiten unter den einzelnen Skalierungsfaktoren genutzt werden.
3.4 Optimierungsbasierte inverse Dynamik
Neben den Verläufen der kinematischen Größen interessieren auch Kräfte als Ursache
einer rekonstruierten Bewegung. Da die inneren Kräfte am Subjekt nur schwer oder gar
nicht messbar sind, wird eine modellbasierte inverse Berechnung von Kräften und Mo-
menten eingesetzt. Insbesondere wird piezoelektrischen Kraftmessverfahren eine höhere
Genauigkeit zugesprochen als der Rekonstruktion einer Bewegung und der anschließen-
den Berechnung der wirkenden Kräfte, da die Rekonstruktion und die Modellparameter
fehlerbehaftet sind.
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Umgebungsreaktionen können auf verschiedene Art und Weise modelliert werden.
Ein Kontakt kann beispielsweise als temporäre Gelenkbindung aufgefasst werden. Mit
expliziten Gelenkbindungen kann lediglich ein Kontaktpunkt als Gelenk zur Umge-
bung formuliert werden. Bei der Einführung weiterer Kontakte entstehen Schleifen und
die Anzahl der angenommenen generalisierten Koordinaten ist eventuell nicht mehr
minimal. Mit Hilfe von impliziten Bindungen kann theoretisch eine beliebige Anzahl
von Kontaktpunkten formuliert werden, was praktisch aber nur schwer realisierbar ist.
Bei nicht vorhandener dynamischer Messung können mit den bekannten kinematischen
Verläufen aus den Bewegungsgleichungen exakt sechs Umgebungsreaktionen berechnet
werden. Die Annahme weiterer Umgebungsreaktionen führt zu einem unterbestimm-
ten Gleichungssystem, welches nur durch weitere Modellannahmen gelöst werden kann,
z.B. durch pseudoinverse Methoden zur optimalen Verteilung der Kräfte oder durch
Kontaktgesetze.
In dieser Arbeit steht eine allgemeine Formulierung im Vordergrund, die zur An-
wendung auf beliebige Modelle mit vorliegenden Umgebungsreaktionen zielt. Die Mo-
dellierungsstrategie betrachtet die gemessenen Kräfte im Modell als äußere Kräfte. Der
Wurzelkörper ist definiert als derjenige Körper in der Baumstruktur, der als einziger
über ein Gelenk mit sechs Freiheitsgraden mit dem Laborkoordinatensystem verbun-
den ist und aufgrund der allgemeinen Modellformulierung nicht notwendigerweise ein
Körper mit Kontakt sein muss. Bei der Modellierung erwies sich das Hüftsegment als
günstig für den Wurzelkörper. Durch den hierarchischen Modellgraphen sind nun im-
mer die ersten sechs Zeilen der in Matrixform vorliegenden Bewegungsgleichungen mit
der Dynamik des Wurzelgelenks assoziiert. Unter der Wirkung von beliebigen äußeren
Kräften kann sodann die inverse dynamische Gleichung




formuliert werden. Dabei sind die qd die durch die Rekonstruktion bestimmten gene-
ralisierten Koordinaten, M(qd) ist die Massenmatrix des Systems, Q(qd, q̇d) enthält
quadratische und zentrifugale Terme sowie die Gewichtskräfte und sonstige lage- und
geschwindigkeitsabhängige Kraftterme, nicht aber die gemessenen äußeren Kräfte. An
den Körpern b ∈ {1, ..., n} greifen je Körper drei äußere Kräfte und Momente an ei-
nem Kraftangriffspunkt rb auf Körper Kb konzentriert an, die im sechsdimensionalen
Vektor F6b zusammengefasst werden, Jb(qd) ist die Jacobimatrix des jeweiligen Körper-
referenzsystems Kb, T sind die durch inverse Dynamik bestimmbaren generalisierten
Antriebskräfte. Die Übergangsmatrix Φb enthält den Relativvektor rb vom Ursprung







definiert. Der Vektor der äußeren Kräfte und Momente F6b enthält die aus der Messung
vorliegenden absoluten Koordinaten der erfassten äußeren Kräfte und Momente
F6b = [Fx, Fy, Fz,Mx,My,Mz]
T , (3.30)
die am Kontaktpunkt PKb wirken, wobei der kinematische Zusammenhang RKb =
Rb + AbbrKb gilt. Das Summenzeichen in Gleichung (3.28) kennzeichnet die Additi-
on aller durch Jb(qd) und Φb in den Minimalkoordinatenraum projizierten Kräfte. Die
Zusammenhänge sind in den Abbildungen 3.11 und 3.12 dargestellt.












Abbildung 3.11: Modell- und Versuchsaufbau.
Der Mensch als dynamisches System tritt mit der Umgebung nur durch die äußeren








d.h. die generalisierten Antriebe im Wurzelgelenk sind null und das System befindet
sich ausschließlich mit allen Umgebungsreaktionen im dynamischen Gleichgewicht. In
der Praxis kommt der Idealfall aufgrund von Modell- und Messfehlern nicht vor und







auf. In Gleichung (3.32) sind die TR6×1 die generalisierten Residuen am Wurzelgelenk
und notwendig zur Erfüllung des Kräftegleichgewichts bei fehlerbehafteten Systemen.
Die generalisierten Kräfte T̂(nq−6)×1 sowie rekonstruierte Größen und Parameteran-
nahmen sind ebenfalls fehlerbehaftet, und deren Güte ist durch TR6×1 näherungsweise
bewertbar.
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Der hier verfolgte Ansatz unterscheidet sich vom klassischen Newton-Euler-Ansatz
in der Biomechanik, bei dem das Auftreten der Residuen auch gegeben ist. Vor der
Durchführung der inversen Dynamik mit einem Newton-Euler-Ansatz wird die Ent-
scheidung getroffen, die Berechnung bottom up, d.h. von den Reaktionspunkten begin-
nend die Körperkette entlang, oder top down, d.h. von den Enden der Mehrkörper-
struktur zu den Reaktionspunkten hin, durchzuführen. Diese Entscheidung basiert auf
der Annahme, dass die Modellfehler durch Residuen am Ende der Durchlaufrichtung
ausgeglichen und die berechneten Größen am Anfang der Durchlaufrichtung dadurch
genauer sind, weil den gemessenen Kräfte eine höhere Genauigkeit zugesprochen wird
als den rekonstruierten kinematischen Daten. Der Natur eines Minimalkoordinatenan-
satzes entspricht es hingegen, dass die Residuen am Gelenk zur Umgebung zunächst
als generalisierte Antriebskräfte auftreten. Über weitere Transformationsvorschriften
kann man die Residuen aber auch an jedem beliebigen Körper des Systems annehmen.
Die dynamischen Messdaten F6b sowie der bezüglich Kb relative Reaktionspunkt br
K
b
und damit rKb und RKb sind zeitabhängig, d.h. Kraftangriffspunkte wandern auf der
Körperoberfläche und können formal auch auf andere Körper übergehen.
Abbildung 3.12: Zusammenhänge im Körper Kb mit Kraftangriffspunkt PKb .
Gemäß der Modellvorstellung kann unter normalen Bedingungen bei Bodenkon-
takt mit dem Fuß nur das Moment um die Vertikale zur Bodenebene eingeleitet wer-
den, d.h. die menschliche Körperoberfläche lässt eine Einleitung der beiden ande-
ren Momente um die in der Ebene liegenden Raumachsen auf einer ebenen Mess-
platte physisch nicht zu. Aus dieser Annahme ergibt sich der Vektor der äußeren
Kräfte zu F6b = [Fx, Fy, Fz, 0,My, 0]
T , und eine Berechnung des Reaktionspunktes
RKb = [X, 0, Z]T ist in Koordinaten bezüglich K0 in der von der Platte aufgespann-
ten Ebene möglich [2]. Darauf aufbauend ist die Kraft Fy in vertikaler Richtung
physisch nur als Druckkraft möglich. Fx, Fz und My entstehen aufgrund der Ober-
flächenreibung und können positive und negative Werte annehmen. Der zur Berech-
nung der zeitabhängigen Matrix Φb benötigte zeitabhängige Relativvektor kann dann
zu jedem diskreten Zeitpunkt aus
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ermittelt werden. In Abbildung 3.12 ist der Zusammenhang grafisch dargestellt, wobei
der Fuß als ein starrer Körper aufgefasst wird.
Mit Gleichung (3.28) können die generalisierten Antriebe unter Vorgabe der rekon-
struierten Größen und der dynamisch erfassten Größen unter Erfüllung von Gleichung
(3.34) zu jedem Zeitschritt ermittelt werden. Die Residuen treten am realen System
nicht auf und im Modellsystem sollen diese idealerweise verschwinden. Darauf aufbau-
en kann man wieder ein Optimierungs- bzw. Ausgleichsproblem formulieren und damit
die Systemparameter und -variablen verbessern. Dies wird im Folgenden gezeigt.
3.4.1 Modelloptimierung mit Messdaten
Durch Regression und Skalierung werden die Modellparameter bereits in guter Näherung
bestimmt. Allerdings besteht die Möglichkeit, die Parameter weiter anzupassen. Man
kann die Bewegungsgleichungen (3.28), die nun auch die Umgebungsreaktionen enthal-




JTb (qd)ΦbF6b ≡ w(qd, q̇d, q̈d,F6b ,h) = T̂, (3.35)
Für ein biomechanisches Menschmodell, das auf Regressionsgleichungen basiert, enthält
die Vektorfunktion w(qd, q̇d, q̈d,F6b ,h) in Gleichung (3.35) die Systemgleichungen mit
den aus der Rekonstruktion bekannten Trajektorien- und Reaktionsverläufen und den
durch Regression bestimmten Parametern h, z.B. Massen und relative Schwerpunktla-
gen. Die inverse Dynamik bestimmt die generalisierten Antriebe T̂.
Bei Craig [40] und Lewis [120] findet man eine Form der Bewegungsgleichungen
M(qd)q̈d −Q(qd, q̇d) ≡ W̄(qd, q̇d, q̈d) · h̄ = Td, (3.36)
die linear nach darin enthaltenen Parametern h̄ aufgelöst wurde. Die Matrix W̄ enthält
nichtlineare Funktionen in Abhängigkeit der generalisierten Koordinaten qd und deren
ersten und zweiten Ableitungen q̇d und q̈d. Der Index d symbolisiert dabei, dass die
Koordinatenverläufe sowie die generalisierten Antriebe Td bekannt sind. Somit besteht
die Möglichkeit, etwaige unbekannte Parameter des Systems zu bestimmen. Diese Form
der Bewegungsgleichungen wird beispielsweise genutzt, um bei Robotersystemen unbe-
kannte Massen und Trägheitsparameter einer Nutzlast zu bestimmen. Die Gelenktra-
jektorien sowie die Antriebsmomente werden hierfür von Sensoren erfasst. Allerdings
können die Gleichungen nicht nach allen Systemparametern linear aufgelöst werden.
Die Gleichungen enthalten Produkte aus Massen- und Längenparameter, die bei gleich-
zeitiger Bestimmung nichtlinear abhängig sind. Daher werden als Parameter hier gerne
die Masse, die Produkte aus Masse und Länge sowie die Trägheitsmomente gewählt,
was bei einem starren Robotersystem durchaus Sinn macht. Gleichung (3.36) eignet
sich zur Lösung eines lineares Ausgleichgsproblems mit den erfassten Antriebsgrößen
Td, um die Parameter zu bestimmen.
Mit Gleichung (3.35) kann hingegen über die Residuen ein nichtlineares Ausgleichs-
problem formuliert werden, das die in T̂ enthaltenen Residuen minimiert und die Para-
meter bestimmt. Das kann unter Einbezug der Daten für einen oder mehrere Zeitpunkte
erfolgen. Die in Frage kommenden Parameter sind jedoch bei langsamen Bewegungen
auf die Schwerpunktlagen begrenzt, was aus folgenden Überlegungen hervorgeht: Ei-
ne Änderung der einzelnen Körpermassen muss so erfolgen, dass die Gesamtmasse
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im Modell erhalten bleibt, da diese durch Wiegen des Subjekts bestimmt wird. Die
Trägheitstensoren beeinflussen die Residuen nur, falls die Geschwindigkeiten q̇d und
die Beschleunigungen q̈d nicht verschwinden, d.h. in einer statischen Pose hat ihre
Änderung kaum Auswirkungen auf die Reduktion der Residuen. Auch der Einfluss der
Schwabbelmassen ist statisch nicht gegeben, was zur Bestimmung des Schwerpunktes
vorteilhaft ist. Eine Bestimmung des Trägheitstensors ist bei höheren, nicht verschwin-
denden Geschwindigkeiten und Beschleunigungen möglich, aber durch die Schwabbel-
massenbewegung schwierig und eventuell ungenau.
Der Gesamtschwerpunkt liegt beim Menschen in stehender, statischer Pose über der
Geraden, die die beiden Bodenreaktionen verbindet. Im Regressionsmodell eventuell
abweichende Schwerpunktlagen verursachen daher in erster Linie Residuenmomente. Es
bietet sich daher an, einzelne Schwerpunktlagen dem Subjekt entsprechend anzupassen
und dadurch die Residuen mit einer aufgezeichneten T-Pose zu minimieren. An den
vier massereichsten Segmenten Hüfte, Torso und den beiden Oberschenkeln zeigt sich
in der Regel der größte subjektbezogene Unterschied, z.B. aufgrund von Geschlecht
oder Adipositas.
















durch die relativen Schwerpunktlagen von Hüft-, Oberkörper- und Oberschenkelseg-
menten unter der Annahme definiert, dass der Schwerpunkt auf dem einzelnen Starr-
körper in lateraler Richtung symmetrisch angeordnet ist. Zur Stabilisierung des Verfah-
rens wird ferner gefordert, dass die mit wi gewichtete Differenz zwischen optimalem und
aus den Regressionsgleichungen anfangs vorgegebenen Schwerpunktlagen h0 minimal

















Die einzelnen Residuen und die Schwerpunktlagen werden jeweils mit ihren Ausgangs-
größen normiert, um eine Verhältnismäßigkeit zu gewährleisten.
Funktionsweise am Beispiel einer Kniebeuge
Zur Analyse von Kniebeugen wurde für ein Subjekt (Körpergewicht 81.3 kg, Körper-
größe 1.78 m) zunächst eine T-Pose mit dem Motion Capture-System und zwei Kraft-
messplatten aufgezeichnet. Im Anschluss wurden Kniebeugen mit und ohne Zusatz-
gewichten aufgenommen. Nach der Bewegungsrekonstruktion mit dem sequentiellen
Verfahren aus Abschnitt 3.3.3 wurden die Schwerpunktlagen gemäß dem Ausgleichspro-
blem (3.38) mit den Gewichtungsfaktoren wi = 1 optimiert. Die Optimierung erfolgte
hierfür über 200 Kameraframes, die mit 200 Hz aufgezeichnet wurden. In Abbildung
3.14 werden die Residuenverläufe vor und nach dem Ausgleich gezeigt. Am signifikan-
testen änderte sich dabei das Momentenresiduum um die inertiale z-Achse. Insgesamt
kann man hier über die Residuen vor der Optimierung sagen, dass sie bereits gering
sind und die Parameter durch die Regressionsannahmen in guter Näherung stimmen.
Die berechneten optimalen Schwerpunktlagen unterscheiden sich nur geringfügig von
den originalen Lagen in der Hüfte und im Thorax um weniger als 1 cm, die Oberschen-
kellagen in körperfester x-Richtung um knapp 2 cm und in körperfester y-Richtung im
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Abbildung 3.13: Kniebeuge in Stellung 90 ◦ Kniewinkel. Links: Seitenansicht. Rechts:
3d-Ansicht. Der hellgraue Pfeil stellt den Ortsvektor des Gesamtschwerpunkts des Mo-
dells vor dem Ausgleich dar, der dunkelgraue Pfeil den Ortsvektor nach dem Ausgleich.
Millimeterbereich. In Abbildung 3.13 ist die Stellung der Kniebeuge mit einem Knie-
winkel von etwa 90 ◦ gezeigt. In der Seitenansicht (links) ist gut zu erkennen, dass die
optimierten Schwerpunktlagen in dieser Stellung zu einem Gesamtschwerpunkt des Sy-
stems führen, der direkt über den Bodenreaktionen liegt. Für die dargestellte statische
Kniebeugenstellung ist das plausibel.
3.4.2 Variablenoptimierung mit Messdaten
Eine Parameteroptimierung wie sie im vorangegangenen Abschnitt beschrieben wur-
de, reduziert die Residuen im Durchschnitt über die Zeit, d.h. ein optimal gewählter
aber über die Zeit konstanter Modellparameter kann periodisch auftretende oder durch
Stöße bedingte kurzzeitig höhere Residuen nicht kompensieren. Mit den folgenden Ver-
fahren wird versucht, auch zeitlich begrenzte Effekte in den Residuenverläufen zu kom-
pensieren. Hierzu wird vorausgesetzt, dass eine Skalierung, Rekonstruktion und etwaige
Parameteranpassung bereits durchgeführt wurde.
Vorüberlegungen
Eine globale Optimierung, die über alle Zeitschritte gleichzeitig durchgeführt wird und
deren Ziel es ist, die Residuen über die Zeit unter Anpassung der Variablenverläufe
und Modellparameter zu minimieren, kommt nur für Aufnahmen mit wenigen Kame-
raframes in Betracht, da das Optimierungsproblem ansonsten aus mehreren tausend
Unbekannten besteht und sowohl numerisch aufwändig als auch bezüglich der Berech-
nungszeit hoch ist.
Zur effektivieren Berechnung von Muskelaktivierungen schlagen Thelen et al. [202]
einen Ansatz vor, der die Bewegungsgleichungen integriert. Ein PD-Regler erzeugt da-
bei aus den rekonstruierten Daten und dem momentanen Zustand des Systems die











































































Abbildung 3.14: Residuenvergleiche für originale und optimierte Schwerpunktlagen von
Oberkörper, Hüfte und Oberschenkeln. Deutlich zu erkennen ist die Verbesserung des
Residuenmomentes T rz um die z-Achse.
gewünschte Beschleunigung. In [201] beschreiben Thelen und Anderson gar einen Re-
sidueneliminierungsalgorithmus, der die Residuen während der Vorwärtsintegration
vollständig eliminiert. Allerdings besteht dabei das Problem, dass die Ergebnistra-
jektorien nach kurzer Zeit von den Solltrajektorien wegdriften, da die Eliminierung zu
stark in den Regelkreislauf eingreift.
Eine Vorwärtsintegration ist prinzipiell von Vorteil, da sie in der Regel schnell
abläuft und darüber hinaus sicherstellt, dass die Trajektorienverläufe und deren Ab-
leitungen zueinander passen. Das Systemverhalten ist durch die Integration auch un-
ter Störeinflüssen immer konsistent. Eine reine Regelung und Integration der System-
gleichungen nach rekonstruierten Trajektorien ohne Betrachtung der Residuen kann
durch die entsprechende Wahl der Reglerparameter sogar zur Glättung dienen. Inner-
halb einer Integration ist der Systemzustand fest, d.h. nur die Antriebsgrößen und die
Beschleunigungen können beeinflusst werden und haben erst im nächsten Integrati-
onsschritt Auswirkungen auf die Zustandsvariablen und das weitere Reglerverhalten.
Innerhalb einer Integration können auch noch andere Aspekte betrachtet werden, z.B.
eine Schwabbelmassenbewegung, die in der Rekonstruktion nicht betrachtet wird, sowie
Kontaktgesetze.
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Vorwärtsintegration und Regler




















vor. Während der Integration von (3.39) müssen die generalisierten Antriebe T vor-
gegeben werden. Diese werden über das computed-torque-Regelgesetz auf Basis der
Gleichung




nach Lewis [120] erzeugt, die eine Linearisierung der Zustandsrückführung bewirkt.
Dabei wird die inverse Dynamik des Modells berechnet. Die lineare Fehlerdynamik zur
Berechnung der Stellgröße u wird hier mit einem PD-Regler
u = −Kvė−Kpe (3.41)
bewerkstelligt. In (3.41) sind Kp und Kv die diagonalen nq × nq Korrekturmatrizen,
ė = q̇d − q̇ und e = qd − q die Sollabweichungen und qd, q̇d und q̈d die aus der
Rekonstruktion bekannten Solltrajektorien. Die Korrekturmatrizen werden gemäß
Kv = 2cI, Kp = c2I (3.42)
kritisch gedämpft bestimmt, da ein Überschwingen des Systems unerwünscht ist und die
Regelung damit asymptotisch stabil wird. Der Regelparameter c steht in Verbindung
mit dem charakteristischen Polynom
p(s) = s2 + 2Kvs+Kp = s2 + 2Dω0s+ ω20 (3.43)
der Fehlerdynamik und entspricht für ein kritisches Dämpfungsmaß D = 1 der Ei-
genfrequenz ω0 des Reglers. Die Diagonalen der Matrizen Kv und Kp werden hier
aus einem skalar vorgegebenen c gebildet. Eine unabhängige Anpassung der einzelnen
Einträge ist aber prinzipiell auch möglich. Die Geschwindigkeit des Reglers ist von c
abhängig. Für einen großen Wert fährt der Regler die Positionstrajektorie exakt ab,
für einen kleinen Wert besitzt der Regler Glättungstendenzen. Abhängig von der Ab-
tastrate, der Geschwindigkeit und der Frequenz der betrachteten Bewegungen wird im
Robotikbereich in der Regel ein c zwischen 5 und 20 gewählt. Zyklische menschliche
Bewegungen werden in der Regel mit 0 − 5 Hz ausgeführt, schnelle Bewegungen, wie
z.B. wechselseitiges Beintapping im Stepptanz mit bis zu 17 Hz [203].
Ansatz 1
Zur Minimierung der Residuen wird nun im Regelkreis zwischen der computed-torque-
Transformation und den Modellgleichungen ein Ausgleichsproblem für jeden Integra-
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mit den Gewichtungsfaktoren wT,i und wq,j. Die Residuen TRi (q̈) sollen dabei verschwin-
den und die Änderung der Beschleunigungen q̈j gegenüber den Sollbeschleunigungen q̈dj
gering gehalten werden. Zur Konditionierung der Zielfunktion werden der erste Term
mit den aus den Sollgrößen berechneten Residuen TRdi(q̈d) und der zweite Term mit den
Sollbeschleunigungen q̈dj normiert. Die Anzahl n der anzupassenden Beschleunigungen
q̈j, j = 1, ..., n, muss dabei nicht der Anzahl nq der generalisierten Koordinaten des
Systems entsprechen, es können durchaus auch weniger Variablen in der Optimierung
betrachtet werden. Durch die Wahl der Gewichtungsfaktoren lässt sich die Drift von
den Solltrajektorien in den Griff bekommen. Die Residuen können in der Regel nicht
vollständig eliminiert, sondern nur reduziert werden, da die Störung des Regelkreises
durch die starke Änderung der Variablen für den Regler nicht mehr beherrschbar wird.
Ansatz 2
Anstatt ein Ausgleichsproblem innerhalb der Integration zu lösen, werden in diesem














unter Annahme verschwindender Residuen nach den Beschleunigungen aufgelöst. Dabei
entspricht P+ = Mnq6×1(qd) der Pseudoinversen der Massematrix nach Moore-Penrose,
welche aus der unterbestimmten Gleichung (3.45) die Lösung mit kleinster Norm und
kleinstem Fehler ermittelt. Die Gleichung wird für jeden Zeitschritt einzeln aufgelöst.
Anschließend wird ohne Ausgleichseingriff geregelt integriert unter Sollvorgabe der neu
berechneten Beschleunigungen ˆ̈qd und der bestehenden Lage- und Geschwindigkeits-
sollgrößen qd und q̇d.
Die Arbeitsweise und die Leistungsfähigkeit beider Ansätze wird im abschließenden
Anwendungsbeispiel gezeigt.
3.5 Anwendungsbeispiel zu den Analyseverfahren
Im Folgenden werden die vorgestellten Algorithmen exemplarisch auf eine hochdyna-
mische Stepptanzbewegung angewandt. Bei den Versuchen wurden kinematische und
dynamische Messdaten erfasst und ein Vergleich der Verfahren ist insbesondere durch
die Residuenkräfte und -momente möglich. Das durch das Ausgleichsverfahren bedingte




An einer Studie zur Analyse von Bewegungen und Belastungen beim Stepptanz [157]
nahmen 12 international erfolgreiche Stepptänzerinnen teil. Der Tanzschritt Flap wurde
für die Untersuchung gewählt. Dabei schlägt das Spielbein zunächst mit dem Fußballen
den Boden an und macht im Anschluss einen belasteten Step, d.h. das Spielbein wird
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zum Standbein und das andere Bein übernimmt das Spiel. Die Bewegungen wurden
mit einem optoelektronischen Motion Capture-System (Vicon) mit 200 Hz und zwei
Kraftmessplatten (eine pro Bein, AMTI, 1000 Hz) aufgezeichnet. Die im Folgenden ex-
emplarisch betrachtete Bewegung stammt von einer Probandin mit 53 kg Körpermasse
und 167 cm Körpergröße. Eine Schwabbelmassenbewegung war während des Versuches
sichtbar. Die Bewegung wurde über 10 s aufgezeichnet und rekonstruiert.
Bewegungsrekonstruktion
Das Menschmodell aus Abschnitt 3.2 mit 48 Freiheitsgraden wurde zur Rekonstrukion
verwendet und zur besseren Approximation der unteren Extremitäten um die Freiheits-
grade Varus-Valgus-Stellung und die Unterschenkelrotation erweitert.
Nach der Aufnahme wurden die Markerdaten mit einem quintischen Spline ge-
ringfügig geglättet und der Skalierungsalgorithmus auf eine T-Pose angewandt. Dann
wurde der positionsbasierte Rekonstruktionsalgorithmus (pV) angewandt. Anschlie-
ßend wurden die Zeittrajektorien der Gelenkkoordinaten mit einem Butterworthfil-
ter geglättet. Um eine praxisnahe Filterung zu erhalten, wurde die Grenzfrequenz
des Filters auf 20 Hz gesetzt. Anschließend wurden die Trajektorien mit quintischen
Glättungssplines approximiert. Jeder Datenpunkt war dabei im Spline enthalten, d.h.
es wurde durch die Splineapproximation nicht weiter geglättet. Anschließend wurden
durch Splineableitung die Geschwindigkeits- und die Beschleunigungsverläufe der ge-
neralisierten Koordinaten interpoliert. Zur Anwendung des sequentiellen Rekonstruk-
tionsalgorithmus (sV) wurden aus den geglätteten Markerpositionen direkt durch Spli-
neableitung die Geschwindigkeits- und Beschleunigungsverläufe der Marker gebildet.
Nach den Verfahrensanwendungen wurden die rekonstruierten Koordinatenverläufe so-
wie deren Ableitungen nicht geglättet. Für beide Verfahren wurden die Verläufe der
generalisierten Kräfte durch inverse Dynamik unter Einbeziehung der Kraftmessda-
ten berechnet. Dazu wurden die Kraftmessdaten, die in einer höheren Auflösung als
die Positionsdaten vorlagen, linear auf die Zeitskala der Positionsdaten interpoliert.
Durch die inverse Dynamik sind die sechs Residuenverläufe bekannt. Für deren einzel-
ne Verläufe wurde die Wurzel des mittleren quadratischen Fehlers (RMSE) bezüglich
des idealen Nullverlaufs gebildet. Die RMSE-Werte der Verfahren wurden anschließend
miteinander verglichen.
Dynamische Optimierung
Die sequentiell rekonstruierten Daten dienten zur Weiterverarbeitung. Für eine T-Pose
wurden die Schwerpunkte der Hüfte, des Thorax und der Oberschenkel gemäß Ab-
schnitt 3.4.1 angepasst. Anschließend wurden beide Ansätze zur Residuenminimierung
über die Zeit angewandt.
Für Ansatz 1 wurden gemäß Gleichung (3.44) die drei translatorischen Freiheitsgra-
de des Wurzelgelenks sowie die drei Rotationsfreiheitsgrade der Wirbelsäule optimiert.
Die verbleibenden Freiheitsgrade wurden aus folgenden Gründen nicht in das Aus-
gleichsproblem mit einbezogen: Die Einbeziehung der drei Rotationsfreiheitsgrade im
Wurzelgelenk bewirkte in Tests eine starke Abdrift der betreffenden Trajektorien von
den Solltrajektorien, die Anwendung auf Freiheitsgrade in den Extremitäten wirkt sich
nicht auf die Verringerung der Residuen aus, da insbesondere die Massen der Extre-
mitäten klein gegenüber der Rumpfmasse sind. Auf Beispiele hierzu wird verzichtet.
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Es wurden Gewichtungsfaktoren wT i = 1.2, i = 1, ..., 6, und wqj = 0.95, j = 1, ..., 6,
verwendet, die experimentell als akzeptablel befunden wurden. Ansatz 2 wurde wie
oben beschrieben ausgeführt.
Für die Ergebnistrajektorien wurden die einzelnen RMSE der Residuen bezüglich
deren idealem Nullverlauf bestimmt. Des Weiteren wurden RMSE der durch die Inte-
gration leicht veränderten Koordinatentrajektorien bezüglich der Solltrajektorien aus
der Rekonstruktion gebildet.
Erweiterung auf Schwabbelmassen
Da eine Schwabbelmassenbewegung während der Messung ersichtlich war, wurde dem
Modell versuchshalber eine Schwabbelmasse hinzugefügt. Die hierzu notwendigen vis-
koelastischen Parameter wurden zunächst aus den wenigen dazu vorhandenen Lite-
raturstellen [77, 78] bezogen. Da in ersten Experimenten kaum ein Effekt sichtbar
war, wurden die Parameter jedoch willkürlich weniger steif und bezüglich der in den
Koordinaten- und Residuenverläufen auftretenden Frequenzen so gewählt, dass eine
Art Tilgereffekt auftrat. Die Schwabbelmasse wurde dabei nicht wie in der Technik
üblich als Schwingungstilger, sondern als Residuentilger eingesetzt.
Die Schwabbelmasse wurde mit dem Thorax verbunden und als Punktmasse mit
drei translatorischen Freiheitsgraden bezüglich des Thorax-Referenzsystems modelliert.
Am Thorax-Segment ist die meiste Masse konzentriert und der Effekt einer etwaigen
Residuenkompensation dadurch besser sichtbar. Die Masse wurde mit m = 15.5 kg an-
genommen und die entsprechende Masse wurde vom Thoraxsegment abgezogen. In jede
Richtung wurden lineare viskoelastische Parameter angenommen. Die drei Federkon-
stanten wurden je mit 2500 N/m nach einer FFT-Analyse der Schwerpunktbewegung
von etwa 2 Hz des Gesamtsystems angepasst und die Dämpferkonstante wurde dazu
als optimal dämpfend mit d = 360 N/ms angenommen. Die Schwabbelmasse wird nicht
angetrieben, d.h. die generalisierten Kräfte der den Schwabbelmassen entsprechenden
Zeilen der Bewegungsgleichung wurden zu null angenommen. Die Bewegung der Punkt-
masse wurde aus der Vorwärtsintegration erhalten.
3.5.2 Ergebnisse
Rekonstruktion der Kinematik
In Abbildung 3.15 sind als Beispiel einer rekonstruierten Trajektorie der Verlauf des
Knieflexionswinkels und die zugehörigen Geschwindigkeits- und Beschleunigungsver-
läufe dargestellt, die mit dem positionsbasierten Verfahren (pV) und dem sequentiellen
Verfahren (sV) berechnet wurden. Das generalisierte Antriebsmoment aus der inver-
sen Dynamik ist ebenfalls eingetragen. Wie in Abschnitt 3.3.3 bereits beschrieben,
sind die Verfahren auf Lageebene äquivalent. Die Geschwindigkeits- und Beschleuni-
gungsverläufe aus dem pV zeigen die durch Interpolation bedingten Artefakte. Der Be-
schleunigungsverlauf weist wie zu erwarten eine höhere Artefaktbildung des pV bedingt
durch die zweimalige Ableitung auf. Der Winkelverlauf zeigt die bei der betrachteten
Bewegung zu erwartenden Trajektorien.
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Abbildung 3.15: Verläufe des Winkels, der Geschwindigkeit, der Beschleunigung und
des Antriebsmomentes des Knieflexionsfreiheitsgrads, jeweils rekonstruiert mit dem pV
und dem sV.

























Abbildung 3.16: RMSE der Kräfteresiduen bezüglich des Nullverlaufs von sequentiel-
lem Verfahren (sV) und positionsbasiertem Verfahren mit Interpolation (pV). T tx [N],
T ty [N], T tz [N]: translatorische Residuen in x,y,z-Richtung, T rx [Nm], T ry [Nm], T rz [Nm]:
rotatorische Residen um x,y,z-Achse.
Die berechneten sechs RMSE-Werte der Residuen, die am Wurzelgelenk bezüglich
des Idealnullverlaufes auftreten, sind aus beiden Rekonstruktionsverfahren in Abbil-
dung 3.16 dargestellt. Sie werden im Folgenden in die drei translatorischen Residu-
en (T tx, T ty , T tz), die in Newton [N] vorliegen, und die drei rotatorischen Residuen
(T rx , T ry , T rz ), die in Newtonmeter [Nm] vorliegen, aufgeteilt. Aufgrund von etwaigen
verfahrensverschiedenen Einschwingvorgängen werden die ersten drei Sekunden der Be-
wegung zur Berechnung der RMSE abgeschnitten.
Deutlich erkennbar in Abbildung 3.16 ist, dass die Residuen aus dem pV höher aus-
fallen als diejenigen aus dem sV. Das kann insbesondere auf die zweifache Ableitung
der pV-Trajektorien zurückgeführt werden und ist aus Abblidung 3.15 ersichtlich. In
weiteren Tests wird die Grenzfrequenz des Butterworthfilters auch höher und niedriger
als die betrachteten 20 Hz gewählt. Eine Erhöhung bewirkt dabei entsprechend höhere
pV-Residuen. Mit der Wahl kleinerer Grenzfrequenzen können die Geschwindigkeits-
und Beschleunigungstrajektorien stark geglättet werden. Bei einer Grenzfrequenz von
0 Hz werden die Residuen sowie auch die Geschwindigkeits- und die Beschleunigungs-
verläufe entsprechend zu Null erhalten, was selbstverständlich keiner praxistauglichen
Glättung entspricht, aber die enormen Manipulationsmöglichkeiten durch die Wahl der
Grenzfrequenz aufzeigt. Eine zu starke Filterung ist mit deutlichem Informationsver-
lust verbunden, d.h. eine plausible Übereinstimmung mit der Realität ist so nicht mehr
gewährleistet.
Die rotatorischen Residuen (T rx , T ry , T rz ) des pV fallen geringer aus und liegen
näher bei jenen des sV. Große Unterschiede zwischen den Verfahren zeigen sich bei den
translatorischen Residuen in x- und z-Richtung mit etwa 50 % Unterschied. Die größten
RMSE ergeben sich für beide Verfahren in y-Richtung. Der Körperschwerpunkt bewegt
sich hauptsächlich auf und ab in Richtung des Schwerefeldes, d.h. hier findet auch die
größte Schwabbelmassen- und Hautartefaktbewegung statt, was als Hauptursache der
Residuen in dieser Richtung gesehen werden kann.
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Abbildung 3.17: Stepptanzbewegung Flaps: Ausschnitte aus einem Intervall über eine
Sekunde entsprechend einem Beinwechsel.
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In Abbildung 3.17 wird die rekonstruierte Bewegung durch eine Bildfolge veran-
schaulicht. Von links oben nach rechts unten ist ein vollständiger Wechsel des Stand-
beines dargestellt, was etwa einer Sekunde Bewegung entspricht. Der Rumpf rotiert
während der Bewegung kaum und auch in die translatorischen Richtungen ist keine
größere Bewegung festzustellen. Die umfangreichste Bewegung findet in den Beinen
statt. Der linke Arm führt vermutlich zur besseren Körperbalance eine Pendelbewe-
gung aus. Der Kraftangriffspunkt befindet sich fast ausschließlich am Fußballen.
Optimierung der Dynamik
In Abbildung 3.18 sind die sechs Residuenverläufe aus dem sV und die beiden vertikalen
Kraftkomponenten (Fy links und Fy rechts) aus den Bodenreaktionsvektoren F6(t) =
[Fx(t), Fy(t), Fz(t), 0,My(t), 0] der linken und rechten Kraftmessplatte über der Zeit
dargestellt. Die Daten sind noch nicht optimiert. Der Beginn der rechten bzw. linken
Beinunterstützung und der damit verbundene Stoß ist jeweils kenntlich gemacht.
Am Anfang der Bewegung steht das Subjekt mit beiden Beinen auf dem Boden, da
beide vertikalen Bodenreaktionen Fy links und Fy rechts das Körpergewicht mit etwa
270 N entsprechend einer Masse von 53 kg je etwa zur Hälfte messen. Die Bewegung ist
zu Beginn relativ statisch, die Residuen sind annähernd null. Daraus lässt sich schlie-
ßen, dass noch keine Schwabbelmassenbewegung stattfindet und Hautverschiebunsar-
tefakte sind nicht gegeben. Die kinematisch rekonstruierten Daten passen hier bereits
sehr gut zu den gemessenen Bodenreaktionen. Etwa ab dem Zeitpunkt 3.7 s übernimmt
das linke Bein die Standbeinfunktion und das rechte hebt ab. Ab dem Zeitpunkt 4.2 s
übernimmt das rechte Bein stoßartig die Standbeinfunktion. Dabei ist in den Residuen
eine Spitze zu beobachten, insbesondere in vertikaler Richtung. Diese taucht bei jedem
Beinwechsel mit etwa 1 Hz auf und ist in Abbildung 3.18 durch die vertikalen Linien
gekennzeichnet. Die translatorischen Residuen in x und z bewegen sich etwa zwischen
−80 N und +80 N und in der vertikalen Richtung y etwa zwischen −300 N und +200 N.
Innerhalb einer Beinwechselperiode fällt das Antippen des Bodens mit dem Fußballen
des Spielbeins vergleichsweise wenig ins Gewicht, allerdings sind weitere um null os-
zillierende Residuen zu beobachten, die nicht den Stößen zugeordnet werden können.
In y-Richtung werden sie durch die Bewegung des Spielbeins sowie durch Schwabbel-
massenbewegung hervorgerufen und folgen einer gewissen Periodizität. Die Residuen-
verläufe sind offensichtlich nicht nur mit weißem Rauschen behaftet, sondern besitzen
mit der Bewegung einhergehende Artefakte. Die Folgeschwingung nach dem rechten
Beinstoß fällt besonders gravierend in den Residuen aus. Die Residuenmomente um x
und y weisen kaum weitere periodische Schwingungen innerhalb der Stöße auf. Im Re-
siduenmoment T rz um z und in den drei translatorischen Residuen kann man dagegen
wiederkehrende Verläufe gut erkennen. Die auftretenden Stoßspitzen sowie die peri-
odischen Bewegungen in den Residuenverläufen sind plausibel, da bislang mit einem
reinen Starrkörperansatz ohne viskoelastische Elemente und Schwabbelmassen gear-
beitet wurde. Eine Information über die Schwabbelmassenbewegung an sich ist nicht
verfügbar, da an stark schwabbelnden Körperoberflächen aufgrund des Rekonstrukti-
onsansatzes bewußt keine Markerpunkte angebracht werden.
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Abbildung 3.18: Die sechs Kräfteresiduen am Wurzelkörper dargestellt über den ge-
messenen vertikalen Bodenreaktionen Fy der linken und rechten Kraftmessplatte.































































Abbildung 3.19: Messdaten der linken und rechten Kraftmessplatte. Der Vektor der je-
weiligen Bodenreaktionen F6(t) = [Fx(t), Fy(t), Fz(t), 0,My(t), 0] enthält die drei trans-
latorischen Messkräfte und das Moment um die Vertikalachse. In die anderen Richtun-
gen wird am Reaktionspunkt kein Moment eingeleitet.























































Abbildung 3.21: RMSE-Änderung der Koordinatentrajektorien des Wurzelgelenks qtx,
qty, qtz, qrx, qry, qrz und der drei lumbaren Freiheitsgrade qr,lumx , qr,lumy , qr,lumz aus den
einzelnen Ansätzen bezüglich der ursprünglich mittels sV rekonstruierten Verläufe.
In Abbildung 3.19 sind die Messschriebe der beiden Kraftmessplatten dargestellt.
Durch die Bewegung im Schwerefeld bedingt zeigen die translatorischen Vertikalkom-
ponenten Fy die größten Amplituden. Die gemessenen Kräfte Fz in laterale Richtung
vom Körper weg zeigen den Standbeinwechsel und damit verbundene laterale Bewegun-
gen an. Vermutlich war das Subjekt Rechtshänder, da die durch den Standbeinwechsel
bedingten Stoßspitzen der rechten Kraftmessplatte höher ausfallen.
Den Standbeinwechsel kann man sehr gut auch in den Verläufen der generalisier-
ten Antriebe der rechten Knieflexion in Abbildung 3.15 erkennen. Die Spitzen der
Antriebskräfte zu den Zeitpunkten 4.2 s, 5.3 s und 6.4 s entsprechen den Spitzen der
aufgezeichneten Daten der rechten Kraftmessplatte.
Auf die mit dem sV rekonstruierte Bewegung wird die Schwerpunktoptimierung
zusammen mit Kraftmessdaten in einer T-Pose angewandt. Im Anschluss folgt die Va-
riablenoptimierung mit beiden Ansätzen. In Abbildung 3.20 werden die RMSE-Werte
der sechs Residuen aus der reinen Rekonstruktion, dem Ausgleichsverfahren im Ansatz
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1, dem Ansatz 1 kombiniert mit einer Schwabbelmasse und dem ohne Optimierung
auskommenden Ansatz 2 verglichen. Hierbei fällt auf, dass alle Verbesserungsansätze
eine Residuenreduktion erzielen. Ansatz 2 schneidet am besten ab, insbesondere ist er
als einziger auch in der Lage, die rotatorischen Residuen (T rx , T ry , T rz ) etwas zu kom-
pensieren. Seine Stärke spielt er in der Reduktion des vertikalen Residuums T ty aus,
wobei er eine Reduktion gegenüber dem sV um 50 % erzielt. Ansatz 1 schafft diese
Reduktion in vertikaler Richtung nicht, allerdings werden die Residuen in den beiden
horizontalen Richtungen etwas reduziert.
Die veränderten Residuen kommen durch Änderung der Verläufe der generalisierten
Koordinaten sowie deren Ableitungen zustande. Insofern reicht es nicht aus, nur die
Residuen zu betrachten. In Abbildung 3.21 sind die Abweichungen der durch Integrati-
on neu entstandenen Koordinatenverläufe der drei translatorischen Freiheitsgrade (qtx,
qty, qtz), der drei rotatorischen Freiheitsgrade (qrx, qry, qrz) des Wurzelgelenks und der
drei Rotationsfreiheitsgrade (qr,lumx , qr,lumy , qr,lumz ) der lumbaren Wirbelsäule (lum) als
RMSE bezüglich der aus der ursprünglichen Rekonstruktion durch das sV stammenden
Trajektorien dargestellt. Die Translationen des Wurzelgelenks sind dabei geringfügig
und bewegen sich im Millimeterbereich bis hin zu einem Zentimeter, was durchaus
akzeptabel ist. Die Änderungen der Rotationen im Wurzelgelenk sind deutlicher, ins-
besondere die Rotation um die vertikale Körperachse ist mit durchschnittlich 2.4 ◦ beim
Ansatz 1 und 3.4 ◦ beim Ansatz 2 hoch. Auch in den drei Rotationsbewegungen der
Wirbelsäule fällt eine deutliche Ausgleichsbewegung auf. Eine Änderung der generali-
sierten Koordinaten im Wurzelgelenk bewirkt aufgrund der Baumstruktur des Systems
eine Änderung aller absoluten Lagen und Orientierungen des Systems, eine Änderung
im lumbaren Gelenk lediglich eine Änderung in der Struktur oberhalb dieses Gelenkes.
Um festzustellen, wie die Art der Residuenkompensation der einzelnen Ansätze
abläuft, sind in Abbildung 3.22 der Lage-, der Geschwindigkeits- und der Beschleu-
nigungsverlauf sowie das Residuum in vertikaler Richtung y am Wurzelgelenk dar-
gestellt. Im Lageverlauf erkennt man die Änderung durch die Ansätze, die hier im
Millimeterbereich verläuft und durchaus akzeptabel ist. Beide Ansätze verteilen laut
ihrer jeweiligen Natur die Residuen auf die Beschleunigungen. Man kann eine starke
Kompensation durch Ansatz 2 im Residuum feststellen, da vor allem die Ausschläge
der ursprünglichen Residuen nicht nachgefahren werden, wie das durch den PD-Regler
bedingt bei Ansatz 1 der Fall ist. Ansatz 1 kompensiert stärker zwischen zwei Stößen,
jedoch nicht den Stoß selbst. Die Schwabbelmasse fällt hier kaum ins Gewicht. Bei
Ansatz 2 erkennt man deutlich die Verlagerung der Stoßresiduen in den Beschleuni-
gungsverlauf.
3.5.3 Diskussion
Die betrachtete Bewegung ist eine Herausforderung für jeden Rekonstruktionsalgo-
rithmus. Die kinematische Bewegungsrekonstruktion durch das pV ist charakterisiert
durch die Möglichkeit, eine beliebige Filterfrequenz zu wählen, was die Berechnung der
höheren Ableitungen ungemein beeinflusst. Mit dem sV wurde ein Verfahren entwickelt,
das auf die nachträgliche Filterung der rekonstruierten Verläufe verzichten kann und
somit per Modelldefinition standardisiert auch die höheren Ableitungen berechnet. Die
Suche nach einer optimalen Filterfrequenz sowie eine falsche Wahl der Grenzfrequenz
entfällt. Aus der Anschauung heraus arbeitet das Verfahren plausibel und gut.
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Rekonstruktion Ansatz 1 Ansatz 1 + Schwabbelmasse Ansatz 2
Abbildung 3.22: Lage-, Geschwindigkeits- und Beschleunigungsverlauf sowie das Resi-
duum der generalisierten Kraft in vertikaler Richtung am Wurzelgelenk.
Durch die vorliegende Bewegung sind insbesondere eine Schwabbelmassenbewegung
und damit verbundene Hautverschiebungsartefakte in Richtung des Schwerefeldes be-
dingt. Beide kinematischen Rekonstruktionsverfahren können diese Artefakte nicht zur
Genüge kompensieren, was aber vorwiegend durch die Annahme eines Starrkörpermo-
dells ohne ausreichende viskoelastische Elemente bedingt ist. Bei quasistatischen und
langsamen Bewegungen wird mit dem sV zusammen mit der Skalierung und gewählten
Modellparametern ein sehr gutes Ergebnis erzielt.
Die vorgeschlagenen dynamischen Kompensationsverfahren können die Residuen
teilweise reduzieren, allerdings geschieht das im deutlich besser wirkenden Ansatz 2
nicht aufgrund von Tilgermassen, obwohl diese in der Realität wohl für die auftretenden
periodisch verlaufenden Residuen verantwortlich sind. Ansatz 2 bewältigt insbesondere
die Stoßkompensation und verschiebt die Residuenkräfte gleichungsbedingt in die Be-
schleunigungen. Während des kurzen Stoßzeitpunktes sind nur die Stoßkräfte und die
daraus resultierenden Beschleunigungen relevant. Viskoelastisch gelagerte Kompensa-
tionsmassen beeinflussen das Ergebnis erst in der Zeit nach dem Stoß. Eine dadurch
bedingte Bewegung wird bei der verwendeten Schwabbelmasse aber nicht beobachtet.
Ansatz 2 kann die Stoßkräfte aber direkt in Beschleunigungen umsetzen. Ansatz 1
richtet an den Stoßkräften wenig aus.
In Abbildung 3.21 werden insbesondere Änderungen der rotatorischen Bewegung
im Wurzelgelenk beobachtet. Selbst kleine Bewegungen im Wurzelgelenk können große
translatorische Bewegungen am Ende der nichtlinearen Mehrkörperkette hervorrufen
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und es stellt sich bei allen dynamischen Kompensationsverfahren die Frage, ob die dar-
aus resultierende Bewegung überhaupt plausibel ist. Die Berechnung von Ähnlichkeits-
koeffizienten für die resultierenden Gelenkkoordinaten in Bezug auf die ursprünglichen
aus der Rekonstruktion erhaltenen Verläufen stellt aufgrund der nichtlinearen Trans-
formationsvorschrift keine Möglichkeit zur Klärung dar.
Die Verfahrensanwendung wurde an einer Bewegung mit festgelegten Parametern
und Gewichtungsfaktoren exemplarisch demonstriert. Parameterstudien könnten nun
zeigen, inwiefern die einzelnen Parameter Einfluss auf die Kompensation der Residu-
en nehmen. Insbesondere die Schwabbelmassenbewegung sollte bei hochdynamischen
Bewegungen in Betracht gezogen werden, da sie neben der Beinbewegung zu den pe-
riodischen Verläufen innerhalb zweier Stoßzeitpunkte beiträgt. Das Rauschen in den
Residuenverläufen vermag sie aber nicht zu kompensieren. Ferner könnten auch vis-
koelastische Gelenke in Betracht gezogen werden, was allerdings in Einklang mit den
kinematischen Rekonstruktionsverfahren gebracht werden muss. In der Realität wird
ein Großteil der Stoßkräfte durch viskoelastische Körperelemente aufgefangen, so dass
der Stoß im mechanischen Sinne kein idealer ist.
Kapitel 4
Synthese menschlicher Bewegungen
Die Frage, wie der Mensch in der Lage ist, sich zielgerichtet, adaptiv und präzise zu
bewegen, wurde bislang noch nicht hinreichend gut beantwortet. Sie ist aber von hoher
praktischer und theoretischer Relevanz, da eine Antwort darauf insbesondere in der
Prothetik und in der Robotik die Basis für zukünftige Entwicklungen bildet.
In diesem Kapitel werden Methoden zur Synthese menschlicher Bewegungen mit
Mehrkörpersystemen und direkten Verfahren der optimalen Steuerung vorgestellt. Der
Schwerpunkt liegt dabei auf der Entwicklung eines mathematischen Ansatzes, der auf
der Basis des Mehrkörperalgorithmus MkdTools arbeitet und robust eine aussage-
kräftige Anzahl an Bewegungen generieren kann, welche unter anderem eine Ähnlich-
keitsanalyse mit aufgezeichneten und rekonstruierten Bewegungen ermöglicht.
4.1 Stand der Wissenschaft
4.1.1 Bewegungskontrolle
In der Bewegungswissenschaft entstand in den letzten 100 Jahren eine Vielzahl an For-
schungsparadigmen. Einen ausführlichen Überblick darüber findet man in der Arbeit
von Stein [189], die parallel zu dieser Arbeit entstand. Daher wird an dieser Stelle nur
auf die für die Modell- und Methodenentwicklung relevanten Aspekte der Bewegungs-
kontrolle eingegangen.
In der Bewegungswissenschaft unterschiedet man zwischen allgemeinen motorischen
Fähigkeiten (z.B. Kraft, Ausdauer oder Koordination) und speziellen motorischen Fer-
tigkeiten (Laufen, Springen oder Greifen) [162]. Im Mittelpunkt der vorliegenden Arbeit
stehen motorische Fertigkeiten, die unterschiedlich klassifiziert werden. Unter variablen
Umgebungsbedingungen ist ein weitaus höheres Maß an Bewegungsvariabilität erfor-
derlich als bei weitgehend konstanten Bedingungen, bei denen eine relativ feste Form
der Bewegungsausführung die Aufgabe löst [170]. Von diskreten Fertigkeiten spricht
man daher bei Bewegungen mit definiertem Anfang und Ende [137, 170]. Neben der
Klassifizierung unterscheidet man verschiedene Arten der neuronalen Kontrolle, die ei-
ner Bewegung zugrunde liegen. Es sind dies reflexartige Bewegungen, automatische Be-
wegungen und Willkürbewegungen, wobei diese Formen bei der Bewegungsausführung
nicht immer getrennt werden können.
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Das Bernsteinproblem
Der Mensch ist in der Lage auf unterschiedlichste Art und Weise eine Bewegung mit
dem selben Ziel auszuführen. Die damit verbundene Redundanz ist im Bewegungsap-
parat auf mehreren Ebenen anzutreffen. Kinematisch führen verschiedene Gelenkbe-
wegungen zum Ziel. Muskulär kann eine bestimmte kinematische Lösung durch un-
terschiedliche Kombination der Muskeln erzeugt werden. Ein einzelner Muskel kann
wiederum durch unterschiedliche Zentren im zentralen Nervensystem (ZNS) angespro-
chen werden. Die Wahl einer Bewegung ist ein stark unterbestimmtes Problem und eine
eindeutige Lösung scheint nicht zu existieren [100]. Diese Problematik geht zurück auf
Bernstein [15], der das Problem als einer der ersten in größerem Umfang beschrieb. In
der Literatur ist es daher auch als das Bernsteinproblem, Problem der Freiheitsgrade
oder Redundanzproblem [115, 116] bekannt.
Im Folgenden werden die einzelnen an einer Bewegung beteiligten redundanten Sy-
steme anhand einer Greifbewegung näher erläutert. Der Griff nach einem Glas scheint
für die meisten von uns eher eine einfache alltägliche Aufgabe zu sein und besteht
aus den Teilaufgaben Anfahren, sicher Greifen und Hochheben. Das Bewegungssystem
bewältigt dabei mehrere komplexe Aufgaben. Die beteiligten neuro-muskuloskelettalen
Ebenen werden in Abbildung 4.1 verdeutlicht.
Abbildung 4.1: Schematischer Ablauf der Bewegungserzeugung (nach Scott [173]).
Aus einer Ruhelage heraus muss die Kinematik der Anfahrbewegung zunächst be-
stimmt werden. Die translatorische und rotatorische Handbewegung kann dabei in
kartesischen Koordinaten betrachtet werden, die durch die Änderung der Gelenkwin-
kel im Gelenkkoordinatenraum entsteht. In diesem Zusammenhang spricht man auch
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von extrinsischen und intrinsischen Koordinaten [187]. Beide Systeme können durch ei-
ne inverse bzw. direkte kinematische Transformationsvorschrift in Zusammenhang ge-
bracht werden. Die Bewegung des Handkoordinatensystems wird kartesisch durch sechs
unabhängige Freiheitsgrade beschrieben. Der menschliche Arm besitzt aber weitaus
mehr Gelenkfreiheitsgrade und das Anfahrproblem ist im kinematischen Sinne unterbe-
stimmt. Der anschließende Griff selbst kann kinematisch auf vielfältige Arten erfolgen.
Allein das kinematische Problem ist also ein Auswahlproblem.
Die Gelenktrajektorien werden durch Kräfte in den Muskeln erzeugt, die ein antrei-
bendes Moment in den Gelenken erzeugen und so durch Vorwärtsdynamik den Zustand
des Bewegungssystems ändern. Gleich mehrere Muskeln umspannen ein Gelenk und das
erzeugte Nettomoment kann durch die Aktivierung gleich mehrerer unterschiedlicher
Muskelkonfigurationen erzeugt werden. Das Problem ist wiederum unterbestimmt, was
man an der Formulierung der inversen Dynamik erkennen kann [176]. Bei bekannten
Gelenktrajektorien ist das entstehende Gleichungssystem bei der Auflösung nach den
Muskelkräften unterbestimmt. Das ZNS steht wiederum vor einem Auswahlproblem.
Während der Bewegung wirken neben den Coriolis- und Zentrifugalkräften eventuelle
Störgrößen, die das ZNS zusätzlich zu berücksichtigen hat [88].
Der primärmotorische Cortex (M1) ist das wahrscheinlich am besten untersuchte
sensomotorische Areal des menschlichen Gehirns. Dies ist sicherlich auf die Tatsache
zurückzuführen, dass in diesem Areal Muskelkontraktionen am leichtesten und mit der
geringsten Stimulationsintensität induziert werden können. Vor diesem Hintergrund
wurde in einer Reihe von Studien nachgewiesen, dass dieses Areal eine somatotopische
Karte des Körpers enthält, die auch als motorischer Homunculus bezeichnet wird. Al-
lerdings ist darauf hinzuweisen, dass auch andere Hirnareale wie z.B. prämotorische
Areale, das Cerebellum oder die Basalganglien somatotopische Repräsentationen ent-
halten. Trotzdem ist der M1 im Rahmen der sensomotorischen Kontrolle von Bewe-
gungen als eines der wichtigsten Hirnareale anzusehen, da ein Großteil der Axone des
pyramidalen Systems ihren Ursprung in M1 haben. Welche Bewegungsparameter in
M1 kodiert sind (z.B. kinematische oder dynamische; extrinsische oder intrinsische) ist
noch nicht abschließend geklärt. Gute Überblicksbeiträge zur neuronalen Kontrolle von
Willkürbewegungen findet man bei Shadmehr und Wise [176] oder Krakauer und Ghez
[110] und speziell zu M1 bei Kalaska [96].
Es stellen sich in den beteiligten Wissenschaften die Fragen, nach welchen Prinzipien
die Aufgaben vom ZNS gelöst werden, wie einzelne Freiheitsgrade eingesetzt werden
und wie sie der Mensch gezielt einschränkt [115]. Lösungsansätze mit funktionalen
Modellen als Abbildung des Bewegungssystems kommen insbesondere aus der Biolo-
gie, Psychologie, Informatik, Physik, den Ingenieur- und den Bewegungswissenschaften
[176] und finden in dieser Arbeit in einem kinematischen und dynamischen Modell des
Bewegungsapparates Anwendung. Zunächst werden zwei wichtige Paradigmen zur Be-
wegungsgenerierung behandelt.
Motorische Programme
Aus der kognitiven Psychologie stammt die Theorie der motorischen Programme [43,
170], welche die Erklärungen dafür auf der Basis menschlicher Informationsverarbei-
tung und Steuerungs- und Regelungsprozessen zu finden versucht. Ursprünglich ist
der Ansatz eine reine Steuerungstheorie, bei der angenommen wurde, dass der Ablauf
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sämtlicher Bewegungen im ZNS abgespeichert ist. Da hierfür eine unvorstellbar große
Anzahl an Bewegungsprogrammen notwendig wäre und eine mangelnde Flexibilität
gegenüber der Anpassung an die sich ändernde Umwelt besteht, wurde die Theorie auf
sogenannte generalisierte motorische Programme erweitert [169], d.h. ein Programm
repräsentiert eine ganze Klasse von Bewegungen und besitzt sowohl invariante Eigen-
schaften als auch pro Bewegung variable Parameter. In der weiteren Entwicklung dieser
Theorie wurden neben den gesteuerten Bewegungen (open-loop) auch geregelte Bewe-
gungen (closed-loop) aufgenommen. Unter gesteuerter bzw. offener Bewegung versteht
man, dass ein motorisches Programm vor der Bewegung bekannt ist und so ausgeführt
wird [22], während eine geschlossene bzw. geregelte Bewegung eine Rückführung eines
Signals enthält, wonach das zentrale Nervensystem (ZNS) wiederum in den Bewegungs-
prozess eingreifen kann. Eine menschliche Rückführung ist totzeitbehaftet (z.B. visuell
150-200ms [186], spinal [101]) und vor allem sehr schnelle Bewegungen können daher
kaum als geregelt bezeichnet werden. Heute spricht man bei der zielgerichteten Bewe-
gungsausführung von zwei Prozessen, der Steuerung und der Regelung. Die Steuerung
setzt ein bestimmtes Muster des ZNS in Muskelaktivität um, das geeignet ist, um das
Ziel zu erreichen. Die Regelung setzt kurz vor dem Ziel ein, um den Zielzustand fortlau-
fend mit dem aktuellen Zustand zu vergleichen und so die Abweichung zu minimieren.
Dabei herrscht in der Literatur Uneinigkeit darüber, ob Regelung bei natürlichen Be-
wegungen zwingend erforderlich ist und ab wann sie einsetzt. Des Weiteren ist unklar,
nach welchen Kriterien die Variablen einer Steuerung kontrolliert werden [86, 210].
Interne Modelle
Der komputationale neurowissenschaftliche Ansatz beschäftigt sich mit der mathemati-
schen Modellierung und der experimentellen Validierung sogenannter interner Modelle,
die als physikalische Repräsentation des Körpers und der Umgebung im ZNS existie-
ren [101] und erklären sollen, wie das ZNS die zusammenhängenden sensorischen und
motorischen Aufgaben bewerkstelligt.
Betrachtet man das zuvor genannte Greifen nach einem Glas, so scheint das Konzept
der motorischen Programme eher unflexibel zur Lösung aller Teilaufgaben. Die Idee
der internen Modelle besteht deshalb darin, dass das ZNS keine Bewegungsabfolgen
speichert, sondern eine Repräsentation der auf den Körper wirkenden Physik besitzt
[109]. Im Bezug auf zielgerichtete Bewegungsausführung bestehen die internen Modelle
beispielsweise aus direkten und inversen kinematischen und dynamischen Modellen
[226], die zu einer sensorischen Zielvorstellung eine Aktion produzieren können und das
Problem durch Ausführung lösen. Anzeichen für die Existenz solcher Modelle wurden
beispielsweise aus Versuchen gewonnen, in denen Versuchspersonen ihre Bewegungen
flexibel an veränderte kinematische und dynamische Gegebenheiten anpassten und die
erlernten Beziehungen auch auf andere Bewegungsrichtungen anwenden konnten [91].
Auch werden mehrere koexistierende Modellrepräsentationen angenommen, zwischen
denen kontextabhängig gewechselt werden kann [228].
Die internen Modelle, welche die funktionalen Zusammenhänge im Bewegungsappa-
rat widerspiegeln, erzielen alleine noch keine Auflösung des oben beschriebenen Redun-
danzproblems. Dazu sind zusätzliche Auswahlkriterien notwendig, auf die insbesondere
im folgenden Abschnitt eingegangen wird.
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Auswahlkriterien
In Bezug auf das Bernsteinproblem und die beiden zuvor beschriebenen Vorstellungen
stellt sich also die Frage, welche Prinzipien das ZNS nutzt, um zu einer ausführbaren
zielgerichteten Bewegung zu gelangen. Die in der Literatur hierzu aufgeführten Studien
sind zahlreich und teilweise grundverschieden [85] und unterscheiden sich nicht nur auf
Ablaufebene im neuromuskuloskelettalen System.
Pionierarbeit leistete bereits Morasso [138], der Handpfade zwischen Anfangs- und
Endpunkten bei ebener Bewegung untersuchte und zu dem Ergebnis kam, dass die Pfa-
de annähernd gerade verlaufen. In Bezug auf den hochredundanten Bewegungsapparat
scheint es verwunderlich, dass das ZNS stereotype Bewegungen mit vielerlei invarian-
ten Elementen produziert und nicht sein ganzes Repertoire ausspielt. Die Ergebnisse
wurden durch weitere Untersuchungen von Armbewegungen bestätigt [65, 74], wobei
für die geraden und glatten Handpfade typische glockenförmige Geschwindigkeitspro-
file beobachtet wurden. Handpfade im kartesischen Raum mit einem einzigen Gipfel
im glockenförmigen Geschwindigeitsprofil machen eine größere Klasse an Bewegungen
aus. Die zugehörigen und durch inverse Kinematik bestimmten Gelenktrajektorien und
-geschwindigkeiten sehen deutlich komplexer aus, und es wird angenommen, dass geziel-
te Armbewegungen vor allem in extrinsischen Koordinaten geplant werden [65, 88, 138].
Wolpert et al. [227] untersuchten, ob Armbewegungen in kinematischen oder dy-
namischen Koordinaten geplant werden. Dabei zeigte sich, dass das ZNS geradlinige
Pfade visuell gesehen bevorzugt [176], und es besteht eine starke Vermutung, dass das
ZNS visuell gestützte Trajektorien in zielgerichtete Armbewegungen z.B. Zeigebewe-
gungen in einem sichtbaren Koordinatensystem plant. Trajektorienplanung in dynami-
schen Koordinaten erschien inkompatibel zu den Ergebnissen der Studie. Kinematische
Regelmäßigkeiten können aber auch durch Planung in einem (internen) dynamischen
Raum hervorgehen [140, 210].
Weitere Untersuchungen stützten die Annahmen, dass sowohl in intrinsischen als
auch in extrinsischen Koordinaten Bewegungen kinematisch und dynamisch geplant
werden [187]. Desmurget und Prablanc [54] beschrieben, dass Handpfade mehr oder
weniger gekrümmt sind in Abhängigkeit davon, ob sich ein Objekt in der Hand befindet.
Räumlich begrenzte oder durch ein Objekt begrenzte Bewegungen können auf anderen
Planungsstrategien basieren.
Bei Bewegungen, die durch äußere Bedingungen nicht eingeschränkt sind, benutzen
Menschen nicht ihr volles Bewegungsrepertoire, aber produzieren hoch stereotype Mu-
ster, die in vielen Studien reproduziert wurden, d.h. manche Bewegungsmuster werden
systematisch bevorzugt. Optimale Prozesse machen hierfür einen mathematischen Zu-
gang möglich, indem sie nach globalen Kostenkriterien zu untersuchen vermögen, z.B.
Glattheit und Effizienz. Die geringsten Kosten führen dabei zur optimalen Bewegung.
Bereits Kawato [100] beschrieb die Auflösung der kinematischen Redundanz bei Arm-
bewegungen mit Minimierungsprinzipien. Dabei wird, wie eingangs bereits beschrieben,
zwischen im voraus geplanter Bewegung (optimale Steuerung, open-loop) [65, 210] und
während der Ausführung durch Rückführung geregelter Bewegung (optimale Regelung,
closed-loop) unterschieden. Die Steuer- und Regelstrategien des ZNS sind generell nicht
direkt zugänglich. Um die grundlegenden Strategien zu verstehen, muss das Systemver-
halten unter sich ändernden Bedingungen beobachtet werden. Die Herausforderung ist
dabei Reverse Engineering, d.h. die Kostenfunktionen der beobachteten menschlichen
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Bewegungen aufzufinden [204, 226].
Optimale Steuerungen stellen Durchschnittsverhalten dar und unterscheiden sich
hauptsächlich in der Kostenfunktion [100]. Sie können nicht auf alle menschlichen Be-
wegungen angewendet werden und passen eher auf einige Bewegungsklassen. Es wird
angenommen, dass gesteuerte Bewegungen mit schnellen Bewegungen, diskreten und
geschlossenen Fertigkeiten verbunden sind. Bezogen auf Experimentabgleich können sie
einmal mehr oder weniger genau reproduzieren. In der realen Welt sind zudem die Ab-
weichungen, bzw. Randbedingungen viel größer als im Labor [204]. Feedbacksysteme
können ebenfalls optimale Charakteristika besitzen. Todorov und Jordan [205] ent-
wickelten zur Untersuchung einen optimalen Regler auf LQR-Basis. Die Idee dahinter
ist, in jeder Situation, die durch außen beeinflusst wird, die jeweils optimale Bewegung
zu erzeugen [173, 205]. Ein Regler ist nicht als Planer der Bewegung im Voraus zu
verstehen, sondern als Anpassung an Änderungen zur Laufzeit [204].
4.1.2 Optimale Steuerprozesse in der Bewegungskontrolle
Auswahlkriterien
Im Folgenden wird auf die Bewegungsplanung schneller und diskreter Fertigkeiten im
Sinne eines intern repräsentierten Vorwärtsmodells eingegangen, welches mit der Theo-
rie optimaler Steuerprozesse behandelt wird. Viel Forschung wurde mit zweidimensio-
nalen mechanischen Modellen und wenigen Gelenkfreiheitsgraden durchgeführt, da die
Charakteristika gut verstanden werden können [209]. Gesteuerte Bewegungen sind im-
mer noch in einer Untersuchungsphase und derzeit sind nur wenige Arbeiten in drei






















































Abbildung 4.2: Schema verschiedener Planungsräume und die Kosten des entsprechen-
den optimalen Steuerprozesses (nach Nakano [140]).
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Zur Berechnung der optimalen Steuerung werden ein mechanisches Modell des be-
trachteten Systems, die Start- und Endbedingungen (z.B. Start- und Endzeit, Start-
und Endlagen, etc.) sowie das Kostenkriterium benötigt. Nach Nakano et al. [140] kann
man vier Planungsräume unterscheiden, in denen biologisch motivierte Kostenkriteri-
en definiert sind (siehe Abbildung 4.2): extrinsisch-kinematisch (kartesische Koordina-
ten der Hand), intrinsisch-kinematisch (Gelenkpfade oder Muskellängen), intrinsisch-
dynamisch-mechanisch (Gelenkmomente und Muskelkräfte) und intrinsisch-dynamisch-
neural (Muskelaktivierungen, Motoransteuerungen). Kawato [100] gibt einen guten
Überblick über biologische Kosten in der Trajektorienplanung, und im Folgenden wird
auf die in dieser Arbeit betrachteten Kostenfunktionale eingegangen.
Für nicht eingeschränkte Punkt-zu-Punkt-Armbewegungen wurde das Quadrat der
dritten Ableitung eines Lage- oder Winkelverlaufes vorgeschlagen [65] und als ”Mini-mum Jerk Modell“ bezeichnet. In der Mechanik ist die dritte Ableitung einer Ortstra-
jektorie auch als Ruck (engl. Jerk) bekannt. Die Kostenfunktion wird für das Minimum










angegeben, wobei R = [x, y, z]T die Koordinaten eines freien Raumpunktes im In-
ertialsystem bezeichnen und
...
R den translatorischen Ruck. Für feste Anfangs- und
Endzeiten t0, tf sowie den Randbedingungen R0 = Pa, Rf = Pb und Ṙ0 = 0, Ṙf = 0
werden nach (4.1) geradelinige Bewegungen von Punkt Pa nach Punkt Pb erzeugt, mit
glockenförmigem Profil der Tangentialgeschwindigkeiten [65, 87]. Eine Verengung des
Glockenprofils wurde bei Kostenfunktionen basierend auf der vierten und fünften Ab-
leitung festgestellt [156]. Das Problem kann analytisch gelöst werden, da es in dieser
Form von einer kinematischen Kette unabhängig ist.
Betrachtet man eine als Arm abstrahierte kinematische Starrkörperkette, deren ein-
zelne Körper durch Gelenke miteinander verbunden sind, so kann man Gleichung (4.1)
für den Handkörper im Modell als abhängig von den einzelnen Gelenkvariablen q̄ an-











mit q̄T = [qT , q̇T , q̈T , ...qT ]T definieren. Dieses Kriterium wurde in der Literatur aller-
dings noch wenig untersucht [18] und funktioniert in dieser Form nur für zweidimen-
sionale Systeme mit eindeutig bestimmten Freiheitsgraden sinnvoll. Eine hohe kinema-
tische Redundanz im Arm führt zwar zur idealen Lösung gemäß (4.1), jedoch kann
der Arm dann gemäß dem nun entstehenden Redundanzproblem der inversen Kine-
matik eine beliebige Stellung in den Gelenkkordinaten q einnehmen. Die kinematisch
motivierten Ruckkriterien führen als biologische Auswahlkriterien in extrinsischen Ko-
ordinaten bei komplexeren Systemen wiederum zu Auswahlproblemen in intrinsischen
Koordinaten. Ferner wurde rotatorischer Ruck ω̈(q̄) in der Literatur noch nicht be-
trachtet.
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wird die Minimierung des Ruckes der als Winkel vorliegenden intrinsischen Gelenkkoor-
dinaten q bezeichnet [18, 140]. Mit den Randbedingungen bestehend aus anfänglichen
und finalen Winkellagen und verschwindenden Randbedingungen der höheren Ablei-
tungen ergeben sich äquivalente Lösungsprofile wie zuvor beim Ruck eines Punktes
(4.1). Die Aufgabe kann ebenfalls rein analytisch gelöst werden, falls keine Nebenbe-
dingungen durch das mechanische System in das Steuerungsproblem induziert werden,
z.B. die Begrenzung der Antriebskräfte. Dann können auch Lösungen erwartet werden,
die durchaus von den idealen geradlinigen Winkel- und glockenförmigen Geschwindig-
keitsverläufen abweichen.








gehört zu den intrinsisch-dynamischen Planungsräumen und findet in den Bewegungs-
wissenschaften weniger Beachtung, da die erzeugten Bewegungen in Experimenten bis-
her nicht nachgewiesen wurden. Es setzt zur Berechnung die Bewegungsgleichungen
(2.45) des betrachteten Systems
T(t) = M(q, t)q̈(t)−Q(q, q̇, t) (4.5)
voraus. In einer Veröffentlichung von Alexander [3] wird zwar eine minimale Energie-
kostenhypothese aufgestellt, diese bezieht sich aber auf die metabolischen Kosten des
menschlichen Bewegungssystems, welche über weitere komplexere Zusammenhänge mit
dem Energieverbrauch verknüpft sind. Die in Gleichung (4.5) betrachteten Zeitverläufe
T(t) sind die generalisierten Nettogelenkantriebe. Das Kriterium wird dennoch zum
Vergleich betrachtet.








welches die Änderungsrate der generalisierten Gelenkantriebe betrachtet und in zahl-
reichen Veröffentlichungen untersucht wurde [97, 102, 210, 216]. Betrachtet man die
Bilanzgleichungen eines freien Massenpunktes, so müssten MTC und MHJ gleiche Er-
gebnisse liefern. Durch die Abhängigkeit von einem gekoppelten System (4.5) ist das
jedoch nicht mehr zu erwarten.
Die dynamischen Kriterien sind in der Lage, sich gewissen Umgebungseinflüssen
anzupassen, beispielsweise Änderungen der Trägheitseigenschaften durch zusätzliche
Aufnahme von Objekten. Kinematische Kriterien können dem nicht entsprechen. Glatt-
heitskriterien reproduzieren viele Aspekte, aber die Bedeutung glatter Bewegungen ist
bislang unbekannt. Ferner ist nicht bekannt, ob das ZNS Begriffe wie Ruck und Mo-
mentenänderungsrate überhaupt kennt [204].
Die vier vorgestellten Auswahlkriterien werden exemplarisch in dieser Arbeit be-
handelt und lassen die Berechnung einer Vielzahl von Versuchen zu. Bislang wurden
nur wenige Studien mit dreidimensionalen Mehrkörpermodellen und einer höheren An-
zahl an Freiheitsgraden unternommen, was mitunter auch an der damit verbundenen
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Modell- und Berechnungskomplexität liegt. Der Vollständigkeit halber werden im Fol-
genden weitere aus der Literatur stammende Kostenkriterien aufgeführt, aber in dieser
Arbeit aufgrund des Umfanges nicht ausgewertet. Prinzipiell sind die vorgestellten Al-
gorithmen aber auch zur Lösung der folgenden Kriterien geeignet.
Weitere Auswahlkriterien
Die Minimierung der Kraft, die einen als Hand bezeichneten Massenpunkt von einem
Start- zu einem Endpunkt verschiebt, bezeichnet man in der Literatur auch ”MinimumHand Force Model“ [143].
Im intrinsisch-dynamischen Planungsraum werden das ”Minimum Muscle Force Mo-del“ und das ”Minimum Muscle Force Change Model“ genannt [143], welche sichim Vergleich zu den Kriterien (4.4) und (4.6), die auf generalisierten Antriebskräften
basieren, um den angreifenden und sich in der Regel nichtlinear verändernden Hebel-
arm des Muskels sowie um die redundante Anordnung der Muskelkräfte unterscheiden.
Reale Muskeln erzeugen ausschließlich Zugkräfte. Einfache Muskelmodelle stellen die
Zugkraft als einzige Muskelvariable dar, während umfangreichere Modelle die Muskel-
zugkraft in Abhängigkeit von der aktuellen Muskellänge, deren Änderung über die Zeit
und der neuronalen Aktivierung darstellen [202, 223, 237].
Engelbrecht [58] diskutiert neben verschiedenen Auswahlkriterien an einem Arm-






als Kriterium mit der freien und zu bestimmenden Endzeit tf . Für ein zugrundeliegen-
des mechanisches System (4.5) wird tf allein durch die Box-Constraints der generali-
sierten Antriebe nach unten begrenzt und das System verfährt mit den Antrieben T(t)
am Limit nach dem ”bang-bang“-Prinzip.In der Praxis werden stereotype Bewegungen beobachtet, welche zwar invariante
Eigenschaften besitzen, aber nicht exakt reproduzierbar sind. Nach dem Fitts’schen
Gesetz




besteht ein Zusammenhang zwischen Dauer tf − t0, Erreichbarkeit und Genauigkeit ei-
ner Bewegung [64]. Dabei ist D die Distanz vom Start- zum Endpunkt der Bewegung,
W ist die Breite des Ziels und a,b sind Regressionskoeffizienten. Der logarithmische Aus-
druck wird in der Literatur als Schwierigkeitsindex einer Bewegung bezeichnet [177].
Bei schnellen zielgerichteten Handbewegungen kann man am Ende der Bewegung klei-
nere Korrekturbewegungen beobachten, die letztendlich die Genauigkeit der Bewegung
am Zielpunkt verbessern. Harris und Wolpert [79] stellten diesbezüglich ein Modell vor,
das ”Minimum Variance Model “ (MV), welches weißes Rauschen in den neuronalenAktivierungen berücksichtigt. Dabei steigt das Rauschen mit zunehmender Aktivie-
rung. Schnellere Bewegungen besitzen dadurch am Ende der Bewegung eine höhere
Standardabweichung zum Zielpunkt. Die Kostenfunktion zielt auf die Minimierung der






die sich über die Differenz zwischen der Lage der Hand R(t) und der gewünschten
Zielposition R̄ für einen kurzen Zeitabschnitt tpost korrigierender Bewegungen nach
der eigentlich erfolgten Bewegungsausführung errechnet. Nichtglatte Bewegungen be-
sitzen damit von vorne herein mehr Rauschen als glatte, was insbesondere auch ein
Erklärungsmodell für viele beobachtete glatte und zielgerichtete Armbewegungen sein
mag. Nach Jordan und Wolpert [93] ist das MV-Modell eine plausible biologische Er-
klärung für zielgerichtete Bewegungen, da diese Art Kosten direkt im ZNS repräsentiert
sein könnte und die durch Wiederholung erlernbaren optimalen Trajektorien zu erklären
vermag.
Lösungsmethoden
Im Kapitel 2.3 wurde bereits auf die allgemeinen, indirekten und direkten Lösungs-
ansätze optimaler Steuerprozesse eingegangen. Die folgenden Modelle und Verfahren
wurden in der Literatur bislang auf die bereits beschriebenen Auswahlkriterien ange-
wandt. Dabei behandeln die meisten Autoren zweidimensionale Systeme mit wenigen
Freiheitsgraden.
Einen rein analytischen Lösungsansatz findet man in der Pionierarbeit von Flash und
Hogan [65] zur Lösung des MHJ-Kriteriums. Schon die Betrachtung kleiner nichtlinea-
rer Systeme ist aber meist mit höherer Modellkomplexität verbunden, und die Probleme
werden dann nur noch numerisch gelöst. Bei Ohta et al. [143] kommt für das symbo-
lisch hergeleitete ebene System mit zwei Freiheitsgraden ein Schießverfahren [172] zum
Einsatz. Simmons et al. [177, 178] erzeugen mit Hilfe eines ebenen Roboters mit zwei
Freiheitsgraden MHJ-, MTC- und MV-Trajektorien mit einer LQR-Zustandsregelung.
Todorov und Li [206] untersuchen für ein ebenes, analytisch hergeleitetes Modell mit
zwei Freiheitsgraden optimale Trajektorien unter Zuhilfenahme der adjungierten Glei-
chungen und Schießverfahren. Kawato et al. [102] berechnen die auf MTC basierenden
Lösungen am zweidimensionalen Doppelpendel mit Hilfe von Neuronalen Netzen. Ad-
miraal et al. [1] nutzen ein analytisch hergeleitetes dreidimensionales starres Modell
bestehend aus Ober- und Unterarm, Schulterabduktion und -flexion und einer Ellbo-
genflexion zur Untersuchung von MTC. Der Torsionfreiheitsgrad in der Schulter wird
als fest angenommen und das Lösungsverfahren des Randwertproblems unscharf um-
rissen. Ein Newton-ähnliches Abstiegsverfahren wird erwähnt, die Diskretisierung aber
nicht erklärt. Uno et al. [210] setzen Schießverfahren ein, um das MTC-Problem am
zweidimensionalen Arm mit zwei Freiheitsgraden zu lösen. Biess et al. [18] leiten die
Minima der Kostenfunktionen MTC, MHJ für ein dreidimensionales Modell mit drei
Schulterfreiheitsgraden und einer Ellbogenflexion mit Hilfe der Geodätengleichung her.
Sehr aufwändige und rechenintensive Verfahren sind die zur Gangsynthese mit Mus-
kelmodellen vorgestellten Schießverfahren von Anderson und Pandy [6] und Pandy et
al. [145] mit mehreren tausend Stunden Prozessorzeit.
Im Vergleich dazu stellt von Stryk in [199] und [198] ein direktes numerisches Kollo-
kationsverfahren zur Berechnung zeit- und energieoptimaler Trajektorien für ein Robo-
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termodell mit sechs Freiheitsgraden vor, welches zudem recheneffizient arbeitet. Der zu-
grundeliegende Mehrkörperalgorithmus arbeitet dabei rekursiv. Stelzer und von Stryk
stellen in [191, 192] eine Weiterentwicklung der in [198] vorgestellten Verfahren vor
und wenden diese auf die Synthese und Optimierung von Gangbewegungen an. In
[190] beschreibt Stelzer die Synthese von Kickbewegungen mittels Kollokationsverfah-
ren. Eriksson beschreibt in einer Reihe von Veröffentlichungen [59, 60, 61] ein direktes
Kollokationsverfahren, welches dem in [198] stark ähnelt und sich in der Wahl der Kol-
lokationspunkte unterscheidet. In [99] wurden mit diesem Verfahren zweidimensionale
Armbewegungen für MT-, MTC-, und MAJ-Kosten synthetisiert. Das Kollokationsver-
fahren lässt sich auch auf Systeme mit Muskeln erweitern [60].
4.2 Direkte numerische Lösung optimaler Steuer-
prozesse
In diesem Abschnitt werden direkte Methoden betrachtet, die sich zur Bewegungssyn-
these eignen, und entsprechend weiterentwickelt. Die Systemgleichungen werden da-
bei vom in Abschnitt 2.1 beschriebenen Mehrkörperalgorithmus MkdTools generiert.
Als Kostenfunktionen werden exemplarisch Minimum Torque (MT), Minimum Tor-
que Change (MTC), Minimum Angle Jerk (MAJ) und Minimum Constrained Hand
Jerk (MCHJ) betrachtet und zunächst die Ergebnisse für ein Zweifachpendel mit men-
schenähnlichen Parametern berechnet. Die Ergebnisse können so mit den in der Lite-
ratur verfügbaren Lösungen validiert werden.
Im Anschluss daran wird eine Studie an Zeigegesten exemplarisch vorgestellt, für
die mehrere tausend Bewegungen auf der Grundlage eines Oberkörpermodells mit 32
Freiheitsgraden (siehe Abschnitt 3.2) synthetisiert wurden. Für Ähnlichkeitsanalysen
wurden ebenfalls Bewegungen an Probanden aufgezeichnet und mit den in Abschnitt
3.3.3 beschriebenen sequentiellen Rekonstruktionsverfahren auf das Modell übertragen.
Direkte Kollokationsverfahren sind insbesondere dafür bekannt, einen schnellen Ein-
blick in die Lösung eines optimalen Steuerprozesses zu geben [23, 198] und werden hier
ausschließlich betrachtet. Der Diskretisierungansatz auf der Basis kubischer Hermite-
Splines und impliziter Kollokationsbedingungen hat sich in der Literatur bewährt und
wird zunächst untersucht. Zur Lösung des entstehenden nichtlinearen Optimierungs-
problems wird das innerhalb der Matlab-Funktion fmincon verfügbare SQP-Verfahren
genutzt. Aufgrund ihrer Struktur können die als System gewöhnlicher Differentialglei-
chungen zweiter Ordnung vorliegenden kinematischen und dynamischen Gleichungen
in einer expliziten Form dargestellt werden, was sich im Zusammenhang mit den vorge-
stellten quadratischen Kostenfunktionalen wiederum ausnutzen lässt. Auf dieser Basis
wird ein weiteres Verfahren mit einer Diskretisierung durch quintische Hermite-Splines
und dem in Matlab verfügbaren Levenberg-Marquardt-Algorithmus zur Lösung nicht-
linearer quadratischer Optimierungsprobleme vorgestellt.
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4.2.1 Das Syntheseproblem
Die Lösung des unendlichdimensionalen optimalen Steuerungsproblems (2.72)





ż(t) = f(z(t),u(t), t),
z(t0) = z0,
z(tf ) = zf ,
C (z(t),u(t)) ≤ 0,
Ce (z(t),u(t)) = 0,
u(t) ⊂ U, t0 ≤ t ≤ tf ,
(4.10)
wird bei direkten Kollokationsverfahren durch zeitliche Diskretisierung der Zustands-
und der Steuervariablen mit stückweisen Hermite-Splines (siehe Abschnitt 2.3.3)
z(t) = SgΔ(t)xz, (4.11)
u(t) = SgΔ(t)xu, (4.12)
die aus Basisfunktionen vom Grad g aufgebaut sind, auf das Standardproblem der
nichtlinearen Optimierung mit Nebenbedingungen
Minimiere F (x), F : Rn → R
unter
c(x) ≤ 0,
ce(x) = 0 (4.13)
zurückgeführt. Die Parameter der Diskretisierung x = [xTz ,xTu ]T sind dabei die Unbe-
kannten des Optimierungsproblems, das mit Standardverfahren gelöst werden kann.
Die Kollokationsbedingungen werden an τi, i = 1, ...,m, Kollokationspunkten aus-
gewertet (siehe Abschnitt 2.3.2). In impliziter Form gehen sie dabei in die Gleichungs-
nebenbedingungen von (4.13) mit
cej(x) = ṠgΔ(τj)xz − f (SgΔ(τj)xz,SgΔ(τj)xu) , j = 1, ...,m, (4.14)
ein. Das System in (4.10) kann dabei aufgrund der Charakteristika der mechanischen







, j = 1, ...,m, (4.15)
werden nur die Zustandsgrößen diskretisiert und die Steuerung daraus erhalten. Gleich-
heitsnebenbedingungen wie zuvor werden eingespart.
In beiden Fällen unterliegt das System etwaigen Zustands- und Steuerungsbegren-
zungen, die als weitere Gleichungs- oder Ungleichungsbedingungen berücksichtigt wer-
den müssen.
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4.2.2 Direkte Verfahren durch Diskretisierung der Steuer- und
der Zustandsvariablen
Das direkte Kollokationsverfahren mit impliziten Kollokationsbedingungen hat sich in
der praktischen Anwendung als zuverlässig erwiesen [23, 60, 198] und ist entsprechend
weit entwickelt. Die Verläufe der generalisierten Koordinaten qk, k = 1, ..., nq, werden
mit kubischen Hermite-Splines
qk(t) = s3Δ(t)pk (4.16)
approximiert, wobei die Basisfunktionen in der Matrix s3Δ(t) aller Splines gleich sind
und durch den Parametervektor pk angepasst werden (siehe Abschnitt 2.3.3). Die un-
bekannten Parameter eines Splines sind die Werte pki = qk(ti) und ṗki = q̇k(ti) an den
über dem Zeitintervall [t0, tf ] äquidistant verteilten Knotenpunkten ti, i = 2, ..., nt−1,
des Splines. Abbildung 4.3 verdeutlicht die Parametrierung anhand einer Kurve mit den
Funktionswerten und den Tangentensteigungen an den Stützstellen, die Werte an den
Intervallgrenzen für i = 1 und i = nt sind durch die Randbedingungen bekannt. Der
Abbildung 4.3: Kubische Approximation.
Vektor pk = [pk2, pk3..., pkn−1, ṗk2, ṗk3, ..., ṗkn−1]T enthält die Unbekannten eines Spli-
nes. Die pk, k = 1, ..., nq, werden wiederum zusammengefasst zu xq = [pT1 ,pT2 , ...,pTnq ]T .
Die einzelnen Approximationen k = 1, ..., nq der generalisierten Koordinaten werden
matriziell in der Schreibweise
q(t) = S3Δ(t)xq (4.17)
mit dem Vektor q(t) = [q1(t), q2(t), ..., qnq(t)]T formuliert.
Äquivalent dazu werden die Steuerungen linear [61, 73] oder kubisch [23] diskreti-
siert (siehe Abbildung 4.4). Letztere Vorschrift bietet eventuell die Möglichkeit einer
besseren Approximation der Steuerung, enthält aber doppelt so viele Unbekannte. Die
Werte an den Intervallgrenzen sind wieder durch die Randbedingungen bekannt. Ein
linearer Spline
uk(t) = s1Δ(t)pk (4.18)
ist lediglich stetig und C0-kontinuierlich, und der Parametervektor enthält nur die
Werte der Steuerungen an den Stützstellen. Für den kubischen Hermite-Spline
uk(t) = s3Δ(t)pk (4.19)
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Abbildung 4.4: Lineare (links) und kubische (rechts) Approximation der Steuerung uk.
werden neben den Funktionswerten wiederum die Tangentensteigungen an den Stütz-
stellen benötigt. Die Parametervektoren der einzelnen Steuerungen uk werden wie-
derum zusammengefasst zum Vektor xu aller unbekannten Steuerungsparameter. Der
gesuchte Vektor der Unbekannten im Optimierungsproblem ist dann x = [xTq ,xTu ]T .
An den Kollokationspunkten wird die Lösung untersucht. Die Anzahl und die re-
lativen Lagen der Kollokationspunkte innerhalb eines Teilintervalles [ti, ti+1] werden
immer gleich angenommen. Im vorliegenden Fall werden zwei Gausspunkte pro Inter-





Kollokationsgitter ist also nicht äquidistant. Im Teilintervall [ti, ti+1] mit der Schritt-
weite h = ti+1 − ti liegen die beiden Punkte auf τ 1i = ti + h/6 und τ 2i = ti+1 − h/6.
Abbildung 4.5 verdeutlicht die Lage der 2(n − 1) Kollokationspunkte, an denen die
impliziten Kollokationsbedingungen (4.14) zu erfüllen sind.
Aus der gewählten Diskretisierung mit Hermite-Splines und der Wahl der Kollokati-
onspunkte ergeben sich Verfahrensvorteile. Es entsteht eine spezielle schwach besetzte
Blockstruktur der Jacobimatrix (2.61) und Hessematrix (2.62) im Optimierungspro-
blem, welches mit hierfür geeigneten Solvern, z.B. sog. sparse SQP-Verfahren, effizient
gelöst werden kann. Gausspunkte konzentrieren sich zu den Intervallenden hin, was mit
einer geringeren Oszillation der polynomialen Ansätze und einer höheren Konvergenz-
ordnung einhergeht. Daraus resultiert eine geringe Anzahl an Auswertungen der rech-
ten Seite der Differentialgleichung pro Iterationsschritt. Durch die Wahl von Lobatto-
Punkten anstatt von Gausspunkten kann diese Anzahl weiter reduziert werden, die
Konvergenzordnung nimmt allerdings ab [23, 198]. Der Konvergenzradius des Verfah-
rens ist groß, allerdings benötigt es eine Anfangsschätzung und eine sinnvolle Konver-
genz ist dennoch nicht immer gewährleistet. Wird die spezielle Diskretisierung und die
damit verbundene Blockstruktur nicht berücksichtigt, so kann das zu hohem Speicher-
aufwand und damit verbundenem Rechenaufwand führen.
Abbildung 4.5: Kollokation an Gauss-Punkten.
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Diskrete Kostenfunktionen und Nebenbedingungen
Die Kostenfunktion wird hier aus der diskretisierten Steuerung gebildet. In Abhängig-
keit von der Formulierung des Zustandssystems kann sie grundsätzlich auch Zustands-
größen enthalten. Im Folgenden gelingt es aber, das System immer so zu formulieren,
dass die Kostenfunktion nur die Steuerungen oder deren Ableitungen enthält.
Aus dem jeweiligen Kostenfunktional (siehe Abschnitt 4.1.2) entsteht durch Diskre-
tisierung die Riemann-Summe




wobei die Faktoren wj die Gewichtung der Kollokationspunkte sowie die Intervalldis-
kretisierung berücksichtigen und die Steuerung mittels (4.12) approximiert wird. Eine
kubische Approximation der Steuerung eignet sich auch für Kostensummen der Art




Das Kriterium MT (4.4) kann man nun mit (4.20) und T ≡ u unter Berücksichtigung
der Nebenbedingungen










j = 1, ...,m, (4.22)
mit linearer (4.18) oder kubischer (4.19) Approximation der Steuerungen implementiert
werden. Das Kriterium MTC (4.6) kann mit (4.21) und Ṫ ≡ u̇ unter Berücksichtigung
der gleichen Nebenbedingungen (4.22) nur mit kubischer Approximation (4.19) der
Steuerungen implementiert werden. Für den Fall, dass die Bewegungsgleichungen in
analytischer Form vorliegen, könnte auch eine Differentiation der Bewegungsgleichun-
gen zur Implementierung des MTC mit der Kostenfunkion (4.20) herangezogen wer-
den, für das man mehr numerische Stabilität erwarten könnte. MkdTools berechnet
diese Ableitungen jedoch nicht und man muss auf erstere Verfahrensimplementierung
zurückgreifen.
Berücksichtigt man weder Zustands- noch Steuerbeschränkungen, so kann man das
Problem MAJ (4.3) prinzipiell analytisch behandeln. Zur numerischen Lösung setzt
man ...q ≡ u̇ mit der Kostenfunktion (4.21) undter Verwendung der impliziten Kolloka-
tionsbedingungen
0 = S3Δ(τj)xu − S̈3Δ(τj)xq, j = 1, ...,m. (4.23)
Die Implementierung des Auswahlkriteriums MCHJ (4.2) erreicht man durch Gleich-
setzen des Handrucks mit der abgeleiteten Steuerung
...
R ≡ u̇ unter Verwendung der
Kostensumme (4.21) und den Nebenbedingungen




, j = 1, ...,m. (4.24)
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4.2.3 Direkte Verfahren durch explizite Formulierung und Dis-
kretisierung der Zustandsvariablen
Durch die explizite Formulierung der Kollokationsbedingungen (4.15) kann man auf ei-
ne Diskretisierung der Steuerung verzichten, da sie durch die Diskretisierung der rechten
Seite automatisch erhalten wird. Eine Diskretisierung der Zustandsvariablen bzw. der
Verläufe der generalisierten Koordinaten mit kubischen Hermite-Splines ist möglich,
insbesondere für das Kostenkriterium MT [199]. Die Kostenfunktionale bedingen ei-
ne glatte Bewegung, und eine dreifache Ableitung kubischer Splines (siehe Abbildung
2.5) bereitet Schwierigkeiten. In der Arbeit von Long [122] wurden hierzu verschiedene
Diskretisierungen mit einer expliziten Formulierung der Kollokationsbedingungen er-
probt. Im Folgenden wird die Diskretisierung mit quintischen Hermite-Splines (2.95)
realisiert. Zu ihrer Bestimmung wird an den Stützstellen ein weiterer Parameter, die
zweite Ableitung des Funktionswertes, gegenüber den kubischen Splines benötigt, was
eine weitere Einstellmöglichkeit der Glattheit der Splines ermöglicht, aber auch einen
höheren Berechnungsaufwand sowie Oszillationen nach sich ziehen kann. Die entste-
hende Kurve ist C2-kontinuierlich.
Die Verläufe der generalisierten Koordinaten werden entsprechend (2.95) mit quin-
tischen Hermite-Splines
qk(t) = s5Δ(t)pk (4.25)
approximiert (siehe Abschnitt 2.3.3). Dabei wird neben einer äquidistanten Verteilung
der Knoten der Splines auch eine Lobatto-Verteilung der Knoten untersucht. Abbildung
4.6 zeigt die unterschiedliche Verteilung der Stützstellen über dem Intervall [t0, tf ].
Abbildung 4.6: Verteilung der Lobatto-Stützstellen a) und der äquidistanten
Stützstellen b) über dem Intervall [t0, tf ]. Die Schrittweite hi = ti+1 − ti des Lobat-
togitters ist im Vergleich zur äquidistanten Schrittweite h nicht konstant.
Zur exakten Bestimmung der Parameter der Splinekurven benötigt man vier Kollo-
kationspunkte je Teilintervall, welche an den vier Gausspunkten



















































festgelegt werden, um die Kostenintegrale mittels Gaußschen Quadraturformeln zu be-
rechnen [44]. Abbildung 4.7 verdeutlicht die Lage dieser Punkte im jeweiligen Teilinter-
vall. Über den Kollokationspunkten τi werden die diskreten Kostenfunktionen gebildet,
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Abbildung 4.7: Kollokation an vier Gauss-Punkten.
die explizit vom System abhängen. Die Gleichheitsnebenbedingungen entfallen.









, j = 1, ...,m (4.27)






TT (xq, τj)T(xq, τj). (4.28)
Anstatt der skalaren Funktion (4.28) zur Implementierung mit einem allgemeinen Op-
timierungsverfahren kann man auch die Vektorfunktion
f(xq) = [TT (xq, τ1),TT (xq, τ2), ...,TT (xq, τm)]T (4.29)
bilden, welche sich für die Implementierung mit einem quadratischen Lösungsverfahren
gemäß (2.59) eignet. Dieses Vorgehen ist für alle folgenden Kriterien ebenfalls möglich.







ṪT (xq, τj)Ṫ(xq, τj) (4.30)
aus den Ableitungen von T, die man entweder durch finite Differenzen oder durch eine
Splineapproximation der T und eine Auswertung ihrer Ableitungen an den Kollokati-
onspunkten erhält.







...q (xq, τj) (4.31)
mit ...q (t) =
...
S5Δ(t)xq.
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Die Bildung des Rucks
...
R durch Splines über R̈ und Ableitung oder durch finite Diffe-
renzen führte während der Entwicklung dieses Verfahrens zu numerischen Schwierigkei-
ten und Konvergenzproblemen. Ein sehr robustes Verfahren wurde durch die Bildung
kubischer Hermite-Splines
Ṙ(xq, τ) = S3Δ(τ)p(xq) (4.33)
über die Kollokationsauswertung von Ṙ(xq, τj) und R̈(xq, τj), j = 1, ...,m, gefunden,
die den Parametervektor p(xq) ausmachen. Zweimalige Ableitung von (4.33) ergibt...
R(xq, τj).
Nebenbedingungen
Die aus den impliziten Kollokationsbedingungen hervorgegangenen Gleichheitsbedin-
gungen entfallen durch die explizite Formulierung. Steuer- und Zustandsbegrenzungen
müssen jedoch berücksichtigt werden. Das kann zum einen durch einen Solver be-
werkstelligt werden, der Nebenbedingungen zulässt, zum anderen ist aber auch die
Modellierung von Grenzen gemäß dem Kraftverlauf in Abblidung 2.4 innerhalb der
Differentialgleichungen möglich, was den Aufwand zur Auswertung von Nebenbedin-
gungen erspart.
4.2.4 Experimente und Auswertung
Modell
Zur Untersuchung der beiden zuvor beschriebenen Implementierungen wurde ein zwei-
dimensionales Armmodell mit zwei Rotationsfreiheitsgraden, deren Drehachsen senk-
recht zur Bildebene in Abbildung 4.8 stehen, vorgegeben. Das Modell besteht aus drei
Abbildung 4.8: Doppelpendel Modell.
Körpern mit den Schwerpunkten Si, i = 1, .., 3. Der Oberarm ist gegen die Umgebung
drehbar beschrieben durch q1 und der Unterarm relativ dazu drehbar beschrieben durch
q2. Die Verbindung zwischen Unterarm und Hand ist starr. Die in Abbildung 4.8 einge-
zeichneten Längen wurden auf anthropometrischer Basis mit 1 = 0.287 m, 2 = 0.25 m,
s1 = 0.165 m, s2 = 0.121 m und s3 = 0.068 m gewählt. Die Masse des Körpers 1 ist
m1 = 2.03 kg und das Trägheitsmoment Θ1 = 0.0135 kg m2 bezüglich S1, für Körper
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2 gilt m2 = 1.23 kg und Θ2 = 0.0064 kg m2 bezüglich S2 sowie m3 = 0.458 kg und
Θ3 = 0.0013 kg m2 bezüglich S3. In der Ausgangsstellung zeigt der Arm senkrecht nach
unten, d.h. q1(t0) = q2(t0) = 0.
Szenarien
In den Grundszenarien wird das Pendel von der vertikalen Ausgangsstellung in die
horizontale Lage gefahren Die Randbedingungen sind dann q1(t0) = 0, q2(t0) = 0,
q1(tf ) = π/2, q2(tf ) = 0 mit t0 = 0 s und einer zunächst festen Endzeit tf = 0.5 s.
Auf die Begrenzung des Drehmoments wird verzichtet, für q2 wird ein Gelenkanschlag
q2 ∈ [0 ◦, 120 ◦] gesetzt. Das Szenario wird für die oben beschriebenen Kosten MT,
MTC, MAJ und MCHJ mit impliziten (impl. Verf.) und expliziten Verfahren (expl.
Verf.) berechnet. Die Güte und die Rechenzeit wird für die Knoten- bzw. Stützstellen-
anzahl n = 5,10 und 20 der Splines untersucht. Als Startlösung wird ein linearer Ver-
lauf von der linksseitigen zur rechtsseitigen Randbedingung der jeweiligen Koordinate
gewählt. Dieser Verlauf ist keine beliebig schlechte Startlösung und stellt das Durch-
schnittsverhalten dar. Die expl. Verf. wurden mit äquidistanter Diskretisierung und
einer Lobatto-Diskretisierung durchgeführt. Für die Kollokationsdiskretisierung wer-
den jeweils Gaußpunkte gewählt. Ferner wird bei den expl. Verf. neben der quintischen
Approximation auch eine kubische Approximation probiert, die aber an den Glattheits-
kriterien scheiterte und deshalb nicht beschrieben wird.
Ein Szenario mit dem gleichen Modell, ähnlichen Parametern und den gleichen Rand-
bedingungen stellen Kaphle und Eriksson [99] mit einem impl. Verf. vor, das sich zum
Vergleich eignet. Ein ähnliches Szenario findet sich für MTC bei Uno et al [210]. In
Flash und Hogan [65] finden sich die Profile des MAJ. Das MCHJ wurde in der Litera-
tur nicht gefunden, allerdings sind die analytisch bestimmbaren Bewegungsprofile für
MHJ (4.1) zum Vergleich geeignet.
Ein weiteres Szenario wird mit einer freien Endzeit tf für MT durchgeführt. Dyna-
misch betrachtet ist bei dem dann vorliegenden, konservativen Modell ohne Gelenk-
anschläge ein aufschwingendes System bei genügend zur Verfügung stehender Zeit zu
erwarten. Im Experiment wird tf auf ein Intervall tf ∈ [0.1 s, 3 s] begrenzt.
Ergebnisse
In den Abbildungen 4.9 bis 4.12 sind zunächst die Lösungen als Bewegung des Armes
graphisch in einer Bildfolge dargestellt. Die Lösungen wurden mit dem expl. Verf. mit
n = 10 berechnet, für das die Verfahrenskonvergenz zur erwarteten Lösung sicherge-
stellt war. Die Verläufe geben intuitive Einsicht in die Funktionsweise der Kostenfunk-
tionen.
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Abbildung 4.9: Lösung des Grundszenarios für MT.
Abbildung 4.10: Lösung des Grundszenarios für MTC.
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Abbildung 4.11: Lösung des Grundszenarios für MAJ.
Abbildung 4.12: Lösung des Grundszenarios für MCHJ.



























































































































































































































































Abbildung 4.14: Implizites Verfahren für MTC mit n = 10.
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In Abbildung 4.9 ist der optimale Verlauf mit minimalem Antriebsmoment MT
dargestellt. Man erkennt in der Bewegung ein starkes Einknicken des Armes, was einer
Reduzierung des gesamten Trägheitsmomentes des Armes bezüglich des Schultergelenks
q1 gleichkommt. Zur Armbewegung wird dort das größte Drehmoment benötigt, und
ein Einknicken kann das benötigte Drehmoment erheblich reduzieren.
Der Verlauf des MTC zeigt in Abbildung 4.10 ebenfalls ein Einknicken, allerdings ist
das nicht so stark ausgeprägt wie bei MT-Kosten. Aus der Anschauung kann man die
Minimierung der Momentenänderungsrate im Vergleich zum MT dafür verantwortlich
machen. Ansonsten ist das Kriterium nicht ganz so intuitiv.
In der Lösung des MAJ in Abbildung 4.11 erkennt man sofort, dass sich q2 nicht
ändert. Da das Drehmoment nicht begrenzt wurde, ist die optimale Lösung keine Be-
wegung, d.h. q2(t) = 0, wodurch auch der Ruck
...
q 2(t) = 0 ist und das Antriebsmoment
um q2 sorgt mit der notwendigen Größe dafür, dass diese Optimalität eingehalten wird.
In q1 muss zwangsläufig eine Bewegung stattfinden. Diese zeigt, wie später noch ersicht-
lich wird, das typische Glockenprofil im Geschwindigkeitsverlauf, um minimalen Ruck
zu erzielen.
Die analytische Lösung des MHJ ist bekannt als ein geradlinig verlaufender Pfad
des Handbezugssystems vom Startpunkt der Hand zum Endpunkt. Abbildung 4.12
zeigt diese Lösung ebenfalls für das MCHJ, dessen Kriterium (4.33) mit (4.1) identisch
ist. Die Kinematik des Arms ist hier in der Lage, diesen Pfad abzufahren, und die
Koordinaten passen sich durch Lösen der inversen Kinematik an. Das Einknicken ist
durch die Kinematik des Armes bedingt, da nur so der Handverlauf erreicht wird. Wäre
kein Gelenkanschlag gesetzt, so ist die spiegelverkehrte Lösung in den Gelenkkoordina-
ten ebenfalls eine Lösung. Der Solver konvergiert aufgrund numerischer Ungenauigkeit
dann nur zu einer der beiden Lösungen.
Abbildung 4.13 zeigt die optimale Lösung MT des impl. Verf. für n = 10 und
n = 50 Stützstellen. Auf Lageebene werden für q1 und q2 glatte und gemäß Abbildung
4.9 plausible Lösungen erhalten. Die Beschleunigungen der Koordinaten sowie die mit
Hilfe der inversen Dynamik berechneten Drehmomente zeigen eine starke durch die
kubische Approximation bedingte Artefaktbildung. Der Verlauf der Steuerungen u1
und u2 zeigt diese Artefakte nicht. Eine perfekte Approximation würde theoretisch eine
exakte Übereinstimmung der Verläufe von u und T zeigen. Die Lösung mit n = 50 ist
deutlich glatter und die Verläufe von u und T konvergieren. Die Artefakte verschwinden
und die Kurven werden glatt. Die Rechenzeit steigt aber erheblich.
Eine plausible Lösung wurde ab n ≥ 10 auch für MTC erhalten, die in Abbildung
4.14 dargestellt ist. Die Lösung ähnelt in ihrer Art der MT-Lösung und besitzt eine
ähnliche Artefaktbildung, die für eine höhere Anzahl an Stützstellen verschwindet.
Gute Lösungen für MAJ wurden für n ≥ 20 gefunden, die mit geringer Rechenzeit
ermittelt wurden, da sie nicht von der Systemdynamik abhängen. Eine sinnvolle Lösung
für MCHJ wurde ebenfalls erst bei einer Anzahl an Stützstellen n ≥ 20 gefunden und
entsprechend verhält sich die Rechenzeit. Auch die Vorgabe einer besseren Startlösung
änderte daran nichts.
In Tabelle 4.1 sind die Rechenzeiten des impl. Verf. für MT und MTC mit einer un-
terschiedlichen Anzahl an Stützstellen auf zwei aktuellen Prozessortypen dargestellt.
Das Verfahren ist sowohl in der Berechnung der numerischen Gradienten als auch in
der Aufstellung der Mehrkörpergleichungen, die pro Stützstelle einmal rekursiv gebil-
det werden, parallelisierbar, was in der Tabelle durch 1 Core ( ∧= nicht parallel), 2 Core
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MT MTC
n 5 10 20 5 10 20
Iterationen 69 135 190 57 94 129
CPU-Zeit (s)
2.4 GHZ 1 Core 70 620 3684 57 401 2673
3.0 GHZ 1 Core 48 395 2243 39 273 1480
3.0 GHZ 2 Core 36 252 1379 30 175 950
3.0 GHZ 4 Core 21 152 548 18 104 556
Tabelle 4.1: CPU-Zeiten der impliziten Methode.
( ∧= auf zwei Prozessoren parallelisiert) und 4 Core ( ∧= auf vier Prozessoren paralleli-
siert) angedeutet ist.
Die Anzahl der benötigten Iterationen ist im Vergleich zu Eriksson [61] ähnlich
und plausibel. Die Rechenzeiten sind jedoch alle relativ hoch, was auf die Speicherver-
waltung in Matlab und die Implementierung des Mehrkörperalgorithmus zurückgeführt
werden kann. Ein Experiment mit analytisch hergeleiteten Bewegungsgleichungen zeigt
die gleiche Iterationenanzahl, aber eine Rechenzeit um etwa den Faktor 10 − 100 ge-
ringer. Bei einer höheren Anzahl an Freiheitsgraden relativiert sich dieser Vorteil aller-
dings, da der Auswerteaufwand der analytischen Gleichungen schnell steigt. Es wurde
beobachtet, dass die impl. Verf. viele Auswertungen der Bewegungsgleichungen in den
Nebenbedingungen benötigen.
Im Vergleich zu den Rechenzeiten der impl. Verf. sind die in Tabelle 4.2 dargestell-
ten Zeiten der expl. Verf., die sich auf den MkdTools-Algorithmus beziehen, geringer.
Das Verfahren wurde für zwei Gittervarianten (Lobatto und äquidistant) berechnet.
Für die Kollokationspunkte wurden Gausspunkte gewählt. Den Ressourcenbedarf zum
Aufbau und zur Auswertung der nichtlinearen dynamischen Gleichungen erkennt man
insbesondere im Vergleich der Rechenzeiten des MAJ, für das keine Gleichungen aufge-
baut werden müssen. Auch hier konnten die Rechenzeiten durch Verwendung analytisch
hergeleiteter Bewegungsgleichungen deutlich gesenkt werden. Die Anzahl der Iterati-
onsschritte ist im Vergleich zum impl. Verf. deutlich geringer, was an den wegfallenden
Nebenbedingungen durch explizite Formulierung und der Verwendung eines Solvers für
quadratische Probleme liegt. Das ist plausibel, da das SQP-Verfahren im Vergleich zum
quadratischen Solver für die expl. Verf. fast so hohe Rechenzeiten benötigte wie für die
impl. Verf. Die Lobatto-Diskretisierung benötigt etwas höhere Rechenzeiten als eine
äquidistante Diskretisierung.
MT MTC MAJ MHJ
Lobatto-Gitter, n 5 10 5 10 5 10 5 10
Iterationen 24 24 13 100 6 9 27 32
CPU-Zeit (s) 27 118 14 427 0,8 2,5 30 160
konstantes Gitter, n 5 10 5 10 5 10 5 10
Iterationen 18 39 16 24 5 7 23 60
CPU-Zeit (s) 19 165 17 71 0,7 2 26 280
Tabelle 4.2: Rechenzeiten des expliziten Verfahrens mit quadratischem Solver und quin-
tischer Hermite-Approximierung auf einer 3 GHZ CPU.






















































































Abbildung 4.15: Optimale Lösungen der MT: (lo) Lobatto-Diskretisierung n = 10, expl.






















































































Abbildung 4.16: Optimale Lösungen der MTC: (lo) Lobatto-Diskretisierung n = 10,
expl. Verf.; (äq) äquidistante Diskretisierung n = 10, expl. Verf.; (imp) impl. Verf.,
n = 20.






















































































Abbildung 4.17: Optimale Lösungen der MCHJ: (lo) Lobatto-Diskretisierung n = 10,























































































Abbildung 4.18: Optimale Lösungen der MAJ: (lo) Lobatto-Diskretisierung n = 10,
expl. Verf.; (äq) äquidistante Diskretisierung n = 10, expl. Verf.; (imp) impl. Verf.,
n = 20.
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In Abbildung 4.15 werden die Lösungen für MT mit dem expl. Verf. für eine Lobatto-
Diskretisierung mit n = 10 und eine äquidistante Diskretisierung mit n = 10 sowie die
Lösung des impl. Verf. gezeigt. Für die Lagen und Geschwindigeiten ist eine relativ gute
Übereinstimmung aller Verfahren zu erkennen. In den Momenten verläuft die Lösung
des impl. Verf. etwas glatter und scheint als eine Art Mittelwert innerhalb der Kurven
des expl. Verf. zu verlaufen. Das äquidistante Gitter zeigt eine geringfügig bessere
Übereinstimmung mit dem impl. Verf. als das Lobatto-Gitter.
Die in Abbildung 4.16 dargestellten Lösungen des MTC zeigen eine nicht ganz so gu-
te aber akzeptable Übereinstimmung. Die Lösung des impl. Verf. wurde erst ab n = 20
Stützstellen erhalten. Davor konvergierte das Verfahren nicht. Das Glattheitskriterium
Momentenänderung zeigt nicht die starken Oszillationen in den Momentenverläufen,
die insbesondere beim expl. Verf. in Zusammenhang mit dem MT gefunden wurden. Im
Vergleich zum MT sind die MTC-Lagen- und Geschwindigkeitsverläufe nicht so stark
exponiert, da die Änderungsrate und nicht das Moment an sich im Kostenkriterium
betrachtet wird.
Das MCHJ zeigt im grafischen Verlauf 4.12 einen geraden Handpfad, der durch
das impl. Verf. erst mit einer Stützstellenanzahl ab n = 20 erhalten wurde. Insbe-
sondere die Übereinstimmung des impl. Verf. mit der äquidistanten Diskretisierung
des expl. Verf. ist bemerkenswert (siehe Abb. 4.17). Das Lobatto-Gitter erreicht die
Übereinstimmung nur etwa in den Lagen. Die Lageverläufe an sich besitzen von der
Art her starke Ähnlichkeit mit MT und MTC. Lediglich die Glockenform von q2 nimmt
in der Reihenfolge MT, MTC, MCHJ ab. Die Geschwindigkeitsverläufe q̇1 und q̇2 zeigen
im Vergleich zu MT und MTC Bogenverläufe mit deutlich größeren Bogenradien.
Das Auswahlkriterium MAJ zeigt in Abbildung 4.18 auf den ersten Blick keine
Bewegung in q2, was bedingt durch das Kriterium richtig ist. Alle Verfahren haben es
entsprechend gelöst. Eine gute Übereinstimmung der äquidistanten Diskretisierung mit
dem impl. Verf. ist zu erkennen, allerdings konvergiert das impl. Verf. erst ab n = 20
und zeigt trotzdem einen raueren Verlauf als die expl. Verf.
In Abbildung 4.19 sind die Wege, Geschwindigkeiten und Beschleunigungen der x-
und y-Koordinaten des Handkörpers für die vier verschiedenen Auswahlkriterien auf-
getragen. Man erkennt in 4.19(d) sofort den für Ruckminimierung charakterisrischen
Verlauf des MCHJ, d.h. ein glockenförmiges Geschwindigkeitsprofil und den umschla-
genden Beschleunigungsverlauf, der in der ersten zeitlichen Hälfte positiv und danach
negativ ist. Die Verläufe besitzen die gleiche Form wie die bereits für die Gelenkverläufe
in Abbildung 4.18 gefundenen Verläufe der Koordinate q1. Die Verläufe für MT (Abbil-
dung 4.19(a)), MTC (Abbildung 4.19(b)) und MAJ (Abbildung 4.19(c)) sind nicht so
klar zuzuordnen. Der Verlauf für MAJ (4.19(c)) zeigt stärkere Ähnlichkeit mit MCHJ
(4.19(d)) als die dynamischen Kriterien. In Beschleunigungsverläufen des MT erkennt
man diskretisierungs- und approximationsbedingte Artefaktbildung.
In Tabelle 4.3 sind die Kosten der expliziten Verfahren für verschiedene Diskreti-
sierungen und Kostenfunktionen aufgetragen. Für die Ergebnisse aus den einzelnen
Auswahlkriterien wurden für die jeweils optimalen Trajektorien auch die Kosten der
anderen Kriterien berechnet. Somit ist auch überprüfbar, ob die einzelnen Algorithmen
richtig arbeiten. Die jeweiligen Kosten wurden aus den quadratischen Funktionswer-
ten an den Kollokationspunkten unter Berücksichtigung der Diskretisierung und der
Gewichtung der einzelnen Zeitabschnitte gebildet. Kosten für den Ruck sind im Allge-
meinen höher, da die Werte aus den dritten Ableitungen der Lage bestehen und bei
















































































































































































































(d) Verläufe der Lösung MCHJ
Abbildung 4.19: Verläufe, Geschwindigkeiten und Beschleunigungen des Handkörpers
im Inertialraum, expl. Verf., äquidistant, n = 10.










[Nm] [Nm/s] [◦/s3] [m/s3]
5 konst 3.1 39.0 3638.8 227.4
MT 5 Lobatto 3.0 32.6 4297.5 196.7
10 konst 2.9 41.0 4429.0 243.9
10 Lobatto 2.7 39.4 6946.1 237.8
20 konst 2.8 41.6 7091.0 299.2
20 Lobatto 2.6 47.7 13228.4 306.3
5 konst 3.9 39.7 1905.1 152.7
MTC 5 Lobatto 4.2 51.4 2109.7 177.7
10 konst 3.9 38.1 1780.5 172.9
10 Lobatto 4.2 53.8 2189.5 184.8
20 konst 4.9 26.6 1994.5 181.3
20 Lobatto 5.2 28.3 2337.0 150.5
5 konst 5.9 64.1 141.0 94.8
MAJ 5 Lobatto 5.7 74.9 157.3 102.3
10 konst 5.8 58.1 135.1 92.3
10 Lobatto 5.7 84.4 157.2 104.0
20 konst 5.7 57.3 134.6 91.8
20 Lobatto 5.6 84.5 15.6 104.0
5 konst 4.7 50.9 1284.7 58.9
MCHJ 5 Lobatto 4.2 60.6 2154.5 62.5
10 konst 4.6 52.9 1805.0 52.6
10 Lobatto 4.3 69.3 5429.0 69.0
20 konst 4.5 64.1 2533.6 50.8
20 Lobatto 4.3 70.5 5824.1 69.2
Tabelle 4.3: Kostenvergleich der expliziten Verfahren für verschiedene Diskretisierungen
und Auswahlkriterien.
quintischer Approximation durch Artefaktbildung stärker beeinflusst werden.
Die Ruckkosten ∑AJ des MAJ sind im Vergleich zu den Ruckkosten der anderen
Kriterien am geringsten, insbesondere werden für ein konstantes Gitter mit zuneh-
mender Anzahl an Stützstellen n abnehmende Kosten beobachtet. Die Kosten über
dem Lobatto-Gitter sind höher als diejenigen über dem konstanten Gitter. Bei den
Handruckkosten ∑CHJ wird ein ähnliches Verhalten wie zuvor beobachtet. Die mini-
malen Kosten hierfür im Vergleich zu den anderen Kriterien erzeugt erwartungsgemäß
das MCHJ. Eine zunehmende Anzahl äquidistanter Stützstellen senkt auch hier die
Gesamtkosten. Auf dem Lobatto-Gitter werden größere Artefakte in den höheren Ab-
leitungen erzeugt, was insgesamt zu höheren Kosten führt. Für ∑T und ∑TC-Kosten
sind die Ergebnisse entsprechend. Die geringsten Kosten werden jeweils gemäß dem
entsprechenden Optimalitätskriterium erhalten, d.h. beispielsweise sind für MT die
Kosten ∑T immer geringer als die Kosten ∑T bei anderen Kriterien.
In Abbildung 4.20 sind die Verläufe für das Armmodell ohne Gelenkanschläge dar-
gestellt, welches MT-optimal mit einer Endzeit tf ∈ [0.1, 3] verfährt. Das System hat
tf maximiert und die Zeit zum Aufschwingen genutzt, was die Annahme bestätigte.
Die Kosten ∑T = 1.8 wurden erhalten, was im Vergleich zu einer Bewegungszeit von
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Abbildung 4.20: MT aufschwingend, expl. Verf., n = 10.
Insgesamt lässt sich sagen, dass die gefundenen Verläufe der Kriterien MT, MTC und
MAJ im Einklang mit der Literatur sind. Das MCHJ wurde in der recherchierten Li-
teratur nicht gefunden. Allerdings lässt die Art der Kurvenverläufe in 4.17 und 4.19(d)
darauf schließen, dass die Verfahren richtig arbeiten. Die auf quintischer Approximation
basierenden expl. Verf. erzeugen bereits bei einer geringen Anzahl an Stützstellen plau-
sible Lösungen in einer akzeptablen Berechnungszeit. Eine äquidistante Diskretisierung
benötigt weniger Iterationen und produziert etwas bessere Ergebnisse als eine Lobatto-
Diskretisierung. Der erhoffte Vorteil einer schnelleren Verfahrenskonvergenz und besse-
ren Approximation durch eine Lobatto-Diskretisierung blieb aus. Im Vergleich mit den
impl. Verf. arbeiten die expl. Verf. bei geringer Stützstellenzahl schneller, insbesondere
mit quadratischem Solver. Die impl. Verf. sind universeller einsetzbar und es entstand
bei Testrechnungen mit zunehmender Anzahl an Stützstellen der Eindruck, dass der
Vorteil der expl. Verf. schwindet. Die quintische Approximation fängt bei einer hohen
Anzahl an Stützstellen leichter an zu oszillieren.
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4.3 Anwendungsbeispiel: Studie von Zeigegesten
Die explizite Formulierung mit äquidistanter Diskretisierung wurde in einer Studie zur
Synthese von Zeigegesten angewandt. Ziel der Studie war neben einer probandenspe-
zifischen Bewegungsanalyse insbesondere die Synthese optimaler Bewegungen zu jeder
aufgenommenen Bewegung und eine groß angelegte statistische Erhebung, welche die
Annahmen hinsichtlich zielgerichteter diskreter Bewegungen aus der Literatur auch
für dreidimensionale Bewegungen stützt. Die ausführliche Auswertung der Studie fin-
det man in der Arbeit von Stein [189]. Im Folgenden werden die Studie, in dem das
Optimierungsverfahren erfolgreich angewandt wurde, und deren Ergebnisse skizziert.
4.3.1 Methoden
Aufnahmeprozedur
Zwanzig Studierende der Universität Karlsruhe (TH) im Alter zwischen 20 und 25 Jah-
ren, Körpergröße zwischen 160 cm und 189 cm und Körpergewicht zwischen 49 kg und
100 kg, nahmen an der Studie teil. In einer Küchenumgebung, d.h. einer festen Umge-
bung, wurden an vier Stellen Zeichen angebracht, die als Zeigeziel dienten. Auf einen
festgelegten Punkt stellte sich der jeweilige Proband mit einer festgelegten stehenden
Körperausrichtung und Startblickrichtung. Nach Zuruf durch den Untersuchungslei-
ter zeigte der Proband auf das jeweils zugerufene Zeichen. Die Bewegungen wurden
mit einem markerbasierten Motion Capture-System [215] und einem Markerset für
Ganzkörperbewegungen [214] aufgezeichnet.
Abbildung 4.21: Küchenszenario: Markierung der Ziele, Aufnahmevolumen und Blick-
richtung.
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Bewegungsanalyse
Als Grundlage zur Bewegungsanalyse aber auch zur Synthese diente ein Oberkörper-
modell, welches dem biologisch motivierten Ganzkörpermodell aus Abschnitt 3.2 ohne
Beine entspricht und um eine bewegliche Thorax-Schlüsselbeinverbindung erweitert
wurde. Es besitzt 32 Freiheitgrade und wurde pro Proband jeweils einmal mit dem in
Abschnitt 3.3.5 beschriebenen Algorithmus skaliert. Jede Bewegung wurde auf das Mo-
dell mit dem mehrstufigen Rekonstruktionsverfahren aus Abschnitt 3.3.3 übertragen.
Eine Kraftmessung wurde nicht durchgeführt und die inverse Dynamik direkt mittels
Gleichung (2.45) berechnet. Die einzelnen Bewegungsverläufe wurden entsprechend von
Stein [189] ausgewertet und die Start- und Endpunkte jeder einzelnen Zeigebewegung
festgelegt. Konkret wurde als Bewegungsbeginn jener Zeitpunkt gewählt, bei dem die
tangentiale Geschwindigkeit der Hand das erste Mal 5% ihrer maximalen tangentia-
len Geschwindigkeit überschritten hatte. Als Endpunkt wurde jener Frame gewählt,
an dem die tangentiale Geschwindigkeit der Hand das erste Mal 5% ihrer maximalen
tangentialen Geschwindigkeit unterschritten hat. Dadurch starten alle Zeigebewegun-
gen mit etwa vertikal ausgerichtetem Arm und enden mit etwa waagerecht gestrecktem
Arm in Richtung des jeweiligen Ziels.
Bewegungssynthese
Die festgelegten Start- und Endzeitpunkte sowie die dort aus der Analyse bekannten
Werte der generalisierten Koordinaten, und deren Ableitungen wurden bei der Synthe-
se einzelner Bewegungen als Randbedingungen vorgegeben. Der äquidistante Diskre-
tisierungsansatz mit einer expliziten Formulierung der Kollokationsbedingungen aus
Abschnitt 4.2.3 wurde zur Berechnung der biologisch inspirierten Kostenkriterien (sie-
he Abschnitt 4.1.2) MTC, MAJ und MCHJ, MHJ mit n = 10 Stützstellen und jeweils
fester aus der Analyse bekannten Endzeit eingesetzt. Die Besonderheit dabei ist, dass
nicht immer alle generalisierten Koordinaten zur Synthese gleichzeitig zur Verfügung
stehen, da das zum einen nicht unbedingt methodisch sinnvoll ist, zum anderen eine
zu hohe Anforderung an Rechenaufwand darstellt. Die Koordinaten wurden jeweils
einzeln oder zu Gruppen und zur jeweiligen Zeigebewegung passend ausgewählt. Die
verbleibenden generalisierten Koordinaten wurden mit den aus der Analyse bekannten
Verläufen kinematisch getrieben. Dabei entsteht ein völlig anderes und in der Biomecha-
nik auch neuartiges Szenario im Vergleich zu den bisher in der Literatur eher einfachen
Systemen mit isolierten Freiheitsgraden. Durch den nichtlinearen Zusammenhang der
Mehrkörperstruktur hat jede getriebene kinematische Bewegung Auswirkungen auf die
jeweiligen freien zu optimierenden Koordinatenverläufe, was der Optimierer zusätzlich
berücksichtigen muss. Damit kann die Frage erörtert werden, wie die Zeigebewegung
dem jeweiligen Auswahlkriterium entsprechend innerhalb der Rahmenbedingungen des
aufgezeichneten Versuchs verlaufen wäre. Als Startlösung der zu optimierenden Koor-
dinaten wurden die Verläufe aus der Analyse vorgegeben. Konkret wurden für das Ziel
1 und das Ziel 3 jeweils 40 aufgenommene Bewegungen zur Bewertung der Kosten-
kriterien herangezogen. Jede der 80 Bewegungen wurde mit vier Kostenkriterien mit
insgesamt 11 Kombinationen an freien Koordinaten synthetisiert. Hinzu kommt noch
für jede der 80 Bewegungen eine Optimierung mit dem einfachen MHJ-Modell, so dass
insgesamt 3600 Bewegungen synthetisiert wurden.
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Datenanalyse
Der Vergleich zwischen gemessenen und synthetisierten Bewegungen erfolgt in drei
Schritten (siehe auch [189]). Zunächst werden die Bewegungsmuster qualitativ analy-
siert, um einen ersten Eindruck zu bekommen, ob das entwickelte Framework funk-
tioniert. Daran anschließend werden die gemessenen und synthetisierten Bewegungen
auf der Grundlage einer prozentualen mittleren quadratischen Abweichung (%RMSD)
auf Unterschiede geprüft. Die Unterschiede im %RMSD zwischen den Ergebnissen der
verschiedenen Modelle sowie den gemessenen Daten werden auf der Basis von Vari-
anzanalysen mit Messwiederholung sowie paarweisen Bonferroni-Tests auf Signifikanz
geprüft. Da selbst bei nicht signifikanten Differenzen auf der Basis des %RMSD ver-
schiedene Modelle die Topologie der gemessenen Bewegungsmuster unterschiedlich gut
reproduziert haben, wird in einem zweiten Schritt ein Ähnlichkeitskoeffizient zum Ver-
gleich topologischer Verlaufscharakteristika zwischen gemessenen und berechneten Be-
wegungen bestimmt. Der Ähnlichkeitskoeffizient ist wie ein Korrelationskoeffizient zu
interpretieren und kann Werte zwischen -1 und 1 annehmen, wobei 1 einer perfekten
Ähnlichkeit entspricht.
4.3.2 Ergebnisse
Im vorliegenden Abschnitt werden exemplarisch für das Ziel 3 Ergebnisse für die Op-
timierung von 5 Bewegungsfreiheitsgraden (Torsorotation, Schulterflexion, -adduktion,
-rotation, Ellbogenflexion) durch MCHJ, MHJ, MAJ sowie MTC vorgestellt. Die ver-
bleibenden 27 Freiheitsgrade werden kinematisch getrieben.
Qualitative Analyse gemessener und synthetisierter Bewegungen
In Abbildung 4.22 werden Ergebnisse anhand einer einzelnen Zeigebewegung eines aus-
gewählten Subjektes exemplarisch erläutert. Das Modell befindet sich jeweils in End-
pose. Der Verlauf des Handkörpers ist jeweils für die analysierten Daten (MoCap) und
die Auswahlkriterien MT, MTC, MAJ und MCHJ dargestellt. Ganz charakteristisch
sieht man die gerade Bewegung der Hand bei MCHJ. MT und MTC ähneln der im
vorangehenden Abschnitt gefundenen Lösungen der Armbewegung mit den gleichen
Auswahlkriterien. Den Handverlauf reproduziert in diesem Fall offensichtlich das MAJ
Abbildung 4.22: Aufgezeichnete Zeigebewegung eines Subjekts (MoCap) und die dazu
synthetisierten Bewegungen nach MAJ, MTC, MT und MCHJ.
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gegenüber den Versuchsdaten am besten. Visuell ist kaum ein Unterschied zu erken-
nen. MTC besitzt im Handverlauf eine Ähnlichkeit mit MAJ und der aufgezeichneten
Bewegung. In Abbildung 4.23 sind die Ergebnisverläufe der 5 Freiheitsgrade aufge-
tragen. Alle Winkel- und Geschwindigkeitsverläufe zeigen eine gute Übereinstimmung
der aufgezeichneten Daten mit dem MAJ. Das MTC weist glatte Winkel- und Win-
kelgeschwindigkeitsverläufe auf, die aber von den gemessenen Verläufen deutlich ab-
weichen. Die Momentenverläufe des MTC im Torso und in den Schulterfreiheitsgraden
deuten einen geradlinigen Verlauf an, der durch Artefaktbildung infolge quintischer
Splineapproximation beeinflusst ist. Die Tendenz zum geraden Verlauf deutet auf eine
minimale Änderungsrate hin. Das MCHJ wird in Abbildung 4.22 als Kriterium erfüllt.
Die Winkel- und Geschwindigkeitsverläufe in 4.23 weisen aber viele Schwingungen auf,
was darauf hindeutet, dass die Redundanz der Kinematik durch das Kriterium nicht
aufgelöst wird. Hierfür wäre ein zusätzliches Kriterium notwendig.
Unterschiede zwischen gemessenen und synthetisierten Bewegungen
Die Ergebnisse des %RMSD für die Handpfade zeigen, dass keines der Modelle in
Abbildung 4.24(a) die gemessenen Handpfade vollständig reproduzieren konnte. Das
MAJ produzierte den geringsten %RMSD gefolgt von dem MHJ, dem MCHJ sowie dem
MTC. Die Varianzanalyse mit Messwiederholung erbrachte signifikante Unterschiede
(F = 18.894, p ≤ 0.001, η2 = 0.326) zwischen dem %RMSDs der gemessenen und
der synthetisierten Handpfade. Die paarweisen Bonferroni-Tests wiesen signifikante
Unterschiede zwischen den Handpfaden des MHJ und des MCHJ (p ≤ 0.001), des MHJ
und des MTC (p ≤ 0.001), des MCHJ und des MAJ (p ≤ 0.001) sowie zwischen dem
MAJ und dem MTC (p ≤ 0.001) auf. Die Bonferroni-Tests ergaben keine signifikanten
Unterschiede zwischen dem MHJ und dem MAJ (p = 0.206) sowie zwischen dem MCHJ
und dem MTC (p = 0.013).
Die Ergebnisse des %RMSD zwischen den gemessenen und den synthetisierten Ge-
schwindigkeiten der Hand in 4.24(b) zeigen, dass das MAJ den kleinsten %RMSD
erzeugt gefolgt von MHJ, MCHJ und MTC. Die Varianzanalyse mit Messwiederholung
erbrachte signifikante Unterschiede (F = 22.784, p ≤ 0.001, η2 = 0.369) zwischen dem
%RMSD der gemessenen und synthetisierten Handgeschwindigkeiten der vier Optimal-
steuerungsmodelle. Paarweise Bonferroni-Tests ergaben signifikante Unterschiede zwi-
schen den %RMSD der gemessenen und der synthetisierten Handgeschwindigkeiten des
MHJ und MCHJ (p ≤ 0.001), MHJ und MAJ (p ≤ 0.01), MHJ und MTC (p ≤ 0.001),
MCHJ und MAJ (p ≤ 0.001) sowie zwischen dem MAJ und MTC (p ≤ 0.001). Die
Bonferroni-Tests wiesen keine signifikanten Unterschiede zwischen dem MCHJ und dem
MTC (p ≤ 0.389) auf.
Die Ergebnisse des %RMSD zwischen den gemessenen und synthetisierten Winkel-
verläufen in 4.24(c) zeigen, dass keines der drei Optimalsteuerungsmodelle in der Lage
war, die gemessenen Trajektorien der generalisierten Koordinaten zu reproduzieren.
Das MAJ erzeugte den kleinsten %RMSD, gefolgt von MTC und MCHJ. Die Vari-
anzanalyse mit Messwiederholung erbrachte signifikante Unterschiede (F = 108.960,
p ≤ 0.001, η2 = 0.736) zwischen dem %RMSD der gemessenen und der synthetisierten
Winkelverläufe der drei Optimalsteuerungsmodelle. Die paarweisen Bonferroni-Tests
wiesen signifikante Unterschiede zwischen den %RMSD der gemessenen und syntheti-
sierten Winkelverläufen des MAJ und MCHJ (p ≤ 0.001), MCHJ und MTC (p ≤ 0.001)





























































































































(o) T Ellbogen Flex./Ext.
MoCap MTC MCHJ MAJ
Abbildung 4.23: Gemessene und synthetisierte Trajektorien mit 5 Freiheitsgraden.
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(a) Handpfade (b) Handgeschwindigkeiten
(c) Winkel (d) Winkelgeschwindigkeiten
Abbildung 4.24: Mittelwerte der %RMSD der Handpfade, tangentialen Handgeschwin-
digkeiten, Winkel- und Winkelgeschwindigkeiten für das MHJ, das MCHJ, das MAJ
und das MTC für die Optimierung des Schulter- und Ellbogengelenks sowie der Tho-
raxrotation. Die Fehlerbalken entsprechen den 99%-Konfidenzintervallen.
sowie zwischen dem MAJ und MTC (p ≤ 0.001) auf.
Die Ergebnisse des %RMSD zwischen den gemessenen und synthetisierten Winkel-
geschwindigkeiten in 4.24(d) zeigen, dass keines der drei Optimalsteuerungsmodelle in
der Lage war, die gemessenen Trajektorien der Ableitung der generalisierten Koordina-
ten zu reproduzieren. Das MAJ erzeugte wiederum den kleinsten %RMSD, gefolgt von
MTC und MCHJ. Die Varianzanalyse mit Messwiederholung erbrachte signifikante Un-
terschiede (F = 60.454, p ≤ 0.001, η2 = 0.608) zwischen dem %RMSD der gemessenen
und der synthetisierten Winkelgeschwindigkeiten der drei Optimalsteuermodelle. Die
paarweisen Bonferroni-Tests zeigten signifikante Unterschiede zwischen den %RMSD
der gemessenen und synthetisierten Winkelgeschwindigkeiten des MCHJ und des MAJ
(p ≤ 0.001), des MCHJ und des MTC (p ≤ 0.001) sowie des MAJ und des MTC
(p ≤ 0.001).
Ähnlichkeiten zwischen gemessenen und synthetisierten Bewegungen
Die Ähnlichkeitskoeffizienten für die Handpfade und tangentialen Handgeschwindig-
keiten zeigen, dass das MAJ die gemessenen Handbewegungen am besten reprodu-
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zieren konnte, wobei im Fall der Handpfade die Differenzen relativ klein sind. Die
Ergebnisse für die intrinsischen Variablen zeigen, dass das MAJ die höchsten Ähnlich-
keitskoeffizienten aufweist, d.h. die gemessenen Bewegungen am besten reproduzieren
konnte. Die Performance des MCHJ sowie des MTC sind vergleichbar, jedoch deutlich
schlechter als jene des MAJ. Die Ähnlichkeitskoeffizienten für die Drehmomentprofile
liegen im Bereich der Resultate für Winkel und Winkelgeschwindigkeiten. Insgesamt
sind die Ähnlichkeitskoeffizienten für die intrinsischen Variablen deutlich kleiner als
jene für die extrinsischen Variablen.
MHJ MCHJ MAJ MTC
R 0.9956 0.9904 0.9979 0.9916
Ṙ 0.9588 0.8531 0.9729 0.8834
q - 0.5409 0.9064 0.5775
q̇ - 0.2707 0.6769 0.3236
T - - - 0.4714
Tabelle 4.4: Mittlere Ähnlichkeitskoeffizienten zwischen gemessenen und synthetisierten
Bewegungen für die 5 optimierten Bewegungsfreiheitsgrade für das MHJ, das MCHJ,
das MAJ und das MTC.
4.3.3 Diskussion
Die hier aufgeführten Ergebnisse zeigen, dass keine der Kostenfunktionen die gemes-
senen Bewegungen vollständig reproduzieren konnte. Das MAJ produzierte insgesamt
signifikant geringere Abweichungen von den gemessenen Bewegungen als alle anderen
Modelle. Lediglich der Unterschied zum MHJ für die Handpfade war nicht signifikant.
Gleichzeitig ergab die Ähnlichkeitsprüfung, dass das MAJ die Topologie der gemessenen
Bewegungen in allen getesteten Fällen am besten reproduzieren konnte. Da das MAJ
die gemessenen Daten nicht vollständig reproduzieren konnte, ist in Folgeuntersuchun-
gen zu prüfen, ob die Differenzen auf die Methodik oder aber auf die Kostenfunktion
selbst zurückzuführen sind.
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Kapitel 5
Zusammenfassung und Ausblick
Die Frage, wie der Mensch in der Lage ist, sich zielgerichtet, adaptiv und präzise zu
bewegen, wurde bislang noch nicht hinreichend gut beantwortet. Sie ist aber von hoher
praktischer und theoretischer Relevanz, da eine Antwort darauf insbesondere in der
Prothetik und in der humanoiden Robotik die Basis für zukünftige Entwicklungen
bildet.
Heute werden Mehrkörpermodelle des menschlichen Körpers zur Untersuchung von
Bewegungen eingesetzt. Sie ermöglichen die Berechnung von kinematischen und kine-
tischen Größen, die zum Teil nur schwer oder gar nicht messbar sind und erlauben die
Vorhersage einer Bewegung. Stand der Technik in der Bewegungsanalyse zur Berech-
nung zeitlich-räumlicher Parameter und Variablen ist der kombinierte Einsatz von drei-
dimensionalen Mehrkörpermodellen und markerbasierten Motion Capture-Verfahren
sowie Kraftmessplatten. Die erfassten Daten werden auf das Modell übertragen, die
gewünschten zusätzlichen Größen berechnet und anschließend ausgewertet. Aktuelle
markerbasierte Verfahren zur Übertragung der Messschriebe kommen vor allem mit
Hautverschiebungsartefakten und Schwabbelmassenbewegungen nicht ausreichend zu-
recht. Zudem bereitet die Vergleichbarkeit von Modellen und Daten durch fehlende
Standardisierung Probleme. In der Neurobiologie wie auch in der humanoiden Robo-
tik ist man zunehmend an den zugrunde liegenden Prinzipien menschlicher Bewegung
interessiert. Dazu beschreitet die Bewegungssynthese im Vergleich zur Analyse den um-
gekehrten Weg und erzeugt die Bewegung am Modell anhand von gewünschten Kriteri-
en. Die Theorie optimaler Steuerprozesse bildet hierfür eine Grundlage zur Berechnung
von optimalen Lösungstrajektorien innerhalb einer Mehrkörpersimulation. Prinzipien
und Kriterien werden dafür in einer Kostenfunktion formuliert und die optimale Be-
wegung unter der Einhaltung von Rahmenbedingungen berechnet. Um die zugrunde
liegenden Prinzipien menschlicher Bewegung letztlich aufzufinden, werden die Bewe-
gungsanalyse und die -synthese miteinander kombiniert. Damit kann beispielsweise die
bewegungskoordinative Arbeitsweise des zentralen Nervensystems besser verstanden
werden.
Die vorliegende Arbeit widmet sich der Anwendung und der Weiterentwicklung der
Methoden, die zur Analyse und Synthese menschlicher Bewegungen eingesetzt wer-
den. Hierzu wird ein Modell des menschlichen Körpers nach dem Modellstandard
der International Society of Biomechanics entwickelt. Die Modellparameter werden
durch die gängigsten Regressionsgleichungen aus der Literatur an die individuellen
Körperproportionen der Probanden angepasst.
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Zur Bewegungsrekonstruktion aus Motion Capture-Daten werden optimierungsba-
sierte Methoden, die den aktuellen Stand der Technik bilden, untersucht. Aus Marker-
informationen wird dabei die Bewegung eines Mehrkörpermodells berechnet. Darauf
aufbauend wird ein Skalierungsalgorithmus entwickelt, der die Modellparameter an das
jeweilige Subjekt mittels quadratischen Parameteroptimierungsverfahren anpasst. Mit
den in der Literatur so genannten ”globalen“ Optimierungsverfahren zur Übertragungder aufgezeichneten Markertrajektorien auf das skalierte Modell wird bereits eine gu-
te Kompensation der Hautverschiebungsartefakte erzielt. Diese rekonstruieren bislang
nur Lageinformationen. Zur vollständigen Beschreibung der Bewegung sind neben den
Geschwindigkeits- und den Beschleunigungsverläufen insbesondere die über der Zeit
wirkenden Kräfte und Momente interessant. Zu deren Berechnung werden die Ver-
fahren durch modellbasierte Rekonstruktionsmethoden ergänzt. Es wird gezeigt, dass
sie standardisiert eingesetzt werden können und eine fehleranfällige Dateninterpolation
überflüssig machen. Bei langsamen Bewegungen arbeiten sie nahezu perfekt, was durch
besonders geringe Residuenkräften, die in der Berechnung der inversen Dynamik durch
Hinzunahme von Kraftmessungen der Bodenreaktionen entstehen, ersichtlich wird. Das
Ganzkörpermodell des Menschen wurde um ein detailliertes Modell einer Wirbelsäule
ergänzt, welches in Zusammenrarbeit mit dem Rekonstruktionsalgorithmus in der Lage
ist, die Bewegung auch dort zu rekonstruieren, wo keine Markerinformation vorhanden
ist. Die vorgestellten Verfahren basieren auf Ausgleichsverfahren und profitieren durch
die Anwendung von quadratischen Solvern unter Vorgabe der Jacobimatrix insbeson-
dere in der Verfahrenskonvergenz und -geschwindigkeit.
Bei der Berechnung der inversen Dynamik fallen unpräzise gewählte Modellparame-
ter, insbesondere die angenommenen Schwerpunktlagen und Trägheitstensoren, ins Ge-
wicht. Unter Zuhilfenahme von Umgebungsreaktionen, die zeitsynchron mit den Motion
Capture-Daten aufgezeichnet werden, wird ein Optimierungsverfahren zur Anpassung
der zeitlich konstanten Modellparameter angewandt. Bei schnellen Bewegungen ist der
Einfluss von Schwabbelmassenbewegungen signifikant. Diese können in der Praxis nur
aufwändig oder gar nicht erfasst werden. Deshalb werden zwei Ansätze zur Kompensati-
on der Schwabbelmassenbewegung vorgeschlagen. Der erste Ansatz versucht, durch eine
geregelte Vorwärtssimulation mit zusätzlich modellierter Schwabbelmasse die Modell-
fehler zu kompensieren. Der zweite berechnet passendere Variablenverläufe durch eine
optimierungsbasierte Manipulation der Systemvariablen. Beide Verfahren arbeiten vor
allem schnell und können schwabbelmassenbedingte Rekonstruktionsfehler reduzieren.
Die Modelle und die Rekonstruktionsverfahren zur Analyse menschlicher Bewegungen
stehen dem Sonderforschungsbereich 588 im Rahmen einer Toolbox zur Verfügung und
wurden bereits zur Rekonstruktion mehrerer tausend Bewegungen eingesetzt.
Zahlreiche Beobachtungen von stereotyper Bewegungsausführung geben Grund zur
Annahme, dass der Mensch seine Bewegungen in einer optimalen Art und Weise er-
zeugt, was mit Paradigmen aus den Neuro- und Bewegungswissenschaften einher geht.
Beispielsweise beschäftigt sich das Bernsteinproblem mit der Redundanz des Bewe-
gungsapparats und der damit verbundenen nicht eindeutigen Auswahl einer Bewe-
gung. Aus der kognitiven Psychologie stammt die Theorie der motorischen Programme,
welche die Auswahlkriterien auf der Basis menschlicher Informationsverarbeitung und
Steuerungs- und Regelungsprozessen zu finden versucht. Ein weiterer Ansatz beschäftigt
sich mit der mathematischen Modellierung und der experimentellen Validierung so ge-
nannter interner Modelle, die als physikalische Repräsentation des Körpers und der Um-
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gebung im ZNS existieren und erklären sollen, wie das ZNS die zusammenhängenden
sensorischen und motorischen Aufgaben bewerkstelligt.
Ein weiteres Ziel in der vorliegenden Arbeit ist die Entwicklung und Bereitstellung
von Methoden, die eine Bewegungssynthese nach Kostenfunktionen und einen Vergleich
der synthetisierten Bewegungen mit analysierten ermöglichen. Hierzu werden Kollokati-
onsverfahren, d.h. direkte Verfahren aus der Theorie optimaler Steuerungen, untersucht
und an die Mehrkörpermodelle angepasst. Zur Transformation des unendlichdimensio-
nalen optimalen Steuerungsproblems auf ein Standardproblem der nichtlinearen Opti-
mierung mit Nebenbedingungen werden Diskretisierungsverfahren auf Basis von kubi-
schen und quintischen Hermite Splines angewandt. Anwendungsbeispiele werden für die
aus der Neurophysiologie bekannten Kostenkriterien ”Minimaler Ruck “, ”MinimalesAntriebsmoment“ und ”Minimale Änderungsrate des Antriebsmoments“ gezeigt.Abschließend werden die Analyse- und Synthesemethoden in einer größer angelegten
Studie eingesetzt, bei der aufgezeichnete Zeigebewegungen eines Probandenklientels
mit mehrfacher Wiederholung an einem dreidimensionalen Oberkörpermodell rekon-
struiert werden. Für jede aufgezeichnete Bewegung werden mehrere Bewegungen nach
verschiedenen Kostenkriterien synthetisiert und statistisch miteinander verglichen. Aus
der Studie können neue Erkenntnisse über die menschliche Bewegungskontrolle gewon-
nen werden.
Diese Arbeit behandelt die wesentlichen Aspekte bei der Bewegungsrekonstruktion
aus Messdaten. Die Verfahren zur Übertragung von Markerdaten auf die Modelle funk-
tionieren zusammen mit den entwickelten Menschmodellen bei langsamen Bewegungen
sehr gut, was an der Qualität der berechneten kinetischen Daten ersichtlich ist. Aus
kinematischer Sicht wären Skelettmodelle, bei denen zusätzlich die Gelenkzentren- und
Gelenkachsen probandenspezifisch bestimmt werden, eine Verbesserung. Insbesondere
die Rekonstruktion kinetischer Größen ist für schnelle Bewegungen noch nicht ausge-
reift. Hierfür wäre zunächst eine genauere Anpassung der Modellparameter, d.h. der
Massenverteilung und der Trägheitstensoren, angebracht. Darauf aufbauend müssten
hinreichend gute Schwabbelmassenmodelle mit einbezogen werden und die Bewegung
der Schwabbelmassen erfasst werden. Denkbar wäre eine Kombination von markerba-
sierten Verfahren und zeitsynchroner, markerloser 3D Rekonstuktion aus Videobildda-
ten zur zeitlichen Volumen- und Oberflächenbestimmung des menschlichen Körpers.
Aus den aufgezeichneten Daten könnten die Modell- und Schwabbelmassenparame-
ter optimal bestimmt werden. Ferner könnten Parameterstudien zeigen, inwiefern die
einzelnen Parameter Einfluss auf die Modell- und die Rekonstruktionsqualität neh-
men. Vorstellbar wären auch viskoelastische Modelle der Gelenke, da in der Rea-
lität ein Großteil der auf den Körper einwirkenden Stoßkräfte durch viskoelastische
Körperelemente aufgefangen wird. Die Entwicklung und Untersuchung von Muskel-
modellen in der Kombination mit Mehrkörpermodellen wird bereits mit kommerzieller
Software stark vorangetrieben. Bei der Untersuchung zahlreicher und kombinierter Ko-
stenfunktionen, beispielsweise durch ”inverse optimal control “, ist vor allem die Ge-schwindigkeit der Algorithmen und eine schnelle Verfahrenskonvergenz von beliebigen
Startwerten ausgehend notwendig. Ferner ist die Bewegungsforschung bei der Untersu-
chung optimaler Bewegungsabläufe nicht nur auf Werkzeuge der optimalen Steuerung
begrenzt. Zur Synthese werden bereits auch zahlreiche andere Methoden, beispielsweise
optimale Regler und neuronale Netze, eingesetzt.







In der folgenden Tabelle sind die Definitionen und Werte der einzelnen Segmentlängen
des entwickelten Menschmodells gelistet, welche auf ein männliches Skelett mit 1.77 m
Körperhöhe zutreffen. Sie werden zur Aufstellung der Modellkinematik, zur Skalierung
und zur Berechnung der Modellparameter nach den Regressionsgleichungen benötigt
und wurden nach Zatsiorsky und Seluyanov [239], de Leva [47] und Delp et al. [51]
bestimmt. Die Segmentlängen der einzelnen Wirbelsegmente stammen aus Panjabi et
al. [146, 147] und White und Panjabi [220] und wurden an die Körperhöhe angepasst.
Elemente einer Skalierungsgruppe werden mit demselben Skalierungsfaktor angepasst.





Pelvis Distanz zwischen rechtem ASIS
(Anterior Superior Iliac Spine) und
linkem ASIS
0.224 Pelvis
L1 Distanz zwischen den Gelenkzentren 0.029 Torso
L2 Distanz zwischen den Gelenkzentren 0.031 Torso
L3 Distanz zwischen den Gelenkzentren 0.036 Torso
L4 Distanz zwischen den Gelenkzentren 0.034 Torso
L5 Distanz zwischen den Gelenkzentren 0.035 Torso
Torso Distanz zwischen den Gelenkzentren
L5 C1
0.364 Torso
C1 (Atlas) Distanz zwischen den Gelenkzentren 0.011 Skull
C2 (Axis) Distanz zwischen den Gelenkzentren 0.033 Skull
C3 Distanz zwischen den Gelenkzentren 0.014 Skull
C4 Distanz zwischen den Gelenkzentren 0.018 Skull
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C5 Distanz zwischen den Gelenkzentren 0.016 Skull
C6 Distanz zwischen den Gelenkzentren 0.017 Torso
C7 Distanz zwischen den Gelenkzentren 0.019 Torso
Skull Distanz zwischen Atlas-Kopfgelenk
und Scheitel
0.243 Skull
Clavicula Scapula R Distanz zwischen den Clavicular-
und Schultergelenkzentren
0.182 Torso
Humerus R Distanz zwischen Schulter- und Ell-
bogengelenkzentren
0.287 Oberarm
Ulna R Distanz zwischen Ellbogen- und
Handwurzelgelenk
0.226 Unterarm
Radius R Distanz zwischen Ellbogen- und
Handwurzelgelenk
0.226 Unterarm
Hand R Distanz zwischen Handwurzelgelenk
und Spitze des Mittelfingers bei ge-
streckter Hand
0.19 Hand
Clavicula Scapula L Distanz zwischen den Clavicular-
und Schultergelenkzentren
0.182 Torso
Humerus L Distanz zwischen Schulter- und Ell-
bogengelenkzentren
0.287 Oberarm
Ulna L Distanz zwischen Ellbogen- und
Handwurzelgelenk
0.226 Unterarm
Radius L Distanz zwischen Ellbogen- und
Handwurzelgelenk
0.226 Unterarm
Hand L Distanz zwischen Handwurzelgelenk
und Spitze des Mittelfingers bei ge-
streckter Hand
0.19 Hand
Femur R Distanz zwischen Hüftgelenk und
Kniegelenk
0.435 Femur
Tibia R Distanz zwischen Knie und Sprung-
gelenk
0.433 Tibia
Talus R Distanz zwischen den Gelenkzentren 0.065 Fuß
Fuß R Distanz zwischen Ferse und der
Spitze des großen Zehs
0.258 Fuß
Femur L Distanz zwischen Hüftgelenk und
Kniegelenk
0.435 Femur
Tibia L Distanz zwischen Knie und Sprung-
gelenk
0.433 Tibia
Talus L Distanz zwischen den Gelenkzentren 0.065 Fuß
Fuß L Distanz zwischen Ferse und der
Spitze des großen Zehs
0.258 Fuß
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A.2 Regressionsgleichungen
Die zehn Parameter eines Starrkörpers, d.h. die Masse, die drei Koordinaten des Schwer-
punktes und die sechs unabhängigen Koordinaten des Trägheitstensors werden im Mo-
dell gemäß folgender Tabelle (nach de Leva [47]) definiert. Die Masse eines Segmen-
tes berechnet sich prozentual von der Gesamtmasse des Subjekts, die in der Regel
durch Wiegen erfasst wird. Die die Koordinaten [rSx rSy rSz ]T des Schwerpunktes und
die Koordinaten [rxx ryy rzz]T der gyroskopischen Radien werden in Bezug auf das
körperfeste Bezugssystem prozentual abhängig von der Segmentlänge berechnet. Der
Trägheitstensor eines Starrkörpers wird gemäß den Gleichungen (2.10) und (2.11) in












Pelvis 11.00 [-39.87 -11.51 0] [ 36.11 38.48 40.30]
Torso 32.00 [ 3.98 56.20 0] [ 37.23 29.51 43.31]
Skull 7.00 [ 11.85 12.98 0] [ 31.35 25.98 30.16]
Clav-Scapula R 0.82 [ 0 0 54.95] [ 10.60 10.60 6.00]
Humerus R 2.70 [ 0 -57.32 0] [ 26.76 15.72 28.35]
Ulna R 0.80 [ 0 -53.33 0 ] [ 31.09 14.20 32.38]
Radius R 0.80 [ 0 -53.33 0 ] [ 31.09 14.20 32.38]
Hand R 0.60 [ 0 -35.84 0 ] [ 23.43 18.35 28.72]
Clav-Scapula L 0.82 [ 0 0 -54.95] [ 10.60 10.60 6.01]
Humerus L 2.70 [ 0 -57.32 0] [ 26.76 15.72 28.35]
Ulna L 0.80 [ 0 -53.33 0] [ 31.09 14.20 32.38]
Radius L 0.80 [ 0 -53.33 0] [ 31.09 14.20 32.38]
Hand L 0.60 [ 0 -35.84 0] [ 23.43 18.35 28.72]
Femur R 14.00 [ 0 -31.19 0] [ 25.08 11.36 25.08]
Tibia R 4.00 [ 0 -43.69 0] [ 25.44 10.55 25.96]
Talus R 0.06 [ 8.46 3.54 0] [ 13.62 6.59 13.62]
Fuß R 1.22 [ 39.48 6.05 0] [ 12.32 19.65 21.16]
Femur L 14.00 [ 0 -31.19 0] [ 25.08 11.36 25.08]
Tibia L 4.00 [ 0 -43.69 0] [ 25.44 10.55 25.96]
Talus L 0.06 [ 8.46 3.54 0] [ 13.62 6.59 13.62]
Fuß L 1.22 [ 39.48 6.05 0] [ 12.32 19.65 21.16]
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