Introduction

CONTINUING PROFESSIONAL DEVELOPMENT
This final section of the series will deal with the many tests by which groups may be compared with each other. Since many of the statistical methods employed will be familiar by name to the readers, this article will focus more on the appropriate application of each method. Any menu-driven software (such as SPSS or MINITAB) will allow a user to carry out the tests given below. Therefore we will deal with selecting the appropriate tests. In keeping with the structure of the series, we will deal with the statistical methods available to us depending on the type of data that we are analyzing.
Categorical data
Sometimes, we have to analyze associations between variables that are categorical. For example, a hospital may conduct a survey as to how many of its in-patients are smokers and how many are non-smokers, and also as to how many patients have cancer and do not have cancer. The task is upto us to see if there is an association between smoking and cancer. Out of 154 cancer patients, 124 are nonsmokers. And out of 121 patients without cancer, 89 are smokers. How do we go about this?
The first step in analyzing categorical data is to create a contingency 
d. comparing two different variables with each other
There are two common methods by which this is done: using Pearson's coefficient of correlation and by regression. Pearson's coefficient (r) is a value which may vary from -1 to +1. A negative value shows a negative correlation (ie: one variable increases as the other decreases). The closer the value is to 0, the weaker the correlation. It also comes with a p value. Thus a good correlation should be both strong (closer to 1) as well as significant. R value. R is the proportion of the variability of y 2 that can be explained by x. Therefore, the closer R is to 1, the more significant the association. Thus our formula becomes something like y = mx + E where E is the random error. For example, let us assume that we wish to find the factors which affect Peak Expiratory Flow Rate. We will first collect data including height, age, etc of subjects and then measure their peak flow rates. Next, we will create 'Regression Equations' such as this: Peak flow rate = a*height + b*age 2 We then calculate the R value, and keep modifying 2 the equation until we reach the maximum possible R value, which may be with an equation such as this:
Peak flow rate = a*height + b*age 
