2. A pseudo-3D cylindrical surface model constructed by applying no-flux boundary conditions at the LA and PV edges and periodic boundary conditions on the other two edges of a regular 2D mesh.
3. A pseudo-3D funnel-shaped surface was constructed with near-equilateral triangulated mesh with no-flux conditions on the wide (LA) and narrow (PV) edges. The height of the funnel model was set to 30 mm and its diameter was set to increase exponentially from 10 mm at the PV to 48 mm at the LA edges (see Fig. 1 ) (1). Our LA-PVJ funnel model represents a typical right superior PV as described by (1) . The radii of the PV and LA where selected such that the radius at the ostia location (15 mm from the LA-end) is where the 50% Boltzmann factor was placed. The funnel-like geometry model was generated by circumscribing an exponent function around the central axis of the LA-PVJ. Accordingly we created the shape of the funnel with the radius r as a function of the distance from the PV edge as: r = R + A*exp(z/B), (R, A and B are distance constants) where z, the distance along that axis, was increased with a non-uniform steps that maintained the distance between the rings on the surface of the funnel (Δz 2 + Δr 2 ) approximately constant. Following, the 3D set of nodes was meshed using the Delaunay triangulation scheme resulting in a quasiequilateral triangular connectivity with an average intermodal distance of 0.1 mm and standard deviation of less than 0.01 mm.
Ionic Modeling
The transmembrane potential at each node was based on the Courtemanche-Ramirez-Nattel and
Kneller (CRN-K) model of human atrial cell kinetics in the presence of acetylcholine (ACh) (2-4). I KACh kinetics was based on the formulation by Kneller et al (3) with a minimal amount of
[ACh]=0.0015 µM to enable rotors in the CRN model of the atria (4):
where V (mV) is the transmembrane potential and E K (mV) is the potassium reversal potential.
Compatibility of action potentials calculated at 1 Hz pacing between this study and those by
Kneller et al (3) was confirmed. In the simulations presented in Fig. S6 , the formulation for I K1
based on the Kir2.1 or Kir2.3 isoforms was as reported by Dhamoon et al (5) and differing from the CRN-K model (2-3): To investigate the effect of the heterogeneous intercellular coupling in the LA-PV junction (8) on rotor drift in combination with the ionic heterogeneities additional 50×50 mm 2 models were generated with gradients in the isotropic intercellular coupling coefficient. The intercellular coupling in those models was set to vary following a Boltzmann profile ( Fig. 1 ) between a baseline level at the LA edge of the model (as set in all other conditions) to a 25% smaller value at the PV edge (9).
Rotors Initiation and Characterization
Rotors were initiated by cross-field stimulations and the instantaneous center of rotation was tracked by its phase singularity point (SP) in the Hilbert-transformed movies (10,11) (see Fig.   S1 ). In the cylindrical model, two counter-rotating (opposite chirality) rotors were generated and shown to follow a similar drift dynamics. The SP of a rotor was defined as the instantaneous location toward which all the phases in space converged and automatically detected and tracked based on the point-by-point (resolution of about 1 mm) circumferential sum of neighboring phases exhibiting a monotonic progression to approximately 2π (See movie SM1 illustrating continuous detection of SP.) For controls, rotors were initiated in two separated 2D models with either homogeneous LA or PV ionic conductances (in the absence of spatial heterogeneities) and characterized by their rotation frequency, the I Na gating parameters h×j (I Na availability), core size as well as wavefront curvature, action potential duration (APD), wavefront conduction velocity (CV) magnitude and wavelength (WL) of excitation (12, 14) determined at 70% Supplement page 6 amplitude ( Fig. S2 ). Those parameters are presented for the two simulations as a function of the distance from the SP (Fig. S2, panel B) . The wave front and tail were identified as a continuous isopotential line. During reentry, activation maps were generated at 50% amplitude and used to obtain local CV vector maps. The WL was calculated as the distance between the tail and the front of a wave along the CV vectors (Fig. S2, Panel B) .
Data Analysis
To obtain a measure of effective refractory period (ERP) at a specific stimulation cycle length (CL) we first simulated activity for 10 s to generate steady state conditions at individual cell level and then determined the stimulus strength in the tissue model at ×1.5 the minimum excitation threshold current for a 1 mm virtual pacing electrode. Measurement consisted in 10 S1
stimuli train at CL of 1000, 500 or 140 ms, followed by an S2 premature stimulus at decreasing interval. ERP value was defined as the last (shortest) S2 allowing excitation. Measurements were repeated at 6 locations across the models.
Methods used for the parameter measurements from the numerical simulations have been previously described (13, 14) . Spatial profiles (between the LA and the PV edges) of APD and peak sodium availability (h×j) peak were obtained by averaging those parameters in time for every pixel across the model in the last 2 s of the respective 5 s simulation. Measurements of minimal diastolic potential (MDP) and maximal upstroke velocity (dV/dt) max followed same temporal procedure.
SUPPLEMENTARY DISCUSSION
Ventricular fibrillation in guinea-pigs isolated hearts is driven by stable rotors in the left ventricle (LV) where the outward component of I K1 was found to be higher than the right ventricle (RV) (15, 16) . At first, the predictions in the present study suggesting that rotors would stabilize at the lowest I K1 region seem to conflict with those previous findings, but a deeper examination reveals that the two studies are complimentary; The present study considers rotors with a core dimension of about 11 mm (Fig. S2 ) that extends over an area that is wider than the distance of about 5 mm in which a gradient of currents was measured in the canine posterior LA (Fig. 1) (17,18) .
Moreover, our simulations here focus on currents heterogeneities that are continuous and monotonic, and in the absence of any structural heterogeneity. In the guinea-pigs study on the other hand, we have no data on the transition in the density of currents other than I K1 , between Supplement page 7 the LV and RV, which may be present uniformity over areas larger than the core size, thus enabling the rotor's stabilization in the larger I K1 zone (Fig. S5) . Moreover, various anatomical components, such as the papillary bundle, are likely to present additional anchoring factors further stabilizing a driving rotor. Fig. 1 . While I to and I K1 cause the rotor to drift toward the PV edge, the gradients in the other currents cause the rotor to drift toward the opposite LA edge. Insert: top view of the trajectories. B. Effect of spatial gradients in paired currents on rotor drift. The table shows the direction of the drift when ionic gradients as indicated in the abscissa and ordinate (green cells) were considered. I K1 is the only current whose gradient leads to PV attraction (in red fonts) of the rotor regardless of gradient in any other current. Fig. S4 . Linking rotor pivoting to rotor drift. The process whereby the region with reduced excitability (h·j) attracts a rotor. A. Snapshots of the rotor at 3 moments: t 1 = 830 ms is a random reference time in which the front near the SP points toward the LA; t 2 = 898 ms is a time half a rotation later in which the front near the SP points toward the PV; t 3 = 978 ms is a time half a rotation later in which the front near the SP points again toward the LA and the rotor has completed a full rotation after t 1 . The locations of the SP of the rotor at these 3 times are designated (x 1 ,y 1 ), (x 2 ,y 2 ) and (x 3 ,y 3 ), respectively. B. A time-space plot describing the trajectory of the rotor along the x direction (red arrows). The time it takes the rotor to complete its first half rotation is t 2 −t 1 =68 ms is shorter than the time it takes to rotor to complete its second half rotation t 3 −t 2 =78 ms. During that prolonged time the drift toward the PV, (x 3 − x 2 ), is larger than the drift toward the LA, (x 2 − x 1 ), resulting in a net drift, (x 3 − x 1 ), toward the PV once the full rotation is completed. were incorporated in models similar to those used in Fig. 2 . The TSPs here show SP trajectory for the 2 conditions of gradients in all currents (All Gradients; Condition I + gradient in I Na ; blue traces) and gradients in all currents, but I K1 (All but I K1 ; Condition II + gradient in I Na ; green traces), as well as the gradient only in I K1 (Condition III; Only I K1 ; red traces). Both panels show evolution of the tip trajectories for the rotors similar to those presented in Fig. 2 , demonstrating that while I Na contributes to the drift of the rotors in the PV-LAJ, I K1 is still the dominant current whose gradient determines drift direction.
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