Due to the current costs of the optical network components, ways are being sought to maximize the benefits of optical networks while minimizing costs. Wavelength conversion has been studied as a way to improve eficiency in all-optical networks. A network utilizing wavelength conversion can minimize the number of wavelengths it employs, reducing complexity and cost. This paper will look briefly at the five known switch architectures emptoying converters: dedicated, shareper-node, share-per-link, share-with-local and electronic wavelength-convertible switches. A novel compromise between cost and performance with the half-clear wavelength-convertible switch is proposed. This switch is shown to have performance characteristics similar to the dedicated wavelength-convertible switch, with a cost closer to opto-electronic techniques.
Introduction
Today's society is increasingly dependent on information. Traditionally, this information is has been provided through a global array of interconnected communication networks.
research facilities continue to upgrade their computing infrastructure, the need to interconnect an ever increasing number of high performance bandwidth hungry workstations will become apparent. For example, medical imaging, which does not trust imagecompression techniques, will require the transmission of uncompressed images. With these applications, and many others, it is anticipated that the end user will generate a sustained bandwidth demand of approximately To tap into the huge bandwidth available in lightwave networks, the key is to introduce multiple access techniques into the network routing protocols and architectures. Wavelength Division Multiplexing (WDM) is emerging as the optimum technology to utilize the bandwidth available in lightwave networks. There are two types of networks that employ WDM: Broadcast and Select Networks, and Wavelength Routed Networks.
In a wavelength-routed network, a call can only proceed if the same wavelength is available on a l l the links in the path. This is called the wavelength continuity constraint. With this constraint, the network is susceptible to higher call blocking probabilities than regular circuit switched networks. It is therefore beneficial to relax the wavelength continuity constraint and allow the wavelength of a call to be converted at intermediate nodes where wavelength contention occurs. Wavelength converters are expensive pieces of equipment. It is necessary, therefore, to configure optical switches to maximize the benefits of wavelength conversion, while keeping costs to a minimum. There are five optical switch architectures commonly used in today's designs that use wavelength converters [4]: a dedicated wavelength-convertible switch, a share-per-node wavelength-convertible switch, a share-per-link wavelength-convertible switch, a share-with-local wavelength-convertible switch, and an electronic wavelength-convertible switch. Many of these architectures have been reviewed and analyzed in the literature under specific conditions using various metrics [ 1, 2, 61. A review of these switches under the same conditions, with the same metrics, has yet to been done. This paper introduces another novel design, the half-clear wavelength-convertible switch, which is a compromise between performance and cost.
0-7803-5957-7l00/$10.00 0 2000 IEEE The rest of the paper is organized as follows: Section 2 will introduce the switch architectures, Section 3 will deterministically evaluate these architectures, Section 4 will show simulation results between the half-clear and Dedicated wavelength-convertible switch architectures, and Section 5 will conclude our research results.
In the share-per-link wavelength-convertible switch, the wavelength converter banks are found at the outgoing links. This architecture has the advantage, over the previous one, of not increasing complexity by the addition of another switching stage, while still minimizing the number of converters within the node.
Convertible Switches
A dedicated wavelength-convertible switch has a dedicated wavelength converter on each outgoing link prior to multiplexing. This architecture is not very.
efficient, as not all wavelength converters may be required simultaneously. After conversion, the signal must travel through another optical switch to be directed to the appropriate output port (fibre). This architecture has the advantage of using a limited number of wavelength converters, but its complexity increases with the addition of a second optical switching stage for those channels requiring conversion. The share-with-local wavelength-convertible switch takes advantage of the fact that channels are dropped and added locally in the node, Channels passing through this switch that require wavelength conversion can be treated as locally dropped and added channels with different wavelengths. Those requiring wavelength conversion are sent to a receiver bank to be translated into an electronic signal. Those that do not require conversion bypass the electronic portion of the node and are directed to the appropriate output fibre link. The electronic signals are switched as required (with the added or dropped channels), pass through a transmitter bank to convert the signal into an optical signal, and then switched to the appropriate output port by another optical switch. The electronic wavelength-convertible switch switches channels requiring wavelength conversion to the local network access station where it undergoes opto-electrical conversion. The signal is then retransmitted by the network access station on a new wavelength. This architecture has the advantage of signal regeneration, but again is limited in the data rate achievable due to electronic limits. The last two architectures described above both send the signals to be converted to the local access node. One can consider the electronic switching portion of the sharewith-local switch to be the Same as the network access station in the electronic wavelength-convertible switch. Therefore, these two architectures will be viewed as the same for the remainder of this paper.
Deterministic Comparison
The half-clear wavelength-convertible switch, proposed here, uses the same approach as the share-pernode wavelength-convertible switch. The switch has a bank of wavelength converters that are shared with all channels requiring conversion. The difference is that only half of the wavelengths have the ability to be converted at any node in the network. Wavelengths having the capability to be converted can be configured independently at each node. The remaining half, if conversion is required, are converted by routing through the local access node as in the Electronic wavelengthconvertible switch This arrangement is based on the assumption that no more than half of the wavelengths would ever require conversion at any one switch. By reconfiguring which wavelengths can be converted at each switch, the network should be able to handle any request for traffic routing.
This section presents a deterministic comparison of the five architectures. Each architecture can be constructed from a combination of five core components: a 1x2 optical gate (directional coupler), a non-blocking optical switch (8x8 or 16x16), a multi-channel wavelength multiplexer, a multi-channel wavelength demultiplexer, and a tunable wavelength converter. Local access stations, electronic networks and long haul fibre links have been ignored in this comparison. Since they already exist in today's networks, they would not add additional cost to any optical network being deployed. Therefore, only the node components themselves are examined.
The following table summarizes the important characteristics for each of the switch components considered as part of this study. assume a packet size of 53 bytes assume a time unit of 1 ns a buffer has been added to the switching delay to allow for the time necessary for electronic controls to configure the switch. for initial costing, 16 wavelengths were used.
it is assumed that the node has the same number of input fibres as output fibres. For initial costing, a physical degree of four was used for the each node. multiple fibre architecture has been used throughout the calculations. Multiple fibre architecture allows more than one transmitter and receiver to operate at the same wavelength. Details on this node architecture can be found in [ 5 ] . In some cases it was necessary to increase the optical switch sizes to 16x1 6 in order to keep the comparison uniform. fibre patch cords are assumed to have a negligible propagation delay due to the short distances , involved. optical concentrators used in the share-per-link wavelength-convertible switch, and second stage optical switching in the share-per-node and half-clear wavelength-convertible switches are constructed using 1x2 optical gates. There have been no studies done on the optimum number of wavelength converters to have in the converter banks. For the share-per-node wavelength-convertible switch architecture, the number of converters in the converter bank is assumed to be equal to the number of wavelengths in use in the network, I WI. For the share-perlink architecture, the number of converters in each bank is assumed to be I W A P where A, is the physical degree of the node. For the half-clear wavelength-convertible switch architecture, the number of converters in the bank is assumed to be IWl2. Figure 7 shows a comparison of component costs for each of the five architectures. As expected, the dedicated wavelength-convertible switch architecture is the most expensive, and the electronic wavelength-convertible switch is the cheapest. The half-clear wavelength-convertible switch architecture is less expensive than the other two sharing architectures. This is due to the fact that fewer wavelength converters are required since only IW112 wavelengths are capable of clear conversion.
When considering performance, there are two aspects to consider: attenuation of signals travelling through the node, and processing time (delay). Results of these comparisons are depicted in Figure 8 and Figure 9 respectively. The loss is expressed in dE3. When looking at the route for clear conversion (i.e. no optical -electronic conversion), the dedicated wavelength-convertible switch out performs the shareper-link, share-per-node and half-clear wavelengthconvertible switches. This is due to the second optical switching stage in the latter two switches and the optical concentrators required in the share-per-link wavelengthconvertible switch. This second switching stage increases the attenuation and processing time associated with each packet. The attenuation incurred with the share-per-link wavelength-convertible switch is slightly higher due to the optical concentrators required before the converter bank at each link. However, putting the dedicated wavelength-convertible switch aside, these latter three switches perform on an equal footing with regards to clear conversion.
As expected, performance of the electronic and half-clear wavelength-convertible switches is similar for unclear conversion. The question facing network designers would then become whether they prefer clear or unclear conversion. This is a performance issue and in most cases, clear wavelength conversion is preferred due to its higher signal quality.
Taking all of these criteria into consideration (cost, delay and attenuation), it is clear that the half-clear wavelength-convertible switch is a good compromise between cost and performance. The question of how well the half-clear wavelength-convertible switch would perform in real network setting cannot be answered deterministically. In the next section, we discuss . simulation results comparing the half-clear wavelengthconvertible switch with the dedicated (full conversion capabilities) and with no conversion capabilities.
Comparison Through Simulation
For the purpose of this comparison, a simulation program was written in the C++ programming language entitled the Wavelength-Convertible Optical Network Simulator (WCONSZM). Details of this simulator can be found in [7] . some simplifying assumptions were made:
To help facilitate the development of WCONSIM, Physical Topology, 5: it is assumed that a single mode fibre backbone within the N-node network is already in existence. For our purposes, the 1991 14-.
node NSF Network was used.
Virtual Topology, Gv: it is assumed that virtual links are simplex. Modeling network traffic: it is assumed that a traffic matrix, 4, represents the long-term average of traffic requirements between each node in the network. The traffic matrix is uniformly and randomly distributed. Time delay constraint: it is assumed that there is a limit of 50 ms for the amount of delay packets can experience during transmission. Virtual Link Capacity: it is assumed that all virtual links have the same capacity, c. To reduce network sensitivity to traffic variations, the bandwidth resulting in a capacity equal to purpose, p,-= 1.
Non-bifurcated traffic: it is assumed that nonbifurcated traffic is used, and only one virtual link is established between any s-d pair. Network Reliability: it is assumed that reliability considerations regarding network or link failure are not considered. Node Complexity: it is assumed that there is no minimum WDM-hardware requirement at any node. Wavelength limits: it is assumed that there is a technological limit on the number of wavelengths that each fibre can carry. During execution of the simulator, s-d pairs are sorted according to the policy as described above, then connections are attempted to be made in the following order:
Step 1. Unclear Lightpath. Attempts are made to route the traffic for this lightpaths first. If no path is found, then go to step 2. new continuous clear lightpath is attempted to connect this s-d pair. If creation of a clear continuous lightpath is not possible, go to step 3.
Step 3 amount of traffic successfully routed during that pass is calculated. If the throughput is less than loo%, the number of wavelengths available is increased by one and the sorted list is traversed again. This process repeats until 100% throughput is attained.
were done with a different traffic matrix for each run. As expected, throughput is higher for architectures employing wavelength conversion. In some cases, the maximum number of wavelengths required to reach 100% throughput is less than that where no conversion is allowed. This would result in a drastic decrease in costs associated with this network.
In addition, it is important to note that the half-clear wavelength-convertible switch performance is similar to that of the dedicated wavelength-convertible switch (full conversion). 
Conclusion
In this paper, a new switch architecture, the half-clear wavelength-convertible switch, is proposed. A comparative study of the proposed switch with that of existing switch architectures is presented. The results include both deterministic and simulation results. It is shown that the proposed switch architecture is a very good compromise between cost and performance.
