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Résumé :
La première partie de cette thèse présente le cadre des équations différen-
tielles à retard. Ces équations apparaissent notamment dans des modélisa-
tions de phénomènes physiques (calcul de marées) et physiologiques.
La recherche de forme normale d’équation différentielle à retard est rendue
difficile du fait de la dimension infinie de l’espace des conditions initiales. On
présente une méthode de calcul due à T. Faria qui permet de réduire cette
difficulté en utilisant des variétés centrales de dimension finie, sur lesquelles
on peut faire un calcul de forme normale « classique ». On étend ensuite ce
résultat à l’aide d’une méthode de G. Gaeta permettant la renormalisation de
formes normales usuelles, pour des équations différentielles ordinaires.
En utilisant ces deux méthodes, on démontre un théorème donnant l’exis-
tence d’une forme renormalisée d’équation différentielle à retard.
Dans une deuxième partie, on présente et on étudie le formalisme mou-
lien développé par Jean Ecalle. On utilise ce formalisme pour la recherche
de formes normales de champs de vecteurs, et on l’applique à des champs ha-
miltoniens en coordonnées cartésiennes, puis en coordonnées action-angle. On
obtient ainsi une nouvelle démonstration de la version formelle du théorème
de Kolmogorov et du théorème de Birkhoff.
On présente également une feuille de calcul avec Maple mettant en œuvre
certains de ces calculs, et témoignant ainsi de la remarquable aptitude du
formalisme moulien à être utilisé dans les logiciels de calcul formel.
Mots-clés : systèmes dynamiques ; forme normale ; équation différentielle
à retard ; renormalisation ; moule ; calcul moulien ; champ hamiltonien ; calcul
formel.
4MOULD CALCULUS AND THEORY OF USUAL AND
RENORMALIZED NORMAL FORMS
Abstract:
This text is about normal forms of differential equations.
The first part of this text deals with retarded (or delayed) differential equa-
tions; these equations appear for example in tide computations and also in
physiological modeling, where they have a particular interest.
The search of normal forms of retarded differential equations is made dif-
ficult as the initial conditions space is of infinite dimension. We present a
computation by Faria which reduces this difficulty: first we make a projection
on a finite dimensional central manifold, on which it is possible to make a
classical (i.e. Poincaré-Dulac) normal form computation. Then we extend this
result with the help of Gaeta’s method of renormalization.
By using these two methods, we prove a theorem giving existence of a renor-
malized normal form of a retarded differential equation.
In the second part, we present the mould calculus by Jean Écalle. We
use this formalism to compute normal forms of formal vector fields and ap-
ply it then to hamiltonian formal vector field in cartesian coordinates, then in
action-angle coordinates. We obtain then a new proof of a formal version of
Birkhoff ’s theorem on normal forms, and Kolmogorov’s theorem.
We present also a Maple worksheet, which shows how easily mould can be
implemented in formal computations.
Keywords: dynamical systems; normal form; retarded differential equa-
tion; renormalization; mould calculus; hamiltonian vector field; formal com-
putation.
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INTRODUCTION
Cette thèse présente certains aspects et applications de la théorie des
formes normales des champs de vecteurs sur Kν (K = R ou C) ν étant un
entier, possédant un point d’équilibre à l’origine.
Origine de la notion de forme normale
On ne peut pas parler de forme normale sans évidemment citer l’œuvre
de Henri Poincaré, qui donne dans ses Méthodes Nouvelles de la Mécanique
Céleste [42] le premier théorème de normalisation formelle d’une équation dif-
férentielle, qui sera rapidement complété par Dulac ( [15,16]). Poincaré déve-
loppe en effet une théorie qualitative de l’étude des équations différentielles :
comment étudier le comportement local des solutions d’une équation différen-
tielle au voisinage d’un point d’équilibre de cette équation ? Poincaré montre
qu’on peut simplifier d’une certaine manière une équation différentielle (réso-
lue) au voisinage d’un point d’équilibre. La simplification la meilleure que l’on
puisse attendre est de déterminer un changement de variables qui conjugue
le champ à sa partie linéaire : c’est la linéarisation.
Cependant on ne peut pas toujours linéariser un champ car certains termes
ne peuvent être simplifiés : ce sont les termes résonants, qui constituent une
obstruction à la linéarisation (voir [10]).
Soit λ = (λ1, . . . ,λν) le spectre de la partie linéaire du champ. Pour m =
(m1, . . . ,mν) dans N
ν, on écrira m ·λ =
ν∑
i=1
λimi et x
m = xm11 · · ·xmνν . Soit alors
e j le je vecteur de base de K
ν. On dira que le monôme xme j est résonant si
λ j =m ·λ.
On a en particulier le résultat suivant, connu sous le nom de forme normale
de Poincaré-Dulac :
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Théorème 0.0.1. — Soit X un champ de vecteurs formel sur Cν tel que X (0)=
0, et dont la partie linéaire Xlin est non nulle, sous forme diagonale (semi-
simple) :
Xlin =
ν∑
j=1
λ jx j
∂
∂x j
,
alors il existe un changement de variables formel x= y+h(y) tangent à l’identité
tel que le champ X˜ exprimé dans les variables y soit conjugué à X et ne soit
constitué que de termes résonants.
La démonstration de ce théorème s’effectue de manière algorithmique, et
le calcul de h à un ordre donné peut s’effectuer à l’aide d’un logiciel de calcul
formel.
Unicité de la forme normale et renormalisation
L’approche qualitative initiée par Poincaré se révèle extrêmement féconde
et donnera naissance à la théorie des systèmes dynamiques. Une question na-
turelle est la suivante : y a-t-il unicité d’une forme normale d’un champ de
vecteurs ? Les travaux de Baider [5, 6] donnent une réponse positive ; cepen-
dant, la forme normale construite par Baider n’est pas explicite ni calculable
(de manière algorithmique) : dans la perspective de simplifier un champ afin
d’étudier le comportement qualitatif des trajectoires, on n’exigera donc pas
nécessairement l’unicité de l’objet simplifié ; en revanche, il est intéressant
de pouvoir calculer de manière effective un tel objet. La forme normale de
Poincaré-Dulac se calcule de manière algorithmique, par exemple. Il peut être
encore plus intéressant aujourd’hui de pouvoir mettre en œuvre un calcul par
ordinateur de ces objets, qui peuvent, pour un champ donné, être multiples.
Une forme « simplifiée » d’un champ est appelée par Écalle « forme prénor-
male ». Dans le cas d’un champ hamiltonien, le théorème de Birkhoff assure
que toutes les formes prénormales sont égales (voir par exemple [26]). En
revanche, certaines formes prénormales seront plus facilement calculables à
l’aide d’un logiciel de calcul formel que d’autres. On développe ces problèmes
dans la deuxième partie.
Ainsi, de nombreux travaux portent sur la recherche de l’unicité d’une forme
normale, ou sur une simplification plus poussée que la forme de Poincaré-
Dulac. On trouvera un certains nombres de résultats classiques et récents
dans l’article de Stolovitch [50]. Dans l’optique d’obtenir une forme simplifiée
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qui soit « plus simplifiée » que la traditionnelle forme de Poincaré-Dulac et al-
gorithmique, nous présentons dans la première partie une amélioration de la
normalisation classique, due à Giuseppe Gaeta ( [27–29]). Cette technique de
renormalisation est basée sur la résolution d’équations homologiques degré
par degré, comme dans le calcul de la forme normale de Poincaré-Dulac, mais
avec une simplification plus poussée des termes. Elle consiste en un bon com-
promis pour arriver à une forme normale possédant une certaine unicité, tout
en ayant une bonne calculabilité, de manière algorithmique.
Équations à retard
On voit ensuite une extension de la normalisation au cas des équations
différentielles à retard : on considère une équation du type
x˙= L(xt)+F(xt)
où pour un r > 0 fixé, l’application x : I→K est continue et dérivable, xt(θ) =
x(t+θ), pour θ dans [−r,0] ; L est une application linéaire continue de C dans
K et F une application continue de C dans K. Ce type d’équation apparaît
notamment dans la modélisation de phénomènes physiologiques (croissance
de certains types de cellules) et fait l’objet d’études par des équipes mixtes
INSERM-CNRS dans un but thérapeutique. On pourra consulter notamment
les travaux de M. Adimy sur le sujet [1].
Comme c’est souvent le cas dans le domaine des systèmes dynamiques,
de nombreux articles étudient le comportement à long terme des solutions
d’équations différentielles à retard au voisinage d’objets invariants (cycles li-
mites ou points d’équilibre) ; l’étude des bifurcations est également récurrente,
et un excellent outil pour les déterminer est la mise sous forme « normale » ou
du moins sous forme simplifiée.
La difficulté de ce type d’équations est que l’espace des conditions initiales
n’est plus Kν mais un espace de fonctions (fonctions continues de I dans K) de
dimension infinie.
Une méthode de normalisation, présentée notamment par T. Faria dans [25,
31] consiste à déterminer une variété centrale de dimension finie pour l’équa-
tion de départ, variété sur laquelle on peut simplifier, par changements de va-
riables successifs, cette équation. On obtient ainsi une forme normale d’équa-
tion différentielle à retard.
Après avoir présenté cette méthode, nous utilisons la méthode de Gaeta
pour améliorer celle de Faria. On obtient ainsi un résultat nouveau :
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Étant donnée une équation différentielle à retard, il existe une
transformation formelle telle que, sur la variété centrale, l’équa-
tion différentielle de départ a une forme normale renormalisée au
sens de Gaeta.
Calcul moulien
Dans l’optique d’approfondir et d’étendre les techniques de calcul des formes
normales de champs de vecteurs, on présente dans la deuxième partie cette
théorie dans le cadre du formalisme moulien de Jean Écalle ( [17–19,21]). L’in-
térêt non négligeable de ce formalisme est d’une part son universalité (nous
donnerons un sens plus précis à ce terme ultérieurement) mais aussi sa capa-
cité à être utilisé par un logiciel de calcul formel comme Maple.
La quantité énorme d’informations que constituent les ouvrages d’Écalle
peut malheureusement rebuter certains ; on pourra consulter [11] ou [45] pour
une introduction exhaustive.
Nous présentons dans la deuxième partie des éléments utiles pour appré-
hender ces objets que sont les moules. Écalle et Vallet définissent les formes
prénormales continues dans [20, 51] qui sont toutes autant de normalisations
possibles d’un champ de vecteurs ; on détaille ici l’exposition de la procédure
qui permet d’obtenir la forme élaguée car cette dernière se construit de ma-
nière analogue à la forme normale de Poincaré-Dulac.
Calcul formel
On présente un chapitre entier consacré à la mise en œuvre à l’aide d’un lo-
giciel de calcul formel (avec Maple 13) du calcul de certains moules et de l’uti-
lisation de ces moules pour le calcul de formes (pré)normales, ce qui constitue
une nouveauté dans cette thématique.
Lorsque l’on calcule à l’aide d’un logiciel de calcul formel, par exemple la
forme normale de Poincaré-Dulac de manière classique, on est amené à ef-
fectuer des tests d’annulation faisant intervenir les coefficients du champ, ce
qui rend, en général, le calcul difficile, voire impossible, pour un ordinateur ;
on pourra remarquer dans les feuilles de calcul que nous présentons (en an-
nexe) que l’utilisation des moules ne nécessite pas ce type de test : c’est un des
avantages frappants des moules, que de permettre une mise en œuvre dans un
logiciel de calcul formel comme Maple ; par ailleurs, l’universalité des moules
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(pour le calcul de la forme élaguée par exemple) simplifie le travail de codage
pour plusieurs champs différents.
Le cas hamiltonien
On sait que la forme normale associée à un champ hamiltonien est unique ;
cependant, la procédure de construction usuelle de la forme élaguée ne
conserve pas la structure hamiltonienne à chaque étape, du fait du choix de
la graduation habituelle, par composantes homogènes du champ.
On étend donc le formalisme moulien aux champs hamiltoniens en coordon-
nées cartésiennes, puis en coordonnées action-angle. On construit tout d’abord
un algorithme de normalisation qui conserve la structure hamiltonienne des
équations ; chaque étape est alors une transformation canonique : on a dû
pour cela modifier la construction usuelle d’Écalle. L’intérêt de cette modifica-
tion est que la forme prénormale obtenue à chaque étape est encore un champ
hamiltonien ; c’est ce qui rend cette construction intéressante, par exemple
lors d’un calcul par ordinateur.
En utilisant ce formalisme moulien qui conserve la structure hamiltonienne
à chaque étape, on redémontre les parties formelles des théorèmes de la forme
normale de Birkhoff, et de Kolmogorov sur la persistance des tores invariants
d’un Hamiltonien complètement intégrable perturbé.
Problèmes de convergence
Lorsque l’on calcule une forme normale d’un champ de vecteurs, on procède
généralement en décomposant le champ en série formelle et en effectuant des
étapes de « normalisation formelle » successives, puis on étudie la convergence
éventuelle des deux séries formelles obtenues : la série donnant la forme nor-
male du champ et la série donnant le changement de variables.
Les problèmes de convergence lors de la normalisation d’un champ de vec-
teurs pour obtenir la forme de Poincaré-Dulac proviennent (historiquement
du moins) de l’accumulation de petits diviseurs.
Un intérêt majeur du calcul moulien réside dans le fait qu’il permet d’étu-
dier de manière puissante et originale la convergence (analytique) des séries
formelles qu’il définit, principalement par un réordonnement des termes, ce
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qu’Écalle appelle arborification : on contourne par cette méthode l’accumu-
lation des petits diviseurs. Nous présentons brièvement cette notion au cha-
pitre 7 avec une application : la démonstration de la condition de Brjuno pour
la normalisation des champs de vecteurs holomorphes (voir [8]).
PARTIE I
FORMES NORMALES
D’ÉQUATIONS
DIFFÉRENTIELLES À RETARD

CHAPITRE 1
RAPPELS SUR LES SYSTÈMES
DYNAMIQUES
Nous rappelons dans ce chapitre quelques notions classiques de systèmes
dynamiques ; lorsqu’on étudie la dynamique d’un système différentiel, que ce
soit une équation différentielle ordinaire ou à retard, on commence par dé-
terminer les objets invariants, qui peuvent être de natures diverses (points
fixes, variétés, orbites périodiques). Puis on étudie l’évolution du système au
voisinage de ces objets invariants. On pourra trouver les démonstrations des
théorèmes de ce chapitre dans [53] ou [36] pour une introduction.
On fixe une norme | · | sur Rν et on considère l’équation différentielle
x˙= f (x) (1.1)
où f : U → Rν est de classe C 1, U étant un ouvert de Rν. On rappelle les
définitions suivantes :
1.1. Points fixes
Un point fixe de (1.1) est une solution constante x0, i.e. un élément x0 de U
tel que f (x0) = 0. Le point fixe est dit hyperbolique si les valeurs propres de
Df (x0) ont toutes une partie réelle non nulle.
1.2. Notions de stabilité
Définition 1.2.1 (Stabilité). — Soit x¯ une solution de (1.1) définie sur un
intervalle du type ]a,+∞[, a réel. On dit que x¯ est stable si, pour tout ε > 0
il existe δ > 0 tel que pour tout t0 > a, pour toute solution y vérifiant |x(t0)−
y(t0)| < δ, alors |x(t)− y(t)| < ε pour tout t> t0.
Une solution qui n’est pas stable est dite instable.
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Définition 1.2.2. — Soit x¯ une solution de (1.1). Cette solution est dite
asymptotiquement stable si elle est stable, et si pour toute solution y
de (1.1), il existe une constante δ > 0 telle que si |x(t0)− y(t0)| < δ, alors
lim
t→+∞
|x(t)− y(t)| = 0.
1.3. Ensembles invariants
L’étude des systèmes dynamiques passe par la connaissance de leurs objets
invariants. Rappelons-en la définition :
Définition 1.3.1. — L’ensemble S est dit invariant sous le champ de vecteurs
x˙= f (x) si toute solution x de l’équation différentielle ayant une condition ini-
tiale x0 appartenant à S vérifie x(t) ∈ S pour tout t réel. On dira que l’ensemble
est positivement invariant si cette propriété est vraie pour tout t> 0.
L’ensemble invariant le plus simple possible est un point fixe ou d’équilibre.
Ensuite viennent les orbites périodiques. Mais on ne peut pas se limiter à ces
deux catégories. La recherche de forme normale étant liée à l’étude de la partie
linéaire d’un champ de vecteurs, on regarde d’abord les ensembles invariants
d’un champ linéaire.
1.3.1. Sous-espaces stables d’un champ linéaire autonome. — Consi-
dérons l’équation linéaire
x˙= Ax
où A est une matrice constante carrée d’ordre n, x : R→ Rn. On peut alors
écrire Rn comme une somme directe de trois sous-espaces vectoriels :
R
n =Es⊕Eu⊕Ec
où Es (respectivement Eu, Ec) sont les sous-espaces propres généralisés de A
correspondant aux valeurs propres de A de partie réelle strictement négative
(respectivement strictement positive, nulle).
Rappelons enfin que le sous-espace propre généralisé correspondant à la
valeur propre λ est Ker(A−λId)mλ oùmλ est la multiplicité de λ comme racine
du polynôme caractéristique de A ; c’est aussi la dimension de Ker(A−λId)mλ .
Chacun de ces trois sous-espaces est invariant par le flot du champ linéaire ;
ce sont respectivement les espaces stable (Es), instable (Eu), et centre ou cen-
tral (Ec).
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1.3.2. Variétés invariantes d’un champ autonome. — Pour un champ
quelconque, possédant un point fixe à l’origine :
x˙= f (x), f (0)= 0
et en notant A =Df (0), on a le théorème suivant (dit théorème de la variété
stable, ou instable ou centrale) :
Théorème 1.3.2. — Si f est de classe C s, s> 2, et les espaces Es,Eu et Ec sont
respectivement de dimension p,q, r, alors le point fixe 0 du champ admet trois
variétés invariantes de classe C s : une variété stable W sloc(0) de dimension p,
une variété instable Wuloc(0) de dimension q et une variété centrale W
c
loc(0) de
dimension r.
Ces trois variétés ont en commun le point d’équilibre 0 et sont chacune tan-
gente respectivement au sous-espace correspondant du champ linéaire en 0. De
plus, ce sont localement des graphes au-dessus des espaces correspondant :
W sloc(0)=
{
(u,v,w) ∈Rs×Ru×Rc,v= hsv(u),w= hsw(u),Dhsv(0)= 0,Dhsw(0)=
0, |u| assez petit
}
;
Wuloc(0)=
{
(u,v,w) ∈Rs×Ru×Rc,u= huu(v),w= huw(v),Dhuu(0)= 0,Dhuw(0)=
0, |v| assez petit
}
;
W cloc(0)=
{
(u,v,w) ∈Rs×Ru×Rc,u= hcu(w),v= hcv(w),Dhcu(0)= 0,Dhcv(0)=
0, |w| assez petit
}
;
W sloc(0) etW
u
loc(0) sont uniques, ce qui n’est pas le cas a priori deW
c
loc(0).
Il faut bien noter qu’on parle de variété invariante d’un point d’équilibre ici.
Lorsque le point d’équilibre est hyperbolique (pas de valeur propre de partie
réelle nulle, i.e. Ec = ;), ce théorème assure que les trajectoires ayant des
conditions initiales « proches » du point d’équilibre se comportent comme les
trajectoires du système linéarisé.
En revanche, il ne semble pas possible de relier le comportement des trajec-
toires sur la variété centrale à celui des trajectoires sur Ec dans le cas où ce
dernier est non vide.
1.4. Variété centrale
Nous reprenons le livre de Wiggins [53] pour cet aparté. L’intérêt des varié-
tés centrales dans un système dynamique est en général de réduire le nombre
de degrés de liberté. De nombreux exemples se trouvent notamment dans [9].
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Ce sera a fortiori d’une grande utilité dans le cas d’un système dynamique de
dimension infinie, comme une équation différentielle à retard.
Considérons un champ de vecteurs de la forme suivante :{ x˙= Ax+ f (x, y)
y˙=By+ g(x, y), (x, y) ∈Rc×Rs,
(1.2)
où
f (0,0)= 0, Df (0,0)= 0,
g(0,0)= 0, Dg(0,0)= 0.
Avec ces notations, A est une matrice carrée d’ordre c dont les valeurs
propres sont toutes de parties réelles nulles et B une matrice carrée d’ordre s
dont les valeurs propres sont toutes de parties réelles strictement négatives ;
f et g sont des fonctions de classe au moins C r, r > 2. La définition d’une
variété centrale est alors la suivante :
Définition 1.4.1. — Une variété invariante d’un système dynamique est une
variété centrale si c’est un graphe local au-dessus de l’espace central, tangent
à celui-ci :
W c(0)=
{
(x, y) ∈Rc×Rs, y= h(x), |x| < δ,h(0)= 0,Dh(0)= 0
}
,
pour δ assez petit.
Le théorème qui suit assure l’existence d’une variété centrale :
Théorème 1.4.2. — Il existe une variété centrale pour le système (1.2) de
classe C r. La dynamique de (1.2) restreinte à la variété centrale est, pour u
assez petit, donnée par le champ de vecteur suivant, de dimension c :
u˙= Au+ f (u,h(u)),u ∈Rc. (1.3)
Le résultat suivant implique que la dynamique de (1.3) près de u= 0 déter-
mine la dynamique de (1.2) près de (x, y)= (0,0).
Théorème 1.4.3. — i) Si la solution nulle de (1.3) est stable (resp. asympto-
tiquement stable, instable) alors la solution nulle de (1.2) est stable (resp.
asymptotiquement stable, instable).
ii) Dans le cas où la solution nulle de (1.3) est stable. Alors, si (x(t), y(t)) est
une solution de (1.2) avec (x(0), y(0)) assez petit, il existe une solution u(t)
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de (1.3) telle que, lorsque t→+∞,
x(t)= u(t)+O(e−γt)
y(t)= h(u(t))+O(e−γt),
où γ est une constante > 0.
Ainsi, lorsque les conditions initiales du système de départ sont assez
proche du point d’équilibre, les trajectoires qui en sont issues approchent de
manière asymptotique une trajectoire sur la variété centrale.
1.5. Calcul explicite des variétés centrales
Le problème est maintenant de calculer explicitement la variété centrale,
c’est-à-dire la fonction h. Nous allons obtenir une équation vérifiée par h.
On écrit la variété centrale sous la forme classique :
W c(0)=
{
(x, y) ∈Rc×Rs, y= h(x), |x| < δ,h(0)= 0,Dh(0)= 0
}
,
où δ est un réel strictement positif assez petit.
Un point (x, y) deW c(0) vérifie
y= h(x).
En dérivant par rapport au temps, on obtient
y˙=Dh(x)x˙. (1.4)
Tout point deW c(0) vérifie le système (1.2), d’où :{ x˙= Ax+ f (x,h(x))
y˙=Bh(x)+ g(x,h(x))
et en réinjectant dans (1.4), on obtient :
Dh(x)
[
Ax+ f (x,h(x))
]
=Bh(x)+ g(x,h(x));
ce qui se réécrit :
N (h(x))≡Dh(x)
[
Ax+ f (x,h(x))
]
−Bh(x)− g(x,h(x))= 0.
Cette dernière équation est une équation aux dérivées partielles quasili-
néaire que doit satisfaire h pour que son graphe soit une variété centrale.
Cependant, il est souvent plus difficile de résoudre cette équation que le pro-
blème de départ.
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1.6. Redressement des variétés stable et instable
Nous décrivons sur un exemple classique et pour une équation différentielle
ordinaire dans le plan, l’idée de redressement de variété que nous mettrons
ensuite en œuvre dans les équations différentielles à retard. On pourra se
référer à [48] ou à [39] pour une étude plus approfondie.
Considérons une équation différentielle ordinaire dans le plan (x, y) telle
que l’origine soit un point fixe hyperbolique, et telle que les espaces stables et
instables soient portés par les axes respectivement en x et en y. Ceci revient
à supposer que la partie linéaire de ce système différentiel est de la forme(
λ 0
0 µ
)
avec λ> 0 et µ< 0.
L’espace invariant stable est Es = {x = 0} et l’espace invariant instable est
Eu = {y= 0}. Le théorème de la variété stable (resp. instable) assure l’existence
d’une fonction hs (resp. hu) définie dans un voisinage V de l’origine, et telle
que la variété stableW s(0) (resp. la variété instableWu(0)) s’écrive :
W s(0)= {(x, y) ∈ V ,x= hs(y)}(
resp.Wu(0)= {(x, y) ∈ V , y= hu(x)} .
)
Le problème est alors de déterminer une éventuelle forme explicite de hs (resp.
hu). Pour résoudre ce problème on essaye de transférer la complexité des ex-
pressions de hs et hu dans le système de coordonnées : on cherche à simplifier
la représentation géométrique de W s(0) et Wu(0), même si le changement de
coordonnées est compliqué.
1.6.1. Méthode de redressement. — On cherche TR tel que (X ,Y ) =
TR(x, y) sur un domaine local (V ), de manière à ce que, dans les coordon-
nées (X ,Y ), l’image par TR de W
s(0) soit {X = 0} et que l’image de Wu(0)
soit {Y = 0}. Naturellement TR doit être tangent à l’identité de manière à
préserver la partie linéaire du champ.
Le théorème de la variété stable (et instable) donne l’existence de hs et hu.
On peut donc définir le changement de coordonnées suivant :
X = x−hs(y)
Y = y−hu(x)
Par ce changement de coordonnées, on obtient bien :
X = 0 ⇐⇒ x= hs(y)
Y = 0 ⇐⇒ y= hu(x).
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Un changement de coordonnées adéquat qui redresse les variétés stables et
instables (i.e. qui vérifie les conditions ci-dessus) permet donc de déterminer
l’expression des paramétrisations hs et hu des variétés stables et instables. On
peut alors chercher ce changement de coordonnées comme un changement de
variables dans un système différentiel, et par conséquent appliquer les outils
de recherche de forme normale que l’on verra par la suite.
Essayons de préciser la forme normale que l’on recherche : dans les nou-
velles coordonnées (X ,Y ), les variétés {X = 0} et {Y = 0} doivent être inva-
riantes par le flot, ainsi on doit avoir :
X = 0=⇒ X˙ = 0
et Y = 0=⇒ Y˙ = 0.
On peut donc rechercher une forme normale du système du type :{ X˙ =λX +XR1(X ,Y )
Y˙ =µY +YR2(X ,Y )
où R1 et R2 sont des séries entières en X et Y .
On cherche de plus la simplification dynamique (et non plus géométrique)
suivante : on demande que la dynamique soit linéaire sur chacune des variétés
W s(0) et Wu(0). Ainsi, l’ensemble {X = 0} doit être invariant par le flot, et la
dynamique sur cette variété doit être donnée par Y˙ =µY ; on doit donc avoir
X = 0=⇒ X˙ = 0 et Y˙ =µY , donc R2(0,Y )= 0,
donc on peut mettre X en facteur dans R2. De même {Y = 0} doit être invariant
par le flot et la dynamique dessus doit être donnée par X˙ = λX , donc on peut
mettre Y en facteur dans R1.
On cherche finalement un changement de coordonnées supplémentaires
(X ,Y )→ (X˜ , Y˜ ) tel que le système précédent se réécrive :{ ˙˜X =λX˜ +XY R˜1(X ,Y )
˙˜Y =µY˜ +XY R˜2(X ,Y )
(1.5)
où R˜1 et R˜2 sont des séries en X˜ et Y˜ .
Résumons : la méthode de redressement d’une variété invariante d’un
champ de vecteurs consiste en l’alternative suivante :
– soit on peut calculer la ou les fonctions hu, hs, hc, ce qui donne alors le
changement de variables ;
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– soit le calcul n’est pas accessible et on peut alors chercher une forme
normale du type (1.5) avec les outils des formes normales (méthodes pas-
à-pas, degré par degré...), ce qui donne alors les fonctions hu, hs et hc.
1.6.2. Un exemple. — Considérons le système autonome suivant : x˙= xy˙=−y+ x2 (1.6)
où x et y sont des fonctions inconnues de R dans R. Le système linéarisé est{
x˙= x
y˙=−y
L’origine est un point fixe hyperbolique du champ et l’espace propre stable est
Es = {x= 0} et l’espace instable est Eu = {y= 0}.
La variété instable Wu est, d’après le théorème, un graphe local au-dessus
de Eu, donc il existe une fonction h définie pour |x| < δ (pour un certain δ) telle
que : Wu = {(x,h(x)), |x| < δ}. La méthode pour calculer une expression expli-
cite de h à un ordre donné est alors la suivante : on cherche un changement
de variables (x, y) −→ (u,v) tangent à l’identité, tel que dans les coordonnées
(u,v), l’équation deWu soit {v= 0}. De plus,Wu est un ensemble invariant par
le flot de (1.6). Une condition nécessaire pour queWu ait pour équation {v= 0}
en coordonnées (u,v) est donc que v = 0⇒ v˙ = 0 ; par ailleurs, comme l’espace
instable dans les coordonnées (u,v) est {v= 0} et que la variété instable est un
graphe au-dessus de l’espace instable, on pourra également écrire v=ϕ(u).
Comme on cherche un changement de variables tangent à l’identité, dans
cet exemple, on prend x = u et y= v+ f (u,v). Dans ces coordonnées le champ
se réécrit : {
u˙= u
v˙=−v+ g(u,v)
avec g(u,0)= 0,∀u, d’après ce qui précède.
Ici, le changement de variable peut donc s’écrire avec u en facteur ; On écrit
f (u)= au2+·· · .
À l’ordre 2, le changement de variables ci-dessus donne :
{
x˙= u˙
y˙= v˙+ f ′(u)u˙= v˙+2auu˙
Donc le système se réécrit : u˙= uv˙+2auu˙=−v−au2+u2
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d’où  u˙= uv˙=−v+ (1−3a)u2
et comme les termes d’ordre 2 doivent être nuls, on obtient a= 1
3
. Le change-
ment de variable à l’ordre 2 est donc donné par :
x= u
y= v+ 1
3
u2
d’où v = y− 1
3
x2 et comme Wu a pour équation v = 0, on obtient son équation
en coordonnées (x, y) : y= 1
3
x2.
1.7. Redressement de variété centrale
Le principe de redressement reste le même pour une variété centrale d’un
point d’équilibre non hyperbolique.
Considérons le système différentiel x˙= x
2y− x5
y˙=−y+ x2
L’origine (0,0) est un point fixe du champ de vecteurs associé, et la partie
linéarisée du champ en (0,0) est
(
0 0
0 −1
)
.
L’origine possède donc une variété centrale portée par l’axe des x et on peut
écrire cette variété commeW c = {(x,h(x)), pour x assez petit}.
On cherche alors un changement de variables (u,v) 7→ (x, y) tangent à l’iden-
tité, tel que, dans les variables (u,v), la variété invariante W c ait pour équa-
tion {v= 0} dans un voisinage de l’origine. On pose donc v= y−h(x) et x= u.
Écrivons alors h(u)= au2+bu3+O(u4) ; le système devient : u˙= u
2v+au4+ (b−1)u5+·· ·
v˙=−v+ (1−a)u2−bu3+2au3v−3bu4v+·· ·
Comme W c est une variété invariante, v = 0⇒ v˙ = 0, donc dans la deuxième
équation on obtient a= 1 et b= 0 ; finalement, h(u)= u2+O(u4).
Le changement de variables x = u, y = v+u2 donne alors un redressement
deW c à l’ordre 4.

CHAPITRE 2
ÉLÉMENTS SUR LES ÉQUATIONS À RETARD
Les équations différentielles à retard interviennent dans de nombreux do-
maines de la physique (électronique, calcul de marées) mais peuvent égale-
ment servir à modéliser des phénomènes physiologiques (croissance des cel-
lules sanguines).
La première difficulté qui apparaît dans l’étude de ces équations, c’est le
fait que l’espace des conditions initiales n’est pas de dimension finie ; on verra
comment contourner cette difficulté au cours de ce chapitre et du suivant.
Nous présentons ici quelques éléments propres à ces équations et quelques
résultats utiles. On trouvera toutes les précisions et démonstrations dans [14,
32,52].
2.1. Existence et unicité d’une solution
On considère dans cette section des équations de la forme
y˙(t)= F(y(t), y(t− r)), t> 0 (2.1)
où F : Rn×Rn → Rn est de classe C∞, lipschitzienne, et r un paramètre réel
fixé, r> 0. Ceci ne décrit pas toutes les équations différentielles à retard pos-
sibles mais reste suffisant pour définir les notions de base.
Une solution de (2.1) est une application dérivable y : [−r,+∞)→ Rn véri-
fiant (2.1) pour t > 0. La première question qui se pose à nous est de déter-
miner ce qu’est une condition initiale pour cette équation. On peut observer
qu’une condition initiale convenable est une fonction ϕ : [−r,0)→Rn continue.
2.1.1. La méthode des pas. — Cette méthode est exposée notamment
dans [24]. Si on impose la condition z(t) = ϕ(t) pour −r 6 t 6 0 où ϕ est une
fonction continue sur [−r,0] donnée, l’équation (2.1) devient une équation
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différentielle ordinaire :
y˙(t)= F(y(t),ϕ(t− r)) pour 06 t6 r et y(0)=ϕ(0). (2.2)
Étant données les hypothèses sur F et le théorème de Cauchy-Lipschity,
cette équation différentielle ordinaire non autonome a une unique solution y1
sur [0, r], et cette solution coïncide avec la solution de (2.1) sur [0, r] ayant
pour fonction initiale ϕ sur [−r,0]. On peut alors, connaissant y sur [−r, r] en
déduire une équation différentielle ordinaire vérifiée par y sur [r,2r] et ainsi
de suite. . . On obtient finalement une solution globale y définie sur [−r,+∞),
définie sur chaque intervalle de la forme [(k−1)r,kr], k ∈N, comme y0(t)=ϕ(t)
pour −r6 t6 0, et pour k ∈N∗, yk est la solution du problème de Cauchy :yk((k−1)r)= yk−1((k−1)r)y˙k(t)= F(yk(t), yk−1(t)), pour (k−1)r6 t6 kr, k ∈N∗.
Observons par ailleurs que la régularité de la solution de (2.1) augmente avec
t ; en effet, si ϕ est continue, l’équation (2.2) assure que y˙1 est continue, donc
y1 est de classe C
1 sur [0, r], etc.
On peut finalement énoncer le théorème suivant, qui assure l’existence et
l’unicité d’une solution pour une équation telle que (2.1) :
Théorème 2.1.1. — Considérons (2.1) et soit ϕ une fonction continue sur
[−r,0] à valeurs Rn. Alors il existe une unique solution y à l’équation (2.1)
définie sur [−r,+∞[ et telle que y(t) = ϕ(t) sur [−r,0]. Cette solution est de
classe C k sur [(k−1)r,kr] pour tout entier naturel k.
L’inconvénient de ce théorème, c’est qu’il ne dit rien sur une éventuelle so-
lution définie pour t6−r. Il existe des résultats d’existence de telles solutions
dans [32], mais imposant une régularité plus forte que la seule continuité de
la fonction initiale ϕ. De plus, il n’y a alors pas nécessairement unicité d’une
telle solution, ce qui complique les choses. . .
2.2. Équations à retard linéaires autonomes
Comme pour les équations différentielles ordinaires, l’étude des équations
linéaires est primordiale, car lorsque l’on considère l’équation (2.1) dans une
approche « dynamique », on va s’intéresser aux objets invariants suivant :
points d’équilibre et solutions périodiques. Un point d’équilibre pour cette
équation est une solution constante y(t)= y¯ telle que F( y¯, y¯)= 0. Par ailleurs,
quitte à changer l’échelle des temps, on supposera par la suite que r = 1.
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L’étape suivante est naturellement de linéariser l’équation (2.1) au voisi-
nage de y¯. En notant B0 la matrice carrée D1F( y¯, y¯) de Mn(R) et B1 la matrice
D2F( y¯, y¯) de Mn(R), le linéarisé de l’équation (2.1) est :
y˙(t)=B0y(t)+B1y(t−1), t> 0. (2.3)
2.2.1. Équation caractéristique. — La résolution « point par point » des
équations linéaires autonomes à retard telles que (2.3) se fait en utilisant la
transformation de Laplace et le théorème des résidus.
Si l’on cherche les solutions de (2.3) de la forme y(t)= ceλt où λ est complexe
et c dans Rn, non nul, une telle fonction peut être solution si et seulement si
la matrice ∆(λ) n’est pas inversible, où
∆(λ)=λId−B0−B1e−λ.
On cherche donc à résoudre l’équation sur C d’inconnue λ :
det∆(λ)= 0. (2.4)
Définition 2.2.1. — L’équation (2.4) est l’équation caractéristique associée à
l’équation linéaire autonome (2.3). La matrice ∆(λ) est la matrice caractéris-
tique.
Une manière plus générale d’obtenir l’équation caractéristique est la sui-
vante : pour la solution y on note L (y) sa transformée de Laplace, définie
par :
L (y)(λ)=
∫+∞
0
e−λty(t)dt, pour λ ∈C.
Si on applique la transformée de Laplace à l’équation linéaire autonome (2.3)
avec la condition initiale
y(θ)=ϕ(θ) pour −16 θ6 0,
on obtient :
∆(λ)L (y)(λ)=ϕ(0)+B1
∫1
0
e−λtϕ(t−1)dt. (2.5)
L’idée est ensuite d’obtenir une représentation explicite de la solution y en
utilisant la transformée de Laplace inverse, le théorème de Cauchy et le théo-
rème des résidus. Il y a pour cela besoin de bonnes estimations sur ∆(λ)−1
lorsque |λ| tend vers +∞.
Revenons à l’équation caractéristique det∆(λ)= 0. Les équations de ce type
sont étudiées dans [14], et on a le résultat suivant :
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x = γ x = γ0
|Imz| = CeRe−z
←− Nombre fini de racines
0
FIGURE 1. La répartition des racines de l’équation transcendante (2.4)
Lemme 2.2.2. — Les racines de l’équation (2.4) ont les propriétés suivantes :
il existe une constante γ0 réelle telle que
– Il existe un demi-plan {λ ∈ C|Re(λ) > γ0} ne comportant aucune racine
de (2.4) ;
– Si γ− et γ+ sont deux réels, le nombre de racines de (2.4) dans une bande
verticale donnée {λ ∈C|γ− <Re(λ)6 γ+} est fini ;
– Les racines λ de (2.4) dans le demi-plan gauche vérifient :
|Im(λ)|6Ce−Re(λ),
où C est une constante dépendant de B0 et B1.
La figure 2.2.1 de la présente page illustre ce lemme. Il n’y a qu’un nombre
fini de racines pour l’équation (2.4) dans la partie grisée.
Le théorème suivant montre alors que le comportement asymptotique des so-
lutions de l’équation (2.3) est directement lié aux racines de l’équation carac-
téristique (2.4) :
Théorème 2.2.3. — Soit y une solution de (2.3) de condition initiale ϕ, où
ϕ ∈C. Pour tout γ ∈ R tel que l’équation (2.4) n’a pas de solutions sur la droite
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Re(λ)= γ, y a le développement asymptotique suivant :
y(t)=
m∑
j=1
p j(t)e
λ j t+ o(eγt) pour t→+∞,
où λ1, . . . ,λm sont les racines de l’équation caractéristique (2.4) de partie réelle
plus grande que γ (qui sont en nombre fini), et où p1, . . . , pm sont des polynômes
en t.
Corollaire 2.2.4. — Toutes les solutions de l’équation linéaire autonome (2.3)
tendent vers 0 de manière exponentielle lorsque t → +∞ si et seulement
si l’équation caractéristique (2.4) n’a pas de racines dans le demi-plan
{λ ∈C,Re(λ)> 0}.
Démonstration. — La preuve complète de ce théorème se trouve notamment
dans [14]. Elle est basée sur la représentation de la solution y suivante,
d’après le lemme 2.2.2 et l’égalité (2.5).
y(t)= 1
2iπ
∫γ0+i∞
γ0−i∞
eλt∆(λ)−1[ϕ(0)+B1
∫1
0
e−λtϕ(t−1)dt]dλ.
Ainsi, le comportement asymptotique de solutions au voisinage de points
fixes de l’équation (2.1) dépend directement des racines de l’équation (2.4).
Cependant le théorème précédent soulève les questions suivantes : lorsque
γ → −∞, le nombre de racines m augmente ; la série définissant y est-elle
alors convergente ? si oui, définit-elle bien une solution de l’équation (2.1) ?
Ces questions sont notamment à l’origine de l’approche fonctionnelle des
équations différentielles à retard que nous présentons dans la section sui-
vante.
2.3. Cadre fonctionnel des équations à retard
2.3.1. Cadre général. — Le théorème d’existence et d’unicité d’une solution
si une fonction initiale est donnée permet de définir un flot, ou plus exac-
tement un semi-flot. Nous notons C le C-espace des fonctions continues sur
[−r,0] à valeurs dans Cn, muni de la norme :
‖ϕ‖ = sup
θ∈[−r,0]
|ϕ(θ)|.
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Avec cette norme, C est alors un espace de Banach. Par ailleurs, pour ϕ ∈ C,
nous notons x(·;ϕ) la solution de l’équation (2.1)
y˙(t)= F(y(t), y(t− r)), t> 0 (2.1)
ayant pour condition initiale la fonction ϕ (i.e. égale à ϕ sur [−r,0]). On utilise
la « notation-définition » suivante :
Définition 2.3.1. — Si ϕ ∈C, l’état de la solution x(·;ϕ) à l’instant t> 0 est la
fonction de C notée xt(·;ϕ) et définie par :
xt(θ;ϕ)= x(t+θ;ϕ), θ ∈ [−r,0].
On pourra ainsi définir le semi-flot Σ(t; ·) de la manière suivante, pour t> 0 :
Σ(t, ·) :C→C
ϕ 7→ xt(·;ϕ)
2.3.2. Cas linéaire. — La linéarisation de l’équation de départ (2.1) au voi-
sinage d’un point d’équilibre conduit à la linéarisation du semi-flot Σ en un
opérateur T(t) définissant un semi-groupe fortement continu : T(t) est alors
un endomorphisme continu de C défini par :
T(t)ϕ= xt(·;ϕ) ∀ϕ ∈D(A)
On considère le cas des équations différentielles à retard linéaires. On écrit de
manière générale une telle équation :
z˙(t)= L(zt), (2.6)
où z : I → Rn est la fonction inconnue, et L : C→ Rn une application linéaire
continue. L’ensemble C est l’ensemble des fonctions continues sur [−r,0] dans
R
n, où r est un réel > 0 fixé une fois pour toutes. Muni de la norme ‖ϕ‖ =
sup
θ∈[−r,0]
‖ϕ(θ)‖, c’est un espace de Banach.
Pour tout t dans I, zt est dans C, définie par : zt(θ) = z(t+ θ). Ainsi, une
solution de (2.6) est une fonction z de [σ− r,σ+A] dans Rn, où σ ∈R et A > 0,
qui vérifie l’équation (2.6) pour tout t dans [σ,σ+A).
Remarque 2.3.2. — Cette écriture permet de définir des classes d’équations
beaucoup plus larges que les seules équations différentielles à retard ; par
exemple, le cas où L(ϕ)=ϕ(0) donne l’équation différentielle z˙(t)= z(t). Le cas
L(ϕ)=ϕ(−1) (si l’on suppose que r > 1) donne l’équation z˙(t)= z(t−1).
Une condition initiale pour (2.6) est une fonction ϕ appartenant à C.
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Nous allons plutôt considérer par la suite les solutions de (2.6) comme des
éléments de l’espace de Banach C. Ainsi, si ϕ ∈ C, on notera zt(· ,ϕ) la solu-
tion « translatée de t » de (2.6) (élément de C) ayant pour condition initiale la
fonction ϕ. On a donc :
∀θ ∈ [−r,0], z0(θ,ϕ)=ϕ(θ), et ∀t ∈ [σ,σ+A],∀θ ∈ [−r,0], zt(θ,ϕ)= z(t+θ,ϕ),
où z est la solution de (2.6) qui a pour condition initiale ϕ.
Ceci nous permet de définir un endomorphisme sur C.
Définition 2.3.3. — Pour t dans [σ,σ+ A], on définit T(t) l’application de C
dans C qui a un élément ϕ de C associe zt(· ,ϕ).
On a donc zt(· ,ϕ)=T(t)ϕ. On peut déduire de L quelques propriétés de T.
Proposition 2.3.4. — T est un C 0semi-groupe, c’est-à-dire que :
(i) T(0)= IdC ;
(ii) ∀t1, t2> 0,T(t1+ t2)=T(t1)T(t2) ;
(iii) ∀ϕ ∈C, lim
t↓0
‖T(t)ϕ−ϕ‖ = 0.
2.3.3. Cadre infinitésimal. — On peut définir le générateur infinitésimal
de T comme une application linéaire A définie sur un sous-ensemble D(A) de
C à valeurs dans C, par :
Aϕ= lim
t↓0
1
t
(
T(t)ϕ−ϕ) .
On a de plus les propriétés suivantes :
Proposition 2.3.5. — (i) Pour tout ϕ dans C, t 7→ T(t)ϕ est une application
continue de R+ dans C ;
(ii) A est un opérateur continu fermé défini sur un ensemble dense ;
(iii) pour tout ϕ dans D(A), l’application t 7→ T(t)ϕ est solution de l’équation
différentielle :
d
dt
T(t)ϕ= AT(t)ϕ=T(t)Aϕ. (2.7)
Enfin, on a une expression de A : c’est la dérivation usuelle sur les fonctions
de C qui vérifient la condition de raccord.
Proposition 2.3.6. — L’ensemble de définition de A est donné par :
D(A)=
{
ϕ ∈C, dϕ
dθ
∈C, dϕ
dθ
(0)= L(ϕ)
}
,
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et l’opérateur A a pour expression :
Aϕ= dϕ
dθ
.
Nous allons nous intéresser de plus près au générateur infinitésimal A et à
son spectre. Rappelons tout d’abord les définitions suivantes :
Définition 2.3.7. — Soit B un opérateur (endomorphisme linéaire continu)
sur un espace de Banach C. L’ensemble résolvant de B est l’ensemble ρ(B) des
λ ∈ C tels que λIdC−B a un inverse continu défini sur un domaine dense. On
note alors R(λ,B) cet inverse (la résolvante). Le spectre de B est le complé-
mentaire de ρ(B) : σ(B)=C\ρ(B).
On définit alors :
– σR(B) : le spectre résiduel de B est l’ensemble des λ de σ(B) tels que
R(λ,B) existe mais n’est pas défini sur un domaine dense ;
– σC(B) : le spectre continu de B est l’ensemble des λ de σ(B) tels que
R(λ,B) existe mais n’est pas continu ;
– σP (B) : le spectre ponctuel de B est l’ensemble des λ de σ(B) tels que
λIdC−B n’a pas d’inverse.
La définition de A permet de démontrer la proposition suivante :
Proposition 2.3.8. — A étant le générateur infinitésimal du semi-groupe for-
tement continu T, le spectre de A est son spectre ponctuel.
σ(A)=σP (A).
Pour λ ∈ σ(A), on notera Mλ = Ker(λIdC−A)k l’espace propre généralisé
associé à λ. L’idée est ensuite de décomposer l’espace des phases C = PΛ⊕QΛ
où PΛ =
⊕
λ∈Λ
Mλ.
Soit λ ∈ σ(A) et d = dimMλ. Notons Φλ = (ϕλ1 , . . . ,ϕλd) une base de Mλ, où
ϕλi ∈D(A)⊂C. Comme Mλ est invariant par A, pour tout i, Aϕλi ∈Mλ, donc il
existe une matrice carrée Bλ d’ordre d telle que :
AΦλ =ΦλBλ.
Proposition 2.3.9. — Bλ admet λ comme seule valeur propre.
Comme Aϕ= dϕ
dθ
, on en déduit
d
dθ
Φλ =ΦλBλ d’où :
Φλ(θ)=Φλ(0)eBλθ, ∀θ ∈ [−r,0].
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Par ailleurs, d’après (2.7) et la définition de Bλ :
T(t)AΦλ =T(t)ΦλBλ
= AT(t)Φλ
= d
dt
T(t)Φλ.
Donc
d
dt
(
T(t)Φλ
)
=
(
T(t)Φλ
)
Bλ (équation différentielle dans C) ; on obtient
donc l’égalité suivante dans C :
T(t)Φλ =ΦλeBλt,
car T(0)= IdC.
En regroupant ces deux résultats, on obtient finalement :
(T(t)Φλ)(θ)=Φλ(0)eBλ(t+θ), pour θ ∈ [−r,0] et t> 0;
on peut étendre cette égalité pour tout t réel.
Ainsi sur chaque espace propre généralisé de A, l’équation (2.6) à retard a la
même structure qu’une équation différentielle ordinaire linéaire du premier
ordre.
On aura les mêmes types de résultats en considérant non plus une valeur
propre λ de A, mais un ensemble de valeurs propres Λ de A.
Soit Λ = {λ1, . . . ,λp} un ensemble de valeurs propres de A, et pour tout i,
di = dimMλi , Φi une base de Mλi , ΦΛ = (Φ1, . . . ,Φp). Pour tout i, il existe une
matrice carrée Bi d’ordre di telle que
AΦi =ΦiBi.
Posons BΛ la matrice carrée d’ordre d1 + ·· · + dp définie par BΛ =
diag(B1, . . . ,Bp). Alors, on a la proposition suivante :
Proposition 2.3.10. — (i) Le spectre de BΛ est Λ ;
(ii) La base ΦΛ est donnée par :
ΦΛ(θ)=ΦΛ(0)eBΛθ pour θ dans [−r,0];
(iii) De plus pour tout vecteur a de Rd1+···+dp , la solution T(t)ΦΛa de valeur
initiale ΦΛa à t= 0 est définie sur R par la relation :
T(t)ΦΛa=ΦΛeBΛta.
On peut alors énoncer la proposition suivante :
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Proposition 2.3.11. — Soit λ une valeur propre du générateur infinitésimal
A de l’équation différentielle (2.6). Alors, la restriction à l’espace propre gé-
néralisé Mλ de A de l’équation (2.6) est une équation différentielle ordinaire
linéaire du premier ordre à coefficients constants, de matrice Bλ.
2.3.4. Le cas des équations non linéaires. — La présentation ci-dessus
montre clairement que le problème de Cauchy lié à une équation différentielle
à retard est un problème de dimension infinie. Cependant, la restriction à
des sous-espaces propres de l’équation donne un problème de dimension finie.
Comment garantir alors la possibilité de récupérer un problème de dimension
finie ?
Les auteurs de [32] démontrent le résultat suivant :
Proposition 2.3.12. — Si le spectre σ(A) de A est non vide, il n’y a qu’un
nombre fini de valeurs propres de A de partie réelle nulle. En particulier, si Λ
est l’ensemble des valeurs propres de partie réelle nulle de A, l’espace propre
généralisé MΛ est de dimension finie.
Ainsi, on décompose l’espace C en une somme directe :
C = PΛ⊕QΛ,
où PΛ est l’espace propre généralisé associé aux valeurs propres de A de partie
réelle nulle, et QΛ défini par la théorie de l’adjoint formel.
On considère dorénavant une équation différentielle à retard de la forme
générale :
z˙(t)= L(zt)+ f (zt), (2.8)
où L :C→Rm est définie de manière identique que dans la section précédente,
et f est une application de C dans Rm, continue, telle que f (0)= 0 et Df (0)= 0.
On note toujours T(t) le semigroupe associé à l’équation linéaire z˙(t) = L(zt)
et A son générateur infinitésimal. Il existe une formule de variation de la
constante qui permet d’exprimer les solutions de (2.8) à partir des solutions
de la partie linéaire.
Soit X0 la fonction de [−r,0] dans L (Rm) définie par :
X0 =
IdRm si θ = 0;0 sinon.
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Alors, la solution de (2.8) ayant pour valeur initiale ϕ en t = 0 est donnée
par :
xt =T(t)ϕ+
∫t
0
T(t− s)X0 f (xs)ds, pour t> 0.
Nous connaissons le comportement dynamique des solutions de l’équation
linéaire (2.6) sur les espaces propres généralisés de son générateur infinitési-
mal ; il faut maintenant déterminer les liens éventuels entre la dynamique de
l’équation linéaire et la dynamique de l’équation non linéaire.
On écrit l’équation :
z˙(t)= F(zt), (2.9)
avec F : C → Rn continue, telle que F(0) = 0 : 0 est un point d’équilibre. On
écrit F = L+ f où L=DϕF(0) est la partie linéaire de F.
Le spectre de A est donné par les racines de l’équation caractéristique :
det∆(λ)= 0, où ∆(λ)=λI−
∫0
−r
eλθdη(θ).
Le comportement du point d’équilibre 0 dépend alors des parties réelles des
racines de l’équation caractéristique.
2.3.5. Points d’équilibres hyperboliques. —
Définition 2.3.13. — Le point d’équilibre 0 est dit hyperbolique si toutes les
racines de l’équation caractéristique sont de partie réelle non nulle.
On peut alors décomposer l’espace C en :
C =U ⊕S
oùU est l’ensemble des fonctions initiales ϕ de l’équation linéaire qui existent
et restent bornée pour t6 0.
Dans ce cas, on peut étudier le comportement des solutions de manière as-
sez transparente : si les conditions initiales sont assez proches de l’origine, les
trajectoires se comportent comme le système linéarisé.
2.3.6. Points d’équilibre non hyperboliques. —
Définition 2.3.14. — Le point d’équilibre 0 est dit non hyperbolique si il
existe une racine de l’équation caractéristique de partie réelle nulle.
Posant cette fois-ci Λ l’ensemble des valeurs propres de A de partie réelle
nulle, on peut encore décomposer l’espace C en la somme directe :
C = PΛ⊕QΛ,
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où QΛ est un supplémentaire orthogonal de PΛ dans C pour le crochet de
dualité formelle.
Si Φ = (ϕ1, . . . ,ϕm) est une base de PΛ, qui est de dimension finie m, tout
élément zt de C s’écrit :
zt =Φx(t)+ y(t)
où x(t) ∈Rm et y(t) ∈QΛ.
2.4. Variété centrale dans les équations différentielles à retard
La proposition 2.3.12 justifie l’étude de l’équation différentielle à retard ré-
duite sur la variété centrale de celle-ci : en effet l’espace stable centre est
de dimension finie ; par ailleurs, le théorème de la variété centrale assure
l’existence d’une telle variété, qui est un graphe au-dessus de l’espace centre ;
l’équation différentielle à retard, projetée sur la variété centrale, va alors don-
ner une équation en dimension finie ; on pourra étudier alors la dynamique
sur la variété centrale et mettre l’équation projetée sous forme normale. C’est
l’objet du chapitre suivant.
CHAPITRE 3
VARIÉTÉ DU CENTRE ET DYNAMIQUE
Ce chapitre poursuit l’étude d’une équation différentielle à retard en utili-
sant une méthode de projection sur une variété centrale de dimension finie.
Sur la notion de variété centrale et pour tous les théorèmes d’existence,
d’unicité (et de non-unicité) on renvoie à [9]. Sur l’utilisation d’une variété cen-
trale pour diminuer le nombre de degrés de liberté d’un système dynamique,
on pourra consulter notamment [41].
3.1. L’espace invariant central
Soit r un réel strictement positif, n un entier au moins égal à 1, et C =
C ([−r,0],Rn) l’espace (de Banach) des applications continues de [−r,0] dans
R
n, muni de la norme de la convergence uniforme.
On considère l’équation différentielle à retard suivante :
z˙(t)= L(zt)+F(zt),
où comme précédemment, z est une fonction inconnue, continue sur [−r,+∞[
et pour tout t> 0, zt est dans C et vérifie zt(θ) = z(t+θ) pour θ dans [−r,0] ;
L est une application linéaire continue de C dans Rn et F une application de
classe C∞ de C dans Rn, telle que F(0)= 0 et DF(0)= 0. D’après le théorème
de Riesz, on peut écrire L sous la forme suivante :
L : C→Rn
ϕ 7−→ L(ϕ)=
∫0
−r
dη(θ)ϕ(θ),
où η est une application à variations bornées de [−r,0] dans l’espace des ma-
trices carrées réelles de taille n.
On ne considère ici que la partie linéaire de l’équation :
z˙(t)= L(zt).
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Les solutions de la partie linéaire z˙(t)= L(zt) de l’équation sont données par
un C 0-semigroupe sur C qu’on note T0(t) pour t > 0 ; A0 est son générateur
infinitésimal, qui vérifie A0ϕ = ϕ˙ et a pour domaine de définition, l’ensemble
D (A0)= {ϕ ∈C1,L(ϕ)= ϕ˙(0)}, où C1 est l’espace des applications continûment
différentiables de [−r,0] dans Rn.
Une valeur propre de A0 est une solution de l’équation caractéristique :
det∆(λ)= 0, où ∆(λ)=λI−
∫0
−r
dη(θ)eλθ.
Comme on l’a déjà dit, ces équations sont bien connues, et les solutions de
partie réelle nulle sont au plus en nombre fini m. Le spectre de A0 est égal à
son spectre ponctuel ; pour une valeur propre λ de A0, on note Mλ(A0) l’espace
propre généralisé associé ; enfin, on note Λ le sous-ensemble du spectre de A0
des valeurs propres λ de partie réelle nulle, et P l’espace invariant de A0
engendré par {Mλ(A0),λ ∈Λ} (espace du centre).
Remarque 3.1.1. — Le cas où l’ensemble Λ est vide est d’intérêt moindre car
on sait ce qui se passe sur les variétés stables et instables. C’est pourquoi on
suppose que Λ est non vide.
P est alors un espace de dimension finie m, et on note Φ= (ϕ1, . . . ,ϕm) une
base de P. Il existe une matrice réelle B carrée de taille n et de spectre Λ telle
que :
T0(t)Φ=ΦeBt.
La théorie de l’adjoint (voir [14, 32]) permet alors de trouver un supplémen-
taire Q de P dans C, qui soit lui aussi invariant par T0(t) et par A0. On a
donc
C = P⊕Q.
3.2. Utilisation de variété centrale
Reprenons l’équation :
z˙(t)= L(zt)+F(zt),
Le comportement des orbites de cette équation dans C près d’une singula-
rité (en l’occurrence la fonction nulle) peut être complètement décrite par la
restriction du flot à la variété centrale associée. Le théorème de la variété
centrale assure qu’il existe une variété centrale de cette équation (c’est-à-dire
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localement invariante, tangente à l’espace invariant P de A0 associé aux va-
leurs propres de partie réelle nulle), de la forme :
M = {ϕ ∈C, ϕ=Φx+h(x), pour x dans un voisinage de 0 de Rm}
où h(x) est dans Q pour tout x et est une fonction de classe C∞. Le flot sur la
variété centrale est alors donné par :
zt =Φx(t)+h(x(t)),
où x est une solution de l’équation différentielle ordinaire :
x˙=Bx+Ψ(0)F(Φx+h(x)),
Ψ = (ψ1, . . . ,ψm) étant une fonction obtenue à partir de Φ et permettant de
définir Q.
3.3. Obtention d’une forme normale
3.3.1. Projection sur la variété centrale. — Dans leur article [25], Fa-
ria et Magalhães utilisent le théorème de la variété centrale pour présenter
une méthode de réduction d’équation différentielle à retard, et obtiennent une
forme « normale ». La première étape est de récrire l’équation
z˙(t)= L(zt)+F(zt),
sous la forme d’une équation différentielle ordinaire dans un espace de Ba-
nach. Pour ce faire, ils sont amenés à élargir l’espace des phases C en l’espace
BC des fonctions de [−r,0] dans Rn, uniformément continues sur [−r,0[ et
ayant un saut de discontinuité en 0. L’espace BC se décompose alors en :
BC = P⊕Kerπ
où P a déjà été défini, et π : BC→ P un opérateur de projection, tel que Q ⊂
Kerπ. On note alors Q1 = Q ∩C1 et AQ1 la restriction de A à Q1, où A est
l’opérateur défini sur D (A)=C1 par :
Aϕ= ϕ˙+X0[L(ϕ)− ϕ˙(0)], avec X0(θ)=
IRn , si θ = 00, si − r6 θ < 0
L’équation différentielle à retard est amenée, par des techniques classiques
dans cette théorie (utilisation d’adjoint... voir [14,31,32,52]) à un système de
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la forme suivante :
x˙=Bx+
∑
j>2
1
j !
f 1j (x, y)
d
dt
y= AQ1 y+
∑
j>2
1
j !
f 2j (x, y)
où x ∈Rm et y ∈Q1 =Q∩C1, (3.1)
où la variété centrale est portée par x, de dimension finie m, B donnée par le
flot de la partie linéaire de l’équation de départ, A le générateur infinitésimal
du flot, AQ1 la restriction à Q
1 de A ; l’espace des fonctions conditions initiales
est BC décomposé en
BC = P⊕Kerπ,
Précisons tout d’abord que les auteurs de [25] cherchent une forme normale
du système (3.1) sur une variété invariante de l’équation de départ, ici une
variété centrale, car elle est de dimension finie. De manière plus précise, on
cherche un changement de variables (x, y) 7→ (x¯, y¯) dans (3.1) tel que l’équa-
tion y¯ = 0 définisse une variété localement invariante de dimension finie ; en
l’occurrence, ceci signifie que, dans les variables (x¯, y¯), le système (3.1) doit
répondre à la condition suivante :
y¯= 0⇒ ˙¯y= 0.
Remarque 3.3.1. — Le système (3.1) a été obtenu en utilisant le théorème
de la variété centrale, en séparant en variables x (dimension finie, portant la
variété centrale) et y (dimension infinie), de telle sorte que, dans ce système,
on a déjà y= 0⇒ y˙= 0.
3.3.2. Calcul itératif d’une forme normale sur la variété centrale. —
Le calcul de la forme normale se fait alors par étapes, en simplifiant succes-
sivement les termes d’ordre 2, puis 3, etc., comme dans la classique forme
de Poincaré-Dulac. Les changements de variables successifs sont alors de la
forme (x, y) = (x̂, ŷ)+ 1
j !
(U1j (x̂),U
2
j (x̂)), où U
1
j et U
2
j sont des polynômes homo-
gènes en x de degré j : remarquons que lesU ij ne dépendent pas de ŷ ; en effet,
d’après la remarque ci-dessus, on ne cherche à simplifier que les termes en x
dans la première équation pour obtenir une forme normale... pourquoi alors
chercher à transformer également l’équation sur y ? Lorsque l’on fait y = 0
dans cette équation, on obtient y˙ = 0 et donc une équation de la variété cen-
trale ; mais lorsqu’il y a changement de variable de x vers x̂, ce changement
de variable doit aussi s’effectuer dans l’équation portant sur y, au risque de la
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compliquer encore ; on en profite donc pour tenter de simplifier également au
maximum l’équation sur y, mais en n’agissant que sur la variable x.
On considère ici des changements de variables sous la forme de séries for-
melles.
Pour j dans N et X un espace vectoriel normé, de norme ‖‖X , on note Vmj (X )
l’espace vectoriel des polynômes homogènes de degré j en les m variables x=
(x1, . . . ,xm) à coefficients dans l’espace X . V
m
j (X ) est naturellement normé de
la manière suivante : ∣∣∣∣ ∑
|q|= j
cqx
q
∣∣∣∣= ∑
|q|= j
‖cq‖X , cq ∈ X .
On suppose que la forme normale a été obtenue jusqu’à l’ordre j−1 :
x˙=Bx+
j−1∑
i=2
1
i !
g1i (x, y)+
1
j !
f¯ 1j (x, y)+·· ·
dy
dt
= AQ1 y+
j−1∑
i=2
1
i !
g2i (x, y)+
1
j !
f¯ 2j (x, y)+·· · ,
où g1i est dans V
m
i (R
m), f¯ 1j dans V
m
j (R
m), g2i dans V
m
i (Kerπ) et f¯
2
j dans
Vmj (Kerπ). f¯
1
j et f¯
2
j sont les termes d’ordre j obtenus après le calcul de la
forme normale à l’ordre j−1.
On cherche à éliminer, ou du moins simplifier, les termes d’ordre j par le
changement de variables suivant :
(x, y)= (x̂, ŷ)+ 1
j !
U j(x̂),
où U j = (U1j ,U2j ) est dans Vmj (Rm)×Vmj (Q1) (et Q1 ⊂Kerπ).
On obtient alors :
x˙=
(
Id+ 1
j !
DU1j (x̂)
)
˙̂x
y˙= ˙̂y+ 1
j !
DU2j (x̂) ˙̂x.
En remplaçant x et y par leur expression en fonction de x̂ et ŷ, et en tron-
quant à l’ordre j, on obtient (les termes g1i et g
2
i , pour 26 i6 j−1 ne donnent
pas de termes d’ordre j) le système suivant :
x˙=
(
Id+ 1
j !
DU1j (x̂)
)
˙̂x=B
(
x̂+ 1
j !
U1j (x̂)
)
+ 1
j !
f¯ 1j (x̂, ŷ)+·· ·
y˙= ˙̂y+ 1
j !
DU2j (x̂) ˙̂x= AQ1
(
ŷ+ 1
j !
U2j (x̂)
)
+ 1
j !
f¯ 2j (x̂, ŷ)+·· ·
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À l’ordre j, l’inverse de l’opérateur
(
Id+ 1
j !
DU1j (x̂)
)
est
(
Id− 1
j !
DU1j (x̂)
)
, donc
le système se réécrit, en « oubliant » les chapeaux sur x et y, pour une écriture
plus claire :
x˙=
(
Id− 1
j !
DU1j (x)
)
B
(
x+ 1
j !
U1j (x)
)
+ 1
j !
f¯ 1j (x, y)+·· ·
y˙= AQ1
(
y+ 1
j !
U2j (x)
)
− 1
j !
DU2j (x) x˙+
1
j !
f¯ 2j (x, ŷ)+·· ·
En développant et en tronquant à l’ordre j, on obtient les expressions de g1j
et g2j (termes d’ordre j respectivement dans chacune des équations) :
g1j(x, y)= f¯ 1j (x, y)+BU1j (x)−DxU1j (x)Bx
g2j(x, y)= f¯ 2j (x, y)+AQ1U2j (x)−DxU2j (x)Bx.
Notons M j l’opérateur de V
m
j (R
m)×Vmj (Kerπ) dans lui-même qui à (q, p)
associe (M1j (q),M
2
j (p)), où M
1
j : V
m
j (R
m) → Vmj (Rm) et où M2j : Vmj (Kerπ) →
Vmj (Kerπ) sont définis par :
M1j (q)= [B,q] pour q dans Vmj (Rm)
M2j (p)=Dxp(x)Bx−AQ1 p(x) pour p dans Vmj (Kerπ)
On peut alors écrire les fonctions g1j et g
2
j comme
g1j(x, y)= f¯ 1j (x, y)−M1j (U1j (x))
g2j(x, y)= f¯ 2j (x, y)−M2j (U2j (x))
ou encore
g j = f¯ j−M j(U j). (3.2)
Les applications M1j et M
2
j sont des endomorphismes, respectivement des
espaces Vmj (R
m) et Vmj (Kerπ).
Pour déterminer U j, on rappelle que {y = 0} est une variété (centrale) in-
variante, donc y = 0 ⇒ y˙ = 0 dans la deuxième équation du système, donc
g2j(x,0)= 0 pour tout x.
Écrivons
Vmj (R
m)= Im(M1j )⊕S1j
et Vmj (Kerπ)= Im(M2j )⊕S2j
où S1j et S
2
j sont des supplémentaires respectifs de ImM
1
j et ImM
2
j et notons
P j la projection de V
m
j (R
m)×Vmj (Kerπ) sur ImM1j × ImM2j ; en faisant y = 0
dans (3.2) :
g j(x,0)= f¯ j(x,0)−M jU j(x)
3.4. CONCLUSION 47
donc, en notant M−1j l’inverse de M j :V
m
j (R
m)→ ImM j,
U j(x)=M−1j P j f¯ j(x,0).
On peut donc espérer supprimer de f¯ 1j et f¯
2
j la partie projetée sur, respec-
tivement Vmj (R
m) et Vmj (Kerπ). La simplification la plus poussée pourra se
faire lorsque les opérateurs M1j et M
2
j sont surjectifs ; les auteurs de [25]
démontrent que ces opérateurs sont surjectifs lorsque certaines conditions
sur les spectres de B et AQ1 sont vérifiées, analogues des conditions de non-
résonance pour des formes normales de champs de vecteurs.
3.4. Conclusion
On voit que l’on peut donc traiter la projection de l’équation différentielle à
retard initiale comme une équation différentielle ordinaire en dimension finie,
et en calculer ainsi une forme normale classique. On devrait donc pouvoir
utiliser également d’autres méthodes de calcul, ou d’amélioration de calcul, de
forme normale classique, telle que la méthode de renormalisation exposée au
chapitre suivant dans le cas de champs de vecteurs sur Kν.

CHAPITRE 4
FORMES NORMALES RENORMALISÉES
Nous présentons ici une méthode de recherche de forme normale développé
par Giuseppe Gaeta notamment dans [27–29]. On commence par une présen-
tation algébrique de la notion de forme normale (voir par exemple [53]).
4.1. La notion de forme normale
On considère l’équation différentielle suivante :
x˙= Ax+F(x),
où x est une fonction de classe C r d’un intervalle I de R dans Rν, A une ma-
trice carrée d’ordre ν et F une fonction de Rν dans lui-même de classe C r. On
décompose F en parties homogènes fk de degré k :
x˙= Ax+ f2(x)+·· · fr−1(x)+O(|x|r).
On écrira par la suite
x˙=
+∞∑
k=1
fk(x),
où fk est homogène (en x) de degré k.
Notons alors Vk l’espace vectoriel des polynômes homogènes en x de degré
k à coefficients dans Rν : fk ∈Vk.
4.1.1. Transformation de Poincaré. — On décrit ici brièvement la trans-
formation de Poincaré : on recherche un changement de variable préservant
la partie linéaire (donc un changement de variable tangent à l’identité) qui
conjugue le champ de départ à un champ « plus simple ». On procède pour cela
degré par degré.
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Si on fait le changement de variables x = y+ h2(y) où h2 est dans V2, on
obtient :
x˙= (Id+Dh2(y)) y˙= Ay+Ah2(y)+ f2(y+h2(y))+·· ·+O(|y|r);
pour m > 2, chaque terme fm(y+ h2(y)) = fm(y)+Dfm(h2(y))Dh2(y)+ ·· · est
alors au moins de degré 3 en y, sauf la contribution f2(y) de degré 2 ; donc
l’équation précédente se réécrit, pour le terme d’ordre 2 :
(Id+Dh2(y)) y˙= Ay+Ah2(y)+·· ·+ f2(y)+·· ·+O(|y|r).
Pour y assez petit, la matrice (Id+Dh2(y)) est inversible, et a pour inverse :
(Id+Dh2(y))−1 = Id−Dh2(y)+O(|y|2),
ce qui donne finalement :
y˙= (Id−Dh2(y)+O(|y|2))
(
Ay+Ah2(y)+ f2(y)+·· ·+O(|y|r)
)
= Ay+Ah2(y)+ f2(y)−Dh2(y)Ay+ des termes de degré supérieur...
On obtient alors l’équation suivante pour le degré 2 :
f˜2(y)= f2(y)−
(
Dh2(y)Ay−Ah2(y)
)
où f˜2 est la forme « simplifiée » du champ ; la meilleure simplification possible
serait évidemment f˜2 = 0.
On peut généraliser, et montrer de la même manière que pour un change-
ment de variable x= y+hk(y) où hk est dans Vk, l’équation obtenue est :
f˜k(y)= fk(y)−
(
Dhk(y)Ay−Ahk(y)
)
.
Remarquons qu’alors, si k est fixé, les fm pour m < k ne sont pas modifiés :
on stabilise bien un terme supplémentaire de degré fixé à chaque étape, en
prenant successivement les changements de variables x = y+h2(y), puis x =
y+h3(y), etc. En revanche, les termes fm pour m > k seront eux modifiés, et
de manière plus compliquée que fk. C’est cependant cette « complication » ap-
parente que Gaeta utilise pour effectuer la renormalisation du champ, comme
nous le verrons plus loin(1).
Considérons alors les applications suivantes, pour k> 2 :
L1,k :Vk −→Vk
hk(y) 7−→Dhk(y)Ay−Ahk(y)
(4.1)
(1)Cependant, cette renormalisation nécessite une condition supplémentaire sur la forme du
changement de variable.
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La recherche d’une forme normale consiste à résoudre pour tout k > 2
l’équation homologique :
f˜k = fk−L1,k(hk),
c’est-à-dire à trouver hk dans Vk tel que f˜k soit le plus simple possible : on
peut espérer simplifier fk en en retranchant les termes qui sont dans l’image
de L1,k.
Remarque 4.1.1. — Comme le générateur hk du changement de variables
est dans Vk, il est alors défini à un élément de KerL1,k près.
4.1.2. Schéma algébrique. — Considérons l’opérateur L1,k : pour tout k,
on a L1,k(Vk) ⊂ Vk, et il existe donc un supplémentaire Gk de Im(L1,k) dans
Vk :
Vk =L1,k(Vk)⊕Gk.
Le choix d’une forme normale dépend donc non seulement du choix de hk
pour tout k (à un élément du noyau de L1,k près), mais aussi du choix du
supplémentaire Gk. Le cas le plus simple est celui où L1,k(Vk)=Vk et où Gk =
{0} ce qui permet de simplifier les termes de degré k. Dans les autres cas, les
termes de Gk sont des termes qu’on ne peut pas simplifier.
Définition 4.1.2. — Les éléments de Gk sont les termes résonants de degré
k.
En suivant la procédure, degré par degré, on a alors le théorème très clas-
sique suivant, qu’on trouve par exemple dans [3] ou [53], dû à Poincaré :
Théorème 4.1.3. — Soit x˙ = Ax+
+∞∑
k=2
fk(x) un champ de vecteurs formel sur
R
ν, A dans Mν(R) et fk dans Vk. Alors, pour r fixé, il existe une transformation
formelle x= y+h(y) telle que cette équation est transformée en :
y˙= Ay+
r−1∑
k=2
f˜k(y)+O(|y|r),
où f˜k est résonant (i.e. dans Gk), pour 26 k < r, Gk étant un supplémentaire
de L1,k(Vk) dans Vk.
Remarque 4.1.4. — La conséquence de la remarque 4.1.1 est qu’il n’y a pas
unicité de la transformation formelle citée dans le théorème, et donc pas de
forme normale unique a priori. Le problème de la recherche d’une forme nor-
male unique est étudié notamment dans [5, 6], mais bien que la réponse soit
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positive, se révèle complexe à mettre en œuvre d’un point de vue algorith-
mique.
4.2. Renormalisation de Poincaré
Dans une série d’articles [27–29], G. Gaeta développe et expose la méthode
suivante de calcul d’une forme normale « renormalisée ».
Tout d’abord, on choisit un changement de variables de la forme
x= exp(hk)y, avec hk dans Vk,
ce qui va permettre d’utiliser la formule de Campbell-Baker-Hausdorff. En
effet dans ce cas, le champ X est transformé en un champ X˜ tel que :
X˜ =
+∞∑
n=0
(−1)n
n !
X (n) où X (n+1) = [X (n),Hk],
De plus, pour choisir le supplémentaireGk, on peut définir un produit scalaire
sur les Vk (pour tout k), ce qui permet le choix d’un supplémentaire privilégié
pour Gk, à savoir (
L1,k(Vk)
)⊥
=
(
Im(L1,k)
)⊥
=KerL ∗1,k,
où L ∗1,k est l’adjoint de L1,k pour le produit scalaire choisi.
Les termes résonants sont donc les éléments du noyau KerL ∗1,k. Cette no-
tion de résonance est bien cohérente avec celle que nous verrons dans la
deuxième partie à la définition 7.3.2 (voir [23] ou [53] pour une étude plus
approfondie).
Les choix possibles de produit scalaires sont divers. On peut privilégier le
produit scalaire de Bargmann (voir [7,33]) défini sur Vk par :〈
xα11 · · ·x
αm
m |xβ11 · · ·x
βm
m
〉=α1 ! · · ·αm !δα1,β1 · · ·δαm,βm ,
où δα j ,β j = 1 si α j =β j, et 0 sinon.
L’intérêt de choisir ce produit scalaire est que si L1 = {A, ·} où {·, ·} est le
crochet de Poisson, alors l’adjoint L ∗1 pour ce produit scalaire est égal à {A
∗, ·}
où A∗ est l’adjoint de A (au sens des matrices réelles ou complexes).
Le changement de variables à chaque étape dans le champ, est obtenu par
une transformation de Lie qui agit uniquement sur une partie homogène de
degré fixé. Puis on remodifie cette partie homogène par un nouveau change-
ment de variables, sans modifier les termes de degré inférieur.
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On note V l’ensemble des séries entières formelles f de Rν dans lui-même,
telles que f (0)= 0 et toujours Vk l’ensemble des fonctions vectorielles polyno-
miales homogènes de degré k ; on a donc :
V =
⊕
k>1
Vk
4.2.1. Décomposition homogène de la transformée de Lie. — Consi-
dérons un champ de vecteurs autonome sur Rν : x˙ = X (x). On décompose
X en polynômes homogènes : X =
+∞∑
k=1
fk où fk est homogène de degré k
dans les variables x = (x1, . . . ,xν). On effectue le changement de variables
y = exp
(
−tH
)∣∣∣
t=1
x, où H =
ν∑
i=1
hi∂xi est un champ de vecteurs. Le nouveau
champ X˜ est donné par :
X˜ = exp
(
tHk
)
X exp
(
−tHk
)∣∣∣
t=1
,
que l’on peut développer par la formule de Campbell-Baker-Hausdorff :
X˜ = X − [X ,Hk]+·· ·
On peut alors écrire X˜ =
ν∑
i=1
f˜ i∂xi , avec :
f˜ = f + {h, f }+ 1
2
{h, {h, f }}+ 1
6
{h, {h, {h, f }}}+·· ·
où {·, ·} est le crochet de Poisson, défini par :
{u,v}=
ν∑
i=1
(
ui
∂v
∂xi
−vi ∂u
∂xi
)
.
On notera H l’application qui, à f , associe {h, f } et H s la composée s fois de
cette application.
Si h est homogène de degré k, on peut alors écrire f˜ comme une somme de
parties homogènes f˜ =
∑
m>1
f˜m et on a, pour m> k :
f˜m =
[m/k]∑
s=1
1
s !
H
s−1
(
fm−s(k−1)
)
. (4.2)
Remarquons à ce stade que si h est de degré k, seuls les termes de degré
plus grand que k sont modifiés.
4.2.2. Premiers termes. — On part d’un système différentiel du type :
x˙=
+∞∑
k=1
f (0)k (x).
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L’indice supérieur (0) correspond ici à l’étape de la transformation en cours.
La partie linéaire est f (0)1 , on utilise donc la relation (4.2) ci-dessus pour
m= 2, qui donne :
f (1)2 = f (0)2 −L1
(
h(0)2
)
.
On doit alors trouver h(0)2 comme solution de cette équation, de manière à ce
que f (1)2 soit à la fois dans V2 (homogène de degré 2) et dans KerL
∗
1 (résonant).
Passons au terme suivant : f (0)2 est déjà modifié par la transformation précé-
dente, mais nous conservons cette notation pour alléger l’écriture. On choisit
alors h(0)2 de sorte que :
f (1)2 = f (0)2 −L1
(
h(0)2
)
d’après (4.2),
et f (1)2 doit encore être résonant, donc dans KerL
∗
1 et dans V2.
Cette écriture correspond à
f (0)2 = f (1)2 +L1
(
h(0)2
)
,
donc à la décomposition en somme :
V2 =KerL ∗1 ∩V2⊕ ImL1,2.
Reprenons alors la relation (4.2) pour m= 2 et k = 1, dans le cas où h= h(1)1
est dans V2, donc homogène de degré 2.
f (2)2 = f (1)2 + {h(1)1 , f (1)2 }+
1
2
{h(1)1 , {h
(1)
1 , f
(0)
1 } }.
Si on choisit h(1)1 dans V1∩KerL1, alors le dernier terme de la somme est nul,
et on obtient :
f (2)2 = f (1)2 −L2
(
h(1)1
)
.
Il est certain que cette transformation supplémentaire ne peut éliminer de f2
que la partie des termes qui sont dans ImM2, où M2 est la restriction de L2
à KerL1.
On a obtenu f (1)2 à partir de f
(0)
2 et à l’aide de la remarque ci-dessus, on voit
que l’on peut encore simplifier f (1)2 : on a choisi h
(1)
1 dans KerL1∩V1 (voir plus
bas comment est fait ce choix) et on obtient :
f (2)2 = f (1)2 −L1
(
h(1)1
)
= f (1)2 −M2
(
h(1)1
)
,
de manière à ce que f (2)2 soit dans KerL
∗
1 ∩V2∩KerM∗2 . Ceci correspond en-
core une fois à la décomposition en somme, non plus de V2, mais de KerL
∗
1 ∩V2
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(qui contient f (1)2 ) suivante :
KerL ∗1 ∩V2 =KerL ∗1 ∩V2∩ ImM2⊕KerL ∗1 ∩V2∩KerM∗2 ,
Le choix de h(1)1 est fait pour éliminer les termes de f
(1)
2 qui sont dans ImM2,
donc, en posant P2 l’opérateur de projection sur ImM2, on a :
h(1)1 =M−12 P2 f (1)2 ,
où le pseudo-inverse M−12 n’est défini que sur ImM2.
L’étape suivante consiste à transformer f (0)3 ; on applique d’abord une
transformation de Lie-Poincaré ayant un générateur homogène d’ordre 3, h(0)3
comme solution de l’équation homologique :
f (1)3 = f (0)3 −L1(h(0)3 ) ∈KerL ∗1 ∩V3,
puis
f (2)3 = f (1)3 −L2(h(1)2 ) ∈KerL ∗1 ∩V3∩KerM∗2 ,
où h(1)2 est dans KerL1 ; enfin, on rajoute une transformation de générateur
h(2)1 homogène de degré 1. La relation (4.2) s’écrit alors, avec m = 1,2,3 et
k= 1 :
f˜3 = f (2)3 +
{
h(2)1 , f
(2)
3
}
+ 1
2
{
h(2)1 ,
{
h(2)1 , f
(1)
2
}}
+ 1
3!
H
3( f1),
f˜2 = f (2)2 +
{
h(2)1 , f
(2)
2
}
+ 1
2
{
h(2)1 ,
{
h(2)1 , f1
}}
f˜1 = f (1)1 −L1(h(2)1 )
Comme on veut f˜1 = f (1)1 et f˜2 = f (2)2 , on cherchera de plus h(2)1 dans KerL1∩
KerL2.
On a alors :
f (3)3 = f (2)3 +
{
h(2)1 , f
(2)
3
}
= f (2)3 −L3
(
h(2)1
)
,
et on obtient :
f (3)3 ∈V3∩KerL ∗1 ∩KerM∗2 ∩KerM∗3 , où M3 est L3 restreint à KerL1∩KerL2.
Ces trois première étapes présentent un aperçu de la méthode générale de
construction d’une forme normale de Poincaré renormalisée selon Gaeta.
4.3. Procédure de renormalisation
On considère un champ de vecteurs X = X1+X2+X3+·· · où Xm est homo-
gène de degré m, X1 étant la partie linéaire.
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Rappelons qu’on part d’un système différentiel du type :
x˙=
+∞∑
k=1
f (0)k (x).
L’indice supérieur (0) correspond ici à l’étape de la transformation en cours.
Notation 1. — Pour m> 1, on note renorm la procédure de renormalisation,
de l’ensemble des dérivations locales dans lui-même, qui au champ X (m−1)renor
renormalisé à l’ordre m−1 associe le champ X (m)renor renormalisé à l’ordre m,
c’est-à-dire tel que X1, . . . ,Xm sont sous forme renormalisée.
On aura bien sûr X (0)renor = X (1)renor = X .
Définition 4.3.1 (Forme normale renormalisée à l’ordre r)
Soit r dans N. La forme normale renormalisée à l’ordre r du champ X est le
champ X (r)renor obtenu après r actions de la procédure de renormalisation :
X = X (0)renor
renor1−−−−→ X (1)renor
renor2−−−−→ ·· · renorr−−−−→ X (r)renor.
4.3.1. Notations. — Pour le système différentiel x˙ =
∑
k>1
fk(x), on note Lk
le crochet de Poisson { fk, ·} ; on note par ailleurs H(k) l’espace KerL1∩ ·· · ∩
KerLk−1 et pour k> 1 Mk l’opérateur Lk restreint à H(k).
Enfin, on note F (k) =
k⋂
p=1
KerM∗p et F
(k)
p pour F
(k)∩Vp. Rappelons que pour
tous k et m supérieurs ou égaux à 1, Lm(Vk) ⊂ Vm+k−1 et par conséquent
Mm(Vk)⊂Vm+k−1. On notera par ailleurs πk la projection sur KerLk.
Définition 4.3.2. — On dit que l’équation différentielle ordinaire
x˙= f1(x)+ f2(x)+·· ·
est sous forme renormalisée à l’ordre m, si fk est dans F
(k)
k pour tout k6m.
4.3.2. Étapes de renormalisation. — Pour passer de X (m−1)renor à X
(m)
renor, on
effectue la transformation renorm qui comprend m étapes, correspondant aux
changements de variables successifs x˜= exp(−hk)x pour 16 p6m, où hk est
dans Vk.
Vm =Mk
(
Vk−m+1
)
⊕KerM∗k,k−m+1
4.3.3. Décomposition des espaces homogènes. — Pour f dans V , on écrit
f =
∑
m>1
fm et on définit l’opérateur F : V → V associé à f par F = { f , ·}. On
4.3. PROCÉDURE DE RENORMALISATION 57
peut alors écrire :
F =
+∞∑
m=1
{ fm, ·}=
+∞∑
m=1
Lm où Lm = { fm, ·}.
On a alors, pour tous k et m, Lm(Vk)⊂Vm+k−1. On notera Lm,k la restriction
de Lm à Vk, et simplement Lm s’il n’y a pas d’ambiguïté. La notation L1,k
est bien cohérente avec celle utilisée à l’équation (4.1) page 50. En particulier,
L1(Vk)⊂Vk.
La procédure de renormalisation repose alors sur les décompositions en
sommes directes des espaces homogènes Vk :
pour k> 1 et 16m6 k, Vk =Lm,k−m+1
(
Vk−m+1
)
⊕KerL ∗m,k−m+1.
Pour déterminer la composante homogène de degré k de la forme renorma-
lisée, on va donc utiliser k décompositions en sommes directes successives,
correspondant à un changement de variables engendré par un champ succes-
sivement de degré m pour 16m6 k.
4.3.4. Schéma de renormalisation. — Pour la composante homogène de
degré k, on écrit donc, successivement :
f (0)k =L1(hk)+ f
(1)
k où hk ∈Vk et f
(1)
k ∈KerL
∗
1,k
f (1)k =L2(hk−1)+ f
(2)
k où hk−1 ∈Vk−1 et f
(2)
k ∈KerL
∗
2,k−1
mais cette dernière ligne doit être précisée : en effet, le changement de va-
riables x= exp(−Hk−1)x˜ va modifier le terme f (k−1)k−1 , qu’on a pourtant stabilisé ;
il faut donc imposer que hk−1 soit dans KerL1,k−1.
De manière générale, à la m-ième étape, on écrit :
Vk =Lm,k−m+1
(
Vk−m+1
)
⊕KerL ∗m,k−m+1
donc
f (m−1)k =Lm,k−m+1(hk−m+1)+ f
(m)
k avec f
(m)
k ∈KerL
∗
m,k−m+1,
et pour que le changement de variables engendré par hk−m+1 ne modifie pas
les termes de degré strictement inférieur à m, on impose :
hk−m+1 ∈KerL1,k−m+1∩·· ·∩KerLm−1,k−m+1
On notera donc Mp l’opérateur Lp restreint à KerL1∩ ·· ·∩KerLp−1, et on
utilise la somme directe :
Vk =Mm,k−m+1
(
Vk−m+1
)
⊕KerM∗m,k−m+1
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Supposons donc f (m−1)k appartenant à
m−1⋂
p=1
KerM∗p,k ; on détermine alors f
(m)
k
et hk−m+1 tels que
f (m−1)k =Mm,k−m+1(hk−m+1)+ f
(m)
k ,
avec hk−m+1 dans KerM1,k−m+1∩·· ·∩KerMm−1,k−m+1 et f (m)k dans
m⋂
p=1
KerM∗p,k.
4.3.5. Résolution des équations homologiques. — L’équation homolo-
gique d’inconnues hk−m+1 et f
(m)
k est alors la suivante :
f (m−1)k =Mm,k−m+1(hk−m+1)+ f
(m)
k , hk−m+1 ∈Vk−m+1
où f (m−1)k est dans
m−1⋂
p=1
KerM∗p,k. On procède de la manière suivante :
Si on note Pm la projection sur ImMm, on doit avoir :
Pm−1( f
(m−1)
k )=Mm,k−m+1(hk−m+1),
donc on prend :
hk−m+1 =µm−1 ◦M−1m,k−m+1
(
Pm−1( f
(m−1)
k )
)
;
dans cette écriture, M−1m,k−m+1 est le pseudo-inverse de Mm,k−m+1 (défini uni-
quement sur ImMm,k−m+1), et µm la projection sur KerM1∩·· ·∩Mm. On ob-
tient ainsi f (m)k pour tout m6 k.
4.4. Conclusion
De cette manière, on peut renormaliser un champ de vecteurs ; de plus,
la transformation de renormalisation est complètement algorithmique. Gaeta
donne plusieurs exemples de constructions de ce type de forme que l’on pourra
trouver dans les articles cités en début de chapitre.
CHAPITRE 5
RENORMALISATION POUR LES ÉQUATIONS
DIFFÉRENTIELLES À RETARD
On obtient dans ce chapitre, grâce aux précédents, un résultat nouveau sur
le calcul de forme normale d’équations différentielles à retard.
5.1. Énoncé du théorème
On a vu dans le chapitre 3 qu’une équation différentielle à retard de la
forme :
x˙= L(xt)+F(xt)
pouvait s’écrire de manière « réduite » :
x˙=Bx+
∑
j>2
1
j !
f (1)j (x, y)
y˙= AQ1 y+
∑
j>2
1
j !
f (2)j (x, y)
(5.1)
où x porte la partie de dimension finie p (sur une variété centrale de dimen-
sion p) et y la partie de dimension infinie Q1 ⊂ Kerπ où π est la projection
canonique de l’espace des phases BC sur l’espace P de dimension finie p.
Dans ce chapitre, nous appliquons la renormalisation de Gaeta exposée pré-
cédemment à ce type d’équations.
Le but étant d’obtenir une forme normale sur une variété centrale qui sera
définie par y= 0, il suffit de renormaliser la partie de dimension finie.
On peut alors démontrer le théorème suivant :
Théorème 5.1.1. — Étant donnée une équation différentielle à retard du
type (5.1) il existe une transformation formelle x = x˜+ p(x˜), y = y˜+ h(x˜) telle
que l’équation (5.1) est conjuguée au système suivant :
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˙˜x=Bx˜+
∑
j>2
1
j !
g(1)j (x˜, y˜)
˙˜y= AQ1 y˜+
∑
j>2
1
j !
g(2)j (x˜, y˜)
où, pour y˜= 0, le flot sur la variété centrale est donné par :
˙˜x=Bx˜+
∑
j>2
1
j !
g(1)j (x˜,0),
qui est une forme renormalisée au sens du chapitre précédent.
Démonstration. — La démonstration s’effectue de la même manière que dans
le cas classique sur la partie de dimension finie. Remarquons que la première
étape de la renormalisation correspond à l’étape classique de suppression des
termes non résonants. Il suffit de reprendre la démonstration du théorème
d’obtention de forme normale pour les RFDE, et d’intercaler les étapes de re-
normalisation sur la partie de dimension finie. Les opérateurs L sont définis
par L1 = {Bx, ·} et Lk = { fk, ·} pour k> 2.
Supposons donc que la forme du théorème est obtenue jusqu’à l’ordre j−1 :
x˙=Bx+
j−1∑
k=2
1
k !
g(1)k (x, y)+
+∞∑
k= j
1
k !
f (1)k (x, y)
y˙= AQ1 y+
j−1∑
k=2
1
k !
g(2)k (x, y)+
+∞∑
k= j
1
k !
f (2)k (x, y)
Pour passer de l’ordre j−1 à l’ordre j on effectue les j étapes qui corres-
pondent à la transformation renor j−1 vue au chapitre précédent appliquée à
la partie de dimension finie portée par x : tout d’abord l’étape classique de nor-
malisation ; on choisitU (1)j dans V
m
j (R
m) tel que f˜ j
(1)
(x)= f j(x)−L1
( 1
j !
U (1)j (x)
)
soit constitué uniquement de termes résonants. On peut noter h(1)j =
1
j !
U (1)j .
On choisit égalementU (2)j dans V
m
j (Q
1) tel que g2j(x, y)= f 2j (x, y)+AQ1U2j (x)−
DxU
2
j (x)Bx soit simplifié.
Puis on effectue les étapes de renormalisation : pour 2 6 p 6 j, on résout
l’équation :
f (p)j (x)= f
(p−1)
j (x)−Mp−1
(
h(p)2+ j−p(x)
)
avec h(p)2+p− j ∈
p−2⋂
i=1
KerLi,
et
h(p)2+p− j ∈Vm2+p− j
(
R
m
)
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La résolution de ces équations se fait de la même manière que dans le cha-
pitre précédent, puisqu’elle consiste finalement à renormaliser une équation
différentielle ordinaire sur Rm.
5.2. Conclusion
Ce chapitre conclut la première partie : nous avons vu comment utiliser
différentes méthodes algorithmiques de calcul de formes normales classiques,
lesquelles méthodes peuvent se compléter et s’entraider.
Néanmoins, cette approche « pas-à-pas », itérative, cache une structure algé-
brique mise en évidence par Jean Écalle comme on va le voir dans la deuxième
partie.

PARTIE II
CALCUL MOULIEN ET
THÉORIE DES FORMES
NORMALES

CHAPITRE 6
CALCUL MOULIEN
L’objet de ce chapitre est de présenter brièvement les objets appelés moules
par leur créateur J. Écalle, ainsi qu’une première utilisation des moules dans
le calcul des formes normales de champs de vecteurs.
Les principales références sont bien sûr les nombreux travaux d’Écalle sur
le sujet [17–19,21] mais on pourra également consulter ceux de J. Cresson [11,
12] ou de D. Sauzin [45], ou la thèse de B. Vallet [51].
6.1. Notations
Dans ce chapitre, on notera A = {a1,a2, . . . } un alphabet, fini ou non. A∗ est
l’ensemble des mots construits sur l’alphabet A, c’est-à-dire des suites totale-
ment ordonnées a1, . . . ,ar.
Si r est un entier naturel, un mot de longueur r dont les lettres sont
a1, . . . ,ar est noté a et ℓ (a) = r. Par convention, l’unique mot de longueur 0
est le mot vide ;. On notera également A∗r l’ensemble des mots de longueur r.
L’opération usuelle sur A∗ est la concaténation de deux mots a et b notée
a•b ou plus simplement ab s’il n’y a pas d’ambiguïté. Dans le cas de la compo-
sition de deux moules, on aura de plus besoin d’une structure de semi-groupe
sur A. Si a = a1 · · ·ar est dans A∗ et + l’opération de semi-groupe sur A, on
définit ‖a‖ comme la lettre a1+·· ·+ar de A.
Après ce bref catalogue de notations, nous pouvons enfin définir l’outil prin-
cipal de cette partie.
Définition 6.1.1. — Étant donnés un anneau commutatif K et un alphabet
A, unmoule sur A est une application M• de A∗ dans K. Elle est usuellement
notée M• ; la notation de l’évaluation du moule M• sur le mot a, M•(a) est
notée Ma.
On notera MK(A) l’ensemble des moules construits sur A à valeurs dans K.
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Remarque 6.1.2. — C’est ainsi qu’Écalle présente les moules comme des
« fonctions d’un nombre variable de variables ».
6.2. La correspondance avec les séries entières
La construction algébrique des moules peut se voir plus aisément à
l’aide des séries entières formelles non-commutatives. Il y a en effet une
interprétation naturelle d’un moule en coefficient de série entière formelle
non-commutative.
Dans ce qui suit K est un anneau commutatif, et si A est un alphabet, on
note K
〈
A
〉
l’anneau des combinaisons linéaires finies à coefficients dans K
d’éléments de A∗, i.e. les polynômes non-commutatifs sur A∗ ; de même, on
note Kr
〈
A
〉
l’anneau des polynômes non commutatifs homogènes de degré r,
i.e. les combinaisons linéaires finies d’éléments de A∗r à coefficients dans K.
Remarquons tout de suite que K
〈
A
〉
est une K-algèbre non-commutative. Elle
est munie d’une graduation naturelle par la longueur des mots :
K
〈
A
〉= ∞⊕
r=0
Kr
〈
A
〉
.
On note K
〈〈
A
〉〉
la complétion de K
〈
A
〉
par rapport à cette graduation. C’est
l’algèbre des séries entières formelles non-commutatives à coefficients dansK.
Un élément de K
〈〈
A
〉〉
s’écrit :
∑
a∈A∗
Maa, Ma ∈K,
notation condensée pour : ∑
r∈N
( ∑
a∈A∗r
Maa
)
.
Pour un moule M• sur l’alphabet A à valeurs dans K, on peut définir une
série génératrice ΦM élément de K
〈〈
A
〉〉
par :
ΦM =
∑
a∈A∗
Maa,
qu’on notera aussi, s’il n’y a pas d’ambiguïté (notamment sur l’alphabet),∑
•
M••.
Proposition 6.2.1. — L’application
MK(A) :→K
〈〈
A
〉〉
M• 7→ΦM
est bijective.
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Remarque 6.2.2. — La graduation sur K
〈〈
A
〉〉
a une contrepartie naturelle
dans MK(A) qui est également la longueur des mots. Ainsi, la formalisation
en termes mouliens d’un problème passe d’abord par la possibilité de décrire
le problème en question dans une algèbre graduée. C’est ce que nous verrons
pour les champs de vecteurs, les difféos...
6.3. L’algèbre des moules
La correspondance précédente induit quelques propriétés calculatoires élé-
mentaires : des opérations d’addition et de multiplication dans K
〈〈
A
〉〉
on dé-
duit aisément celles sur les moules correspondant.
6.3.1. Opérations élémentaires, inverse. —
Définition 6.3.1. — La somme de deux moulesM• et N• est le mouleM•+N•
défini par :
(M•+N•)a =Ma+Na.
De même, en identifiant le calcul des coefficients du produit ΦMΦN en fonc-
tion de ceux de ΦM et ΦN donne le produit de deux moules :
Définition 6.3.2. — Le produit (non commutatif) de deux moules M• et N•
est le moule noté M•×N• défini par :
(M•×N•)a =
∑
a1a2=a
Ma1Na2 ,
où cette dernière somme s’effectue sur toutes les partitions du mot a de A∗ en
deux mots a1 et a2.
Proposition 6.3.3. — La multiplication moulienne est une opération associa-
tive.
Le moule neutre pour l’addition est bien évidemment le moule nul 0• qui
vaut 0 sur tous les mots. Le moule neutre pour la multiplication est le moule
1• défini par :
1a =
1 si a=;,0 sinon.
On peut alors définir l’inverse (M•)−1 dumouleM• comme le moule (unique)
N• tel que :
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M•×N• =N•×M• = 1•.
La définition du moule 1• assure la proposition suivante :
Proposition 6.3.4. — M• est inversible pour la multiplication si et seulement
si M; est inversible dans K.
Démonstration. — Si S• est l’inverse de M•, alors S• ×M• = 1•. On résout
cette équation pour le mot vide, puis pour les mots de longueur 1, puis de
longueur 2, etc.
Sur le mot vide, cette équation donne :
S;M; = 1.
Donc si M; est inversible, S; existe et vaut
1
M;
.
Pour un mot a de longueur 1, S•×M• = 1• donne :
SaM;+S;Ma = 0,
d’où Sa =− M
a
(M;)2
.
Plus généralement, pour un mot a= a1 · · ·ar de longueur r :
Sa =
r∑
k=1
(−1)k
(M;)1+k
∑
a1···ak ∗=a
Ma1 · · ·Mak ,
où a1 · · ·ak ∗= a représente toutes les partitions du mot a en k mots tels que
ai 6= ; pour tout i.
6.3.2. Algèbre à composition des moules. — Si (A,+) est un semi-groupe,
on peut définir, pour un mot a = a1 . . .ar de A∗, la « norme » ‖a‖ = a1+ ·· · +
ar. L’opération de composition de deux moules nécessite la structure de semi-
groupe sur l’alphabet A. Elle est donnée par l’opération de substitution d’une
série formelle dans une autre.
L’algèbre K
〈〈
A
〉〉
est graduée par ‖‖. Soit b ∈ A. La composante homogène
de degré b de la série formelle non-commutative ΦM =
∑
a∈A∗
Maa est définie
comme :
Φ
b
M =
∑
a∈A∗
‖a‖=b
Maa.
Remarquons que cette composante homogène est définie à l’aide de la norme
‖‖ et dépend donc de la graduation choisie sur l’algèbre K〈〈A〉〉.
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On a alors, par définition de ΦM :
ΦM =
∑
a∈A
Φ
a
M .
Rappelons la définition de la substitution des séries formelles non-
commutatives :
Définition 6.3.5. — Soit (A,+) un alphabet muni d’une structure de semi-
groupe. Si M• et N• sont deux moules de séries génératrices respectives ΦM
et ΦN , la substitution de ΦN dans ΦM que l’on notera ΦM ◦ΦN est définie par :
ΦM ◦ΦN =
∑
a∈A∗
MaΦaN ,
où, pour le mot a= a1 · · ·ar, ΦaN est le produit Φa1N · · ·Φ
ar
N et N
; = 0.
Nous pouvons maintenant donner la définition de la composition de deux
moules :
Définition 6.3.6. — Soit (A,+) un alphabet muni d’une structure de semi-
groupe. Étant donnés deux moulesM• et N• on définit le mouleM•◦N• comme
le moule tel que :
ΦM ◦ΦN =
∑
a∈A∗
(M• ◦N•)aa.
On peut donner une expression intrinsèque du moule M• ◦N• :
Lemme 6.3.7. — Soit (A,+) un alphabet muni d’une structure de semi-
groupe, et M• et N• deux moules de MK(A). On définit le moule M•◦N• sur les
mots de A∗ de la manière suivante :
– (M• ◦N•); =M; ;
– Pour un mot a de longueur au moins 1 :
(M• ◦N•)a =
ℓ(a)∑
k=1
∑
a1···ak ∗=a
M‖a1‖···‖ak‖Na1 · · ·Nak ,
où a1 · · ·ak ∗= a représente toutes les partitions du mot a en k mots tels
que ai 6= ; pour tout i.
De même que le moule 1• est le neutre pour la multiplication moulienne, on
définit le moule I• neutre pour la composition de la manière suivante :
Définition 6.3.8. — Le moule neutre pour la composition est le moule I• dé-
fini par :
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I• =
1 si ℓ (•)= 10 sinon. (6.1)
On a alors la proposition suivante :
Proposition 6.3.9. — L’ensemble MK(A) muni des opérations (+, ·,×,◦) est
une algèbre à composition, c’est-à-dire telle que :
∀M•,∀N•,∀U•, (M•×N•)◦U• = (M• ◦U•)× (N• ◦U•).
6.4. Exponentielle et Logarithme
Notons K
〈〈
A
〉〉
∗ l’ensemble des séries formelles non-commutatives sans
terme constant, c’est-à-dire telles que le coefficient du mot vide est nul.
Pour Φ dans K
〈〈
A
〉〉
∗, on peut définir l’exponentielle de Φ comme suit :
expΦ=
∑
n∈N
Φ
n
n!
,
et c’est encore un élément de K
〈〈
A
〉〉
.
Pour n dans N∗, on note
[
M•
]
(×n) le moule donné par le produitM
•×·· ·×M•︸ ︷︷ ︸
n fois
avec la convention que
[
M•
]
(×0) = 1•.
Nous définissons maintenant l’exponentielle d’un moule :
Définition 6.4.1. — Soit M• un moule de MK(A) et ΦM sa série génératrice ;
on définit l’exponentielle du moule M• l’unique moule S• tel que :
exp
( ∑
a∈A∗
Maa
)
=
∑
a∈A∗
Saa.
On note S• =ExpM•.
On peut définir de manière analogue le logarithme d’un moule. Néanmoins,
nous n’en aurons pas besoin ici.
6.5. Aspects algébriques
L’algèbre des moules s’inscrit dans le cadre algébrique plus général des al-
gèbres de Lie libres. Pour une introduction voir [34,44,47].
Si A est un ensemble, on note LK(A) l’algèbre de Lie libre engendrée par A.
Ses éléments sont des crochets de Lie formels [·, ·].
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On a LK(A) ⊂K
〈〈
A
〉〉
où cette dernière algèbre se révèle être l’algèbre en-
veloppante universelle de LK(A). Par ailleurs on note GK(A) le groupe de Lie
associé à LK(A).
On définit l’application ∆ :K
〈〈
A
〉〉→K〈〈A〉〉⊗K〈〈A〉〉 comme le morphisme
d’algèbres défini de la manière suivante : ∆(1) = 1⊗1 et pour a dans A par
∆(a) = a⊗1+1⊗ a. On étend ensuite ∆ à K〈〈A〉〉 par linéarité. Cette appli-
cation donne une structure de bigèbre graduée sur K
〈〈
A
〉〉
. On peut alors
caractériser à l’aide de ∆ les éléments de K
〈〈
A
〉〉
appartenant LK(A).
Définition 6.5.1. — Un élément P de K
〈〈
A
〉〉
est dit :
primitif si ∆(P)= P⊗1+1⊗P;
group-like si ∆(P)= P⊗P.
Le résultat important suivant, issu de la théorie des algèbres de Lie libres,
se trouve dans [47] ; il va donner naissance à des moules particuliers, vérifiant
certaines symétries.
Lemme 6.5.2. — Soit P un élément de K
〈〈
A
〉〉
. Alors :
P ∈LK(A) ⇐⇒ P est primitif ;
P ∈GK(A) ⇐⇒ P est group-like.
On peut énoncer ce résultat en utilisant uniquement des expressions faisant
intervenir les coefficients des séries formelles en jeu. Pour cela nous rappelons
une définition classique en algèbre combinatoire, à savoir la notion de battage
ou shuffle.
Définition 6.5.3. — Le battage ou shuffle, noté x : A∗×A∗→P (A∗) est défini
récursivement sur A∗, pour tout mot a de A∗ et tous x et y dans A, e étant le
mot vide :
axe= exa= a
xaxyb= x(axyb)∪ y(xaxb)
Un exemple, avec a= (x1,x2) et b= (x3) :
axb= {(x1,x2,x3), (x1,x3,x2), (x3,x1,x2)}
Remarquons qu’ici, les différents triplets apparaissent autant de fois que né-
cessaire.
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D’après [47] :
∆
( ∑
a∈A∗
Maa
)
=
∑
a,b∈A∗
( ∑
c∈axb
Mc
)
a⊗b. (6.2)
Cette égalité permet d’obtenir le lemme suivant, qui donne des conditions
pour qu’un élément soit primitif (respectivement group-like) directement sur
les coefficients de la série formelle :
Lemme 6.5.4. — Un élément P ∈K〈〈A〉〉 s’écrivant P = ∑
a∈A∗
Paa est primitif
(respectivement group-like) si et seulement si :
∑
c∈axb
Mc = 0 ∀a,b ∈ A∗\{e}, (⋆).(
respectivement
∑
c∈axb
Mc =MaMb ∀a,b ∈ A∗.
)
(⋆⋆).
Démonstration. — Appliquer le lemme 6.5.2 et utiliser la formule (6.2), puis
procéder par identification des coefficients.
Inversement Écalle utilise ces deux égalités pour définir des propriétés des
moules : l’alternalité et la symétralité.
Définition 6.5.5. — Un moule M• de MK(A) est dit alternal (respectivement
symétral) si M• vérifie (⋆) (respectivement (⋆⋆)).
Un élément primitif de K
〈〈
A
〉〉
donné, comment s’écrit l’élément correspon-
dant dans LK(A) ? Comme K
〈〈
A
〉〉
∗ est l’idéal de K
〈〈
A
〉〉
engendré par les
polynômes sans terme constant, notons ψ :K
〈〈
A
〉〉
∗→LK(A) l’application dé-
finie pour tout a= (a1, . . . ,ar) de A∗ par :
ψ(a)= 1
r
[[· · · [[a1,a2],a3], · · · ],ar],
puis étendue à K
〈〈
A
〉〉
∗ par linéarité.
Le lemme suivant, qu’on trouve dans [47] et [34] sous le nom de théorème
de Dynkin-Specht-Wever, est appelé lemme de projection par Écalle :
Lemme 6.5.6 (Lemme de projection). — On a :
ψ|LK(A) = IdLK(A) .
La conséquence importante est que pour un moule alternalM• on a l’égalité
suivante :
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∑
a∈A∗
Maa=
∑
a∈A∗
Maψ(a)=
∑
r>1
1
r
∑
a∈A∗
Ma[[· · · , [[a1,a2],a3], · · · ],ar].
L’utilisation de ces symétries permettra par la suite de démontrer rapide-
ment qu’une somme d’opérateurs différentiels d’apparence a priori peu enga-
geante est en fait un champ de vecteurs. C’est pourquoi nous présentons dans
la section suivante l’utilisation des moules pour écrire un champ de vecteurs.
6.6. Écriture moulienne d’un champ de vecteurs
Dans cette section, tous les champs considérés, ainsi que les séries, sont
encore des objets formels. Soit ν un entier naturel fixé ; on considère un champ
de vecteurs X sur Cν :
X =
ν∑
i=1
X i∂xi ,
où ∂xi est la dérivée partielle par rapport à la variable complexe xi, et où
X i : C
ν→ C est une série formelle en les x1, . . . ,xν ; on note C[[x]] l’algèbre des
séries entières formelles en x1, . . . ,xν.
Comme on l’a vu, pour obtenir une écriture d’un champ de vecteurs en
termes mouliens, nous avons besoin d’une graduation ; nous verrons qu’il y
a plusieurs choix de graduations possibles lorsque l’on écrit un champ de vec-
teurs, cependant pour l’instant, nous nous en tiendrons à la graduation in-
duite par la décomposition du champ en opérateurs différentiels homogènes.
Définition 6.6.1. — Un opérateur différentiel est un élément de C[[x]][∂x1 , . . . ,∂xν],
i.e. un polynôme en les ∂xi dont les coefficients sont des séries entières for-
melles (commutatives) en les variables x1, . . . ,xν.
L’ordre d’un opérateur différentiel est le degré du polynôme en les variables
∂x1 , . . . ,∂xν .
Pour m= (m1, . . . ,mν) dans Zν, on note xm pour xm11 · · ·xmνν . On définit alors
le degré d’un opérateur différentiel homogène : si n est dans Zν, un opérateur
différentiel homogène de degré n est un opérateur différentiel Bn tel que pour
tout m dans Nν, il existe un complexe βn,m tel que :
Bn(x
m)=βn,mxn+m.
Ainsi on a deux graduations possibles sur C[[x]][∂x1 , . . . ,∂xν] : l’ordre et le de-
gré. Cette distinction prendra tout son sens lors de l’exposition de la méthode
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d’arborification. La graduation qu’on utilise ici pour définir les moules est celle
donnée par le degré de l’opérateur différentiel.
Remarque 6.6.2. — Si Bn est un opérateur différentiel homogène en ordre
d’ordre 1 et de degré n, alors Bn =
ν∑
i=1
Bn(xi)∂xi .
Considérons alors un champ de vecteurs X sur Cν tel que X (0)= 0. On peut
l’écrire sous la forme :
X = Xlin+
∑
n∈A(X )
Bn,
où les Bn sont des opérateurs différentiels homogènes de degré n et d’ordre
1, et Xlin la partie linéaire du champ. L’ensemble A(X ) est une partie de Z
ν
mais nous pouvons étendre A(X ) en Zν en posant Bn = 0 si n n’est pas dans
A(X ).
C’est alors A(X ), ou plus généralement Zν qui va jouer le rôle de l’alpha-
bet des sections précédentes. L’opération de concaténation de deux mots a
pour pendant l’opération de composition d’opérateurs différentiels : pour deux
lettres (degrés) n1 et n2, on note Bn l’opérateur Bn1 ◦Bn2 où n = n1n2. C’est
encore un opérateur différentiel homogène, de degré ‖n‖ = n1+n2 et d’ordre
2.
Remarque 6.6.3. — Par la suite, et pour alléger les notations, on préférera
écrire B1B2 à B1 ◦B2, sauf cas équivoque.
À titre d’exemple, considérons le champ suivant, défini sur C2, (les λ1,λ2
ainsi que les ai j et bi j sont des complexes) :
X =λ1x∂x+λ2y∂y+ (a20x2+a11xy+a02y2)∂x+ (b20x2+b11xy+b02y2)∂y,
La partie linéaire est Xlin = λ1x∂x +λ2y∂y et les opérateurs différentiels
homogènes sont :
B(1,0) = x(a20x∂x+b11y∂y),
B(0,1) = y(a11x∂x+b02y∂y),
B(−1,2) = a02y2∂x,
B(2,−1) = b20x2∂y.
Pour terminer cette section, nous donnons l’écriture moulienne d’un champ
de vecteurs :
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X = Xlin+
∑
•
I•B•.
On rappelle que le moule I• a été défini page 70 ; quant à la notation • elle
représente les mots construits sur l’alphabet, ici Zν. Ainsi cette écriture n’est
rien d’autre que :
X = Xlin+
∑
n∈A∗
InBn,
où A =Zν. Les B• sont les comoules qui apparaissent dans les écrits d’Écalle.
Nous allons maintenant nous attacher à la composition des opérateurs dif-
férentiels homogènes. La motivation principale de cette étude, est l’obtention
de séries d’opérateurs convergentes comme nous le verrons par la suite.
6.7. Arborification
La méthode d’arborification est introduite par Écalle et largement déve-
loppée dans ses travaux propres ou écrits avec B. Vallet ( [17–22]) ; c’est une
réécriture des séries mouliennes du type
∑
•
M•B• et est utilisée pour mieux
démontrer la convergence de ces séries, définie en 7.5.4 page 95. Commençons
par une définition :
Définition 6.7.1. — Pour tout ν-uplet δ= (δ1, . . . ,δν) d’entiers positifs, on no-
tera ∂δx pour ∂
δ1
x1 · · ·∂δνxν et on dira que ∂δx est d’ordre de dérivation |δ| = δ1+·· ·+
δν.
On dira alors qu’un opérateur différentiel
B=
∑
δ∈D
bδ(x)∂
δ
x,
où D est un sous-ensemble de Nν, est homogène en ordre de dérivation
d’ordre d si pour tout δ dans D, on a |δ| = d.
Remarque 6.7.2. — Cette définition d’ordre de dérivation est bien cohérente
(et compatible) avec la définition donnée pour des opérateurs différentiels ho-
mogènes.
Nous allons maintenant considérer quelques exemples dans un but pédago-
gique.
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6.7.1. Exemples. — Commençons par la composition de deux opérateurs dif-
férentiels homogènes B1 et B2 de degrés respectivement n1 et n2, d’ordre de
dérivation 1.
On a :
B1 =
ν∑
i=1
B1(xi)∂xi , et B2 =
ν∑
j=1
B2(x j)∂x j .
La composée B1•2 =B1◦B2 est un opérateur différentiel homogène de degré
n1+n2. On écrit alors B1•2 de la manière suivante :
B1•2 =
∑
16i, j6ν
B1(xi)∂xi [B2(x j)]∂x j︸ ︷︷ ︸
B <
(1•2)
+
∑
16i, j6ν
B1(xi)B2(x j)∂
2
xix j︸ ︷︷ ︸
B1⊕2
.
Le premier terme de la somme, noté B <
(1•2)
est toujours d’ordre de dérivation
1 (c’est la partie dans laquelle B1 n’agit que sur les coefficients de B2) ; en re-
vanche, le deuxième terme de la somme, noté B1⊕2 voit son ordre de dérivation
augmenter à 2. Par ailleurs, chaque terme reste un opérateur différentiel ho-
mogène de degré n1+n2. C’est justement l’idée de la méthode d’arborification
que d’écrire, pour un mot donné n = n1 · · ·nr la composée Bn en une somme
d’opérateurs différentiels homogènes en degré et en ordre de dérivation.
L’apprentissage de la méthode d’arborification comporte deux parties, qui
sont données par les réponses respectives aux questions suivantes : que fait
l’arborification ? comment l’écrit-on ? La problématique est d’abord issue de
l’analyse (regrouper les termes de même ordre de dérivation) mais est traitée
de manière algébrique, comme nous le verrons plus loin.
Le principe de la méthode d’arborification étant à ce stade explicité, atta-
chons nous maintenant à en comprendre la notation ; pour cela, on considère
un deuxième exemple : soient Bn1 ,Bn2 ,Bn3 trois opérateurs différentiels ho-
mogènes de degrés respectifs n1,n2,n3 (éléments de Z
ν), de même ordre 1, et
Bn =Bn1Bn2Bn3 , qui est un homogène de degré ‖n‖.
On écrit :
Bn1 =
ν∑
i=1
Bn1(xi)∂xi , Bn2 =
ν∑
j=1
Bn2(x j)∂x j , Bn3 =
ν∑
k=1
Bn3(xk)∂xk .
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On a donc :
Bn1,n2,n3 =Bn1
(∑
j,k
Bn2(x j)∂x j [Bn3(xk)]∂xk +
∑
i, j
Bn2(x j)Bn3(xk)∂
2
x jxk
)
=
∑
i, j,k
Bn1(xi)
(
∂xi [Bn2(x j)]∂x j [Bn3(xk)]∂xk (6.3)
+Bn2(x j)∂2xix j [Bn3(xk)]∂xk (6.4)
+Bn2(x j)∂x j [Bn3(xk)]∂2xixk (6.5)
+∂xi [Bn2(x j)]Bn3(xk)∂2x jxk (6.6)
+Bn2(x j)∂xi [Bn3(xk)]∂2x jxk (6.7)
+Bn2(x j)Bn3(xk)∂3xix jxk
)
(6.8)
On a deux termes d’ordre 1, trois d’ordre 2 et un d’ordre 3. Cependant pour
deux termes de même ordre, les coefficients ne sont pas les mêmes (ne pro-
viennent pas de la même « manière » de dériver c’est-à-dire du même coeffi-
cient). En utilisant le même principe de notation que précédemment, on a :
(6.3)=B(n1n2n3)<
(6.4)=B((n2⊕n1)n3)<
(6.5)=B(n2n3)<⊕n1
(6.6)=B(n1n2)<⊕n3
(6.7)=B(n1n3)<⊕n2
(6.8)=Bn1⊕n2⊕n3
Plus généralement, considérons deux opérateurs différentiels homogènes
en degré et en ordre :
B1 =
∑
δ∈D
bδ(x)∂
δ
x avec |δ| = d ∈N et D⊂Nν
et
B2 =
∑
γ∈G
cγ(x)∂
γ
x avec |γ| = e ∈N et G⊂Nν
où les bδ et cγ sont des coefficients dans C[[x]]. On note alors
B(12)< =
∑
δ∈D
γ∈G
bδ(x)∂
δ
x[cγ(x)]∂
γ
x
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et
B1⊕2 =
∑
δ∈D
γ∈G
bδ(x)cγ(x)∂
δ+γ
x .
Ces exemples montrent comment construire des mots avec les opérations ⊕
et <.
Définition 6.7.3. — Un mot construit sur les lettres n1, . . . ,nr avec les opéra-
tions ⊕ et < est dit arborescent ou arborifié. On notera <n un mot arborescent,
et sa longueur sera donnée par ℓ
(<
n
)
= r.
On notera par ailleurs Arb(A) l’ensemble des mots arborescents formés sur
l’alphabet A avec les deux opérations ⊕ et < ; pour n dans A∗, on notera Arb(n)
l’ensemble des mots
<
a de Arb(A) apparaissant dans la décomposition de Bn.
On a donc, par définition :
Bn =
∑
<
a∈Arb(n)
B<
a
.
Remarque 6.7.4. — Remarquons cependant, par exemple, que B1⊕2 = B2⊕1.
Ainsi B1•2 et B2•1 comportent tous deux le terme B1⊕2 dans leur décomposi-
tion : même si n 6=m on peut avoir Arb(n)∩Arb(m) 6= ;.
Définition 6.7.5. — Enfin, un moule M• étant donné, on notera M
<• le moule
arborifié de M•, c’est-à-dire le coefficient de B<
n
dans l’égalité ci-dessous :
∑
n∈A∗
MnBn =
∑
<
a∈Arb(A)
M
<
aB<
a
.
Remarque 6.7.6. — Il faut être attentif à la notation < qui peut être équi-
voque ici : c’est en effet aussi bien la manière générale de noter une suite
ou un moule arborifié, qu’un des deux symboles qui interviennent dans la
construction des suites arborifiées.
6.7.2. Formalisme. — Dans la perspective d’obtenir des estimations sur les
moules et opérateurs différentiels homogènes arborifiés on cherche une corres-
pondance entre un moule M• et le moule arborescent M
<•, et de même, entre
un opérateur Bn et B<
n
.
Définition 6.7.7. — Soit A un alphabet. On définit unmot arborescent sur A
comme une suite
<
n= (n1, . . . ,nr) d’éléments de A avec sur les indices un ordre
partiel particulier appelé ordre arborescent : chaque i de {1, . . . , r} possède au
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plus un antécédent pour cet ordre (i.e. au plus un élément plus grand). La
longueur de
<
n est ici ℓ
(<
n
)
= r.
On note
<
n1⊕
<
n2 l’union disjointe des deux suites arborescentes
<
n1 et
<
n2.
Dans cette suite, les ordres partiels internes respectifs de
<
n1 et
<
n2 sont conser-
vés et les éléments de
<
n1 et
<
n2 sont incomparables.
Une suite arborescente
<
n est dite irréductible si elle ne possède pas de dé-
composition non triviale
<
n1⊕
<
n2, autrement dit si elle possède un plus grand
élément.
Enfin on notera M
<• un moule arborescent c’est-à-dire indexé par des suites
arborescentes.
Les opérateurs différentiels arborifiés sont ensuite définis :
Définition 6.7.8. — Pour une suite arborescente
<
n = (n1, . . . ,nr), on définit
B<
n
comme étant l’unique opérateur différentiel vérifiant les trois propriétés
suivantes :
B<
n
(ϕψ)=
∑
<
n1⊕
<
n2
(
B<
n1
ϕ
)(
B<
n2
ψ
)
.
Si la suite
<
n se décompose en exactement d suites irréductibles non vides,
<
n= <n1⊕·· ·⊕
<
nd, alors B<
n
est un opérateur différentiel homogène en dérivation
d’ordre de dérivation d.
Si
<
n= <n1 •n0 alors :
B<
n
=B<
n1
Bn0 .
On peut alors calculer Bn de la manière suivante, par récurrence :
B<
n
=
ν∑
i=1
(Bn(xi))∂xi si l(
<
n)= 1,
B<
n
=
ν∑
i=1
B <
n1
(
Bn0(xi)
)
∂xi si
<
n= <n1.n0,
B<
n
= 1
d1! · · ·ds!
∑
16i1,...,id6ν
16 j1,..., jd6d
(
B<
n j1
(xi1)
)
· · ·
(
B<
n jd
(xid )
)
∂xi1 · · ·∂xid .
où di est le nombre de suites arborescentes identiques
<
ni qui interviennent
dans la décomposition de
<
n = <n1⊕ ·· · ⊕
<
nd. Ainsi, si l’on applique B<
n
à une
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fonction ϕ, Bn j agit sur ϕ si n j est maximal et Bni agit uniquement sur les
coefficients de l’opérateur Bni+ .
On a vu que ∑
n∈A(X )
SnBn =
∑
<
a∈Arb(X )
S
<
aB<
a
,
et que
Θ
<
a =
∑
n∈X (<a)
Θ
n.
Quels sont les Bn qui, dans leur arborification donnent B<
a
? En d’autres
termes comment obtient-on une suite arborifiée
<
a= (a1, . . . ,ar)< donnée à par-
tir d’une suite ordinaire (totalement ordonnée) n= (n1, . . . ,nr′) ? Tout d’abord,
il faut que l(n) = l(<a) soit r = r′ (une composée de r′ opérateurs donne des
termes indexés par des suites arborescentes de longueur r′). Ensuite il faut
que ce soient les mêmes lettres qui interviennent dans
<
a que dans n (on ne
peut pas faire apparaître d’autres opérateurs différentiels que ceux donnés
par
<
a). Ainsi une suite arborescente
<
a= (a1, . . . ,ar)< provient nécessairement
d’une permutation de l’ensemble {a1, . . . ,ar}. Cependant toutes les permuta-
tions de cet ensemble ne conviennent pas. En effet, le type de permutation σ
que l’on cherche doit préserver l’ordre partiel de
<
a (ce qui correspond à l’ordre
dans lequel les opérateurs sont composés) ; finalement σ doit vérifier :
si i1 < i2 dans
<
a, alors σ(i1)<σ(i2) dans n
et n j = ai si j =σ(i).
Pour une suite arborescente
<
a = (a1, . . . ,ar)< (partiellement ordonnée)
et une suite n = (n1, . . . ,nr′) (totalement ordonnée) notons alors proj
(<
a
n
)
le
nombre de bijections de {1, . . . , r} dans {1, . . . , r′} (nul si r 6= r′) vérifiant :
si i1 < i2 dans
<
a, alors σ(i1)<σ(i2) dans n
et n j = ai si j =σ(i).
Alors on a la relation
S
<
a =
∑
n∈A(X )
proj
(<
a
n
)
Sn,
pour tout moule S•. En fait, la somme ne s’effectue que sur les mots n qui
possèdent les mêmes lettres que
<
a. De même,
Bn =
∑
<
a∈Arb(X )
proj
(<
a
n
)
B<
a
.
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6.7.2.1. Deux exemples. — Développons Ba1,a2,a3 ; on a vu que
Ba1,a2,a3 =B(a1a2a3)<+B((a2⊕a1)a3)<+B(a2a3)<⊕a1+B(a1a2)<⊕a3+B(a1a3)<⊕a2+Ba1⊕a2⊕a3 .
Cherchons Sa1⊕a2⊕a3 ; comme il n’y a pas d’ordre partiel sur a1⊕a2⊕a3, toute
bijection de {1,2,3} dans lui-même convient, c’est-à-dire pour toute permuta-
tion σ de {1,2,3}, l’opérateur Baσ(1),aσ(2),aσ(3) comporte Ba1⊕a2⊕a3 dans son arbo-
rifié. Ainsi,
Sa1⊕a2⊕a3 = Sa1a2a3 +Sa1a3a2 +Sa2a1a3 +Sa2a3a1 +Sa3a1a2 +Sa3a2a1 .
Si on veut calculer S((a2⊕a3)a1)
<
on regarde la suite arborescente ((a2 ⊕
a3)a1)
<. On a a3 < a1 et a2 < a1. Donc une projection σ sur le mot
n= (n1,n2,n3) vérifie nécessairement σ(2)<σ(1) et σ(3)<σ(1) puisqu’elle doit
préserver l’ordre partiel. Étant donné l’ordre total sur n, on a nécessairement
σ(1) = 3 donc n3 = a1. Ensuite, (σ(2) = 2 et σ(3) = 1) et (σ(2) = 1 et σ(3) = 2)
conviennent. On doit donc avoir
n2 = a2 et n1 = a3 dans le premier cas
n2 = a3 et n1 = a2 dans le deuxième cas.
Finalement,
S((a2⊕a3)a1)
< = Sa2a3a1 +Sa3a2a1 .

CHAPITRE 7
THÉORIE DES FORMES NORMALES
On donne dans ce chapitre un aperçu de la théorie des formes normales
d’objets locaux, et surtout des exemples d’utilisation du langage des moules
dans cette optique. On peut trouver un résumé des principaux résultats et
démonstrations dans l’article de J. Martinet [37].
On insistera sur la notion de forme prénormale continue introduite par
Écalle. Nous étudierons en détail la construction de la forme prénormale éla-
guée. Dans [20], Écalle et Vallet isolent une forme prénormale ayant des pro-
priétés optimales vis-à-vis de la divergence des séries normalisantes.
En suivant Écalle, on montrera l’intérêt qu’apporte le formalisme moulien
lorsqu’il s’agit d’étudier la convergence des séries de normalisation. On se li-
mitera à l’exemple de la linéarisation ; dans ce cas, les moules fournissent un
procédé algébrique systématique permettant d’obtenir des majorations opti-
males pour montrer la convergence des séries normalisantes, grâce à la procé-
dure d’arborification, exposée de manière approfondie dans l’article d’Écalle-
Vallet [22].
Par ailleurs, afin de comparer les formes prénormales continues à celle de
Poincaré-Dulac, dans un cadre cette fois-ci formel, nous insisterons sur la
forme élaguée, dont la construction en est analogue. Nous redémontrons en
détail les propriétés de la forme élaguée.
Nous commençons par exposer la problématique générale.
7.1. Normalisation
La plus grande partie de cette section peut-être trouvée dans [3, 53]. La
théorie (ou peut-être devrions-nous dire les théories) de formes normales est
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un aspect fondamental lorsque l’on cherche à connaître la dynamique d’un sys-
tème ; c’est tout d’abord une démarche mathématique naturelle, qui consiste
à chercher à simplifier le problème.
Ainsi, pour une équation différentielle sous la forme x˙ = X (x) où X est un
champ de vecteurs sur Cν par exemple, une première approche consiste à
chercher un changement de variables sous la forme x = y+ h(y) de manière
à simplifier l’équation. Cependant, dans quelle mesure un changement de va-
riables conservera-t-il la dynamique de l’équation initiale ? C’est la condition
de conjugaison qui permettra de répondre à cette attente.
7.2. Le cas des champs de vecteurs
Définition 7.2.1. — Soient
x˙= f (x) x ∈Rn,
y˙= g(y) y ∈Rn
deux champs de vecteurs de classe C k (k> 1) sur Rn, c’est-à-dire ici deux ap-
plications de classe C k de Rn dans Rn. On note ϕ(t,x) et ψ(t,x) respectivement
les flots engendrés par f et g.
On dit que les dynamiques (ou les champs de vecteurs) sont C j équi-
valent(e)s s’il existe j 6 k et un C j-difféomorphisme h tels que les orbites
de ϕ sont transportées par h en les orbites de ψ, en préservant l’orientation
(mais pas nécessairement la paramétrisation par le temps) ; si h préserve en
plus la paramétrisation par le temps, on dit que les dynamiques de f et g sont
C
j-conjuguées.
Ainsi, si f et g sont C j-conjugués, il existe un C j-difféomorphisme h tel
que :
h◦ϕ(t,x)=ψ(t,h(x)).
Le théorème de Hartman-Grobman justifie le fait que l’on souhaite conser-
ver la partie linéaire du champ :
Théorème 7.2.2 (Hartman-Grobman). — Soit x˙ = X (x) un champ de vec-
teurs sur Rn et x0 un point fixe hyperbolique de X , i.e. toutes les valeurs propres
de DX (x0) sont de partie réelle non nulle et X (x0)= 0. Alors le flot engendré par
x˙= X (x) est C 0-conjugué au flot de l’équation linéarisée en x0 :
ξ˙=DX (x0)ξ,
dans un voisinage de x0.
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On considère ici des champs de vecteurs formels sur Cν, c’est-à-dire de la
forme X (x) =
ν∑
j=1
X j(x)∂x j où les X j sont des séries entières formelles en les
variables x1, . . . ,xν. On recherche un changement de variable x = h(y) = y+
w(y) où w est également une série formelle en les y1, . . . , yν de valuation au
moins 2, ceci afin de préserver la partie linéaire du champ lors du changement
de variable.
L’idée d’Écalle est de considérer non pas h mais le morphisme de substitu-
tion Θh défini par :
Θh :C[[x]]→C[[x]]
ϕ 7→ϕ◦h
On notera Θ s’il n’y a pas d’ambiguïté.
Lemme 7.2.3. — Le morphisme Θ est un automorphisme de l’algèbre C[[x]].
Démonstration. — Θ est bien une application C-linéaire. De plus, si ϕ et ψ
sont deux séries formelles, le produit ϕψ est encore dans C[[x]] et on a :
Θ(ϕψ)= (ϕψ)◦h
= (ϕ◦h)(ψ◦h)
=Θ(ϕ)Θ(ψ).
Enfin, h est un changement de variable, donc inversible. Ainsi, on peut définir
un inverse de Θ par :
Θ
−1(ϕ)=ϕ◦h−1.
On a bien
Θ◦Θ−1(ϕ)= (ϕ◦h−1)◦h=ϕ
et
Θ
−1 ◦Θ(ϕ)= (ϕ◦h)◦h−1 =ϕ.
Donc Θ◦Θ−1 =Θ−1 ◦Θ = IdC[[x]] et Θ est bien un automorphisme de l’algèbre
C[[x]].
On considère l’action du champ X sur les séries formelles ϕ comme une
dérivation ϕ 7→ X ·ϕ, où :
X ·ϕ=
ν∑
j=1
X j(x)
∂ϕ
∂x j
(x).
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Si on note Xnor le nouveau champ après le changement de variable h, il faut
que le diagramme suivant soit commutatif :
ϕ
X−−−−→ X ·ϕ
h
y yh
ϕ◦h −−−−→
Xnor
Xnor · (ϕ◦h)
On a donc
Xnor · (ϕ◦h)= (X ·ϕ)◦h ∀ϕ ∈C[[x]],
⇐⇒ Xnor(Θϕ)=Θ(Xϕ) ∀ϕ ∈C[[x]].
D’où Xnor◦Θ=Θ◦X , que l’on écrira sous la forme suivante (et en omettant les
◦ pour alléger la notation) :
Xnor =ΘXΘ−1.
Ainsi Xnor est formellement conjugué à X .
7.3. Forme prénormale
7.3.1. Définitions. — On rappelle que le crochet de Lie de deux champs de
vecteurs X et Y est encore un champ de vecteurs défini par :
[X ,Y ]= XY −Y X
Définition 7.3.1. — On dit que le champ Xnor est une forme prénormale du
champ X si :
i) Xnor est conjugué à X ;
ii) [Xnor,Xlin]= 0.
On rappelle à présent la notion de résonance (cf. [3]) :
Définition 7.3.2. — Soit λ = (λ1, . . . ,λν) ∈ Cν. On dit que λ est résonant si il
existe s dans {1, . . . ,ν} et m dans Nν, |m|> 2 tels que :
λs =
ν∑
j=1
m jλ j.
De plus, étant donnée une collection λ de complexes telle que λ est résonant,
étant donnés s dans {1, . . . ,ν} et m dans Nν, |m|> 2, le monôme (opérateur dif-
férentiel) xm∂x j est dit résonant si m et s sont tels que la relation de résonance
λs =
ν∑
j=1
m jλ j est vérifiée.
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Définition 7.3.3. — Soit X un champ de vecteurs de partie linéaire Xlin dia-
gonale de spectre λ= (λ1, . . . ,λν) ∈Cν tel que X = Xlin+
∑
n∈A
Bn.
– On dira que le champ X est non résonant si λ ·m n’est nul pour aucun m
dans A ;
– on dira que le champ X est fortement non résonant si λ ·m n’est nul pour
aucun m non nul dans Zν.
Nous pouvons maintenant caractériser les formes prénormales de champs
de vecteurs :
Proposition 7.3.4. — Soit X un champ de vecteurs formel sur Cν de partie
linéaire Xlin et Xnor une forme prénormale de X . Alors Xnor est de la forme :
Xnor = Xlin+
ν∑
j=1
∑
m∈R j(X )
amx
m∂x j ,
où R j = {m ∈Zν\{0} tels que |m|> 2 et λ j =m ·λ} et am ∈C.
Démonstration. — Pour un monôme xm∂xs avec m ∈Nν et s dans {1, . . . ,ν}, on
a :
[xm∂xs ,Xlin]= xm(λs−
ν∑
j=1
m jλ j)∂xs .
7.3.2. Non unicité des formes prénormales. — Pour un entier k > 2 on
note Ek l’ensemble des champs de vecteurs sur C
ν de degré k i.e. tels que
chaque coordonnée (dans la base ∂x1 , . . . ,∂xν est un polynôme en les variables
x1, . . . ,xν homogène de degré k. On définit E par :
E =
⊕
k>2
Ek,
de telle sorte que tout champ de vecteurs de E s’écrit Y =
∑
k>2
Yk.
On fixe maintenant la partie linéaire Xlin, et on note adXlin l’application
Y 7→ [Xlin,Y ] pour tout champ de vecteurs Y . Remarquons que adXlin(Ek) ⊂
Ek, et donc adXlin :E→E.
Commençons par un résultat sur le noyau de adXlin :
Lemme 7.3.5. — Soit Xlin =
ν∑
j=1
λ jx j∂x j et
adXlin :E→EY 7→ [Xlin,Y ] . Alors
Ker(adXlin)= {0} si et seulement si λ est non-résonant.
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Démonstration. — Par linéarité, il suffit de prouver le lemme pour un
monôme xm∂xs . Les calculs déjà effectués montrent que si λ est non-
résonant, alors (λs−
ν∑
j=1
m jλ j) 6= 0 donc Ker(adXlin) = {0}. Réciproquement, si
Ker(adXlin)= {0} alors (λs−
ν∑
j=1
m jλ j) 6= 0. Donc λ n’est pas résonant.
Corollaire 7.3.6. — Si le spectre λ de Xlin est non-résonant, alors Xnor = Xlin.
Démonstration. — Le théorème de Poincaré-Dulac assure l’existence d’une
forme prénormale. De plus, une forme prénormale est la somme de la partie
linéaire Xlin et de termes résonants.
Dans le cas où le spectre λ de Xlin est résonant, cependant on ne peut pas
conclure :
Proposition 7.3.7. — Si le spectre de Xlin est résonant, une forme prénormale
de X n’est pas unique.
Démonstration. — Le théorème de Poincaré-Dulac assure l’existence d’au
moins une forme prénormale dans ce cas. De plus, une forme prénormale est
définie modulo un élément de Ker(adXlin), qui n’est pas réduit à {0} d’après le
lemme 7.3.5.
Le cas général de la normalisation en l’absence de résonances ne conduira
donc a priori pas à une forme unique. Ce problème a été étudié, notamment
par Baider [5], mais aussi Gaeta [27], dont nous avons exposé une méthode
dans la première partie.
7.4. Formes prénormales continues
Cette notion de forme prénormale continue est introduite et étudiée par
Écalle et Vallet dans [20,51].
On considère toujours un champ de vecteurs X = Xlin+
∑
n∈A
Bn où Xlin est
diagonale, de spectre λ= (λ1, . . . ,λν).
On note C
〈〈
B
〉〉
l’algèbre des séries formelles non-commutatives construites
sur les opérateurs Bn. Dans ce contexte, on a la proposition suivante :
Proposition 7.4.1. — L’application suivante de C
〈〈
A
〉〉
dans C
〈〈
B
〉〉
est sur-
jective. ∑
n∈A∗
Mnn 7−→
∑
n∈A∗
MnBn
De plus, M• 7−→ΦM est une bijection de MC(A) sur C
〈〈
A
〉〉
.
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La partie linéaire Xlin du champ étant fixée, cette proposition justifie bien
l’écriture suivante :
X = Xlin+
∑
•
I•B•.
Notons pour k ∈Zν :
ω(k)=λ ·k=
ν∑
j=1
=λ jk j.
On rappelle par ailleurs que si n= n1 · · ·nr ∈ A∗, ‖n‖ = n1+·· ·+nr. On a alors
le résultat suivant, qui précise la manière dont les résonances apparaissent et
sont liées à la partie linéaire :
Lemme 7.4.2. — Pour tout mot n de A∗, on a [Xlin,Bn]=ω(‖n‖)Bn.
En d’autres termes, pour tout mot n de A∗, Bn est un vecteur propre de
l’opérateur adXlin associé à la valeur propre ω(‖n‖).
Démonstration. — La démonstration se fait par récurrence sur la longueur r
des mots. Rappelons que pour un mot n de longueur r = 1, Bn =
ν∑
j=1
Bn(x j)∂x j .
Donc : [
Xlin,Bn
]= XlinBn−BnXlin
=
ν∑
j=1
( ν∑
i=1
λixi∂xi
[
Bn(x j)
]−Bn(x j)λ j)∂x j .
Par définition, Bn étant un opérateur différentiel homogène de degré n, on a
donc Bn(x j)=β jxnˇ j où β j ∈C et nˇ j = (n1, . . . ,n j+1, . . . ,nν). Alors, pour tout (i, j)
in {1, . . . ,ν}2, xi∂xi
[
Bn(x j)
]=β j(ni+δi j)xnˇ j . D’où :[
Xlin,Bn
]= ν∑
j=1
β jx
nˇ j
( ν∑
i=1
λi(ni+δi j)−λ j
)
=
ν∑
j=1
β jx
nˇ jω(n)=ω(n)Bn.
Fixons maintenant r > 2 ; on suppose que pour tout mot m de longueur infé-
rieure à r−1, [Xlin,Bm] = ω(‖m‖)Bm. Pour un mot n de longueur r on écrit
n=mp où ℓ (m)= r−1 et ℓ (p)= 1. Alors :[
Xlin,Bn
]= [Xlin,BmBp]
= XlinBmBp−BmBpXlin
= XlinBmBp−BmXlinBp+BmXlinBp−BmBpXlin
= [Xlin,Bm]Bp+Bm[Xlin,Bp]
=ω(‖m‖)Bn+Bmω(p)Bp
=ω(‖n‖)Bn.
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On peut donner la définition d’un mot résonant, bien que redondante avec
la sous-section précédente :
Définition 7.4.3. — Soit n dans A∗. On dit que n est un mot résonant si
ω(‖n‖)= 0.
Nous pouvons maintenant énoncer le type de forme prénormale que l’on
cherche (toujours suivant Écalle) :
Définition 7.4.4. — On dira que le champ Xnor est une forme prénormale
continue du champ X = Xlin+
∑
n∈A(X )
Bn par rapport à l’alphabet A s’il existe
un changement de variables qui conjugue X à Xnor et tel que :
Xnor = Xlin+
∑
n∈A∗
PrannBn, avec Pran
n = 0 si ω(‖n‖) 6= 0.
Remarque 7.4.5. — Remarquons que cette définition implique que le moule
Pran• doit être alternal, de manière à ce que Xnor−Xlin soit bien un champ de
vecteurs, c’est-à-dire un élément primitif de l’algèbre C
〈〈
B
〉〉
. Ainsi, Xnor−Xlin
est un élément de l’algèbre de Lie engendrée par les {Bn,n ∈ A(X )}.
Nous essayons donc d’écrire les éléments de KeradXlin dans l’algèbre de
Lie engendrée par les Bn.
Par ailleurs, une forme prénormale continue dépend de la décomposition
du champ choisie. Nous verrons que certains choix peuvent s’avérer meilleurs
que d’autres.
Enfin, on a le théorème suivant, qui unifie la notion de forme prénormale et
de forme prénormale continue d’un champ de vecteurs :
Théorème 7.4.6. — Soit X un champ de vecteurs qu’on écrit sous la forme
X = Xlin+
∑
n∈A(X )
Bn et Xnor une forme prénormale continue de ce champ. Alors
Xnor est une forme prénormale au sens de la définition 7.3.1.
Démonstration. — Si Xnor est une forme prénormale continue de X , on peut
l’écrire :
Xnor = Xlin+
∑
n∈A∗
PrannBn, avec Pran
n = 0 si ω(‖n‖) 6= 0.
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On obtient :
[Xlin,Xnor]=
∑
n∈A(X )∗
Prann[Xlin,Bn]
=
∑
n∈A(X )∗
Prannω(n)Bn
= 0.
En effet, chaque terme de cette somme est nul par définition de Pran•.
7.4.1. L’équation de normalisation moulienne. — On considère dans
cette sous-section un champ de vecteurs X de partie linéaire Xlin qu’on
supposera diagonale :
Xlin =
ν∑
j=1
λ jx j∂x j , λ= (λ1, . . . ,λν) ∈Cν.
On cherche Xnor − Xlin dans l’algèbre de Lie libre de C
〈〈
B
〉〉
et on écrit
l’équation de conjugaison :
Xnor =ΘXΘ−1. (7.1)
Θ devant être un automorphisme de C[[x]], il doit être dans le groupe de Lie de
cette algèbre de Lie. On travaille donc dans l’algèbre enveloppante universelle
C
〈〈
B
〉〉
et on cherche Θ sous la forme :
Θ=
∑
n∈A(X )∗
Θ
nBn.
De même, on écrit Xnor sous la forme :
Xnor = Xlin+
∑
•
Pran•B•,
la sommation sur le • signifiant qu’elle s’effectue sur tous les mots n construits
avec l’alphabet sous-jacent A(X ), lequel découle de la décomposition du champ
X en opérateurs différentiels homogènes Bn.
L’équation de conjugaison (7.1) s’écrit alors de la manière suivante, en uti-
lisant la décomposition moulienne :
Xlin+
∑
•
I•B• =
(∑
•
(Θ•)−1B•
)(
Xlin+
∑
•
Pran•B•
)(∑
•
Θ
•B•
)
i.e.
Xlin+
∑
•
I•B• =
(∑
•
(Θ•)−1B•
)
Xlin
(∑
•
Θ
•B•
)
+
∑
•
(
(Θ•)−1×Pran•×Θ•
)
B•. (7.2)
Pour développer le deuxième terme du membre de gauche, on a besoin
du lemme suivant, afin de pouvoir ensuite identifier les deux séries terme
à terme :
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Lemme 7.4.7. — Soit M• un moule MC
(
A(X )
)
. Alors :
Xlin
(∑
•
M•B•
)
=
∑
•
∇M•B•+
(∑
•
M•B•
)
Xlin,
où ∇Mn =ω(‖n‖)Mn pour tout n dans A(X )∗.
Démonstration. — Par linéarité, il suffit de calculer XlinBn pour un mot
n = (n1, . . . ,nr) de A(X )∗ de longueur r. D’après le lemme 7.4.2, XlinBn =
ω(‖n‖)Bn+BnXlin.
On en déduit la proposition suivante :
Proposition 7.4.8. — L’équation de conjugaison (7.1) est équivalente à l’équa-
tion moulienne suivante :
Θ
•× I• =∇Θ•+Pran•×Θ•. (7.3)
Démonstration. — À l’aide du lemme 7.4.7 précédent, on peut développer le
membre de gauche de l’équation (7.2). On identifie ensuite terme à terme, ce
qui donne :
I• = (Θ•)−1×∇Θ•+ (Θ•)−1×Pran•×Θ•,
puis, en multipliant à gauche par Θ• :
Θ
•× I• =∇Θ•+Pran•×Θ•.
Dans notre démarche, cette équation est très importante car elle donne une
relation entre la forme prénormale voulue (donnée par Pran•) et la manière de
l’obtenir grâce à Θ•. Cependant, il ne sera pas toujours possible de résoudre
complètement cette équation, et une condition ou équation supplémentaire
sera parfois nécessaire.
Remarque 7.4.9. — En fait, l’opérateur ∇ défini ci-dessus est une dérivation
sur les moules, c’est-à-dire que pour tous moules A• et B•,
∇(A•×B•)=∇A•×B•+A•×∇B•.
Ainsi l’équation (7.3) que nous venons d’obtenir est une « équation différen-
tielle » sur le moule Θ•.
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7.5. Linéarisation
7.5.1. Linéarisation formelle d’un champ de vecteurs. — Le cas le plus
simple que l’on peut résoudre entièrement se trouve déjà dans la thèse de
Poincaré (1879) ; c’est le cas de la linéarisation formelle du champ de vecteurs
X en l’absence de résonances. Énonçons le théorème de Poincaré en nous re-
streignant au cas fortement non résonant :
Théorème 7.5.1. — Soit X un champ de vecteurs formel sous forme bien pré-
parée :
X = Xlin+
∑
n∈A
Bn, Xlin =
ν∑
j=1
λ jx j∂x j ,
la partie linéaire étant diagonale de spectre λ et les Bn des opérateurs différen-
tiels homogènes. Si X est fortement non résonant, alors ce champ est formelle-
ment conjugué à sa partie linéaire Xlin.
De plus, la conjugaison est donnée explicitement par l’automorphisme de
substitution :
Θ :C[[x]]−→C[[x]]
ϕ 7−→ϕ◦h
où Θ=
∑
•
Θ
•B• et le moule Θ• est donné par :
Θ
n = 1
ω1(ω1+ω2) · · · (ω1+·· ·+ωr)
,
pour un mot n= (n1, . . . ,nr) de longueur r.
Démonstration. — Comme X est fortement non résonant, pour tout m non
nul dans Zν, λ ·m 6= 0 ; pour tout n de A(X )∗, chaque lettre de n est un multi-
entier de somme strictement positive, donc ‖n‖ est aussi un multi-entier de
somme strictement positive, donc ‖n‖ 6= 0 ; donc ω(‖n‖) 6= 0. L’équation de li-
néarisation s’obtient en cherchant Xnor = Xlin, soit de manière équivalente, en
imposant Pran• = 0•. D’après la proposition 7.4.8, l’équation de linéarisation
moulienne est alors :
Θ
•× I• =∇Θ•. (7.4)
Remarque 7.5.2. — On obtient également une « équation différentielle mou-
lienne » sur
(
Θ
−1)• en conduisant des calculs analogues :
∇(Θ−1)• =−I•× (Θ−1)• . (7.5)
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À partir de l’équation (7.4), nous allons calculer Θ• par récurrence sur la
longueur des suites n.
Tout d’abord, Θ doit être tangent à l’identité de manière à préserver la par-
tie linéaire du champ, donc Θ; = 1 et B; = Id.
Par définition du produit de deux moules, l’équation (7.4) est équivalente à :
∀n ∈ A(X )∗,∇Θn =
∑
n1•n2=n
Θ
n1 In2 .
En se souvenant de la définition de I•, In vaut 0 si l(n) 6= 1 et 1 sinon. Donc,
par définition du moule ∇Θ•, l’équation précédente équivaut à la relation de
récurrence suivante : si n= (n1, . . . ,nr) est de longueur r,
(λ · ‖n‖)Θn =Θn1,...,nr−1 Inr ,
soit
(λ · (n1+·· ·+nr))Θn1,...,nr =Θn1,...,nr−1 . (7.6)
Notons pour tout i, ω(ni) = ωi = λ ·ni. Si l(n) = 1, l’équation (7.6) est équiva-
lente à :
(λ ·n)Θn =Θ;,
soit
ω(n)Θn = 1.
Comme ω(n) 6= 0 on a une solution
Θ
n = 1
ω(n)
.
Si r est fixé supposons que pour toute suite (n1, . . . ,nr−1) de longueur r− 1,
pour tout k dans {1, . . . , r−1} on ait ω1+·· ·+ωk 6= 0 et
Θ
n1,...,nr−1 = 1
ω1(ω1+ω2) · · · (ω1+·· ·+ωr−1)
.
Alors pour toute suite (n1, . . . ,nr) de longueur r on a
(ω1+·· ·+ωr)Θn
1,...,nr = 1
ω1(ω1+ω2) · · · (ω1+·· ·+ωr−1)
.
Comme X est fortement non résonant, ω1+·· ·+ωr 6= 0, donc
Θ
n1,...,nr = 1
ω1(ω1+ω2) · · · (ω1+·· ·+ωr)
.
Remarque 7.5.3. — La résolution de l’équation (7.5) à la remarque 7.5.2 sur(
Θ
−1)• conduit de la même manière à :(
Θ
−1)n = (−1)r
ωr(ωr+ωr−1) · · · (ωr+·· ·+ω1)
.
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Il resterait à démontrer que le moule Θ• ainsi défini est bien symétral, de
manière à ce que la somme ∑
n∈A(X )∗
Θ
nBn
définisse bien un champ de vecteurs. On trouvera une démonstration
dans [11].
7.5.2. Linéarisation analytique : problèmes de convergence. —
On considère ici un champ de vecteurs X analytique, c’est-à-dire que
X (x) =
ν∑
j=1
X j(x)∂x j où X j est analytique, ce qu’on notera X j ∈ C{x}. Pour
étudier la convergence des séries mouliennes utilisera des majorations sur
les moules, ou sur les comoules, et de même sur les opérateurs différentiels,
ou leurs arborifiés ; pour ces derniers, il est nécessaire de définir la notion de
convergence à l’aide d’une norme :
Définition 7.5.4. — Soient U et V deux voisinages compacts de 0 dans Cν,
tels que V ⊂U . Pour tout germe de fonction ϕ de C{x} en 0, on définit :
‖ϕ‖U = sup
x∈U
|ϕ(x)|,
et pour tout opérateur P de C{x} dans lui-même, on définit également :
‖P‖U ,V = sup
‖ϕ‖U61
‖Pϕ‖V .
On dira alors que la série d’opérateurs
∑
n
Pn est normalement convergente
si la famille (‖Pn‖)n est sommable pour une paire (U ,V ) au moins.
Enfin, pour le champ
X = Xlin+
∑
n∈A(X )
Bn,
de partie linéaire Xlin =
ν∑
i=1
λixi∂xi , on notera Ω l’ensemble {λ ·n,n ∈ A(X )} et
les complexes éléments de Ω seront toujours notés ω(n) ou ω s’il n’y a pas
d’ambiguïté. Pour un mot n = (n1, . . . ,nr) on aura donc ω(n) = (ω1, . . . ,ωr) et
‖ω(n)‖ = ω1+ ·· · +ωr. Les degrés (ou lettres) n de A(X ) sont toujours des ν-
uplets d’entiers positifs ou nul, sauf au plus un valant −1, de somme |n| =
n1+·· ·+nν> 1.
On s’intéresse ici à la convergence de la série d’opérateurs différentiels défi-
nissant Θ• vue dans le théorème de Poincaré 7.5.1. Cela dépend de la grosseur
des coefficients Θn, en particulier de la vitesse à laquelle les ω(n) peuvent
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s’approcher de 0 quand |‖n‖| augmente. Ce dernier phénomène dépend es-
sentiellement de la répartition dans le plan complexe des valeurs propres du
spectre λ de la partie linéaire du champ. C’est ce qui motive la définition sui-
vante :
Définition 7.5.5. — Soit λ = (λ1, . . . ,λν) une collection de valeurs propres
dans Cν. On définit :
– le domaine de Poincaré P comme l’ensemble des λ dont l’enveloppe
convexe ne contient pas 0.
– le domaine de Siegel S , comme le complémentaire du précédent.
On voit que si λ est dans le domaine de Poincaré P , les ω auront tendance
à s’éloigner de 0 (car ce sont des combinaisons
∑
i
λini d’entiers positifs sauf
au plus un valant −1) ; a contrario si λ est dans S il sera beaucoup plus facile
aux ω de se rapprocher de 0.
7.5.3. En l’absence de petits diviseurs. — Nous commençons par nous
placer dans le cas où les ω ne peuvent pas trop s’approcher de 0 :
Définition 7.5.6. — On dira que le champ X ne contient pas de petits divi-
seurs s’il existe une constante C > 0 telle que
∀ω ∈Ω, |ω|>C.
Remarquons que si le champ X ne contient pas de petits diviseurs, il est
nécessairement non résonnant donc formellement linéarisable d’après le théo-
rème de Poincaré 7.5.1 page 93. Une condition suffisante pour que le change-
ment de variable soit analytique est donnée par le théorème suivant, égale-
ment dû à Poincaré.
Théorème 7.5.7. — Soit un champ de vecteurs X ne contenant pas de petits
diviseurs, et dont le spectre λ est dans le domaine de Poincaré. Alors il existe
un changement de variable analytique qui linéarise le champ au voisinage de
0 et ce changement de variable est donné par le normalisateur Θ. De plus,
Θ=
∑
•
Θ
•B• est un automorphisme de C{x}, et on a :
Θ
n = 1
ω1(ω1+ω2) · · · (ω1+·· ·+ωr)
,
pour un mot n= (n1, . . . ,nr) de longueur r.
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Si on démontre queΘ est un automorphisme de C{x}, alors le changement de
variable h est aussi dans C{x}, car h=Θ(Id). Il s’agit donc de prouver que la sé-
rie définissant Θ est normalement convergente, au sens de la définition 7.5.4.
Démonstration. — On écrit comme d’habitude le champ
X = Xlin+
∑
n∈A(X )
Bn,
et on rappelle que, le champ n’étant pas résonnant, il est linéarisable par le
normalisateur
Θ=
∑
•
Θ
•B•
dont les coefficients sont définis par :
Θ
n = 1
ω1(ω1+ω2) · · · (ω1+·· ·+ωr)
,
pour tout mot de A(X )∗ de longueur r.
Observons alors que les λi étant dans P , ils sont tous dans un même demi-
plan ouvert Pθ = {z ∈ C,Re(zeiθ) > 0} pour un certain θ ∈ R. Ainsi, quitte à
effectuer une rotation, on peut les considérer tous dans le demi-plan {Re(z)>
0}. Il existe donc une constante ρ > 0 telle que pour tout i Re(λi) > ρ. On
peut alors en déduire qu’il n’existe qu’un nombre fini de ω dans Ω tels que
Re(ω) < 0. En effet, un tel ω s’écrit λ · n avec, par exemple, ns = −1 pour un
certain s dans {1, . . . ,ν}, les autres ni étant positifs. On a alors :
0>Re(ω)=−Re(λs)+
∑
i 6=s
niRe(λi),
donc
Re(λs)>
(∑
i 6=s
ni
)
ρ,
et il n’y a qu’un nombre fini de ni, i 6= s vérifiant cette inégalité.
On peut alors effectuer un changement de variable polynomial (car il n’y a
qu’un nombre fini de ω à éliminer) pour obtenir le champ X sous la forme :
X = Xlin+
∑
n∈A(X )
Bn,
où A(X ) est le nouvel alphabet, tel que
∀n ∈A(X ),Re(ω(n))> 0.
Notons alors S• indifféremment pour Θ• ou pour
(
Θ
−1)•. Écalle donne les
inégalités suivantes dans [18], pour n= (n1, . . . ,nr) :
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|Sn|6 1
r!Cr1
C1 > 0 (7.7)
‖Bn‖U ,V 6 r!‖Bn1‖U ,V · · ·‖Bnr‖U ,VCN(n)2 C2 > 0 (7.8)
‖Bn‖U ,V 6 (CU ,V )|n| CU ,V > 0 (7.9)
c(N)6 (C3)
N(n) C3 > 0 dépend de V (7.10)
où |n| = n1 + ·· · + nν et N(n) = |n1| + · · · + |nr| est le poids de n ; c(N) est le
nombre de mots de poids N.
Ces inégalités sont prouvées par Brjuno dans [8] ; on peut préciser la preuve
(dans [18]) d’Écalle. Pour un bon choix de (U ,V ) on peut rendre CU ,V aussi
petite qu’on veut, et on a, pour tout mot n de longueur r et de poids N :
‖SnBn‖6
1
r!Cr1
r!‖Bn1‖U ,V · · ·‖Bnr‖U ,VCN2
6
1
Cr1
(CU ,V )
rNCN2
donc
‖
∑
l(n)=r
N(n)=N
SnBn‖U ,V 6
∑
l(n)=r
N(n)=N
‖SnBn‖U ,V
6
c(N)
Cr1
CrNU ,VC
N
2
6 (C3C2)
N
(CrU ,V )
N
Cr1
.
Pour 0< ε< 1 et r0 fixés on peut choisir (U0,V0) tel que CU0,V0 < ε1/r0 6 ε1/r
pour tout r> r0. On a donc :∑
l(n)=r
N(n)=N
‖SnBn‖6
(C3C2ε)N
Cr1
(7.11)
Si C1 > 1 le dénominateur tend vers +∞ lorsque r tend vers +∞ et la série∑
•
S•B• est normalement convergente au sens de la définition 7.5.4 ; si C1 < 1,
comme on a toujours r6N, on a
1
Cr1
6
1
CN1
. (7.12)
Le cas C1 = 1 ne posant pas de problème, on a dans tous les cas la convergence
normale de la série
∑
•
S•B• et donc un changement de variable analytique.
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Il s’agit maintenant de démontrer les inégalités (7.7) à (7.10).
Démonstration de (7.7). — Puisque l’on s’est ramené à des ω(n) de partie
réelle strictement positive, comme on a supposé que, pour tout ω, |ω|>C > 0,
alors on a :
∀ω ∈A(X ),Re(ω)>C.
Ainsi, pour tout r,
|ω1+·· ·+ωr|>Re(ω1+·· ·+ωr)
> rC.
Donc on a bien
|Sn|6 1
r!Cr
.
7.5.4. Le théorème de Brjuno. — On a vu qu’un champ de vecteurs pou-
vait être linéarisé formellement en l’absence de petits diviseurs (théorème de
Poincaré), puis qu’on pouvait le mettre sous forme de la somme de sa par-
tie linéaire et de termes résonnants (théorème de Poincaré-Dulac). On a en-
suite étudié la convergence éventuelle des séries donnant le changement de
variable, ce qui nous a conduit à un théorème de Poincaré analytique dans
le cas du spectre dans le domaine de Poincaré. Une amélioration de ce théo-
rème est la condition diophantienne de Siegel, mais la meilleure condition –à
ce jour– est la condition diophantienne de Brjuno.
Introduisons, pour le champ X = Xlin +
∑
n∈A(X )
Bn la quantité ̟(k) définie
pour tout entier k par :
̟(k)= inf
{
|λ ·m|=
∣∣∣∣∣ ν∑i=1λimi
∣∣∣∣∣ avec |m|6 2k+1 et λ ·m 6= 0
}
, (7.13)
où les mi sont tous positifs, un au plus valant −1, de somme |m| =
ν∑
i=1
mi > 0.
Cette quantité « mesure » la vitesse à laquelle s’approchent les λ ·m de 0.
La condition diophantienne de Brjuno est alors la suivante :
La série S =
+∞∑
k=0
log(1/̟(k))
2k
est convergente. (B)
remarquons encore que si le champ vérifie la condition (B), il n’est pas réson-
nant (sinon S vaudrait ∞). De plus, on dit alors qu’on est en présence de
petits diviseurs diophantiens.
100 CHAPITRE 7. THÉORIE DES FORMES NORMALES
L’introduction des séries arborifiées permet à Écalle de redémontrer le théo-
rème suivant :
Théorème 7.5.8 (Brjuno). — Soit X un champ de vecteurs analytique dont le
spectre de la partie linéaire vérifie la condition (B). Alors ce champ est linéari-
sable par un changement de variable analytique ; les séries arborifiées donnant
les normalisateurs
Θ=
∑
a<∈Arb(X)
Θ
a<Ba<
et
Θ
−1 =
∑
a<∈Arb(X)
(
Θ
−1)a<Ba<
convergent en norme vers des opérateurs Θ et Θ−1 qui sont des automorphismes
de C{x} définissant le changement de variable.
Ce théorème (1971) est presque contemporain des premiers travaux d’Écalle
sur les moules (1975). La preuve originale par Brjuno n’utilise bien sûr ni
moule ni série arborifiée. Par rapport au formalisme moulien, on rencontrera
au cours de la démonstration quelques résultats a priori étonnants qu’on ne
manquera pas de souligner.
Idée de la démonstration. — On note S
<• indifféremment le moule Θ
<• ou(
Θ
−1)<•. La preuve repose sur les inégalités suivantes proposées par Écalle
dans [18] :
|S
<
n|6QN(
<
n)
1 , Q1 > 0, (7.14)
‖B<
n
‖U ,V 6 ‖Bn1‖U ,V · · ·‖Bnr‖U ,VQN(
<
n)
2 , Q2 > 0, (7.15)
‖Bn‖U ,V 6 (CU ,V )|n|, CU ,V > 0, (7.16)
q(N)6QN(
<
n)
3 , Q3 > 0, (7.17)
où (7.14), (7.15), (7.17) sont les analogues respectivement des inégalités (7.7),
(7.8), (7.10) déjà vues page 98 pour les séries non arborifiées, tandis que (7.16)
est l’identique de (7.9), ce qui est normal, puisque pour un mot n de longueur
1, B<
n
=Bn.
En supposant ces inégalités prouvées, par des majorations analogues à
celles utilisées dans la preuve de la convergence des séries non arborifiées en
l’absence de petits diviseurs, on prouve également la convergence de la série∑
•
S
<•B<• et donc le théorème.
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Remarque 7.5.9. — S’il n’est pas étonnant de voir que, dans (7.15), le fac-
teur r! de (7.8) a disparu –c’est l’effet de l’arborification de faire « disparaître »
les r! termes du produit Bn en « individualisant » chacun d’eux–, il est par
contre surprenant de constater avec (7.14) que le moule arborifié correspon-
dant n’augmente pas considérablement mais suit le même type de croissance
que le moule ordinaire. On a pourtant vu que le moule arborifié s’exprimait à
partir du moule ordinaire, comme une somme comportant parfois jusqu’à r !
termes.
On peut trouver des explications à ce phénomène : dans [22], Ecalle et Vallet
prouvent que lorsque le moule arborifié est solution d’une « équation différen-
tielle moulienne » identique à celle du moule non arborifié, cela entraîne des
croissances voisines pour les deux types de moules.
Bien que ce résultat ne soit pas vrai pour n’importe quel moule, il l’est pour
les moules usuels rencontrés ici.
7.6. La forme normale de Poincaré-Dulac
En présence de résonances dans un champ de vecteurs formel, on ne peut
plus totalement linéariser le champ ; cependant, le théorème de Poincaré-
Dulac assure qu’on peut conjuguer le champ à la somme de sa partie linéaire
et de monômes résonants.
Théorème 7.6.1. — Soit X un champ de vecteurs formel de partie linéaire
Xlin diagonale dont le spectre λ = (λ1, . . . ,λν) ∈ Cν est résonant. Alors il existe
un moule Pran• tel que X est formellement conjugué à la forme prénormale
Xnor = Xlin+
∑
•
Pran•B• où Prann = 0 si ω(‖n‖) 6= 0.
Démonstration. — Ce théorème n’est autre qu’une réécriture moulienne de
celui de Poincaré-Dulac. La démonstration classique de ce théorème se trouve
par exemple dans [3] et conduit à la forme de Poincaré-Dulac. La démonstra-
tion moulienne se trouve à la section suivante et conduit à la forme élaguée.
La forme normale de Poincaré-Dulac est une forme prénormale au sens
d’Écalle. Cependant, la démonstration moulienne du résultat ci-dessus
conduit à résoudre l’équation de conjugaison (7.1) déjà rencontrée. On verra
que la résolution de cette équation donne bien une forme prénormale, mais
a priori distincte de la forme de Poincaré-Dulac : Écalle l’appelle la forme
élaguée.
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7.7. Procédure de simplification
Rappelons l’équation de conjugaison moulienne (7.3) :
Θ
•× I• =∇Θ•+Pran•×Θ•.
On cherche à obtenir une forme prénormale continue (de type Poincaré-
Dulac) donc on impose :
Prann = 0 si ω(‖n‖) 6= 0.
Essayons dans ce cas de résoudre l’équation (7.3) dans laquelle, rappelons-
le, les moules Θ• et Pran• sont inconnus, le premier sur tous les mots, le
deuxième sur les mots résonants. On rajoute la condition que Θ; = 1 car l’au-
tomorphisme Θ doit être tangent à l’identité.
On résout par récurrence sur la longueur des mots :
Pour le mot vide ;, l’équation (7.3) se réécrit :
Θ
;I; =∇Θ;+Pran;Θ; d’où Pran; = 0.
Pour un mot n de longueur 1, l’équation s’écrit :
Θ
nI;+ InΘ; =∇Θn+PrannΘ;+Pran;Θn
⇐⇒ 1=ω(n)Θn+Prann.
Ainsi, dans le cas où ω(n) 6= 0, comme Prann = 0 on peut résoudre cette équa-
tion, et on obtient Θn = 1
ω(n)
. Cependant, pour un mot résonant (ω(n) = 0),
l’équation donne Prann = 1 mais Θn disparaît de l’équation et l’on n’a, à ce
stade, plus d’informations pour déterminer ces quantités. C’est ici qu’on est
placé devant l’alternative suivante :
– Soit rajouter une condition sur Θ, comme une dérivation (voir [51] p.25) ;
cela conduit à différentes formes prénormales selon la condition addi-
tionnelle (formes royale, régale...). C’est la méthode qu’on peut qualifier
de directe, car à l’aide de cette condition supplémentaire, on obtient di-
rectement Θ• et Pran•. On utilisera ces formes dans le chapitre 9 afin de
comparer, sur des exemples, les différentes expressions obtenues.
– Une autre possibilité est de construire une itération comme dans la mé-
thode de Poincaré-Dulac. C’est cette méthode que l’on présente ici, et qui
conduit à la forme élaguée.
Comme dans la méthode de Poincaré-Dulac, on tente de supprimer les
termes d’ordre (de dérivation) 1 à chaque étape. Le normalisateur Θ étant un
automorphisme de l’algèbre C[[x]], c’est un élément group-like de l’algèbre de
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Lie libre LC(A) et s’écrit donc comme l’exponentielle d’un élément primitif de
cette algèbre, i.e. l’exponentielle d’un champ de vecteurs V . On écrit donc :
Θ= exp(V ) où V =
∑
•
V •B•,
le moule V • étant alternal car V est un champ de vecteurs. D’après l’écriture
moulienne de Θ et par définition de l’exponentielle d’un moule, on a :
Θ
• =ExpV •,
et l’équation (7.3) se réécrit :
ExpV •× I• =∇ExpV •+Pran•×ExpV •. (7.18)
Cela ne lève pas l’indétermination sur Θ• que l’on a rencontrée précédem-
ment, mais le fait d’utiliser l’exponentielle permet d’utiliser la formule de
Campbell-Baker-Hausdorff pour choisir V • de manière à éliminer les termes
d’ordre 1 non résonants du champ. C’est l’objet du lemme suivant :
Lemme 7.7.1. — Soit X = Xlin+
∑
n∈A(X )
Bn un champ de vecteurs sous forme
bien préparée, de partie linéaire diagonale fixée Xlin de spectre λ.
Si on pose Θ= exp(V ), où V est le champ défini par :
Vn =

1
ω(n)
si ℓ (n)= 1 et ω(n) 6= 0 ;
0 sinon ;
alors le champ conjugué Xnor = ΘXlinΘ−1 ne possède pas de termes non-
résonants d’ordre 1.
Démonstration. — Dans [27], Gaeta démontre que d’après la formule de
Campbell-Baker-Hausdorff (voir [34]) on a :
Xnor =
+∞∑
n=0
(−1)n
n!
X (n),
où X (n+1) = [X (n),V ] et X (0) = X . D’où :
Xnor = Xlin+
∑
n∈A(X )
Bn− [Xlin,V ]−·· · ;
On pose alors V =
∑
p∈A(X )∗
V pBp, donc :
Xnor = Xlin+
∑
n∈A(X )
Bn−
∑
n∈A(X )∗
ω(‖n‖)VnBn−·· · ,
d’après le lemme 7.4.2. D’où l’expression du moule V •.
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7.7.1. Procédure de simplification et champ simplifié. — Ce lemme
nous permet de définir la forme « simplifiée » du champ X , qui n’est pas une
forme prénormale et correspond à la première étape de la transformation re-
cherchée :
Théorème 7.7.2. — Soit X = Xlin+
∑
•
I•B• un champ de vecteurs formel sous
forme bien préparée, où Xlin est la partie linéaire diagonale de spectre λ. Soit
V le champ défini par V =
∑
•
V •B• où V • est le moule (alternal) donné par :
Vn =

1
ω(n)
si ℓ (n)= 1 et ω(n) 6= 0
0 sinon.
On appelle forme « simplifiée » de X le champ de vecteurs Xsam = exp
(
V
)
X exp
(−V ) ;
on l’écrit de la manière suivante :
Xsam = Xlin+
∑
n∈A(X )∗
SamnBn,
et le moule Sam• a l’expression suivante :
Samn =

0 si n=;,
0 si ℓ (n)= 1 et ω(n) 6= 0,
1 si ℓ (n)= 1 et ω(n)= 0 ;
pour les mots de longueur ℓ (n)> 2, Sam• est donné par l’équation moulienne :
Sam• =ExpV •× I•×Exp(−V )•−∇ExpV •×Exp(−V )•.
Démonstration. — Les termes non-résonants du champ X sont tous d’ordre 1.
On cherche à les éliminer, donc on pose Xsam = Xlin+
∑
•
Sam•B•, où le moule
Sam• est défini comme suit :
Samn =

0 si n=;,
0 si ℓ (n)= 1 et ω(n) 6= 0,
on ne sait pas encore pour les mots plus longs n.
On reprend la même équation que (7.18) avec Pran• =Sam• :
ExpV •× I• =∇ExpV •+Sam•×ExpV •.
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De plus, en imposant Vn = 0 si ℓ (n) 6= 1 il est possible de résoudre cette équa-
tion, et on trouve :
V n =

0 si ω(n)= 0,
1
ω(n)
sinon.
D’où l’expression du champ simplifié Xsam :
Xsam = exp
( ∑
n∈A(X )
ω(n)6=0
1
ω(n)
Bn
)
X exp
( ∑
n∈A(X )
ω(n) 6=0
− 1
ω(n)
Bn
)
. (7.19)
Enfin, le moule Sam• se calcule à l’aide des équations ci-dessus :
Lemme 7.7.3. — Soit X un champ de vecteurs formel sous forme bien prépa-
rée
X = Xlin+
∑
•
I•B•,
où Xlin est la partie linéaire, diagonale de spectre λ. Alors il existe un change-
ment de variables formel qui conjugue X à sa forme « simplifiée » de la manière
suivante :
Xsam = exp
( ∑
n∈A(X )
ω(n)6=0
1
ω(n)
Bn
)
X exp
( ∑
n∈A(X )
ω(n) 6=0
− 1
ω(n)
Bn
)
.
De plus, le moule Sam• se calcule directement, et a pour expression :
– Sam; = 0 ;
– si ℓ (n)= 1 et ω(n) 6= 0, Samn = 0 (élimination des termes non-résonants) ;
– si ℓ (n)= 1 et ω(s)= 0, Samn = 1 ;
– si r = ℓ (n)> 2 et ω1, . . . ,ωr sont tous différents de 0,
Samn = 1
ω1 · · ·ωr
r∑
k=1
(−1)r−k(ωk(r−k)−ωk+1−·· ·−ωr)
(k−1)!(r−k+1)! .
– s’il existe un seul i tel que ωi = 0,
Samn = (−1)
r−1
(i−1)!(r− i)!ω1 · · ·ωi−1ωi+1 · · ·ωr
,
– s’il existe au moins deux indices i tels que ωi = 0, alors Samn = 0.
Démonstration. — On définit le moule V • par :
Vn =

1
ω(n)
si ℓ (n)= 1 et ω(n) 6= 0
0 sinon
.
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Tout d’abord, effectuons le calcul du moule exp(V •). Par définition de l’ex-
ponentielle d’un moule, pour tout mot n de longueur r :
exp(V •)n = (1•)n+ (V •)n+ 1
2!
(V •×V •)n+·· ·
Comme V s est nul si l(s) 6= 1, on a d’une part
exp(V •); = 1,
et d’autre part, si r> 1, le seul terme éventuellement non nul dans la somme
ci-dessus est le terme d’ordre r du développement :
1
r!
(V •×·· ·×V •︸ ︷︷ ︸
r facteurs
)n = 1
r!
V n
1 · · ·V nr ,
et d’après la définition de V •,
(exp(V •))n =

0 si l’un au moins des ωi est nul,
1
r!ω1 · · ·ωr
si tous les ωi sont non nuls.
De la même manière,
(exp(−V •))n =

0 si l’un au moins des ωi est nul,
(−1)r
r!ω1 · · ·ωr
si tous les ωi sont non nuls.
7.7.1.1. Un premier terme...— Notons C• le moule C• = exp(V •)× I•. On a
C; = 0. De plus, pour un mot n de longueur 1, on a :
Cn = (exp(V •)); In = 1.
Pour un mot n de longueur r> 2,
Cn = (exp(V •))n1,...,nr−1 Inr
=

0 si l’un au moins des (ωi)16i6r−1 est nul,
1
(r−1)!ω1 · · ·ωr−1
sinon.
7.7.1.2. ...un deuxième terme...— On note D• = C• × exp(−V •), de sorte que
D; = 0, et pour un mot n de longueur 1, Dn =Cn = 1.
Pour un mot n de longueur r> 2 on a :
Dn
1,...,nr =Cn1(exp(−V •))n2,...,nr +Cn1,n2(exp(−V •))n3,...,nr +·· ·+Cn1,...,nr .
Il y a alors plusieurs cas possibles :
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– S’il existe un i de {1, . . . , r−1} tel que ωi = 0, alors tout Cn
1,...,n j , tel que
j> i+1 est également nul, (d’après le calcul de Cn en 7.7.1.1) ; de même,
tout (exp(−V •))nk,...,nr s’annule pour k6 i. Donc
Dn =Cn1,...,ni (exp(−V •))ni+1,...,nr .
On a alors, pour un mot n :
Dn =

0 si un autre (ωl)16l6r
l 6=i
s’annule ;
1
(i−1)!ω1 · · ·ωi−1
× (−1)
r−i
(r− i)!ωi+1 · · ·ωr
si aucun ωl , l 6= i ne s’annule.
– si ωr s’annule, D
n =Cn1,...,nr alors :
Dn =

0 si l’un des (ωl)16l6r−1 s’annule ;
1
(r−1)!ω1 · · ·ωr−1
sinon.
– si aucun autre ωi ne s’annule, alors
Dn
1,...,nr = (−1)
r−1
(r−1)!ω2 · · ·ωr
+ 1
ω1
× (−1)
r−2
(r−2)!ω3 · · ·ωr
+·· ·
+ 1
(r−2)!ω1 · · ·ωr−2
× −1
ωr
+ 1
(r−1)!ω1 · · ·ωr−1
,
soit :
Dn
1,...,nr = 1
ω1 · · ·ωr
r∑
k=1
(−1)r−kωk
(k−1)!(r−k)! .
7.7.1.3. ...un troisième terme...— On calcule ensuite le terme : E• =
∇exp(−V •). Par le calcul précédent de l’exponentielle d’un moule, et par
définition de l’opérateur ∇, on a E; = 0 ; de plus, pour un mot n de longueur
r> 1 :
En
1,...,nr = (ω1+·· ·+ωr)(exp(−V •))n,
et donc :
En =

0 si l’un au moins des (ωi)16i6r s’annule ;
(ω1+·· ·+ωr)(−1)r
r!ω1 · · ·ωr
sinon.
7.7.1.4. ... le dernier terme. — On termine par le calcul du produit moulien
F• = exp(V •)×E• ; tout d’abord F; = 0 ; pour un mot de longueur 1, Fn = En
donc Fn = 0 si ω(n) = 0 et Fn = −1 si ω(n) 6= 0 ; finalement, pour un mot n de
longueur r> 1 on a :
Fn
1,...,nr = (exp(V •));En+ (exp(V •))n1En2,...,nr +·· ·+ (exp(V •))n1,...,nr−1Enr .
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Ainsi, d’après le calcul des moules exp(V •) et E•, Fn s’annule l’un au moins
des ωi s’annule. Si aucun ωi ne s’annule, alors :
Fn
1,...,nr = (ω1+·· ·+ωr)(−1)
r
r!ω1 · · ·ωr
+ 1
ω1
× (ω2+·· ·+ωr)(−1)
r−1
(r−1)!ω2 · · ·ωr
+·· ·
+ 1
(r−1)!ω1 · · ·ωr−1
× (−1)ωr
ωr
.
Et finalement :
Fn =

0 si l’un des ωi est nul,
1
ω1 · · ·ωr
r∑
k=1
(−1)r−k+1(ωk+·· ·+ωr)
(r−k+1)!(k−1)! sinon.
7.7.1.5. Expression du moule recherché. — Come Sam• = F•+D•, on a :
Sam; = F;+D; = 0.
Pour un mot de longueur 1, on obtient :
Samn =
1 si ω(n)= 0,0 si ω(n) 6= 0.
Ainsi le champ Xsam ne comporte plus de termes non-résonants d’ordre 1. De
plus, pour un mot n de longueur r> 2, on obtient :
– s’il existe i 6= j, dans {1, . . . , r} tels que ωi =ω j = 0 alors Dn = Fn = 0 donc
Samn = 0.
– s’il existe un unique i de {1, . . . , r} tel que ωi = 0, Fn = 0 et
Samn = 1
(i−1)!ω1 · · ·ωi−1
· (−1)
r−1
(r− i)!ωi+1 · · ·ωr
.
– si tous les (ωi)16i6r sont non nuls, alors
Dn = 1
ω1 · · ·ωr
r∑
k=1
(−1)r−kωk
(k−1)!(r−k)! ,
Fn = 1
ω1 · · ·ωr
r∑
k=1
(−1)r−k+1(ωk+·· ·+ωr)
(r−k+1)!(k−1)! ,
et
Samn = 1
ω1 · · ·ωr
r∑
k=1
(−1)r−k(ωk(r−k)−ωk+1−·· ·ωr)
(k−1)!(r−k+1)! .
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7.8. Itération de la procédure de simplification
Le champ simplifié Xsam ne comporte ainsi plus de termes non-résonants
d’ordre 1, mais ce n’est pas une forme prénormale pour autant : en effet Samn
n’est pas toujours nul quand ℓ (n) > 2. La transformation de simplification
doit être alors itérée.
La méthode est ici de réécrire le champ
Xsam = Xlin+
∑
n∈A(X )∗
SamnBn
comme un champ « initial », où Xsam−Xlin soit une somme d’opérateurs diffé-
rentiels homogènes en degré indexés par les lettres d’un nouvel alphabet A ;
on cherche donc à écrire :
Xsam = Xlin+
∑
m∈A
Dm.
Comme pour tout mot n de A(X )∗, Bn est un opérateur différentiel homo-
gène de degré ‖n‖ il est naturel à ce stade de choisir comme nouvel alphabet :
A= {‖n‖,n ∈ A(X )∗}⊂Zν.
Nous verrons par la suite que le choix d’une décomposition (qui induit la
graduation sur l’algèbre de Lie) est lié à l’objectif requis : en effet, lors de la
recherche d’une transformation canonique dans le cas d’un champ hamilto-
nien, nous serons amenés à raffiner ce choix.
Écrivons pour plus de clarté X (1)sam au lieu de Xsam pour noter que ce champ
provient de la première simplification (transformation simp). On applique
alors la transformation simp à X (1)sam pour obtenir un champ X
(2)
sam ne com-
portant plus de termes non-résonants d’ordre 1.
Pour la première étape de l’itération, on applique la transformation simp,
d’où :
X (1)sam = Xlin+
∑
n∈A∗
SamnBn
= Xlin+
∑
m∈A
Dm, où Dm =
∑
n∈A∗
‖n‖=m
SamnBn.
On applique une deuxième fois la transformation simp, maintenant à X (1)sam,
on obtient :
X (2)sam = Xlin+
∑
m∈A∗
SammDm,
que l’on peut réécrire dans l’alphabet A de départ de la manière suivante :
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X (2)sam = Xlin+
∑
n∈A∗
(Sam• ◦Sam•)nBn.
On continue ainsi jusqu’à l’ordre désiré. Formalisons à présent ce que nous
venons de décrire.
7.9. La forme élaguée
Soit X un champ de vecteurs sous forme bien préparée Xlin+
∑
n∈A(X )
Bn. On
définit par récurrence les alphabets A(i) pour i> 0 par :
A0 = A(X ),
A i = {‖n‖ où n ∈ A∗i−1}.
On définit ensuite les opérateurs différentiels homogènes B(i) par :
pour n ∈ A0,B(0)n =Bn,
pour n ∈ A i,B(i)n =
∑
m∈A∗i−1
‖m‖=n
SammB(i−1)m
On définit ainsi pour tout i ∈N :
X (i)sam = Xlin+
∑
n∈A i
B(i)n .
De plus, on a l’égalité suivante pour tout i ∈N :
X (i)sam =Θi−1X (i−1)sam Θi−1−1,
où, pour un j de N, Θ j est défini par :
Θ j = exp
( ∑
n∈A∗j
VnB( j)n
)
,
les coefficients V • étant donnés par le moule déjà rencontré.
Notation 2. — Pour i ∈N, on note simpi la transformation qui à X (i−1)sam asso-
cie X (i)sam.
Définition 7.9.1 (Forme élaguée à l’ordre r). — Soit r dans N. La forme
élaguée à l’ordre r du champ X est le champ X (r)sam obtenu après r simplifica-
tions :
X = X (0)sam
simp1−−−−→ X (1)sam
simp2−−−−→ ·· · simpr−−−−→ X (r)sam.
La construction expliquée précédemment assure la proposition suivante :
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Proposition 7.9.2. — Soit X un champ de vecteurs formel sous forme bien
préparée Xlin+
∑
n∈A(X )∗
Bn où λ est le spectre de la partie linéaire. Pour tout r
dans N, il existe un moule Sam•r tel que la forme élaguée de X à l’ordre r X
(r)
sam
possède l’écriture moulienne suivante :
X (r)sam = Xlin+
∑
n∈A(X )∗
Samnr Bn.
De plus, le moule Sam•r se calcule à l’aide du moule de simplification Sam
•
défini précédemment, et pour tout r entier naturel, on a :
Sam•r =Sam• ◦ · · · ◦Sam•︸ ︷︷ ︸
r fois
.
Démonstration. — La démonstration se fait de manière identique à l’explica-
tion précédant l’énoncé de la proposition, par récurrence.
Nous noterons dorénavant Sam•r ou
(
Sam•
)◦r indifféremment pour la com-
position de r copies du moule Sam•.
Rappelons également que l’objectif est d’obtenir une forme prénormale pour
X , c’est-à-dire un champ Xtram conjugué à X , qui ne contienne que des termes
résonants (la partie linéaire exceptée). Après la première itération, et étant
donnée la définition du moule Sam•, on a :
X (1)sam = Xlin+
∑
n∈A(X )
ω(n)=0
Bn+
∑
m∈A(X )
∑
n∈A(X )∗
‖n‖=m
SamnBn.
D’après cette écriture, on voit que la transformation de simplification ne
modifie pas les opérateurs résonants, mais introduit de nouveaux termes
qui peuvent être non-résonants. C’est pour cela que l’itération de la trans-
formation de simplification permet de supprimer les nouveaux termes non-
résonants apparaissant à chaque étape.
La proposition 7.9.2 incite à étudier le moule Sam•r de plus près. Sa princi-
pale propriété est qu’il est « stationnaire » au sens suivant :
Proposition 7.9.3. — Soit r ∈ N∗. Pour tout mot n dans A(X )∗ de longueur
au plus r, on a :
Samnq =Samnr , ∀q> r.
Cette proposition est déduite du lemme suivant :
Lemme 7.9.4. — Soit r dans N∗. Pour tout mot n de A(X )∗ de longueur au
plus r, on a :
Samnr+1 =Samnr .
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Preuve du lemme. — Elle s’effectue par récurrence sur r.
Pour r = 1 : soit n dans A∗ ; on a :(
Sam• ◦Sam•)n = (Samn)2 =Samn, d’après le lemme 7.7.3.
Supposons maintenant que r > 2 est fixé, et que pour tout p 6 r−1, et tout
mot n de longueur au plus p, Samnp+1 = Samnp . Soit alors n = n1 · · ·nr un mot
de longueur r. Trois cas sont possibles :
(a). n est non-résonant, i.e. ω(‖n‖) 6= 0. On écrit dans ce cas :
Samnr+1 =
(
Sam• ◦Sam•r
)n
=Sam‖n‖Samnr +
∑
26l6r
n1···nl=n
Sam‖n1‖,··· ,‖nl‖Samn1r · · ·Samnlr .
Commeω(‖n‖) 6= 0, d’après le lemme 7.7.3, Sam‖n‖ = 0, d’où Sam‖n‖Samnr =
Sam‖n‖Samnr−1. De plus, dans le second terme, comme l> 2, ℓ (nk)6 r−1
pour tout k dans {1, . . . , l}, d’où, par hypothèse de récurrence, Samnkr =
Samnkr−1. Finalement,
Samnr+1 =Sam‖n‖Samnr−1+
∑
26l6r
n1···nl=n
Sam‖n1‖,··· ,‖nl‖Samn1r−1 · · ·Sam
nl
r−1
= (Sam• ◦Sam•r−1)n
=Samnr .
(b). n est résonant, i.e. ω(‖n‖) = 0, et ω(ni) = 0 pour tout i dans {1, . . . , r}.
Dans ce cas, on écrit encore :
Samnr+1 =
(
Sam• ◦Sam•r
)n
=Sam‖n‖Samnr +
∑
26l6r
n1···nl=n
Sam‖n1‖,··· ,‖nl‖Samn1r · · ·Samnlr .
D’une part, d’après le lemme 7.7.3, Sam‖n‖ = 1, car ω(‖n‖) = 0 ; d’autre
part, pour l in {2, . . . , r}, ω(‖nk‖)= 0 pour tout k dans {1, . . . , l},donc, tou-
jours d’après le lemme 7.7.3, Sam‖n1‖,··· ,‖nl‖ = 0. Finalement, Samnr+1 =
Samnr .
(c). n est résonant, i.e. ω(‖n‖)= 0 il y a au moins un (et donc deux) ni dans
n tels que ω(ni) 6= 0. Encore une fois, d’après le lemme 7.7.3, Samni = 0.
Dans ce dernier cas, on écrit :
Samnr+1 =
(
Sam•r ◦Sam•
)n
=
∑
16l6r−1
n1···nl=n
Sam‖n1‖···‖nl‖r Sam
n1 · · ·Samnl +Samnr Samn
1 · · ·Samnr .
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L’hypothèse de récurrence assure que pour tout l dans {1, . . . , r−1},
Sam‖n1‖···‖nl‖r =Sam‖n1‖···‖nl‖r−1 ;
de plus∑
16l6r−1
n1···nl=n
Sam‖n1‖···‖nl‖r−1 Sam
n1 · · ·Samnl
= (Sam•r−1 ◦Sam•)n−Samnr−1Samn1 · · ·Samnr .
Ainsi Samnr+1 = Samnr −Samnr−1Samn
1 · · ·Samnr +Samnr Samn
1 · · ·Samnr .
Le lemme 7.7.3 assure alors que le produit Samn
1 · · ·Samnr est nul et
finalement Samnr+1 =Samnr .
La proposition 7.9.3 permet alors de définir le moule Tram• de la manière
suivante :
Définition 7.9.5. — On définit le moule Tram• par :
Tram; = 0;
Tramn =Samnr = limp→+∞
((
Sam•
)◦p)n
pour tout mot n de A∗ de longueur r> 1.
C’est grâce à ce moule que l’on peut définir la forme élaguée d’un champ de
vecteurs :
Définition 7.9.6. — Soit X = Xlin+
∑
•
I•B• un champ de vecteurs formel sous
forme bien préparée. Sa forme élaguée est donnée par :
Xtram = Xlin+
∑
•
Tram•B•.
La forme élaguée du champ X est ainsi la « limite » de la procédure de sim-
plification, que l’on pourrait comprendre comme la « limite » des champs X (r)sam
lorsque r tend vers +∞. La forme élaguée correspond alors bien à ce que l’on
attend, comme l’affirme le théorème suivant :
Théorème 7.9.7. — Soit X = Xlin+
∑
•
I•B• un champ de vecteurs formel sous
forme bien préparée. Alors sa forme élaguée, donnée par :
Xtram = Xlin+
∑
n∈A(X )∗
TramnBn,
est une forme prénormale continue (par rapport aux (Bn)).
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Démonstration. — Rappelons tout d’abord que Tram; = 0. Par définition du
moule Tram•, pour un mot de longueur 1, Tramn = Samn, donc Tramn = 0 si
ω(n) 6= 0. Pour un mot n de longueur supérieure à 2, la définition 7.9.5 du
moule Tram• donne :
Tram• =Tram• ◦Sam• (7.20)
=Sam• ◦Tram•. (7.21)
On peut alors vérifier que Tramn = 0 si ω(‖n‖) 6= 0 par récurrence sur la lon-
gueur r > 2 du mot n. En effet, si n = n1n2 est dans A∗, par définition de la
composition de deux moules et d’après l’équation (7.20) :
Tramn =Tram;Samn+Tramn1Samn2 +TramnSam;
=Tramn1Samn2
=Samn1Samn2 .
Maintenant, d’après le lemme 7.7.3, Tramn 6= 0 si et seulement si ω(n1) =
ω(n2) = 0, et ceci est impossible puisque ω(n1)+ω(n2) 6= 0. Donc Tramn = 0 si
ω(‖n‖) 6= 0.
Fixons alors r> 3 et supposons que Tramn = 0 si ω(‖n‖) 6= 0, pour tout mot
n de longueur inférieure à r−1. Alors, si n est un mot de longueur r tel que
ω(‖n‖) 6= 0 on a, d’après l’équation (7.21) :
Tramn =Sam‖n‖Tramn+
∑
26l6r
n1···nl=n
Sam‖n1‖···‖nl‖Tramn1 · · ·Tramnl .
Le terme Sam‖n‖Tramn est nul car ω(‖n‖) 6= 0. De plus, pour chaque partition
du mot n en l mots n1, . . . ,nl , où l > 2 il y a au moins un k dans {1, . . . , l} tel
que ω(‖nk‖) 6= 0 (car ω(‖n‖) =
l∑
j=1
ω(‖n j‖)). Ainsi, par récurrence Tramnk = 0.
Donc Tramn = 0.
7.9.1. Universalité des moules. — Nous pouvons ici mettre en évidence
l’aspect universel induit par le formalisme moulien ; on introduit pour cela la
famille à un paramètre suivante de fonctions complexes :
Définition 7.9.8. — Les fonctions de Poincaré est l’ensemble des fonctions
P = (Pq)q∈N∗ où Pq :Cq→Cq, sont des fonctions définies par :
P1(z)=
1 si z= 0;0 sinon.
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et pour q> 2 :
Pq(z1, . . . , zq)=

1
z1 · · · zq
q∑
k=1
(−1)q−k zk(q−k)− zk+1−·· ·− zq
(k−1)!(q−k+1)! , si z ∈ (C
∗)q ,
(−1)q−1
(i−1)!(q− i)!
1
z1 . . . zi−1zi+1 . . . zq
, si z ∈ Sq,i,
0 sinon,
où Sq,i = (C∗)i−1× {0}× (C∗)q−i.
On peut alors réécrire plus simplement le lemme 7.7.3 définissant le moule
Sam• :
Lemme 7.9.9. — Le moule Sam• est défini par
Samn =
1 si n=;;Pℓ(n)(n ·λ) si ℓ (n)> 2.

CHAPITRE 8
LE CAS HAMILTONIEN
La recherche de la forme normale de Birkhoff est la recherche d’une forme
prénormale (de type Poincaré-Dulac) pour un champ de vecteurs hamiltonien.
Un résultat particulièrement important est que, dans ce cas précis de champ
hamiltonien, il n’existe qu’une seule forme prénormale pour un champ donné.
En d’autres termes, quelle que soit la méthode de calcul employée, elle conduit
à la même forme. C’est pourquoi nous parlerons de la forme normale de Bir-
khoff. De plus, dans ce cas, la transformation de normalisation est une trans-
formation canonique. On peut recommander de nombreuses références, celle
d’Arnold [2] étant incontournable.
Le problème (dont un historique se trouve dans l’article de Pérez-
Marco [43]) est notamment de déterminer une forme de Birkhoff analytique,
et de savoir si la transformation de normalisation est elle aussi analytique.
Pour des raisons pratiques, on souhaite obtenir une méthode itérative de
calcul de forme normale qui préserve la structure hamiltonienne à chaque
étape. Nous avons dû pour cela modifier la procédure usuelle d’Écalle de
construction de la forme élaguée.
Nous donnons dans ce chapitre la méthode de calcul moulien qui permet
de normaliser un champ hamiltonien, en coordonnées cartésiennes ou action-
angle, en préservant la structure hamiltonienne à chaque étape.
Nous étudions alors les aspects formels des théorèmes de la forme normale
de Birkhoff et de Kolmogorov sur les tores hamiltoniens.
Dans tout ce chapitre, si H est un hamiltonien, on notera XH le champ de
vecteurs correspondant.
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8.1. La forme normale de Birkhoff
On considère le hamiltonien suivant, défini en coordonnées cartésiennes, de
R
ν×Rν→R :
H(x, y)=
ν∑
i=1
λixi yi+
∑
(n,m)∈A(H)
anmx
nym,
où A(H) est l’ensemble des degrés des monômes intervenant dans la partie
non-quadratique de H, et λ = (λ1, . . . ,λν) dans Cν. On notera A s’il n’y a pas
d’ambiguïté. Le deuxième terme représente ici une série formelle. Le champ
hamiltonien (formel) s’écrit alors :
XH = Xlin+
∑
(n,m)∈A
Dnm,
où
Xlin =−
ν∑
i=1
λixi∂xi +
ν∑
i=1
λi yi∂yi
et
Dnm = anm
ν∑
i=1
xn̂i ym̂i (ni yi∂yi −mixi∂xi ),
en notant n̂i = (n1, . . . ,ni −1, . . . ,nν). Remarquons que Dnm n’est pas un opé-
rateur différentiel homogène en degré comme défini au chapitre 6 à la défini-
tion 6.6.1. Cependant, on définit Dnmi pour i dans {1, . . . ,ν} comme l’opérateur
différentiel suivant :
Dnmi = anmxn̂i ym̂i (ni yi∂yi −mixi∂xi ). (8.1)
Dnmi est alors un opérateur différentiel homogène de degré (n̂i, m̂i) et
Dnm =
ν∑
i=1
Dnmi.
Si l’on suit la décomposition utilisée dans le chapitre 7 en opérateurs dif-
férentiels homogènes, donc une graduation de l’algèbre par le degré de ces
mêmes opérateurs, la transformation obtenue n’est pas nécessairement ca-
nonique. Nous cherchons cependant à transformer le champ hamiltonien de
manière canonique, de manière à obtenir à chaque étape un nouveau champ
hamiltonien. On utilise pour cela le lemme suivant :
Lemme 8.1.1. — Soit M• un moule alternal sur un alphabet A et S• un col-
lection d’opérateurs différentiels tels que pour tout u dans A, Su est un champ
de vecteurs hamiltonien formel. Alors, la somme :∑
u∈A∗
MuSu, avec Su = Su1 · · ·Sur si u= u1 · · ·ur,
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définit un champ de vecteurs hamiltonien.
Démonstration. — Comme on l’a déjà vu, le fait que M• soit alternal implique
que
∑
u∈A∗
MuSu est un champ de vecteurs. Montrons alors qu’il est bien ha-
miltonien. Rappelons pour cela que le crochet de Lie de deux champs hamil-
toniens est encore un champ hamiltonien. Rappelons également la notation
suivante : si u= (u1 · · ·ur) est un élément de A∗ de longueur r ∈N∗, S[u] est le
crochet [[· · · [[Su1 ,Su2],Su3], · · · ],Sur ] ; c’est donc un champ hamiltonien.
On utilise alors le lemme de projection 6.5.6 : soit u un mot de A∗ de lon-
gueur r et σ(u) l’ensemble des mots obtenus par permutation à partir de u ;
comme le moule M• est alternal, on a :∑
v∈σ(u)
MvSv =
1
r
∑
v∈σ(u)
MvS[v].
Si on note alors ∼ la relation d’équivalence sur A∗ définie par
u∼ t ⇐⇒ il existe une permutation τ telle que τ(u)= t,
on alors u ∼ t ⇐⇒ ℓ (u) = ℓ (t) donc A∗
∖
{;} =
+∞∐
r=1
A∗r et A
∗
/
∼ =
+∞∐
r=1
A∗r
/
∼ ; de
plus, M; = 0 (par définition de l’alternalité) d’où les égalités suivantes :∑
u∈A∗
MuSu =
∑
r>1
∑
u∈A∗r
MuSu
=
∑
r>1
∑
u∈A∗r
/
∼
∑
u∈σ(u)
MuSu
=
∑
r>1
∑
u∈A∗r
/
∼
1
r
∑
u∈σ(u)
MuS[u]
=
∑
r>1
1
r
∑
u∈A∗r
MuS[u]
ce qui conclut la preuve.
Remarquons que les opérateurs Dnm définis ci-dessus sont hamiltoniens
(i.e. définissent des champs hamiltoniens). Pour une lettre s= (n,m) de A, on
notera fréquemment Ds au lieu de Dnm. De la même manière que précédem-
ment, si s= s1 · · · sr est un mot de A∗, Ds est la composée Ds1 · · ·Dsr .
On définit également la notation ω(s) où s= (n,m) est dans A par :
ω(s)=ω(n,m)=
ν∑
j=1
λ j(m j−n j).
De plus, on dira que le mot s est résonant si ω(‖s‖)= 0.
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On obtient facilement le lemme suivant :
Lemme 8.1.2. — Soit X = Xlin +
∑
s∈A
Ds un champ de vecteurs hamiltonien.
Pour un mot s de A∗ de longueur r, on a :
XlinDs =DsXlin+‖ω(s)‖Ds.
Démonstration. — On procède de la même manière que pour la démonstra-
tion du lemme 7.4.2 page 89.
8.1.1. Limites de la procédure de simplification. — Si l’on procède de la
même manière que pour un champ quelconque, comme on l’a fait précédem-
ment, on associe à XH un champ simplifié Xsam par :
Xsam = exp
( ∑
s∈A(H)
ω(s) 6=0
1
ω(s)
Ds
)
XH exp
( ∑
s∈A(H)
ω(s) 6=0
− 1
ω(s)
Ds
)
,
et on peut écrire alors :
Xsam = Xlin+
∑
s∈A∗
SamsDs
où Sam• est le moule déjà défini au lemme 7.7.3 ; ce sont seulement l’alphabet
et les opérateurs qui changent. Le moule Sam• reste lui alternal, et définit
donc, d’après le lemme 8.1.1, un champ hamiltonien à son tour (car Xlin définit
bien, lui aussi un champ hamiltonien).
À ce stade, et pour itérer la procédure de simplification, il faut trouver com-
ment réécrire Xsam en une somme :
Xlin+
∑
a∈A
∆a
où A est un nouvel alphabet obtenu à partir de A∗ et où ∆a est à son tour un
opérateur hamiltonien. Cependant la décomposition intuitive initiale ne nous
a pas permis de pouvoir obtenir une telle écriture. C’est pourquoi nous avons
dû chercher une autre décomposition du champ XH .
8.1.2. Simplification canonique. — Le hamiltonien H étant fixé, nous
avons écrit en coordonnées cartésiennes :
XH = Xlin+
∑
s∈A(H)
Ds;
Nous définissons alors un nouvel alphabet Ω(H), ou Ω s’il n’y a pas d’ambi-
guïté, par :
Ω(H)=
{
ω(s), où s ∈ A(H)
}
.
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Remarquons que cet alphabet est une partie de C et non plus de Zν. On peut
alors écrire :
H(x, y)=
ν∑
i=1
λixi yi+
∑
ω∈Ω
∑
(n,m)∈A(H)
ω(n,m)=ω
anmx
nym,
et
XH(x, y)= Xlin+
∑
ω∈Ω
∑
s∈A(H)
ω(s)=ω
Ds.
On définit alors les opérateurs suivants :
Définition 8.1.3. — Pour ω ∈Ω, on définit Dω comme étant le champ de vec-
teurs hamiltonien induit par le hamiltonien Hω(x, y)=
∑
(n,m)∈A
ω(n,m)=ω
anmx
nym. On a
ainsi Dω = XHω .
Les opérateurs Dω sont hamiltoniens et on peut écrire : Dω =
∑
s∈A
ω(s)=ω
Ds. Fi-
nalement, on a la décomposition suivante du champ XH :
XH = Xlin+
∑
ω∈Ω
Dω.
Encore une fois, la procédure de simplification, ou plus généralement l’équa-
tion de normalisation moulienne nécessite de connaître l’effet de Xlin sur les
opérateurs intervenant dans la décomposition du champ, ici les Dω. On a en-
core l’analogue du lemme 7.4.2 :
Lemme 8.1.4. — Soit X = Xlin+
∑
ω∈Ω
Dω le champ hamiltonien précédemment
défini. Alors, pour tout mot ω de Ω∗ :
XlinDω =DωXlin+‖ω‖Dω.
Démonstration. — La démonstration s’effectue de la même manière que le
lemme 7.4.2 page 89 en utilisant le fait que, si ω(s) ∈Ω alors ω(s)= λ · (m−n)
où s= (n,m).
En suivant toujours la même procédure de simplification que précédem-
ment, on définit le champ simplifié Xsam par :
Xsam = exp
( ∑
ω∈Ω(H)
ω 6=0
1
ω
Dω
)
XH exp
( ∑
ω∈Ω(H)
ω 6=0
− 1
ω
Dω
)
,
et on a toujours
Xsam = Xlin+
∑
ω∈Ω∗
SamωDω.
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Ici, le moule Sam• est encore celui défini au lemme 7.7.3, mais indexé par
les ω(s) et non plus par les s. C’est possible car pour un mot s donné, la valeur
de Sams ne dépend que des ω(s).
Nous devons ensuite itérer cette procédure ; pour cela, on cherche à réécrire
Xsam sous la forme suivante :
Xsam = Xlin+
∑
ω˜∈Ω˜
D
(1)
ω˜
,
où Ω˜ est un nouvel alphabet, et où l’opérateurD(1)
ω˜
est à nouveau hamiltonien,
et s’exprime à l’aide des Dω.
Le champ Xsam étant hamiltonien, il existe une fonction H
(1) (définie à
constante près) telle que Xsam = XH(1) . Écrivons :
H(1)(x, y)=
ν∑
j=1
λ jx j yj+
∑
ω˜∈Ω˜
∑
(n,m)
ω(n,m)=ω˜
a(1)nmx
nym
où on note encore les variables (x, y).
Par définition,D(1)
ω˜
doit être le champ de vecteurs hamiltonien induit par le
terme
∑
ω(n,m)=ω˜
a(1)nmx
nym. Ainsi, pour un ω˜ fixé, cherchons les mots ω deΩ∗ tels
que Dω engendre le champ de vecteurs hamiltonien induit par le hamiltonien∑
ω(n,m)=ω˜
a(1)nmx
nym.
La proposition suivante résout cette question :
Proposition 8.1.5. — Soit XH le champ de vecteurs hamiltonien formel de
partie linéaire Xlin défini précédemment :
X = Xlin+
∑
ω∈Ω
Dω.
Soit Xsam le champ simplifié obtenu précédemment, qu’on écrit sous la forme :
Xsam = Xlin+
∑
ω∈Ω∗
SamωDω.
Alors, on peut écrire :
Xsam = Xlin+
∑
ω˜∈Ω
D
(1)
ω˜
,
où pour ω˜ dans Ω, D(1)
ω˜
est hamiltonien et s’exprime à l’aide des Dω de la
manière suivante :
D
(1)
ω˜
=
∑
ω∈Ω∗
‖ω‖=ω˜
SamωDω.
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Démonstration. — Rappelons tout d’abord que le moule Sam• est alternal ;
nous pouvons donc écrire :∑
ω∈Ω∗
SamωDω =
∑
r>1
1
r
∑
ω∈Ω∗r
SamωD[ω];
et même ∑
ω∈Ω∗
‖ω‖=ω˜
SamωDω =
∑
r>1
1
r
∑
ω∈Ω∗r
‖ω‖=ω˜
SamωD[ω],
ce qui prouve que cette dernière somme définit bien un opérateur hamiltonien.
Pour deux opérateurs Dω1 et Dω2 , provenant respectivement des deux ha-
miltoniens
Hω1(x, y)=
∑
n,m
ωnm=ω1
anmx
nym et Hω2(x, y)=
∑
p,q
ωpq=ω2
apqx
p yq,
on a en fait :
[Dω1 ,Dω2]=
{
XH
ω1
,XH
ω2
}
= X{H
ω1 ,Hω2
},
et {
Hω1 ,Hω2
}= ν∑
i=1
∑
n,m,p,q
ωnm=ω1
ωpq=ω2
anmapqx
n+pi ym+qi (mipi− qini);
C’est une somme (indexée par i) de monômes hamiltoniens dont chaque terme
a le même ω˜ :
∀i,16 i6 ν,ω(n+ pi,m+ qi)=ω(n,m)+ω(p,q)=ω1+ω2 = ω˜.
On peut ainsi dire que Ω˜= {‖ω‖,ω ∈Ω∗}=Ω. Rappelons de plus que D(1)
ω˜
est
défini comme le champ de vecteurs hamiltonien provenant de la composante
Ω-homogène de degré ω˜ du nouveau hamiltonien H(1) ; On conclut alors que
[Dω1 ,Dω2] apparaît dans, et uniquement dans, D
(1)
ω1+ω2 . Réciproquement, si ω˜
est fixé, seuls les opérateurs D[ω] construits sur les mots ω tels que ‖ω‖ = ω˜
apparaissent dans D(1)ω .
D’où le résultat :
D
(1)
ω˜
=
∑
r>1
1
r
∑
ω∈Ω∗r
‖ω‖=ω˜
SamωD[ω] =
∑
ω∈Ω∗
‖ω‖=ω˜
SamωDω.
D’une part Sam• étant alternal, l’opérateurD(1)
ω˜
est alors un élément primitif,
donc bien un champ de vecteurs ; de plus, l’expression de D(1)
ω˜
comme somme
de D[ω] assure que D
(1)
ω˜
est hamiltonien et conclut la preuve.
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Cette proposition rend alors possible l’itération de la procédure de simpli-
fication comme dans le cas d’un champ de vecteurs formel quelconque. On
pourra donc définir la forme élaguée d’un champ de vecteurs hamiltonien for-
mel. On a donc le théorème suivant :
Théorème 8.1.6 (Forme normale de Birkhoff). — Soit H un hamiltonien
donné comme la somme d’une partie « linéaire » et d’une série formelle, et XH
le champ de vecteurs formel induit :
XH = Xlin+
∑
ω∈Ω
Dω,
Ω étant l’alphabet (adapté). Alors, il existe une forme élaguée du champ XH .
Elle est donnée par l’écriture moulienne suivante :
Xtram = Xlin+
∑
ω∈Ω∗
TramωDω,
et c’est une forme prénormale de XH (i.e. conjuguée à XH et composée, outre la
partie linéaire, uniquement de termes résonants).
Sur un mot ω de longueur r, le moule Tram• vaut :
Tramω =
(
(Sam•)◦r
)ω
.
Démonstration. — Il suffit d’itérer la procédure de simplification définie pour
un champ hamiltonien, et d’utiliser la proposition 8.1.5 précédente, qui rend
l’expression moulienne possible.
Comme nous sommes dans le cas d’un champ hamiltonien, et que dans ce
cas il n’y a qu’une unique forme prénormale, c’est donc la forme normale de
Birkhoff que donne ce théorème. Il serait alors intéressant de comparer les ré-
sultats obtenus par ce théorème par rapport à d’autres calculs plus classiques.
8.2. Le théorème de Kolmogorov
Rappelons brièvement la notion d’intégrabilité d’un hamiltonien (on pourra
consulter [3,4,53]).
8.2.1. Hamiltonien complètement intégrable. — On notera T = R/Z le
tore de dimension 1. On considère un hamiltonien complètement intégrable en
coordonnées action-angle i.e. des coordonnées (p,q) dans Rn×Tn :
H =H0(p);
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et le champ de vecteurs hamiltonien associé est :
p˙=−∂H0
∂q
(p)= 0,
q˙= ∂H0
∂p
(p).
On notera le vecteur fréquence
∂H0(p)
∂p
souvent ω(p). Les solutions de ces équa-
tions existent sur des variétés invariantes de la forme :
{p= p0 = constante}×Tn.
Ces variétés sont donc des tores (de dimension n) et l’espace des phases est
alors feuilleté par une famille de tores de dimension n paramétrée par la
constante p0. De plus, les trajectoires sur ces tores sont données par :
p(t)= p0;
q(t)=ω(p0)t+ q0.
Ce sont des trajectoires quasipériodiques.
De plus, on dira que le hamiltonien H est non-dégénéré si l’application fré-
quence p 7→ ω(p) est un difféomorphisme. Une condition suffisante pour cela
est que :
det
(∂2H0
∂p2
(p)
)
6= 0.
Que se passe-t-il pour ces tores invariants lorsque le hamiltonien n’est plus
complètement intégrable ? Lorsque le hamiltonien est proche d’un hamilto-
nien non-dégénéré, le théorème de Kolmogorov répond à cette question, pour
les tores dont la fréquence vérifie une condition diophantienne. C’est là l’ori-
gine de la théorie KAM, du nom de ses principaux auteurs Kolmogorov, Arnold
et Moser. On pourra se référer à ces auteurs ( [4,35,49].
Pour τ,γ> 0, on définit :
Ω(τ,γ)= {ω ∈Rn tels que |ω ·k|> γ|k|−τ,∀k ∈Zn− {0}},
où
|k| = sup
i
|ki|.
On pose alors
Ω(τ)=
⋃
γ>0
Ω(τ,γ).
On peut comprendre ces ensembles comme les fréquences éloignées des réso-
nances. Citons alors le théorème KAM :
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Théorème 8.2.1 (KAM). — Soit
H(p,q)=H0(p)+εH1(p,q), (p,q) ∈Rn×Tn,
où H0 est un hamiltonien réel complètement intégrable analytique non-
dégénéré, et où H est le hamiltonien perturbé, de classe C r avec r > 2n. Alors,
pour tout tore invariant de H0 de fréquence ω ∈Ω(n,γ), si ε est assez petit par
rapport à γ2, le système perturbé possède des tores invariants lisses de même
fréquence ω.
En d’autres termes, le théorème assure que, sous les bonnes hypothèses,
et sur un type de tore spécifique (appelé tore KAM), le champ hamiltonien
perturbé est analytiquement conjugué à un champ constant sur un tore (de
même fréquence). C’est donc bien dire qu’il existe un changement de variables
(analytique ici) qui transforme le champ de vecteurs hamiltonien perturbé de
départ, en sa partie constante, soit en une forme prénormale.
Nous cherchons donc à utiliser le calcul moulien pour prouver ce théorème,
et notamment les notions de forme prénormale, simplifiée et élaguée.
Malheureusement, nous n’avons pas pu prouver ce théorème dans toute sa
généralité ; nous en proposons ici une version tout d’abord formelle, et dans le
cas d’une perturbation d’une forme particulière, suivant [30].
8.2.2. Calcul moulien pour le théorème de Kolmogorov. — Nous sui-
vons ici l’article de Giorgilli et Locatelli [30].
On définit l’algèbre Aε des fonctions fε(p,q) :C
ν×Cν→C de la forme :
fε(p,q)=
∑
s>0
εs fs(p,q),
où les fs sont des polynômes trigonométriques en q, tels que si on écrit :
fs(p,q)=
∑
|k|6Ks
fs,k(p)e
ik·q,
les coefficients fs,k(p) sont des polynômes en p.
On définit ensuite A 1ε comme le sous-ensemble de Aε des polynômes trigo-
nométriques en q de degré K dont les coefficients sont des polynômes en p
homogènes de degré 1. De plus, D(Aε) est l’ensemble des dérivations sur l’al-
gèbre Aε et D
1(Aε) le sous-ensemble de D(Aε) des dérivations D de la forme :
D = Aε(p,q)∂p+Bε(p,q)∂q,
où Aε et Bε sont dans A
1
ε .
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Notons de plus D1r (Aε) ⊂ D1(Aε) le sous-ensemble des dérivations D de la
forme :
D = Aε(p,q)∂p+Bε(p,q)∂q,
où Aε et Bε sont dans A
1
ε , et dont tous les coefficients de ε
s pour s 6 r ne
dépendent pas de q.
Toujours en suivant [30], on considère un hamiltonien Hε de R
ν×Tν de la
forme :
Hε(p,q)=ω · p+
1
2
p2+ε f (q),
ω étant un vecteur de Rν non-résonant.
Le théorème de Kolmogorov est moins fort que le théorème KAM car il se li-
mite à un tore donné. Le théorème « formel » de Kolmogorov peut alors s’énon-
cer de la manière suivante :
Théorème 8.2.2 (Kolmogorov). — Soit Hε défini par :
Hε(p,q)=ω · p+
1
2
p2+ε f (q),
ω étant un vecteur diophantien de Rν. Il existe une transformation canonique
formelle tangente à l’identité qui transforme Hε en la forme suivante :
H˜ε(p,q)=ω · p+R(p,q,ε), avec R(p,q,ε)=O(p2).
De plus cette transformation se calcule explicitement à l’aide du moule Tram•.
La stratégie de la démonstration « classique » est la suivante : on utilise une
méthode itérative (type Newton) pour supprimer à chaque étape la partie du
champ hamiltonien qui dépend des angles.
Dans le formalisme que nous utilisons, on peut reformuler cet énoncé par
la proposition suivante, plus précise ; on note Xε le champ hamiltonien induit
par Hε, et X c la partie constante du champ hamiltonien ω · ∂q. Giorgilli et
Locatelli démontrent dans [30] la proposition suivante :
Proposition 8.2.3. — Supposons qu’il existe une transformation (canonique
formelle) qui conjugue Xε à
Xr,ε(p,q)=
ω ·∂q+
r∑
s=1
εs(as(p)∂p+bs(p)∂q)+
∑
s>r+1
εs
(Ns∑
l=1
as,l(p)e
il·q∂p+
Ms∑
l=1
bs,l(p)e
il·q∂q
)
,
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où as(p),bs(p),as,l(p),bs,l(p) sont des polynômes en p homogènes de degré 1.
Alors il existe une transformation (canonique formelle) tangente à l’identité
q= q′+ε · · · , p= p′+ε · · · , telle que Xε est conjugué à Xr,ε(p,q)= Xr+1,ε(p′,q′).
Nous reformulons alors cette proposition dans le cadre de la procédure de
simplification, de manière équivalente plus concise :
Proposition 8.2.4. — Si X −X c ∈D1r (Aε), alors Xsam−X c ∈D1r+1(Aε).
Démonstration. — On écrit
X = X c+
r∑
s=1
εsX0s (p)+
∑
s>r+1
εs
(
X0s (p)+
∑
k∈Zv
X ks (p,q)
)
,
où X0s (p) est indépendant de q et
X ks (p,q)= ei(k·q)
(
as,k(p)∂p+bs,k(p)∂q
)
.
Posons alors Bk =
∑
s>r+1
εsX ks pour k 6= 0 et B0 =
∑
s>1
εsX0s .
Lemme 8.2.5. — Pour k ∈ Zν, Bk est un opérateur différentiel homogène de
degré k en les angles q. De plus,
[X c,Bk]= X cBk = i (k ·ω)Bk.
On peut alors écrire X = X c +
∑
k∈A∗
IkBk, où A = Zν est l’alphabet, et I• le
moule déjà défini page 70. On cherche une transformation sous la forme d’une
série moulienne Θ=
∑
•
Θ
•B•, où Θ= exp(V ) et V =
∑
•
V •B•.
La formule de Campbell-Baker-Hausdorff assure alors que :
ΘXΘ−1 = X − [X ,V ]+·· · = X c+
∑
k∈Zν
Bk− [X c,V ]+ h.o.t. , (8.2)
où h.o.t. sont des termes de plus haut degré en ε. On définit alors le moule
V • par
V k =

1
i (k ·ω) si ℓ (k)= 1 et k ·ω 6= 0 (i.e. si k 6= 0 puisque ω est non résonant) ;
0 dans tous les autres cas.
Alors,
[X c,V ]=
∑
k∈Zν
V k[X c,Bk]+
∑
k∈A∗
ℓ(k)>2
V k[X c,Bk]+·· · ,
8.2. LE THÉORÈME DE KOLMOGOROV 129
donc (8.2) se réécrit :
Xsam = X c+B0+
∑
k∈A
k 6=0
Bk−
∑
k∈A
i (k ·ω)V kBk
︸ ︷︷ ︸
(∗)
+
∑
k∈A∗
ℓ(k)>2
V k[X c,Bk]+·· ·
︸ ︷︷ ︸
(∗∗)
Le terme (∗∗) est d’ordre au moins r+2 en ε, et convient. D’après la dé-
finition du moule V •, le terme (∗) est nul car k ·ω = 0 si et seulement si
k = 0 car ω est diophantien, donc non-résonant. Ceci prouve finalement que
Xsam−X c ∈D1r+1(Aε).
C’est donc grâce, encore une fois, à la procédure de simplification simp que
l’on peut conjuguer X à Xsam. D’après le lemme de projection 6.5.6 on peut
écrire :
Xsam = X c+
∑
r>1
1
r
∑
k∈A∗
SamkB[k].
On utilise alors le lemme suivant :
Lemme 8.2.6. — ∀D, D˜ ∈D1(Aε), [D, D˜] ∈D1(Aε).
Démonstration. — Ce lemme et le lemme de projection montrent que Xsam
est alors dans D1r+1(Aε), donc en appliquant de manière itérative la proposi-
tion 8.2.4, on prouve la proposition 8.2.3 et par conséquent le théorème 8.2.2.

CHAPITRE 9
CALCUL FORMEL ET EXEMPLES AVEC
MAPLE
9.1. Présentation
L’intérêt premier de ce chapitre réside dans le fait qu’il présente un pro-
gramme effectif de calcul de différentes formes prénormales, sous la forme
d’une suite de procédures MAPLE. Le logiciel utilisé est ici Maple 13.
Nous avons testé plusieurs types de champs, principalement les champs
de vecteurs polynomiaux : en effet, ces derniers sont importants dans la re-
cherche sur le 16ème problème de Hilbert et problème du centre, mais aussi
champs hamiltoniens en coordonnées cartésiennes, qui interviennent dans la
recherche de la forme normale de Birkhoff.
Nous avons pu également comparer différents types de formes prénor-
males : la classique forme de Poincaré-Dulac, la forme élaguée, la forme
royale, et enfin la correction.
9.2. Les différentes formes prénormales
9.2.1. Introduction. — Rappelons que nous étudions ici différentes formes
prénormales continues : si X est un champ de vecteurs de la forme :
X = Xlin+
∑
n∈A
Bn,
sous forme bien préparée, alors une forme prénormale de X est un champ de
vecteurs Xnor ayant les propriétés suivantes :
– conjugué à X ,
– tel que [Xnor,Xlin]= 0,
– il existe un moule Pran• alternal tel que Xnor a une écriture moulienne
de la forme
Xnor = Xlin+
∑
•
Pran•B•,
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avec Prann = 0 si n est non résonant.
Rappelons également que le moule Pran• est lié au moule donnant la trans-
formation de conjugaison par l’équation suivante, vue à la proposition 7.4.8
page 92.
Θ
•× I• =∇Θ•+Pran•×Θ•.
Et comme nous l’avons vu à la page 102 la résolution complète de cette équa-
tion implique de rajouter une condition supplémentaire, sauf dans le cas de la
forme élaguée.
C’est ici que nous pouvons décrire la forme royale et la correction.
9.2.2. La forme royale. — La forme royale est une forme prénormale ob-
tenue en ajoutant une condition de dérivation sur le moule Pran• ; on trouve
les détails sur sa construction dans [21, 51]. On donne ici les expressions qui
permettent de calculer la forme royale avec Maple.
Précisons auparavant quelques notations : le spectre de la partie linéaire
étant λ= (λ1, . . . ,λν) on a noté ∇ la dérivation suivante :
∇Mn =ω(‖n‖)Mn.
En notant, comme auparavant, ω(n) = (λ · n1, . . . ,λ · nr) = (ω1, . . . ,ωr) lorsque
n = (n1, . . . ,nr), Écalle définit également la dérivation lan suivante, sur un
moule M• :
(lanM)n = r⋆(n)Mn où r⋆(n)=
∑
ωi 6=0
1
La forme royale est définie par l’équation de normalisation moulienne, à la-
quelle on rajoute la condition suivante :(
(lanΘ•)×
(
Θ
−1
)•)n
= 0 si ‖ω(n)‖ = 0.
Alors, la forme royale a l’écriture moulienne suivante :
Xray = Xlin+
∑
•
Ray•B•
et l’automorphisme de substitution a pour expression :
ΘRay =
∑
•
Sray•B•, et son inverse ΘRay−1 =
∑
•
✓Sray•B•.
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Enfin, les expressions suivantes permettent de calculer le moule Ray• par
récurrence sur la longueur des mots.
Sray; =✓Sray; = 1 et Ray; = 0
Sray•×✓Sray• = 1•
∇Sray•×✓Sray• =Ray•−Sray•× I•×✓Sray•
(lanSray•)×✓Sray• = 0 sur les mots n tels que ‖(ω(n)‖ = 0.
lanRay• =
Sray
•× lan I•×✓Sray• sur les mots n tels que‖ω(n)‖ = 0
0 sinon.
9.2.3. La correction. — La correction est exposée dans la thèse de Bruno
Vallet [51] et dans [10]. C’est un champ de vecteurs noté Xcarr solution du pro-
blème suivant : trouver un champ de vecteurs Z tel que X−Z est formellement
conjugué à Xlin et tel que [Xlin,Z]= 0. La correction possède le développement
moulien suivant :
Xcarr =
∑
•
Carr•B•.
On trouve dans [51] la manière de calculer le moule Carr• par récurrence
sur la longueur des suites : si n = (n1, . . . ,nr) et ωi = λ · ni alors, en notant
ω= (ω1, . . . ,ωr) :
ω1Carr
n1,...,nr +Carrn1+n2,n3,...,nr =
∑
n1•b•c=ω
Carrn1cCarrb.
9.3. Programme de calcul
Voir en appendice le programme Maple écrit pour l’occasion ; seules les pro-
cédures de calcul de la forme royale et de la correction sont inspirées d’un pro-
gramme antérieur dû à Jacky Cresson et Bertrand Schuman (voir [13,46]), les
autres procédures étant originales.
Remarquons que les programmes permettent de calculer facilement la
contraction d’un moule et d’un comoule pour peu que le moule soit donné sous
la forme d’une procédure, quelle que soit la dimension et la longueur des mots
demandée ; seule la puissance de la machine est limitative.
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9.4. Le problème du centre
Le problème du centre constitue un exemple de problème que l’on cherche à
résoudre par une mise sous forme normale. On considère l’équation différen-
tielle du plan (x, y) : x˙ =−y+P1(x, y)y˙ = x+P2(x, y)
où P1 et P2 sont deux polynômes à coefficients réels. Dans le cas où P1 et P2
sont tous deux nuls, le point d’équilibre (0,0) est un centre et toutes les orbites
sont périodiques de période 1. La conjecture de Dulac (démontrée par J.Écalle
et Y.Ilyashenko au début des années 1990) assure que si P1 ou P2 est nul il
subsiste un nombre fini d’orbites périodiques, qui sont des cycles limites.
Le 16e problème de Hilbert consiste lui à majorer le nombre de ces cycles
limites en fonction du degré des polynômes P1 et P2. Quant au problème du
centre, il consiste à caractériser les couples de polynômes (P1,P2) tels que le
système différentiel ci-dessus ait toutes ses orbites périodiques dans un voisi-
nage de l’origine. On peut montrer que cela revient à montrer que le système
est formellement linéarisable.
C’est ici l’occasion d’utiliser les différentes formes prénormales (Poincaré-
Dulac et élaguée) vues, ainsi que d’autres formes prénormales, pour comparer
les conditions de centre les plus simples.
9.4.1. Mise sous forme préparée. — On reprend le système différentiel ci-
dessus : ses valeurs propres sont i et −i donc on en posant z= x+i y, le système
devient :
dz
dt
= iz+P(z, z¯),
où P(z, z¯)= P1(x, y)+ iP2(x, y), et
dz¯
dt
=−i z¯+P(z, z¯).
Finalement, le système se réécrit dans C2 :
d
dt
(
z
z¯
)
=
(
i 0
0 −i
)(
z
z¯
)
+
(
P(z, z¯)
P(z, z¯)
)
.
9.4.2. Cas d’un champ homogène quadratique. — On se place dans le
cas où :
P(z, z¯)= a02z2+a11zz¯+a20 z¯2.
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9.4.2.1. Conditions de centre à l’ordre 2. — On trouve à l’ordre 2 les condi-
tions suivantes, données par la forme élaguée, la forme royale, et la correc-
tion :
−a11a02+|a11|2+
2
3
|a20|2 = 0.
9.4.2.2. Conditions de centre à l’ordre 3. — On trouve la même équation.
9.4.2.3. Conditions de centre à l’ordre 4. — La forme élaguée et la forme
royale ont la même expression, et la condition de centre supplémentaire est la
suivante :
2
3
a11a
2
02a20+
4
3
a11
3a20−2|a11|4+a211a11a02−
1
3
|a02|2|a20|2
− 23
4
|a20|2|a11|2−
4
9
|a20|4+
7
18
a02a11|a20|2+
35
18
|a20|2a02a11
+|a02|2|a11|2−2a112a20a02+2a311a20−a02a20a211 = 0.
La condition supplémentaire donnée par la correction est un peu plus simple :
2
3
a11a
2
02a20+
4
3
a11
3a20+2|a11|4−
7
4
|a20|2|a11|2−
1
3
|a02|2|a20|2
−2a112a20a02+
5
6
|a20|2a02a11+
3
2
|a20|2a02a11−a02a20a211
−|a02|2|a11|2+
4
9
|a20|4−a211a11a02+2a311a20 = 0.
9.4.2.4. Conditions de centre à l’ordre 6. — À l’ordre 6, les formes royale, éla-
guée et corrigée ont toutes trois des expressions différentes.La correction pos-
sède une expression plus simple : moins de termes, et des coefficients moins
compliqués.
9.4.3. Cas d’un champ homogène cubique. —
9.4.4. Expressions des différentes formes dans le cas homogène de de-
gré 3. — En posant P(z, z¯) = a30z3 + a21z2 z¯+ a12zz¯2 + a03 z¯3 on obtient les
résultats suivants. La recherche des annulations de ces coefficients donne les
conditions de centre pour ce problème.
9.4.4.1. À l’ordre 1. — Les formes élaguée, royale et la correction sont les
mêmes ; pour la composante z
∂
∂z
:
|z|2a21.
9.4.4.2. À l’ordre 2. — À l’ordre 2, la forme royale et la forme élaguée sont les
mêmes :
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Pour la composante z
∂
∂z
:
|z|2a21 +|z|4i
(
a12a30−
3
4
|a03|2−|a12|2
)
et pour la composante
∂
∂z¯
, le conjugué (car le champ reste réel).
9.4.4.3. À l’ordre 3. — À l’ordre 3, la forme royale et la forme élaguée sont
encore les mêmes :
Pour la composante z
∂
∂z
:
a21 |z|2+ i|z|4
(
a12a30−
3
4
|a03|2−|a12|2
)
(on retrouve l’ordre 2)
+|z|6
(
−1
2
a12a21a30−
1
2
a30a03a12+
11
16
|a03|2a21−
3
8
a03a30
2−a21|a12|2
+ 3
2
a12a03a30−
9
16
a21|a03|2+
5
4
|a12|2a21
+ 3
2
a12
2a03−
1
4
a21 |a30|2+
1
2
a30a12a21−
9
8
(
a12
)2
a03
)
et le conjugué pour la composante
∂
∂z¯
.
En revanche, la correction a une expression différente :
|z|6
(
−1
2
a03a30a12+
3
2
a03a
2
12+
3
2
a03a30a12−
3
8
a230a03−
9
8
a03a12
2
)
.
9.4.4.4. Calculs à l’ordre 4. — C’est à partir de l’ordre 4 que les formes royales
et élaguées diffèrent.
Le calcul donne l’expression suivante pour la composante z
∂
∂z
de la forme
royale :
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ordre 2 + ordre 3 +
|z|8i
(
a30a12|a03|2+ |a30|2|a12|2+
7
24
a30a12a03a21− a30|a21|2a12
− 3
4
|a12|2|a21|2+
47
24
a03a12a21a30+
7
8
a30a21a03a12−
23
32
|a03|2|a21|2
− 167
24
|a03|2|a12|2−
3
4
|a30|2|a03|2−
9
8
a21a12a03a30− a12a30|a21|2
+ 23
8
|a03|2a30a12−
1
4
|a30|2|a21|2+ a12|a12|2a30+
1
2
a30a
2
21a12−
1
4
|a30|2a221
− 15
32
a21a03a
2
30−
33
16
a03a12
2a21+
75
32
a21a12
2a03+
3
2
a21
2|a12|2+
41
64
|a03|2a221
+ 101
32
a212a03a21−
17
32
a30
2a03a21+
33
64
a21
2|a03|2−
17
8
a212a21a03
− 1
2
a12a
2
21a30+
7
4
|a12|2a221−
5
16
a03a21a
2
30−
45
64
|a03|4− 2|a12|4
)
Quant à la forme élaguée, on obtient le résultat suivant :
ordre 2 + ordre 3 +
|z|8i
(
a30a12|a03|2+|a30|2|a12|2−
167
24
|a03|2|a12|2−
3
4
|a30|2|a03|2+
23
8
|a03|2a30a12
− 1
4
|a30|2|a21|2−
3
4
a21a03a
2
30−3a03a122a21+a30a221a12+a12|a12|2a30
+|a12|2a221−
1
4
|a30|2a221+
11
12
a30a03a12a21−
1
2
a30a12|a21|2−
9
4
|a12|2|a21|2
+ 17
6
a03a12a21a30+
5
4
a30a21a03a12− |a03|2|a21|2
− 45
64
|a03|4−2|a12|4+
3
2
a21a12
2a03
+ 3
4
a21
2|a12|2+
1
2
|a03|2a221+
17
8
a212a03a21
− 5
8
a30
2a03a21+
3
8
a21
2|a03|2−
13
4
a212a21a03+
3
4
a21
2a12a30
− 1
4
a12a
2
21a30−
1
2
a03a21a
2
30
On a mis en gras les termes qui diffèrent dans les deux expressions.
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Enfin pour la correction on obtient :
ordre 2 + ordre 3 +
i|z|8
(
−2|a12|4+|a12|2a12a30+|a12|2|a30|2−
17
8
a30a12|a03|2+
25
12
|a12|2|a03|2
+ 3
4
|a30|2|a03|2−
11
8
a30a12|a03|2−
45
64
|a03|4
)
9.4.5. Conditions de centre. —
9.4.5.1. À l’ordre 1. — La condition de centre à l’ordre 1 est :
a21 = 0.
9.4.5.2. À l’ordre 2. — On obtient :a21 = 04a12a30−3|a03|2−4|a12|2 = 0,
9.4.5.3. À l’ordre 3. — Les conditions de centre à l’ordre 3 données par les
formes royale et élaguée, ainsi que par la correction deviennent :
a21 = 0
a12a30−
3
4
|a03|2−|a12|2 = 0
−1
2
a03a30a12−
3
8
a03a
2
30+
3
2
a12a03a30+
3
2
a212a03−
9
8
a12
2a03 = 0.
9.4.5.4. À l’ordre 4. — Les conditions de centre données par la forme royale
sont les mêmes qu’à l’ordre 3 auxquelles il faut rajouter l’équation :
a30a12|a03|2+|a30|2|a12|2−
167
24
|a03|2|a12|2
− 3
4
|a30|2|a03|2+
23
8
|a03|2a30a12+a12|a12|2a30−
45
64
|a03|4−2|a12|4 = 0. (9.1)
Quant aux conditions de centre données par la forme élaguée, l’équation
supplémentaire à l’ordre 4 est la même que ci-dessus, bien que les expressions
des deux formes diffèrent, car tous les termes différents d’une forme à l’autre
contiennent a21 ou a21 qui est nul.
En revanche, la condition supplémentaire de centre donnée par la correction
est légèrement différente :
− 11
8
a30a12|a03|2+|a30|2|a12|2+
25
12
|a03|2|a12|2
+ 3
4
|a30|2|a03|2−
17
8
|a03|2a30a12+a12|a12|2a30−
45
64
|a03|4−2|a12|4 = 0. (9.2)
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9.5. La forme normale de Birkhoff
Si on considère un champ de vecteurs hamiltonien, il n’existe qu’une seule
forme prénormale de ce champ, c’est la forme normale de Birkhoff : dans ce
cas, la forme de Poincaré-Dulac, la forme élaguée, la forme royale doivent être
toutes identiques.
9.5.1. Avec un point fixe elliptique. — On considère l’exemple d’un ha-
miltonien comportant un point fixe elliptique :
H(x, y)= (x
2+ y2)
2
+P(x, y), où P est un polynôme en (x, y) ∈R2.
À titre d’exemple, on ne considérera que des polynômes homogènes. On pose
z = 1p
2
(x+ i y). Les équations de Hamilton en coordonnées (x, y) se réécrivent
alors en coordonnées (z, z¯) : 
z˙= i ∂H
∂z¯
˙¯z=−i ∂H
∂z
.
9.5.1.1. Cas d’une perturbation homogène de degré 3. — Le passage en
variables complexes z, z¯ qui permet la mise sous forme bien préparée nous
amène à considérer le hamiltonien suivant :
H(z, z¯)= zz¯+a30z3+a21z2 z¯+a12zz¯2+a03 z¯3,
où les coefficients a30,a21,a12,a03 sont complexes, mais le hamiltonien H
étant réel, on a les égalités suivantes :
a30 = a03, a21 = a12.
Les équations de Hamilton en coordonnées (x, y) conduisent alors au sys-
tème différentiel suivant en variables (z, z¯) :
d
dt
(
z
z¯
)
=
(
i 0
0 −i
)(
z
z¯
)
+ i
(
a21z
2+2a21zz¯+3a30 z¯2
−3a30z2−2a21zz¯−a21 z¯2
)
9.5.1.2. Cas d’une perturbation homogène de degré d quelconque. — Le ha-
miltonien est, en variables complexes :
H(z, z¯)= zz¯+
d∑
p=0
ad−p,pzd−p z¯p,
avec la condition de réalité : ap,q = aq,p pour tous p et q tels que p+ q= d.
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Le champ s’écrit alors :
X = i (z∂z− z¯∂z¯)+ i
( d∑
p=1
pad−p,pzd−p z¯p−1
)
∂z− i
(d−1∑
p=0
(d− p)ad−p,pzd−p−1 z¯p
)
∂z¯.
Mise à part la partie linéaire i (z∂z− z¯∂z¯), opérateur homogène de degré (0,0),
le champ s’écrit comme une somme d’opérateurs homogènes :
pour 16 p6 d, i
(
pad−p,pzd−p z¯p−1
)
∂z− i
(
(d− p)ad−p,pzd−p−1 z¯p
)
∂z¯
est homogène de degré np = (d− p−1, p−1);
pour p= 0, −idad,0zd−1∂z¯ est homogène de degré n0 = (d−1,−1)
pour p= d, ida0,d z¯d−1∂z est homogène de degré nd = (−1,d−1).
La forme normale de Birkhoff XBirk s’écrit alors indifféremment à l’aide des
moules Tram•, Ray• ou Carr•. On utilise ici la forme élaguée.
En utilisant l’alternalité du moule Tram• on a alors :
XBirk = Xlin+
∑
r>1
1
r
∑
a∈A∗r
TramaB[a]
= Xlin+
∑
n∈A
TramnBn+
1
2
∑
a=(a1,a2)∈A⋆2
Trama1,a2[Ba2 ,Ba1]+
∑
r>3
1
r
∑
a∈A∗r
TramaB[a].
On rappelle que le moule Tram• est toujours nul sur les mots non résonants.
Cherchons les mots non résonants de longueur 1 ; on calcule les ω(n) où np,06
p6 d est un des degrés. On a successivement :
ω(n0)= (i ,−i ) · (d−1,−1)= id
ω(nd)= (i ,−i ) · (−1,d−1)=−id
ω(np)= (i ,−i ) · (d− p−1, p−1)= i (d−2p) pour 16 p6 d−1.
Ainsi tous les mots de longueur 1 sont non résonants, sauf un, dans le cas
où d est pair. Si d = 2k, le mot nk est résonant et Tramnk = 1. L’opérateur
homogène correspondant est
Bnk = ikak,kzk z¯k−1∂z− ikak,kzk−1 z¯k∂z¯ = ik(zz¯)k−1ak,k
(
z∂z− z¯∂z¯
)
.
On cherche maintenant les mots de longueur 2 qui sont résonants ; un tel
mot s’écrit (np,np′) et tel que le produit scalaire de np+np′ par (i ,−i ) doit être
nul, donc un tel mot est nécessairement de la forme suivante :
(n0,nd), ou (nd,n0), ou (np,nd−p), avec 16 p6 d−1.
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Finalement, à l’ordre 2, la forme normale de Birkhoff s’écrit de la manière
suivante :
Si d = 2k est pair :
XBirk = Xlin+ ik(zz¯)k−1ak,k
(
z∂z− z¯∂z¯
)
+ 1
2
k−1∑
p=1
(
Tram(np,nd−p)[Bnd−p ,Bnp ]
+Tram(nd−p,np)[Bnp ,Bnd−p ]
)
+ 1
2
(
Tram(n0,nd)[Bnd ,Bn0]+Tram(nd ,n0)[Bn0 ,Bnd ]
)
.
Si d = 2k+1 est impair :
XBirk = Xlin+
1
2
k∑
p=1
(
Tram(np,nd−p)[Bnd−p ,Bnp ]+Tram(nd−p,np)[Bnp ,Bnd−p ]
)
+ 1
2
(
Tram(n0,nd)[Bnd ,Bn0]+Tram(nd ,n0)[Bn0 ,Bnd ]
)
.
Les calculs du moule Tram• sur les mots de longueur 2 résonants à l’aide
de Maple donnent les résultats ci-dessous :
Tram(n0,nd) = 1
id
Tram(nd ,n0) =− 1
id
Tram(np,nd−p) = 1
i (d−2p) Tram
(nd−p,np) =− 1
i (d−2p)
On obtient donc :
si d = 2k est pair :
XBirk = Xlin+ik(zz¯)k−1ak,k
(
z∂z− z¯∂z¯
)
+ 1
id
[Bnd ,Bn0]+
k−1∑
p=1
1
i (d−2p) [Bnd−p ,Bnp ],
si d = 2k+1 est impair :
XBirk = Xlin+
1
id
[Bnd ,Bn0]+
k∑
p=1
1
i (d−2p) [Bnd−p ,Bnp ].
Il reste à calculer les crochets :
=−2d2|a0d|2(zz¯)d−2(d−1)(z∂z− z¯∂z¯)
[Bnd−p ,Bnp ]=−2(zz¯)d−2|ad−p,p|2d(d−1)(d−2p)(z∂z− z¯∂z¯).
D’où le champ hamiltonien à l’ordre 2, si d = 2k est pair :
XBirk = Xlin+ ik(zz¯)k−1ak,k
(
z∂z− z¯∂z¯
)
+ i2d(d−1)(zz¯)d−2
(k−1∑
p=0
|ad−p,p|2
)(
z∂z− z¯∂z¯
)
.
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et si d = 2k+1 est impair :
XBirk = Xlin+2id(d−1)(zz¯)d−2
( k∑
p=0
|ad−p,p|2
)(
z∂z− z¯∂z¯
)
.
On en déduit alors les hamiltoniens suivants à l’ordre 2 :
si d = 2k est pair :
H(z, z¯)= zz¯+ (zz¯)kak,k+ (zz¯)d−1d
(k−1∑
p=0
|ad−p,p|2
)
+·· ·
si d = 2k+1 est impair :
H(z, z¯)= zz¯+ (zz¯)d−1d
( k∑
p=0
|ad−p,p|2
)
+·· ·
On a retrouvé les résultats de Bertrand Schuman [46] sur les coefficients de
Birkhoff.
9.5.1.3. Les résultats. — La forme élaguée et la forme royale semblent être
égales à tous les ordres (vérifié jusqu’à l’ordre 6), ce qui correspond bien au
fait que la forme normale de Birkhoff doit être unique.
À l’ordre 3, pour la composante
∂
∂z
du champ :
−6 iz2 z¯ (∣∣a212∣∣+ ∣∣a302∣∣)
−12i
(
3|a30|4+22|a30|2|a21|2+3|a21|4+5a213a30+5a321a30
)
z3 z¯2
9.5.1.4. Où l’on retrouve un théorème...— Rappelons qu’un hamiltonien est dit
isochrone si toutes ses orbites sont périodiques et toutes de même période. Le
théorème donné par Bertrand Schuman dans [46] est le suivant :
Théorème 9.5.1. — Il n’existe pas de centre isochrone hamiltonien autre que
dans le cas linéaire.
Démonstration. — Considérons un hamiltonien de la forme H0 + H1 où
H0(x, y) = x∂y− y∂x et H1 est une perturbation homogène de degré d, comme
précédemment. Le calcul précédent donne la forme normale de Birkhoff de
ce hamiltonien. Si le hamiltonien est isochrone, la forme normale de Birkhoff
doit être réduite à la partie linéaire.
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On cherche donc les coefficients ap,q qui annulent les coefficients de Bir-
khoff B1 et B2 : dans le cas où d = 2k est pair, les coefficients sont :
B1 = ak,k et B2 = d
(k−1∑
p=0
|ad−p,p|2
)
donc B1 = 0 et B2 = 0 implique que ap,q = 0 pour tout (p,q) tel que p+ q= d.
De même dans le cas où d = 2k+1 est impair, il n’y a que le coefficient B1,
qui vaut :
d
( k∑
p=0
|ad−p,p|2
)
et B2 = 0 implique aussi ap,q = 0 pour tout (p,q) tel que p+ q= d.
Donc la perturbation homogène H1 est identiquement nulle.
9.5.2. Avec un point fixe hyperbolique. — Si le hamiltonien est de la
forme :
H(x, y)= xy+a30x3+a21x2y+a12xy2+a03y3,
où les coefficients a30,a21,a12,a03 sont réels, les équations de Hamilton dans
le plan (x, y) donnent :
d
dt
(
x
y
)
=
(
−1 0
0 1
)(
x
y
)
+
(
−a21x2−2a12xy−3a03y2
3a30x
2+2a21xy+a12y2
)
9.5.2.1. Les résultats. — Ici encore, la forme royale et la forme élaguée sont
égales à tous les ordres que nous avons calculés avec Maple. Voici les calculs
aux ordres 2, 3, et 4.
Ordre 2 et 3 :
6x2y (a12a21+ a30a03 )
∂
∂x
−6xy2 (a03a30 + a12a21)
∂
∂y
Ordre 4 et 5, composante
∂
∂x
:
6(a12a21+ a30a03) yx2
+12(3a032a302+5a03a213+21a03a21a30a12+5a123a30+3a122a212)x3y2
Ordre 4 et 5, composante
∂
∂y
:
−6(a12a21+ a30a03)xy2
−12(3a032a302+5a03a213+21a03a21a30a12+5a123a30+3a122a212) y3x2

CHAPITRE 10
CONCLUSION ET PERSPECTIVES
Cette incursion dans le domaine des formes normales montre l’étendue des
travaux qu’il y a encore à faire sur le sujet.
Bien sûr, un premier objectif sera de donner une écriture de la méthode de
renormalisation à l’aide du calcul moulien ; puis d’appliquer le calcul moulien
à la recherche et au calcul des formes normales d’équations différentielles à
retard.
Ensuite les objets que sont les moules réclament eux aussi un traitement
plus approfondi, bien que les ouvrages d’Écalle soient déjà prolifiques sur le
thème.
Un aspect qui n’est malheureusement qu’esquissé dans cette thèse est le
problème de convergence des formes normales ; là encore, les moules, grâce à
l’arborification, fournissent un outil puissant pour étudier la convergence des
séries donnant le changement de variables ou la forme normale elle-même.
L’étape suivant la démonstration formelle du théorème de Birkhoff (formel
ici) serait bien évidemment d’étudier la convergence de la forme normale de
Birkhoff, ainsi que du changement de variables associé.
Par ailleurs, le chapitre présentant le calcul par ordinateur de certains
moules, ainsi que le calcul des formes élaguée, royale et régale, et celle de
Poincaré-Dulac n’est qu’un bref aperçu du travail qu’il faudrait faire pour dé-
velopper des programmes de calcul systématiques de forme(s) normale(s) (y
compris renormalisée(s)).
Enfin, remarquons que le cas d’un champ dont la partie linéaire est diago-
nale non identiquement nulle n’est pas systématique. Il serait donc également
intéressant de pouvoir calculer des formes normales de champs dont la partie
linéaire est quelconque, voire sans partie linéaire. La technique de Gaeta per-
met par exemple de calculer des formes normales pour un champ dont la par-
tie linéaire est nilpotente (des exemples se trouvent dans les articles [27–29]).
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Pour des champs dont la partie linéaire est nulle, on peut citer les travaux
d’Emmanuel Paul [40] sur le sujet, ou de Mayer [38] ; c’est encore une tenta-
tive que nous n’avons pas pu mener à bout que d’essayer d’adapter le calcul
moulien à ces techniques d’obtention de formes normales.
APPENDICE A
PROGRAMMES DE CALCUL
La feuille de calcul ci-après est écrite pour le logiciel Maple 13. Elle reprend
le calcul des principaux moules vus dans la seconde partie. Elle donne aussi
(dans la zone d’utilisation du programme) un outil de calcul efficace de diffé-
rentes formes prénormales.
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> restart;
Les mots sont des listes de multidegrés, ces derniers étant également des
listes de longueur la dimension.
> with(combinat):
> with(Ore_algebra):
A.1. Définitions nécessaires pour le calcul de la forme élaguée
d’abord la liste des variables sous la forme [Dx,x]... et [comm,b] pour les
constantescas d’un champ homogène de degré 3
> algebre:=diff_algebra([Dx,x],[Dy,y],[comm,a[40]],
[comm,a[31]], [comm,a[22]], [comm,a[13]],[comm,a[04]],
[comm,b[40]],[comm,b[31]],[comm,b[22]], [comm,b[13]],
[comm,b[04]]);
> p:=I*(a[31]*x^3+2*a[22]*x^2*y+3*b[31]*x*y^2
> + 4*b[40]*y^3)*Dx -I*(4*a[40]*x^3+ 3*a[31]*x^2*y+
2*a[22]*x*y^2+b[31]*y^3)*Dy;
> lambda:=[I,-I];
A.2. Programmes de calculs
> Procédure partoche renvoie la liste de toutes les
> décompositions du mot ’mot’ en k mots distincts.
> partoche:=proc(mot,k)
> local r,A,resultat,s,u,L,j;
> r:=nops(mot):
> A:=composition(r,k):
> resultat:=[seq(x_n,n=1..nops(A))];
> for s from 1 to nops(A) do
> u:=0:
> L:=[]:
> for j from 1 to nops(A[s]) do
> L:=[op(L),mot[1+u..A[s][j]+u]]:
> u:=u+A[s][j]:
> od;
> resultat[s]:=L;
> od;
> return(resultat):
> end;
Norme d’un mot : renvoie une lettre de la forme [...] à convertir en mot
(rajouter []) si besoin.
> norme:=proc(mot) local k:
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> return add(mot[k],k=1..nops(mot))
> end;
Composition de deux moules M et N (dans cet ordre) sur le mot ’mot’, M et
N étant définis comme des procédures, ’mot’ étant une liste [n1,n2,..,nr] où les
ni sont des listes (multidegrés). Renvoie un scalaire.
> compomoule:=proc(M,N,mot)
> local S,j,P,k,mot_temp,prod_temp,l;S:=0;
> if nops(mot)=0 then apply(M,mot);
> else
> for j from 1 to nops(mot) do
> P:=partoche(mot,j):
> for k from 1 to nops(P) do
> mot_temp:=[];
> prod_temp:=1;
> for l from 1 to nops(P[k]) do
> mot_temp:=[op(mot_temp),norme(P[k][l])];
> prod_temp:=prod_temp*(apply(N,P[k][l]));
> od;
> S:=S+apply(M,mot_temp)*prod_temp;
> od;
> od;
> fi;
> return S;
> end;
A.2.1. Produit de mélange (shuffle). — Renvoie le battage de deux mots ;
un même mot de ce battage peut apparaître plusieurs fois.
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> melange:=proc(mot1,mot2)
> local resultat,l1,l2,i1,i2,mot1_temp,mot2_temp,
> resultat_temp1, resultat_temp2, i, j;
> resultat:=[];
> l1:=nops(mot1);
> l2:=nops(mot2);
> if l1=0 then resultat:=mot2;
> elif l2=0 then resultat:=mot1;
> elif l1=1 then
> for i1 from 1 to l2-1 do
> resultat:= [op(resultat),[op(mot2[1..i1]),mot1[1],
op(mot2[i1+1..l2])]];
> od;
> resultat:= [op(resultat),[mot1[1],op(mot2)]];
> resultat:=[op(resultat),[op(mot2),mot1[1]]];
> elif l2=1 then
> for i2 from 1 to l1-1 do
> resultat:= [op(resultat),[op(mot1[1..i2]),mot2[1],
op(mot1[i2+1..l1])]];
> od;
> resultat:=[op(resultat),[mot2[1],op(mot1)]];
> resultat:=[op(resultat),[op(mot1),mot2[1]]];
> else
> mot1_temp:=mot1[2..l1];
> mot2_temp:=mot2[2..l2];
> resultat_temp1:=procname(mot1,mot2_temp);
> resultat_temp2:=procname(mot1_temp,mot2);
> for i from 1 to nops(resultat_temp1) do
> resultat_temp1:=subsop(i=[mot2[1],
> op(resultat_temp1[i])], resultat_temp1);
> od;
> for j from 1 to nops(resultat_temp2) do
> resultat_temp2:=subsop(j=[mot1[1],
> op(resultat_temp2[j])], resultat_temp2);
> od;
> resultat:=[op(resultat),op(resultat_temp1)];
> resultat:=[op(resultat),op(resultat_temp2)];
> fi;
> return resultat;
> end;
Procédure de vérification de l’alternalité d’un moule : calcule la somme du
moule M sur tous les mots du battage de mot1 et mot2.
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> verif:=proc(M,mot1,mot2)
> local resultat,S,r,i;
> resultat:=0;
> S:=melange(mot1,mot2);
> r:=nops(S);
> for i from 1 to r do
> resultat:=resultat+apply(M,S[i]);
> od;
> resultat:=simplify(resultat);
> return resultat;
> end;
152 APPENDICE A. PROGRAMMES DE CALCUL
Calcul des opérateurs homogènes à partir du champ donné,
ainsi que des multidegrés. Renvoie les opérateurs Bn indexés par
les multidegrés de l’alphabet
> op_homo:=proc(p,v)
> alphabet contiendra la liste des multidegrés
> local alphabet,operateurs,A,s,n,nvar,q,i,j,k,k1,r;
> A:={};
> alphabet:={};
> operateurs:=[];
> nvar:=nops(v);
> for i from 1 to nvar do
> q:=expand(diff(p,cat(D,op(i,v))));
> calcul du multidegré dans le cas d’un monôme
> if (q<>0 and type(q,monomial)) then n:=[];
> q:=q/op(i,v);
> for k1 from 1 to nvar do
> n:=[op(n),degree(q,op(k1,v))];
> od;
> n:=[n];
> #print(’n’,n);
> if (alphabet intersect {n})={} then
> a||op(n):=0;
> fi;
> a||op(n):=a||op(n)+q*op(i,v)*cat(D,op(i,v));
> alphabet:=alphabet union {n};
> operateurs:=[op(operateurs),[q*op(i,v)*cat(D,op(i,v)),
n]];
> calcul du multidegré dans le cas d’un polynôme
> elif q<>0 then
> q:=expand(q/op(i,v));
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> #print(’q’,q);
> for j from 1 to nops(q) do
> r:=op(j,q);n:=[];
> for k from 1 to nvar do
> n:=[op(n),degree(r,op(k,v))];
> od;
> n:=[n];
> #print(r,n);
> if (alphabet intersect {n})={} then
> a||op(n):=0;
> fi;
> a||op(n):=a||op(n)+r*op(i,v)*cat(D,op(i,v));
> alphabet:=alphabet union {n};
> operateurs:=[op(operateurs),[r*op(i,v)
> *cat(D,op(i,v)), n]];
> od;
> fi;
> od;
> for s from 1 to nops(alphabet) do
> A:=A union {[a||op(op(s,alphabet)),op(s,alphabet)]};
> Bn(op(op(s,alphabet))):=a||op(op(s,alphabet));
> od;
> return alphabet;
> end;
A.2.2. Calcul de tous les mots de longueur donnée à partir d’un al-
phabet donné. — donner l’alphabet sous la forme d’un ensemble de listes
de mots d’une lettre : { [[1,0,0]],[[-1,0,1]]...} pour des lettres (multidegrés) de
C
3 par exemple.
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> tous_les_mots:=proc(alphabet,longueur)
> local touslesmots,mot,mot_temp,i,j;
> touslesmots:={};
> if longueur=1 then
> return alphabet;
> else
> mot:=[];
> mot_temp:=procname(alphabet,longueur-1);
> for i from 1 to nops(alphabet) do
> for j from 1 to nops(mot_temp) do
> mot:=[op(alphabet[i]),op(op(j,mot_temp))];
> touslesmots:=touslesmots union {mot};
> od;
> od;
> return touslesmots;
> fi;
> end;
A.2.3. Calcul des comoules Bn. — les Bn et l’alphabet doivent avoir
été calculés. Pour un mot donné [[n1],[n2]...], renvoit l’opérateur composé
Bn1(Bn2(...))
> comoule:=proc(mot)
> local mot_temp, comoule;
> if nops(mot)=1 then return Bn(op(mot));
> else
> mot_temp:=mot[2..nops(mot)];
> comoule:=skew_product(Bn(op([mot[1]])),
> procname(mot_temp),algebre);
> fi;
> return comoule;
> end;
A.2.4. Contraction des moules et comoules à un ordre donné. — les
argument sont : moule (procédure), ordre (entier).
> contraction:=proc(moule,ordre)
> local l,temp,j,resultat;
> resultat:=0;
on suppose que alphabet a déjà été calculé par la procédure op_homo supra,
ainsi que la définition des comoules Bn.
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> for l from 1 to ordre do
> temp:=convert(tous_les_mots(alphabet,l),list);
> for j from 1 to nops(temp) do
> resultat:=resultat
> + apply(moule,temp[j])*apply(comoule,temp[j]);
> resultat:=expand(resultat);
> od;
> od;
> return resultat;
> end;
A.3. Exemples de moules, moules utiles
> ie:=proc(mot):
> if nops(mot)=1 and mot[1]<>0 then return 1;
> else return 0;
> fi:> end;
A.3.1. Élément neutre pour la composition des moules. —
> Sam:=proc(mot)
> local i,j,sam,indice,omega,r,nu,produit,k;
A.3.2. Moule Sam• : n est le multi degré de C^nu, lambda le spectre
de la partie linéaire. n doit être donné sous la forme d’une liste de
listes [[n1],[n2],...] où n1,n2,... sont des éléments de Z^nu dont un élé-
ment au plus vaut -1.— Calcul du mot omega=[n1*lambda,n2*lambda,...]
correspondant
> r:=nops(mot);
> omega:=[];
> if r=0 then
> else
> nu:=nops(mot[1]);
> for i from 1 to r do
> omega:=[op(omega),add(op(j,mot[i]) *lambda[j],
j=1..nu)];
> od;
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> fi;
> on regarde la longueur du mot :
> if r=0 then return 0;
> elif r=1 then
> if op(omega)=0 then return 1 else return 0 fi;
> si la longueur du mot est au moins 2 :
> else
> sam:=1:
> si tous les omega[k] qui composent le mot omega sont non nuls, alors
valeur de Sam :
> if product(omega[k],k=1..r)<>0
> then produit:=mul((omega[k],k=1..r));
> sam:=0;
> for k from 1 to r-1 do
> sam:= sam + ((-1)^(r-k)*omega[k])/((k-1)!*(r-k)!)
> + ((-1)^(r-k+1)*(add(omega[p],p=k..r)))
> /((r-k+1)!*(k-1)!);
> od;
> sam:=sam/produit;
> sinon, on regarde le premier omega[k] nul
et on note son indice dans ’indice’:
> else
> indice:=1;
> for j from 1 to r while omega[j]<>0 do
> sam:=sam*(1/(j*omega[j]));
> indice:=j+1;
> od;
> puis on regarde si il y a un deuxième omega[k] nul :
> if ((indice+1)>r) then
> else
> for j from indice+1 to r do
> if omega[j]=0 then sam:=0:
> break;
> else
> sinon valeur de sam
> sam:=sam*1/((j-indice)*omega[j]);
> fi;
> od;
> fi;
> sam:=(-1)^(r-indice)*sam;
> return sam;
> fi;
> fi;
> end;
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moule Tram• : ce moule est obtenu par composition du moule
Sam• avec lui même. Le nombre de compositions nécessaire est
égal à la longueur du mot sur lequel on cherche à évaluer Tram•.
> Tram:=proc(mot)
> local omega,i,P,j,s,S,k,mot_temp,prod_temp,l;
> On regarde la longueur du mot : si longueur 0 (mot vide) alors on re-
tourne 0 ; si longueur 1, alors Sam(mot).
> if nops(mot)=0 then return 0;
> elif nops(mot)=1 then return Sam(mot);
> Si la longueur du mot ’mot’ est au moins 2, on calcule le omega
(n.lambda) correspondant.
> else omega:=[];
> for i from 1 to nops(mot) do
> omega:=[op(omega),sum(mot[i][k1]
> *lambda[k1],k1=1..nops(mot[i]))];
> od;
> Puis si la norme de omega est non nulle (ie omega non résonant) on
retourne 0 ;
> if norme(omega)<>0 then return 0;
> else
> sinon, pour un mot n=(n1,n2) de longueur 2 résonant, on retourne 0 si
n1 et n2 sont résonants aussi, sinon on retourne Sam(mot) ;
> if nops(mot)=2 then
> if omega[1]=0 then return 0;
> else return Sam(mot);
> fi;
> Enfin pour un mot n=(n1,n2,...) de longueur au moins 3, si tous les ni
sont résonants, on retourne 0, et sinon on utilise la formule Tram=Tram
Sam sur un mot de longueur inférieure (voir formule de composition des
moules).
> else
> if sum(omega[k2]^2,k2=1..nops(omega))=0 then return
0;
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> else S:=0;
> for j from 1 to nops(mot)-1 do
> P:=partoche(mot,j);
> for k from 1 to nops(P) do
> mot_temp:=[];
> prod_temp:=1;
> for l from 1 to nops(P[k]) do
> mot_temp:=[op(mot_temp),norme(P[k][l])];
> prod_temp:=prod_temp*(Sam(P[k][l]));
> od;
> #print(’mot_temp’,mot_temp);
> S:=S+procname(mot_temp)*prod_temp;
> od;
> od;
> fi;
> fi;
> fi;
> fi;
> end;
A.3.3. Le moule T alternal. — Un exemple de moule alternal
> T:=proc(mot)
> local l,r,omega,resultat,nu,i,alpha;
> r:=nops(mot);
> omega:=[];
> if r=0 then resultat:=0; break;
> else
> nu:=nops(mot[1]);
> for i from 1 to r do
> omega:=[op(omega),add(op(j,mot[i])
> *lambda[j], j=1..nu)];
> od;
> fi;
> if r=0 then resultat:=0;
> elif r=1 then resultat:=1;
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> else
> resultat:=1;
> for i from 1 to r-1 do
> alpha:=omega[i+1]-omega[i];
> if alpha=0 then resultat:=0; break;
> else
> resultat:=resultat*1/alpha;
> fi;
> od;
> return resultat;
> fi;
> end;
A.3.4. Moule Theta (symétral) de linéarisation d’un champ non réso-
nant. — Exemple avec le moule Theta de linéarisation d’un champ non réso-
nant. Ce moule est symétral.
> Theta:=proc(mot)
> local resultat,omega,nu,i,r,alpha;
> r:=nops(mot);
> omega:=[];
> if r=0 then resultat:=1;
> else
> nu:=nops(mot[1]);
> for i from 1 to r do
> omega:=[op(omega),add(op(j,mot[i])
> *lambda[j], j=1..nu)];
> od;
> fi;
> if r>0 then
> resultat:=1;
> alpha:=0;
> for i from 1 to r do
> alpha:=alpha+omega[i];
> if alpha=0 then print(i,resonant);
> else
> resultat:=resultat*1/alpha;
> fi;
> od;
> fi;
> resultat:=(-1)^r*resultat;
> return resultat;
> end;
Dérivation lan (nombre de omega_i non nuls d’un mot)
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> lan:=proc(mot) local k,omega,i:
> omega:=[];
> for i from 1 to nops(mot) do
> omega:=[op(omega),sum(mot[i][k1]
> *lambda[k1], k1=1..nops(mot[i]))];
> od;
> lan(mot):=nops(mot);
> for k from 1 to nops(mot) do
> if omega[k]=0 then lan(mot):=lan(mot)-1:
> fi:
> od:
> lan(mot);
> end;
Calcul du moule de la transformation sous la forme prénormale
royale, dépend de lan
> sray:=proc(mot,deriv) local omega,i,k1,k2,s,r;
> r:=nops(mot):
> if r=0 then s:=1:
> else
> omega:=[];
> for i from 1 to r do
> omega:=[op(omega),sum(mot[i][k3]
> *lambda[k3], k3=1..nops(mot[i]))];
> od;
> if r=1 and deriv(mot)=1 then
> s:=-1/norme(omega):
> else if norme(omega)<>0 then
> s:=0:
> for k1 from 1 to r-1 do
> s:=s +
> norme([op(1..k1,omega)])*sray([op(1..k1,mot)],deriv)
*seray([op(k1+1..r,mot)],deriv)+
> sray([op(1..k1-1,mot)],deriv)
> *seray([op(k1+1..r,mot)],deriv):
> od:
> s:=s+sray([op(1..r-1,mot)],deriv):
> s:=-(1/norme(omega))*s:
> else if norme(omega)=0 and deriv(mot)<>0 then
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> s:=0:
> for k2 from 1 to r-1 do
> s:=s +
> deriv([op(1..k2,mot)])*sray([op(1..k2,mot)],deriv)
*seray([op(k2+1..r,mot)],deriv):
> od:
> s:=-s/deriv(mot):
> else if deriv(mot)=0 then
> s:=0:
> fi:
> fi:
> fi:
> fi:
> fi:
> sray(mot,deriv):=s;
> end;
Calcul du moule inverse de la transformation précédente
> seray:=proc(mot,deriv) local k:
> seray(mot,deriv):=(-1)**nops(mot)
*sray([seq(op(nops(mot)-k,mot),k=0..nops(mot)-1)],deriv):
> end;
Calcul du moule de la forme prénormale royale, dépend de lan
> ray:=proc(mot,deriv) local k,r,l,omega,i:
> l:=nops(mot):
> omega:=[];
> for i from 1 to l do
> omega:=[op(omega),sum(mot[i][k1]
> *lambda[k1], k1=1..nops(mot[i]))];
> od;
> if norme(omega)<>0 then r:=0:
> else if l=1 then r:=1:
> else
> r:=0:
> for k from 1 to l do
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> r:=r + norme([op(1..k,omega)])
> *sray([op(1..k,mot)],deriv)
*seray([op(k+1..l,mot)],deriv) +
> sray([op(1..k-1,mot)],deriv)
> *seray([op(k+1..l,mot)],deriv):
> od:
> fi:
> fi:
> ray(mot,deriv):=(-1)^(l+1)*r;
> end;
> royale:=proc(mot)
> return ray(mot,’lan’);
> end;
Moule de la correction
> carr:=proc(mot) local i,j,omega;
> if mot=NULL then carr(mot):=0:
> elif nops(mot)=0 then carr(mot):=0:
> else
> omega:=[];
> for j from 1 to nops(mot) do
> omega:=[op(omega),sum(mot[j][k1]
> *lambda[k1], k1=1..nops(mot[j]))];
> od;
> if nops(mot)=1 then if op(omega)<>0 then
carr(mot):=0:
> else carr(mot):=1: fi:
> else
> if norme(omega)<>0 then carr(mot):=0:
> elif member(0,{op(omega)})=true then carr(mot):=0:
> else
> carr(mot):=-carr([op(1,mot)+op(2,mot),
op(3..nops(mot),mot)]):
> for i from 2 to nops(mot) do
> carr(mot):=carr(mot)+carr([op(1,mot),
op(i+1..nops(mot),mot)])*carr([op(2..i,mot)]) od:
> carr(mot):=simplify(carr(mot)/(op(1,omega))):
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> fi: fi: fi:
> end;
A.4. Zone d’utilisation du calcul des formes prénormales
D’abord calculer les opérateurs homogènes et l’alphabet donnés par le
champ de départ.
> alphabet:=op_homo(p,[x,y]);
> S:=contraction(Tram,4):
> S:=Ore_to_diff(S,f,algebre):
> S:=subs(b[30]=conjugate(a[30]),b[21]=conjugate(a[21]),b[12]=
conjugate(a[12]),b[03]=conjugate(a[03]),S):
> m1:=collect(expand(subs(x=z,y=conjugate(z),
simplify(op(1,op(1,P))))),[z,conjugate(z)],distributed);

LISTE DES SYMBOLES
LK(A) Algèbre de Lie libre, page 70
(K
〈〈
A
〉〉
)∗ Séries formelles non-commutatives sans terme constant, page 70
K
〈〈
A
〉〉
Séries entières formelles non-commutatives, page 66
C[[x]] Algèbre des séries entières formelles en x1, . . . ,xν, page 73
K
〈
A
〉
Polynômes non-commutatifs sur A à coefficients K, page 66
ℓ (a) longueur d’un mot, page 65
MK(A) Ensemble des moules sur A à valeurs dans K, page 65
M
<• Moule arborescent, page 79[
M•
]
(×n) Produit n fois du moule M
•, page 70
ExpM• Exponentielle du moule M•, page 70
M• Moule, page 65
‖a‖ Norme d’un mot, page 65
A Alphabet, page 65
A∗ Ensemble des mots, page 65
A∗r Mots de longueur r, page 65
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