Abstract-This paper deals with data-based optimal control. The control algorithm consists of two complementary subsystems, namely a data-based observer and an optimal feedback controller based on the system's Markov parameters. These parameters can be identified on-line using only input/output data. The effectiveness of the resulting controller is evaluated with a regulation and a tracking control experiment, performed on a direct-drive robot of spatial kinematics.
I. INTRODUCTION
Plant modelling and model-based control design are the conventional steps to obtain feedback controllers. The performance of the resulting controller is strongly influenced by the quality of the underlying model. The derivation of an accurate model using first principles or using system identification can be a time consuming and not a straightforward task. Moreover, even complex models will not cover all system dynamics, and adaptive and robust feedback control methods have not completely overcome the problem of modelling errors. The problems inherent to plant modelling are the motivation of research in the field of data-based control techniques, such as: unfalsified control [1] , iterative feedback tuning [2] , pulse response based control [3] , Markov data-based LQG control [4] , data-based predictive control [5] , virtual reference feedback tuning [6] , disturbance-based control [7] , and simultaneous perturbation stochastic approximation [8] . In the above techniques, the plant modelling step is circumvented, and the control design is only based on input/output data measured from the plant. This paper investigates data-based optimal control, that is applicable on-line both to regulation and tracking control problems over an arbitrary time interval. A Markov databased LQG control algorithm is suggested in [4] . This algorithm derives the control input by adequate processing of several measurements and it consists of two parts, namely, a data-based optimal feedback control of the estimated controller state and a data-based observer for this state. Both the feedback and observer are based on the system Markov parameters, i.e., on the values of the system's impulse response. A drawback of [4] is that these parameters are supposed to be known a priori. Another limitation of the algorithm is that the state observation and the computation of the control input are performed over a finite horizon. If this horizon consists of N samples, then an equal number of Markov parameters is needed. Consequently, a large horizon requires an extensive number of Markov parameters which gives rise to a large computational burden. If control over an extensive period of time is needed, then one should iteratively compute the control input over a horizon of acceptable length. The algorithm of [4] does not allow iterative computation, since its observer cannot deliver the appropriate initial controller state at the beginning of each iteration. The data-based algorithm formulated in [5] computes feedback gains for a model predictive control over an arbitrary time interval. The restriction, though, is that the gains can be computed off-line only for linear time-invariant plants. These properties prohibit the use of these algorithms for on-line control. In this paper, the limitations of [4] and [5] are circumvented. The obtained results follow from a combination of [4] and [9] . Such a combination has not yet been proposed and it enables experimental implementation. Therefore no experimental results are available in literature. To be precise, the observer part of [4] will be replaced by a data-based state observer proposed in [9] . The initialization problem is not present in this observer, which facilitates data-based optimal control during an arbitrary time interval. The control input can be generated on-line and can be used for the control of time-varying or nonlinear plants, since the algorithm is able to adapt to the actual dynamics by obtaining a linear model of the system at each sample. This will be demonstrated by experimental results obtained on a highly nonlinear directdrive robot. The contributions of the paper are: (i) derivation of the data-based optimal control algorithm applicable over an arbitrary time interval; (ii) on-line implementation of the algorithm; (iii) experimental evaluation on a nonlinear plant. The paper is organized as follows. The data-based optimal feedback controller is derived in the next section. An algorithm to observe the controller state and to identify the Markov parameters is presented in Section III. Section IV explains a setup for on-line implementation and describes the robot used in the experiments. The experimental results are presented in Section V. Conclusions are given at the end.
II. OPTIMAL CONTROL
To facilitate data-based control design, model-based optimal control theory is briefly reviewed in this section. A closed form solution to the difference Riccati equation is given, and the data-based optimal controller is derived.
A. Model-based optimal control
Consider the linear time-invariant discrete-time system
where x(k) is the n dimensional state vector, u(k) is the m dimensional control input vector, and y(k) is the dimensional output vector. The objective of the well-known LQ control problem [10] is to find the functional
such that the quadratic cost
is minimized subject to system (1), where Q and R are positive definite symmetric weighting matrices and N denotes the length of the time interval of interest. The optimal input is given by [10] 
where
and X(k + 1) is the solution of the difference Riccati equation
In subsection II-C, the data-based counterpart of (4) and (5) will be derived. This will require a closed-form solution to the difference Riccati equation (6) which is presented next.
B. Closed-form solution to the Riccati equation
Here, a closed-form (batch-form) solution to the Riccati equation will be presented. Consider again system (1) and let the cost-function to be minimized be (3) . Following a similar strategy as used in [11] , one can determine the closed-form solution to be
Here, R(k) and Q(k) each contain N − k + 1 diagonal blocks. This solution can be easily verified to satisfy the recursive Riccati equation (6).
C. Data-based optimal control
This section presents a data-based counterpart to the model based optimal controller given by (4), (5) . It is shown in [4] that the optimal control sequence u(k), k = 0, 1, 2, . . . , N − 1, can be computed using the Markov parameters of system (1) instead of its state-space representation. The Markov parameters equal the impulse response data M i = CA (i−1) B of the system at the sample times i = 1, 2, . . . , N. To summarize [4] , the optimal control sequence is obtained after the closed-form solution to the Riccati equation (7) is substituted in the model-based control law (4),(5), which yields
The term x c (k) represents the controller state vector, while the term G(k) is the optimal feedback gain. These terms, and the Markov parameters, can be computed using the data-based algorithm presented in the next section.
III. DATA-BASED MARKOV PARAMETER AND CONTROLLER STATE ESTIMATION
This section provides a method to obtain the Markov parameters and the controller state vector based on the algorithm derived in [9] . Again, consider system (1) . If the states in this system are repeatedly substituted, then for some p ≥ 0,
where u p (k) and y p (k) are vectors containing p sets of input and output data starting with u(k) and y(k),
. . .
(16) The matrix B p in equation (15) is an n × pm controllability matrix, O p a p × n observability matrix and T p a p × pm Toeplitz matrix of the system Markov parameters,
As long as p ≥ n, it is guaranteed for an observable system that there exists a matrix M such that [9] A p + MO p = 0.
The existence of M ensures that, for k ≥ 0, an expression exists where the state variable is eliminated from (15):
The parameters P 1 , P 2 , and the matrix T p can directly be identified from a set of input/output data by solving the linear system (using a generalized inverse)
where the data matrices are
The choice of the length L of data is up to the designer but it should be in accordance with the rule stated in [12] : "To identify the Markov parameters uniquely, the data set must be sufficiently long and rich so that the rows of V associated with input data are linearly independent." Let p = N + 1, then the Markov parameters M i = CA i−1 B, i = 1, 2, . . . , N can be extracted from T p in various ways, e.g. by direct selection from the first column. An estimate of the controller state vector (14) can be obtained via (19) and (15)
The presented algorithm can be used both in open-loop stable and in closed-loop systems. The estimated controller state can be used in the control algorithm in Section II-C.
IV. IMPLEMENTATION AND EXPERIMENTAL SETUP
In this section, the implementation of the data-based controller and the experimental setup are discussed.
A. Implementation
The control setup is depicted in Fig. 1 . In theory our approach aims at keeping the error e = r − y at zero. However, since this is not feasible in practice, we are satisfied with keeping the error in a small band around zero. Thus, the control algorithm presented in Section II-C is based on u and e as the control input and the system output, respectively. These signals are used in the controller C as depicted in Fig. 1 . To ensure that the data in V in (22) is rich enough, noise n is added to the output of the controller. The control algorithm becomes effective after enough data is collected to completely fill Y and V defined in (21) and (22), respectively. During the transient period, i.e., while the necessary amount of data is acquired, the output of C is disabled and therefore, the system is operated in openloop. Since this presents a potential danger, in the future other ways of obtaining this required data have to be sought. After 0.1 second, sufficient data is collected, so C is enabled and its output is applied to the plant. The feedback law is defined by (9) . The optimal feedback gain G(k), (10) , and an estimate for the controller state vector, (14) , are obtained each sampling instant by solving the linear system (20) after Y and V are constructed based on u and e. This solution requires a high computational effort and therefore, in realtime implementation, the length of the horizon N and the sample frequency are restricted. Every horizon, the optimal control input is computed, and at the end of each horizon the control algorithm is restarted with the last set of estimated states as initial condition. It should be noted that this is not the same as receding horizon control. A flow chart of the control algorithm is depicted in Fig. 2 . This algorithm is able to adapt to the actual dynamics by virtue of the online implementation, which makes this controller also useful for systems with slowly time-varying dynamics or even for nonlinear systems, since at every sample a linearized model of the system is obtained from the measured data. 
B. Experimental setup
The robotic arm, shown in Fig. 3 , is the subject of our case study. It is an experimental facility for research in motion control [14] , [13] . The photo and kinematic parameterizations according to the well-known DenavitHartenberg's (DH) notation [15] , reveal three revolute degrees of freedom (d.o.f.), which makes such a kinematic structure referred to as RRR. Each d.o.f. is actuated by a gearless brushless DC direct-drive motor and has an infinite range of motions, thanks to the use of sliprings for the transfer of power and sensor signals. An RRR robot has an anthropomorphic structure featuring the most dexterous and versatile motions, leading to highly nonlinear kinematics and dynamic behavior. Direct drive actuation makes the control problem even harder, since there are no gear-heads to reduce the effects of nonlinear dynamics. (10)- (13) compute u(k) from (9) The control system features a time delayed joint angular response to the given control input of two samples. The rigid body dynamics of the robot can be represented using a standard Euler-Lagrange formalism [16] by
where τ is a 3 × 1 vector of control torques, M is a 3 × 3 inertia matrix, q,q, andq are 3×1 vectors of joint motions, velocities, and accelerations, respectively, and Cq, g, and τ f are the 3×1 vectors of Coriolis/centripetal, gravitational, and friction forces. The robot is a highly coupled system, for most configurations the mass matrix is non-diagonal which implies that a torque applied by one motor will result in movement of all three joints.
V. EXPERIMENTAL RESULTS
In this section we present experimental results in controlling the motion q 1 of the RRR robot. This is the motion of the robot's first joint. The other two joints are not controlled and they are allowed to move freely. Because of the nonlinear couplings in the robot dynamics, the actuated motion influences the unactuated ones and vice versa. No compensation for the nonlinear dynamics is present. The motion q 1 corresponds to the output of the plant P shown in Fig. 1 . The data-based algorithm presented in Section II-C generates the control torque which drives the motion in joint 1. This control torque corresponds to the control input u to the plant, indicated in Fig. 1 . Because the robot links adjacent to joints two and three were free swinging, and no compensation for friction is present, the dynamics from u to q 1 is far from linear but rather nonlinear. In the first experiment, an external noise signal n was added to the system, see Fig. 1 . When no control was applied, the external noise caused movement of joint 1, which is illustrated in Fig. 4 by the solid line. The objective of databased control was to prevent the joint motion, in other words, the position error (e = −q 1 ) had to be regulated around zero. In the experiment, the sample time was set to 0.006 seconds, the length of the control horizon was chosen to be N = 10, so p = N +1 = 11 and the length of the data was L = 3p+10 = 43. These values were selected based on the computational capacity of the control system. The input and output weightings in (3) were R = 0.001 and Q = 3.5, respectively, which indicates that there is almost no input weighting present. The value of Q is obtained by trial-anderror, starting at 1 and increasing until an acceptable error level was reached, while preserving stability. It is clear from Fig. 4 that the data-based controller bounds the position error (dash-dotted line) to 0.3 radians, which means that the regulation task has been successfully accomplished.
In the second experiment, the tracking ability of the controller was investigated. The reference joint motion r is shown in Fig. 5 and, like in the regulation task, the databased controller had to keep the position error e = r − q 1 around zero. The sample time, the length of the horizon, p, L, and the input weighting R were the same as in the first experiment. External noise n was added to ensure the input/output data was sufficiently rich. Two weightings for the position error were considered Q = 1 and Q = 3.5, and the achieved position errors are presented in Fig. 6 . The noise added is this experiment is much smaller then in the first experiment, which explains the large difference between the regulation and tracking errors. Clearly, putting relatively more weight on e results in more accurate tracking of the reference motion (smaller magnitude of the position error). To demonstrate the effectiveness of the data-based observer, Fig. 7 shows the difference between the measured position error and its reconstruction provided by the observer. Since in general this difference is small except for some peaks due to starting the trajectory, changing velocity direction, and disturbances, we can conclude that the performance of the observer is satisfactory. To illustrate the nonlinearity of the plant dynamics, the first, fifth, and tenth Markov parameters are depicted in Fig. 8 . These parameters are on-line estimated using the algorithm from Section III. If the plant would be linear and time-invariant, all parameters would stay at constant levels. This is clearly not the case, since in Fig. 8 one may observe that the parameters are changing in time. These changes are due to the nonlinear plant dynamics. The spiky variations of the parameters are caused by the fact that the data in the matrices (21) and (22) does not belong to an LTI system, while Markov parameters are a representation of such a system. The results presented in Fig. 6 show that the data-based algorithm suggested in this paper is also capable to realize tracking control tasks. VI. CONCLUSIONS Data-based optimal control over an arbitrary time interval is suggested in this paper. The control input is computed using only measured input/output data of the system, by means of a data-based controller state observer and a Markov parameter based optimal feedback control algorithm. No parametric model of the plant nor controller is required. Although the control algorithm is based on linear time invariant system dynamics, on-line implementation enables the suggested data-based strategy to be used for control of nonlinear plants. Experimental evaluation on a direct-drive robot shows that the data-based strategy can be used for regulation and tracking control. Although the algorithm is implemented successfully real-time, there are still some issues to be resolved. At the moment the performance of this data-based controller is not sufficient to be useful for high performance motion systems. It is expected, based on simulations, that the results will improve if a larger control horizon is taken into account and if the sample time is lowered, which calls for a more computationally efficient implementation of the proposed algorithm.
