Parallel implementation.
A parallel implementation on a ring connected multicomputer is straightforward: for p processors, the simulation domain is split into p strips of equal width. Each processor stores this strip plus two overlap areas each with a width equal to the radius of the mask. At the end of each cellular automaton step, which is carried out exactly as in the sequential implememtation, the information in the overlap areas is updated by messages between neighboring processors. This scheme is e cient as long as the width of each strip is larger than the size of the mask used.
6. Conclusion. A new way to construct a cellular automaton for simulating excitable media has been presented. The construction is based on singular perturbation analysis of the partial di erential equation models for excitable media, and it shows the close relationship Di usion of the variable u and the excitation jump at the wavefront are simulated by using a big mask to count the number of excited cells in the neighborhood and applying a threshold function to the resulting (weighted) count Sum. This threshold function is selected such that the correct wave speed is obtained for all values ofv. Calculate from the PDE the planar wave speed c = c 2 (v) of an isolated front propagating into medium with recovery valuev. From the mask, a simulation gives the function c 1 (k), the planar wave speed as a function of the threshold (averaged over all directions). These two speeds should be equal (in their respective time and space scales) for all values ofv. Therefore
Here L ?1 is an a ne transformation from the automaton variable v into the PDE variablê v and transforms the units of measurement for wave speeds. So a rule for updating u in the automaton is: Sum := Mask u t ;
if Sum > k(v) (2) solitary plane wave speeds in the PDE and CA models. With all this machinery in place, a rotating spiral wave was calculated on a 400 400 grid of cells. A snapshot of a spiral is shown in Figure 3 , where the region of excitation is outlined in white and the greylevels indicate the value of the recovery variable v. This CA simulation of the spiral wave shows many features that appear in simulations of the Oregonator PDEs by standard numerical methods 10], 11], even down to the \meandering" of the tip of the spiral (see Figure 4 ). Mask = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 1 2 3 3 3 3 3 2 1 0 0 0 0 0 1 2 4 5 6 6 6 5 4 2 1 0 0 0 1 2 4 6 8 9 10 9 8 6 4 2 1 0 1 2 4 6 9 11 13 13 13 11 9 6 4 2 1 1 3 5 8 11 14 16 17 16 14 11 8 5 3 1 1 3 6 9 13 16 19 20 19 16 13 9 6 3 1 1 3 6 10 13 17 20 21 20 17 13 10 6 3 1 1 3 6 9 13 16 19 20 19 16 13 9 6 3 1 1 3 5 8 11 14 16 17 16 14 11 8 5 3 1 1 2 4 6 9 11 13 13 13 11 9 6 4 2 1 0 1 2 4 6 8 9 10 9 8 6 4 2 1 0 0 0 1 2 4 5 6 6 6 5 4 2 1 0 0 0 0 0 1 2 3 3 3 3 3 2 1 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 In particular, N = c + D K, where N is the normal velocity, K is the curvature, D is the di usion coe cient, and c is the planar wave speed.
Dispersion relation: A wavefront can propagate not only into resting medium, but also into partially recovered medium. In this case the speed of the traveling wave should be slower than the speed of propagation into fully recovered (resting) medium. Spatial isotropy: The shape of spirals in these early models was always square, not round, due to the nearest-neighbor-only connections and the resulting anisotropic speed of propagation. These three shortcomings have been addressed in \second generation" models by Gerhardt, To model curvature e ects, Gerhardt, Schuster and Tyson introduced bigger neighborhoods. They used squares of size (2r + 1) 2 , where r = 1; ; 6. In their automaton the number of excited cells within this square is counted and a threshold function is applied to the result. Furthermore, by making the threshold a linear function of the recovery state, they introduce dispersion. Their automaton still su ers somewhat from directional anisotropy. Markus and Hess address the problem of directional anisotropy by introducing semirandom grids. They randomize the position of a grid point within its unit square, and then mark all neighbors within a circular boundary centered on the grid point. In this manner they achieve good isotropy at the cost of high computational complexity.
E mov and Fast recognize that for determining whether a cell should become excited, the excitation of a nearby cell has a bigger e ect than the excitation of a cell that is far away. They calculate a weighted sum of excitation of cells in the neighborhood, where cells close to the center have high weights and cells far away have low weights. This paper introduces a \third generation" automaton that combines the strengths and avoids the weaknesses of these earlier versions. Furthermore, the cellular automaton (CA) rules are closely related to the underlying partial di erential equations (1).
2. Description of new mask. Gerhardt, Schuster and Tyson used a square mask because the operation of counting the number of excited neighbors can be done in a time independent of the size of the mask. This property is very desirable, especially for big masks. The basic idea is to construct a square mask as the convolution of a vertical strip and a horizontal strip. The sum within a strip is calculated by a scanning operation.
Another mask (a diamond mask) can be constructed as the convolution of two diagonal strips. The new mask is calculated as the convolution of a square mask and a diamond mask. The results of its application to a data array can be calculated with 8 addition operations per cell, independent of the size of the mask. The examples here use a square mask of radius Abstract. This paper introduces a new cellular automaton model of excitable media with improved treatments of (1) di usion and wave propagation, and (2) slow dynamics of the recovery variable. The automaton is both computationally e cient and faithful to the underlying partial di erential equations. The curvature e ect: A wavefront that is curved backward should travel slower than a planar wave, which in turn should be slower than a wavefront that is curved forward.
