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Abstract
In this note we characterize doubly stochastic matrices A whose powers A,A2, A3, . . .
eventually stop, i.e., Ap = Ap+1 = · · · for some positive integer p. The characterization en-
ables us to determine the set of all such matrices. © 2001 Elsevier Science Inc. All rights
reserved.
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1. Introduction
Let R denote the real field. For positive integers m,n, let Rm×n denote the set
of all m× n matrices with real entries. As usual let Rn denote the set Rn×1. We
call the members of Rn the n-vectors. The n-vector of 1’s is denoted by e, and the
identity matrix of order n is denoted by In. For two matrices A,B of the same size,
let A  B denote that all the entries of A− B are nonnegative. A matrix A is called
nonnegative if A  O . A nonnegative square matrix is called a doubly stochastic
matrix if all of its row sums and column sums equal 1. The set of all doubly stochastic
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matrices of order n is denoted byn. The n× n doubly stochastic matrix all of whose
entries equal 1/n is denoted by Jn. The set n has lot of fascinating combinatorial,
geometric, algebraic properties of its own as well as in connection with a variety of
other branches of mathematics and science [3–8].
One of the simplest algebraic properties of n is that it forms a semigroup under
the matrix multiplication. Some basic properties, including Green’s relation, ofn as
a multiplicative semigroup are found in [2,9]. Studies on k-potent and regular doubly
stochastic matrices can be found in [10].
For a matrixA ∈ n, the principal left ideals generated byAi, i = 1, 2, . . . , form
a descending chain. We are interested in the following problem:
For which matrices, do these descending chains stop eventually?
If a descending chain stops eventually, at which matrix does it stop?
How long does the chain descend before it stops?
It is clear that nAp = nAp+1 if and only if Ap = Ap+1 where nAi denotes
the principal left ideal of n generated by Ai .
In this paper, we call A ∈ n a J-potent matrix if there exists a positive integer p
such that
Ap = Ap+1 = · · · (∗)
For a J-potent matrix A ∈ n, we call the smallest positive integer p satisfying
condition (∗) the J-potency of A. The J-potent matrices of J-potency 1 are exactly
the idempotent matrices. It is well known that the direct sums of Jni ’s , where ni ’s
are positive integers whose sum equals n, are the only idempotent matrices in n up
to permutation similarity.
A method of determining doubly stochastic square roots of idempotents is pre-
sented in [1]. In this note we characterize the doubly stochastic J-potent matrices
and determine all doubly stochastic J-potent matrices in a simple fashion.
2. A characterization of J-potent matrices
Suppose that A ∈ n and that A1, . . . , Ar are the irreducible components of A,
that is, A is permutation similar to A1 ⊕ · · · ⊕Ar . Then clearly Ap = Ap+1 if and
only if Api = Ap+1i for all i = 1, 2, . . . , r. So the J-potency of a doubly stochastic
matrix depends mainly on that of the irreducible components. In the sequel, spec(A)
stands for the spectrum of A. The following lemma is a simple characterization of
J-potent matrices. Though the statement and the proof are simple and easy, it plays
a key role in determining the set of all J-potent matrices.
Lemma 1. Let A ∈ n be irreducible and let k be a positive integer. Then Ak+1 =
Ak if and only if Ak = Jn.
Proof. If Ak = Jn , then Ak+1 = AkA = JnA = Jn = Ak.
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Conversely, suppose that Ak+1 = Ak. Then since AAk = Ak we see that each
column of Ak is an eigenvector of A corresponding to the eigenvalue 1, which must
be a scalar multiple e, the n-vector of 1’s, because A is irreducible. Since each column
sum of Ak is 1, we see that each column of Ak must now equal (1/n)e implying that
Ak = Jn. 
Theorem 2. Let A ∈ n be irreducible. Then:
(a) A is J-potent with J-potency p if and only if Ap = Jn and Ai /= Jn for any posi-
tive integer i with i < p.
(b) The following conditions are equivalent:
(i) A is J-potent;
(ii) spec(A) = (1, 0, . . . , 0);
(iii) An = An−1.
Proof. Condition (a) is straightforward from Lemma 1. Suppose that (i) A is J-
potent. Then, by Lemma 1, Ap = Jn for some p. Let spec(A) = (1, λ2, λ3, . . . , λn).
Then since spec(Ap) = (1, λp2 , . . . , λpn ) and spec(Ap) = spec(Jn) = (1, 0, . . . , 0),
it follows that λi = 0 for all i = 2, . . . , n, and the proof of (i) ⇒ (ii) is complete.
Suppose that spec(A) = (1, 0, . . . , 0). Then the characteristic polynomial of A
is χA(λ) = λn − λn−1, so that An = An−1 . Thus we see that (ii) ⇒ (iii). That
(iii) ⇒ (i) is a triviality. 
Corollary 3. The J-potency of a doubly stochastic J-potent matrix of order n is at
most n− 1.
3. The structure of J-potent matrices
In this section we determine the structure of J-potent matrices. We first deal with
those with fixed J-potency. In the sequel, for a matrix A ∈ Rm×k , let CS(A) denote
the column space of A and let A⊥ denote the orthogonal complement of CS(A) in
Rm.
From now on in this section, let n be a given fixed positive integer. For the n-
vector e of 1’s , let Mk(e⊥) denote the set of all n× k matrices all of whose columns
belong to e⊥. Note that, for x = (x1, . . . , xn)T ∈ Rn, x ∈ e⊥ if and only if x1 + x2 +
· · · + xn = 0.
We call A ∈ Rm×k a full rank matrix if rank(A) = min{m, k}.
Lemma 4. Let X ∈ Mn−1(e⊥) be of full rank and let S = [(1/√n)e,X]. Then S is
nonsingular. If S−1 = [v, Y ]T, then v = (1/√n)e, and Y ∈ Mn−1(e⊥). Moreover, Y
is the unique matrix in Mn−1(e⊥) satisfying the condition Y TX = In−1.
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Proof. Certainly S is nonsingular.
Note that X⊥ = 〈e〉, where 〈e〉 stands for the one-dimensional subspace of Rn
spanned by e. Since v ∈ X⊥, we see that v is a scalar multiple of e. From this and
from the fact that vT(1/
√
n)e = 1, we have v = (1/√n)e. Since Y T(1/√n)e = o,
we see that each column of Y belongs to e⊥ so that Y ∈ Mn−1(e⊥).
For the proof of the final statement, we certainly see that Y TX = In−1. Suppose
thatZ ∈ Mn−1(e⊥) satisfies thatZTX = In−1. Then [(1/√n)e, Z]T[(1/√n)e,X] =
In, so that [(1/√n)e, Z]T = S−1 = [(1/√n)e, Y ]T showing us that Z = Y . 
For a full rank matrixX ∈ Mn−1(e⊥), we denote the unique matrix Y ∈ Mn−1(e⊥)
satisfying Y TX = In−1 by X˜. For a positive integer p  n, let n,p denote the set of
all finite sequences α = (k1, . . . , kr) with the property that p = k1  · · ·  kr and
k1 + k2 + · · · + kr = n.
For example
5,2={(2, 2, 1), (2, 1, 1, 1)},
7,3={(3, 3, 1), (3, 2, 2), (3, 2, 1, 1), (3, 1, 1, 1, 1)}.
Let
n =
n⋃
p=1
n,p,
and N1 denote the 1 × 1 zero matrix and
Nk =
[
o Ik−1
0 oT
]
for k > 1. For α = (k1, k2, . . . , kr ) ∈ n, let Fα = Nk1 ⊕ · · · ⊕Nkr .
We are now ready to determine the set of all irreducible J-potent matrices. In the
following, for a full rank matrix X ∈ Mn−1(e⊥) and B ∈ R(n−1)×(n−1), let
U(X,B) = {ε ∈ R |O  Jn + εXBX˜T}.
Theorem 5. For an irreducible A ∈ n, the following conditions are equivalent:
(a) A is J-potent with J-potency p.
(b) A = Jn + εXFαX˜T for some full rank matrix X ∈ Mn−1(e⊥), α ∈ n−1,p and
ε ∈ U(X,Fα)\{0}.
(c) A = Jn + εXNX˜T for some full rank matrix X ∈ Mn−1(e⊥), and an (n− 1)×
(n− 1) nilpotent matrix N of nilpotency p, and ε ∈ U(X,N)\{0}.
Proof. Assume (a). Then by Theorem 2 the Jordan canonical form of A is of the
form
I1 ⊕Nk1 ⊕ · · · ⊕Nkr ,
where k1  · · ·  kr and k1 + · · · + kr = n− 1. Since the J-potency of A is p, it
follows that k1 = p and α = (k1, . . . , kr) ∈ n−1,p. Pick a nonsingular matrix S =
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[x1, . . . , xn] ∈ Rn×n such that S−1AS = I1 ⊕ Fα . Since x1 is an eigenvector of A
corresponding to the eigenvalue 1, we see that x1 is a scalar multiple of e. Let S be
chosen so that x1 = (1/√n)e. Since ATe = e and since each xi is an eigenvector of
A corresponding to the eigenvalue 0, we have eTxi = (ATe)Txi = eTAxi = 0 for all
i = 2, . . . , n. Thus xi ∈ e⊥, i = 2, . . . , n, and X = [x2, . . . , xn] ∈ Mn−1(e⊥). Since
X is a full rank matrix, there is a unique matrix X˜ ∈ Mn−1(e⊥) such that X˜TX =
In−1 by Lemma 3. We have S−1 = [(1/√n)e, X˜]T. Now
A=S(I1 ⊕ Fα)S−1
=
[
1√
n
e,X
]
(I1 ⊕ Fα)
[
1√
n
e, X˜
]T
=Jn +XFαX˜T,
proving the validity of (b).
The implication (b) ⇒ (c) is trivial.
To show that (c) ⇒ (a), suppose that A = Jn + εXNX˜T, whereX ∈ Mn−1(e⊥)
is of full rank, N is an (n− 1)× (n− 1) nilpotent matrix of nilpotency p and ε ∈
U(X,N)\{0}. Since X˜TX = In−1 and Np = O , we have Ap = Jn. Let k be a posi-
tive integer such that k < p. Then Nk /= O . From
Ak = Jn + εkXNkX˜T = εk
[
1√
n
e,X
] [
ε−k oT
o Nk
][
1√
n
eT
X˜T
]
we see that rank(Ak)  2 since ε /= 0, and hence that Ak /= Jn. Therefore the
J-potency of A is p, and (a) is proved. 
Let A ∈ n and let A1, . . . , Ar be the irreducible components of A. Then A is
J-potent if and only if Ai is J-potent for each i = 1, . . . , r . Moreover the J-potency
equals the maximum of the J-potencies of A1, . . . , Ar . Thus all the J-potent matrices
of specific J-potency can be obtained by using Theorem 4.
As an example, let us determine all the J-potent matrices of order 3.
Let A ∈ 3 be a J-potent matrix and let p be the J-potency of A. Then p  2 by
Corollary 3.
If p = 1, then A is permutation similar to one of the matrices J3, J2 ⊕ I1, I3.
Suppose that p = 2. Then A = J3 + εXN2X˜T, where X ∈ M2(e⊥)
N2 =
[
0 1
0 0
]
and ε /= 0 is such that 0  J3 + εXN2X˜T. Let X = [x1, x2] and X˜ = [y1, y2]. Then
XN2X˜T = x1yT2 . From X˜TX = I2, we have yT2 x1 = 0.
Let x1 = (x11, x21, x31)T.
Case (i): x11 /= 0. Let Z = (1/x11)X. Then Z is also a full rank matrix in M2(e⊥)
and Z˜ = x11X˜, so that ZN2Z˜T = XN2X˜T. Thus we may assume that x1 = (1, x,
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−x − 1)T. From yT2 x1 = 0 and yT2 e = 0, we may assume that y2 = (−2x − 1, x +
2, x − 1)T and A is of the form
J3 + ε
 −(2x + 1) x + 2 x − 1−x(2x + 1) x(x + 2) x(x − 1)
(x + 1)(2x + 1) −(x + 1)(x + 2) (x + 1)(1 − x)
 , x ∈ R.
If we take x = 0, for example, then ε should be taken so that − 16  ε < 0 or 0 <
ε  16 , and A is of the form
J3 + ε
−1 2 −10 0 0
1 −2 1
 =
 13 − ε 13 + 2ε 13 − ε1
3
1
3
1
3
1
3 + ε 13 − 2ε 13 + ε
 .
Case (ii): x11 = 0. In this case we may assume x21 = 1, x31 = −1. Then y2 =
(−2, 1, 1)T, and A is of the form
J3 + ε
 01
−1
 [−2, 1, 1] = J3 + ε
 0 0 0−2 1 1
2 −1 −1
 ,
where again − 16  ε < 0 or 0 < ε  16 .
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