In this paper, an uncertain discrete-time stochastic system is employed to represent a model for gene regulatory networks from time series data. A robust variance-constrained filtering problem is investigated for a gene expression model with stochastic disturbances and norm-bounded parameter uncertainties, where the stochastic perturbation is in the form of a scalar Gaussian white noise with constant variance and the parameter uncertainties enter both the system matrix and the output matrix. The purpose of the addressed robust filtering problem is to design a linear filter such that, for the admissible bounded uncertainties, the filtering error system is Schur stable and the individual error variance is less than a prespecified upper bound. By using the linear matrix inequality (LMI) technique, sufficient conditions are first derived for ensuring the desired filtering performance for the gene expression model. Then the filter gain is characterized in terms of the solution to a set of LMIs, which can easily be solved by using available software packages. A simulation example is exploited for a gene expression model in order to demonstrate the effectiveness of the proposed design procedures.
In the context of robust filtering, we like to employ an idea from constrained-variance filtering (CVF) theory, whose purpose is to design a filter such that the individual steadystate estimation error variance is not more than a prespecified upper bound. CVF theory was first proposed in [20] , and was then extended to the nonlinear case [21, 22] . Compared with the traditional Kalman filtering approach, CVF theory provides a more straightforward technique to meet the prespecified estimation error variance constraints. In [23, 24] , the problem of the H ∞ -norm and variance-constrained filter design has been studied for uncertain linear discrete-time observable stochastic systems, and the problem of robust filtering has been addressed in [25] for linear perturbed stochastic systems with bounded uncertainties. In the papers mentioned above, the Riccati-equation approach has been intensively used where some parameters need to be tuned in the algorithms. In this paper, a less conservative linear matrix inequality (LMI) method will be developed and no parameter tuning is needed.
This paper is concerned with the robust variance-constrained filtering problem for a discrete-time state-space gene expression model with stochastic disturbances and normbounded uncertainties. The stochastic perturbation is described by a scalar Gaussian white noise with constant variance. We are interested in designing a linear filter such that, for the admissible norm-bounded uncertainties and stochastic noise disturbance, the filtering error system is Schur stable and the individual error variance is less than a prespecified upper bound. By using the LMI technique, sufficient conditions are first derived to ensure the desired filtering performance for the gene expression model. Then, the filter gain is characterized in terms of the solution to a set of LMIs that can be easily solved by using available software packages. A simulation example, in which the main model parameters are borrowed from [15] , is exploited to demonstrate the effectiveness of the proposed design procedures.
Notation
In this paper, R n and R n×m denote, respectively, the n-dimensional Euclidean space and the set of all n × m real matrices. I denotes the identity matrix of compatible dimension. The notation X ≥ Y (respectively, X > Y ) where X and Y are symmetric matrices, means that X − Y is positive semi-definite (respectively, positive definite). M T represents the transpose of M. ( , F, {F k } k∈N , P) is a complete probability space with a filtration {F k } k∈N satisfying the usual conditions (i.e. the filtration contains all P -null sets and is right continuous). E{x} stands for the expectation of stochastic variable x. The shorthand diag{M 1 , . . . , M n } denotes a block diagonal matrix with diagonal blocks being the matrices M 1 , . . . , M n . In symmetric block matrices, the symbol * is used as an ellipsis for terms induced by symmetry. Matrices, if not explicitly stated, are assumed to have compatible dimensions.
Problem formulation
Consider the following discrete-time state-space description of a gene expression model with norm-bounded parameter uncertainties and stochastic disturbances:
where y(k) = [y 1 (k), . . . , y n (k)] T ∈ R n consists of the observation variables of the system and y i (k) (i = 1, . . . , n) represents the expression level of the ith gene at time k, where n is the number of genes in the model. The vector x(k) = [x 1 (k), . . . , x p (k)] T consists of the internal state variables of the system and x i (k) (i = 1, . . . , p) represents the expression value of the ith internal element at time k that directly regulates the gene expression, and p is the number of internal state variables. The matrix A = [a ij ] p×p ∈ R p×p is the time translation matrix of the internal state variables or the state transition matrix, which provides key information on the influences of the internal variables on each other. The matrix C = [c ki ] n×p ∈ R n×p is the transformation matrix between the observation variables and the internal state variables. ω(k) is assumed to be a scalar Gaussian white noise with constant variance α 2 > 0. B and D are constant matrices quantifying the intensity of the noise. (A)(k) and (C)(k) are time-variant uncertain norm-bounded matrices that represent parameter perturbations and are of the form
where F (k) is an uncertain time-varying matrix bounded by
and M 1 , M 2 and N are known constant matrices of appropriate dimension that specify how the elements of the nominal matrices A and C are affected by the uncertain perturbed parameters in F (k). A and C are said to be admissible if both (3) and (4) hold.
Remark 1 In the state-space model (1)-(2), without loss of generality, the internal state variables and observation variables are assumed to be perturbed by the same scalar Gaussian white noise through different weighted matrices. Such kinds of model have been studied by many researchers, see e.g. [23] [24] [25] . We wish to point out that the main results of this paper can be easily extended to the case where the state and output noises are different. Compared with the gene expression model identified in [15] , there are additive noises appearing in (1)-(2) that reflect the fact that stochasticity is an inherent feature of the gene expression time series, as discussed in the introduction.
The main aim of this paper is to estimate the internal variables through noisy measurement data in the presence of modelling errors. In this paper, the state estimation vector,x(k), satisfies the following linear filter of the form:
where the matrix K is a filter gain to be determined. The steady-state estimation error covariance is defined as
where e(k) := x(k) −x(k) denotes the error state. Then, the filtering error system is obtained as follows:
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where
Remark 2 A matrix is said to be Schur stable if all its eigenvalues lie within the unit circle in the complex plane. In the filter (5), the Schur stability of the matrix A is a prerequisite for the filtering error system to be mean-square stable. Since the filter (5) can't affect the state of the original system and x(k) is one part of ξ(k), the mean-square stability of x(k) is a necessary condition of the mean-square stability of ξ(k).
It is well known that, if the matrixĀ + Ā (k) is Schur stable for all admissible uncertainties, the steady-state covariance of system ( a ) defined by
exists and satisfies the following discrete-time Lyapunov equation:
The purpose of this paper is to study the robust variance-constrained filtering problem for the gene expression model ( ) presented with parameter uncertainties and stochastic disturbances. That is, design the filter gain K such that, for all admissible uncertainties A(k), C(k) and stochastic disturbances w(k), the following two requirements are simultaneously satisfied. 
where [P ] ii means the ith diagonal element of P , i.e. the steady-state variance of the ith state. σ 2 i (i = 1, 2, . . . , n) denote a prespecified steady-state estimation error variance constraint on the ith state that can be determined by the practical requirements but should not be less than the minimal variance value obtained from the traditional H 2 estimation theory.
Main results
First, let us give the following lemmas, which will be used in the proof of our main results. 
Before designing the desired robust variance-constrained filter, we present the following lemma. LEMMA 3.3 Consider the augmented system (8) . If there exists a positive definite matrix Q > 0 such that the matrix inequality
holds, then we have the following conclusions:
(i) the filtering matrixĀ + Ā remains Schur stable;
(ii) the steady-state error covariance P exists and satisfies P < Q 2 where Q 2 := [Q] 22 and [Q] 22 ∈ R n×n is the 22-subblock of Q. The proof of this lemma is similar to that for the results in [23] [24] [25] , and is thus omitted here.
In the following theorem, a robust variance-constrained filter is designed to estimate the internal state variables of gene expression model (1)-(2), and a sufficient condition is derived to guarantee the solvability of the problem. THEOREM 3.4 Consider the system (8) and let σ i > 0 (i = 1, . . . , n) be given scalars. If there exist two positive definite matrices X > 0 and Q 2 > 0, a matrix K and a scalar > 0 such that the linear matrix inequalities ⎡
hold, then, with the obtained filter parameter K, the system (8) is Schur stable and the steady- 1, 2, . . . , n) .
Proof We first discuss the Schur stability of the system (8) . From Lemma 3.3, it suffices to show that (14) is true. Set X = Q −1 1 . Pre-and post-multiplying (15) by diag(Q 1 , I, I, Q 1 , I, I, −1 ) and its transpose, we know that (15) 
Letting Q = (Q 1 , Q 2 ) and noticing the definitions ofĀ,B,M andN in (9), we can rewrite (17) as follows: 
which is, through being pre-and post-multiplied by diag(I, I, Q −1 ), equivalent to
So far, we have proved that < 0. By Lemma 3.2 and the definition of Ā , we know that
Obviously, we have < 0, and it follows again from Lemma 3.1 that < 0 if and only if
which is exactly (14) . To this end, we can conclude that (14) is true and, from Lemma 3.3, the system (8) is guaranteed to be Schur stable. The second conclusion [P ] ii ≤ σ 2 i follows immediately from (16) and the fact that P < Q. This completes the proof of this theorem.
Remark 1
The robust variance-constrained filter design problem is solved in Theorem 3.4 for the addressed linear uncertain discrete-time stochastic system. An LMI-based sufficient condition is derived for the existence of the desired filters, which ensures the asymptotic stability of the resulting filtering process and also guarantees the error precision (variance) to an acceptable degree. The feasibility of the filter design problem can be readily checked by the solvability of a set of LMIs, which can be done by resorting to the Matlab ® LMI toolbox. It should be mentioned that, in the past decade, LMIs have gained much attention for their computational tractability and usefulness in many areas because the so-called interior point method (see [26] ) has been proven to be numerically very efficient for solving the LMIs. In next section, an illustrative example will be provided to show the application potential of the proposed techniques in gene expression time series.
Illustrative examples
In [15] , a linear state-space system has been used to model the real-time gene expression time series data obtained from the publicly available microarray dataset CDC15. The system matrix A has been identified by the EM algorithm, and the matrix C can be easily obtained by the formula (4) of [15] . As discussed in the introduction, we believe it is necessary to include modelling errors and external stochastic noises in the system model so as to reflect the reality in a more proper way.
In this section, to illustrate the usefulness of the theory developed in previous sections, we present a simulation example for the gene expression model (1)-(2), where the main parameters (A and C) are identified in [15] and the uncertainties as well as noise intensity satisfy appropriate assumptions here. For the biological significance of the system states (internal variables), we refer the reader to [15] , where a thorough discussion can be found. Here, our attention is focused on the design of a robust variance-constrained filter for the model with stochastic disturbance and admissible bounded uncertainties.
The identified and assumed model data of (1)-(2) are as follows: the noise variance is α 2 = 0.25 and the upper bounds for the error variances are, respectively, σ 2 1 = 1.2, σ 2 2 = 1.17, 
Using the Matlab ® LMI control toolbox to solve the LMIs (15) and (16) Let the initial states x i (0) = 0.3 (i = 1, 2, . . . , 5) and F (k) = sin(k). The simulation results (trajectories of the internal variables and the estimation errors) are displayed in figures 1-10, which have confirmed our theoretical results. It is shown that the state estimate traces its real value very well in the presence of modelling errors and parameter uncertainties.
Conclusions
In this paper, a robust filtering problem has been investigated for a linear gene expression model with stochastic disturbance and bounded uncertainties. The stochastic perturbation is in the form of a scalar Gaussian white noise with constant variance. We have designed a robust filter such that, for the admissible norm-bounded uncertainties, the filtering error system is Schur stable and the error variances are less than prespecified upper bounds. By using the LMI technique, sufficient conditions have been derived for ensuring the desired performance of the gene expression model, and the filter gain can then be obtained directly by solving a set of linear matrix inequalities (LMIs). A simulation example, in which the main model parameters are obtained from [15] , has been exploited to demonstrate the effectiveness of the proposed design procedures.
