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The purpose of this note is to study the exponential stability for the linear 
retarded functional differential equation i(t) = 1” i (dq(B)] x(t - r(O)), where the 
delay function r(6) > 0 is continuous and n(e) is of bounded variation on the 
interval [-I, 01. It is shown that the spectral limit function for the equation above 
has a continuous dependence on the pair (n, r). The set of all functions of bounded 
variation n for which the equation above is exponentially stable for every delay 
function r, &he so-called region of stability globally in the delays, is a cone. 
Therefore for a fixed r, the set of all r] which make our equation exponentially 
stable, that is, the region of stability for the delay function r, contains a cone. A 
discussion of the characterization of these regions of stability, as well as of the 
largest cone contained in each region of stability for a fixed delay function r. is 
given. Some remarks are made with respect to a similar question for the equation 
i(t) = Ax(t) t J?, IC(f4] x(t - r(O)), w h ere A is a real n by n matrix, ~(8) is of 
bounded variation on I-1,0] and r(Q) as before. Several examples illustrate the 
results obtained. 
1. INTRODUCTION 
The objective of this paper is to study the stability of the linear retarded 
functional differential system 
(l-1) 
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where x(t) E IR”, r(0) is a nonnegative continuous function on [-1, 0) and 
~(0) is a matrix function of bounded variation on I-1, 01. 
Equation (1.1) for r(B) = -re (r > 0) and ~(0) = r(fJ/r) is the class of 
linear retarded functional differential equations considered in [4], 
i(t) = !‘O (d(8)] x(t + e). (1.2) --I 
Actually there is no gain in generality by including an arbitrary 
continuous r(0), but there might be some gain in convenience. A special case 
of this last equation occurs when v(8) is a piecewise constant function with a 
finite number of jump points. In this case the equation takes the form 
(1.3) 
where each Aj is a it by n matrix and each rj is a nonnegative real number. 
Recently there have been several papers concerning the stability of (1.3) 
based on the idea of studying stability as a function of the matrices 
(~o,A,,..., AJ and of the lags (ro, rl ,..., rp). See [l, 5, 71. 
To apply the same idea to Eq. (1.1) corresponds to a rather more general 
situation, since in respect to (1.2) lags and coefficients in (1.3) are all 
included in the function v(0). It turns out that many of the same arguments 
apply as well to (l.l), as we shall show in this paper. 
Considering the characteristic equation for (1.1) and taking the spectral 
limit function, we show in Section 2 its continuity in the pair of variables 
(q, r) for v and r in suitable metric spaces. This enables us to understand 
how the stability of (1.1) persists or not when we make r or r7 vary in a ray. 
We take the Banach space BV of all real matrix valued functions q of 
bounded variation on [-I, 0], with the norm 
where by St, I@(B)] we mean the total variation of q (see [9]). By C, we 
denote the subset of C( I-1, 01; IR) formed by all nonnegative functions r(B). 
In C, we introduce the metric given by IIrI( = ~up-,~~~~ ]r(e)]. 
For a given r E C, define the set S(r) of all v E BV such that (1.1) is 
exponentially stable. This is the so-called region of stability of (1.1) for the 
delay function r. Considering the set S = n,,,, S(r), we obtain the set of all 
q E BP’ for which (1.1) is exponentially stable globally in the delays. In 
Section 2 we discuss the characterization of these two sets. Moreover as S is 
a cone, we also discuss a characterization of the largest cone contained in 
each S(r). 
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In Section 3 we shall consider the characteristic equation for the retarded 
functional differential system 
i(t) = Ax(t) + i” Id/d(e)] x(t - r(e)), I , (1.4) 
where ,U E BV, r E C, and A is a real n by n matrix. Relations between (1.1) 
and (1.4) hold in the following way. Equation (1.4) for A = 0 is Eq. (1.1). 
Conversely if r(0) = 0, making in (1.1) r(e) = 6(19)A +,u(@, where s(e) is 
the Heaviside’s function restricted to the interval I-1,0], we obtain (1.4). 
The spectral limit function for Eq. (1.4), as a function of 
(A,~,r)ER”2~BV~C+, is also continuous, which makes it possible to 
verify properties of (1.4), identical to those for Eq. (1.1). Therefore each 
region of stability of (1.4) for a given delay dunction r, S,(r), is a subset of 
IR”* x BP’ and we can give a characterization of the region of stability 
globally in the delays, So = n,,, S,(r), which is not possible for Eq. (1.1). 
The conditions obtained for the characterization of the sets above often 
work in applications as sufficient conditions of stability, as we can see in the 
illustrative examples in Section 4. 
Finally, we introduce some notation. Given a subset D c c . we define 
Re D = {Re z: z E D}. For a real or complex matrix B, a(B) denotes its 
spectrum and p(B) its spectral radius. By I we mean the identity matrix in n 
dimensions. 
We shall often use inequalities of the form 
/J 
0 
h(e) h(e) 
-I 
G Jo I w)i I a(e)I G const 1.” l4(e)l 
-I -I 
for a bounded scalar function h. 
2. THE STABLE CONE AND REGIONS OF STABILITY 
The characteristic equation for (1.1) is 
F(z; % r> = 0, 
where F(z; q, r) = det[zl - j?, e-zr(e) &r(e)], 7 E B V and r E C, . 
For (Q r) E B V x C, we consider the set 
Z(?,l, r) = {z: F(z; y, r) = 0). 
(2.1) 
DEFINITION 2.1. Equation (2.1) is said to be stable for the pair (n, r) if 
there is a 6 > 0 such that ReZ(v, r) c (-co, - S]. 
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DEFINITION 2.2. Equation (2.1) is said to be stable globally in the 
delays for given v E BP’ if it is stable for the pair (r], r), for every delay 
function r E C, . 
DEFINITION 2.3. For fixed r E C, let S(r) be the set of all r E BV such 
that (2.1) is stable for (q, r). We call S(r) the region of stability relative to r 
of (2. I). The set S = n,.,,, S(r) is called the region of stability globally in 
the delays of (2.1). 
THEOREM 2.1. S is a cone. 
Proof One can easily see that for any (r E (0, co), 
z E Z(q, r) u z/n E Z(q, ar). (2.2) 
Then r E S implies ay E S for all a E (0, 00). 
Therefore it makes sense to look for the largest cone contained in each 
SO-). 
DEFINITION 2.4. For fixed rE C,, let K(r) be the set of all functions v 
in BV such that ay E S(r) for every a E (0, co). We call K(r) the stable cone 
of Eq. (2.1) with respect to the delay function r. 
It is clear that S c K(r). The converse is not necessarily true as we can 
understand through Example 4.1 in Section 4. 
LEMMA 2.1. For each (r,r)EBVx C,, the set Re Z(q, r) is bounded 
above and not empty. 
Proof: By the uniform convergence of the exponential series, we have 
where 
!’ 
0 
e pzr(o) dq(0) = e m,((-z)k/k!), 
-I k=O 
mk= 
I .y, lr(@l” dr1(@ 
k = 0, 1, 2 ,... , 
Since Irn,i < Ilrllkir(0) - 7(-l)/, k = 0, 1, 2,..., the series converges 
absolutely and uniformly for z in any bounded region. Therefore its sum is 
an entire function of z. Moreover, F(z; Q, r) is then an entire function of z 
since it is a finite sum of terms involving powers of z and functions of the 
type 
I 
0 
e +r(8)dqij(t3), (r(e) = (vij(e)), i, ./’ = I,..., n, Vi,i E BV). 
-1 
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Next we show that F(z; q, r) has zeros in the finite complex plane, that is, 
the set Z(q, r) is never empty. It will suffice to illustrate the method of proof 
for the case when I and ~(0) are 2 by 2 matrices. 
If ~(0) = (vii(B)), i,j= 1, 2, we have 
0 
F(z; ?f, r) = zz -2 
I 
fczrte) d(7&,(B) + q**(e)) 
-I 
and the following inequalities hold: 
I~(z;rl,~)l~lz12+lzl~+B, for Rez > 0, 
< lz12 + lz/ ,-Rem/j +,-2Rez//rlIg, for Re z < 0, 
(2.3a) 
for z # 0, Re z ,< 0, 
for z # 0, Re z > 0, 
where A = 11~~~ + 122ll and B = llvL211 lo12111 + llvI1ll IIv~~II~ 
For each function vii, we have 
/I 
0 
e -r(e) dvij(e) 
-1 
G 1: , e - Re zr(e) I dqjj(e)l 
G II ‘lijll for Rez > 0, 
< eCReriirllIIqijll for Rez < 0. 
Then for any real R 
As each function #ij(z) = (] qij]] e- ‘ll’ll has order one if ]] r]] # 0, ]] vii]] # 0, 
and order zero if ]]r]] = 0 or (]rij]] = 0 (cf. [6]), we conclude that each 
function vii(z) = J”Y I eCZr(@ dtjij(e) is an entire function of order wij < 1. 
Thus F(z; r, r) has an order o(v, r) < 1 (every polynomial has order zero; 
the product of an entire function of order cc) by a polynomial has order o; 
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the product of two entire functions has an order which does not exceed the 
larger order of those functions; the sum of two entire functions has an order 
which does not exceed the larger order of those functions). 
Thus by Hadamard’s theorem (cf. [6, p. 338]), assuming that F(z; q, r) 
has no zeros, we have that F(z; q, r) = eaz+b for some complex numbers a 
and b. 
Assume a # 0 and take z = iy with y+ +co. Then ]eaz+b] = leb] e-lmoJ’. 
Therefore by (2.3a) and for y > 0 
1 = IF(iy; q, r)l/lebl ec’may < I y* + yA +Bl/lebl ec’maY. 
If Im a < 0, this last term tends to zero as y--t +co and we obtain an 
absurdity. Similarly, taking z = -iy, y + +co, we also conclude that it 
cannot be that Im a > 0. Thus Im a = 0 and a is then a real number. 
By the same arguments, taking z = x, x + +co, x real, we conclude that a 
cannot be positive. However, assuming a < 0, if we make ]z I + $00 with 
Re z > 0, we see that 
IF(z; rf, r)l= lenztbj =eaRez . lebl < /ebl. 
On the other hand, using (2.3b) we see that in this case ]F(z; u, r)] -+ +co. 
We obtain again a contradiction. 
Thus necessarily a = 0, which means that F(z; q, v) is a constant function. 
This is absurd since when ]z] + +co, Re z > 0, ]F(s; v, Y)I --) +co. 
Hence F(z; q, r) has zeros in the finite complex plane and Z(r], r) # 0. 
Suppose now that there exists a sequence {zk} such that F(z,; q, r) = 0 
and Re zk+ fco as k + co. This clearly contradicts the inequality (2.3b). 
(The generalization to the nth order case is clear.) 
Moreover there exists a real number /3 such that F(z; v, r) # 0 for 
Re z > p, and this completes the proof of the lemma. 
Then the following 
./Iv, r> = sup Re Z(rl, r) 
is a well-defined function for each pair (q, r) E BV x C, . 
Remark 2.1. We shall use often the property that F(z; n, r) = 0 implies 
IzI< /“,ee”‘B’d~(/3) 1 <e-Rezl’ri’IIq(I if Re z < 0, 
G Ilrlll if Re z > 0. (2.4) 
This follows from the fact that F(z; q, r) = 0 also means that z belongs to the 
spectrum of the matrix I”, eP zr(‘) dq(8). As an immediate consequence of 
this inequality, we have that if F(z,; qk, rk) = 0 for bounded sequences {rk}, 
(rk), and if {zk} is such that j3 < Re zk for a real p, then {zk} is also bounded. 
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Now we want to show that f(r,r, r) is a continuous function from B V x C, 
to [R. We have further, 
LEMMA 2.2. f is a continuous function of (v, r) for (Q r) E BV x C, . 
Moreover for each (v, r) there is a zO E Z(r, r) such that Re z0 = f (q, r). The 
relation 
f Carl, r) = af Cry ar> (2.5) 
holds for every a E (0, a). 
ProoJ The third part of the lemma is an immediate consequence of 
relation (2.2). For the second part, we have f(q, r) = sup Re D, where 
D = (z E Z(q, r): f(v, r) - 1 < Re z}. Using (2.4) we see that D is bounded 
and since F(z; q, r), an analytic function, cannot have a finite accumulation 
point of zeros, there exists a z0 such that F(z, ; n, r) = 0 and Re z0 = f (q, r). 
In order to show the continuity off we need first to prove that if { nk ) and 
( rk) are sequences converging to 7 in B V and to r in C, , as k + 03, then the 
sequence of entire functions {F(z; $, rk)} converges to F(z; v, r) uniformly 
for z in compact sets, when k + CO. 
Supposing ~(0) = (v,(e)), ~~(8) = (r;(B)), i, j= l,..., n, k = 1, 2 ,..., the 
elements of each one of the matrices 
1 0 
epzrk(‘) dyk(8), 
f 
’ epzr(‘) dy(O), k = 1, 2,..., 
-1 -1 
are, respectively, 
u”,(z) = 1” e-zrk(e) dvb(B), 
-I 
aij(z) = 11 l eezr(‘) dy,(f3). 
Therefore the difference F(z; qk, rk) - F(z; q, r) is a finite sum of terms like 
where q is a nonnegative integer, and it will be enough to show that for 
i, j = I,..., n, at(z) + aij(z) as k + co, uniformly for z in compact sets. This 
implies also that each a”,(z) is uniformly bounded when k-t co, for z in 
compact sets. We have 
1 Q;(Z) - aij(z)l Q ,(, 1 CZrK(8) - eprr(@ 1 (dr;(Q 
+,f” e -Rerr(o) ld(vs(e) - Vij(e))) 
-I 
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and obviously the second integral on the right vanishes when k- 03, for z in 
a compact set. By the mean value theorem 
le- 
zrk(tv _ e-rr(e) _ I-141rk(CWe- Rezlr~~~+P~~~~lr~~~~--r(B~Il 
where -1 < pk(0) < 1, k = 1, 2 ,.... Thus for BE I-1, 01, Iz/ GM, k= 1, 2 ,..., 
it is -Re zlr(B) + pk(f3) /r”(e) - r(B)I] < ,8, for some real constant /I, and 
i” lepzrk(e) - eCzr(‘)I pr;(e)l <Me” IIrk -r/l Ilt,7kll. 
I 
This tends to zero as k- a~. Hence {F(z; vk, rk)) converges to F(z; v, Y) as 
k --$ co, uniformly for z in compact sets. 
We will prove the continuity off showing that f is both lower and upper 
semicontinuous. Let then { (vk, rk)) be a sequence converging to (q, r) in 
BV X C, , as k + co, and assume lim infk4, f(vk, r”) < f(q, r). Therefore for 
some c > 0 and some subsequence ( (nk’, rk’)} we have f(v, Y) - E > 
f (Vk’Y rk’). By definition of f(q, Y) there is a sequence (zm} such that 
F(z,; 17, r) = 0 and Re z, -f(q, Y), as m --$ 03. Since F(z; vk, rk) converges 
to F(z; II, r) uniformly for z in compact sets, by Hurwitz’s theorem each z, 
is the limit of a sequence (zkAj}, as j+ ~13, such that F(z,, ; rkL, rkh/) = 0, 
where f(lr ) -eaTRe{jqkAj, r”ii)} is a subsequence of {G”‘, r”‘)}. Then 
,r 6, k;, for every m and j. Since Re zkAi+ Re z, as j-+ co, we 
obtain f(q, r) - E > Re z, for every m, which is contradictory. Thus 
f(q, r) < lim infk+,f(qk, rk), that is,fis lower semicontinuous. 
Now assume that lim supkim f(vk, r”) > f(q, r). Then for some E > 0 and 
some subsequence ((rk’, r”‘)} we have f(v”‘, r”‘) >f(q, r) + E. As we have 
already shown, there exists a sequence (zk,) such that F(z,,; qk’, yk’) = 0, 
Re zk, =f(rk’, rk’). Since Re zk, is bounded below by f(q, r) + E, by Remark 
2.1 we have that (zk,} is bounded. Therefore each one of its sublimits z. will 
verify F(z,; v, r) = 0 and Re z. >f(q, r) + E which is absurd. Thus 
lim s”Pk+m f(v”? rk> < f(% r, and f is upper semicontinuous. Then the 
continuity off has been established. 
COROLLARY 2.1. For giuen r E C, , S(r) is an open set. 
Proof: Since S(r) = {q E BV: f(v, r) < O), by the continuity of f we 
conclude the stated result. 
LEMMA 2.3. For any real or complex matrix B, let 
u(B) = max Re a(B), 
p(B) = max{\zl: z E o(B)}. 
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v and p are continuous functions of B and v(aB) = au(B) for every 
a E [O, co). 
Proof Using identical arguments as in Lemma 2.2, we can prove the 
continuity of v and p. Since for a > 0, o(aB) = au(B), we obtain v(aB) = 
au(B). 
THEOREM 2.2. Given r E C, , assume that 
(i) Re cz(s”, dq(8)) = Re o(rl(O) - ~(-1)) = (-co, 0). 
Then there exists a a,, > 0 such that the equation 
F(z; aq, r) = det 
[ J 
0 
zl - a e~““e)d~(0) = 0 
-1 1 
is stable for all a E (0, a,). In other words, av E S(r) for a E (0, a,). 
Pro05 We first note that the map from z to j?1 e-zr(e) dq(B) is a 
continuous function at z = 0. For, by the mean value theorem 
le- zr(e) - II= /zJ Ir(O)l eCRezp(‘) < /zI (Irll e-Rer4(z), 
where 0 < p(0) < r(0) and 
P(z) = Ilrll if Re z < 0, 
=o if Re z > 0, 
then 
< Izl llrll e-Rez4(r) IIrlIL Ii 
0 
I ‘e-rr(e) 
- 11 W@ 
and this tends to zero as z -+ 0. 
Using Lemma 2.3, let for a > 0 and 
/ .O 
I z complex 
V(z, a) = v a 
t J 
e-zr(e) dy(B) = aV(z, 1). 
-I i 
Since z w V(z, 1) is continuous at z = 0 and by hypothesis V(0, 1) < 0, 
there will be some E > 0 such that V(z, 1) < 0 for IzI ,< E. 
Let a0 = min( 1, s/J’? 1 I da(e)l}. Suppose that for some a E (0, a,) and 
some z0 such that F(z, ; all, r) = 0 we have Re z. > 0, that is, V(z,, a) > 0. 
Using (2.4) we obtain lzo/ Q E. Hence V(zo, 1) < 0 and V(z,, a) < 0. This is 
a contradiction which shows that f(av, r) < 0 for all a E (0, a,), and 
completes the proof. 
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Remark 2.2. A simpler proof of this theorem can be given. In fact 
condition (i) is equivalent to f(q, 0) < 0. Then by the continuity in the 
variable r, for some a, > 0 it will be f(q, ar) < 0 for all a E [0, aU). Thus 
using (2.5) we have f(av, r) < 0 for all a E (0, a,). 
Using (2.5) we can easily see that the theorem is equivalent to the 
following 
COROLLARY 2.2. Given r E C,, assume condition (i). Then there exists 
a a0 > 0 such that the equation 
0 
emrar(‘) dy(B) = 0 
-I 1 
is stable for all a E (0, a,,). That is, v E S(ar)for a E [0, aO). 
Now we are able to give the following characterization of the set S. This 
extends a result in [5]. 
THEOREM 2.3. rlESifandonlyif 
(9 Re 4tlP) - ~(-1)) = (-co, 01, 
(ii) det [ iyl - s”, A(0) dq(e)] # 0 f or every real y # 0 and every 
AE C([-1, O];r), h w ere r denotes the unit circle in the complex plane. 
Prooj Suppose q E S. Then v E S(0) and so Re Z(q, 0) = Reu(r(0) - 
~(-1)) c (-co, 0). That is, (i) is verified. If (ii) is not satisfied at y # 0 and 
1 E C( [-1, 01; r), choose p: [-1, 0] -+ IR continuous such that L(e) = ePi4(” 
and yp(0) >O, 9~ I-1, O]. With r(0) =&Q/y we have r E C, and 
F(iy; II, r) = 0 which is contradictory. 
Conversely if (i) and (ii) hold and q & S then for some r E C, it follows 
that S(q, r) > 0. Applying Theorem 2.2 there exists a a0 > 0 such that 
f(av, r) < 0 for a E (0, a,). Using (2.5), by continuity there will be a a* > 0 
such that f(r, a*r) = 0. Thus for same real y we have F(iy; 7, a*r) = 0. If 
y # 0 we obtain a contradiction of (ii) for 1(19) = ePiya*“(‘). If y = 0, (i) is 
contradicted. 
THEOREM 2.4. Let r E C, be given. Suppose that 
0) Re 4rl(O> - C-1)) = (--co, O>, 
(iii) F(iy; aq, r) # Ofor every real y # 0 and every a E (0, 00). 
Then q belongs to the stable cone K(r). That is, arl E S(r) for all a E (0, co). 
ProoJ By hypothesis (i), f(aq, r) < 0 for all a E (0, a,,), by Theorem 2.2. 
Suppose r] & K(r). Then for some a’ E (0, 03), f(a’r, r) > 0, and by 
continuity f(a*r], r) = 0 for some a* E (0, 00). Thus there exists a real y 
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such that F(iy; a*~, r) = 0. If y # 0 we contradict (iii). If y = 0, then zero is 
in the spectrum of J”“, &(B), which contradicts (i). 
The following corollary gives a condition for stability as the delay ~$0) 
increases to infinity, with r E C, fixed. 
COROLLARY 2.3. Let r E C, be given. The equation 
L J 
.O 
F(z; q, ar) = det zl- ePzn’(‘) dy(B) = 0 
-1 I 
is stable for any a E (0, oo), provided (i) and (iii) hold. 
Proof Using (2.5), the above conclusion is equivalent to saying that 
v E K(r). 
THEOREM 2.5. Let r E C, be given. Suppose 
(0 Re 40) - C-1)) c (--co, O>, 
(iv) F(iy; a~, r) # Ofor every real y # 0 and all a E (0, 1 ]. 
Then q belongs to the region of stability S(r). 
Prooj As before, supposing q 6? S(r), that is, f(v, r) > 0, it will be 
F(iy; a*~, r) = 0 for some a* E (0, 1] and some real y. If y # 0, this 
contradicts (iv). If y = 0, (i) is contradicted. 
Now we will discuss under what circumstances the converses of 
Theorems 2.4 and 2.5 may hold. For that we use the following. 
DEFINITION 2.5. A subset D of a vector space is said to be star-shaped if 
dED+adED for all a E (0, 11. 
THEOREM 2.6. Let r E C, be given. If 
0-U MO> - rl(-1)) = m 
then (i) and (iii) are necessary conditions in order that r be in the stable 
cone K(r). 
Under (H), conditions (i) and (iv) are necessary conditions of stability if 
and only if the region of stability S(r) is star-shaped. 
Assuming that 
’ (H’) u e~““e’dy(8) c R for every real x > 0, 
-1 
if r E S(r) then necessarily o(v(O) - ~(-1)) c (-co, 0). 
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Prooj Assume r E K(r). Independently of (H), (iii) is necessarily 
verified. To show (i) note that since f(r, ar) = (l/a)f(aq, r) < 0 for all 
a E (0, co), by continuity, f(q, 0) < 0. The equality means F(iy; q, 0) = 0 for 
some real y. If y # 0 we contradict (H) and y = 0 implies that r 65 S(r), 
which is absurd. Hence f(r, 0) < 0, that is, (i). 
Let U(r) denote the set of all functions r E B V verifying conditions (i) and 
(iv). Clearly U(r) is a star-shaped set and then if U(r) = S(r), S(r) will be 
star-shaped. Conversely assume S(r) star-shaped and r] E S(r). Then 
necessarily (iv) is verified. Suppose f(q, 0) > 0. The equality cannot happen 
as we have already seen. On the other hand, f(v, 0) > 0 implies f(aq, r) = 
aj(q, ar) = 0 for some a E (0, l), since f(v, r) < 0. Therefore for some real 
.Y, F(iy; crv, r) = 0. If y # 0, (iv) is not verified and we have already seen that 
impossibility. If y = 0 then a~ 6Z S(r), which is in contradiction with the 
star-shapedness of S(r). Hence f(v, 0) < 0. 
For the last part of the theorem, assume 7 E S(r) and consider the 
function V(x) = o(j”O, em x~“) drl(19)) for x > 0 real. By Lemma 2.3, V is 
continuous and applying (2.4) we have / V(x)1 < Ilvll.’ Suppose V(0) > 0. 
Then there exists an e > 0 such that V(x) > 0 for 0 <x < F, and since V is 
bounded thus V has at least one fixed point x0 > 0, which by (H’) is the 
largest value in the spectrum of 
This implies F(x,; v, r) = 0 which contradicts that v E S(r). Since V(0) = 0 
also contradicts that v E S(r), there remains only V(0) < 0, that is, (i). 
Remark 2.3. This theorem generalizes similar results in 17) for scalar 
differential-difference equations, which always satisfy (H) and (H’). 
THEOREM 2.7. Let r E C, be given. Suppose that 
6) Re MO) - I?(- 1)) = (--co, 0). 
Then there exists a maximal a > 0 such that for all a E (0, a) the equation 
F(z; av, r) = 0 (2.6) 
is stable, or in other words the equation 
W = 1” [da(@l(ax(t - r(e)) (2.7) 
-1 
is exponentially stable. If a < co, then for a = a the latter system has a 
nontrivial periodic solution. 
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Proof: Let #(a) = f(av, r) for a > 0. Using Theorem 2.2 and the 
continuity of 4, there is a maximal positive number a such that #(a) < 0 for 
a E (0, a). On this interval (2.6) is stable. 
Note that if q belongs to the stable cone K(r) of (2.6) for a = 1, then 
a=oo. 
If a ( co, by the maximality of a and the continuity of 4, we have 
tj(a)=O. So (2.6) is unstable for a = u. Moreover for some real y,, 
F(iy,; a~, r) = 0. Since F(0; au, r) = 0 contradicts (i), if follows that y, # 0. 
Thus (2.7) has a nontrivial periodic solution for a = a, of period 27r/] yO]. 
[ 1, Theorem 3.11 we Using (2.5) and the theorem, as a generalization of 
have 
COROLLARY 2.4. Let r E C, be given and assume 
maximal a > 0 such that for all a E [0, a) the equation 
(i). Then there is a 
F(z; q, ar) = 0 
is stable, that is, the equation 
(2.8) 
i(t) = lo [dq(e)] x(t - ar(0)) 
-I 
(2.9) 
is exponentially stable. If a < co, then for a = a, system (2.9) has a 
nontrivial periodic solution. 
We remark that the theorem and corollary are equivalent propositions. 
3. SOME REMARKS ON EQUATION (1.4) 
Now let’s consider the equation 
det [z1-A -iI, e-““’ dp(B)] =O, (3.1) 
whereAEIR”‘,pEBVandrEC+. 
If r(0) = 0 this equation is a particular case of (2.1) for ~(0) = 
6(13)4 + p(0), where d(8) is the Heaviside’s function restricted to [-I, 01. We 
can therefore deduce 
THEOREM 3.1. Let r E C, be such that r(0) = 0 and (A,,u) E R”2 X BV. 
Consider 
(i) Re o(r,r(O) - ~(-1)) = Re a@ + ~(0) - ~(-1)) c (--a~, O), 
(v> Re 44) c (--oo,O), 
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(vi) p((iyZ - aA)-’ jY1 e -iyr(e) d(ap(6’))) < 1 for every real y # 0 and 
all a E (0, co), 
(vii) p((iyZ - aA)-’ j?, e -iyr(e) d(ap(0))) < 1 for every real y # 0 and 
all a E (0, 11. 
For ~(0) = s(0) A + p(e), if (i), (v) and (vi) hold, then YI E K(r). rf (i), (v) 
and (vii) hold, then r~ E S(r), that is, (3.1), is stable. Zf in particular 
r(0) = -rtY with r > 0, then under (i), (v) and 
(viii) p((iyZ - A)-’ J? , ei4’ dp(B)) < 1 for every real y # 0 and every 
real /3, 
(3.1) is stable for every r > 0. 
Proof. Assume (i) and (v). Using Lemma 2.3 by (v) each aA has no 
spectrum on the imaginaty axis and then (iyZ - aA)-’ exists for all 
a E (0, co) and every real y. Since 
F(iy; a~, r) = det(iyZ - UA) 
.det Z-(iyZ-aA)-‘~~,eC’“‘“‘d(a,~(8))] 
I 
hence (v) and (vi) imply (iii), and (v) and (vii) imply (iv). For the last part 
of the theorem, if for some real r > 0, f(q, r) > 0, then as before, 
F(iy; v, a*r) = 0 for some real y and some a* > 0. Then 
det 
I 
z- (@--A)-’ I:, eiyn*r’ dp(B)] = 0 
and if y = 0 we contradict (i). If y # 0, (viii) is contradicted. Hence (3.1) is 
stable when r(e) = -re for all r 2 0. 
We can look to Eq. (3.1) not as a particular case of (2.1). Therefore with 
,4~IR”*,~~EBVandrEC+,ifwewrite 
F,(z;A,,~,r)=det 
I 
zZ-A -Jo e-z”R’dp(B)], 
-1 
a similar theory to that in Section 2 can be given for Eq. (3.1), with identical 
proofs. Considering 
Z,(A, A r) = {z: FOG; A, iu, r> = 01 
the region of stability of (3.1) for a given r E C, is defined by 
S,(r) = {(A,p) E R”* X BV: Re Z,(A,,& r) c (--co, -61, for some 6 > 0). 
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The region of stability globally in the delays, S, = n,,,, S,(r), is in the 
same way a cone in IR”’ x BV, so we can also define the stable cone of (3.1) 
for a given r E C,, 
K,(r) = ((A,p) E R”’ x BV: (aA, ap) E S,(r) for all a E (0, co)}. 
A result corresponding to Lemma 2.1 holds. The function 
is continuous in (A,,u. r) E F?“’ x BV x C, and each S,(r) is an open set. 
The relationf,(aA, a,~, r) = af,(A,p, ar) is satisfied for a E (0, co). Therefore 
a similar result to Theorem 2.2 is true if we assume 
(i,,) Re 44 +,@) -,+l)) = (-co, 0) 
instead of (i). To Theorems 2.3, 2.4, 2.5 and Corollaries 2.2, 2.3 correspond 
analogous propositions if instead of (i), (ii), (iii) and (iv) we use, respec- 
tively, (i,), 
(iiO) det [iyl - A - !?, A(8) &(B) 1 # 0 for every real 4’ # 0 and every 
2 E q-1, 01; 0, 
(iii,) F,(iy; aA, ap, r) # 0 for every real JJ # 0 and all a E (0, co). and 
(ivJ F,(iy; aA, ap, r) # 0 for every y # 0 and all a E (0, 11. 
A similar discussion to the one made in Theorem 2.6 is available if we 
consider 
U-4,) 44 +,W -Cl)) = H, 
(HA) a(A + J’? 1 e-xrce) Q(O)) c R for every x E iii + 
instead of (H) and (H’), respectively. Assertions corresponding to 
Theorem 2.7 and Corollary 2.4 still hold. 
Identical to Theorem 3.1 we have 
THEOREM 3.2. Let r E C, be given andfor (A,,u) E Rn2 x BV consider 
(id Re 44 + ~(0) -iu(-1)) = (-00, O), 
(v) Reu(A)c(-a,% 
(vi) p((iyZ- aA)-’ JY, epiyrce) d(ap(8))) < 1 for every real y # 0 and 
a E (0, co>, 
(vii) p((iyI - aA-’ J” 1 e-iyr(e) d(ap(8))) < 1 for every real y # 0 and 
a E (0, 11. 
If (i,), (v) and (vi) hold, then (A, ,u) E K,(r). If (i,), (v) and (vii) hold, then 
(A, P> E S,(r). 
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Remark 3.1. With (A, p) E IR”* x BP’ take r(e) = 6(8)A + ~(0). Note 
that if r(0) =O, rE C,, then (A,,u) E K,(r) implies v E K(r) and 
(A, ,u) E S,(r) implies rl E S(r). 
Moreover we have the following result with respect to S,. 
THEOREM 3.3. Let A E F?“‘, r E C, , and p E BV be non-atomic at zero. 
Then (A, p) E S, if and only if 
6,) Re u(A + ~(0) -4-l 1) c (--co, 01, 
(v) Re a(A) = (--oo,O), 
(ix) p((iyZ- A)-’ .f!, A(0) dp(B)) < 1 
for every realyf0 and every IE C([-l,O];r). 
Proof: Since under (v), det[iyZ -A - s”, A(0) dp(Q] = 0 if and only if 
det [I - (iyl -A)- ’ I’?, n(0) dp(B)] = 0, assuming (ix) we have (iiO) 
satisfied. Hence (i,), (v) and (ix) imply (A,p) E S,. 
Now assume (A, ,u) E S,. Then taking r = 0 we obtain (i,), and (ii,,) holds 
by the analogue of Theorem 2.3. In order to prove (v), suppose that there 
exists a z0 E a(A) such that Re z0 > 0. Let first Re z0 > 6 > 0. Taking 
rk(0) = r,B with rk 2 0, rk + +a~ as k+ co, for any 0 < s < 1 one has 
IIS; err@ dp(B) + 0 as k + co, uniformly for z in B(z,, E), since the sequence 
{e ‘@} converges to zero uniformly for 0 in any interval [-1, -s] and z in 
B(z,, E). On the other hand, since p is nonatomic at zero, there exists a 
nonnegative continuous, nondecreasing function 6 such that 
!I 0 6(O) = 0, ezrko Q(0) < 6(s) . sup e(ReZ)rkB < 6(s), 
which implies that lim,Il+ j? 
-S<O<O 
s ezrxe dp(B) = 0 uniformly for z in B(z,, E) and 
all rk. Hence J? I ezr ’ k dp(B) tends to zero as k + co, uniformly for z in 
W,, ~1, and F,(z; A, ,u, r”) = det[zl- A - ST, eirkO dp(0)] converges to 
det [zl- A] uniformly for z in B(z,, E). 
Therefore by Hurwitz’s theorem there will be a sequence {zk} converging 
to z. such that F,(z, ; A, p, rk) = 0, which is absurd since for k large enough 
Re zk > 0 and (A, ,B) E So(rk) for all k. Thus it cannot be that Re z. > 0. 
Assume now that z. E o(A) and z. = iyo for y, real. Note that 
j’? 1 dp(B) # 0. If not, then F,(iy,; A,,u, 0) = 0 and (A,p) would not be in So. 
Without lost of generality we can assume that iyo is the largest modulus 
eigenvalue of A in the imaginary axis and that y, > 0. 
Denote B(y)= (iyl-A)-’ J”‘?, dp(B). Since lim,,,,,Idet[iyl--A]1 = +oo, 
we can see using the formula of the inverse matrix that 
lim ha;l,timj(f;-A)-ll =a Th ere ore f since p(B(y))< I(yZ-A)--’ . /lplI we 
y-cc P@(Y)) = 0. 
409196 ‘2 14 
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Let z~(Y),..., z,(y) be the n characteristic roots of the matrix Z?(y). The 
characteristic polynomial is det[zZ - B(y)] = (z - z,(y)) .a. (z - z,(y)) and 
for z = 1 we have 
Idet[~-C9ll=I1 --zO)l ... 11 -z,(~)l 
G (1 + IZ,(YN ‘** (1 + lZ,(YN 
< [1 +PP(Y))l”- 
Therefore if p(B( y)) is bounded as y --f yz, since for y > y, 
F,(iy;A,p,O)=det[iyZ-A] .det[Z-B(y)] 
and det[iyZ--A]+0 as y-y:, we obtain F,,(iy, ; A, ,D, 0) = 0 which 
contradicts that (A, ,u) E S, . Hence lim,,,$ p@(y)) = +co. Thus by the 
continuity of the spectral radius pointed out in Lemma 2.3, there exists a 
y* # 0 such that p(B( y*)) = 1. Then for some real ,Z?, 
e@(iy*Z - A) -/I’ C(H)] 
-1 
I 
0 
=e eci4 dp(B) = 0 
-I I 
and with n(0) = eei4 for all 8~ [-I, 0] we obtain a contradiction of (iio). 
Hence Re o(A) c (--00,O). 
It remains to show (ix). Suppose that for some real y, # 0 and 
some J. E C([-l,O]; Z), it is p((iy,Z--A)-’ ,I?, n(e) dp(e)) 2 1. As 
IQ,,+, p((iyZ - A)-’ (‘? I n(0) c&(B)) = 0, there will be a y* # 0 such that 
p((iy*Z - A))’ j? 1 k(8) &(8)) = 1, which as before contradicts (ii,). 
4. EXAMPLES 
In this section we collect some examples to illustrate the above results. 
EXAMPLE 4.1. Consider the scalar equation 
i(t) = U,X(Z) + Q, 10, X(C - r(e)) de, (4.1) 
where a,, a, are real constants and r E C, . 
The characteristic equation of (4.1) is 
1 
0 
Z-uo-u, e -zr(e) &I = 0. 
-1 
(4.2) 
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With respect to Eq. (2.1) we have ~(0) = a,,&@ + a, 0 and to Eq. (3.1) it 
is A = a, and ~(0) = a, 8 which is non-atomic at zero. 
When the delay function r(B) is --A, 19 E [-1, 01, r > 0, since r(0) = 0, 
Eqs. (2.1) and (3.1) are equivalent. In this case make r = 1. 
Now condition (i) is equivalent to a0 + a, < 0. Condition (H) is satisfied. 
Condition (iii) is that 
-& a,++P) 
lY [ I 
+; 
for every real y # 0 and all a E (0, co). 
Since 
+ 
L 
u,f$(l -ePiy) 
I 
a,(1 -cos y) . sin y 
Y2 
-L u,+u,- 
Y i ) Y ’ 
condition (iii) means that either -a, y # a, sin y for every real y # 0 or 
u 1 (1 - cos y,) > 0 for every real y, # 0 such that -a, y, = a, sin y, . Then 
PROPOSITION 4.1. q E K( 1) if and only if one of the following conditions 
is su tisfied: 
(a.1) a,>O, ~,+a, CO, 
(b.1) a, < 0, a, + (I, cos r < 0, where r is the only solution in (71, 3x/2) 
of the equation < cos c = sin& 
Proof: If a, = 0 then a, < 0 and -a, y # 0 for every real y # 0. For 
a, # 0 in order to have -u,, y/u, # sin y for every real y # 0, it is necessary 
and sufficient that either aJar < -1 or --a,,/~, < cos r, where < is the only 
solution in (z, 3n/2) of the equation sin < = < cos <. In fact, when -uO/ul < 1 
the only way that -u,Ja, y # sin y is that the straight line (-u,/u,)y stay 
below the straight line tangent to the curve sin y that passes through the 
origin. 
If a, > 0, -Q/U, < cos r is inconsistent with a, + a, < 0, and this last 
condition guarantees ~,/a, < -1. Since a, < 0 and a, + a, < 0 imply 
-uJu, < 1, in that case -a, y/u, # sin y if and only if -~,,/a, < cos [, 
where r is as above. 
Let now y, be such that -a, y, = a, sin y,. In order to have 
a ,( 1 - cos y,) > 0 necessarily a, # 0 and 1 - cos y, > 0. So it will be 
-u,y,=u,siny,andu,(l-cosy,)>Oifandonlyifu,>Oanda,,#0. 
This is included in (a.1). 
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As sufftcient conditions for stability we have (by Theorem 2.5) 
PROPOSITION 4.2. If one of the following conditions holds, 
(a.11 a,>O, ~,+a, CO, 
(b.1) a, < 0, a, + a, cos < < 0, where {E (n, 3x/2) is the on/y solution 
of sin < = r cos <, 
(c.1) a, + a, < 0 and -a,(1 -cos y) < y* for all y#O such that 
a, + u,(sin y/y) = 0, 
then r E S(1). 
Considering the special case in which a, = 0, the inequality a, + a, < 0 
means a, < 0. Then a, sin y/y = 0 if and only if y = kn, k = f 1, *2 ,... . 
Thus we can see that for any a, < 0, n(0) = a, 8 is never in the stable cone 
K(1). Condition (c.1) reduces to -2u, < (2k + 1)*x2 for k = 0, l,... . Clearly 
this is satisfied if and only if a, > -7r*/2. 
Condition (ix) is 
for every real y # 0 and every ,I E C([-1, 01; I-). This is equivalent to 
1 a, l/l iy - a, I < 1 for every real y # 0. Thus by Theorem 3.3 we get 
PROPOSITION 4.3. Equation (4.1) is exponentially stable for every 
r E C, if and only if either 
(a.1) u,>O,u,+u,~O,or 
(d.1) a, <a, < 0. 
EXAMPLE 4.2. Consider the scalar equation 
i(t) = j” x(t + 8) dv(@). 
-1 
(4.3 > 
With respect to Eq. (1.1) it is r(B) = -0, BE I-1, O]. Now u(j:, dq(8)) = 
{q(O) - q(-1)} is certainly real. Therefore by Theorem 2.6, conditions (i) 
and (iii) are necessary and suffkient in order that q belong to K(r). 
Condition (iii) is 
iy - a J^ O eiye dq(B) # 0 -1 
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for every real y # 0 and all (r E (0, co). Expressing this in a different way, we 
have the following result (cf. 171). 
PROPOSITION 4.4. In order that 
be exponentially stable for all a E (0, 03), it is necessary and sufjcient that 
(a.21 0) < Cl>, 
(b.2) (l/iy) j?, eiye dq(0) is either not real or is real and less than or 
equal to zero for every real y # 0. 
Equation (4.3) is exponentially stable provided (a.2) and 
(c.2) for every real y # 0, (l/iy) j? 1 eiye dy(8) is either not real or is 
real and less than or equal to one. 
Let us consider the special case in which v](B) = -yp(Q, where y > 0 and 
~(0) is nondecreasing with ~(0) = 1, ,u(-1) = 0. Then ~(0) - ~(-1) = -y and 
If 1 yl< 742, then cos y0 > 0 for 19 E I-1,0] and the imaginary part 
cannot be zero. On the other hand, if 1 y / > 71/2 then 
and this is less than one provided y < 7r/2. Thus 0 < y < 742 is a sufficient 
condition for the exponential stability of the equation 
i(t) = -y f0 x(t + e) dp(B). 
u-1 
This result was proved by Walther [IO]. In [ 11 1, Walther also showed 
that if 
I .O 1 sir& dp(B) > l/n -1 
then for all suffkiently large y there is a root with positive real part. Hadeler 
in [3] gave an extension of this theorem. These results are important in 
establishing the existence of periodic solutions of certain nonlinear functional 
differential equations. 
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It should also be mentioned that Stech [8], by use of the argument prin- 
ciple, proved that a sufficient condition for stability is 
1 
0 
e dy(B) > -l/y. -1 
EXAMPLE 4.3. Consider the equation 
G(L; T, T,) = A - [c(e-1(7+rl) - 1) - bx’] 
- cbx°C’(epTA - 1) = 0, 
(4.5) 
where T, T,, c, b are positive constants, b > c > 0 and x0 = (b - c)/ 
@Cl + CT)). 
This equation was encountered by Busenberg and Cooke [ 2] in the 
stability analysis of a model for vector-borne epidemics. The model contains 
two time delays, T and T, . Since the equation is difficult to analyse, we only 
derive here a sufficient condition for stability. Let us first normalize by 
setting A(T + T,) = z. Then the equation becomes 
F(z,q,r)=z-(T+T,)[c(ep’-l)-bx’] 
- cbx’(T+ T,)2z-‘[e-7-z/(T-tT1) - l] = 0. (4.6) 
Choose ~(0) so that 
(1) 7 has a jump of (T+ T,)c at 8=-l, 
(2) r has a jump of -(T + T,)(c + bx’) at B = 0, 
(3) r is constant on (-1, -T/(T+ T,)] and equal to cbx’T(T+ T,), 
(4) ~(0) = -cbx’(T + T,)28 on (-T/(T + T,), 0). 
Then with r(0) = -0, BE 1-1, 01, (4.6) can be written as 
F(z; q, r) = z - 1” eze dv(e) = 0. 
-1 
Now 
0 
dy(B) = r](O) - ~(-1) = -cbx’T(T + T,) - (T + T,)bx’ < 0. 
--I 
Thus condition (i) of Theorem 2.5 is satisfied. Note that if c > b > 0 we do 
not have stability since (H’) is satisfied and then (i) is a necessary condition 
of stability. Condition (iv) is satisfied provided 
iy - a(T + T,)[c(eCiY - 1) - bx’] 
- acbx’(T + T1)2(iy)-‘[e-iyT’(T+TI) - l] # 0 
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for every real y # 0 and all a E (0, 11. This can be written as 
;(T+ T,)[c(e’Y- 1)-bx”] 
+ GY)’ 
1 cbxo(~+ T,)2[e-iyrl(T+7‘d - I]#+ 
for every real y # 0 and all a E (0, 11. Therefore it suffices to show that the 
quantity on the left is either not real or is real and less than one, for all 
y > 0. Let the real and imaginary parts be H and J. Then 
(T+ T*)-‘.I= - 
c(cos y- 1)-b.? 
+ 
cbxO(T+ T,) sin QJ 
Y Y2 c i T+ T, 
c(cos y- 1)-bxO 1+ c(T + T,) y sin &31. 
The minimum value of u -’ sin u for u > 0 occurs for u close to 3x/2, and 
the value is close to -2/3x and is certainly greater than -2/9. Therefore 
1 + (c/y)(T + T,) sin(Ty/(T + T,)) > 1 - 2cT/9. 
This is positive provided that CT < 9/2. Since cos y - 1 < 0, it follows that 
J # 0. Consequently CT < 9/2 is sufficient in order that all zeros of F(z; V, Y) 
or of G(A; T, T,) have negative real parts. In fact, by Theorem 2.4 it is a 
sufficient condition in order that q be in the stable cone K(r) for 
F(z; q, r) = 0. 
The actual stability region can be determined numerically by tracing out 
the locus G(iy; T, T,) = 0 with y treated as a parameter. 
The next example will illustrate our technique for a.system of equations. 
EXAMPLE 4.4. Consider the system 
i,(t) = ax,(t) + j;, +(r - r(e)> &,(O 
(4.7) 
i2(t) = ax,(t) + j”, x,(t - r(@) &2(Q)3 
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where r E C, , a is a real constant and ~~(0) =p2(0) = 0. We can write the 
system as 
a(t) = Ax(t) + !‘I’ [d/l(B)] x(t - r(e)), 
-1 
where 
and 
p(e) = ,a ye, i P,(e) 2 0 ) 
is non-atomic at zero. 
We have 
A + lo d/i(B) = A -P(-1) = (, ;+ 
I 2 
“‘;-‘)j 
and (i,) is verfied if and only if a < 0 and p,(-1)p2(-1) < u2. 
Condition (v) means a < 0. Moreover for 1 E C( [ - 1,O 1; r) 
[iyl- A] -’ 1” L(8) &L(B) 
-I 
and (ix) is equivalent to 
iJ 
.o 
-1 
44&,(@ lo ~(@h2(Q < a2 
II -I 
for every A E C([-l,O]; r). 
Then from Theorem 3.3 we have 
PROPOSITION 4.5. Zf a < O,p,(-l)p,(-1) < a2 and 
then the system (4.7) is exponentially stable for all r E C, . 
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Continuing the discussion of (4.7), take now r(0) = -rB, t9E [-I, 01, 
r > 0. We have in this case for ~(0) = a( + P(B), 
I’ 
0 
F(iy; ay, r) = (iy - cm)’ - a2 
-I 
eiyrO dp,(O) .Jo, eiyrO dp,(O). 
On separating real and imaginary parts in the equation F(iy; a~, r) = 0, we 
obtain 
y2 = a2[d - (BC -DE)], 
-2ya = a(CD + BE), 
(4.8) 
where B = l”, cosyr0&,(0), C = j!, cosy&&,(@), D = .I“?, sinyrBdp,(Q, 
and E = j?, sin yr0 dp,(B). 
Then the following proposition follows from Theorem 2.5. 
PROPOSITION 4.6. Zf a < 0, ,LL,(-l),~,(--1) < a2 and Eqs. (4.8) are not 
both satisfiedfor every real y > 0 and all a E (0, 11, then rl is in the region of 
stabilityof(4.7)forr(B)=-r8,8E [-l,Ol,r>O. 
For example, assume that ,u, and ,u, are both either increasing or 
decreasing. In both situations if 0 < yr < 7r/2 we have CD + BE < 0 and 
since a < 0, -2ya # a(CD + BE) for all a > 0. On the other hand, suppose 
yr > 7r/2. Since /BEI, ICD/, IBCI, IDE1 are all less or equal to p,(-l)p,(-1). 
hence under the condition ~~(-1) ~~(-1) < 1 a 1 zc/2r the second equation in 
(4.8) cannot be satisfied for all a E (0, 1 I. If a2 + 2,~~,(-1),~~(-1) < z2/4r2 
the first equation is not satisfied for all a E (0, 11. In particular, since 
,u,(-1)p2(-1) < u2, if 3’12 Ial < z/2r then both equations are not satisfied. 
Thus we have shown 
PROPOSITION 4.7. If p, , ,u2 are both either increasing or decreasing and 
p,(O) =,u2(0) = 0, then the system (4.7) for r(0) = -rO, BE I-1, 01, r > 0 is 
stable provided a < 0, ,u,(-l),u2(-1) < a2 and one of the following conditions 
is fulfilled: 
,+-1)P,(--1) < lal +!r, a2 + 2p,(-l)p2(-1) < rc2/4r’, 3’12 IaI < n/2r. 
Considering the particular case where ,u, , ,uz are step functions we may 
write (4.7) in the form 
i,(t) = ax,(t) + C aix2(t - r(O,,)), ,?, 
i2(t) = ax,(t) + c- b,x,(t - r(0j2)), 
,r, 
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Bi, , Bj, E [- 1, 01, i = l,..., m and j = l,..., p. Thus by Proposition 4.5, if 
a < 0, Cy!“=l ai. Cpzl bj < a*, JJr=, Jail . Q’=l /bjl < a2 then the system is 
exponentially stable for all r E C, . If r(oil) = -rBi,, r(t9,,) = -dj2 for r > 0 
then by Proposition 4.7, if a < 0, all a, and bj have the same sign and 
CyElai*C4=Ibj< min{a*, Ial n/2r, 7r2/2r2 - a*/2}, the system is exponen- 
tially stable. The same happens if a < 0 and 3 “* 1 a 1 < n/21. 
ACKNOWLEDGMENTS 
The first author is grateful to the Lefschetz Center, Brown University, and to the National 
Science Foundation for providing partial support during the preparation of this report, and to 
the Mathematics Institute, University of Warwick, for its hospitality. The second author 
wishes to extend thanks to Professor Jack Hale for the helpful correspondence with him, and 
to the “Istituto Matematico U. Dini,” Florence, for its hospitality. 
REFERENCES 
1. R. DATKO, A procedure for determination of the exponential stability of certain 
differential-difference equations, Quart. App. Math. 36 (1978), 279-292. 
2. S. N. BUSENBERG AND K. L. COOKE, The effect of integral conditions in certain equations 
modelling epidemics and population growth, J. Math. Biul. 10 (1980), 13-32. 
3. K. P. HADELER, On the stability of the stationary state of a population growth equation 
with time-lag, J. Math. Biol. 3 (1976), 197-201. 
4. J. K. HALE, “Theory of Functional Differential Equations,” Applied Math. Sci. Vol. 3, 
Springer-Verlag, Berlin/New York, 1977. 
5. P. TSEN, “Asymptotic Stability for a class of Functional Differential Equations of 
Neutral Type,” Ph. D. Dissertation, Brown University, Providence, R.I., 1978. 
6. S. SAKS AND A. ZYGMUND, “Analytic Functions,” Elsevier, Amsterdam/New York, 1971. 
7. R. A. SILKOWSKI, “Star-shaped Regions of Stability in Hereditary Systems,” Ph. D. 
dissertation, Brown University, R. I., Providence, 1976. 
8. H. W. STECH, The effect of time lags on the stability of the equilibrium state of 
population growth equations, J. Math. Biol. 5 (1978), 115-120. 
9. A. E. TAYLOR, “Introduction to Functional Analysis,” Wiley, New York, 1958. 
IO. H. 0. WALTHER, Asymptotic stability for some functional differential equations, Proc. 
Roy. Sot. Edinburgh Sect. A 14 (1974/1975), 253-255. 
11. H. 0. WALTHER, On a transcendental equation in the stability analysis of a population 
growth model, J. Math. Biol. 3 (1976), 187-195. 
