We present an exact simulation algorithm for the stationary distribution of the customer delay D for first-in-first-out (FIFO) M/G/c queues in which ρ = λ/µ < 1. We assume that the service time distribution G(x) = P(S ≤ x), x ≥ 0 (with mean 0 < E(S) = 1/µ < ∞), and its corresponding equilibrium distribution G e (x) = µ x 0 P(S > y) dy are such that samples of them can be simulated. We further assume that G has a finite second moment. Our method involves the general method of dominated coupling from the past (DCFTP) and we use the single-server M/G/1 queue operating under the processor sharing discipline as an upper bound. Our algorithm yields the stationary distribution of the entire Kiefer-Wolfowitz workload process, the first coordinate of which is D. Extensions of the method to handle simulating generalized Jackson networks in stationarity are also remarked upon.
Introduction
Consider a stable first-in-first-out (FIFO) M/G/c queue (c ≥ 2) with arrival rate λ, Poisson arrival times {t n : n ≥ 1}, in which the independent and identically distributed (i.i.d.) service times {S n } are distributed as G(x) = P(S ≤ x), x ≥ 0, with tail denoted byḠ(x) = 1 − G(x), and finite mean E(S) = 1/µ.
Let V (t) = (V (1, t), V (2, t), . . . , V (c, t)), t ≥ 0, denote the Kiefer-Wolfowitz workload vector (see, for example, Chapter 12 of [1]).
At arrival epochs t n with i.i.d. interarrival times T n = t n − t n−1 (t 0 := 0), the vector W n = V (t n −) satisfies the recursion W n = R(W n−1 + S n e − T n f ) + , n≥ 1, Let π denote this stationary distribution. Our objective in the present paper is to provide a simulation algorithm for sampling exactly from π. Our method involves using an upper bound that can be simulated in reverse time in the spirit of a general dominated-coupling-from-the-past method (DCFTP method), as found, for example, in Definition 3 and Algorithm 4 of [4] . Such methods build upon the original coupling-from-the-past method (CFTP method) as introduced in [6] . (See also the introduction to perfect sampling in Chapter 4, Section 8 of [2] .)
The upper bound
We will assume that ρ < 1; the system is super stable. (We will also assume that E(S 2 ) < ∞ for reasons explained later.) Under the ρ < 1 condition, the corresponding single-server FIFO M/G/1 model is also stable, and, as is well known (we include a proof only for completeness) serves as a sample path upper bound for the workload. 
Proof. The work at time t is equal to the work that has arrived by time t minus the work processed by time t. The amount of work to arrive by time t,
where N(t) is the number of arrivals by time t, is the same for both queues. But the rate at which the work is processed is 1 for the single-server queue, and between 1 and c for the c-server queue; hence, (1.2) holds.
Using the upper bound
If we were to start off with both the c-server and the single-server models empty at time t = −∞ while feeding them exactly the same input, then both would have their stationary distributions at time 0 (via Loynes' lemma-see [5, Lemma 1] ) and their workloads would be ordered at all times owing to Proposition 1.1. Moreover, if we walk backwards in time from the origin, and detect the first time −τ ≤ 0 at which the single-server model is empty, then, from Proposition 1.1, the c-server model would be empty as well. We could then construct a sample of V (0) (having the stationary distribution π ) by starting off empty at time −τ and using recursion (1.1) forwards in time from time −τ to 0. We now proceed to show how to accomplish this.
The algorithm
From the Pollaczek-Khintchine formula we know that the stationary workload for the M/G/1 queue can be written in distribution as
where the {Y j } are i.i.d. as the equilibrium distribution of service, with cumulative distribution function given by
and, independently, Q has a geometric distribution,
The workload for a single-server queue is invariant under changes of work-conserving disciplines, so here we will use processor sharing (PS) (see, for example, Section 5.7.3 of [7] ). The point is that {V 1 (t)} has exactly the same sample paths under PS as it does under FIFO. Letting Q(t) denote the number of customers in the system, and Y 1 (t), . . . , Y Q(t) (t) denote the corresponding remaining service times, it is known that the stationary distribution of the PS M/G/1 queue, as t → ∞, is of the form (Q, Y 1 , . . . , Y Q ) , (1.4) where the Q and the {Y j } are as in (1.3) . Actually, the Y j (t) can be modeled as either the age of the service times in service, or the remaining service times, and in either case
forms a Markov process (where we usually assume that the Y j (t) are in ascending order). If we assume that they are the remaining service times then it is also known that if the system is initially distributed as in ( 1.4 The point here is that unlike the FIFO model, we can easily simulate the time reversal of the PS model, since it is yet again the same kind of queue, and we will use this fact as follows. If τ > 0 after stopping the simulation then let t 1 , . . . , t k and S 1 , . . . , S k respectively denote the k ≥ 1 recorded departure times (in order of departure) and the associated service times that occurred up to time τ (with t k = τ being the last such departure time). Define the interdeparture times T i = t i − t i−1 , 0 ≤ i ≤ k, with t 0 = 0.
We view this as simulating the time reversal of the original PS model from time 0, into the past until time t = −τ . In particular, owing to the discussion in Section 1. 
We assume that E(S 2 ) < ∞ to ensure that E(τ ) < ∞: τ (conditional on τ > 0) has the stationary excess distribution of a busy period B for the M/G/1 queue; thus, E(τ ) = ρ E(B 2 )/2 E(B), and it is well known that E(B 2 ) < ∞ if and only if E(S 2 ) < ∞. (So if E(S 2 ) = ∞ then although the algorithm still works, the expected length of time to completion is infinite.) Remark 1.1. To simulate from the stationary distribution in (1.4) , we first generate the geometric Q and then we assume that we can simulate from G e so as to generate Q i.i.d. such copies of the Y j . We actually need to simulate from the stationary spread distribution (having tail P(H > x) = µxḠ(x) +Ḡ e (x)), or, equivalently, from the joint stationary distribution of age (A) and excess (E) given by P(A > x, E > y) =Ḡ e (x + y); H = A + E has the stationary spread distribution. This is because the Q customers at time 0 have service times distributed as H (not G) and we need to take that into account. If we directly simulate a copy H having the stationary spread distribution then by independently generating a U uniform over The point is that we will need, initially, the spread and age of each service time at time 0. After that, to simulate new arrivals, we will need only i.i.d. copies of S ∼ G and i.i.d. copies of T ∼ exp(λ). We keep a record of each new customer's generated service time so that when this customer departs, we know their service time. (1), i 1 , . . . , S(l), i l ) denote the service times and route of a customer, we define S = l i=1 S(i) as a 'service time' for the single-server PS model; we require the harsh condition that ρ = λ E(S) < 1 to ensure stability of the PS model. Then the total work is sample path bounded above by the PS model. Remark 1.3. Clearly, it is of interest to allow 1 ≤ ρ < c, and still obtain an exact simulation algorithm in the same spirit as was done here for ρ < 1. As a 'first try', we might use, as an upper bound, the PS random assignment (RA) M/G/c, in which each server has its own PS queue, and arrivals are randomly assigned to a queue (probability 1/c to each). For then, each server is an independent PS M/G/1 queue, the time reversal is the same kind of model, and so on. However, the RA model does not serve as a sample path upper bound for the FIFO M/G/c as in Proposition 1.1; counterexamples exist (see [1, pp. 342-344] and [8] ). (It does serve as a stochastic upper bound for each fixed time t.) The author is currently working on this for a future paper.
