Contextual features during recognition of facial affect are assumed to modulate the temporal course of emotional face processing. Here, we simultaneously presented colored backgrounds during valence categorizations of facial expressions. Subjects incidentally learned to perceive negative, neutral and positive expressions within a specific colored context. Subsequently, subjects made fast valence judgments while presented with the same face-color-combinations as in the first run (congruent trials) or with different facecolor-combinations (incongruent trials). Incongruent trials induced significantly increased response latencies and significantly decreased performance accuracy. Contextual incongruent information during processing of neutral expressions modulated the P1 and the early posterior negativity (EPN) both localized in occipitotemporal areas. Contextual congruent information during emotional face perception revealed an emotionrelated modulation of the P1 for positive expressions and of the N170 and the EPN for negative expressions. Highest amplitude of the N170 was found for negative expressions in a negatively associated context and the N170 amplitude varied with the amount of overall negative information. Incongruent trials with negative expressions elicited a parietal negativity which was localized to superior parietal cortex and which most likely represents a posterior manifestation of the N450 as an indicator of conflict processing. A sustained activation of the late LPP over parietal cortex for all incongruent trials might reflect enhanced engagement with facial expression during task conditions of contextual interference. In conclusion, whereas early components seem to be sensitive to the emotional valence of facial expression in specific contexts, late components seem to subserve interference resolution during emotional face processing.
Introduction
The fast decoding of facial expressions is supposed to subserve adaptive social and situational behavior (Carretie and Iglesias, 1995; Schupp et al., 2004; Williams et al., 2006) . The processing of emotional expressions compared to neutral expressions should gain priority in processing which is actually evident during different temporal stages of face processing. Early event-related potential (ERP) components within 200 ms post-stimulus are assumed to detect salient facial stimuli and imply a coarse analysis of these facial expressions in a first stage. Negative expressions, such as fear and anger, have been shown to affect the occipital P1 (Batty and Taylor, 2003; Eger et al., 2003) which might specifically reflect spatially directed attention toward negative faces (Pourtois et al., 2004) . Negative expressions also affected the occipito-temporal N170, a prominent negative deflection between 140 and 200 ms involved in configural encoding of faces (Ashley et al., 2004; Caharel et al., 2005; Williams et al., 2006; Blau et al., 2007) . Both rapid modulatory effects on the P1 as well as on the N170 point to a sensitivity of early ERP components to emotional expressions.
Subsequently, cognitive decoding of facial expressions might take place in a second stage beyond 200 ms (Streit et al., 2000; Schupp et al., 2004) . For example, negative expressions showed an enhanced posterior negativity between 200 and 300 ms known as »early posterior negativity« (EPN; see Schupp et al., 2004) which has been associated with more strategic decoding of facial expressions (Schupp et al., 2004) . Schacht and Sommer (2009) reported an EPN-like scalp topography for happy facial expressions which already evolved at 150 ms post-stimulus and which might indicate a faster decoding of happy compared to negative expressions.
Finally, more complex and elaborated recognition of facial affect starts approximately 350 ms post-stimulus as indicated by a broad and gradually right-lateralized parietal positivity evolving beyond 400 ms post-stimulus. This sustained partial positivity was found for negative facial expressions (Schutter et al., 2004; Schacht and Sommer, 2009 ), but also for negative verbal material (Schacht and Sommer, 2009 ) and seems to be significantly reduced in subjects with face processing deficits, such as schizophrenic patients (Johnston et al., 2005) . This parietal positivity is often labeled »late positive potential« (LPP) and it is assumed to reflect enhanced encoding of and engagement with negative compared to neutral expressions (see Schupp et al., 2004; Schutter et al., 2004) .
Therefore, facial expressions can modulate different ERP components, but especially the modulatory effects of facial expressions on early components, such as the P1 or N170 (Batty and Taylor, 2003; Eger et al., 2003; Ashley et al., 2004; Caharel et al., 2005; Williams et al., 2006; Blau et al., 2007) , provide evidence that facial expressions as salient stimuli can be differentiated from neutral expressions within early stages of visual processing.
This salience of different facial expression, however, might get attenuated when we perceive these emotional face expressions in a broader environmental context. In everyday life facial expressions generally are not perceived in isolation but embedded in specific social situations. These situations often might be of a specific affective quality which is usually emotionally congruent to the facial expression and might contain important emotional information for a proper decoding of facial expressions. For instance, meeting a smiling person in a situation of a birthday celebration will give the impression of an emotional coherence of the entire social situation whereas meeting the same smiling person within a tragic situation may seriously disturb the perception of this facial expression. Thus, contextual information and stimulus features during the perception and categorization of facial expressions might modulate the evaluation of emotional facial expressions. Recently, it has been shown that taskirrelevant emotional information can bias the valence judgment of facial expressions toward this task-irrelevant information (e.g., Meeren et al., 2005) , in particular when facial expression contains some emotional ambiguity (Kim et al., 2004) . In the latter case, we might indeed search for valid and precise emotional information in the temporal and spatial context surrounding the task-relevant facial expression.
As reviewed above, there is a growing body of evidence for modulatory effects of facial expressions on ERP components of different latency and topography, but the influence of contextual emotional information on the processing of facial affect is scarcely investigated. Recent studies point to rapid contextual modulations on the processing of facial affect as reflected by modulations of early posterior ERP components. Righart and de Gelder (2006) reported a modulation of the N170 amplitude by additionally introducing complex emotional background scenes during the presentation of fearful and neutral facial expressions. Highest amplitudes of the N170 were found for fearful faces in a fearful context. Therefore, the amplitude of the N170 might probably reflect the intensified negativity of fearful expressions presented in a negative context. Apart from modulatory effects on the N170 one study found even early modulatory effects on the visual P1 component. Meeren and colleagues (2005) presented fearful and neutral expressions within the context of emotional body postures. In this study, the P1 was sensitive to an emotional incongruence between facial affect and emotional body language.
The studies by Righart and de Gelder (2006) and by Meeren and colleagues (2005) provide evidence of an early contextual modulation during the first stage of facial affect detection. However, little is known about contextual modulatory effects on later and more cognitive stages of facial affect recognition. One ERP study provides evidence for late modulatory effects of task-irrelevant emotional information on the processing of task-relevant emotional stimuli. Using emotional words, Schirmer and Kotz (2003) found female listeners to show an enhanced N450 when judging the emotional valence of words spoken with an incongruent emotional prosody. This N450 effect showed a broad centro-parietal distribution similar to the LPP but with reversed polarity. The LPP is assumed to reflect sustained attention to facial expressions (Schupp et al., 2004; Schutter et al., 2004; Schacht and Sommer, 2009 ) whereas the N450 in the study by Schirmer and Kotz (2003) was interpreted as representing selective attentional control. Both processes, sustained attention as indicated by the LPP and selective attentional control as indicated by the N450, might temporally coincide and might be topographically superimposed by the presentation of emotional expressions in incongruent emotional contexts. This superposition has already been described for a standard Stroop paradigm (Liotti et al., 2000) .
The aim of the present study was to investigate modulatory influences of contextual emotional information on forced-choice categorizations of negative, neutral and positive expressions. We investigated both early and late modulatory effects of contextual information on the processing of facial expressions during early extrastriate (P1, N170), mid-latency (EPN) and late parietal processing stages (LPP). Furthermore, unlike recent studies which used primary emotional stimulus features such as scenes (Righart and de Gelder, 2006) or body postures (Meeren et al., 2005) , we combined facial expressions with background colors as additional low-level stimulus feature which conveys implicit and arbitrary emotional information due to a recently learned association. This implicit emotional association procedure was chosen because everyday environments often contain stimulus features which are not of primary emotional quality but rather signal a secondary learned emotional association due to former experience. Finally, we decided to include happy facial expressions since there are only few studies which investigated contextual influences on the processing of positive facial expressions (e.g., Fenske and Eastwood, 2003) . Positive facial expressions have been shown to be categorized faster and more accurate than other facial expressions (Leppänen and Hietanen, 2004) . Furthermore, positive facial expressions seem to primarily affect mid-latency stages beyond 200 ms post-stimulus located at temporo-parietal (Williams et al., 2006) or midline scalp regions (Carretie and Iglesias, 1995) . This faster decoding of positive expressions is also indicated by significantly earlier EPN-like scalp voltmap topography (Schacht and Sommer, 2009 ) as usually seen with negative expressions (Schupp et al., 2004; Schutter et al., 2004) . Therefore, we expected that contextual interference during the processing of positive expressions might be attenuated due to their processing efficiency and ERP effects might be restricted to mid-latency components during an intensified cognitive decoding of positive expressions.
Materials and methods

Participants
Twenty-three healthy female students recruited from Bremen University campus participated in this study. All participants were right-handed (according to Oldfield, 1971) , and had normal or corrected to normal vision as well as normal color vision (examined with Ishihara color-tables; Ishihara, 1974) . Participants were screened for a neurological or psychiatric history and excluded from further examination in case of incidents reported during their life history. Three participants had to be discarded from further analyses because of poor behavioral performance (error rates above chance, n = 2) or because of exceedingly high artifact affection of EEG data (n = 1). The final sample consisted of 20 subjects (mean age 22.40 years, SD 2.08, age range 20-26 years). All participants gave informed and written consent for participation in accordance with ethic and data security guidelines of the University of Bremen. The study was approved by the local ethical committee.
Stimuli and experimental task 2.2.1. Stimuli
The stimuli were based on pictures of faces with fearful (negative), happy (positive) and neutral expressions which were pictographically reduced to black-and-white colors (see Fig. 1 ). We only used facial pictures which were appropriately classified for at least 50% in a fouralternative categorization in a previous evaluation study including 73 participants (unpublished diploma thesis, Weitzel, 2006, University of Bremen) . In this evaluation study four different emotional expressions, namely fearful, angry, happy and neutral expressions, had to be categorized according to their emotional valence in a four alternative forced-choice classification task. The inclusion threshold of 50% correct classifications was double the chance and was expected to be sufficient for an appropriate stimulus selection. We introduced 45 faces (23 female and 22 male faces) for each the negative, neutral and positive emotional face category. Fifteen pictures of each face category were used for the first experimental run and 30 pictures were used in the second experimental run (see below for further details). Faces of each emotional category were combined with a specific background color (see Fig. 1 ). We used background colors which have been related to a specific emotional association or »color emotion« similar to the facial expressions in order to facilitate the process of association learning (e.g., Ou et al., 2004) . »Color emotion« thereby refers to qualitative aspects of colors which mimic the arousal and valence properties of basic emotions. For example, the red background color (Lab 84, 121, 121;  according to the CIELAB color space) which was simultaneously presented with negative facial expressions (fear) is described as color with high »color activity« and »color heat« (high arousal) as well as high »color weight« (negative valence). Neutral expressions were systematically combined with a blue (Lab 84, 20, and positive expressions with a yellow background color (Lab 84, 1, 127) . Participants did not know that the background colors had any relevance on its own for the experimental task.
Stimuli were presented using Presentation®-Software (Neurobehavioral Systems; https://nbs.neuro-bs.com) on a computer screen (refresh rate 60 Hz). Subjects were seated in a moderately darkened room with a viewing distance of approximately 60 cm to the screen. Pictures subtended horizontal and vertically 11°of the visual angle. In the first run pictures were presented slightly above the middle of the screen and the scales for judging the emotional expression were presented beneath the pictures (1.5°distance, font »Arial« on black background, horizontal 19°and vertical 1°). In the second experimental run pictures were presented in the center of the screen.
Trials and sequence
Pictures in the first experimental run were presented in a pseudorandomized order with blocks of 7-8 pictures displaying a specific emotional valence. We used 15 pictures for each of the three emotional categories. Each trial started with a fixation point (0.4°× 0.4°) displayed for 1000 +/− 100 ms which signaled the participants that the next facial picture will be presented in order to avoid eye motion artifacts. Participants were asked to rate the facial expression with regard to its valence (»negative«, »neutral«, »posi-tive«). The valence scale appeared underneath the face with each icon assigned to a response button on a keyboard. Both faces and the scale disappeared after button press or after 5000 ms without any response. A blank black screen was displayed during an ISI of 2250 ms between trials. After 45 pictures we introduced a short 30 s break. All 45 pictures were presented a second time but with a different order of presentation to reinforce the emotional association of the background colors. Subjects could take their own time for the ratings but they were encouraged to perform as quickly and intuitively as possible without too much deliberation. The aim of this first run was to associate the background color with the emotional valence of the facial expression.
For the second experimental run we used 30 pictures of each emotional category. In 360 trials -referred to as congruent trials -we used the same emotion-color-combination as in the first experimental run. In another 180 trials we changed the background color (30 pictures per each of the two remaining background colors), thus resulting in a different emotion-color-combination (incongruent trials).
The second run started with nine practice trials to allow accommodation to the new task condition. Participants were asked to make fast, but still accurate forced-choice-reactions for each presented face with regard to its emotional valence (right hand on the keyboard: »negative« -index finger, »neutral« -middle finger and »positive« -ring finger). This run consisted of three blocks with 180 trials each. Block sequence was counterbalanced between subjects. Each trial started with a fixation point (0.4°× 0.4°) presented for 1000 +/− 100 ms which was immediately followed by the facial picture presented for 750 ms. Thereafter, a blank black screen was presented for 2250 ms. Pictures were presented in a randomized order with one constraint. Each congruent trial following an incongruent one did not present a face with an emotional valence equal to the unattended emotional association of the background color of the preceding incongruent trial in order to avoid confounding effects of negative priming (e.g., Tipper, 1985) .
Pilot studies
We conducted three behavioral pilot studies using similar experimental procedures as described in the former sections. These studies included twenty subjects each and were conducted in order to find an appropriate experimental design for the present study. In these pilot studies we first compared interference effects in experimental designs including either unbalanced ( Since we were especially interested in the emotion-related effects of contextual modulation we decided to choose the unbalanced design for the present study. In the main study we used a 2:1 ratio which allowed us to decrease the total number of experimental trials in order to keep the duration of the entire experiment in an acceptable time frame (around 2 h for the whole experiment).
A further pilot study was conducted to explicitly test whether background colors get associated with the specific emotional valence of the facial expression. We were additionally interested in investigating the specificity of the standard face-color-combinations which we assumed to be facilitated due to the implicit emotional qualities of the colors (»color emotion«). Therefore, we compared the standard facecolor-combinations used in the second pilot study to other face-colorcombinations in a third experiment. This experiment included two systematic permutations of the face-color-combinations, with negative expressions for example now combined with the blue or the yellow background color during the first experimental run. We also included iterative valence judgments of the colors before, in-between and after the experimental runs. Valence ratings were subjected to a 3 (time) × 3 (color) ANOVA. Results showed that only in the standard face-color-combinations the emotional association of the background colors got significantly stronger during the course of the experiment [factor time: F(2, 38) = 22.68, p b .001] when compared to the other face-color-combinations [factor time: F(2,18) = 2.35, p = .125 and F(2,18) = 1.43, p = .265 respectively]. Thus, standard face-color-combinations as used in the present experimental design were shown to induce general and substantial behavioral interference effects as also indicated by significantly increased interference indices for trials with the standard [INI = .032] compared to permutated color trials [INI = .017; t(38) = 3.75, p = .001]. Therefore, we decided to use standard face-color-combinations as described in the method section instead of counterbalancing face-color-combinations across subjects.
EEG recording and offline processing
A sixty-four channel electroencephalogram (EEG) was recorded using Ag-AgCl electrodes mounted on an elastic cap according to the 10-10 system with a reference electrode on the nose tip (Nz). EEG signal was amplified by a REFA® multi-channel system (TMS International; www.tmsi.com) and digitized with a sampling rate of 512 Hz. Impedances were kept below 15 kΩ. Horizontal and vertical electro-oculogramm (EOG) was recorded at the outer canthi of the eyes and both supra-and suborbital to the right eye to monitor eye blinks and movements.
During offline processing of EEG data channels containing highfrequency and high-amplitude noise were defined as »bad« (equal or less than 3 channels per dataset). EEG signal from these channels was reconstructed by spherical spline interpolation (BESA®, version 5.1.8). EEG signal was offline bandpass filtered (0.1-30 Hz) and re-referenced to an average reference (e.g., Cuffin, 2001) . ERP data were averaged for each experimental condition within a stimulus-locked time epoch of 100 ms prestimulus to 700 ms poststimulus. ERP data were baseline corrected to the mean amplitude of the pre-stimulus interval. Only trials where subjects responded correctly and where amplitude was below 100 µV at every channel were included into data analysis. Artifact detection was performed by careful visual inspection of the raw data. Epochs containing eye-movements, eye blinks or muscular artifacts were rejected from further analyses.
Statistical analysis
Selection of time windows and electrode sites for statistical analyses was guided by existing evidence of modulatory effects of facial expressions on distinct ERP components, by visual inspection of the ERP data and by a statistical approach. For the latter, all epochs from each subject, electrode and each experimental condition were subjected to a covariance-based temporal principal component analysis (PCA) with subsequent varimax rotation (according to Kayser and Tenke, 2003) . This PCA gives two prototypical descriptions of the ERP data irrespective of experimental manipulation. First, the time course of factor loadings describes the temporal distribution of principal components extracted by the PCA. Principal components in the case of ERP data, therefore, represent typical ERP components showing a specific evolvement over time with maxima at specific post-stimulus time points. Second, the spatial distribution of factor scores across electrode sites corresponding to the temporal maxima of factor loadings describes the locations where maxima of factor loadings and, more specifically, where ERP components appear.
The PCA approach revealed three principal components. The first factor explained 57.25% of total variance with maximal factor loading 504 ms post-stimulus with factor scores showing a broad distribution over parietal regions. ERP amplitudes centered in the coronal plane of Pz showed a broadly distributed positive deflection. This parietal activity most likely reflects the LPP (Schupp et al., 2004; Schutter et al., 2004; Schacht and Sommer, 2009 ). The second factor explained 24.79% of total variance with two local loading maxima at 109 ms and 228 ms with maximal factor scores over inferior parietal electrodes centered around the P8. Both temporal maxima where related to positive deflections of ERP amplitudes with the first component presumably representing the P1 with a maximal deflection at PO8. The second component was assumed to indicate the EPN which has been previously described and located at inferior parieto-occipital electrodes (Schupp et al., 2004) . The third factor explained 5.02% of total variance with a maximum at 161 ms and maximal factor scores over inferior parieto-occipital regions (PO9, P7). The latter corresponds well to the N170 which showed a maximal negative amplitude deflection at electrode position P8. Based on the topographical distribution of factor scores and visual inspection of maximal deflection of ERP components within each experimental condition we calculated average amplitudes for each of the six experimental conditions, namely for congruent and incongruent trials for each the negative, neutral and positive expressions. Average amplitudes were calculated over different time windows for the P1 (90-120 ms), N170 (140-180 ms) and the EPN (240-280 ms). For the P1 mean amplitude was calculated at PO8, P8 and P6 and corresponding leads in the left hemisphere. Mean amplitudes of the N170 and EPN were calculated at PO10, PO8 and P8 and corresponding electrodes in the left hemisphere.
Parietal LPP showed a temporally broad distribution with temporally varying peak amplitudes depending on the different experimental conditions with respect to the different facial expressions and the task specific congruence. Several studies reported different P3 and late positive components evoked by emotional stimuli (Johnston et al., 1986) . Therefore, we divided this time window into an early (eaLPP, 400-500 ms) and a late LPP component (laLPP, 500-600 ms) and calculated average amplitudes over these time windows at CP2, CP4, P2 and P4 and corresponding electrodes in the left hemisphere.
For statistical analyses mean activity for each ERP component was entered into repeated measures ANOVAs with laterality (right, left), emotion (negative, neutral, positive) and congruence (congruent trials, incongruent trials) as within-subject factors. To control for violations of sphericity Greenhouse-Geisser (GG) epsilon correction was applied in order to adjust degrees of freedom and significance levels if necessary. Post hoc tests were performed as least significant difference t-test with a significance level of p b .05.
Source localization
For a detailed topographical analysis of the modulation of the P1, N170, EPN and the LPP by task induced interference we calculated difference waves for each emotional category of facial expressions by subtracting ERPs for congruent trials from ERPs for incongruent trials. These difference waves yielded scalp voltmap activity which is especially elicited by incongruent contextual information during the processing of facial expressions. More specifically, to find brain regions which are most probably involved in processing this task induced interference during face processing, we tried to estimate regional source activity which most likely underlies this scalp recorded activity elicited by contextual interference. Therefore, we estimated underlying source activity by an equivalent distributed linear inverse solution provided by the »standardized low-resolution brain electromagnetic tomography« software (sLORETA; Pascual-Marqui, 2002) . For time windows of the P1, N170, EPN and LPP with significant amplitude differences for incongruent compared to congruent trials we tried to localize scalp activity with respect to these effects of interference (see Fig. 7, upper panel) . The algorithm of sLORETA employs a 3-shell spherical head model registered to standardized stereotactic space (Talairach and Tournoux, 1988) and rendered to the Montreal Neurological Institute (MNI) template brain. This MNI template was subdivided into 6239 cortical grey matter voxels at 5 mm resolution. To indicate underlying neural generator activity most likely responsible for the recorded scalp potential differences sLORETA calculates the current density (A/m 2 ) at each voxel allocated by a dipolar source. sLORETA searches for the smoothest activity distribution without any apriori constraints on the amount of sources and respective locations.
Results
Behavioral data
We computed mean reaction times (RTs) for congruent and incongruent trials in each category of facial expressions by including only trials with correct categorizations of facial expressions (see Table 1 ). RTs were entered into a 3 (factor emotion: negative, neutral, positive) × 2 (factor congruence: congruent, incongruent) repeated measure ANOVA. This ANOVA revealed main effects for the factor emotion [F (2,38) A repeated measure ANOVA for percent error rates (see Table 1 For a detailed analysis of erroneous task performance during incongruent trials we classified errors as specific or unspecific. Specific errors were primed by the background colors whereas unspecific errors were unrelated to the emotional association of the background colors. Background colors induced a specific erroneous response due to the emotional association which was incongruent to the valence of the simultaneously presented facial expression. Specific and unspecific errors were subjected to a 3 (emotion: negative, neutral, positive) × 2 (type-of-error: specific, unspecific) repeated measure ANOVA. This analysis revealed significant main effects for the factor emotion [F(2,38) Table 1 ).
ERP data
Since we were mainly interested in the effect of contextual incongruence during the processing of different facial expressions we focused on statistical results with respect to the main factors emotion and congruence and their respective interaction. Main effects of the factor emotion with ERPs and scalp voltmap distributions for each category of facial expressions and for the P1, N170, EPN and LPP are depicted in Fig. 2 . Table 2 summarizes the statistical analysis of the ERP components for each category of facial expressions.
P1. We found no differences in amplitude for different emotional expressions [F(2,38) = .512, p = .603] (see Fig. 2 ) and incongruent compared to congruent trials [F(1,19) Fig. 2 ). There was a two-way emotion × congruence [F (2,38) = 7.85, p = .001) and a three-way laterality × emotion × congruence interaction [F (2,38) = 3.87, p = .030] whereas the factor congruence did not reach significance [F (1,19) Fig. 2 ). Though there was no significant main effect for the factor congruence The table shows differences in mean amplitude and significance levels for these comparisons. Light grey shadings indicate an effect of task incongruence as indicated by significantly higher amplitude for incongruent compared to congruent trials, dark shadings indicate an effect of task congruence. [F (1, 19) Figs. 4 and 6a) .
LPP. The ANOVA for the eaLPP (400-500 ms) revealed no significant main effect for the factor congruence [F (1, 19) 
Source localization
Using the sLORETA algorithm (Pascual-Marqui, 2002) we estimated source activity which most likely underlies modulatory effects of contextual interference during face processing in selected time windows of ERP components with significant differences in mean amplitude between incongruent compared to congruent trials (see Fig. 6a for a topographical voltmap distribution of these interference effects). ERP differences between incongruent compared to congruent trials reflect modulatory effects of contextual interference and source localization estimates the underlying brain regions which most likely generated these interference effects. Contextual interference effects during processing of negative and positive expressions were predominantly related to parietal source activity in different time windows (see Fig. 6b and Table 3 ). Source activity for interference effects during processing of negative expressions was located in inferior and superior parietal regions for the modulation of the N170 (BA 40), the EPN (BA 7), and the early (eaLPP; BA 7) and late LPP (laLPP; BA 7). Estimated source location for interference effects during processing of positive expressions was found more inferior in parietal cortex for the P1 (BA 39), N170 (BA 39), and the laLPP component (BA 40). Incongruent trials with neutral expressions showed source activity within parietal cortex for the laLPP (BA 7, 40) but also revealed a different source estimation pattern in early time windows. The P1 and EPN component with neutral expressions was associated with source activity in inferior occipital (BA 19) and temporal cortex (BA 22) .
In summary, emotional and in particular negative facial expressions revealed enhanced activation starting with the time epoch of the N170. Contextual interference during processing of negative expressions induced decreased negativity over posterior inferior brain regions for time epochs of the N170, EPN and eaLPP in addition to an increased posterior parietal negativity for the eaLPP component. These effects were altogether localized in posterior parietal brain regions. Inferior parietal regions were modulated by incongruence during processing of positive facial expressions as revealed by modulatory effects on the P1 and N170 and during late parietal activity. An increased parietal positivity was also found for incongruent trials with neutral expressions with an additional effect on both the P1 and EPN in occipito-temporal brain regions (Table 3 ).
Discussion
Contextual interference processing as revealed by behavioral data
We introduced an experimental design of contextual interference resolution during processing of different emotional expressions. Behavioral data showed an overall effect of interference resolution during fast valence categorizations indicated both by increased response latencies and percent error rates. Incongruent background colors induced a specific erroneous response as reflected by significantly increased specific compared to unspecific errors in incongruent trials. This directly indicates that background colors have gained a specific emotional association during the first experimental run.
The valence of emotional faces differentially affected interference resolution as indicated by a trend toward a significant interaction between emotional expressions and congruence for response latencies and, particularly, by a significant effect for error rates. Whereas incongruent trials with neutral expression seem to be associated with elevated effects of interference with respect to response latencies followed by incongruent trials with negative expressions, the interaction effect for error rates showed the reversed pattern with strongest interference effects for negative expression followed by neutral and positive expressions. Positive expressions revealed the least amount of interference and have been shown to be processed in a fast and efficient manner (Leppänen and Hietanen, 2004) thereby reducing the possibility of task-irrelevant information to interfere with this process (e.g., Fenske and Eastwood, 2003) . Negative and, in particular, neutral expressions are more emotional ambiguous and hence are more prone to contextual distraction.
Emotional context information and early extrastriate ERP components
Except for the P1 all remaining time epochs showed an enhanced processing of emotional and, in particular, negative expressions when compared to neutral expressions. These data corroborate existing evidence of a processing preference for emotional expressions starting with an early modulation of the N170 located in inferior occipitotemporal brain regions (Ashley et al., 2004; Batty and Taylor, 2003; Caharel et al., 2005; Blau et al., 2007) and continuing in subsequent time epochs, such as for the EPN which is typically located over extrastriate brain regions (Streit et al., 2000; Schupp et al., 2004; Schutter et al., 2004; Schacht and Sommer, 2009) .
In addition to these emotion specific results we found modulatory effects of contextual emotional information induced by the background colors which resulted in valence and congruence specific modulations of ERP components at similar scalp regions as found for the emotional main effects. Modulatory effects of contextual emotional information differentially affected early ERPs over extrastriate brain regions for salient stimulus detection (P1), face encoding (N170) and elaborated expression decoding (EPN). Especially, rather than incongruent contextual information we found that congruent emotional context information during the processing of positive and negative expressions elicited increased amplitudes for the P1 while processing positive expressions and for the N170 and the EPN while processing negative expressions. Early components, therefore, might be sensitive to the emotional properties of the stimulus features to detect relevant and consistent emotional information in the stimulus. Accordingly, incongruent compared to congruent trials with neutral expressions contained emotional information only in the taskirrelevant background color. This task-irrelevant emotional information, however, is a salient stimulus feature and might attract attention. Incongruent trials with neutral expressions affected the P1 and the EPN, probably indicating both an initial detection of salient emotional information conveyed by the task-irrelevant background color as well as a deeper decoding of neutral expressions when presented in an emotionally associated context.
Evidence for a modulation of the P1 by context information during face processing is provided by a study of Meeren and colleagues (2005) who reported a modulation of the P1 when viewing facial expressions in the context of emotional incongruent body postures indicating a sensitivity of the P1 for a consistency of expressions presented with emotional context information. Contextual effects during categorizations of neutral as well as positive expressions in the present study affected the P1 with underlying source activity in occipital and occipito-parietal brain regions. The P1 is an indicator of involuntary orienting to salient emotional information (Pourtois et al., 2004) . Emotional information of the background colors during Abbreviations: AnG, angular gyrus, BA, Brodmann area; IPL, inferior parietal lobule; MOG, middle occipital gyrus; PreCu, Precuneus; STG, superior temporal gyrus. Source localization was estimated for all time epochs with a significant amplitude difference between incongruent and congruent trials (p b .05). Coordinates are in Talairach space (TAL; Talairach and Tournoux, 1988) .
incongruent trials with neutral expressions as well as positive expressions presented in a congruent positive context might highly attract attention. Interestingly, we found no modulation of the P1 for negative expressions though they usually are highly salient stimuli which are able to strongly capture attention and to modulate the P1 (Pourtois et al., 2004) . But probably negative expressions are extremely salient themselves and, therefore, this high salience could not be further potentiated through additional congruent or incongruent contextual emotional information. The modulatory effects of the P1 in the present study have to be interpreted with caution. The P1, apart from the emotional saliency of stimuli, is also sensitive to low-level stimulus properties. Congruent and incongruent trials for each the negative, neutral and positive expressions differed with respect to low-level features, such as background colors. The modulation of the P1 amplitude with neutral and positive expressions might also be affected by these different stimulus properties. However, congruent and incongruent trials with negative expressions also differed in these low-level properties though there was no significant effect on P1 amplitude which would be expected if the P1 simply indicates the processing of low-level stimulus properties. Thus, modulation of the P1 in the present study might be partly sensitive to the emotional salience of facial expressions in different contexts though we cannot completely rule out effects of low-level stimulus properties.
Whereas the occipital P1 might be simply involved in salient stimulus detection, the subsequent occipito-temporal N170 is involved in structural encoding of faces, but also seems to be differentially affected by facial expressions. (Ashley et al., 2004; Caharel et al., 2005; Williams et al., 2006; Blau et al. 2007 ). We found an increased amplitude for negative expressions presented with a negative associated colored context. Righart and de Gelder (2006) found highest amplitude of the N170 for fearful expressions in a fearful background context compared to neutral faces in a fearful context and fearful faces in a neutral context. The N170 amplitude might be particularly sensitive to the intensity of negative emotional information (Sprengelmeyer and Jentzsch, 2006) . Similarly, Surguladze and colleagues (2003) argued that an increased activity in extrastriate visual regions might be due to the extent of danger signaled by a face. Unlike negative expressions, positive expressions revealed an increased amplitude when presented in an incongruent emotional context, which could be either of neutral but also specifically of negative emotional valence. Furthermore, positive expressions presented in a negative context might lead to highly arousing stimuli characteristics. More specifically, if the N170 is particularly sensitive to the intensity of negative emotional information as discussed above, then the increased amplitude for incongruent trials with positive expressions might be specifically sensitive to trials where negative emotional information was signaled by the taskirrelevant background colors.
The topographical voltmap distribution of the modulatory N170 effects resulted in similar scalp distributions as the emotional main effects of negative and positive expressions but were localized more dorsally to temporo-parietal brain regions. The N170 during face processing is usually localized to inferior occipito-temporal brain regions (Schweinberger et al., 2002; Rossion et al., 2003) though some authors also found the N170 to be generated in superior temporal regions (Itier and Taylor, 2004) . Regions in the vicinity of the temporoparietal junction (TPJ) especially in the right hemisphere have been supposed to be involved in the bottom-up promotion of salient stimuli (Corbetta and Shulman, 2002) . Negative as well as positive expressions presented in a negative context are both highly salient stimuli and revealed source activity near the TPJ. Therefore, this modulation of the N170 by negative and positive expression might not solely reflect enhanced encoding during task induced incongruence but also enhanced attentional capture by these salient stimulus features.
Similar to the modulatory effect on the N170, negative expression presented in a negative context also revealed enhanced amplitudes for the subsequent time epoch of the EPN. This modulatory effect was located at similar scalp regions as for the N170 with source activity in parietal regions. However, unlike the N170 which is primarily supposed to simply reflect structural encoding of faces, the EPN has been assumed to be involved in more elaborated cognitive encoding of emotional expression (Streit et al., 2000) and, like the N170, seems to be sensitive to the intensity of the emotional stimulus material (see Leppänen et al., 2007) . Therefore, negative expressions in a negative context seem to be detected as highly salient stimulus by the N170 in a first stage and then are subsequently stronger encoded as indicated by an enhanced EPN in a second stage. For incongruent trials with neutral expressions we also found an enhanced EPN over occipito-temporal brain regions which was localized to right lateral occipito-temporal regions. Since neutral expressions, by definition, contain less emotional information and are emotional less distinctive than emotional expressions they have been found to be strongly influenced by contextual emotional information (Kim et al., 2004) . Adding incongruent emotional information during the categorization of neutral expressions as in the present study should enhance cognitive decoding resources for a proper valence judgment of neutral expressions. This enhancement is probably indicated by an increased EPN in extrastriate brain regions for incongruent trials with neutral expressions. Furthermore, source activity in occipito-temporal brain regions also indicate this enhanced processing since these inferior (e.g., Kanwisher et al., 1997) and superior temporal regions (e.g., Allison et al., 2000) are known to be involved in face processing and explicit expression recognition.
Several studies found that repetition of human faces (see Schweinberger et al., 2004) and face learning (Tanaka et al., 2006) lead to an increased negativity which was labeled N250r and which appears in similar time epochs and scalp locations as the EPN in the present study. Since congruent trials involved more stimulus repetitions than incongruent trials, EPN effects could be confounded by stimulus repetition and learning effects. Negative congruent trials, for example, showed increased amplitude for the EPN and were repeated more frequently than negative incongruent trials. However, due to several reasons it seems unlikely that the EPN effects in the present study were affected by stimulus repetition. First, the increased negativity which we observed was only found for congruent trials with negative expressions, but not for congruent trials with neutral and positive expressions. A pure effect of stimulus repetition would have elicited similar effects for each category of facial expressions. Second, the same facial expressions were used for congruent as well as for incongruent trials and therefore repeated across all experimental conditions. Finally, there were at least fifteen trials in-between the repetition of the same facial expression. The N250r effect has been shown for immediate stimulus repetitions but was completely absent for stimulus repetitions of trials separated by numerous other trials (Schweinberger et al., 2004) .
In summary, contextual modulation during processing of facial expression revealed predominantly effects of task congruence during processing of negative and positive expressions and, therefore, seems to be sensitive to the consistent presentation of expressions in congruent contexts and the combined emotional meaning of both stimulus features. Task congruence for positive expression revealed a faster modulation (P1) compared to negative expressions (N170, EPN). Positive facial expressions have been shown to be categorized fast and accurate (Leppänen and Hietanen, 2004) with less demanding visual scan paths compared to negative expressions and this might explain the earlier congruency effects for positive expressions. Unlike for emotional expressions, task incongruence during processing of neutral expressions elicited increased amplitude for the P1 which might detect salient emotional meaning of the background color.
Since neutral expressions are harder to categorize, especially during contextual interference, these neutral expressions revealed a deeper analysis as indicated by an enhanced EPN.
Parietal ERP components of contextual interference processing
Unlike for early ERP components which seemed to be sensitive to the emotional meaning of the stimulus compounds rather than to top down attentional task demands (see also Holmes et al., 2006; Furey et al., 2006 , Joyce et al., 2006 , we found consistent modulatory effects of incongruent contextual information on the processing of facial expressions. Accordingly, Furey and colleagues (2006) reported ERP components to be sensitive to attentional modulations during face processing beyond 200 ms after stimulus onset and not during early ERP components. Thus, interference effects during emotional processing might be shifted to later processing stages of higher-order cognitive processing and attentional control. Early ERP components, therefore, might be relatively unaffected by task induced conflicts as discussed in the former section.
We analyzed late ERP activity over parietal scalp regions where we found a prominent and sustained positive deflection most likely representing the LPP. An increased LPP is considered to reflect an enhanced cognitive engagement with emotional compared to neutral expressions (Schupp et al., 2004; Schutter et al., 2004; Schacht and Sommer, 2009 ). Instead of an increased LPP, we found a reduced positivity for the early time window of the LPP between 400 and 500 ms for incongruent trials with negative expressions. This reduced positivity might reflect both less engagement with negative expressions during incongruent trials and increased engagement with negative expression during congruent trials. The latter seems consistent with the modulatory effects of negative expression on early ERP components for which negative congruent trials also revealed a processing preference as indicated by enhanced amplitudes of the N170 and the EPN. However, rather than a simple indicator of engagement with external stimuli, late parietal activity more specifically might reflect strategic processes of semantic processing (Kutas and Hillyard, 1989; Ganis and Kutas, 2003) as well as cognitive control mechanisms (Liotti et al., 2000 , Kok, 2001 Schirmer and Kotz, 2003) . Therefore, two alternative explanations might account for the reduced positivity during incongruent trials.
Regarding the first explanation, several studies found an increased negativity over parietal scalp regions labeled N400 during violations of semantic expectations (Kutas and Hillyard, 1989) or induced by visual scenes during object recognition (Ganis and Kutas, 2003) . The N400 represents a semantic processing stage of matching formerly acquired schemata to perceptual information, whereby a mismatch intensifies the N400 (Ganis and Kutas, 2003) . Similarly, in the present experiment subjects incidentally learned to associate background colors with a specific emotional valence. Incongruent trials in the second run violate this association and color prime a different response during the categorizations of facial expressions.
Similarly, Schirmer and Kotz (2003) reported an effect of incongruence over parietal cortex during emotional valence classifications of words spoken with an incongruent emotional prosody. This negativity showed a broad centro-parietal distribution similar to the N400. However, this parietal negativity was labeled N450 by the authors and was interpreted as enhanced attentional processing and functionally separated from the N400 as a specific marker of semantic violations during lexical processing as mentioned above. Unlike the N400, the N450 is typically demonstrated as enhanced fronto-central scalp negativity for incongruent trials during Stroop task performance and has been shown to appear as a relative negative deflection of the posterior P3 especially with a manual version of the Stroop task (Liotti et al., 2000) . Late parietal activity in the present study revealed a similar effect of incongruence while processing different facial expressions. We found a relative negativity during the eaLPP at parietal sites for interference during processing of negative expressions.
The negativity which modulated the eaLPP while processing negative expressions could, therefore, likewise be explained as an effect of an expectation violation primed by the color context (N400) but also as marker of conflict processing and as an indicator of enhanced attentional processing (N450). However, the scalp voltmap distribution and especially the source localization of the negativity during the eaLPP favors the explanation of a N450 effect. This negativity was centered along the scalp midline and localized to the superior parietal cortex. N400 effects of matching contexts during object recognition are primarily localized in the anterior temporal lobe which represents knowledge about object-context associations (Ganis and Kutas, 2003) . The modulatory effect on the eaLPP in the present study was localized to superior parietal regions. The N450 incongruence effect in Stroop tasks frequently localized frontal brain regions (Liotti et al., 2000; Qiu et al., 2006; Hanslmayr et al., 2008) , but superior frontal and parietal regions are both parts of fronto-parietal network of top-down attentional control mechanisms. The parietal negativity in the present study showed a very similar topographic voltage map distribution to manual versions of the classical Stroop task (see Liotti et al., 2000) , but was localized to dorsal parietal cortex. This parietal shift might reflect functional differences in attentional control compared to the N450 found in classical Stroop tasks. The superior parietal cortex is directly involved in selective attention control (Serences et al., 2005) whereas dorsal frontal regions rather resolve conflicts during executive control (Liotti et al., 2000) .
These modulatory effects of contextual interference during the eaLPP were only found for negative, but not for neutral and positive expressions. However, negative expressions were associated with strong effects of congruence between facial expressions and the emotional association of the background colors in the preceding ERP components. If there is a strong preference to perceive negative expression in a congruent context as revealed by congruence effects on the N170 and the EPN, there might also be a strong impact to control proper valence classification of negative expressions when presented in an incongruent context as indicated by the above discussed parietal negativity most likely representing a N450 effect of conflict control.
Additional to this modulation during the eaLPP, we found increased amplitudes during incongruent trials in laLPP probably reflecting sustained activation. This sustained activity was localized to inferior and superior parietal cortex. Sustained activation of the late P3 and LPP, respectively, are supposed to contribute to an enhanced engagement with and encoding of facial expressions (Schupp et al., 2004; Schutter et al., 2004; Schacht and Sommer, 2009 ). In the present study this enhanced engagement might be caused by the contextual interference in incongruent trials indicating the need for an intensified recruitment of attentional resources. As we included only trials with correct valence categorizations of facial expressions, the proper valence judgments might depend on this intensified selective attentional control mechanisms by means of enhanced parietal activation to regulate selective information processing during intrusion of task-irrelevant information (Serences et al., 2005) .
One limitation of the present study might concern our experimental design which used an unbalanced ratio of incongruent compared to congruent trials and which might have affected some of the late ERP components. Incongruent trials were less frequent than congruent ones in the present study, and infrequent target events are known specifically affect the amplitude of the P3 (Kok, 2001) . However, in the present study positive parietal potentials like the eaLPP, which is temporally and spatially coincident with the parietal P3b (see Schupp et al., 2004) , were not increased in amplitude during incongruent compared to congruent trials but were rather modulated by emotional expressions. More specifically, we found a negative going superposition of the LPP probably by the N450 as a specific marker of conflict processing rather than of task infrequency (Liotti et al., 2000) .
Conclusions
The present data point to two functionally separate temporal stages which underlie valence judgments of facial expressions under conditions of contextual interference. An initial stage covering early and mid-latency ERP components over posterior scalp regions seem predominantly sensitive to the emotional intensity of the entire stimulus set and particularly for negative emotional stimulus features. Early source activity during processing of emotional expressions was located at occipito-parietal areas responsible for the bottom-up promotion of highly salient expressions. Incongruent contextual information during processing of neutral expressions, however, modulated activity in ventral occipito-temporal regions probably reflecting the detection of salient emotional context information (P1) and the indepth processing of neutral expressions in incongruent contexts (EPN).
A later temporal stage covering the eaLPP and laLPP epochs revealed source activity in parietal cortex and seems mainly involved in conflict processing induced by interfering contextual information. These late modulatory effects might relate to the performance decrements on a behavioral level. Sustained activation of the LPP during all trials of contextual interference finally indicates a generally enhanced cognitive processing of any facial expression to control for these contextual intrusions.
