Let K be an algebraically closed eld of any characteristic, complete with respect to the non-trivial ultrametric absolute value j j : K ! R + . By R denote the valuation ring of K, and by } its maximal ideal. We work within the class of subanalytic sets de ned in L2], but our results here also hold for the strongly subanalytic sets introduced in S] as well as for those subanalytic sets considered in LR2]. Let X R 1 be subanalytic. In LR1], we showed that there is a decomposition of X as a union of a nite number of special sets U R 1 (see below). In this note, in Theorem 1.6, we obtain a version of this result which is uniform in parameters, thereby answering a question brought to our attention by Angus Macintyre. A special set in R 1 is a disc minus a nite union of discs.
particular representation of U. We will prove this in a subsequent paper, LR3]. The case m = 1 is less complicated than the general case. In LR1], Theorem 4.5 we showed that every R-domain on R 1 is a nite union of special sets, and hence a boolean combination of discs. We de ne the complexity of an R-domain in R 1 (and hence of a special set) to be the number of discs occuring in this boolean combination. Observe that an R-domain in R 1 is the union of a rational domain and a nite set of half open annuli. (An annulus in R 1 is a set of the form fx 2 R 1 : j j 1 jx ? aj 2 j jg where 6 = 0, 1 ; 2 2 f<; g. We call an annulus half-open if exactly one of 1 ; 2 is <.) (1.2) Lemma. Let m 1 , m 2 , c 2 N, then there is a B 2 N with the following property. To any R-domain U R 1 of complexity at most c, any f; g 2 O(U) with at most m 1 , m 2 isolated zeros respectively and any 2 f<; g, we may associate the following data:
an R-domain V U of complexity at most B, and nite sets of points P = fx 1 ; : : :; x r g V, Q = fy 1 ; : : :; y s g U n V with r; s B such that (*) (V Q) n P = fx 2 U : jf(x)j jg(x)jg n P:
Proof. We rst use the argument of LR1], Lemma 4.3, to treat the case that f; g 2 K X] and U = R 1 . Note that the complexity of the resulting data depends only on the number of zeros of f and g. jf(x)j = jf(x)j and jg(x)j = jg(x)j; for all x 2 U 0 , and that f(X), g(X) 2 K(X). Cross-multiplying, and using the fact that f and g have no zeros or poles in U 0 , we may assume that f; g 2 K X], and that neither f nor g has zeros in U 0 .
Suppose X ? is a factor of f or of g; then either j j > 1, or
say j ? e 1 j < j" 1 j, to treat one case. Then since jx ? j = jx ? e 1 j for all x 2 U 0 , we may assume that all factors X ? of f and g have the property that 2 fe 1 ; : : :; e`g fa 1 ; : : :; a m 1 g fb 1 ; : : :; b m 2 g:
By (**), we may replace f by f and g by g. Note that the sum of the number of zeros of the polynomial f and the number of zeros of the polynomial g is at most m 1 + m 2 + c. We conclude by applying the argument of LR1], Lemma 4.3.
Finally, we treat the general case. By LR1], Lemma 4.3, there are: an R-domain V and nite sets P V, Q U n V that satisfy (*). We will use the data V, P, Q together with the previous case to obtain new data V 0 , P 0 , Q 0 of bounded complexity that also satisfy (*).
Write U as a nite disjoint union of sets of the form
where each , i is either + or ?. If is ?, we can nd " 0 2 Rnf0g such that j" 0 j < j"j and such that the annulus D ? (e; ")nD + (e; " 0 ) is either disjoint from or contained in (V Q)nP. If i is +, we proceed in a similar way, removing small annuli D ? (e i ; " 0 i )nD + (e i ; " i ), where j" 0 i j > j" i j, from U to obtain a rational domain U 0 of complexity at most c. Apply the previous case to U 0 , and add those of the annuli which were removed, which are contained in (V Q) n P.
( Case B. jb 0 j = 1; i.e., restricting to the set f(x; ; y) : jb 0 (x; ; y)j = 1g.
In this case, we adjoin the new variable Z of the rst sort and the new relation where 2 f<; ; >; g, that satisfy the following: for each (x 1 ; : : :; x m ) 2 R m , there is a (z 1 ; : : :; z n ) 2 R n and a set of points P = fw 1 ; : : :; w B g R 1 such that each i (z; Y ) de nes a special R-domain U i in R 1 , fU i g is a cover of R 1 , and for every i and t 2 T , there is an f i 2 O(U i ) such that t(x; Y ) j U i nP = f i j U i nP . Proof. We induct on the total number of symbols that occur in T . Let t 2 T .
Case A. t is f(t 1 ; : : :; t r ), where f 6 2 fD 0 ; D 1 g. Applying the induction hypothesis to (T n ftg) ft 1 ; : : :; t r g, we are done. Case B. t is D i (t 1 ; t 2 ).
Applying the induction hypothesis to T 0 := (T n ftg) ft 1 ; t 2 g, we get nitely many formulas 0 i (Z; Y ) that satisfy the conditions of the lemma for T 0 . By Proposition 1.3, there is some N 2 N such that for all a 2 R m , s 2 T 0 , the function s(a; Y ) has at most N isolated zeros. Conjoin su ciently many formulas of the appropriate forms to the 0 i to take care of the following cases.
(i) Small discs around the isolated zeros of t 1 (z; y) j U i and t 2 (a; y) j U i , and nitely many other points as in the statement of the Lemma for T 0 .
(ii) In the complement of the union of these discs, the R-domain where t 1 t 2 . ( is if t is D 0 (t 1 ; t 2 ) and < if t is D 1 (t 1 ; t 2 )). (iii) The complement of the union of the discs in case (i) and the R-domain in case (ii). Let N be as above and let B be the bound for T 0 given by the Lemma. Then N + B is a uniform bound on the number of discs required in (i) and Lemma 1.2 gives a bound on the complexity of the R-domain in (ii), which also gives a bound on the complexity of the R-domain in (iii). Note that if U = fx 2 R 1 : jx ? aj j"jg where 2 f<; g is a disc and f 1 ; f 2 2 O(U) satisfy jf 1 (x)j jf 2 (x)j for all x 2 U and f 2 (x) 6 = 0 when x 6 = a, then by factoring out a power of x?a we see that there is a g 2 O(U) such that f 1 (x)=f 2 (x) = g(x) for all x 6 = a. If U is an R-domain and f 1 ; f 2 2 O(U) and jf 1 (x)j jf 2 (x)j 6 = 0 for all x 2 U, then we can replace U by the R-domain U 0 = fx 2 U : jf 1 (x)j jf 2 (x)jg, which has the same point set, and obviously from the de nition of O(U 0 ), f 1 =f 2 2 O(U 0 ). Actually O(U 0 ) = O(U) (see LR3]) but we do not need this fact. Alternatively one can use the observation at the end of (1.1) above to split into the cases that U is a rational domain or an annulus in R 1 . In both these cases if jf 1 (x)j jf 2 (x)j 6 = 0 for all x 2 U then f 1 =f 2 2 O(U). See BGR] , xx6.7, 7.2 and LR1] Theorem 3.6. (1.6) Theorem. Let S R m+1 be subanalytic. Then there is a B 2 N such that for each a 2 R m , there are: an R-domain V R 1 of complexity at most B and a set P R 1 of at most B points such that S \ (fag R 1 ) n (fag P) = (fag V ) n (fag P):
Proof. By L2], Theorem 3.8.2, there is a quanti er-free L D an -formula '(X 1 ; : : : ; X m ; Y ) that de nes S. Let T be the set of all terms which occur in ', and let (Z; Y ) be a formula corresponding to T as in Lemma 1.5. By Proposition 1.3, there is a uniform bound B on the number of isolated zeros of an element of T on the bers. Note that the cover of each ber of R m+1 given by for appropriate values of the parameters Z has uniformly bounded complexity. We now apply Lemma 1.2 to each ber.
