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ABSTRACT
High electric field measurements on low 101A cm-3 n-doped 
LPE grown Ga„Ini— xAsvPi— y samples are presented as a function 
of temperature, pressure and alloy composition. The threshold 
field and peak velocities measured across the alloy agreed with 
measurements made by Marsh<4>, confirming that GalnAs is the 
most attractive composition for high speed microwave devices. 
Devices made from mid alloy material benefit from a low
temperature sensitivity of the threshold current,
1 dlp= 1.2*0.3xl0“3 K ~ x
Ip, (300K) dP
which is less than half the sensitivity of GaAs devices. The
results imply that alloy scattering remains influential even at
high fields.
In agreement with pressure measurements on InP and GaAs the 
threshold field increased with pressure primarily because of 
the increase in the electron effective mass. The experimental 
results are compared with Monte Carlo simulations for
quaternary alloy compositions y^O, 0.5 and' 1.0. The effect of 
alloy scattering on the high field measurements is discussed.
High pressure studies on 1.3 and 1.55pm GalnAsP lasers were 
performed in order to investigate the cause of the high 
temperature sensitivity of the threshold current.
Threshold current, spontaneous carrier lifetime and 
operating wavelength measurements versus pressure revealed that 
intervalence band absorption (IVBA) is the dominant loss 
mechanism at room temperature in the 1.55pm lasers. In 1.3pm 
lasers both IVBA and the CHHS Auger process are important 
processes at room temperature, the Auger process is probably
the more dominant of the two. At room temperature neither 
carrier loss over the barrier nor the CHCC Auger process is 
dominant in 1.3pm or 1.55pm lasers. Carrier leakage from the 
active layer has been modelled theoretically using Monte Carlo 
simulation. Hot holes created via the CHHS Auger and IVBA 
processes are believed to be responsible for hole leakage to 
the n-InP confinement layer.
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INTRODUCTION
1-1 The quaternary alloy Ga><Ini-MftsyPi-v
The interest in alloying semiconductors arose primarily due 
to the hope that a material could be manufactured with the 
correct combination of material properties to optimize a 
particular device's performance.
To develop efficient heterojunction devices without 
deleterious internal strains, a semi conductor system that 
provided an energy band gap range for a constant lattice 
parameter was required grown on a substrate that was available 
on a commercial scale. Since at that time, GaAs technology was 
the most advanced, the Gai-xAlxAs alloy system on a GaAs 
substrate was the first to be developed. The alloying of other 
binary compounds to form a ternary material was hampered 
because only a few materials could be grown nearly lattice 
matched on the available substrate materials. Early attempts 
to overcome the lattice mismatch limitation by compositional 
grading between the substrate and the device material proved 
unsuccessful compared to the progress that was being made on 
GaAlAs, so crystal growers reverted back to lattice matched 
systems where possible. The one to one relationship between 
band gap and lattice constant was circumvented by 
incorporating a fourth component to form a quaternary alloy. 
This fourth component added the extra degree of freedom needed 
so that the band gap and lattice constant could be adjusted 
independently.
The motivation behind the development of the quaternary 
alloy GaxIni-xA5yPi-y came primarily from the communications 
industry prompted by the development of low loss optical
fibres. This initiated the development of practical 
optoelectronic devices whose properties needed to be tailored 
to the fibre transmission characteristics.
Figure 1.1 taken from reference 2 shows that the least 
attenuation in a typical optical communications fibre occurs 
between 1.5-1.6jjun, and therefore single mode lasers were 
designed to emit at 1.55pm for long distance communications. 
The essentially zero chromatic dispersion at 1.3pm<3> favoured 
the development of multimode systems, as each transverse mode 
would propagate with a similar velocity down the fibre.
GalnAsP/InP, AlGaAsSb/GaSb and (AlGaln)As/InP are all 
suitable materials for producing these wavelengths (as shown 
in figure 1.1). Lattice matched GalnAsP to InP emerged as the 
first choice material primarily because InP had proved to be a 
commercially better substrate than GaSb which has a low 
melting point; also the absence of Aluminium reduces the 
problems of oxidation. Good quality lattice matched GalnAsP 
has led to low dislocation density materials with abrupt 
interfaces, which are essential for the manufacture of 
devices.
The tunability of the direct band gap between 0.75-1.35eV 
is not the only reason why GalnAsP warrants the attention 
that it is receiving. Since the calculations of Littlejohn 
which reported for Gao. selno. 72AS0. <bP©. the largest peak 
velocity ever calculated of 1.5 times that of GaAs, a great 
deal of interest has been shown in the quaternary alloy for 
microwave device applications . such as transferred electron 
devices and field effect transistors. Experimental transport 
studies <=5*<so however have subsequently indicated that an 
additional scattering mechanism brought about by the alloying 
(referred to in the literature as alloy scattering) suppresses
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the low -field mobility and peak velocity. Consequently 
emphasis has shifted to the ternary end of the quaternary 
where this scattering appears less influential and the highest 
low field mobility of all the alloy compositions has been 
achieved.
1.2 Objectives and summary of contents
Although GalnAsP quaternary semi conductor lasers have been 
grown in many laboratories throughout the world, they all 
suffer from a threshold current that is very temperature 
sensitive. The threshold current is often expressed by
Ithr(T)=Ithr(T')exp(T-T')/To 1.1
where To is the characteristic temperature which is used to 
express the temperature sensitivity of the threshold current. 
Around room temperature To values for GalnAsP lasers lie 
normally in the range 50<To<70K which is very low compared to 
GaAs lasers where To is typically 160-200K. The low To means 
that the drive current for the laser increases steeply with 
temperature. The increased drive current itself heats the 
laser diode, thus creating a thermal runaway process which 
limits the c.w. temperature range over which it can operate. 
Because this problem is common to all lasers grown in many 
different laboratories the problem appears intrinsic.
Several models 10*11 * 13> have been proposed in the
literature to explain this effect; the most popular appear to 
be intervalence band absorption (IVBA), Auger recombination 
and loss of carriers over the confining heterojunction 
barriers. Combinations also arise since both IVBA and Auger 
create hot carriers which may enhance carrier loss over the 
barrier 4 1 = - . Traditionally this problem has been studied 
as a function of temperature. In this study, hydrostatic
pressure has been used as an additional variable to study the 
problem in order to assess the relative strengths of the 
various mechanisms responsible for the low To. Pressure 
applied to a semiconductor shifts bands of different symmetry 
at different characteristic rates. Pressure can also simulate 
the effect of changing alloy composition as far as the band 
structure is concerned. All the proposed mechanisms 
responsible for the To problem are sensitively related to the 
band gap, and therefore pressure is a very convenient tool for 
analysing these loss mechanisms.
Besides the shift in band gap, pressure effects the shape 
of the energy bands, i.e the effective mass m~ and this in 
turn effects the scattering rates and transport properties of 
the semiconductor. Although low field characterisation of the 
quaternary alloy has been studied in reasonable 
detai 1 lzr> , much less is known about the high field
properties of GalnAsP. In particular the importance of alloy 
scattering is not known. Microwave field effect transistors 
commonly operate in relatively high electric fields, making 
the entire shape and the absolute value of the velocity field 
characteristic highly significant. Therefore, the velocity 
field characteristics of low, 101£,cm- 3 , n-doped GalnAsP have 
been studied as a function of alloy composition, temperature 
and pressure the results will be presented in chapter 6.
The band structure of the quaternary alloy is described in 
chapter 2. Chapter 3 presents a brief review of semiconductor 
laser and high field transport theory relavent to this study. 
In chapter 4 the composition, pressure and temperature 
dependence of the material parameters are presented and their 
influence on laser and hot electron devices is given. The 
pressure apparatus is described in chapter 5, along with the
pulsing systems and equipment used to obtain the high -field 
and laser measurements. In chapter 7 measurements of the 
threshold current, spontaneous carrier lifetime and emission 
wavelength as a function of pressure for a variety of laser 
structures and compositions will be presented. The 
measurements are discussed with reference to the models 
proposed to explain the temperature sensitivity of the 
threshold current. A discussion on the To problem is presented 
in chapter 8 and finally a summary is given and conclusions 
are drawn in chapter 9, followed by suggestions for further 
areas of study.
CHAPTER 2,
BAND STRUCTURE OF THE QUATERNARY ALLOY.
2 .1 Introduction
This chapter outlines the method used to calculate the band
structure, that is , the energy momentum relationships -for the
bands of the quaternary alloy. The band structure is calculated 
using the quantum dielectric theory of Phillips and Van 
Vechten 4 ie*1<5>*20> and Kane's k. p theory <2X>. These theories
allow the effect of changes in pressure and alloy composition 
on the band structure to be easily calculated near the
Brillouin zone centre. These variations will be presented, as 
will the variation of the band structure away from the
Brillouin zone centre.
2.2 Crystal structure and binding
All the well-known III-V and many of the II-VI compound 
semiconductors crystallize into the zincblende structure, shown 
in figure 2.1. The III and V atoms occupy alternate lattice 
sites, and each atom is surrounded by the four nearest 
neighbours of the other group, forming a regular tetrahedron. 
The crystal structure thus consists of two interpenetrating 
face centred cubic lattices, each cubic lattice consisting of 
atoms of the same type. The primitive cell of the zincblende 
lattice contains two atoms, the atoms being of different types. 
Figure 2.2 shows the first Brillouin zone of the zincblende 
lattice. It is represented by a truncated octahedron with 
fourteen plane faces, eight hexagonal and six square. The most 
important symmetry points are , the central r point at the zone 
centre, the eight equivalent L points and six equivalent X
Figure 2.1 Diamond /  Zincblende Structure.
Figure 2.2 Brillouin Zone and symmetry 
points of f.c.c. lattice.
points which are situated at the zone boundary along the (111) 
and (100) axes respectively.
2.3 Band structure
The band structure exhibits a forbidden energy region in 
which no allowed states can exist. Above and below this 
forbidden region are allowed energy regions or bands, namely 
the conduction and valence bands respectively. Figure 2.3a 
shows the band structure of a typical III-V material along the 
<111> and <100> directions. The band structure for InP is shown 
in figure 2.3b. The conduction band consists of a number of sub 
bands, the minimum of which can occur at the T, L and X points. 
The valence band is degenerate at the zone centre, with a heavy 
hole band and a light hole band. In addition there is a third 
band that is split off from the heavy and light hole bands by 
spin orbit interaction (see figure 2.3b), this band is called 
the split— off band. The atomic orbitals making up the valence 
band are p—like. In the r minimum the wave function has s— like 
symmetry, the X minimum wave function has p-like symmetry 
whilst the L minimum wavefunctions are a mixture of the two.
2.4 Quantum dielectric theory
The quantum dielectric theory is a semi-empirical method of 
calculating some of the band gaps shown in figure 2.3a. It was 
developed by Phillips 4ie> and then extended by him and Van 
Vechten 4 followed by Van Vechten and Bergstresser <=2:z> . 
The theory is based on the chemical bonding description by 
Pauling <:23> , which attributes the valence and conduction bands 
to the bonding and antibanding configurations of the sp3 
hybridised orbitals. The crystal properties are thus dependent
2Ax
rx
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Fig.2.3a Principal energy gaps.
(ignoring spin-orbit splitting)
-10
Wave Vector k
Fig. 2.3b Band structure of InP along 
the (100) and (111) directions.
on the bonding orbitals and on the potential seen by the 
valence electrons localised near the ions, which is -found to 
depend almost entirely on the net ionic charge. The p and s 
orbitals contribute most to the covalent bonding, but effects
due to d core electrons are outlined later. More strongly
bonded electrons are assumed to be part of the ion core. The 
potential seen by electrons outside the ionic core can be 
divided into ionic and covalent contributions. In purely 
covalent materials such as silicon and germanium, the
bonding/antibonding levels are split purely by the homopolar 
energy En due to the covalent potential. For partially ionic 
crystals, like GaAs, InP and the quaternary alloy, the
antisymmetric potential causes an additional splitting of the 
bonding/antibonding levels, C, related to the electronegativity 
difference between the two neibouring atoms.
The quantum dielectric theory is particularly useful 
because it allows easy determination of the pressure variation 
of the band structure, as derived by Camphausen . The 
principle energy gaps are evaluated as functions of the nearest 
neighbour distance. Provided that the compressibility, k , of 
the material is known, the variation of the nearest neighbour 
distance with pressure, P, can be calculated from equation 2.1
dd=-Kd 2.1
dP 3
where d is the nearest neighbour distance. The theory is 
confined to crystals which are tetrahedrally coordinated with 
the chemical formula ANBe-M, N being the number of valence 
electrons present on the type A atom. I The results of 
the quantum dielectric theory are summarized in the following 
seven postulates, with reference to figure 2.3a.
1) All direct energy gape E± in the absence of a filled 
d-shell in one of the constituent atoms, that is, in the 
absence of d-state perturbations, is given by
E± = E i . h d + t C / E i . h)2)1"2 2.2
where E± is the value of the gap if the crystal was
homopolar, and is calculated using postulate 2. The subscript h
denotes homopolar variables in all cases. C is the screened
coulombic potential difference (or electronegativity
difference) due to the ion cores of the two atoms in a binary
compound and is defined as
C = b (Zoc/rc-Zp/r P) exp(-k«rmid ) 2.3
where r is the covalent radius<20> of atom a or p and
rm id=ra+rp 2.4
2
Zoc and Z p are the atomic numbers of elements a and p 
respectively. km is the Thomas-Fermi screening wavenumber which 
is given by
k„ = <4k-f /na0 ) 1/2 2.5
where
k-f3 = 3n2N ' 2.6
is the Fermi wavenumber for all the valence electrons <N' is 
eight per diatomic volume), a0 is the Bohr radius. In equation
2.3 b is a scaling factor which is introduced because k* is a 
long wavelength approximation and would over estimate the 
screening on the scale of the bond length considered in this 
theory. Empirically Van Vechten found that b was equal to 1.5 
to an accuracy of 10V,.
2) It is assumed that the Ei.n's and all other homopolar 
variables are simple power law functions of the nearest 
neighbour distance only, and are therefore normally determined
by comparison with the values obtained in silicon:
Ei = <Ei ,h)ei (d/dei) *E± 2.7
where (Ei (h)B i is the appropriate homopolar energy -for silicon, 
d and ds± are the nearest neighbour distances in the material 
under consideration and silicon respectively. 5Ei,h is the 
logarithmic derivative for E±,h as given in table A.I.
3) The ionisation potential, that is the difference in
energy between the top of the valence band at the Brillouin
zone centre and the vacuum level is given by
I.P ■ I.Ph (l+(C/I.Ph)2 )1'=s 2.8
where I. Pi-, is the homopolar value calculated in a similar way 
to Ei ,h in postulate 2.
4) The energy of the top of the valence band at the 
Brillouin zone edge in the C1003 direction, the X<*(Xs> state, 
relative to the vacuum level, is assumed to be a property only 
of the rows of the periodic table to which the constituent 
atoms belong. That is, it is independent of ionicity, and is 
given as a function of nearest neighbour distances only, i.e
Vac-Ex4 = Ex4= (Ex4)8i(d/dsi> 2 . 9  
where <SX4 is the logarithmic derivative appropriate to the 
energy Ex* given in table 2.1.
5) The energy at the top of the valence band at the L
symmetry point is half way between the values for F and X.
El_3 = 1/2(1.P+Ex^) 2.10
6) In heteropolar crystals, the splitting of the conduction 
band X levels, X* and X3 , is assumed to be a linear function of 
C.
Ex3 - Exi ■ Constant x C 2.11
Van Vechten states that this constant is equal to 0.071.
7) The effect of the filled d band as a perturbation on the
s-like levels of most interest, rjc and Lic , is represented by 
decreasing the Eo (riBv and Ei (Ls''* Lxc ) energy gaps
from the values given by postulate 1 using the following 
equation
Ei ■ (Ei.h - (D.^— 1)AEi)<1+( C / E i 2 )1X2 2-12
where i^O or 1 and AE± is a parameter which is a function only 
of d as in postulate 2. That is AE± = (AE± ) B t (d/dBi ) 
where is the factor introduced for the d-core effects, and
is the square of the ratio of the effective plasma frequency to 
the free electron value calculated assuming four electrons per 
atom from the same row of the periodic table. With no filled d 
band D«v=l and equation 2.12 reduces to equation 2.2.
Camphausen later modified postulates 4 and 5 and
obtained better agreement with experimentally observed pressure 
coefficients as well as absolute values at atmospheric 
pressure. Camphausen made the valence band energy at the X
point dependent on C such that
Ex4=EX4.h (1+ r c 2.13
Ldsi J
where
Ex4,h« r d l2 -03 2.14
Ldsi J
The valence band state Ls, which was arbitarily set by Van 
Vechten in postulate 5 to half the energy separation of the Tis 
and Xa points below the ri = point, was altered by Camphausen to 
0.4 times the separation below the top of the valence band at 
the T point in order to agree with the relative shifts of Ls 
and Xa with respect to T i = measured by Zallen and Paul c2=5> .
2.5 The k.p theory
Kane 421> developed the k.p perturbation technique
previously used by Shockley42*0 and Dresselhaus 42'7> , in order 
to calculate the band structure of InSb at the principal band 
extrema. Later Braunstein and Kan e 42e> extended these
calculations to other III-V compounds.
According to the k.p theory, the band structure near the 
Brillouin zone centre is given by
E(k)=Ej +fi2 k2 + £ K U j  I P ILL > !2 2.15
2mo Ej—Ei
where <UjlPILL> the momentum matrix element connects only
states of differing symmetry, such as the s type conduction
band with the p type valence band. Because the energy
denominator in equation 2.15. is large except for states whose
energies are close to E j , the k.p calculation is usually
limited to include interactions between the valence and
conduction bands nearest the fundamental band gap. Recently
Shantharama42S>> measured simultaneously the effective mass and
band gap in GaAs and InP as a function of pressure, his
results indicated that a three band interaction, that is a
coupling between just the lowest conduction band minimum, ric ,
and the valence band maxima, ri=v gave best agreement with his
measurements. The effective mass is inversely proportional to
the band curvature,
1 = 1 d2 E (k) 2.16
m±j~ ti2 dkidkj
The following equation gives the effective mass, m~, of the 
electrons at the bottom of the ric minima, for a three band 
interaction.
mo = 1 + P2 p2 + 1 i
m~ 3 LEo Eo+AoJ
2. 17
P is the momentun matrix element. Lawaetz430> and Hermann*31> 
claimed that a five band interaction was needed to calculate 
the effective mass for the conduction band so they added two 
extra terms, namely
-■ P <2r 2 + l i + C'
3mo2 LE<rB-)-Eo EtrV^J-EoJ
to the RHS of equation 2.15. P # is the momentum matrix 
element connecting the s-type conduction band with the next 
higher lying p-type conduction bands, and C' is the small 
correction for all the higher lying bands. The momentum matrix 
elements proposed by Hermann and Weisbuch<31> and
Shantharama<2C;>> for GaAs and InP are shown in table 2.1.
Lawaetz*30? used a five band k.j? analysis similar to the 
approach of Cardona<3Si> but derived some of the parameters 
using the quantum dielectric theory of Phillips and Van 
Vechten in order to develop a semiempirical model to calculate 
the electron, heavy, light and split off band effective 
masses. For the valence band edge at the r point; fallowing 
the approach of Dresselhaus, Kip and Kittel*27> he defined
F = -2 Z t<XtPxirg-,j>l2 2.18
m j Ej
Hi = -2 Z K X l P y iriB%j>l2 2. 19
m j Ej
G ■ -2 Z K X  IFx 1 Tig, j> I2 2.20
m j Ej
Hg = -2 Z 1<X IPv ITga< j > 12 2.21
m j Ej
where <XI is the yz type wavef unction of the Tgcs' (ries^)
valence band states in the case where spin orbit coupling is 
neglected. j runs over various conduction bands with the 
electron energy Ej and of the indicated symmetry. Knowing the 
spin orbit splitting Ao1 of the Tis states yields the 
additional parameter
Hermann a n d <31> ShantharamaK
Weisbuch
Material GaAs InP GaAs InP
P2 28.9±0.9 20.7*1.5 25.0*0. 5 16.7*0
P'2 6.0 2.1 5.0*1 0.0
C' -2.0 -2.0 0.0 0.0
Table 2.1 Experimentally determined values for the
momentum matrix elements P2 , P'2 and C'.
PARAMETER InP GaAs InAs GaP
Eo 1.391 1.551 0.557 2.77
Ex 3. 15 3. 112 2.506 3.851
E=» 5.015 5.014 4.443 5.549
I.P 5.742 5.699 5.27 6. 113
E x a 8.247 8.636 7.574 10.09
Ex3—E x x 0.237 0.206 0. 194 0.234
Ls 6.968 6.874 6.192 7.704
dEu/dP(meV/kbar) 9.48 10.88 13.47 7.97
d E a/ d P (meV/kbar) 4.72 5.45 6.58 4. 14
dE^/dP(meV/kbar) 3.06 3.355 3.76 3.22
dl.P/dP(meV/kbar) 2.29 2.47 2.88 2. 13
dEx^/dP(meV/kbar) 6.43 6.95 7.66 6.89
dL3/dP(meV/kbar > 3.875 4.26 4.79 4.04
Table 2.2 Principle band energies and pressure coefficients 
of the -four quaternary binary compounds.
q«=4 Z K X  IPy. I Tis> l^Ao1 2.22
9m j (Ej)2
F=-P/Eo 2.23
Hi=-P1/Eo1 2.24
q can then be simplified to give
q= -2H 1A01 2.25
9EoA
These parameters have been simplified by considering only the
closest energy terms, that is where the denominator is the
smallest. From the above equations the Luttinger valence band
parameters are defined as
Yi * -1/3 (F + 2G + 2Hi + 2Hz) -1 +l/2q 2.26
“ -1/6 (F + 2G - Hx -Hz) -l/2q 2.27
Y3 = -1/6 (F -G + Hi - Hz) + l/2q 2.28
P, P 1, Hz and G are all affected by d core states this has
been considered by defining them as
P = PSi <S(p + <l-p)Z> 2.29
P ls= P 1 si <S(p+(l-p)Z) 2.30
Hz =  Hz ei Z6 2.31
G = Gsi 26 2.32
The values of P, P 1, G and Hz for silicon were determined
from measured valence band parameters for germanium, since
they were regarded as the most accurately known,
Psi = 21.6eV 2.33
Psi1 = 14.4eV 2.34
Hz ei = -0.19 2.35
Gsx=-0.75 2.36
6 ■ (1 + oc(Dav -1) > (dsx/d)2 2.37
where a has a value of 1.23. Z is given as
Z - Eo 1 + Eo.h1 2.38
2Eox
where
Eo.t-.1 « 3.4-(d/d.*)-1-vs* 2.39
and
Eo1 * ((Eo .h 1)2 + Ci2)1"2 2.40
is the energy gap between r 13v and ri5c states. The value of
Ci was taken to be equal to that o-f C by Van Vechten, although
he stated later that it should be larger for p-p gaps, Lawaetz
consequently used a value of Ci=1.25C. The nature of p is zero
for no d core electrons, 1 for isoelectronic compounds with d
electrons, otherwise 0.5. Having described the band structure
calculations the relative effective masses can be deduced. The
conduction band effective mass is given by
m'o/m«* = 1 - F(l - yi - x ) + F' 2.41
where the second term results from an interaction from the
valence bands Hzs1 and
Y* Ao  2.42
(Eo + Ao)
while the x stands for the contribution from the risc band and 
is given by
x = p . Eo . Eo 1—E o , t->1 2.43
p+(l-p)Z E o 1-Eo 2E01.
The third term F' is the contribution from higher bands,
assumed by Lawaetz to be equal to -2. Expressions for the
light hole and heavy hole effective masses are given as
mLH*/mo =(yi -y- )-1 2.44
and
mHH#/m0 = (yi -y~)~1 y+«c= 2.45
Y-f.c== (1 + 0.05yh + 0.0164yh2)2X3 2.46
where
y- = (2y=2 + 2Y32)1'2 2.47
and
Ym- » 6 <Y23 ~ Y22 ) 2.48
g-(Yi-r">
2.6 Variation of the band structure with alloy composition.
Considering its simplicity the theoretical treatment of 
the band structure outlined in the preceeding sections is 
reasonably accurate. A comparison with recent experimentally 
observed values will be discussed in chapter 4. Tables 2.2 and 
2.3 show the principal band energies calculated for the four 
binary compounds GaAs, InP, GaP and InAs at OK, whilst table 
2.3a presents the interpolated values across the quaternary 
alloy. Figure 2.4 shows the variation of the direct band gap 
and subsidary minima of GalnAsP as a function of composition, 
calculated via interpolation of the binary compound values. 
Although the absolute values in figure 2.4 are not considered 
to be very accurate, (see section 4.9) and have not been used 
further in the thesis, the quantum dielectric theory — 
correctly predicts the T, L, X ordering of the conduction band 
minima. The calculated Er~i_ energy separation is shown to be 
less than the band gap energy across the complete alloy range. 
The solid and dashed lines for the L band in figure 2.4 
correspond to Camphausen's <2^ > and Van Vechten' s <2:2> 
assumptions respectively, concerning the energy of the top of 
the valence band at the L point relative to the r point. These 
two curves illustrate the difficulty in determining the Eri_ 
and Er~x energy separations when the valence band structure is 
not well known. Figure 2.5 and table 2.3a show the calculated 
variation of the light, heavy and split off hole masses as 
well as the conduction band effective mass at the zone centre 
as a function of alloy composition.
25
>
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>
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LU
-Camphausen
-Van Vechten
0.8 1.00.60,20
COMPOSITION P A R A M E T E R  y
Fig.2 A  The compositional variation of the higher lying 
satellite minima at the X and L symmetry 
points and the direct band gap energy, predicted 
using the quantum dielectric theory.

2.7 The effect of hydrostatic pressure on the band structure.
The semiempirical band structure calculations involve 
scaling quantities by some ratio of the interatomic spacing of 
silicon to that of the material of interest. The principal 
effect of applying hydrostatic pressure to a sample is to 
cause a decrease in the volume of the crystal and therefore to 
decrease its lattice constant and interatomic spacing by an 
amount dependent on the materials compressibility. The 
theories previously outlined are well suited to modelling the 
effect of hydrostatic pressure on a material. Following the 
approach of Camphausen the pressure coefficients of the
principal energy points described by Phillips and Van Vechten 
were obtained (see appendix A for more details of the 
calculations). Figure 2.6 shows the calculated pressure 
coefficients of the r, X and L minima relative to the valence 
band edge at the zone centre for the quaternary alloy GalnAsP. 
The variation of the heavy hale, light hole, split off and 
conduction band effective masses against composition parameter 
y are shown in figure 2.7. A comparison between measured 
pressure coefficients and the values obtained from the quantum 
dielectric theory for the binary compounds and for the 
quaternary alloy, are given in tables 2.3 and 2.3a as well as 
section 4.2.
2.8 The temperature variation of the band structure
As the temperature is changed so the nearest neighbour 
distance would vary according to the value of the linear 
coefficient of thermal expansion. At high temperatures, this 
is not the major cause of the variation of the band gap with 
temperature, and therefore the quantum dielectric theory has 
not been used to calculate the temperature variation of the
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Fig. 2.6 Calculated compositional dependence of the V, X 
and L band pressure coefficients
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band gap. At high temperatures the band gap variation with 
temperature is mostly associated with the temperature 
dependence of the electron phonon interaction. At low 
temperatures the density of phonons is low and this effect is 
of less importance. The temperature variation of the band gap 
in the quaternary alloy is given in section 4.2.
2.9 Band structure away from the r band minima.
Very often it is important to know the band structure away 
from the T minima, that is, as a function of carrier kinetic 
energy. For example, the non radiative Auger recombination 
rate formulae, equations 3.44-3.50 are dependent on the values 
of the effective masses in the conduction and split off bands 
at the threshold energies of the CHCC and CHHS processes 
respectively. The effective mass of the bands as a function of 
kinetic energy needs to be known, which requires a knowledge 
of the energy-momentum relationship up to the threshold 
energies. This can also be calculated using the Kane band 
model, which gives the conduction, split off and the light 
hole band by the following formulaet21)
Ec= = fifk= + Ec ' + Zc=k= 2.49
2m0
Ei = F k 2 + Ei ' + Zik2 2.50
2m0
E. = TRfk= + E „ ' + Z*k= 2.51
2m0
where
Z± «ai=A' + bi2M ' + Ci2L ' 2.52
and i = c, s or 1
Ec=', E.' and Ei ' are the three roots of the following
equation such that E*=' > Ex ' > E » '.
E'<E'-E0 )<E'-A> - fifk2P<E'+2A/3> = 0  2.53
2m0
mo is the free electron mass and the quantities a± ,bi, and c* 
are given by
ai2 « 55k=P(E1 + 2A/3)2N ' 2.54
2m0
b± 2 =  2Ao2 (Ei' - E0)2N' 2.55
9
Ci2 « <E«=' — Ea) 2 (Ei ' +2A/3) 2N ' 2.56
where N' is the normalising constant such that
ai3 + bi2 + ci2 « 1 2.57
The quantities A', M', L' represent the effect of the 
bands other than the conduction, heavy hole, light hole and 
the split off band. They are given by Kane as
A '= - F '=2 2.58
M' « Hi + Hz 2.59
L' « F ' + 2G 2.60
Average values of F', Hi, Hz and G were calculated using 
Lawaetz's theory<30>. Using the above equations E*=, Ei and E. 
can be calculated as a function of k. The effective masses 
m~, mi_M and ms were then obtained from the expression
(Hi= ti2k2 2.61
2Ei '
where E i ' is the kinetic energy with respect to the band 
minimum. The above theory has been used to calculate the 
effective masses as a function of kinetic energy away from the 
T minimum for the two alloy compositions of interest for 
quaternary lasers namely at y=0.6 and y=0.B9, the results are 
shown in figures 2.8 and 2.9.
Unlike the light hole and conduction band, the split off 
band and the heavy hole band in particular are anisotropic. 
Following Ka n e <21>, anisotropy of the split off band was 
incorporated into the k.p theory by replacing
b.2M'k2 =£b.2 (M'k2+<3G—2Hi>K'k2 ) 2.62
c.2L'k2 «*c.2 (L'k2-2(3G-2H»)K'k*) 2.63
where
K ' gkx2kv2+kx2k,:z+kv:zkt:z 2.64
k2
so that in the (1,0,0), (1,1,0) and (1,1,1) directions K' is
0, 0.25 and 0.3333 respectively. The calculations shown in
figures 2.9 and 2.G were obtained using an average K' value of
0.229, averaged over all directions.
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Fig. 2.8 Effective mass values for the conduction, light- 
hole and sptit-off hole bands in 1.3 urn GalnAsP 
as a function of the carriers kinetic energy, at
0 and 6 kilobars pressure.
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TABLE 2.3. Band Structure Parameters and their Pressure
and Temperature Coe-f-ficients.
Property Material.
GaAs GaP InAs InP
d/a0 4.626* 4.460* 4.940* 4.802*
C <eV) 2.90* 3.300* 2.74* 3.339*
Da v 1.25* 1.152* 1.354* 1.270*
(eV)
<T=OK)
1.55* 2.77* 0.56* 1.39*
EcEx (eV) 
<T=300K)
1.519- 2. 74J 0.36- 1.421*
EiTh <eV> 
(T=OK)
3. 15* 3.85* 2. 5*=* 3. 16*
E iEx (eV) 
<T«300K)
2. 89J 3. 66J 2.5 J 3. 14*
E=Th (eV) 
(T«OK>
5.01* 5. 55* 4.443* 5.02*
E=Ex (eV) 
(T=300K)
4. 99J 5. 27J 4. 70J 5. 04 J
I.PTh (eV) 
(T=OK>
5.70* 6.11* 5.27* 5.74*
I.PEx (eV) 
<T=300K>
5. 59m 5.44° 5.72-
E«=, 'Th <eV> 
<T=OK)
4. 80* 5. 33° 4.71* 5. 10*
E o 'Ex <eV) 
(T«300K)
4.44 J 4. 78J 4. 44J 4. 72 J
Ei (eV) 6.60* 7. 17* 5.90* 6.66*
E i 'ex <«V) 6.63- 6.67- 6. 10- 6.60-
A«Ex (eV) 0.341° ~0.10J 0.38° 0. 11J
Ac' <eV> 0. 19J 0.05J 0.26J 0.07J
Ai <eV> M).23J ~0.08- M).28J 0. 15J
P-r (K) 204*= 460* 248v 327*
Table 2.3 Continued.
Property Material.
GaAs GaP InAs InP
a-r rlO_i*eVi
L K J
5.405= 6.200* 3.35v 4.906*
Er-L_Th (eV) 
(T=OK)
1.940t> 2.26" 1.584" 2. 15"
En-Ex (eV) 
<T*OK)
1.815= 1.84-F
0(r*i_ plO-^eVT
L K J
6.050=
Er-xjh (eV) 
<T=OK>
2. 14" 2.68" 2.139" 2.391"
e «~x Ek (eV) 
<T=OK)
1.981= 2.338= 2.22°
(Xrx plO-^eVT
L K J
4.60= 5.771=
a' U O - ^ K - M  
(T=300K)
2. 5* 5.7* 5.73" ^5.3*
k r io-3 i 
Lkbar— 1 J
1.34- 1. 13- 1.72- 1.38-
dEo-ph rmeV i 
dP LkbarJ
10.9" 7.90" 13.5" 9.48"
dEoPv rmeV i 
dP LkbarJ
11. 11 10.5" 10.2- 8.50*
dEr-xjh rmeV i 
dP LkbarJ
-1.01" -0.9" -1.1" -1.1"
dErxcw rmeV i 
dP LkbarJ
-1.34— ~-l.1" -2. 4—
dEn-Th rmeV i 
dP LkbarJ
3.7" 2.5" 6.0" 3. 13"
dEn_cv rmeV t 
dP LkbarJ
5.5""
dEijj^ rmeV i 
dP LkbarJ
5.45" 4. 15" 6.58" 4.72"
dEiFx pmeV i 7.2" 5.8" 7.2"
dP LkbarJ
i«pie .c.o uontinuea■
Property Material.
GaAs GaP InAs InP
dEzjh rmeV i 3.6b 3.2to 4. lto 3.06to
dP LkbarJ
^IsEx
dP
rmeV i 
LkbarJ
2.9-
m”Th 0.0739*3 0 . 155b 0. 0227*3 0.0748*
ra-Ex 0.063*" 0.365- 0.022v 0. 08"
m,-HTh 0.0739*3 0 . 137b 0.0262*3 0. 12c,cl
muMEx 0.074- 0. 14- 0.027- 0. 089c,c*
mHHj^ 0. 615*3 0. BIS*3 0.636b 0.835*
mMMEx 0.45-
uuh*■o 0.40*=*=' 0. 4 5 ^
meTh 0.151b 0.235*3 0. 0878*3 0. 161*
msEx 0. 15- 0.089- 0. 17**
The references quoted above are as follows, 
a Van Vechten J.A and Bergstresser T.K Phys. Rev. B 3351 
(1970).
b Calculated by the author using the perscriptions outlined 
in chapter 2.
c Thurmond C.D J. Electrochem Soc 122 1133 (1976). 
d Varshni Y.P Physica 34 149 (1967).
e Camphausen D.L, Connell G.A.N and Paul Ul. Phys. Rev.
Lett. 26 184 (1974). 
f Pitt G.D and Vyas M.K.R J. Phys. C 8 138 (1975).
g Aspnes D.E Phys. Rev. B 14 5331 (1976).
h Blakemore J.S J. Appl. Phys. 53 R123 (19B2).
i Samara G.A Phys. Rev. B 27 3494 (1983).
j Cardona M, Shaklee K.L and Pollack F.H Phys. Rev. 154 
696 (1967).
k Gunney B.J, Patel D, Tatham H.L, Hayes J.R, Adams A.R
High press, res. industry. 2 481 (1982).
1 Shantharama L.G, Adams A.R, Ahmed C.N and Nicholas R.J
J. Phys. C 17 4429 (1984). 
m Allen F.G, Gobeli G.W Phys Rev. 144 558 (1966). 
n Neuberger M, ed."Handbook of Electronic materials" Vols.
2,5,7 (I.FI/Plenum, New York, Washington and London 1971) 
o Kobayashi T., Tei T. , Aoki K . , Yamamoto K. and Abe K.
Physics of Solids under pressure pl41 (1981). 
p Cohen M.L and Bergstresser T.K Phys. Rev 141 789 (1966). 
q Cohen M.L and Phillips J.C Phys. Rev. 139 A912 (1965). 
r Fischer T.E Phys. Rev. 142 519 (1966). 
s Patel D. Ph.D thesis, University of Surrey (1983). 
t Pearsall T.P "GalnAsP alloy semiconductors" J. Wiley and 
Sons ltd, New York (1981). 
u Calculated by 3 band k.p theory by the author, 
v Summers C.J and Smith S.D Proc.Phys. Soc. 92 215 (1967).
w Nicholas R.J, Portal J.C, Houlbert C, Perrier P and
Pearsall T.P Appl. Phys. Lett. 34 492 (1971).
x Adachi S. J. Appl. Phys. 53 8775 (1982).
y Adachi S. Phys. Soc. Japan 24 1178 (1968).
z Casey H.C Jr. and Panish M.B "Heterostructure Lasers, Part 
B" Academic Press, New York, (1978). 
aa Wolford D.J, Mariette H and Bradley J.M Inst. Phys.
Conf. Ser. 74 GaAs and related compounds, 275 (1984). 
bb Aspnes D.E Phys. Rev. B L4 5331 (1976).
cc Dutta N.K J.Appl. Phys. 51 6095 (1980).
dd Rochon P and Fortin E Phys. Rev. B 12 5803 (1975).
TABLE 2.3a. Quaternary Band Structure Parameters and their
Pressure and Temperature Coefficients m
Property Material.
y 0.2 0.4 0.6 0.8 1.0
X 0.091=' 0.183=' 0.277=' 0.371=' 0.467='
d/ao 4.B02-' 4.B02-' 4.B02-' 4.B02-' 4.802-'
C(eV) 3.219*' 3.107*' 3.002*' 2.904*' 2.815*'
D a v 1.276*' 1.282*' 1.288*' 1.293*' 1.3*'
Eoji^ (eV> 
CT=OK)
1.294*' 1.202*' 1.117*' 1.038*' 0.937*'
E0£x (eV) 
(T=300K)
1.278"' 1.142"' 1.019"' 0.9069"' 0.807"'
Eij^ (eV) 
<T=OK>
3.058*' 2.974*' 2.896*' 2.824*' 2.758*'
E iEx (eV> 
(T=300K>
2.992- ' 2.B6B " ' 2.75"' 2.644"' 2.55"'
E^-p^ (eV) 
<T=OK)
4.936* ' 4.863*' 4.797*' 4.737*' 4.68*'
<T=300K)
4.88-'
I.PTh (eV) 
(T=OK)
5.674* ' 5.611*' 5.553*' 5.501* 5.45*'
I.PEx <eV) 
<T=300K)
Eca' (eV) 
(T=OK>
4.978*' 4.865*' 4.761*' 4.665*' 4.579*'
E0 'e>< (eV) 
(T=300K)
4.65-' 4.57-' 4.50-' 4.43-' 4.37-'
Ei 'Th <eV) 6.563*' 6.477*' 6.399*' 6.329*' 6.265*'
Ei'Ex (eV)
A*,^ (eV) 0.163"' 0.214"' 0.266"' 0.313"' 0.36"
Ac' (eV) 0.29-'
Ai <eV) 0.18" ' 0.22"' 0.25"' 0.26"' 0.265"'
p-r (K) 320*' 307* ' 287* ' 261*' 227* '
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Table 2.3a. Continued.
Property
y
«t rlO~*eVi
L K J
Er-i_jj-j (eV) 
<T=OK)
Em_Ex CeV) 
(T=OK)
«ri_ p 10~^eV~i
L K J
E^xjh (eV) 
<T=OK)
ErxEx <eV > 
(T=OK)
ofrx rlO~^eVi 
L K J
«' (10-^K-1) 
<T=300K)
k r io ~3 i
Lkbar— 1 J
dEcjh rmeV 1 
dP LkbarJ
dEoCw r o e V  1 
dP LkbarJ
dE r~x Th r<neV i 
dP LkbarJ
dErxFv r meV i 
dP LkbarJ
dErn_Th r tneV 1 
dP LkbarJ
dE m -c-yy r o e V  i  
dP LkbarJ
dE^Th roeV 1
dP LkbarJ
d E i F x r meV i 
dP LkbarJ
Material.
0.2 0.4 0.6 0.8 1.0
4.73*' 4.58*' 4.46*' 4.37*' 4.31*'
2.033*' 1.933*' 1.848*' 1.778*' 1.722*
1.357v
2.258*' 2.151*' 2.071*' 2.018*' 1.994*
5.4®
9.01 '-' 9.51 '-' 10.0:
3.371
5.6°'
1.422*' 1.458*' 1.490*' 1.517*' 1.539*
10.11*' 10.72*' 11.29*' 11.81*' 12.23*
10.4 1®' 10.8 1®
-0.99*' -1.04*' -1.07*' -1.05*' -1.02*
3.57*' 3.78*' 3.99*' 4.17*'
5.025*' 5.317*' 5.591*' 5.843*' 6.072*
- 37 -
Table 2 .3a Continued.
Property Material.
y 0.2 0.4 0.6 0.8 1.0
dEsjh
dP
rmeV i 
LkbarJ
3.204* * 3.338*' 3.46*' 3.568*' 3.661*'
dE=EX
dP
rmeV i 
LkbarJ
mT h 0.066*' 0.059*' 0.052*' 0.0456*' 0.040*'
B 1 m X 0.0722"' 0.0644"' 0.0566" ' 0.0488"' 0.041"'
mi_Hy^ 0.075*' 0.07*' 0.06* ' 0.052*' 0.046*'
n'‘_MEx 0.106=' 0.092=' 0.079=' 0.065='
Nino•o
"HHTh 0.79*' 0.746*' 0.704*' 0.664*' 0.626*'
(Hh h ^ 0.467*' 0. 473* ' 0.466*' 0.451*' 0.424*'
mB°Th 0.15*' 0.14*' 0.13*' 0.121*' 0.113*'
msoEx 0. 16* ' 0.15*' 0.14* ' 0.129*' 0.118*'
The references quoted above are as f ol1o w s ,
a' Van Vechten J.A and Bergstresser T.K Phys. Rev. B 1^ 3351 
(1970).
b' Calculated by the author using the prescriptions outlined 
in chapter 2. 
c' Adachi S J. Appl. Phys. 53 B775 (1982). 
d' Linear interpolation of the binary compound values, 
e' Laufer P.M, Poliak F.H, Nahory R.E and Pollack M.A Solid 
State Commun. 36 419 (1980). 
f ' Linear interpolation between the measured binary compound 
values.
g' Bisaro R, Merenda P and Pearsall T. Appl. Phys. Lett. 34 
100 (1979).
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1' Shantharama L.G, Adams A.R, Ahmed C.N and Nicholas R.J 
J. Phys. C 17 4429 (1984). 
n' Neuberger M, e d ."Handbook of Electronic Materials' Vols.
2,5,7 (I.F.I/Plenum, New York, Washington and London 1971) 
s' Patel D. Ph.D thesis, University of Surrey (1983). 
u' Perea E, Mendez E and Fonstad C.G Appl. Phys. Lett. 36 978 
(1980).
v' Cheng K.Y, Cho A.Y, Christman S.B,Pearsall T.P and Rowe I.E 
Appl. Phys. Lett. 40 423 (1982). 
w' Nicholas R.J, Portal J.C, Houlbert C, Perrier P and
Pearsall T.P Appl. Phys. Lett. 34 492 (1971).
x' Pearsall T.P ed. "GalnAsP Alloy Semiconductors" J. Wiley
and Sons, New York (1981).
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CHAPTER 3,
THEORY OF HOT ELECTRONS.
3.1.1 Introduction
Part one of this chapter introduces some basic theory on 
high field phenomena, including the Gunn effect. Part two 
outlines some relevent laser theory, and then concentrates on 
the non radiative loss mechanisms proposed to be responsible 
for the To problem. A Monte Carlo program initially developed 
to study hot electron phenomena resulting from applied high 
fields is also described. This program has been modified to 
investigate the movement of hot carriers created in the active 
region of a semiconductor laser by certain non radiative
recombination processes, in order to assess the probability of
their escape from the active region over the confining
heterojunction barriers.
3.1.2 The Gunn effect
Whilst studying the noise properties of GaAs under high 
electric fields, Gunn observed coherent oscillations in some 
devices when the field exceeded a critical value<33}. He
subsequently observed similar results in InP<3'*>. The physical 
mechanism involved was the subject of considerable debate for 
18 months following Gunn's observation. The critical
experiments which identified the precise mechanism were 
preformed by Hutson et a l <3=> and then by Allem et al <3dl> . 
Hutson applied hydrostatic pressure to a GaAs sample and 
observed that the threshold field for the Gunn effect 
decreased. Of the possible mechanisms only the electron 
transfer mechanism proposed by Ridley and Watkins437'* and
independently by Hilsum<3<3> predicted this behavior. Allem436* 
varied the intervalley separation by alloying GaAsxPi-x. As 
the composition parameter x was decreased from 1 to 0.5 the 
sub band gap decreased -From 0.36 to OeV. Allem showed that as 
x decreased the threshold -Field decreased. The preceeding 
results left little doubt that the electron transfer mechanism 
was the cause of the Gunn effect. More recently, however, 
Pickering et al <3t?> looking at changes of threshold field with 
pressure and phosphorous content showed that the threshold 
field increases with hydrostatic pressure to 15kbar. They 
attributed this to m~ increasing in the r minimum. The masking 
of these effects in the earlier results was attributed to the 
presence of high fields at the cathode contact iZS€p> . The Gunn 
effect has been the subject of many books and 
reviews<40’A1,42>, consequently only a brief description will 
be given here.
In the absence of an electric field, the electrons in the 
conduction band are distributed over the thermal range of 
energy in the central r minimum and are in equilibrium with 
the lattice. Their average temperature is equal to the ambient 
temperature. If a low electric field is applied the electron 
temperature rises until a new equilibrium is established. This 
new equilibrium can be described by an effective electron 
temperature T„ given by the energy balance condition that the 
rate at which electrons gain energy from the field is equal to 
the rate at which they loose it to the lattice. At low 
electric fields, the electrons are accelerated and gain energy 
until they collide. In the quaternary these collisions are 
predominently due to thermal lattice vibrations with a polar 
optical nature. The collisions occur between the electrostatic 
charge on the electron and electric fields generated by the
bipolar nature of the crystal lattice.
On collision the electron loses both momentum and kinetic 
energy which appears as Joule heating of the lattice. The 
kinetic energy gained from the field is effectively shared 
between all the electrons by fast electron-electron collisions 
so that the mean energy rises until the collision rate which 
increases with increasing energy is such that equilibrium is 
established at a higher mean electron energy characterised by 
the electron temperature T_. As the electric field is 
increased still further the equilibrium state exists at a 
higher mean energy and the electrons occupy a broader range of 
energies in the central valley of the conduction band.
Due to the electrostatic nature of the electron phonon 
interaction, polar mode scattering becomes progressively less 
effective as the electron velocity increases, essentially 
because the electron experiences a deflecting force for a 
shorter period of time when travelling with a faster velocity, 
as is the case for ionised impurity scattering. As the 
electric field is increased further a value is reached when 
the polar mode scattering becomes too weak to maintain the 
electron distribution in steady state with the lattice. The 
electrons gain more energy from the field than they can lose 
to the lattice and become rapidly heated until a new 
scattering mechanism appears and re-establishes the steady 
state. Two such mechanisms are impact ionisation and electron 
transfer, the band structure generally establishes which one 
will occur. In material where the fundamental band gap is 
sufficiently smaller than the sub band gap, impact ionisation 
, also referred to as avalanche breakdown, will occur. In this 
process, an energetic electron loses a considerable fraction 
of its kinetic energy to a valence electron, which is then
raised to the conduction band, leaving a free hole in the 
valence band.
In the quaternary alloy GalnAsP/InP, the sub band gap for 
all compositions is always smaller than the band gap as shown 
in figure 4.5. Therefore the steady state is re-established by 
the transferred electron effect, whereby electrons that have 
acquired sufficient energy to raise them to the level of the 
lowest satellite sub band (in the quaternary this would be the 
L minima), ^ can be scattered into these valleys by 
interaction with lattice vibrations. Since the satellite 
minima lie at the Brillion zone edge the change in momentum is 
large and only short wavelength phonons can take part.
The intervalley scattering processes are strong and once 
they come into play the electron distribution is able to 
stabilise again. The density of states in the L minima is 
much greater than that of the r , so that once an electron 
scatters into the satellite valleys there is a high 
probability that it will stay there with a much reduced 
mobility. It is this transfer of electrons which is 
responsible for negative differential mobility in these 
materials.
3.1.3 Stratton theory
The critical field associated with the electron breakaway 
has been calculated by Stratton c<*3> based entirely on polar 
optical phonon scattering and is given as
Fc ■ (l/E0„-l/eo)m*ekB ©/2ti2 3.1
The absolute value however is uncertain because it depends on 
the quantity ( 1 / E o o - 1 / e 0 ) which is sensitive to small errors in 
the dielectric constants which haven't yet been measured in 
the quaternary. Stratton's formulation was based on a
parabolic band, but the conduction band of GaAs is known to be 
non parabolic. Since m~ increases with energy one would expect 
a slower variation of electron temperature with field than in 
the parabolic case. The effects of non parabolicity are more 
accentuated in the quaternary alloy particularly as the 
compositional parameter y is increased.
3.1.4 Solution of the Boltzmann equation
In high field transport the main problem is to ascertain 
the form of the distribution function in the presence of the 
electric field. In order to obtain an analytical solution to 
the coupled Boltzmann equations for the distribution functions 
in the central and higher minima of the conduction band, 
various assumptions have to be made. Hilsum<3£3> assumed that 
the field caused electrons to heat up above ambient 
temperature and electron-electron collisions produced a common 
T» in both upper and lower valleys if the system was in the 
steady state. Conwel 1 and Vassel 1 <-*=> assumed the distribution 
functions could be represented by a truncated series of 
spherical harmonics, which, according to Fawcett et al , is 
expected to be reliable in the r minimum only at very high 
fields. Butcher and Fawcett assumed a displaced Maxwellian
distribution, which is an approximation which is valid 
typically at electron densities much higher than commonly used 
in transport measurements.
The improvement in computational facilities has enabled 
the development of numerical techniques to determine the 
distribution function explicitly. Two techniques have been 
developed, namely the iterative and the Monte Carlo technique. 
Both allow the exact solution of the Boltzmann equation to be 
obtained even when complex band structure and scattering
mechanisms are included. The iterative method is discussed in 
some detail by R e e s <4<s>>. In the Monte Carlo technique the 
movement of a single electron through k space is monitored 
while random numbers suitably weighted by the relative 
strengths of the scattering mechanisms determine the interval 
between, and the change in velocity caused by the collisions. 
Any average over the velocity distribution may be simply 
summed without analytical approximation. The Monte Carlo 
technique avoids having to make any of the conventional 
approximations needed to solve the Boltzmann equation 
analytically but instead evaluates the distribution function 
exactly once the scattering rates have been specified; in 
effect this method produces a numerical solution to the 
Boltzmann transport equation for a specific set of scattering 
processes and material parameters. Fawcett, Boardman and 
Swain<47> used this technique to calculate the velocity—field 
curve in GaAs including polar optic, acoustic and relevant 
intervalley scattering processes and a non parabolic central 
conduction band. The versatility of the Monte Carlo technique 
to solve exactly the Boltzmann equation has meant that it has 
become the best established theoretical method for calculating 
high field problems. This technique was used to predict the 
threshold field and peak velocity in the quaternary alloy. The 
next section will briefly outline the Monte Carlo technique.
3.1.5 The Monte Carlo technique
The Monte Carlo technique determines the distribution 
function by modelling the motion of one electron in momentum 
space, as a sequence of free flights in a constant applied 
field interrupted by collisions (scattering events). The
carrier was initialized in the lowest conduction band with an 
initial energy set equal to the average energy of a Maxwell 
Boltzmann distribution with a lattice temperature T, namely 
Eir>^s=3kE>T/2. Between collisions, the electron obeys classical 
laws of motion but specified by the band structure of the 
material. The main steps in the Monte Carlo modelling are 
shown in figure 3.1.
Assuming that there are M' scattering processes and that
the probability of being scattered by process q is Xc,<k), the
probability that an electron will be scattered at all will be
determined by the total probability
X (k> = Zq_0M ' Xe, (k) 3.2
and the probability that an electron will drift for a time t
and then be scattered is given by
t
P(t> « X(k(t)) e x p (- J (k(t')dt') 3.3
0
where
k ( t ) = k o  + eFt/1i 3.4
For some of the scattering processes the integral in 
equation 3.3 cannot be analytically evaluated, P(t) can best 
be obtained by introducing a fictitious self scattering 
process of probability
S o ( k , k  ') =  X o ( k )  <S ( k ~ k  ' > 3.5
Because of the delta sign, the wavevector is not changed and 
the process is of no physical significance, however it does 
mean that X o ( k >  can have any value, which is choosen so that 
X o C k )  +  X ( k )  * Tx 3.6
a constant such that P(t) reduces to
P<t)=rx exp(-rxt) 3.7
This has the effect of simulating the motion of an electron 
that has an energy independent relaxation time of 1/Tx.
The duration of free flight t, the type of scattering
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Figure 3.1 Flowchart for the Monte Carlo Program,
Legend: I=Number of iterations
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process and the change in momentum produced by a scattering 
were all choosen using numbers produced by a pseudorandom 
number generator. The drift time was determined by generating 
a random number O^r'^i with a uniform probability distribution 
and then letting
XrQP(r)dr - Jq P (t)dt 3.8
and hence
t=! ln(l-r)
fi 3.9
Having determined the drift time, the k value at the time of 
scattering is simply
k ( t ) = k (to) + e F ( t - t o ) /ti 3.10
In order to select the scattering process, since Z M ' c - o ss 
Ti, it was only necessary to generate a random number r 
between 0 and r 1 and test the inequality r<Zmc-.0 Xa (k) for all 
m. When the inequality was satisfied, scattering process m was 
choosen. Polar optical absorption and emission were regarded 
as separate processes, so that the final state energy was also 
determined by the inequality since the energy change was 
either independent of the change in momentum as in polar and 
intervalley scattering or zero as in acoustic phonon 
scattering. The corresponding magnitude of the k vector was 
calculated from the assumed E-k relationship of the material.
Assuming a symmetric distribution function about the field 
direction, another random number ft was generated between 0 
and 1 to determine the angle © of the k vector relative to the 
direction of the electric field. From ft=(1-Cos©)/2, © could be 
obtained and the final k state was then given by its 
components k* and k p
kz= IkICos© 3.11
kp*= Ik ISin© 3.12
For polar and acoustic scattering in the r valley and 
polar optic scattering in the upper valleys the determination 
of the final state was complicated by the angular probability 
of the scattering rate < for further information see reference 
47). The final state becomes the initial state of the next 
free flight and the process was repeated. The Monte Carlo 
program used in this work was similar to that described by
Fawcett et al except that it also included ionised
impurity s c a t t e r i n g a n d  alloy scattering <****> . Two sets of 
satellite minima, namely L and X are also incorporated into 
the program.
The numerical calculation was done by setting up three 
separate histograms one for each of the T, L and X valleys. 
The electron having started from the central valley could 
transfer from valley to valley through intervalley scattering. 
Counts proportional to the amount of time the electron spent 
in each cell of the histogram were noted during the course of
the free flights in the electric field. The electron
population in each of the three valleys was equal to the ratio 
of the times that the electron spent in the three histograms; 
similarly the distribution function was proportional to the 
amount of time the electron spent in the cell space. The 
process of electron drifting and scattering was allowed to go 
through a total of 20,000 to 60,000 real (not self) scattering 
events so that the initial conditions did not affect the 
calculations. After this time the velocity was calculated from 
the equation
Vj = 1 ZE-F-Ei. = 1 Z E+-Ei 3. 13
* Zk-F—ki eFtj
where i and f indicate initial and final components of each 
free flight, tj is the total time which the electron spent in
valley j. The summation is over all the electron drift 
flights. The velocity was calculated as a function of electric 
field. The peak velocity was taken as the maximum value 
reached and the threshold field was that at which the peak 
velocity occured.
3.1.6 Scattering mechanisms in the Monte Carlo program
In a semiconductor there are a number of physical 
processes which can cause an electron moving through the 
lattice to be scattered. The scattering mechanisms 
incorporated into the Monte Carlo program are listed below.
1 Acoustic (deformation potential) scattering
2 Polar optical scattering
3 Equivalent intervalley scattering
4 Non equivalent intervalley scattering
5 Ionised impurity scattering
6 Alloy scattering
7 Self scattering
For further information on the scattering rates see appendix 
B.
LASER THEORY.
3.2.1 Principals of an injection laser.
The operation of a semiconductor laser is based on 
electron transition processes between the conduction and 
valence band. Electron transitions between these two bands 
involve the emission or absorption of a photon with an energy 
greater than the band gap. In a semiconductor the majority of 
the electrons are in the valence band. A photon can interact 
with a valence band electron and be absorbed, as shown in 
figure 3.2. Alternatively it can stimulate an identical photon 
in terms of frequency, phase and direction as the incident one 
(figure 3.2) whilst causing an electron in the conduction band 
to make a transition to the valence band. This process is 
called stimulated emission. Transitions from the conduction 
band to the valence band can also occur without external
stimulus, unlike stimulated emission, the resulting emitted
photon propagates in random direction and phase and this
process is called spontaneous emission (see figure 3.2).
Photon generation in semiconductor lasers therefore 
requires the presence of electrons in the conduction band and 
holes in the valence band. These minority carriers are
(injected! by forward biasing a p-n junction. The injected
carriers, recombine in the junction region and light is
generated. The injected carriers may however recombine non
radiatively in which case no photon is generated. The relative 
importance of the radiative to non radiative processes
determines the efficiency of light emission which affects the
threshold condition of lasers. In thermal equilibrium, the
stimulated and spontaneous emission rates along with the
absorption rate are all related by the Einstein relations 
which are discussed in detail in the 1 iterature c=c,« = 1 > and as
Conduction Band 
E . -----------------------  ,   fc
E
v *  Valence Band
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c) SPONTANEOUS EMISSION
Fig. 3.2 Schematic diagram sho wing the 
fundam ental transition processes  
in a laser.
such will not be discussed here. As the injected carrier 
concentration increases, eventually the v stimulated emission 
rate will exceed the absorption rate and optical gain occurs. 
Bernard and Duraf-Fourg <=S2 > showed that -for the stimulated 
emission rate to exceed the absorption rate, the separation o-f 
the quasi -Fermi levels fc and -Fv must exceed the photon 
emission energy
■Fc=~F v>Ec—Ev 3.14
A negative absorption represents a positive gain and vice 
versa.
3.2.2 Gain
The linear gain o-F GalnAsP/InP lasers can be calculated 
■From the theory o-F Yamada and Suematsu<=3’s4> which takes into 
account electronic intraband relaxation e-f-Fects, band warping 
and the energy dependence o-F the transition matrix element. 
The linear gain k 1 -For a lightly doped laser medium is given 
by
a 1 (w)=Y J“x dk 3.15
where
Y^w <p/e) nir2 3.16
and
X«= <M>2 (fc"fv) kz 3.17
where p and e are the permeability and dielectric constant 
respectively, w is the angular -frequency of the light, <M> is 
the transition matrix element. The energy dependence o-f which 
is given b y <=‘*>
<M>2 = eacrgP2 3.18
Z E ^ *
where
F 2 g E o  ( E g + A o )  ( m ~ - l ) tjz  3 . 1 9
(Ew + 2 A o / 3 )  2 m 0
Ech is the energy difference between a level in the conduction 
band, Ec (k), and a level in the heavy hole band, Eh,(k). The 
energy band structure that determined E<=e>(k) and a«=3 was 
obtained by k.p theory as outlined in section 2.6. Tir» is the 
intraband relaxation time defined by equation 3.20.
2 = i + i 3.20
i~i Tc Tv
Tc= and were estimated from the electron and hole
mobi 1 ities41'7>. The gain spectra for a 1.55pm laser calculated
using this theory at several carrier densities is shown in
figure 3.3. The linearity of the peak gain with carrier
density means that the peak gain can be approximated by the
expression
k p =A0 (n-nQ ) 3.21
where nQ is the current density at zero gain. If a±,-» is 
defined to equal the product AonB then
(xp=Aon-ain 3.22
3.2.3 Threshold condition
At threshold the peak of the gain in the active region,
«pthr-, must equal the total loss in the laser cavity, that is
Ej C(P thr &Kloaa 3.23
=Soc««= + (l-^)a„M + lln(l/R) 3.24
L
where is the total absorption in the laser cavity, £ is
the optical confinement factor of the active region, and
«_x are the losses in the active region and in the cladding 
region respectively, L and R are the cavity length and 
reflectivity of the end faces of the laser. Combining
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Fig. 3.3 Gain spectra at 300K as a function of carrier 
density in 1.55pm GalnAsP.
equations 3.22 and 3.24 the threshold carrier density is given 
by
nthr= (Ktn+oi«c+ (1 - Q  o(»H+ln (1/R)) . 3.25
 ___  I________________
Ao
3.2.4 Carrier lifetime
The carrier density n and the current density, J, are 
related by the expression
J«=n e d , 3.26
*-r
where tt is the total carrier lifetime. In undoped quaternary 
lasers the carrier lifetime is carrier density dependent. 
Provided that the relationship between t t and n, the carrier 
density, is known, the peak gain can be related to the current 
density J.
The total carrier lifetime can be separated into its 
radiative and non radiative parts
1 “ 1 + I- 3.27
Tt Xn Xr
The radiative lifetime is defined by the expression
FVa.d-n ~B (n) n <n+po) 3. 28
Tr-
where Rr.d is the radiative recombination rate and B is the 
radiative recombination coefficient, which may itself be 
dependent on the carrier densi t y <=s=> . po is the acceptor 
concentration in the active region of the laser assuming it is 
p-type.
The non radiative lifetime can be defined through a 
similar equation. Its variation with carrier density depends 
on which non radiative recombination mechanism is dominent in 
the laser. If p0« n  then
Rr,K-«=n <m> 3.29
Tr,
I-f an Auger recombination process dominates then k can be
as high as 5.5 i-f electron leakage due to dri-ft o-f carriers 
over the heterostructure barrier<=5=5> is the dominent non 
radiative loss mechanism.
3.2.5 Pit-ferential quantum e-f-ficiency
Excluding the threshold current, the most use-ful quantity 
to measure in order to assess the quality of a laser is the 
differential quantum efficiency, which is defined above 
threshold as the rate of change of light output with laser 
current. Experimentally, assuming a detector collects all the 
light, the differential quantum efficiency is given by
T)d= 1 d I Dcr-ti 3.30
f)r>vti d I
where rjD»t is the detector efficiency, ID.t and I are the 
detector current and laser drive current respectively. The 
total emission above threshold is
LO-F «pon T)»pc>n 11 mt i m T|»t i m ( I— I tht- ) 3.31
where F.p>Qr, and F.tim are the photon escape probabilities for 
spontaneous and stimulated emission respectively. i).Pon and 
are the internal quantum efficiencies for spontaneous 
and stimulated emission. The spontaneous internal quantum 
efficiency below threshold is related to the spontaneous 
radiative and non radiative parts of the carrier lifetime by
T]»P C3t~i= 'Cr*^ >°n__
The stimulated internal quantum efficiency is 
defined.
f ) * t  A m =  Tt— m  
Tr_«tim+Tri
Above threshold the stimulated radiative recombination
3.32 
si milarly
3.33
lifetime is much smaller than the non radiative lifetime and 
the spontaneous recombination lifetime. Consequently q.tim is 
assumed constant and equal to unity. Also the carrier density 
remains relatively constant above threshold, this implies that 
T)mpon is also constant above threshold. Consequently above 
threshold,
I]d=  l)nt i rr>F" m  t  ± m  3 . 3 4
The stimulated photon escape probability can be expressed in 
terms of the ratio of the external optical power to the total 
optical power generated internally. Alternatively, it is 
convenient to represent the external power as a mirror 
absorption loss term and the total power as the sum of all the 
absorption terms plus the mirror term, such that
(1/L) In (1/R)__________ 3.35
5«.c+(l-5)a.x+(l/L)ln(l/R)
and hence
nd=n,tim <1/L)ln(l/R)__________ 3.36
(l-S)oc«x+< 1/L) In (1/R)
3.2.6 Absorption losses
According to equations 3.24 and 3.36 optical absorption 
influences the optical gain required for laser oscillation and 
the differential quantum efficiency. If there is strong 
optical absorption that increases rapidly with temperature 
both Jthr vs. T and r^ d vs. T effects will be explained at the 
same time.) The calculated free carrier absorption at
the emission wavelength due to carriers inside the band for 
GalnAsP/InP DH lasers was less than 10cm-x at room
c a 75>
temperature. Since relatively pure material is used for the 
laser manufacture and free carrier concentrations of greater 
than 10iS exist at threshold, optical absorption associated 
with impurity states are expected to have an even smaller
effect than free carrier absorption.
Free carriers can however absorb photons and make 
inter— band transitions. The inter conduction band transitions 
would necessarily be indirect and as such are considered less 
important than the intervalence band absorption process that 
was proposed by Adams et a l <s> to explain the variation of 
threshold current and differential quantum efficiency with 
temperature in 1.62pm buried heterostructure lasers.
3.2.7 Intervalence band absorption
Intervalence band absorption shown schematically in figure
3.4 involves electronic transitions from the split off band 
into holes which have either been injected into the heavy hole 
band under forward bias conditions or arise from thermally 
excited acceptors.
The absorption oti is directly dependent on the hole 
density available at energy Ei, with Bi a constant of 
proportionality
oc i 85______B i________________________ 3. 37
1+exp(Ei-Ef ) 
kBT
Due to the large heavy hole mass, in a undoped active region 
the hole quasi fermi level does not enter the valence band 
even at the high injection levels needed to obtain lasing 
threshold, therefore equation 3.37 can be approximated by
oc i=Kop 3.38
where
Ko = B 4 (2nti:2/mvkT)3/:zexp (Ei/kBT) 3.39
2
The temperature dependence of a= is represented by the 
expression
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Fig.3.A A schematic diagram showing the 
intervalence band absorption process.
ot2*______Bs>_______  3.40
1 + 1. exp rE^-E^i 
2  L k B T  J
where E a  is the energy of the p (usually zinc) acceptor level. 
The total valence band absorption is then given by
oi.cBo(i+ot2 3.41
Since E^ -E»=r is generally smaller than Ei-Ef-, oti has the 
stronger temperature sensitivity and is regarded as the 
absorption mechanism that could be responsible -for the T o  
problem.
3.2.8 Band to band Auger recombination
An Auger recombination is a three body scattering process, 
where the pair annihilation o-f an electron and a hole takes 
place together with the excitation o-f a third carrier 
satis-fying the energy conservation laws. The theory of Auger 
recombination in semiconductors was proposed by Beattie and 
Smith <=57>, and modified by Lochman<55t3> to include phonon 
assisted Auger transitions. Auger effects were known to have 
strong temperature and carrier concentration dependences, 
therefore this effect has been suspected to be responsible for 
the T o  problem for a long time. Although there are many 
different forms of Auger recombination, the discussion here 
will be limited to two types of band to band Auger 
recombination which have been cited as the most likely causes 
of the anomalous temperature dependence of light sources made 
from the quaternary alloy. The phonon assisted Auger 
recombination process which was recently theoretically 
predicted by Hau g <=s>> to be nearly as important as the direct 
band to band processes has not been considered here. In the
first process, a conduction band electron (C) and a heavy hole 
(H) recombine and transfer their energy and momentum to a 
second conduction band electron which is excited high up the 
band (as shown in figure 3.5b). This is called the CHCC 
process in reference to the particles involved. The second 
Auger process, shown in figure 3.5a, involves one conduction 
electron and two heavy holes in the initial state and an 
excited hole (S) in the split off band. The Auger 
recombination rates are given by
RcHcc=CcHccn2(n+p0) 3.42
RcHHsBCcHHsn(n+po)2 3.43
where Cchcc and Cchhs are the Auger coefficients for the two 
processes which can be derived quantum mechanically from the 
electronic band structure. Table 3.1 summarises recent 
theoretical and experimental values for the two Auger 
coefficients. The various band to band Auger processes are 
characterised by a strong dependence on both the band gap and 
the temperature T. The Auger rate can be expressed a s <c?>
A « exp (— AE/kBT) 3.44
where for the CHCC process
AE ( c h c c ) — Ea 3.45
where E-r is a threshold energy. It arises from the 
simultaneous conservation of energy and momentum for the four 
particle states involved. E-r for the CHCC process is given by
ET=2m*+mHH E0 3.46
2m*+fnHH-in* (Et )
therefore
AE <c m c c > B m~Eq_____
2m*+mHH-m*(Et )
For the CHHS process
AE (CHHB) “Et ”- (Ea — A)
3.47
3.48
CHHS CHCC
(b)
Fig. 3.5 The CHCC and CHHS Auger processes.
Auger Process 
C CHHS CHCC 
(lxlO-2^ cm6/sec)
Exp./Th. Author/Year Ref
0.001 Th Haug A. (1984) 71
0.56* Th Haug A. (1984) 71
0.5 Th Takeshima M. (1984) 72
1 Th Burt M. (1984) 46
1-2 Exp Olshansky (1984) 47
1.4 Th Haug A. (1984) 71
2. 3±1 Exp Sermage (1983) 50
2.8 Ex p Wintner (1984) 85
2.8 2.1 0.7 Th Barbyszewski (1985) 77
3 Exp Agrawal (1983) 73
<4 Th Goodfellow (1981) 74
4* Th Haug A. (1984) 71
4 Exp Miller (1984) 51
4 Exp Asada (1982) 45
4.3 Th Takeshima M . (1984) 72
5 Exp Mozer (1982) 75
6.7 Exp Uji (1981) 48
7 Th Dutta (1982) 76
7.5(1.55pm) Exp Wintner (1984) 85
9(1.55pm) Exp Agrawal (1983) 73
10 Exp Chik (1980) 49
12 ±4 Th Dutta (1982) 77
13 Th Dutta (1982) 76
20*10 Th Sugimura (1981) 70
*=Phonon Assisted Auger Process
Table 3.1 Summary of published Auger coefficients at 300K.
X
(pm)
Auger
Process
K' E-t h*r-
(eV)
m*(thr)
(mo)
m.(thr)
(mo)
1.3 CHCC 1.251 0.140
1.3 CHHS 0.0 0.745 0.1150
1.3 CHHS 0.229 0.758 0.0971
1.3 CHHS 0.333 0.762 0.0906
1.55 CHCC 0.996 0. 104
1.55 CHHS 0.0 0.522 0.1033
1.55 CHHS 0.229 0.531 0.0871
1.55 CHHS 0.339 0.534 0.0817
Table 3.2 Threshold energies of the excited Auger carrier.
and
E-r= 2fnnM+m*______(E0-A)
2fnHM+m* ms (Et )
so that
A E  ( c h h 8 >  B ______ IBs (E-r)_______ (E a — A)
2mHH+m*-ms(Et )
The threshold energies can be solved for consistantly once 
the effective mass values have been calculated as a function 
of kinetic energy using the k. p theory.
The threshold energies for the two Auger processes in 1.3 
and 1.55pm laser material are shown in table 3.2. It must 
however be pointed out that the transition rates and threshold 
energies are strongly affected by material parameters, many of 
which, as will be outlined in chapter 4, are uncertain at the 
moment for GalnAsP.
3.2.9 Carrier leakage to the confinement layers.
In semiconductor double heterostructure lasers, carriers 
injected into the active region may be thermally excited over 
the heterojunction barriers without contributing to the 
optical gain in the active region as shown in figure 3.6. 
Leakage of electrons across the heterojunction between the 
active layer and the p-InP confining layer, can arise due to 
drift or diffusion. Anthony et a l . <to> showed that the leakage 
current depends on the carrier concentration of the p type 
confinement layer. The former is important if the p-InP doping 
level is low<60), Typically the drift and diffusion currents 
are equal when p0 is about 6x 1017,cm-3 c<bl > . The p-InP is
generally doped higher than this to reduce the series
resistance and to increase the barrier height in the
conduction band. The carrier leakage current is usually
therefore due to diffusion and is given by the formula
3.49
3.50
hot electron
0.2pm
n - I n P  p-GalnAsP p-InP
hole
loss
r  i
a
Jjblc
■>-
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o Ev
hot hole
Fig. 3.6 Carrier loss over the heterojunction barrier via 
a) thermal excitation b) Auger created hot 
carriers c) I V B A  created hot holes.
J d W 4 c eDnAn  3.51
Lr>tanh (d/Ln )
where Dr, and Lr, are the diffusivity and diffusion length in 
the p confining layer and d is its thickness. An is the 
density of electrons in the active region whose energy is 
greater than the band edge of the p-InP.
To evaluate the leakage currents, the density of carriers 
with energy exceeding the heterojunction barrier height needs 
to be determined. The carrier concentration with energies 
above the heterojunction barrier heights AEC and AEV are 
given by
n=N/^E f <E)dE 3.5:
where
and
N=1__  <2m*Vti2 ) 3/2 3.53
2 IT2
f (E? = (E-Ec ) 1 /2 3.54
1+exp (E-f «=) 
kT
Hole leakage at the p-N interface is given by
P=Nt. f (E) dE 3. 55—oo
where
and
Nh=l_ (2m^/ti2 )3/2 3.56
2n2
f(E>= (E^-E)1/2- 3.57
l+exp(fV-E) 
kT
fcr and fv are the quasi fermi levels and T is the lattice 
temperature. When a non parabolic conduction band was
considered, a factor of Je (14- aE > (1 +2 aE )was inserted into the
integrand of equation 3.52. From equations 3.52-3.55 it would 
be natural to suspect that the electron leakage in the 
quaternary alloy would be smaller than in the 
GaAs/Gao.v-Alo.sAs DH laser as the barrier heights are larger 
in the quaternary laser, m* is smaller however, so the deeper 
penetration of the quasi fermi level into the conduction band 
would reduce the effective barrier height. Figures 3.10-3.12 
show the percentage carrier loss of electrons and holes from 
the active region in 1.3pm and 1.55pm quaternary lasers at 
300K based on the above equations. These calculations show 
that electron and hole leakage by thermal excitation over the 
barrier should not be a significant loss mechanism. This 
conclusion is in disagreement with Yano's calculations410>, 
which predict a To as low as 100K for temperatures above room 
temperature due to the electron leakage. Yano assumed a 
diffusion model, even though the acceptor concentration in the 
confinement layer was 4xl017’cm-3 in his calculations. Yano 
also assumed a parabolic band and a bottom of the band 
effective mass some 207. smaller than recent experimental 
values which overestimated the penetration of the quasi fermi 
level by approximately 2 and the electron leakage current by 
slightly less than an order of magnitude. Yano also 
erroniously surposed that all the injected carriers would 
diffuse over the heterobarrier if the fermi level and barrier 
height were equal, which again considerably over estimates the 
leakage currents.
Experimentally however carrier leakage into both the n and 
p confining layers in 1.3pm and 1.55pm quaternary devices has 
been observed ‘ . In the following section calculations
will be outlined exploring the feasibility that instead of 
thermal excitation over the heterobarriers, carrier leakage is
possible due to the presence o-f hot carriers in the active 
region as a consequence o-f either Auger or I VBA processes. 
Indeed Yamakoshi et al «*=> showed that electron leakage
increased in their light emitting diodes as the emission 
wavelength increased from 1.3pm to 1.5pm. This contradicts 
predictions based on the thermal excitation model as the 
barrier height increases with X. Auger and IVBA processes 
theoretically become more important as the emission wavelength 
increases, the percentage of hot carriers would thus rise and 
therefore the above model could explain his results.
3.2.10 Auger and IVBA assisted carrier loss over the barrier.
Experimental evidence exists that supports the idea that 
carriers are escaping over the heterojunction
barriers4 and that the carrier temperature is
higher than the lattice temperature in some devices made from 
the quaternary alloy <^ 2 > . In the following sections an
assessment of the probable cause of the loss of carriers over 
the barrier is given. Two mechanisms exist, either hot 
carriers created by Auger or IVBA processes diffuse directly 
over the barrier or hot carriers in losing their energy to the 
electron/hole gas causing it to heat up to temperatures well 
above the lattice temperature, thereby thermally enhancing the 
carrier loss. The latter is discussed first in section 3.2.11. 
The electron and hole temperatures T.. and Th that are 
calculated have been used in section 3.2. 13 to determine the 
electron-electron scattering rates between a hot carrier and 
an electron/hole gas described by Fermi-Dirac statistics at 
the calculated electron/hole temperature. This scattering rate 
is then incorporated into the Monte Carlo program described in 
section 3.2.12 and the motion of the hot carrier is modelled
in a weak electric -field to determine the percentage o-f
carriers lost over the barrier, which is discussed in section 
3.2.14.
3.2.11 Electron and hole temperatures.
In this section the energy loss rate o-f electrons and 
holes is examined to determine whether the carriers are warmed 
up by energy transfer from the hot carriers generated by
processes such as Auger or IVBA. At room temperature in the 
quaternary alloy the dominant energy loss mechanism of 
carriers is due to emission of longitudinal optical phonons. 
By equating the energy input into the electron gas due to the 
hot electrons, to the loss of energy to the lattice an 
effective temperature can be obtained, through the energy 
balance equation 3.5B.
<Energy input>=AE 3.58
d t  c o l  X *»
The energy input to the system per electron is simply the 
non radiative rate for creating the hot electrons multiplied 
by the kinetic energy gained by the carrier (which is 
approximately equal to the band gap energy), divided by the 
number of electrons or holes in the active region. So for an 
undoped laser, assuming that Auger recombination is the 
dominent non radiative loss process, then the energy input per 
carrier would be
<Energy input per carrier>*=E0An3 /ns=E0An3 3.59
The energy loss rate of hot carriers, at high carrier
densities is complicated by both the effects of screening of
the interaction by the electron hole gas and by fermi 
degeneracy effects on the electron distribution. S a t o <<£,e> has
shown that both these effects dramatically affect the energy 
loss rate of electrons and holes. Sato gives the energy loss 
rate per carrier as
dE*Constant x©1'2 (exp (0o- e ) -1) I < 11,©) Fi/2 (n> 3.60
dt
where
Constant-eg r2m«=i*x g rl - 1 1 No(t\w>3/2 3.61
■h2 L n J Leoo Eo J
m«= is the carrier mass
No is the phonon density
©^tiw/kiaT where T is the temperature of the gas.
©OstiW/kBT 1 *tt i c*
TpEF-/kE>T the reduced fermi level.
Fixatrp and I( tj,©) are the following integrals containing the 
fermi distribution
f <x) = (exp (x-ij) + 1 ) 3 . 6 2
Fi/a(n)= 2 (x)dx , ■ 3.63
I ( n , e ) = ^ ( x ) f  (x) (1-f (x+©> )dx 3.64
where
V(x)=Un(X/Y) +«(1/X - 1/Y) 3.65
2 2
X=((x+©)1/2+x1/2)2+o( 3.66
Y«(<x+©>1/2-xlx=)2+« 3.67
(X-ti^km2 3.68
2mt=kBT
k. is a measure of the screening of the interaction by the 
electron/hole plasma and, for carrier densities like those 
obtained at threshold in a laser, it is given by the 
expression
k.g=k.g+ 1 3.69
where k.2 is the Thomas-Fermi screening constant given by
k-z=4nm*e2 r3ni1 /3 3.70
cti Ln J
and
i « 4npe2 3.71
Ldh2 EkeT
A non parabolic conduction band was assumed when evaluating 
the fermi level; the degree of non parabolicity was determined 
from equation 4.15. By iterating between a carrier temperature 
T, the reduced fermi level t) and the energy loss rate, the 
energy balance equation can be solved to give a carrier 
temperature, once the LHS of equation 3.59 has been specified.
Figure 3.7 shows the energy loss rates calculated for 1.3 
and 1.55jjun laser material for electrons and holes. The energy 
loss rates of hot holes are similar to those calculated by 
Sato<d>E3> for GaAs. The energy loss rates for hot electrons are 
between one half to one third of the values for GaAs. These 
values are consistant with Shah's<4fa<5>> photoluminesce 
measurements on GalnAs, where he concludes that the energy 
loss rates of hot electrons was a third of that measured in 
GaAs. The energy loss ratio of electrons to holes at lxlOie 
and 4xl0ie carriers/cm3 is 0.037 and 0.015 respectively in the 
quaternary material used for 1.3 and 1.55pm lasers. Figure 3.7 
shows that, at the carrier densities obtained in lasers, it is 
easier to raise the electron temperature than the hole 
temperature, principally because the screening reduces the 
optical phonon interaction with electrons more efficiently 
than with the holes. This is illustrated better in figure 3.8 
where the temperature of the electron and hole gas is 
presented as a function of Auger coefficient (assuming R^An3 , 
nthrB3xl0lBcm-3 and po^O) again for 1.3 and 1.55pm material.
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Fig. 3.7 Energy loss rate of hot carriers versus carrier 
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Fig.3.8 Calculated electron and hole temperatures due 
to a hot carrier creation rate Cn3 (n = 3*10^1.
Theoretical and experimentally deduced values for the non 
radiative recombination rate appear to vary considerably in 
the 1 iterature4=5=5’-7’°“S55> . At room temperature, if upper limits 
of lxlO-20 cm6sec_1 and 3xl01Bcm-3 are taken for the Auger 
coefficient and the carrier density at threshold respectively, 
this is equivalent to a non radiative recombination rate of 
2.7xl0=2^r sec-1 which corresponds to a maximum energy input per 
carrier of 9x10seV/sec. The calculations show that the hole 
gas is heated up to only a few degrees higher than the lattice 
temperature whereas the electron gas may be heated up to 
approximately 75 degrees higher than the lattice temperature 
in the 1.55pm material. The effect of Fermi degeneracy and 
screening cause the energy loss rate to be lowered more in the 
1.55pm material than in the 1.3pm material primarily because 
of the lower effective mass. The calculated electron 
temperature for 1.3pm material is consistant with the carrier 
temperatures observed in moderately doped light emitting 
diodes as measured by S h a h <<£>7,>.
Having established the carrier temperature, equations 
3.52 and 3.55 can be used to calculate the percentage of 
carriers lost over the barrier. The conduction and valence 
band heterojunction barriers under forward bias and including 
band bending can be calculated as outlined in reference 51.
The effective barrier heights as seen by the carriers in the 
active region depend on the doping levels in each of the 
active and confining layers. For the doping levels shown in 
fig.3.9 of a typical laser structure, if 3xlOie carriers/cm3 
are injected then AEc= and AEV , the barrier heights in the 
conduction and valence band, are approximately equal, and are 
equal to 0.35 and 0.5eV in 1.3 and 1.55pm quaternary material 
respectively. Figures 3.10-3.12 show how rapidly the
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1.5x1018
p-GalnAsP
1.5x1017
0.101
p-InP 
5.x 1017
lao7i
(A)
r
~\ 0.104
(B)
(C)
1Q019
T ” r r “
A E V« 0.475
■v.
Fig. 3.9 1.55(jm laser structure, a) doping and fermi levels, 
b) unbiased, c)forward biased, 3 x 101®carriers/cm^ 
injected.
JUU
<n*V
| II —; i i i i i i i r i ] i i i i i i 11 i i | i i i i i i i t i | i i i i i i i'T i | ~i i i i i i i i i | i i i i i ■' i l i ;
0 0.1 0.2 0.3 0M 0.5 06
A E  - Barrier height (eV)
Fig.3.10 The %  of the 3*10^ injected electrons with 
energy^ A E  in a 1.55jjm laser.
0.1-
c
c
c
< 350
325
300
0 0.20.1 0.3
A E  - Barrier height (eV)
Fig. 3.11 The %  of the 3 *101® injected electrons with 
energy ^  A E  in a 1.3 jjm laser.
03:
c
Q-
C
<3
0 0.1 0.2 0.3 0.5
A E  - Barrier height (eV)
Fig. 3.12 The %  of the 3*10^ injected holes with 
energy^ A E  in a 1.3 and laser
percentage of carriers with energy greater than the effective 
barrier height varies with the barrier height and the carrier 
temperature.
At room temperature, despite the higher electron 
temperature in the longer wavelength material, the electron 
and hole leakage currents are expected to be smaller than in 
the 1.3pm quaternary material. The deeper penetration of the 
quasi fermi level into the conduction band compared to the 
valence band along with the higher electron temperature 
compared to the hole temperature means that electron leakage 
is more severe than hole leakage. In a 1.3pm laser at 300K, An 
(for n=3xl0is, T„=350K and AE^O.SSeV) is 0.077., which is 2 
orders of magnitude smaller than the value calculated by 
Yano<10>.
At temperatures higher than room temperature, the non 
radiative recombination rate increases with temperature, 
causing the electron temperature to increase with respect to 
the lattice temperature (fig 3.8) and the amount of electron 
leakage to the confining layer is expected to increase faster 
than the hole leakage current. In conclusion, at room 
temperature and below, very little carrier loss is expected.
As the temperature rises, the electron temperature is expected 
to increase faster than the hole or lattice temperatures, 
resulting in an increased amount of carrier loss due to 
electron leakage as opposed to hole leakage.
The application of pressure causes the energy loss rate to 
increase by lowering the screening and Fermi degeneracy by 
increasing the effective mass of the electron . The effect 
of pressure would thus cause T. to decrease and approach the 
lattice temperature. This would have the effect of lowering 
the amount of carrier loss over the barrier, except that
pressure also causes the barrier height to decrease (see 
section 4.2). A further complication is that with increasing 
pressure the quasi fermi level falls in the band at a rate 
that is dependent on the nature of the dominent loss mechanism 
in the laser material. So the effect of pressure on carrier 
loss over the barrier depends on many factors, the most 
important being the nature of the loss mechanism creating the 
hot carriers, the material properties and the temperature, all 
these factors influence the importance of electron or hole 
loss over the barrier in the lasers.
3.2.12 Monte Carlo simulation of carrier loss.
Calculations of diffusion of hot carriers directly over 
the heterostructure barrier were performed using the Monte 
Carlo program as outlined earlier in section 3.1.5. Because 
this program was designed to study high field transport, many 
alterations were necessary and some of the major points are 
outlined in this section.
The hot carrier was initiated in the r conduction band or 
the heavy hole band with an energy equal to the band gap 
energy (it was assumed that the hot hole would scatter quickly 
to the heavy hole band from the split off band). It's k vector 
was obtained from the assumed energy momentum relationship for 
the band. The carrier was then allowed to go through the 
processes of freeflight (in a weak field perpendicular to the 
heterojunction interface) and scattering, whilst monitoring 
the distance the carrier travelled in the direction of the 
applied field and its energy. The structure of the computer 
program required an electric field. A very weak field of lV/cm 
was choosen such that it had negligible effect on the motion 
of the hot carrier. No noticeable difference was found between
calculations made with fields of 1, 10 and 50V/cm. When the 
carriers' energy fell below the heterojunction barrier height 
its total distance travelled in the direction of the field was 
recorded. Assuming the distribution of hot carriers is uniform 
throughout the active region, a random number was generated 
between zero and the active layer thickness to give its 
initial z coordinate. A test was then made to determine 
whether the carrier had travelled far enough to escape from 
the active region. The carrier was then reset to its initial 
hot electron energy and the process repeated, typically 4000 
times.
In a laser at and above threshold the free carrier 
concentration is typically 2-3xl0ls cm- 3 , consequently 
screening of the scattering mechanisms, in particular polar 
optical scattering, by the electron/hole gas had to be 
included into the program. Carrier— carrier interactions are 
also efficient mechanisms for energy dissipation and these had 
to be included into the program. Since the heavy hole mass is 
between 7 and 10 times that of the electron effective mass the 
electron-hole scattering can be considered to be elastic. As 
such the total electron-hole scattering rate for a hot 
electron can be expressed by the same equation as for ionised 
impurity scattering, which was already incorporated into the 
program as outlined by Ruch and Fawcett<4e> (see also appendix 
B) . Because |,he density of light holes is small compared with 
the heavy holes the scattering of hot electrons and holes with 
light holes was neglected. Yamanishi <4£*3> following the 
approach of H e a r n s h o w e d  that the electron-electron energy 
exchange rate is significantly greater than the loss rate of 
polar optical scattering in the quaternary material. The 
following section describes how this scattering mechanism was
incorporated into the Monte Carlo program.
3.2.13 Electron-electron scattering in the Monte Carlo program
The total electron-electron scattering rate -from the 
screened coulomb potential WXr©—r) defined as
W (ro-r > =___ef___exp (-p (ro-r) ) 3.72
4ne(ro-r)
is given by Takenaka<ss> as
X,»(ko)=Constant.f?  f <k) k o - k d k  3. 73
(p^+tko-k)2 )
where
Constant^ nmce4 3.74
4n1i3 e:2p=
f <k) is the electron distribution function normalised so that 
(k)'dkB lf and p is the inverse screening length defined by
p2= ne2 3.75
e k b Tc
where T«, is the temperature of the electron gas. Electron 
-electron scattering was considered only in the central 
valley. This simplification is justified, since the total 
distance travelled whilst in the upper valley because of its 
lower velocity is only a small fraction of the total. The 
above simplification avoided having to specify the electron 
distribution in the upper valley. Because the calculation of 
X*®(ko) is so intricate and requires much computation time, 
the electron distribution function f(k) in equation 3.73 was 
assumed to be a spherically symmetrical Fermi-Dirac 
distribution at an electron temperature calculated as outlined 
in section 3.2.11.
The energy of the electron with which the Monte Carlo 
electron (the Monte Carlo electron being the electron whose
motion is -followed during the calculation) scatters was 
obtained by generating a random number r -from a uniform 
distribution between 0 and 1, the energy is given by
E=kBT- l n (l-r) + fc 3.76
r
where f«= is the quasi Fermi level. The wavevector was then 
obtained from the energy momentum relationship for the 
conduction band. Two more random numbers were used to define 
the © and cp values necessary to specify the wavevector 
orientation. g the wavevector difference before the scattering 
is then defined as
g = k-ko 3.7 7
After the scattering it is changed to g ,ssk'-ko'. The 
angular distribution of © between g  and g ' . The probability of 
a particular © for electron-electron scattering is given by
F(©)= A Sin© 3.78
(g^Sin3 (©/2)+p2)2
was obtained from a uniform random number generator between 0 
and 1 using the relationship<SS5
© = C o s - M l — 2 r ) 3.79
l+g2 (1—r )
P 2
Another random number was used to generate the azimuthal angle 
<p between 0 and 2n and the wavevector g' after the scattering 
is defined. The wavevector of the Monte Carlo electron after 
the scattering is then given by equation 3.80
ko * = k o — g * —g 3.80
2
The energy of the electron is then calculated from the E-k
relationship for the band. Having established the components 
of the wavevector of the Monte Carlo electron in the radial
and the field direction the electron is then set to commence
the next period of freeflight. In the simulation of a
hot-hole, the hole-hole scattering rate was calculated using
the same equations except that the electron mass was replaced 
by the hole mass. The electron-electron and hole-hole 
scattering rates for 1.3 and 1.55pm material are shown in 
figure 3.13. The average energy loss per collision was 
calculated (figure 3.14) and multiplied by the scattering rate 
to give the energy loss rates shown in figure 3.15. The 1.3pm 
energy loss rates shown in figure 3.15 are in agreement with 
those calculated by Yamanishi et a l <&3> using the high energy 
limit expressions of Hearn<a7> for electron-electron 
scattering.
3.2.14 Monte Carlo simulation summary
Table 3.3 shows the percentage of hot carriers that having 
been excited to an energy Ea into the conduction or valence 
band, travelled sufficient distance to escape out of the 
active region before their energy relaxed to below the barrier 
height AE. Because E0-AE is twice as large in the 1.3pm laser 
compared to the 1.55pm laser, the percentage of hot carriers 
escaping is larger in the smaller wavelength device. A lower 
percentage of hot holes escape compared to hot electrons 
principally because of their lower velocity and the larger 
hole-hole energy loss rate.
The fraction of hot holes produced via IVBA is equal to 
the fraction of light that is absorped in the laser cavity i.e 
(l-expi-««t=L) . The fraction of hot electrons and holes produced 
via Auger recombination at threshold is equal to the ratio
an
d 
h-
h 
sc
at
te
ri
ng
 
ra
te
s 
(s
ec
~^)
<b
i
a>
h-h
e - e
10
11
A 1.55pm Te = 3 7 5 K . Th = 3 0 2 K
■ 1.3pm Te =350K, Th = 302K
i i i-r i r ii ; r i » r t m  { r"| i t t-t-i 11 t i | i m  r ■» i i ri'T i i i t ; t-i t \ { i t r i i i t » i j
0.3 0M 0.5 0.6 0.7 0.8 0.9 1.0
Energy of the hot carrier (eV)
Fig. 3.13 Electron-electron and hole-hole scattering rates.
Av
er
ag
e 
en
er
gy
 
los
s 
pe
r 
co
ll
is
io
n 
(e
V)
0 .16:}
O.U:
0.12
0.1 H
0.08
0.06
0.04
0.02
D ■ B
Holes ' . 1
□ A
. .
A
B
■ b r  i a
D ■ A
A
1 A
6 *
A
■
A A Electrons
A
A
4 1.55pm Te = 3 7 5 K .  Th = 3 0 2 K
■ 1.3pm Te = 350K , Th = 302K
0
0.3 0 M 0.5 0.6 0.7 0.8 0.9 1.0
Energy of the hot carrier (eV)
Fig.3.14 Average energy loss per collision in a hole- 
hole and electron-electron collision
o 
a
an
d 
h-
h 
en
er
gy
 
lo
ss
 
ra
te
s 
(e
V/
se
c)
a>
i
0)
1012n
1011J
10
10
h - h
£ A A A
□  °  D  D  A  *  A  *  a a□ n P A A
D  „  □  A
□ □ D
□
e - e
a 1.55jjm Screening Length = 2 0 A  
■ 1.3jjm Screening Length = 2 3 A
; t I T-: ' i i I i t } i 1 : i I ; ! ; . | 1 'v. ■' ■ > s . , > : i
0.3 OA 0.5 0.6 0.7 0.8 03 1.0
Energy of the hot carrier (eV)
Fig. 3.15 Electron-electron a n d  hole-hole scattering 
energy loss rates.
X 7.
HOT 1.3 16. 1
ELECTRONS
inin■ 9.2
HOT 1.3 3.a
HOLES 1.55 1-9
Table 3.3 7. o-f hot carriers escaping over the heterostructure
barrier calculated using the Monte Carlo program, 
the active layer thickness Mas 0.2pm.
Carrier loss 
mechanism
1. 3pm 1.55pm
Thermally 
excited over
Electrons hoi es Electrons holes
0.03 0.0005 0.001 0.000002
IVBA produced 
hot holes
a«c=100c(n"1 L=200pm
■ \ 3 . 27J i 1 . 65
Auger produced 
hot carriers 
C=1x 10"2 S ,B=1x 10-1° 
Tn =  1.1 Ins, Tr-=3.33ns
12. 1 2 . 8 6.9 1.4
Auger produced 
hot carriers 
C=lxlO-=2S>,B=lxlO-1° 
t „ !=25. 0 n s , Tr-^S. 0ns
2.7 0.6 1.5 0.3
Table 3.4 V. of injected carriers lost over the barriers.
Txo-r«i_/TmjQER. Table 3.4 summarises the percentage o-f injected 
carriers that can escape via hot carrier creation compared to 
those thermally excited over the barrier. The calculations 
show that carrier loss over the heterojunction barrier is 
quite likely to be the result o-f Auger produced hot carriers 
or IVBA produced hot holes rather than thermal excitation over 
the barrier.
I-f the lasers are driven harder to currents well above 
threshold, because Auger recombination saturates at threshold, 
additional hot hole creation and carrier loss would be the 
result o-f IVBA, this has been observed by Mozer 4^ *0 .
CHAPTER 4 
GalnAsP Material Parameters
4.1 Introduction
In this chapter the material parameters used, their 
variation with temperature, pressure and composition, and 
their importance to optoelectronic and microwave devices will 
be presented. In the quaternary alloy many of the material 
parameters as a function of composition, temperature and 
pressure have not been experimentally measured, this 
necessitates the use of an interpolation scheme. If the 
quaternary material Ai-xBxCyDi-y is considered to be 
constructed of four binary compounds; ac, ad, be and b d , then 
the quaternary material parameter (Q) can be derived from the 
four binary parameters by assuming Vegard's law (i.e the 
parameters vary linearly with composition) which 
compositionally weights the binary values so that
Q (x ,y) = (1-x ) yB«c=+(1-x) (l~y) B«d+xyBt.c=+x (1-y) Bt,d 4.1
For the quaternary alloy GalnAsP, B«c=, B«d, Bbt= and Bbc» would 
represent InAs, InP, GaAs and GaP respectively. Adachi <£3t;>> 
suggested the following interpolation expression could be used 
when the parameter Bbd(GaP) is not known.
Q (x ,y) =xBtoCz+ (y-x) B«^+ (1—y ) B*d 4.2
Alternatively the quaternary parameters can be expressed as a 
function of the four ternary alloys contained in the 
quaternary. Assuming a linear relationship between the two 
binary parameters the ternary parameter <T) can be obtained by 
T.bc (x) = xB«t> + (1-x) B««= 4-3
If Vegard's law is known not to apply for a certain parameter 
then a quadratic dependence of the mole fraction x can be used 
so that
T*t>c: (x) *= a + bx + cx2 4. 4
where c is referred to as the bowing parameter. If the 
relationships for the ternary material parameters are 
available the quaternary parameter can be expressed a s <t?B>
Q (x ,y) ^ x (1-x) C (1-y) T^bd+yT^tooII+y (1-y) C (1-x) T.cd+xTbcdl
x (1-x)+ y (1-y) 4.5
The material parameters used in this study for the four binary
compounds GaAs, GaP, InAs and InP are summarised in tables
2.3, 4.1 and 4.2.
4.2 Lattice constant and lattice matching condition
The lattice constant, a, is known to obey Vegard's 
lawt<5>0>. To grow unstrained quaternary layers of 
Gai-nlnxAsyPi-y on an InP substrate the composition fractions 
of x and y are choosen such that the average lattice spacing 
of the quaternary alloy is equal to that of InP. The lattice 
matching condition between x and y for an InP substrate is 
x-y/2.1 or more exactly
x= 0.lB94y 4.6
0.4184-0.013y
4.3 Band Gap
The band gap of a semiconductor is the most important 
device parameter. It was because the quaternary alloy could be 
grown to have a band gap suitable for 1.3 and 1.55pm emission 
that its attractiveness as a material grew. Because of the 
importance of the band gap, several detail studies have been 
made <t?°_t;’=s> and have recently been summarised by Pearsal 1 .
Figure 4.1 summarises the room temperature results of the 
band gap versus composition, excellant agreement exists 
between the various studies. The solid line is Pearsall's best 
fit to the experimental data at room temperature and is given 
by the expression
E0 (300)=1.35 - 0.775y + 0.149y2 . 4.7
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Better agreement at higher y composition values and with 
Nahory's<<?0> expression -for the band gap variation with 
composition can be obtained if the second term in equation 4.7 
is lowered to 0.75 (see table 4.1a for tabulated values of 
the band gap as a function of composition parameter y 
calculated from the modified equation). The dashed line in 
figure 4.1 is the predicted variation using equation 4.1. The 
dot-dash line was calculated using equation 4.2, leaving out 
GaP. The dotted line was obtained using the interpolation 
formula proposed by Moo n <s>7r> (equation 4.5), and the variation 
of the band gap in the ternary alloys summarised in table 
5.5.1 of reference 51. Littlejohn et al ccpG> obtained a 
reasonable fit to the quaternary band gap data using the 
ternary interpolation method by assuming significant bowing in 
the ternary alloy GalnAs<<p<*> . Since then Bagila<loco has 
summarised recent measurements that show this variation to be 
linear with composition.
Just to indicate how important the direct band gap is in 
the operation of optoelectronic devices, H s i e h tlol> has 
measured the variation of the wavelength emission with alloy 
composition and his results indicated that the energy 
dependence of the emission wavelength could be expressed as 
hv(eV)=1.307 - 0.6y + 0.03y2 4.8
which is in good agreement with the direct band gap variation 
as shown in figure 4.1 by the slightly broken line.
According to Varshni 'xo:2> the temperature dependence of
the band gap can be described by the following equation
Eg=Eo-<x-rTz 4.9
T+px
The coefficients «T and are given in table 2.3 and 2.3a for 
the four binary compounds and the quaternary alloy
respectively. Varshni states that there are two contributions 
to the temperature dependence o-f the band gap. The -first is 
the temperature dependent dilation o-f the lattice and the 
second and most important, is due to the electron phonon 
interaction. Varshni states that if the lattice temperature is 
below the Debye temperature, then the band gap variation is 
proportional to the temperature squared, but if the lattice 
temperature is greater than the Debye temperature then the 
band gap varies linearly with temperature. Derivative 
transmission data of Madelon and Bore<4;,=s> for y=0.59 ('''1.3pm), 
gives a value of dEa/dT=-3.87X10“"* eV/K compared to 
dEo/dT^—3.52X10-4 eV/K obtained from interpolation of the 
binary values. Pearsall has also summarised absorption 
measurements that were made at liquid helium temperature and 
concluded that
E«<4K)=1.425-0.766By+0.149y= eV. 4.10
Most of the initial work and interpretation of the effects 
of hydrostatic pressure on the band structure of a 
semiconductor is attributed to Paul and Drickamer 4103* *°.*> , 
who showed that changes in the electrical properties could be 
closely related to changes in the f, X and L energy levels. 
From their results they formulated a semi-empirical rule that 
the pressure coefficients relative to the valence band were 
12meV/kbar for the r conduction band minimum, 5meV/kbar for 
the L conduction band minimum and -1.5meV/kbar for the X 
conduction band minima. Since this early work, there has been 
considerably more investigation of the properties of 3-5 
compounds under pressure, refining the earlier work. The 
pressure coefficients of the r minima in the four quaternary 
binary compounds are given in table 2.3. Direct measurement of 
the variation of the fundamental energy gap in GalnAsP with
pressure have been made by Patel 4xo=s> and more recently by 
ShantharamacXOA>. They did photoconductivity measurements on 
thin epitaxial quaternary samples on InP substrates inside a 
piston and cylinder pressure cell. By shining light -from a 
monochromator through the InP substrate a direct measurement 
of the InP and the quaternary band gap was obtained, which was 
particularly useful as it enabled direct measurement of the 
shrinkage of the confining heterojunction barrier height in a 
laser structure. Their results are shown in figure 4.2. The 
dot dashed line is a theoretical fit using the quantum 
dielectric theory of Phillips and Van Vechten and extended by 
Camphausen to obtain the pressure coefficients, as previous 
outlined in chapter 2. The dashed line is the interpolated 
variation of the binary compound values given in table 2.3 
using equation 4.1
4.4 The split off gap
The split off energy gap is a very important quantity when 
considering the operation of optoelectronic devices. The CHHS 
Auger recombination mechanism depends critically on the ratio 
of the split off energy gap, Ao, to the band gap energy. When 
the split off energy equals the band gap energy, as occurs in 
the alloy GaAlAsSb, there is a zero threshold energy required 
for the Auger process, causing it to be a dominent non 
radiative loss mechanism. Intervalence band absorption also 
depends strongly on the ratio of the two energies.
A summary of recent experimental measurements of the split 
off energy as a function of composition in the quaternary 
alloy is shown in figure 4.3. The solid line is the predicted 
variation based on a linear interpolation of the binary 
compound values that are given in table 2.3. Van Vechten and
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Fig. A.3 The spin orbit splitting at the zone centre 
in G a l n A s P  as a function of alloy 
composition at r o o m  temperature and AK.
Berolo<lo::r> extended the Van Vechten-Bergstresser model c2 2 > 
■for disorder induced bowing to cover the spin orbit splitting 
in the valence band with composition. The dashed line in 
•figure 4.3 was calculated by Pearsall using their model. It
shows very little bowing and is in good agreement with the
experimental results. Figure 4.3 also summarizes experimental 
measurements o-f the spin split off energy at 4K, it shows that 
within experimental error there is no change from the room 
temperature results.
No measurements have been made of the variation of the 
spin split off energy gap as a function of pressure in the
quaternary alloy GalnAsP. Bendoris and Shi leika*los> measured
the variation of A0 in GaAs up to lOkbar using a
electroreflectance technique and obtained the value of
dAo/dP^O.14± 0.02X10-3 eV/kbar. This value is less than the
uncertainty in the variation of the band gap with pressure and 
therefore in this work its variation with pressure has been 
neglected.
4.5 Conduction band effective mass
The effective mass, which is inversely proportional to 
the curvature of the band, is one of the most important device 
parameters. Carrier mobility, radiative and non radiative 
recombination and hot electron affects are very dependant on 
the effective mass. Again, because of its importance as a 
device parameter it has received considerable attention.
Several studies of the alloy compositional variation of the 
conduction band effective mass m~ have been
perf ormed 4l o s > _ 1 . The experimental techniques used can be 
roughly divided into two areas; resonant methods such as 
cyclotron resonance or magnetophonon resonant scattering, and
non resonant methods, such as optical pumping or the 
Shubnikov-de Haas effect.
Some discrepancy exists between the experimental results, 
as shown in figure 4.4. Perea et a l <llz> (dot dashed curve) 
using the Shubnikov-de Haas technique obtained the following 
quadratic dependence
m~=0.077 -0.05y +0.014y3 4.11
Nicholas *los>> however used the magnetophonon effect in which 
oscillations of the second differential of resistance are 
measured as a function of magnetic field to determine the 
effective mass. These measurements showed a linear variation 
with composition of the form
m"*=0. 08-0. 039y 4.12
as shown by the solid line in figure 4.4. Nicholas41105 in 
addition made cyclotron resonance and Shubnikov-de Hass 
measurements of the effective mass and found them to be in 
agreement with the above variation to better than 127.. These 
experimental values are also shown in figure 4.4. Nicholas<23> 
showed that interpolated values from the ternary compounds 
were lower than the experimental values by as much as 357. An 
interpolation of the binary values using equation 4.2 
(eliminating GaP's effective mass from the interpolation) is 
shown by the dashed line in figure 4.4 to be in reasonable 
agreement with the results of Nicholas, for low y values only.
Until recently, no temperature or pressure studies of the 
effective mass had been made, and the temperature variation of 
m~ was calculated using equation 2.14, assuming a linearly 
interpolated variation of the band gap temperature 
coefficient. Similarly the variation of m~ with pressure was 
also calculated using the simple k.p expression and the 
pressure coefficients of Eo and Ao. The variations obtained in
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this way must however be considered with caution, because 
although the 3 band l<. p theory gives excellent agreement 
between theory and experiment for the variation of m~ with 
pressure in GaAs and InP<2s>>, initial measurements by 
Shantharama <SA> recently show that the measured variation of 
m~ with pressure in the quaternary alloy is as much as 50% 
more than the predicted k. p variation. 3 band k. p calculations 
also predict a strong bowing of m~ with composition<1xo>, 
Nicholas suggested that this was due to a bowing in P2 . 
Pearsall used the 5 band k. p theory of Hermann and Weisbuch 
and a P2 corrected for alloy d i s o r d e r t o  obtain a very 
good fit to the compositional dependence of the effective 
mass. The pressure measurements of Shantharama do not however 
fit with this theory. Clearly then, although many authors use 
the k.p theory, care has got to be taken when applying it to 
the quaternary alloy.
4.6 Valence band effective masses
Knowledge of the heavy hole, light hole and split off band 
effective masses are important in analysing the relative 
strengths of the radiative and non radiative recombination 
rates, hole leakage effects and the strength of intervalence 
band absorption which are all very dependent on the 
distribution of the holes with energy.
Unlike the electron effective mass at the bottom of the r 
minimum the valence band effective masses have not been 
accurately measured in the quaternary alloy and so must be 
calculated from band theory using the approach of Lawaetz (as 
described in section 2.4) or by interpolation between measured 
binary compound values. The values of the light hole, heavy 
hole and split off masses as a function of composition
calculated from band theory are shown in figure 2.5. The 
calculated light hole atmospheric pressure values are slightly 
lower than the values deduced by Hermann and Pearsal 1 ‘1 
from spin-polarized photoluminescence measurements of 
mL-w/mo^O. 12-0.069y. Interpolated data from the binary compound 
values are also slightly lower than the experimental values. 
The valence band effective masses were assumed to be 
independant of temperature. Their pressure variations were 
taken as those calculated from band theory and shown in figure
2.7.
4.7 Effective mass values of the higher lying bands
The effective masses of the higher subsidery minima at the 
L and X symmetry points influence the mobility through the 
scattering rates in these upper lying valleys. More 
importantly their values affect the negative differential 
mobility and peak to valley ratio which are very important 
parameters for microwave devices. mi_~ and m x* however have 
little effect on the threshold field and peak velocity. 
Fawcett and Herbert c11=5> showed that changing mi_~ by more than 
607. in InP did not appreciably change the threshold field 
and peak velocity. Littlejohn, Harrison and H a u s e r a l s o  
showed in GalnAs (the material at the other end of the 
quaternary alloy) that the threshold field and the peak 
velocity were unaffected by changing mi_~ from 0.1 to 0.5mo. 
Consequently the value of mL* was taken as being equal to mx~ 
and equal to 0.4mo the value quoted by Herbert et al-<11A> for 
InP and this value was assumed to remain constant with 
temperature, pressure and composition.
4.8 Non parabolicity
The non parabolic band E-k relationship is given by the 
expression
h2k2/2m~ «= E (1+aE) 4.13
where m~ is the effective mass for tending to zero and a is 
a constant called the non parabolicity and is given by the 
expression
<x =!__( l-m~/m0 >2 4.14
or, if the kinetic energy is small compared to the band gap 
energy, then the non parabolicity is given by the more 
complicated expression
a =l_(l-m~)< l - E 0 A o / 3 < E 0 + 2 A o / 3 ) < E 0 + A o > > 4.15
E a
The above equation is only applicable for the conduction band; 
a second order approximation has to be used for the valence 
band. The non parabolicity has a significant effect on the 
distribution of carriers in the band as a function of energy 
as well as having a significant influence on the polar optical 
scattering rate which is dominent in the quaternary allay at 
room temperature. Increasing the non parabolicity increases 
the polar optical scattering rate. Fawcett et a l <117r> 
explained that this effect causes the distribution function to 
be "cooler" in the r-valley and showed that both the threshold 
field and the peak velocity will increase as a band becomes 
more non parabolic. Here the pressure and temperature 
variation of the non parabolicity was obtained from equations 
4.14 or 4.15 by using the variations of Ea , and m~ outlined 
in the preceeding sections. Recent measurements by Sarkar<lls> 
indicate that the non parabolicity in the quaternary alloy is 
possibly much larger than indicated from the expressions 
above; the implications of this is discussed briefly in
sections 6.6.3 and 7.2.
4.9 Energy separation between the satellite conduction band
minima and the T minimum
The energy separation of the satellite conduction band 
minima and the T  valley minimum AEr-i_ and AEr~x are important in 
determining hot electron dynamics since they define the 
electron energies at which intervalley scattering takes place 
and consequently the start of electron transfer. Aspnes 41 
has discussed some of the various experimental techniques used 
to establish the satellite conduction band minima energies.
Electroreflectance measurements have been the main source 
of information, but they can only provide information on the 
critical points in the joint density of states for transitions 
from the valence to conduction band. They cannot provide 
direct information on the separation of the higher lying 
minima and the minimum of the central valley, without first 
making assumptions as to the structure of the valence band, 
such as those made by Camphausen<24>, Van Vechten<22> and 
Auvergne et a l <120>. Measurements of the band structure of the 
quaternary alloy have been reported by Perea et a l (92), Laufer 
et a l <€5>1>, Casper and Wieder<121> and Yamazoe et al <*5>z*> . 
Kelso's reflectance measurements indicated a T, L, X ordering 
and also stated that the L-X energy gap was 0.42eV in the 
ternary material GalnAs. Laufer's electroref lectance d a t a <e?1> 
indicated that there was little variation in the relative 
positions of the various conduction band minima with 
compositional parameter y. Cheng et a l <122> recently suggested 
that the T-L separation in GalnAs is 0.55eV.
Littlejohn et al t<5>£3> used the interpolation formula of 
equation 4.9 to describe the compositional dependence of the
higher subsidery minima. The values they obtained for the AEr~i_ 
and AEr~x separations are shown in table 2.3a. Marsh 4x> 
however, considering the L point energies of the binary 
compounds InP, GaAs and InAs, concluded that the T-L
separation would increase from 0.5eV in InP to 0.69eV in 
GalnAs. Clearly there is considerable uncertainty in the T-L, 
r-X separation. The energy separations used in this study are 
those in table 4.1 and in figure 4.5. No measurements of the 
temperature or pressure variations of the X or L band mimima 
exist for the quaternary alloy and therefore the pressure
coefficients calculated from section 2.7 were used and are 
shown in table 2.3a. The X and L minima were assumed not to
vary with temperature.
4.10 Polar phonon temperature
In most III-V semiconductors longitudinal optical phonons 
at room temperature are the most effective in transferring 
energy from hot electrons to the lattice and consequently play 
a dominent role in hot electron dynamics. There have been 
several investigations into the vibrational properties of the 
quaternary alloy, using such techniques as far infrared 
reflectivity and Raman scattering measurements. Pinczuik et 
a l (123> suggested that there are two longitudinal optical 
phonon modes that are dominent in Raman spectra for GalnAsP. 
One is InP like the other GalnAs like. The strength of the 
modes are proportional to the concentration of InP and GalnAs. 
The phonon energies were given as
hWx(InP) = 0.04293 - 0.00107y 4.16
hw2 (GalnAs) = 0.02981 + 0.0033By 4.17
However, Pinczuik did see evidence of other modes. 
Pickering 4124> has also made a thorough study of the
PRESSURE (kbars)
< 0.8
Alloy composition y
Fig.4.5 Variation of band gap energy with alloy composition
and pressure after Glisson et al. (ref. bb on page 119.)
  pressure. r , L and X f r om table 2.3a.
------------ alloy
reflectivity spectra on L.P.E material over the whole 
composition range. Pickering concluded that the spectra can be 
explained in terms of a four phonon mode variation. Each 
phonon mode could be associated with InAs, GaAs, InP and GaP 
like vibrations, which were seen for all compositions with 
y£0.25. Below y ^ O ^ S  the GaAs mode was not observed and the 
GaP mode was very weak. The oscillator strength of the modes 
were found to be in proportion to the pair concentrations; 
that means for example,the oscillator strength for InP was 
proportional to (1-x)(1-y). On the basis of Pickerings work 
and the fact that Pinzuik did see other modes, an effective LO 
phonon temperature was calculated for the quaternary alloy. 
This was done by weighting the binary compound phonon 
temperatures with the appropriate pair concentrations, the 
longitudinal optic phonon temperature was calculated from the 
following expression
©(x ,y) = (1-x ) (y©i+(1-y) ©2)+x (y©3+ (1-y) ©•*) 4.18
where © i , ©2 , ©3 and ©-* are the polar phonon temperatures for 
InAs, InP, GaAs and GaP respectively and are given in table 
4.1. The dashed line in figure 4.6 shows the single effective 
phonon energy calculated using equation 4.18 as a function of 
composition. Shah et al stated that a single effective
phonon energy of 33.6meV described his high energy 
photoluminescence measurements in GalnAs.
The Gruneisen parameters, which indicate the pressure 
variation of the polar phonon temperature have not yet been 
measured in the quaternary alloy. Consequently it was assumed 
that the variation would be similar to the measured variation 
of the LO and TO zone centre phonon temperatures in G a P ‘13=5 
and InP<134£>>. Both measurements lead to the conclusion that 
the phonon temperature variation with pressure is
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approximately 27. in 15 kbar. The polar phonon temperature 
variation with temperature is also unknown in the quaternary 
alloy, however, because Blakemorec 13'7> quotes a temperature 
coefficient o-f l-4x 10-=smeV/K -for GaAs, its effect is believed 
to be minimal and was ignored.
4.11 Static and optical -frequency dielectric constants
The static and high -frequency dielectric constants have 
not been measured in the quaternary alloy, therefore a linear 
interpolation between the binary or ternary compound values is 
again necessary. The static and optical frequency dielectric 
contants for the four binary compounds are presented in table 
4. 1.
According to Adachi <s<5>> both e« and £«. both decrease with
increasing energy gap. By looking at trends in the static and
high frequency dielectric constants for all the binary
compounds he gave the following compositional variations
(y)=12.4 + 1.5y 4.19
Eoo(y) =9.55 + 2. 2y 4.20
Insight into the variation of l/e«x,~l/e» with alloy
composition can be obtained from the following equation,
1 - 1 = Ne~2 4.21
Goo E» Wuo22VMr Eo
where Mr- is the reduced mass, N the number of atoms in the
volume V <N=2 in the f.c.c unit cell of volume a3/4), wLO the
LO phonon frequency, e~ the Callen effective charge and e0 the
dielectric constant of free space. Using equations 4.21 and
4.18 the difference in the dielectric constants drops from
0.024 in InP to 0.0146 in GalnAs. It is this difference in the
reciprocal dielectric constants that is important in
determining the strength of interaction, or coupling, of
longitudinal optical lattice vibration and the electron and 
hence the threshold field for the Gunn effect. Figure 4.7 
summarizes the predicted values of the static and high 
frequency dielectric constant, showing Adachi's variation 
across the alloy and the interpolated variation of the four 
binary compounds using equation 4.1. Also shown are the 
interpolated values that Littlejohn, Glisson and Hauser<t?B> 
obtained from equation 4.5 for their Monte Carlo simulations. 
Adachi's values for the dielectric constants are higher than 
the interpolated binary compound values and are not in as good 
an agreement with the measured static dielectric constant of 
Trau<lz=:5 as shown in figure 4.7. Therefore the binary 
interpolated values (which are in good agreement with the 
ternary interpolated values of Littlejohn) were used. The 
static and high frequency dielectric constants are shown in 
table 4.la.
The change in the optical dielectric constant with 
pressure can be estimated from the relationship
1_ dEqo=2 dn' 4.22
EcodP n' dP
where n' is the refractive index. The normalised change in 
refractive index with pressure has been calculated by Tsay et 
al <l26) and by C a m p h a u s e n f o r  a number of semiconductors. 
Reasonable agreement exists between the two models and with 
Camphausen's experimentally determined values. The refractive 
index pressure coefficients for the four quaternary binary 
compounds are all about “0.4x10"" 3 kbar -1 . Typically then e *» 
will decrease by approximately IV. in 12 kbar. For InAs, 
Camphausen's slightly higher value for dEoo/dP was taken in 
preference to Tsay's because Zawadzki <13£3> stated for InSb 
(another narrow gap semiconductor) that the dielectric
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constant was very sensitive to changes in the band gap* The 
change in the static and optical dielectric constants with 
temperature and pressure have recently been measured by 
Samarac lsyry -for GaAs and GaP and are given in table 4-1, the 
absolute values at room temperature are in good agreement with 
Camphausen's measured dielectric constants. The pressure 
coefficient for InP's static dielectric constant was* obtained 
through the Lyddane-Sachs-Teller relationship, namely
e» = rwt-oi2 4.23
Eoo LWt o J
The pressure dependencies of both the LO and TO phonon modes 
measured by Trommer<12B> for InP were used to calculate the 
static dielectric constant variation with pressure- Similar 
information for InAs is not available at present. The static 
dielectric variation for InAs was taken as 1.6 times its 
optical dielectric constant variation. The pressure variation 
of Eoo, e« and the difference in the reciprocals of the 
dielectric constants across the alloy is shown in figure 4.7.
Samara's variation of the dielectric constant, over a wide 
range of temperature revealed a non linear response in GaAs 
and GaP contrary to previous reports over limited temperature 
ranges. The dielectric constants increased more quickly with 
increasing temperature the higher the temperature. The 
temperature variation of the dielectric constants used in this 
work are given in tables 4.1 and 4.1a.
4.12 Alloy scattering potential
In the quaternary alloy GalnAsP a dominent scattering 
mechanism particularly over the temperature range 100-250K is 
alloy scattering ‘ 129) (random potential scattering). Its
scattering rate is characterised by the alloy scattering
potential AU. There is however no established formulation and 
treatment of alloy scattering to date. Identification of the 
alloy scattering potential and the volume of the scattering 
potential discontinuity are still unknowns. The most debated 
models in the literature for the scattering potential are 
those due to the band gap difference, the electron affinity 
difference and the Phillip's electronegativity dif f erence<<£a> . 
Harrison and Hauser's formulation for alloy scattering (see 
appendix B) indicates that its scattering rate should increase 
with kinetic energy and it should be a dominent scattering 
mechanism of hot carriers at high fields. Analysis of Hall 
mobility data on L.P.E grown quaternary samples by Hayes et 
al.<12r> and Marsh et al*1’ as a function of temperature using 
a Mathiessen's rule approach has provided values of AU as a 
function of composition and these values are shown in figure
4.8. Generally the values of Hayes are slightly larger than 
Marsh's. Marsh suggests this is due to the inclusion of strong 
deformation potential scattering in his analysis. 
Alternatively the spread in the AU values may be due to band 
fluctuation effects 4130> arising in samples with different 
impurity concentrations. Lancefield‘130> suggests that high 
purity samples are required to determine the alloy scattering 
potential accurately.
4.13 Zone edge phonon temperatures and coupling constants
The coupling constant indicates the strength of the 
electron-phonon interation. This interaction may be screened 
by the valence electrons, it is expected, particularly at low 
fields, that the screened coupling constants are weaker than 
the unscreened ones.
Very little information exists about coupling constants
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even in the binary compounds. The coupling constants and zone 
edge phonon temperatures -for the quaternary alloy were 
evaluated using the same interpolation proceedure that El 
Sabbahy<131> used tor the alloy InAsi_*P><. The phonon spectra 
of InAs, GaAs and InP measured by Stierwalt et a l <132>, Waugh 
and Dolling4133> and Altrey and Borcherdsc13^ > were used. 
Group selection rules applied to the various transitions 
indicated that only certain phonon polarisations will be 
appropriate to each transition. The low and high energy 
phonons were grouped together as indicated in table 4.2. 
Values tor the ternary were then obtained by taking a weighted 
average ot the phonon temperatures applicable to each 
transition over the mole traction and phonon probability.
The coupling constants appropriate to each phonon type 
were interpolated trom the available binary compound data. 
Both screened and unscreened values ot the coupling constants 
relavent to various intervalley scattering processes in InP 
have been given by Herbert *1 . The unscreened values gave 
good agreement to his experimental data and are now well 
established. InAs and GaAs values were taken as those used by 
El Sabbahy41315. In order to interpolate between coupling 
constants, El Sabbahy reterenced them to a standard 
temperature. The coupling constants were related to a standard 
temperature of 300K by evaluating the coupling constant that a 
phonon at 300K would have in order to have the same scattering 
rate as the phonon at its true temperature and coupling 
constant. The relationship used was <131>
D2.quiv= 515.5 D u 2 4.24
TijTexp (Ti j/300) -1) . ............. ..
Linear interpolations between the coupling constants for InAs
and GaAs referred to 300K were performed and then the values
obtained were related back to the previously interpolated 
phonon temperatures. A similar linear interpolation between 
the InP and GalnAs values was used to obtain the values for 
the y*=0.5 quaternary material. All the previously mentioned 
binary and interpolated values are given in tables 4.2 and 
4.2a.
4.14 Summary
All the other material parameters that were required in 
the Monte Carlo program to specify the scattering rates of 
mechanisms that are not very important at room temperature are 
given in table 4.1. This chapter shows that many of the 
quaternary material parameters, particularly those associated 
with the upper energy bands, are not accurately known. How 
much this affects calculations concerning hot electron 
transport and laser loss mechanisms will be discussed further 
in later chapters where a spread of values is taken when the 
exactness of a predicted value by interpolation is not 
certain.
Property Material
GaAs GaP InAs
a (10“ 1°m) 5.654" 5.451" 5.869"
p (g/cm3 ) 5.307" 4.13" 5.667-
tit4_o ( K ) 421** 5Q2** 350dd
Go <T=300K> 12.9“ 11.11- 14.55"
£oo (T=300K) 10.BBto 9.11-’- 11.8"
a 0.824b
e~«= 0.2- 0.24- 0.22-
Mr(10-26 ) 6. 04m 3.587m 7.583m
Ux flO^cmi 
L s J
5.1021 6.341 4.391
Ct (10loN/m:2) 
(T=300K)
4.864* * 5.802* 3.136*
Cx (lO^N/m3 ) 
<T=300K)
14. 032* *b 16.611*’* 10.92*
Ea c (eV) 9.5* 13^ 5.8-
Ea c V 3.51“® 3.44“® 3.18““
Eimro 6.26®“ 6.73— 7.16““
1 dEo rio- s T 
Go dT L K J
12. 0b 11. 4b
1 d£co rlO"5 ! 
Goo dT L K J
9.0b 7.4-
1 d e0 rl0“3 i 
Go dP LkbarJ
-1.73b -1.1- -2.23^
i dGoo rio-3 i 
Goo dP Lkbar J
-1.4- -0.6- -1.4**
1 dwuo plO^3 ■] 
Wl d  dP LkbarJ
1.55- 1.24— 1.33fc
i dwTa rio~3 i 
W t d  dP LkbarJ
1.33* 1.35— 1.33*
TABLE 4.1. Material parameters of the four binary
InP
6.059"
4.787"
4 9 Q d d
12.38^ 
9.55d
0.27- 
4.08 lm 
5.0321
3.652*'
12.116*
11.5*
3.64“® 
5.94®“
-1.57*
“0.9d
1.57-
1.91-
parameters.
Property Material
y 0.2 0.4 0.6 0.8 1.0
a (10_lom) 5.8694* 5.8694* 5.8694* 5.8694* 5.8694'
p (g/cm3 ) 4_929v 5.072v 5.214v 5.357y 5.499y
U L o (K ) 476.2- 453.8- 431- 407.6- 383.8-
£o (T=300K) 12.69- 12.91- 13.25- 13.52- 13.76-
Eoo <T=300K> 9.95- 10.33- 10.69- 11.04- 11.37-
<x 0.74- 0.83- 0.93- 1.04- 1.175-
0.247- 0.238- 0.229- 0.22- 0.21-
M r d O ”26) 4.446- 5.047- 5.647- 6.248- 6.848-
Ux riO^cmi 
L s J
5.013- 4.976- 4.922- 4.847- 4.751-
C* (lO^N/m2 ) 
(T=300K)
3.738- 3.810- 3.87- 3.916- 3.948-
Cx (10loN/cn:2) 
<T=300K>
12.261- 12.36- 12.413- 12.418- 12.37-
<T=300K)
1.206- 1.074- 0.954- 0.845v 0.749-
E r~x
<T=300K>
0.777** 0. 895** 0.961** 1.125** 1.21**
E ^
(T=300K)
0. 592** 0.678** 0.736** 0.77** 0.786*1
EaC < sV >. 10.0 8.5 7.0** 7.0** 7.0**
Ea c v  (eV) 3. 53"** 3.44““ 3.38““ 3.34““ 3.325“*
Eimf>o (eV) 5.76*®“ 5.72““ 5.77““ 5.89““ 6.07““
1 deo rlO“3 i 
e0 dP LkbarJ
-1.659- -1.746- -1.831- -1.914- -2.000=
1 dEoo rio_3 i 
Eoo dP LkbarJ
-0.978- -1.067- -1.167- -1.278- -1.4-
i dwi_o rio~3 i 
Wl_o dP LkbarJ
1.502- 1.454- 1.426- 1.419- 1.433-
1 dw-ro rlO~3 i 
W t o  dP LkbarJ
1.753- 1.616- 1.50- 1.404- 1.33-
TABLE 4.la. BalnAsP Material parameters.
References for tables 4.1 and 4.la.
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b) Blakemore J.S J. Appl. Phys. 53 R123 (1982).
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equations given in reference g.
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(1976).
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k) Hickernell F.S and Gayton W.R J. Appl. Phys. 37 462 
(1966).
1) Calculated by the author using the expression v=(Cij/p)1/2. 
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"Science data book" ed. Tennent R.M , Open university, 
Oliver and Boyd (1971). 
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r) Rode D.L Phys. Stat. Sol. 53 245 (1972).
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x) Calculated by the author from equation 4.15 using the
values of Eg , Ao and m~ presented in table 2.1.
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z) Calculated by the author from the binary compound values
using equation 4.1. 
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ee) Shantharama L.G Ph-D thesis, University of Surrey,
(1985).
ff) Littlejohn M.A, Glisson T.H and Hauser J.R in "GalnAsP 
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TABLE 4.2. Coupling constants and zone edge phonon temperatures
Scatt. Phonon GaAs InAs InP
Process Group DA J <b> T1 J <C> D4 J (b> T i j <d> D4 J <d>
+Symm« (K) (10eeV/cm) (K) (10BeV/cm) (K) (10®eV/cm)
r-L LA+L0+T0(L) 339.7 4 267.3 5.9 390 13.7
r-L TA (L) 89 0.5 105 1.33 79 1.4
r-x LA+LO+TO(X) 345 11 250 11.77 390 12.54
r-x TA (X) 113 0.61 160 0.54 98 0.75
L-L LA+LO(X) 336 1.8 222.5 2.23 390 5.6
X 1 X LA (X) 346 10 209 10 278 9.9
L-X LA+LO+TO(L) 339.7 5.5 267.3 7.54 390 8.4
L-X TA (L) 89 0.44 105 1. 19 79 1.94
TABLE 4.2a- Coupling constants and zone edge phonon temperatures
Scatt. Phonon GalnAs GalnAsP (y=0.5)
Process Group T* j Daj «•> T i / - 5 D* j  <“ >
+Symm. (K) (10seV/cm) (K) (10BeV/cm)
r-L LA+LO+TO(L) 294.4 5.37 331.2 8.93
r-L TA (L) 96.75 0.96 86.8 1.25
r-x LA+LO+TO(X) 282.8 11.59 322.5 11.88
r-x TA (X) 133.0 0.593 122.3 0.707
L-L LA+LO(X) 258.6 2. 15 303. 1 3.38
x-x LA (X ) 271.85 10.03 274.9 9.97
L-X LA+LO+TO(L) 294.44 6.96 331.2 7.453
L-X TA (L) 96.75 0.86 86.84 1.61
REFERENCES
a) Waugh J.L.T and Dolling G Phys. Rev. 132 2410 (1963).
b) El Sabbahy Ph-D thesis, University o-f Surrey (1978).
c) Stierwalt D.L and Patter R.F Phys. Rev 137 A1007 (1965).
d) Herbert D.C, Fawcett W. and Hilsum C J. Phys. C 9 3969 (1976).
e) Calculated by the author.
CHAPTER 5.
EXPERIMENTAL APPARATUS.
5.1 Introduction
The purpose of this chapter is to describe the 
experimental techniques and apparatus that have been developed 
to obtain the results outlined in the -following chapters.
5.2 Hydrostatic pressure apparatus
Hydrostatic pressure, as its name implies, involves the 
compression o-f a fluid. This method o-f applying pressure is 
un-fortunately limited as most -fluid pressure transmitting 
media -freeze at relatively low pressures. To obtain higher 
pressures researchers have resorted to solid systems with a 
low shear modulus where pressure transmitting media such as 
epoxy or NaCl are used. These solid systems unfortunately 
produce non hydrostatic pressure typically below 15 kbar after 
which the epoxy begins to flow and hydrostatic pressure is 
believed to exist. The caster oil pressure transmitting medium 
used here, although limited to low pressures, was preferred 
because it produced hydrostatic pressure in the range 1 bar to 
10 kbar, which could be directly measured unlike the solid 
system where it is assumed for a given load. Also the 
application of pressure in such a system is completely 
reversible. Measurements can be repeated many times by going 
down as well as up in pressure. The sample can also be easily 
extracted from the liquid medium system and cleaned ready for 
reuse if necessary. In the solid system the sample is first 
baked in the epoxy such that it is irretrievable and is 
irreversibly damaged. The liquid medium pressure apparatus was 
developed by the S.T.L. High Pressure Group for Hall effect 
measurement. A similar apparatus has been built at Surrey with
additional facilities for simultaneous electrical and optical 
measurements, incorporating for the first time an optical
fibre leading directly into the high pressure cell.
A schematic diagram of the liquid medium apparatus is 
shown in figure 5.1. The hot-worked die steel cylinder
contains a pressure transmitting medium, usually, caster oil. 
If pressures up to 18 kbar are required a lsl mixture of amyl 
alcohol and caster oil could be used. The thrust piston, made 
of hardened tool steel is 2.92 cm in diameter. Leads to 
contact terminals at the end of each piston are passed out of 
the pressure chamber via hardened silver steel terminals
ground into ceramic sleeves and then through a hole in the 
piston. Each piston accomodates eight silver steel terminals
that are evenly distributed around its face. The sample leads 
are soldered between the terminals of the top piston, which is 
carefully immersed in the liquid medium. Minimization of the 
amount of air trapped in the cylinder is obtained by 
overfilling it with the liquid pressure transmitting medium 
and by rocking the piston slightly upon entry.
The sealing of the piston is accomplished by the 
combination of a neoprene ring and phosphor-bronze mitre
ring. Up to a pressure of 4 kbar sealing is due to the 'O' 
ring. At higher pressures the '0' ring becomes redundant and 
sealing is due to the phosphur bronze ring. Leaks may 
sometimes occur at around 5 kbar as neither system can produce 
a good seal. If this happens a quick increase in the load 
causing the pressure to rise to about 8 kbar can usually stop 
leaks, the pressure can then be reduced to the required value. 
Pressure is usually applied in increasing intervals of 1 kbar 
up to about 7 kbar. After each pressure increment a 
measurement is made when the system has returned to room
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temperature after the heating caused by the compression 
stroke. Typically this takes about 20 minutes. The pressure is 
monitored by a manganin coil attached to the bottom piston as 
shown in figure 5.1. The pressure is given by the expression
P(kbar) In R«m (P kbar) , 5.1
«'' R»m (1 bar)
R»m the manganin gauge resistance, was 98.30 at atmospheric 
pressure, oc'' is the fractional increase in the manganin gauge 
per kbar pressure and its value was taken as 2.3 x 10~3
5.3 High field measurement circuit
Figure 5.2 shows a black diagram of the pulsed system used
to determine the electron velocity-field characteristic from
the measurement of current versus voltage for a properly 
prepared sample (discussed in the next section). This
technique provides information on the velocity-field
relationship only up to the threshold field, at higher fields 
current instabilities make the interpretation of the I-V 
relationship in terms of electron drift in a uniform field 
impossible.
The sample was mounted either in an Oxford instruments
DN704 cryostat for low temperature measurements or on the end 
of the top piston attached by two gold wire, ball-bonded leads 
for high pressure measurements. The field was applied in
pulses of 20-50nsec duration at 50 Hz to avoid heating.
Identical characteristics were obtained for all pulse lengths.
The current was determined by monitoring the voltage across a 
small series resistance for which the temperature and pressure 
dependence had been calibrated. The current and voltage pulses 
were displayed on a dual beam sampling oscilloscope and the
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current/voltage characteristics were recorded on a Bryans x-y 
plotter.
5.4 H shape samples
The H shaped samples similar to those described by 
Marsh 41>, were fabricated using the photolithographic lif t off 
technique and are shown in figure 5.3. They were fabricated 
from material consisting of a single layer of quaternary alloy 
grown by liquid phase epitaxy on semi insulating InP. The 
thickness of the layer was typically 5pm and the free electron 
concentration was in the low 101<£s cm-3 range. Contacts were 
formed by alloying evaporated layers of an Au +Sn mixture.
The H shape samples were used in order to make ohmic and
non injecting contacts to the fairly high resistance samples.
The possibility of injection increases with increased field at 
the contact and hence the electron concentration may be 
expected to change with the electric field, thus causing a 
great deal of complexity in the determination of the hot 
electron effect on the variation of conductivity with field. 
With an H shaped sample the contact effects are minimised. The 
bar, or bridge, of the sample is made of a dimension such that 
it constitutes the major part of the sample resistance; then 
the high field appears mostly in this region and the end parts
have low fields. Hence even if charge carriers are injected
from the contacts they travel with such a low velocity they do 
not have sufficient time to reach the filamentry part within 
the duration of the pulse. The carrier injection thus only 
affects the resistance of the end parts of the sample which is 
only a small fraction of the total resistance.
In order to obtain a uniform field across the bar, the 
samples were designed using Potter's prescription which has
V
<o<
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been tested on InP using current probe techniquesc1^ ° > (see 
figure 5.3). The length and width of the bar were 300pm and 
100pm respectively, with a/b and li/l2 equal to 5 and 2 
respectively.
The H shape samples resistance was considered to have four 
components; the negligible contact resistance, the resistance 
of the two regions marked A in figure 5.3, the resistance of 
the bridge region, marked B, and the resistance due to 
converging lines of current Rc <140>. At low fields,
R a ~ pix and Rb = p 1z 5.3
2 a <5 2b £
where S is the epitaxial layer thickness. PotterclAO> derived
the following expression for Rc .
Rc= p r CONST In r*+bi +■ 21nrCQNSTln 5.4
2n<S L La-bJ L 4ab J J
where G0NST=(a^+b2 )/ab and CONSTl=a2-b2 . Knowing the
dimensions of the sample and the low field resistance which
was measured by a DVM, this enabled R«, RB , Rc and p to be
evaluated. At high electric fields it was assumed that all the
resistance components remained ohmic except RB . The voltage
drop across the bridge is then given by
VB=V-I<R«+Rc +Rm > 5.5
where RM is the current monitoring resistance.
5.5 Sample preparation
H shape samples were fabricated using the 
photolithographic lift off technique. Having cleaned the 
specimen thoroughly by a 10 minute boil in methanol and 
trichloroethylene and 30 minutes in IPA vapour, photoresist 
was laid on the specimen using a spin speed of 8000 r.p.m. for 
one minute, repeated three times, and was then baked at 80°C 
for twenty minutes. The desired mask is laid on the material
and the pattern exposed for fifteen minutes under a U.V. lamp. 
It is then developed in IV. NaOH developer and washed in 
deionised water before etching in a mixture of H z S C U (607.) , 
Hs.0s>(20%) and H=>0(20%) at 50°C to produce the H shape pattern. 
The solution was allowed to etch to a depth twice the active 
layer thickness at a rate of 2pm/minute. The |resist was 
removed with acetone.
In order to add the gold tin/nickel contacts the samples 
were cleaned, prebaked, masked and exposed in the same way as 
above. The surface was etched before evaporating by a solution 
of HzO:H2O2:Ammonia, in the ratio 20:4:1 and rinsed with 
deionised water. The contacts were evaporated onto the exposed 
areas and again the photoresist was removed by acetone. The 
samples were then washed in trichlorethylene and left to dry. 
The contacts were then alloyed into the sample in a 
hydrogen/nitrogen atmosphere using an InP boat. The material H 
shape samples were then cut from the material using a 
resin-bonded diamond wheel, and gold wires were ball-bonded to 
the contact pads.
5.6 Introduction to laser measurements.
The following sections will describe the modifications 
made to the piston and cylinder system to allow optical 
measurements of the quantum differential efficiency as well as 
the spontaneous carrier lifetime to be made.
5.6.1 Fibre feedthrough
The thrust piston as described earlier is suitable for 
high and low field electrical measurements. However for the 
optical measurements on the laser diodes an optical window had 
to be created into the pressure chamber. Initially a one 
centimetre diameter, one centimetre long sapphire crystal was
sealed to the piston end face using a single layer of 
aluminium foil and held in position by a small cylindrical 
frame. Pilkington optical fibres were used to guide the light 
to and from the window. In order to make quantum differential 
efficiency measurements it is necessary to collect all the 
light emitted from the front facet of the laser. As a 
semiconductor laser beam diverges at an angle of typically 30° 
away from the laser axis in the plane perpendicular to the 
active layer it was impassible to collect all of the light. An 
alternative system whereby an optical fibre was brought inside 
the pressure chamber was therefore developed. This was 
achieved by substituting the sapphire window with a metal rod 
of the same dimensions. The fibre was brought through a 
stepped hole drilled through the middle of the rod. Araldite 
loaded with m a g n e s i u m  oxide was used to secure the fibre in 
position, the rod and fibre were then put in an oven at a 
temperature of 100°C for 2 hours to gel and then at 160°C for 
12 hours to cure. The end of the fibre was then cleaved. To 
improve the collection efficiency some fibres were lensed, a 
bulb end to the fibre was obtained by melting the end in a 
flame. This system has proved to be reliable for repeated 
cycles up to 8 kbar at temperatures of 340K.
5.6.2 The laser mount
In order to mount the laser such that it was aligned to the 
fibre and mounted on the end of the thrust piston the laser 
mount shown in figures 5.4a and 5.4b was developed. The laser 
was first mounted between the clip (figure 5.4a) such that the 
light emerged perpendicular to the end face of the clip. The 
laser mount was then secured using screws to an x-y 
manipulator (as shown in figure 5.4b). The thrust piston was 
secured to its mount which could travel in the z direction.
Hardened 
si 1ver 
steel 
contact 
terminals
Laser
Securing
screws
Neoprene
'0' ring
Phosphur
bronze
ring
Fig.5.4a The laser clip mounted on the piston.
l.aaer riDre Neoprene
clip feedthrough 'G' ring
Phosphor Piston 
bronze /
ring /
micro- 
posi ti oner
^  aerotech , in c .
Z axis 
mi cro- 
posi ti oner
Fig.5.4b The laser alignment apparatus.
Alignment was achieved by monitoring the amount of light 
guided down the fibre. When alignment was obtained, the mount 
was secured to the cylindrical frame on the piston by 
tightening up the six screws onto the cylindrical frame whilst 
monitoring the light signal to check that the alignment was 
not spoilt.
In order to check whether measurements of the quantum 
differential efficiency were being affected by changes in the 
collection efficiency of the fibre with pressure, it was 
necessary to insert a large area detector inside the pressure 
gear immediately in front of the laser. A Judson J16-B 5mm2 Ge 
detector proved to be unsuitable as it became very noisy after 
applying pressure. Microcracks on the surface were seen, these 
were thought to be caused by stresses built up when pressure 
was applied, due to poor bonding of the Ge to the contact pad.
The most suitable detector for work inside the pressure 
system itself proved to be a 4mm square epitaxial layer of 
GalnAs grown by L.P.E on a InP substrate. Gold wires were 
bonded to AuGe contact pads alloyed into the epitaxial layer.
The gold wires were then fixed to an insulator using silver
dag such that the GalnAs layer was freely suspended in front 
of the laser facet. The photoconductive response of the
detector (to light from a monochromator brought into the 
pressure gear through the fibre) as a function of pressure for 
a fixed reverse voltage across the sample is shown in figure 
5.5. The dip in the response is due to a very strong
absorption band in the caster oil at 1440nm( figure 5.6.). A 
series of absorbance measurements over the l-2pm range were 
performed on various liquids to identify the cause of the 
absorption band, the measured values are shown in figure 5.6. 
Perfluorohexane and Hexachlorabutane showned no absorbance
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over thin range, indicating that C-C bonds were not 
responsible for the absorption band. A broad absorption band 
due to the stretching and bending vibration of 0-H bonds is 
known to exist around 7000 cm-1 ('''l.4pm). As shown by the 
measurement of. water it causes considerable absorption, and 
would obviously be a serious problem. The fact however that 
absorption bands similar to those in caster oil were found in 
pentane indicates that the absorption band is probably due to 
overtones of the C-H bond, rather than the 0-H bond. Because 
the absorpance bands in silicone oil were less than those of 
caster oil and pentane, silicone oil was considered the most 
suitable pressure transmitting medium for measurements of the 
quantum differential efficiency on 1.3 and 1.55pm lasers.
5.7 Laser characteristic measurements
Figure 5.7 shows a block diagram of the method for 
measuring the light current characteristic of semiconductor 
lasers. Pulses of typically 200 nsec duration and repetition 
frequency of 1kHz from a E & H 123 pulser were used to drive 
the laser. The current was measured via a Tektronix CT-1 
transformer probe and displayed on a dual beam sampling 
oscilloscope and then connected to the x axis of a chart 
recorder. The light was detected by a germanium detector. The 
detector was connected to a Brookdeal precision ac amplifier 
and then in turn to a Brookdeal boxcar detector. The boxcar 
consisted of two units, the first was a linear gate type 415 
and the second a scan delay generator type 425A. The boxcar 
was essentially operated in a mode whereby it amplified and 
averaged the signal and supplied a d.c output level to the y 
axis of the chart recorder. A typical characteristic can be 
seen in figure 5.B. The threshold current is the current level
FHlcP 214B 
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Fig.5.7 Laser characteristic measurement circuit.
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Fig.5.8 A typical laser characteris tic  w ith a
sharp threshold and no kinks just 
above threshold.
at which the light output -from the laser abruptly increases. 
Almost all of the lasers measured had abrupt threshold 
currents and a linear variation of the light current curve 
above threshold. Lasers with soft thresholds or kinks at low 
output powers were regarded as unsuitable for accurate 
measurement.
5.8 The turn on delay technique
The turn on delay technique has become a conventional 
method for determining the spontaneous carrier lifetime at 
threshold. Konnerth and Lanza first noted that a delay
existed between the application of a stepwise current pulse 
and the start of the stimulated light output. This delay they 
deduced was due to the time necessary to inject sufficient 
carriers to create the population inversion required for 
coherent emission. The time delay is directly related to the 
excitation rate and the recombination rate.
If a constant lifetime is assumed for the time prior to 
the onset of stimulated emission then
dn/dt = pi - n/T 5.6
where p is a constant. Assuming an abrupt increase of I from
zero to I>Ithr at t=0 then
n(t)/n(thr) = I/Ithr<1-exp <-t/T>) 5.7
where
nthrapIthrT 5.8
and the time necessary for the carrier density to reach the 
threshold carrier density is given b y <l^ x>
Td = t  ln.(I/I-Uhr-> 5.9
Unlike Konnerth's measurements on GaAs homostructure 
lasers, the assumption of a constant carrier lifetime is not 
valid for undoped double heterostructure quaternary lasers, as
bimolecular and even trimolecular recombination exists which 
means that the lifetime changes as the carrier density 
changes. R i p p e r s h o w e d  theoretically that the time delay 
method could be used to measure the spontaneous carrier 
lifetime even though the carrier lifetime is not constant, 
provided that the current injection level is much larger than 
the threshold current. Joyce and D ixon<1^3> stated that even 
when the carrier lifetime has an unknown dependence on the 
carrier concentration the lifetime at threshold can still be 
obtained if the re is no prebias, by pulsing the laser very 
hard i.e
Td=TU hr- as 1=^00 5. 10
I
Stubkjaer* pointed out that from an experimental point of 
view, the excitation levels that are most useful correspond to 
0.5<ln <I/I-Ithr-)<2.5. He added that over this range, if the 
spontaneous carrier lifetime at threshold varied inversely 
proportionaly to n or n3 then the calculated lifetime from 
equation 5.9 may be up to 30-457. respectively lower than the 
true value. Alternatively Joyce and Dixon<13=> showed that the 
differential lifetime t ', which they defined as
d_®_tLhii-= 1^ 5.11
dn
where ® threV.c is the recombination current at threshold, 
characterised the differential recombination rate near 
threshold. Joyce and Dixon stated that if a prebias was 
applied to the laser and the time delay was measured as the 
drive current was stepped up to approach the threshold 
current then
Td=T' l n r I - I o  1 
Ll-Ithr-J
5. 12
A consequence of the large injection current or prebias is 
that the time delay to build up the threshold density nthr is 
much shorter, and more accurate measurements of the time delay 
are required. The use of a small pulsed bias current, compared 
to a d.c bias minimises heating and eliminates any distortion 
that may arise from any junction capacitance. Figure 5.9 shows 
a block diagram of the apparatus used to measure the time 
delay.
Very fast pulsing techniques are required in order to 
produce sharp rising edges of the two pulses. The E & H pulser 
with its 7 nsec risetime pulses was not suitable for this 
purpose, although it served to provide prebias pulses as well 
as triggering indirectly the fast pulser. The fast pulses were 
produced by an Avtech AVI 0-40V pulser which provided positive 
polarity pulses with risetimes less than 350 psec. Negative 
pulses could be obtained by passing the pulses through a 
Avtech AVX1 inverting transformer although this degraded the 
risetime down to 500 psec. The pulse width could be varied 
between 2 - 100 nsec, typically it was set at 20 nsec. A 
repetition rate of about 1kHz was again typical. The fast 
risetime pulse could be combined with a prebias pulse using a 
Microlab 0 - 18GHz resistive power divider. The current was
monitored by the voltage generated across a 470 series 
resistor which also served to properly match the line. The 
Tektronics current probe was found unsuitable for 
subnanosecond risetimes as it caused severe degradation of the 
pulse shape and risetime. Coaxial cables and connectors were 
minimised but still the risetime of the positive current pulse 
was degraded to about 500 psec principally due to the quality 
of the thin coaxial cables into the pressure gear.
The light was detected using a Optitron GA-l-U high speed
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Fig.5.9 Block diagram of the time delay method 
for measureing the spontaneous carrier 
lifetime at the laser threshold.
low noise avalanche germanium detector which had a risetime of 
less than 500 psec, a maximum photocurrent gain of 40 and a 
quantum differential efficiency of 60V. at 1.5pm. The signal 
was then amplified using a Hewlett Packard 8447D 0. l-1300MHz
wide band amplifier. The current and light pulses were then 
taken to a EG&G Ortec 467 time to pulse height converter
(TPHC) unit powered by a Beni bin. The TPHC measured the time 
delay between the current pulse and light pulse and output a 
voltage signal to a 1024 channel Camberra multichannel
analyser the height of which corresponded to the time delay. 
On the smallest time range of the TPHC the 0-10V output
voltage corresponded to a time delay between 0-50 nsec,
consequently each channel of the multichannel analyser
corresponded to a time interval of slightly less than 50 psec. 
Typically 90V. of the time delay spectrum fell into three 
channels. The time delay was believed to be measured to an 
accuracy better than 50 psec. This error which was principally
due to gitter noise and non linearity of the MCA unit as the
TPHC had a time resolution of lOpsec and a stability of
lOpsec/K.
The multichannel analyser was later replaced by a 12 bit 
ADC and a sample and hold unit worked in tandom and was
controlled by a BBC model B microprocesser so that each
channel covered a time delay interval of about 12psec. The
TPHC offered the advantage that many thousands of pulses could 
be averaged and that all gitter between the current and light 
pulse before the TPHC unit was of no consequence. For the 
first time using the above technique, spontaneous carrier 
lifetime measurements have been made as a function of
pressure, the results are presented in chapter 7.
CHAPTER 6.
HIGH FIELD RESULTS.
6.1 Introduction
Extensive studies of the low field mobility of both 
electrons and holes have been made as a function of alloy 
composition, temperature4 *1A=> and of pressure*3 *17’. The 
results indicate that alloy scattering has significant 
influence particularly in the middle of the alloy range. 
However, relatively few studies.of the quaternary alloy have 
been made at high electric fields. Only Marsh et al ‘11 have 
reported measurements of the velocity-field characteristic up 
to threshold over the whole alloy range. The importance of 
alloy scattering at high fields has not been determined.
For this reason pulsed, current-voltage measurements were 
made on n type quaternary, H shaped, samples which were 
delineated by photolithography, as described in chapter 5. 
These results are presented here and compared with those of 
Marsh. The electric field in the bridge region was derived by 
subtracting the voltage drop outside the bridge from the total 
voltage applied across the sample. The latter was determined 
from the device dimensions by using a technique widely tested 
by Potter tl32> on InP samples. A current monitoring 
resistance of nominally 18 ohms was used in series with the 
sample, its variation with temperature and pressure was 
carefully calibrated. The drift velocity was determined by 
equating the gradient of the velocity-field characteristic at 
the origin to the measured low field drift mobility. Hall 
measurements made on van der Pauw samples provided the drift 
mobility jiD^pM/r, where r is the Hall scattering factor. Using 
very high magnetic fields (up to 9 tesla) at the Clarendon 
Laboratory, r, has been measured to be very close to unity
over the whole alloy range, as shown in figure 6.1. Similar 
conclusions have been drawn by other workers'1 * .
6.2 Typical velocity-field characteristic
Figure 6.2 shows a typical sub threshold velocity electric 
field curve for the alloy composition y*=0.47 at room 
temperature. In all samples the increase in current at 
threshold indicated the onset of impact ionisation caused by 
the high fields formed in the Gunn domain. The threshold 
field, as estimated from the average field for the onset of 
instabilities, could be less than the true threshold, due to 
premature nucleation of instabilities through material non 
uniformity. Effects due to the contacts were checked by using 
both positive and negative pulses, in all samples excellent 
agreement (within 57.) was obtained.
In comparison with Marsh, the measured characteristics of 
which figure 6.2 is typical, are very linear, almost up to 
threshold. This allowed the electron velocity to be easily 
determined from the low field drift mobility. Recently Haase 
and Sti 1 lman < presented results on sub threshold velocity 
field characteristics in GalnAs, on samples of various carrier 
concentrations and these indicated the probable cause of the 
discrepancy between Marsh's results and ours. Haase's results 
showed that as the carrier concentration decreased in their 
samples the curves became more sublinear, like Marsh's 
characteristics. In the mid to low 101<£> cm-3 carrier 
concentration range, the velocity field characteristic 
appeared linear in agreement with our measurements. Indeed in 
very high carrier concentration samples they even observed a 
slight superlinearity in the velocity-field curve which they 
tentatively suggested was due to the ionised impurity
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Fig.6.1 Hall scattering factor versus com position
in G alnA sP a t tem p era tu res  of 295 and 77K.
SA
MP
LE
 
VO
LT
AG
E 
(V
)
(v)iN3aano anawvs
CO iD CM
O O
ID
in
CM
o
CM
O
in
Ll
CM
oo
o
UJ
o
m
UJ
o
in o
(oas/iuo) ^01* A1ID013A
in
CM o
Fi
g.
 6.
2 
A 
ty
pi
ca
l 
ve
lo
ci
ty
/fi
el
d 
ch
ar
ac
te
ris
tic
 
(y
=Q
47
)
scattering rate decreasing as the electron energy increases. 
Monte Carlo calculations shown in section 6.6.3 concur with 
this idea.
6.3 Variation of Ethr and VP with alloy composition
The measured values of threshold -field (Ethr) and peak 
electron velocity (Vp) are compared with those of Marsh in 
figures 6.3 and 6.4 respectively. Extensive velocity-field 
measurements have been made on the two quaternary end
compositions, as at first InP and more recently GalnAs have 
recieved considerable interest as electronic and microwave 
materials. In agreement with Marsh our results show that the 
threshold field drops from about 10-llkV/cm in InP * to
slightly less than 3kV/cm in GalnAs. The solid line in figure
6.3 is the variation of the critical field for polar optical
breakdown predicted from a simple model based on Stratton's 
theory41=so> as described in chapter 3 . Very close agreement 
is obtained. VP drops from a well established value of
2.5xl0'7cm s-1 in InP, to approximately 1.5x10^ cm s-1 in the
region y-0.85, followed then by a steep increase to values in
excess of 2x10^ cm s_1 at y=i. The peak velocity in high y 
value samples, as pointed out by Marsh, seems to be 
particularly sensitive to the sample purity and carrier
concentration. This probably explains the large range in peak 
velocities obtained by many authors. It may also reflect
sample inhomogeneity resulting from the widely discussed 
immiscibility gap which is believed to exist in this 
composition region(1=1
6.4 Temperature variation of Ethr and VP
The velocity-field characteristic has been theoretically
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modelled very successfully in G a A s <1=52> and InP<1‘*'7'> by Monte 
Carlo simulation as used here. From Monte Carlo computer 
simulations of the steady state, velocity-field characteristic 
of n-type GalnAsP (y=0.5) around the peak velocity, A d a m s tlS3> 
proposed that devices made from this material Mould have an 
intrinsically lower temperature sensitivity of the peak 
velocity. Fundamentally because the peak velocity is strongly 
influenced by alloy scattering, which arises from the atomic
distribution built into the lattice, which is not dependant
on temperature. Adams <1=!3> predicted that the relative change 
of threshold current (peak velocity) over the temperature 
range 300-350K would be approximately lxlO-3 K- 1 , which is 
less than half the measured value for GaAs<i=:z>. Experimental 
results are presented in figure 6.5 which confirm this low 
value and are believed to show that alloy scattering remains 
important in the quaternary alloy even at high electric 
fields. The full symbols in figure 6.5 show the measured
variation of the threshold current in three different 
quaternary samples grown by L.P.E of composition y=0.47,0.54 
and 0.89. The result of each sample is presented relative to 
the value at 300K. The variation appears to be a linear 
function of the temperature, T. Experimentally the peak
current varied according to
1 dlj3=l.2±0.3 x 10~3 K~ x
IP (300) dT
for all the samples where alloy scattering is known to be 
dominant at low fields< = 1-50. This variation is in agreement
with the Monte Carlo predictions of Adams in which he used the 
Harrison and Hauser expressionc 1=s^ > for alloy scattering.
For contrast experimental results for several GaAs samples 
are also shown in figure 6.5 as open symbols. These results
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were obtained -from materials with various carrier 
concentrations including one similar to that of the quaternary 
samples. Again the full line through the GaAs was derived from 
Monte Carlo calculations. In samples close to the end 
composition of the quaternary alloy, the influence of alloy 
scattering on the low field transport has been shown to be not 
as important and as such is also expected to be less important 
at high fields. Both Hayes <=5>and Marsh<x> show AU which 
characterizes the strength of alloy scattering, to decrease as 
y>0.9 and y<0.2. The temperature sensitivity of a y=0.1 
quaternary sample was measured to be between 1.58-1.8x10-3 
K- 1 , however the samples resistance changed dramatically as 
did the threshold field, with pressure and temperature which 
was out of character with the other samples. The temperature 
variation of a ternary GalnAs sample with a suspected 
premature gunn instability was measured. At 300K its threshold 
field was only 2.08kV/cm and peak velocity l.TSxlO-7 cm/sec. 
Its temperature variation corresponded to 1.55xl0-3 K-i which 
was slightly higher than the mid quaternary samples. Haase 
recently reported measurements of GalnAs characteristics at 
liquid nitrogen and room temperature and obtained a variation 
of 1.42xl0“3 K-1 with carrier concentrations as high as 1017 
cm-3. It therefore appears that Adams prediction is correct 
and the temperature sensitivity of the threshold current 
decreases as alloy scattering becomes more dominant and 
confirms that alloy scattering remains significant at high as 
well as low electric fields.
In the quaternary samples, as with GaAs, there was a large 
scatter in the temperature dependence of threshold field 
compared with that of the peak velocity. The normalised value 
of the threshold field with temperature was measured to be
1 dEthr-=6±3 xlO-^ K - 1
(300) dT
which is very similar to that of GaAs with a similar -free 
electron concentration. At present it is not clear why such a 
scatter exists. Like GaAs it is thought that the decrease in 
threshold -field with decreasing temperature depends on the 
carrier density of the sample. Inhomogeneities in doping and 
the degree of compensation complicate any interpretation of 
the variations.
6.5 Variation of Ethr- and Vp with pressure
Figure 6.2 showed that the variation of Ethr with 
composition could be described by Stratton's theory, which 
gives the threshold field as the product of the effective 
mass, polar phonon temperature and the difference between the 
reciprocals o f ,the dielectric constants. As the latter two are 
relatively pressure independent in comparison with the
effective mass, a theoretical study of the threshold field as 
a function of pressure was undertaken not only to ascertain 
how far Stratton's theory applied, but also because, as figure
4.5 shows, a pressure variation also simulates the band
structure variation with composition.
Figure 6.6 shows the variation of threshold field with 
pressure for three quaternary samples y=0.54, 0.59 and 0.89. 
The solid line is the variation of the threshold field
predicted by the Stratton formula if the pressure dependence
of the effective mass is calculated using equation 2.17 and 
Patel's measured pressure coefficients. The broken line 
assumes the measured variation of effective mass with band gap 
energy and the pressure coefficients of the band gap as
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measured by Shantharama<eA«lot>. The Stratton theory 
expression predicts reasonably well the variation of threshold 
field with pressure in the quaternary alloy. Figure 6.6 also 
shows that the normalised variation of threshold field 
increases with increasing composition parameter y. Indeed 
Kobayashi < 13<?> has measured the pressure variation of the 
threshold current in InP and found that it increased with 
pressure by about 6±27. in 8 kbar.
As the velocity-field characteristics appear to be 
virtually linear up to the Gunn threshold, it is not really 
surprising that the normalised peak velocity variation with 
pressure is in reasonable agreement with the product of the 
normalised threshold field and mobility variations with 
pressure. This does, however, indicate that the results are 
consistent with each other. The derived mobility variation 
with pressure obtained from the gradient of the characteristic 
at low fields are shown in figure 6.7 to be in excellant 
agreement with Hall mobility measurements made on van der Pauw 
samples of similar composition and carrier concentration taken 
from «i-7> .
In figure 6.8 we have broken down the theoretical 
variation of l/Eth,^dE^hr-/dy from Stratton's theory by 
subtracting away both the variation of l/©p,d©p /dy and 
1/(e-1oo“ E-1o) d (e_1oo-e-10 ) /dy with y thus leaving the 
theoretical variation of 1/m* dm*/dy; note that all three 
variables influence the total variation of 1/Ethr dEth„-/dy. 
Figure 4.5 shows that a pressure increase can simulate the 
band structure variation with decreasing composition parameter 
y. The measured variation of 1/Ethr dE*h„-/dP also indicates 
then a value for 1/Ethr dE*hr-/dy and hence 1/m* dm*/dy as the 
pressure dependencies of the polar optical phonon frequency
PR
ES
SU
RE
 
(k
ba
r)
•o
His3
CO
CO
Uic&
o a> eo
• o
Aimaow aasnvwaoN
o
T“
10
C.S
tu
O
o CO9
« +
• o
c«/» v 01 ¥*
•a w
(/)
>» O 4-> -O
•r- E >>•i- 10
-O
O “O
C  OO </) s_ ^
o
CD
r— m  0>
<v
i+-
o
CL)oc
CD
-Oc
CD
C la;
~o
CD
s-3
lO10
CD
S-
CL
CD
to
CD>><0a:
>»JC
■o
CD
i-3
to<o
CD
to
CO
o
<o
>>sz u 4-> ro
c
<4- s- 
O  CD +-> 
C fO O 3 
io cr
C  CD <c JC O. +J 
Eo cO  -r-
CO
CD
S-3Cn
A1I1I80W Q3SI1VMU0N
wi
th
 
the
 
low
 
fie
ld
 
re
si
st
an
ce
 
(m
ob
ili
ty
) 
me
as
ur
ed
 
on 
H-
sh
ap
e 
sa
mp
les
 
(op
en
 
ci
rc
le
s 
and
 
cr
os
se
s)
.
20-
£ 15
JZ
UJ
13
i _
JZ
u f
10-
UJ
to 
<
UJ 
01o  5H
Ethr [f(m*, l/c.-l/e0 . 6p)3
Ethr ,/c- ’ 1/co )J
Ethr [f(m* only)]
E xperim ental u n c e r ta in ty
^  experimental: Present work
B  Ethr exPer,menta': Kobayashi (1978)
0
— I---- r
0.5
/
t - - - - - - r
to
COMPOSITION PARAM ETER y
Fig.6.8 B reakdow n of th e  S tra tto n  form ula.
and the difference in reciprocal dielectric constants are 
approximately equal and opposite in sign. Figure 6.6 shows 
theory and measurements to be in reasonable agreement, which 
indicates that although the variation of Ethr across the alloy 
is dependent on all 3 variables in the Stratton expression, 
when subjected to pressure, it is the effective mass that 
controls the variation. This conclusion for the quaternary is 
similar to Kobayashi's on InP<14'7> and Pickering's on 
GaAs<3S>>, where they conclude that it is the increase in m~ in 
the T valley that is the dominant effect on the threshold 
field compared with all other effects including the reduction 
in the sub band energy gaps.
6.6 Monte Carlo simulations.
The velocity field characteristics around threshold for 
alloy compositions y=0, 0.5 and 1.0 determined by Monte Carlo 
calculations are presented in the following sections along 
with their pressure and temperature variations.
6.6.1 InP (y=0)
The calculated velocity-field characteristic around 
threshold for InP is shown in figure 6.9. The ionised impurity 
concentrations of 7xl017r and 7xl0ls5 cm-3 correspond to the 
upper and lower limits of the concentrations quoted in the 
literature for measured samples. The peak velocity and 
threshold field of 2.18 to 2.5xlO^cm/sec and 11 to 11.5kV/cm 
are in excellant agreement with the experimental results of 
Majerf e l d 4 and the calculations of Herbert et 
al . < i a a ) (2.5x 107" cm/sec. and llkV/cm for pure material) and 
Littlejohn et al (11.5kV/cm, 2.3X107, cm/sec for
N^+No^lx1017). The simulated velocity-electric field 
characteristic at 8kbars pressure is also shown in figure 6.9
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Fig.6.9 Monte carlo simulation of the near threshold 
velocity-field characteristic for InR
■for the relatively pure material. The peak velocity is 
predicted to decrease by 4% in 8kbar, which is in good 
agreement with Kobayashi's measured variation o-f 3.5'/. in 
Bkbar. The threshold -field appears to increase approximately 
by 67. in 8 kbars. More exact calculations were not possible as 
they would have required -far greater computing time in order 
to increase the number o-f sampled -fields and hence to decrease 
the statistical scatter. The temperature variation o-f the 
velocity-field characteristic for InP near threshold is shown 
in figure 6.9, and is particularly interesting as no 
experimental information appears to have been published in the 
literature. The normalised variation of the peak velocity and 
threshold field in InP are 1.6±0.2x10_3K“ X and 6.3±1.5 x l O ^ K -1 
respectively.
6.6.2 Y=0.5
The velocity-electric field characteristics predicted for the 
mid alloy composition are shown in figure 6.10. The threshold 
field of lOkV/cm at atmospheric pressure and room temperature 
(curve a ) , is surprisingly twice the measured value. The peak 
velocity is also lower than the measured values. Curves c and 
d in figure 6.10 show that reducing the alloy scattering 
potential from 611=0.72, the value quoted by H a y e s <17r>, 
increases the peak velocity and decreases the threshold field, 
so that better agreement exists, however the threshold field 
is still much larger than experimentally observed.
Although the material parameters are to a large extent 
uncertain in the middle of the alloy, it is believed that such 
a large discrepancy in the threshold field is not totally due 
to these uncertainties as the exact formation and treatment of 
alloy scattering is still open to debate. Figure 6.11 shows
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the velocity— field characteristic -for the mid quaternary 
sample when the Harrison and Hauser model (from now on 
referred to as the HH model) o-f alloy scattering was replaced 
in the Monte Carlo by the cluster model o-f alloy scattering
developed by Marsh (see Appendix B) . The result o-f the vastly 
reduced alloy scattering rate at high wavenumber is the 
threshold -field is indeed reduced to a value o-f 6.75kV/cm and 
the peak velocity is raised to 2.2x107 cm/sec. The exact 
■formulation of alloy scattering therefore appears to influence 
the calculations so much that a clear understanding of alloy 
scattering and its formuation is eagerly awaited.
In section 6.4, excellant agreement with the experimental
variation of the threshold current with temperature was
obtained when modelled by the HH alloy scattering formulation, 
where the alloy scattering rate increases with increasing 
wavenumber so that it dominates at large wavenumbers. The 
predicted threshold field is however in very poor agreement. 
Monte Carlo calculations using Marsh's cluster model
formulation for alloy scattering (alloy scattering rate not 
dominant at high wavenumbers) predicts a larger temperature 
variation of the normalised threshold current of 
1.5±0.2x10~3K-1 which is inconsistant with the experimental 
data. This indicates that a temperature insensitive scattering 
mechanism, probably alloy scattering *1=3>, needs to continue 
to be dominant at high fields as well as low fields. Also, 
neither Marsh's nor Harrison and Hausers models are able to 
predict both the correct magnitude and temperature variation 
of the velocity electric field characteristic at threshold for 
the mid alloy composition. Figure 6.11 shows the effect of 
pressure on the velocity-field characteristic. The threshold 
field increased with pressure by approximately 107. and the
peak velocity decreased by about 87 in 8kbars, in reasonable 
agreement with the measured data. A similar pressure variation 
was predicted using the HH model.
6.6.3 Ga0.47Inp.bjAs (yg 1)
Figures 6 . 1 2  and 6.13 show the velocity -field 
characteristics far GalnAs calculated using the two different 
models for alloy scattering. A threshold field of 3 . 2 k W c m  and 
peak velocity of 2 . 5 X 1 0 -7 cm/sec calculated using the cluster 
model are in reasonable agreement with the experimental 
values. A threshold field of 4 to 4.5kV/cm calculated by the 
HH model is again too high. The temperature variation of the 
peak velocity in GalnAs was discussed in section 6.4. The 
Monte Carlo simulation using the cluster model (shown in 
figure 6.13) would appear to confirm the experimental evidence 
that suggests the peak velocity is slightly more temperature 
sensitive in this material compared to the mid quaternary 
material. The Monte Carlo calculations again showed the 
threshold field to increase with pressure, by approximately 
107 in 8kbar, whereas the peak velocity decreased by 87 in 
8kbar.
In section 6.2, it was speculated that the general shape 
of the velocity-field characteristic is dependent on the 
ionised impurity concentration in the samples. Figure 6.14 
shows the low field part of the velocity-field characteristic 
for GalnAs. A definite straightening of the characteristic 
occurs for low to mid 101<!* cm-3 carrier concentration 
samples. Even the kink that Haase<x-a<Es> observed for high 
carrier concentration samples appears to be present. The 
simulated kink must however be regarded as questionable 
because the Brooks-Herring formula for ionised impurity
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Fig.6.14. Monte Carlo calculation of the effect 
of ionised impurity scattering on the
velocity-field characteristic of GalnAs.
y=1.0, T=300K
a) n=7x1012, NA+ND=1x1013
b) n=3.5x1016, Na+Nd=5x 1016
c) n=7x1017, Na+Nd=1x 1018
scattering has recently been shown to be unreliable at high 
impurity concentrations(i==>.
Sarkar<lie> using a cyclotron resonance technique at a 
number of infra red laser wavelengths suggested that the non 
parabolicity in GalnAs was approximately double that given by 
equation 4-15. Monte Carlo simulation using Marsh's model of 
alloy scattering showed that the agreement with experimentally 
measured threshold fields is lost if the non parabolicity was 
increased from 1.17 to 2eV, as the threshold field increased 
from 3.2kV/cm to approximately 3.65kV/cm, the peak velocity 
slightly increased to 2.55xi0,r cm/sec.
In conclusion, whilst very good agreement with measured 
threshold field and peak velocities is predicted for InP by 
Monte carlo calculations, the inclusion of alloy scattering 
results in threshold fields higher than measured. Whilst 
slightly better agreement with the experimentally measured 
threshold fields and peak velocities are predicted by the 
cluster model of alloy scattering proposed by Marsh, the 
temperature dependence of the peak current is not well 
described. The opposite is true for Monte Carlo predictions 
incorporating the Harrison and Hauser model for alloy 
scattering. The temperature insensitive threshold current is 
therefore believed to be due to alloy scattering remaining 
equally as dominant at high fields as it is at low fields.
6.7 Quaternary transferred electron oscillators and field 
effect transistors.
Section 6.3 showed that the election drift velocity up to 
the peak velocity is less than half as temperature sensitive 
than those of GaAs. The thermal stability of quaternary 
devices is believed to be due to the presence of alloy
scattering. The ternary material has been shown to be more 
temperature dependent than mid quaternary samples indicating 
that alloy scattering is not as strong in the ternary alloy. 
For high thermal stability devices mid quaternary material is 
therefore recommended.
In order to obtain higher frequency operation of field 
effect transistors, the transit time under the base needs to 
be made as short as possible. Figure 6.2 shows that the high 
low field mobility and peak velocities of the ternary
material GalnAs would imply that it is the most suitable 
material as far as this is concerned. The transit time can 
also be reduced by reducing the gate length. As gate lengths 
become smaller and smaller, transient phenomena will probably 
govern the maximum frequency response. For typical field 
effect transitors with a doping density of 101'7cm~3 , velocity 
overshoot is a problem. Velocity overshoot is related to the 
relaxation time and depends strongly on the electron effective 
mass and, according to Littlejohn et a l <1=s‘a>, on the
importance of alloy scattering. Littlejohn's Monte Carlo 
calculations showed that alloy scattering reduces the 
overshoot velocity. This effect, which is detrimental to high 
frequency operation, is weaker however when the effective mass 
is smaller. As alloy scattering is believed to be less 
important in the ternary GalnAs and the effective mass is the 
smallest in the alloy, the ternary material again appears to 
be the most promising material for field effect transistors. 
The smaller ratio of m*/mL in GalnAs material compared to GaAs
and InP has also led to larger peak to valley velocity ratios
(m*/(nL.!S4 in GalnAs41=<£,> ) and negative differential mobilities 
which according to Windhorn < 1=5<£»> are also less temperature 
sensitive than those of GaAs.
CHAPTER 7 
LASER RESULTS
7.1 Introduction
The temperature sensitivities o-f the threshold current and 
the differential quantum efficiency in long wavelength 
quaternary lasers is a serious problem in their practical use.
A number of explanations have been advanced to explain the
experimental results, but no concensus has yet been achieved 
and much debate as to the dominent mechanism still exists.
Previous work on this problem has concentrated on
measurement of the radiative output whilst varying the
temperature. All of the proposed mechanisms to explain the To 
problem are sensitive to changes in the direct band gap as 
well as any heterojunction barriers present. The application 
of pressure alters these parameters thus providing a 
diagnostic tool for studying the lasers.
Recent high pressure studies of the threshold current of 
GaAs, oxide stripe, double heterojunction lasers showed that 
the threshold current increases with pressure<1=7> as 
predicted by radiative recombination theory<=so>, whereas in 
quaternary 1.3pm lasers it decreased with pressure{155-7* . This 
was interpreted to show that the loss mechanism responsible 
for the low TD in quaternary lasers decreases with increasing 
pressure. This was subsequently confirmed as T0 was shown to 
increase from 65 to 115KC1=SB> in a 1.3pm GalnAsP oxide stripe 
laser as the pressure was increased from 0 to 6kbar. These 
measurements have been confirmed here and the work has been 
extended to 1.55pm quaternary lasers. These measurements along 
with measurements of the carrier lifetime and emission 
wavelength as a function of pressure will be presented in 
sections 7.2-7.4. In section 7.5, measured values of the
intervalence band absorption coefficient Mill be compared with 
other values published in the literature along Mith the values 
required to understand the pressure and temperature variation 
of the threshold current in quaternary lasers.
7.2 Threshold current variation with pressure
The threshold current in GaAsZGao.7Alo.3As oxide stripe 
lasers has been measured at room temperature (figure 7.1) and 
shoMs an increase with increasing pressure, in agreement Mith 
the results of Patel 41=s'7’> . In a lossless laser, that is one 
Mhere radiative recombination is the only recombination 
mechanism occuring Mithin the laser, then from radiative
recombination theory, the threshold current is expected to 
vary according to equation 7 . 1 <1=r7?.
1 dltnr = 2 dEa 7.1
Ithr dP E<3 dP
Figure 7.1 shows that equation 7.1 is in slightly better 
agreement Mith the experimental data if the GaAs pressure 
coefficient of 11.1 meV/kbar quoted by Shantharama <2e?> is 
taken in preference to 10.74meV/kbar published recently by 
Wolf o r d 4 . Good agreement Mith experiment suggests that
pressure dependent loss mechanisms may be unimportant in 
GaAs/GaAlAs lasers.
In contrast to the GaAs lasers, the threshold current in 
1.3jim quaternary lasers decreased markedly Mith increasing 
pressure as shoMn in figure 7.2. The decrease Mith pressure 
Mas attributed to a loss mechanism in the laser Mhich Mas 
becoming Meaker as the pressure Mas increased. Measurements 
made at higher temperatures, (shoMn in figure 7.2) indicate 
that the threshold current decreased faster Mith pressure than
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at room temperature, implying that the To o-f the 1.3pm 
quaternary lasers increases with pressure. The effect of 
pressure on the 1.3pm GalnAsP lasers measured was to eliminate 
the loss mechanism or mechanisms responsible for the low To in 
these lasers. Figures 7.2-7.5 show the calculated variation of 
the threshold current as a function of pressure, assuming that 
either Auger or IVBA separately is the dominant loss mechanism 
responsible for the low To.
The theoretical model for IVBA is outlined for 1.6pm 
quaternary lasers in reference 7 and briefly summarized in 
section 3.2.9. The expression used to describe the threshold
current variation, assuming only radiative recombination is 
given as
Itii^^Constant <ou n+oc^c+CLADLOSS+ENDLOSS)2 7.2
where
CLADl_0SB=(l-5)<x~x 7.3
5
and
ENDLOSS^l^Lnd/R) 7.4
51-
Quant i tat ively on the IVBA model the effect of pressure on 
the laser is to increase the photon energy, which increases 
the value at which vertical transitions between the split 
off band and heavy hole bands can occur. The effective hole 
density for absorption and hence the absorption coefficient 
are consequently reduced. This in turn reduces the injected 
hole density which also decreases the absorption and the final 
state must be deduced by iteration. The variation of oci with 
pressure was calculated from equation 3.37 using the valence 
band parameters given in chapter 4. The absorption coefficent 
0(2 involving the acceptor level was assumed to be insensitive
to pressure at room temperature. The value of air» was choosen 
to be 200cm-1 consistant with reference 7. Its pressure 
variation was such that without IVBA(oca<=) the threshold 
current would increase with pressure in the same manner as a 
lossless laser. Other factors such as the confinement factor 
5, end reflectivity R and «•>< were also taken from references 
7 and 150. The reflection coefficient of the end face of the 
laser was adjusted to incorporate the effect of immersion in 
castor oil. Lasers nominally 300 and 400pm long were used so 
that the end loss term in equation 7.1 was small and as such 
had little effect on the threshold current calculations. 
Typically nte.r- and Ithr increased 10-15% after immersion, this 
is consistant with the lowering of the end face reflection 
coefficent due to the higher refractive index of caster oil 
compared to air.
Figures 7.2 and 7.3 show that reasonable agreement with 
the threshold current variation with pressure, at room 
temperature, in 1.3pm quaternary lasers is obtained with IVBA 
coefficients as low as 67 cm-1. Larger values are required the 
shorter the laser cavity length and the larger the heavy hole 
effective mass assumed for the 1.3pm material.
Having fit to the room temperature pressure variation, and 
obtained a value of <x«c=, the value of the IVBA coefficient 
required to raise the threshold current to 234mA and 260mA at 
315K and 322K respectively were calculated to be 122 and 135 
cm-1 respectively. The dashed lines in figure 7.2 show the 
expected variation with pressure according to the IVBA model. 
Considering that there was no fitting to the high temperature 
data, reasonable agreement exists, especially for the results 
at 315K.
Equations 3.44-3.50 give the expressions used to calculate
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the variation of Auger recombination rate with pressure. The 
pressure coefficients of E0 , m», (t i h m and m.. were those given 
in chapter 4. Previous calculations 41=0> assumed that 
and mB (Ei:hr) were equivalent to their corresponding values at 
the band minimum, which, considering the non parabolicity of 
the conduction band, is certainly an unjustified assumption. 
The values of the effective masses at the threshold energy 
were obtained using k^ .p theory as described in section 2.6 
.Assuming that the total current can be divided into two 
currents feeding the Auger and radiative recombination 
processes such that
Ithr—IaUQER+IrAD 7.5
Provided the relative magnitudes of the two currents are known 
at atmospheric pressure the variation with pressure can be 
calculated using
dI=Cl dl f t U S E R  + C2 dl R A D  7.6
dP dP dP
where dlRAD/dP is given by equation 7.1 and
Cl-Tr-/ (Tft + Tr-) 7.7
and
C2=Ta/ ( X a + v ) 7.8
In recent years there has been considerable debate in the 
literature about which of the Auger processes dominates in the 
quaternary lasers. Earl ier calculations<c?> suggested that it 
was the CHCC process that was dominent. Recent calculations, 
including the effect of non parabol icity 41 <s>° > and new 
experimental results by Olshansky et al <=5=5 , Nomomura et 
and Mozer et a l 41<b::2> indicate that it is the CHHS 
process that dominates. Although both Auger processes become 
less important with an increase in pressure, the change is
different in the two processes. Table 7.1 gives the percentage 
decrease for the two processes in both 1.3 and 1.55pm lasers 
as the pressure is increased from 0 to lkbar.
Auger
Process
X (pm) Parabolic 
band
dE0/dP
meV/kbar
7. Auger 
decrease
CHHS 1.3 Non 10.0 5.56
CHHS 1.55 Non 9.3 5.0
CHHS 1.55 Non 11.6 5.97
CHCC 1.3 Parabolic 10.0 8 . 45
CHCC 1.55 Parabolic 9.3 7.31
CHCC 1.55 Parabolic 11.6 8.6
CHCC 1.3 Non 10.0 18.3
CHCC 1.55 Non 9.3 16.65
CHCC 1.55 Non 11.6 19.0
Table 7.1 The percentage increase in the Auger lifetime 
as the pressure is increased from 0 to 1 kbar.
Due to the large non parabolicity in the conduction band, 
m*(Ethr) may be several times the value of m~ at the bottom of 
the band. This leads to the large differences in the pressure 
coefficient of the CHCC process, when parabolic and non 
parabolic bands are considered.
Curves a and b in figure 7.4 show the CHHS and CHCC 
Auger variations with pressure assuming parabolic bands, so 
that m (Ethr) =m (k=0) , tA=6n5ec and TR=10nsec c 1<B3> as assumed by 
Patel. The effective mass at the threshold energy of the CHHS 
process is only slightly smaller than its value at the bottom 
of the band (figure 2.8) and little difference from curve a is 
obtained when the effective mass at the threshold energy is 
used. However this is not true for the CHCC Auger process. The 
large non parabolicity of the conduction band, results in a 
faster increase in the CHCC Auger lifetime with pressure. The 
CHCC Auger process predicts a large bowing in the threshold 
current (curve c, figure 7.4), which is clearly in 
disagreement with the observed threshold current variation. A
No
rm
al
is
ed
 
th
re
sh
ol
d 
cu
rr
en
t 
I^
r(
P)
/I
^r
(0
)
1.00 a )  t a = 6 . 0 ,  t r = 1 0  n s ec , CHHS(Parabolic band)
b )  t a = 6 . 0 ,  t r = 1 0  n s ec , CHCC(Parabolic band)
c ) ta=6.0, tr=10 n s e c , CHCC
d )  t a = 6 . 0 ,  t r =6  n s ec , CHCC(Parabolic band)
e ) ta=5.0, tr=13 n s e c , CHHS
f ) t a =4 .5 ,  x R= 1 2 .5 n s e c , CHHS
g ) ta=4.5, tr=13 n s ec , CHHS
0.95-
0.90-
E xperim ental u n c e r ta in ty
0.80
0 1 2 63 4 5
Pressure (kbar)
Fig.7.4 Auger fits to the room temperature pressure 
variations of the normalised threshold current, 
for 1.3 |>m GalnAsP lasers.
parabolic conduction band CHCC model assuming Dutta's lifetime 
values of 6 nsec for both the Auger and radiative 
recombination 1 ifetimes€ is also unable to fit the 
measured data, as shown by curve d in figure 7.4. The best 
fits to the 1.3jim threshold current variation with pressure 
measured here (fig.7.4 and 7.2) and by Patel (see figure 7.2) 
were obtained by assuming the CHHS valence band process to be 
dominent, with a lifetime of 4.5-5.0 nsec and the radiative 
recombination lifetime higher than expected at 12 to 13 nsec, 
as shown by curves e,f and g in figure 7.4 and curve g in 
figure 7.2. Such high radiative recombination lifetimes have 
been observed recently by Olshansky et al <=5=5> and separately 
by Henry1 et a l <1<£,=5>. They were explained by a radiative 
recombination coefficient that decreases strongly with 
injected carrier density as predicted by Stern's band tail 
model Olshansky quotes 0.3-1.3x 10-1° cm3 /s for the
radiative recombination coefficient at low injection levels 
and states that at threshold carrier densities the coefficient 
can be less than half this value. Henry et al measured 
photoluminescent decay times in GalnAsP samples which inferred 
a radiative coefficient that decreased from 0.7xl0-1° cm-3/s 
at an injected carrier density of IxlO1"7 cm-3 to 0.28xl0_:to
cm“3/s at a threshold carrier density of 2.7xlOie cm- 3 , which
implies a lifetime of 13.2 nsec at threshold, which is in good 
agreement with the value needed to fit the threshold current 
variation with pressure. In order to fit to the threshold 
current at higher temperatures than room temperature, the 
Auger lifetime was decreased to approximately 3 nsec from 5 
nsec and the radiative lifetime from 13 to 11 nsec. The
pressure variation assuming the CHHS Auger process, did not 
drop off fast enough to explain the high temperature
variations with pressure, as shown by curves i and j in figure 
7.2. In order to fit the results it was necessary for the CHCC 
Auger process to become a dominent process. If at 315K and 
322K, 30 and 100% of the Auger recombination is due to the 
conduction band process then excellant agreement is obtained 
for the higher temperature results. Dutta's<<5,> calculations 
show that the CHCC Auger process is more temperature dependent 
than the CHHS process in 1.3pm material around room 
temperature, so in this respect it is not surprising that the 
CHCC process may become more important as the temperature 
increases. However as shown in chapter 2, the threshold energy 
of the CHCC process as calculated from k . p theory is much 
larger than that of the CHHS process and therefore the 
conduction band Auger process would not be expected to became 
comparable with the valence band process. Alternatively, 
evidence e x i s t s *11£3> to question the reliability of the k.p 
model for calculating the band structure in the quaternary 
allay GalnAsP and maybe the CHCC Auger process is not as weak 
as theory would expect. This will be discussed more in the 
following chapter. A summary of the fitting to the pressure 
dependence of the threshold current in 1.3pm GalnAsP lasers 
would indicate that both the IVBA and CHHS Auger mechainisms 
could explain the observed variations at room temperature, in 
addition the CHCC Auger process or IVBA may dominate at higher 
temperatures.
Figure 7.3 shows the threshold current in 1.55pm 
quaternary stripe and I.R.W lasers decreases swifter with 
pressure than in the 1.3pm lasers. This is expected on either 
the IVBA or Auger models, because the band gap has decreased 
and the spin-orbit splitting has increased. Both these factors 
imply that these two loss mechanisms would be more important
in the longer wavelength laser.
Figure 4.2 indicates that the barrier height in 
1.55pm lasers should decrease quicker with pressure than in 
the 1.3pm lasers. If carrier loss over the heterojunction
barrier were the dominent loss mechanism controlling the 
threshold current in these lasers, the threshold current would 
have increased with applied pressure. The fact that the
threshold current decreased with pressure and decreased faster 
in the longer wavelength lasers is direct evidence that 
carrier loss over the heterojunction barrier is of minimal 
direct importance in these lasers at room temperature. This is 
in agreement with recent work by Olshansky4 ==s> .
The theoretical Ithr variation as a function of 
pressure, assuming intervalence band absorption as the 
dominent loss mechanism, is shown for 1.3pm and 1.55pm lasers 
in figure 7.3 by the solid lines. Good agreement with the 
experimental results at room temperature can be obtained with 
IVBA absorption coefficients at atmospheric pressure of 80 to 
105 cm-1 for the 400pm long 1.55pm lasers.
The Auger fits to the threshold current in 1.55pm 
lasers are shown in figure 7.5. Assuming a parabolic 
conduction band along with Dutta's<1<£,4> Auger and radiative
lifetime values of 2.8nsec and 7 nsec curve a is obtained
which is in clear disagreement with the experimental results. 
Similar to the results on 1.3pm lasers, for a non parabolic 
conduction band the CHCC Auger lifetime increases very quickly 
causing a severe bowing in the pressure variation of the 
threshold current with pressure (curve b in figure 7.5). Also 
as in the 1.3pm laser results, Dutta's lifetime values are 
unable to fit the data to the CHHS model either, as shown by 
curve c, figure 7.5. According to equations 3.44 and 3.48-50,
No
rm
al
is
ed
 
th
re
sh
ol
d 
cu
rr
en
t 
lfo
r(P
)ll
for
(0)
1.00
0.95-
a ) t a = 2 .8 ,  t r = 7 .0  n s ec , CHCC(Parabolic band)
b) t a = 2 .8 ,  t r = 7 .0  n s e c , CHCC
c) t a = 2 .8 ,  t R= 7 .0  nsec, CHHS
<0 t a=1 - 7 ,  T r =13 nsec, CHHS
e ) t a = 1 .8 8 ,  t r =13 n s ec , CHHS
f ) tA=1-7» TR=12.5nsec, CHHS
g) t a = 1 .8 8 ,Tr=11 n s e c , CHHS
h) TA=1.88,TR=12.5nsec, CHHS
i )  t a = 0 .1 ,  xR= 1 2 .5 n s e c , CHHS
j )  ta = 0 .1 ,  t r = 2 .0 n sec , CHHS
0.90-
0.85-
0.80-
0,75-
T E xperim ental u n c e r ta in ty
Q ^ O - 1 1 1 1 ' i * i 1 1 1 1 1 1 1 1 1 1 1 1 1 1 * 1 1 1 1 1 1  * i » ' 1 1 1 1 1 • '  1 1 1 1  '* 1 t  1 1  -r' i f i 1 , 1 1 1 1  "i
0 1 2 3 U 5 6
Pressure (kbar)
Fig.7.5 Auger fits to the room temperature pressure 
variations of the normalised threshold current 
for 1.55 jjm GalnAsP lasers.
if lifetimes of 4.5-5.0 nsec are appropriate for the 1.3pm 
lasers at room temperature, then in a 1.55pm laser the CHHS 
Auger lifetime should be 2.66 times smaller, so that, Auger 
lifetimes should be approximately 1.7-1.9 nsec. By using these 
values and similar radiative recombination lifetimes as in the 
1.3pm lasers agreement was obtained with some of the threshold 
current measurements (curves d,e,f,g,h>. In order to fit to 
the 1.55pm laser results that dropped off slightly faster with 
pressure, the Auger lifetime had to be reduced to an
unbelievably low value of 0.Insec (as shown by curves i and 
j). An Auger coefficient of the order lxlO-27 cm^/sec is 
required to account for such a low lifetime, which is 
approximately one order of magnitude higher than the largest 
value quoted in table 3.2.
The above fits to the 1.55pm laser results used a 
band gap pressure coefficient of 11.6 meV/kbar. Figure 7.6
shows the pressure variations to the threshold current
assuming a pressure coefficient of 9.3meV/kbar as measured by 
Shantharama< .  Higher values of the IVBA coefficients and 
even smaller Auger lifetimes were needed to fit the data with 
the lower pressure coefficients. A fit to some of the 1.55pm 
threshold current variations with pressure was not possible 
using the lower band gap pressure coefficient, as shown by 
curve b in figure 7.6.
In conclusion, the pressure variation of the
threshold current in the 1.55pm lasers measured can be best 
explained by the IVBA model. Fits are possible to some of the 
data with the CHHS Auger process, but only if a high band gap 
pressure coefficient is assumed. Even then, it was only 
possible to fit to the data if the Auger lifetime was reduced 
to unrealistically low values. The CHCC Auger process cannot
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Fig.76 Fits to the pressure variation of the normalised 
threshold current for 1.55jjm G a l n A s P  lasers, 
using a band gap pressure coefficient of 9.3 meV/kbar
fit the 1.55pm threshold current variations with pressure.
7.3 Lifetime measurements on 1.55pm lasers
The threshold current is given by the expression
IthrsnthreV«/T 7.9
where V«. is the volume of the active region. If the loss 
mechanism causing the To problem (which is being eliminated as 
the presure is applied) is Auger or any other non radiative 
recombination mechanism, such as recombination through 
impurity levels or surface states or even loss over the 
barrier, it is the variation in the carrier lifetime that 
causes the threshold current to change. The change in carrier 
lifetime with pressure should be inversely proportional to the 
change in threshold current. Contrary to all the other loss 
mechanisms, in the IVBA model it is the change in the 
threshold current density nti-»r- that causes the threshold 
current to decrease with pressure. Consequently simultaneous 
measurement of the threshold current and spontaneous carrier 
lifetime should show how significant the loss due to IVBA is 
compared with all the other non radiative mechanisms within 
the laser.
These measurements have been made on 1.55pm stripe and IRW 
lasers and are shown in figure 7.7. The spontaneous carrier 
lifetime was measured by the time delay method outlined in 
section 5.B. The dashed line in figure 7.7 shows the expected 
variation of x if the measured decrease in Ithr is due to 
Auger and or other non radiative recombination mechanisms 
causing t to increase with pressure. The solid line is the 
variation of spontaneous carrier lifetime expected if the only 
loss mechanism is IVBA. In this case t increases because the 
radiative recombination lifetime will vary with pressure
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g. 7.7 Variation of (a) normalised threshold current
and (b) recombination lifetime versus pressure 
for 1.55jjm G a l n A s P  stripe and I R W  lasers.
 I V B A ,  Auger, L O B  etc.
according to the relationship
dx^-l dl 7-10
dP 2 dP
The above relationship assumes that the acceptor concentration 
in the active layer is small compared to the injected carrier 
concentration, so that the radiative lifetime is inversely 
proportional to the injected carrier concentration- Although 
the experimental uncertainty in the measurements is large the 
results clearly indicate that the decrease in threshold 
current with pressure is best explained by the IVBA model 
leading to the conclusion that the loss mechanism largely 
responsible for the low To value in the quaternary 1.55pm 
lasers measured appears to be IVBA. The lifetimes measured at 
atmospheric pressure were 2-15 nsec and 2.5*0.3 nsec. The 
resulting threshold current densities would appear to be very 
high at 2.9 and 3.4x 10lt3cm-3. However if the corrections 
suggested by Stubkjaer4 are applied (as outlined in 
section 5.B), the actual lifetimes are 1.25 and 1.33 times 
larger than measured by the time delay technique for radiative 
and Auger lifetimes respectively. The resulting lifetimes of 
2.7-2.9*0.4nsec and 3.1— 3. 3*0.5nsec would suggest that the 
carrier density at threshold was approximately 2.5*0.4 
xl0lscm-3 . Although 2xlOie cm-3 is often quoted in the
literature for the typical threshold carrier density, higher 
values are not uncommon. Besides Henry's value of 2.7xl01B 
cm-3 Ng and L i u <1<fe';r> quote values between 2.5 and
3.0xl0ls cm-3. Martinez et a l <1<s,s> and Su et a l <1<i,‘5>> give even 
higher values of 2.9±0.6xl0ie cm-3 and 2.5 to 3.4xlOie cm-3 
respectively. Although the accuracy of the lifetime 
measurement at atmospheric pressure is poor, the measured
lifetime indicates that it is approximately twice as high as
the value required to fit the threshold current variation with
pressure.
7.4 Variation Of lasing wavelength with pressure
If IVBA is the dominant loss mechanism in 1.55pm lasers as 
indicated by the previous sections, the threshold carrier 
density is expected to decrease with pressure. Figure 7.8 
compares the pressure coefficient of the direct band gap as 
measured by Patel ‘10=55 and Shantharama 410<fa> with measurements 
of the pressure coefficient of the lasing wavelength. Several 
1.55pm lasers both stripe and IRW have been measured and the 
lasing wavelength decreased by 14-14.5nm/kbar (as shown in 
figure 7.9). From the relationship
dX=— Xz dE0 7. 11
dP he dP
this wavelength variation corresponds to a pressure 
coefficient of 8.3*0.3 meV/kbar. This value is significantly 
less than the direct band gap pressure coefficient, indicating 
that a reduction in the threshold current density with 
pressure may have occured. In order to quantify this, 
calculations of the peak gain photon energy have been 
undertaken following the approach of Osinski and Adams c 1,r05. 
The quasi Fermi levels were determined using equations 3.52 
and 3.55. The equation for photons experiencing maximum gain 
is given as
Ems=l/2 ((9E»-F^ :2+8E«f-f ^ (fc+fv) )1 ) 7.12
where
E - f-«:=Eq-l. 6x 10-° (n1 /3+p1 /3> eV 7.13
From the measured Iti-»r- and t values, nthr for these stripe and 
IRW lasers were around 2.5x101Bcm~3 .
For an undoped 1.55pm laser with an injected carrier
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7.9 Pressure variation of the operating wavelength 
of 1.55|>m GalnAsP lasers.
density of 2xlOiecm-3 the variation of the energy of maximum
gain compared to that of the band gap, assuming nthr decreased
with is given by
dEm - dEqg- 2 ,82meV/kbar 7.14
dP dP
the quasi electron and hole fermi levels having varied by 3.94
and 1.24meV/kbar respectively. For an undoped 1.55pm laser
with a threshold carrier density of 3xlOiecm-3 then
dEm - dEQ=—3.43meV/kbar 7.15
dP dP
The quasi electron and hole Fermi levels having varied by 5.04 
and 1.37 meV/kbar respectively. It appears therefore that the 
decrease in the threshold current density with pressure is in 
accordance with that predicted by the IVBA model, and can 
account for the slower variation of the lasing wavelength with 
pressure compared to that of Patel's measured band gap 
variation in 1.55pm quaternary material.
The gain maximum was also calculated at atmospheric and 6 
kbars pressure using the gain theory of Asada and 
Suematsu<=3*=4> outlined in section 3.2. Assuming Patel's 
measured pressure coefficient of 11.6 meV/kbar, the gain 
maximum decreased by 12.7-14.83 nm/kbar when the carrier 
density was assumed to decrease to 76% of its value of 2 or 
3xlOie cm-3 at atmospheric pressure, as indicated by the dot 
dashed curves in figure 7.11. If the decrease in carrier 
density was taken as 20% in 6 kbars, then the wavelength of 
the gain maximum decreased with pressure by 13.45-15.5 nm/kbar 
(dashed curves in figure 7.11). Both of these variations are 
in reasonable agreement with the measured variation shown in 
figure 7.9.
When the carrier density was kept constant with pressure 
at the above values, the gain maximum decreased by 18.17 and
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Fig. 7.10 Wavelength shift of the gain spectra with pressure 
in 1.55^m GalnAsP for threshold carrier densities 
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Fig7.11 Wavelength shift of the gain spectra with pressure 
in 1.55jJm GalnAsP for threshold carrier densities 
decreasing with pressure, as in the I V B A  model.
16.77 nm/kbar < dashed curves in figure 7.10) which is faster 
than the measured variation. In order to obtain agreement with 
the experiment variation assuming that the carrier density 
remains constant with pressure, the pressure coefficient of 
the band gap must be lowered to 9.4-9.8 m e W k b a r  for carrier 
densities of 2xl0ls cm-3 and 3xl0ls cm-3 at threshold 
respectively, as shown by the dot dashed curves in figure 
7.10. These values of the pressure coefficient, despite being 
considerably lower than Patels value, are in reasonable 
agreement with the measurements of Shantharama.
The pressure coefficient of the lasing wavelength in 1.3pm 
quaternary lasers has already been measured by Patel<10=> as 
10±0.5meV/kbar, which is in good agreement with the pressure 
coefficient of the direct band gap measured by 
photoconductivity measurements on LPE grown epitaxial layers 
and on a 1.3pm surface emitting LED (figure 7.12). The 
equivalence of the two results indicates that the threshold 
carrier density did not decrease significantly with pressure 
therefore IVBA may not dominate the decrease in threshold 
current in the shorter wavelength devices.
It is interesting to note that the pressure coefficient of 
the lasing wavelength in 1.55pm lasers is smaller than that of 
1.3pm lasers. As such the k value for absorption is not 
increasing as fast as in the shorter wavelength lasers with 
pressure, yet the threshold current drops off faster with 
pressure in the longer wavelength devices. This indicates that 
IVBA is more severe in the 1.55pm lasers than in 1.3pm 
devices.
7.5 Intervalence band absorption coefficient
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Fig. 7.12 Pressure variation of the band gap in a 
1.3jjm GalnAsP light emiting diode.
Intervalence band absorption can be directly measured in 
p-type III-V semiconductors. Bulk samples of GaAs were first 
investigated in order to test the measurement technique. 
Samples supplied from BTRL, varied in carrier concentration 
from l.SxlO1^ cm-3 to 1.6xl0ls cm"3 . The absorption 
coefficient,a was measured in a double beam spectrometer with 
a lightly doped n-type GaAs sample in the dummy beam to 
compensate for reflectivity effects. Since some absorption 
occurs due to transitions to the acceptor levels, separate 
Hall constant measurements were made on the samples as a 
function of temperature so that the number of holes in the 
acceptors and in the valence band could be determined. It was 
assumed that the absorption coefficient associated with 
transitions to the heavy hole band and to the acceptor level 
was proportional to the hole density in each. This assumption 
was shown to be reasonable by comparing absorption between 
different lightly doped samples where corrections for the 
number of holes in the acceptor was always small. Figure 7.13 
shows the curve obtained by scaling the results for all the 
samples to the same hole concentration in the valence band of 
2xlOiecm“3 It shows that, a is 31cm-1 at 1.3pm and 52cm-1 at 
1.55pm. Since the spin orbit splitting is less in GaAs than in 
the GalnAsP at the compositions of interest, these absorption 
coefficients must be taken as the lower limits for the 
quaternary lasers operating at 1.3 or 1.55pm. Furthermore the 
threshold current and recombination lifetime measurements on 
these quaternary lasers indicated that nthr was in excess of 
2xl0lscm- 3 , this was also the case in lightly Zn doped 
quaternary lasers measured by Olshanskyc3=5* These results 
alone demonstrate that IVBA must be significant in quaternary 
lasers.
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GalnAsP is only available as epitaxial layers grown on 
InP. These are normally too thin -for accurate measurements of 
IVBA in material with p=2x10lscm-3. Consequently two very 
heavily Zn doped samples were grown by STL with carrier 
concentrations of about 1014;>cm-3. The results of absorption 
measurements on these samples are shown in figure 7.14, the 
results scaled down to a value of 2xl01Bcm -3 (assuming a is 
directly proportional to the hole density) are shown in figure 
7.15. It is clear that the absorption is greater than in GaAs 
and increases as one goes from 1.3pm to 1.55pm material. This 
is consistent with an increase in a as the spin orbit 
splitting increases. Hall effect measurements as a function of 
temperature indicate that the impurity level had merged with 
the valence band. This makes reliable interpretation of the 
results difficult. Since however, the sum of the band and 
impurity states remains a constant and since we do not know 
how the effect of dopant will effect the matrix elements 
determining the interband absorption, the most reliable 
assumption is that the results in figure 7.15 represent the 
absorption expected for 2xl0lscm-3 holes injected into the 
valence band under forward bias. This assumption will be more 
accurate at shorter wavelengths involving transitions away 
from the valence band maximum. Three attempts by other workers 
to make direct measurements of oc have been reported. Henry et 
ai <i7i) made direct measurements on GalnAs with 
p=s6.2x 10iecm~3 . They concluded a is 26cm-1 at 1.3pm and 50cm-1 
at 1.6pm for a hole density of 2xl0lscm-3 but concluded in 
their lasers the threshold carrier density was 2.7x10lscm- 3 . 
With such heavily doped material their work is subject also to 
similar interpretation difficulties as described earlier. More 
recently Mozer et al*1'5’2 ’ have used two techniques to observe
IVBA in quaternary material. Firstly they observed 1pm
radiation from 1.3pm lasers which is due to electron
transitions from the conduction band to the spin split-off 
band caused by the pumping of holes into the split off band by 
either IVBA or CHHS Auger. Above threshold the 1pm emission 
was seen in increase by 60% between Ithr and 2 1 As the 
Auger process saturates above threshold, they determined that 
it was IVBA that was populating the spin split off band above
threshold and « was estimated to be 100cm-1 for a hole
concentration as low as 8x 10l7cm-3. The second experiment 
reported by Mozer et al . involved direct measurements at 1.3pm 
of the absorption caused by free carriers induced in a single 
epitaxial layer by radiation from a Nd-YAG laser. The laser 
intensity was modulated giving a modulated absorption signal 
which was therefore free from reflectivity corrections. They 
observed very strong absorption <400cm-1) which increased 
swiftly with temperature as predicted by the IVBA model.
Recentl y <i:73> a careful analysis of absorption as a 
function of wavelength, carrier density and temperature in 
1.3pm quaternary material showed an absorption of 130-170cm-1 
at room temperature at threshold, of which SO-BOcm-1 was 
attributed to IVBA; the threshold carrier concentration 
unfortunately was not stated. Clearly considerable discrepancy 
in the absolute values of a exists in the literature, 
undoubtably due to the interpretation of the measurements.
Abramsc has recently theoretically calculated the band
structure of the ternary alloy GalnAs using a pseudopotential 
calculation. From this he calculates an intervalence band 
absorption coefficient of 40-45 cm-1 for a hole density of 
lxl0ls cm-3 at a temperature of 300K. For a threshold carrier 
density of 2 to 3xlOie cm-3 the IVBA coefficient would
probably be close to Adams value of 100 cm- 1 , the value he 
needed to explain the threshold current and quantum 
differential efficiency measurements in GalnAs lasers. In 
conclusion, the IVBA coefficients of 65 to 75 and 80 to 105 
cm-1 needed to explain the decrease of threshold current with 
pressure in 1.3pm and 1.55pm lasers appear reasonable, not 
only when compared with Adams original predicted values of 
100cm-1 for 1.62pm quaternary lasers, but also seem to be in 
reasonable agreement with measured values of a, particularly 
at longer wavelengths.
CHAPTER 8.
DISCUSSION ON THE To Problem 
Experimental observations suggest that a To-150K is 
expected for a loss free GalnAsP laser< 1?'=s> . A large variety 
of simple and complex laser structures have been widely made 
in hundreds of laboratories throughout the world, using a 
whole range of growth techniques and temperatures, and almost 
without exception all the lasers measured at room temperature 
have a To-55±20°C. Higher To's have been observed, usually in 
lasers with higher threshold current densities, which would 
indicate that this is probably due to a less temperature 
sensitive shunt current leakage path in the diode.
The threshold current temperature relationships of recent 
well characterised lasers are very similar to those of the 
very first quaternary lasers produced. The common low To, 
being relatively independent of growth technique, device 
doping and structure suggests that the main loss mechanisms 
within the laser are intrinsic. Loss due to deep levels and 
surface recombination would therefore appear to be unlikely in 
determining the To.
Ya n o <10> proposed that carrier leakage to the confinement 
layers was significant in reducing the To of 1.3pm quaternary 
lasers above room temperature. Although numerous papers have 
been published that show that both electron and hole leakage 
exists, and exists in different degrees dependent on such 
factors as the doping levels in the active and p-InP 
confinement layers, no experimental evidence is available that 
confirms Yana's low To predictions <To-70±10K at T = 2 9 8 K ) . 
Ghenc<s<b> has reported that lasers with T o ' s  as high as 90K. are 
possible in a laser free from leakage effects. As pointed out 
in chapter 3, in Yano's calculations he assumed a parabolic
conduction band and various quaternary parameters that 
overestimated the effect of thermal leakage. In chapter 3, the 
carrier leakage at room temperature was calculated to be very 
small, and more importantly, primarily consisting of Auger or 
IVBA produced hot carriers, rather than carriers thermally 
excited over the barrier. Recently experimental evidence by 
Chen et a l <1=> and Zhuang et a l <1A> support this conclusion.
There is plentiful other evidence that would suggest that 
carrier loss is of secondary importance as far as the To is 
concerned. Lasers with very thick active regions also have low 
To's. Nahory et al showed that varying the confinement
layer material of similar wavelength lasers had no noticeable 
effect on the temperature dependence of the characteristics. 
The decrease with pressure of the threshold current in the 
1.3pm and 1.55pm quaternary lasers measured in this study is 
perhaps the most conclusive proof that thermal excitation over 
the heterojunction barriers is not the most important loss 
process. With the band gap increasing and barrier height 
decreasing with pressure any hot carriers produced would have 
a greater probability of escaping over the barrier at high 
pressure, however their rate of generation is drastically 
reduced as pressure reduces both the Auger and IVBA processes. 
Luminesence from the confinement layers is reasonably weak at 
room temperaturec 13* .  Hot carrier leakage currents may 
therefore contribute only slightly to the decrease of the 
threshold current with pressure.
So is it Auger recombination or IVBA that is the dominant 
loss mechanism? Initial theory using a parabolic band 
structure, suggested that the CHCC Auger process would be the 
dominent Auger process, and was proposed by Dutta et al <€p) to 
explain the temperature dependence of the threshold current in
1.3 and 1.5pm quaternary lasers. Since these initial 
predictions, calculations assuming a more realistic non 
parabolic band structure *1=3* indicate that the activation 
energy of the CHHS process is the most important at room 
temperature.
According to B u r t 4"72*, the effective mass sum rule 
previously used to estimate Auger recombination overestimates 
the square of the modulus of the overlap integral by at least 
an order of magnitude. Thus Dutta and Nelson's<<5>> and 
Sugimura's<7rco initial estimates of Auger recombination are at 
least one order of magnitude too large according to Burt 47"3 *. 
Very recently, Bardyszewski and Yevick 1^ *  using refined 
expressions for the overlap integrals obtained Auger 
coefficients in agreement with recent experimental values, and 
at least a factor of five smaller than those quoted by Dutta 
and Nelson when they proposed Auger recombination as the cause 
of the To problem in the quaternary lasers. All the previously 
mentioned calculations of the Auger theory all used the k.p 
perturbation theory to calculate the band structure. From a 
simultaneous study of the electron effective mass and the band 
gap, Shantharama et a l o b s e r v e d  that the rate of increase 
of the conduction band effective mass at the band minimum with 
pressure was at least 50% larger in the quaternary than 3 band 
or multiband formulations of the k.p theory would allow. 
Sarkar et a l <11Q> have measured the conduction band effective 
mass as a function of temperature and magnetic field and 
concluded that the non parabolicity of the conduction band is 
approximately double that expected on the basis of 3 band k.p 
theory and that it could not be explained by consideration of 
higher bands. Consequentally it was tentatively concluded that 
alloy disorder profoundly affects the k.p interaction in
semiconductors. It is clear then that theoretical 
justification of either Auger or IVBA is best left until a 
better understanding of the effects of alloy disorder and non 
parabolicity allow more realistic calculations.
Although Auger processes cannot be directly measured, 
there is sufficient evidence of a strong carrier concentration 
and temperature dependent loss mechanism in quaternary lasers 
and LED's in the 1 iterature<7’1 . yj-,e output power
saturation of LED's due to a loss mechanism proportional to n3 
was immediately attributed to the 3 body Auger process. 
However ever since the Auger mechanism was put forward as the 
important loss mechanism, experiments have shown that the 
Auger coefficient is not as large as was initially thought ( 
as shown by the decreasing trend with time in table 3.1).
A more recent investigation of the saturation of LED's by 
Temkin< has shown that the saturation is independent of 
temperature <1 = 5 . Figure B. 1 shows results on 1.3 and 1.55pm 
LED's where the saturation is also pressure independent. These 
measurements are difficult to explain if an Auger process is 
supposed to be the total cause of the saturation as first 
proposed. Recently Olshansky<==> has indicated that the n3 
dependent loss mechanism responsible for the saturation could 
be due partly to a carrier concentration dependent radiative 
recombination coefficient rather than just by Auger 
recombination.
The inability to fit the pressure variation of the 
threshold current in lasers with the CHCC Auger recombination 
mechanism is significant. Although the calculations relied 
upon the k.jp theory to predict the effective masses at the 
threshold energy this conclusion is still a valid one, because 
as Sarkar showed, the measured non parabolicity is greater
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Figure 8.1 Pressure and temperature variation of the degree 
of sublinearity in the light intensity of surface 
emitting light emitting diodes.
Diode Nominal Current Wavelength Doping Density 
Density
1.3 pm 1x10^ ® cm""*
1.3 pm 3x10^® cm”3
1.55pm 1x10*® cm“3
▼ M785 17.0 KA/cm /pm
■ M894 15.1 KA/cw2/pm
•  H632 6.9 KA/cm2/pm
Pressure variation of the sublinearity assuming CHHS 
Auger totally responsible for the saturation.
~  achhs*4x1° 292Sn,6/|
_  ^HHS"5* 10’ 29. ^ 5,  2 (170)
Bj«0, Bq=1x10 cm /s , BgaEg assumed.
Temperature variation of the sublinearity calculated 
according to the expression given by Tem kin^8)
than that predicted by k.p. Therefore the larger effective
be expected to cause an even faster decrease in the Auger rate 
with pressure (increase in the lifetime) making fitting to the 
threshold current versus pressure variation even worse. In 
conclusion then it is believed that the CHCC Auger mechanism 
is of less importance in the lasers measured, than the valence 
band CHHS process.
The CHHS and IVBA processes are very similar in that both 
involve transitions from the heavy hole band to the split off 
band. Recently, Mazer et a l 17S) and Nomomura et a l <1Al> 
have provided significant evidence to conclude that the 
valence band plays a vital role in quaternary lasers. 
Significant population of holes in the split off band, has 
been observed in lasers operating both below and above 
threshold. Are these holes created by IVBA or CHHS Auger 
processes?
The existance of IVBA in the quaternary alloy is no longer 
questionable. The fact that in p-type material, the absorption 
increases at longer wavelengths beyond the band gap energy, in
stark constrast to n-type material where it remains 
shows that IVBA exists. The question is how large is it, and 
has it got the required temperature sensitivity? Direct 
measurements have been made and, although considerable 
deviation of its exact strength exists, the values obtained 
are similar to those needed to explain the temperature and 
pressure variation of the threshold current. Confirmation of 
the required temperature dependence is as yet inconclusive. 
The samples used in this study were degenerately doped and 
therefore showed less than the required temperature 
sensitivity. Mazer41-73* using a modulated absorption technique
mass, and change of effective mass with kinetic energy, would
identified the IVBA to have a strong temperature and spectral 
dependence. Henry41-71* on the other hand, based on absorption 
measurements on GaAs, InP and GalnAs concluded that the 
temperature dependence of IVBA in the quaternary alloy was 
weak. Henry's GalnAs sample was however nearly degenerately 
doped at 6.2xl01B cm- 3 , which would cause a certain degree of 
temperature insensitivity. More importantly, measurements were 
only made down to 2pm, the most important and more temperature 
sensitive range between 1 and 2pm was covered only by 
extrapolations based on the high energy absorption tails of 
GaAs. As the quaternary alloy is known to behave differently 
from the binary compounds in many ways, one cannot conclude 
the IVBA absorption as too temperature insensitive on such 
evidence especially in the wake of Mozers observations.
Through observation of the 1pm emission from the 
recombination of holes in the split off band and electrons in 
the conduction band in 1.3pm lasers, Mozer et al 4tf>*** concluded 
that below threshold the CHHS Auger mechanism was mainly 
responsible for the population of holes, where as far above 
threshold when the Auger process had saturated due to the 
pinning of the carrier density by the stimulated emission, 
significant population of the split off band was observed as 
the injected current increased. This was interpreted as direct 
evidence of the existance of IVBA. From estimates of the 
integrated intensity of the E o + A o  luminesence below and above 
threshold, Mozer et al concluded that the CHHS process was the 
dominent process in the lasers that they measured. More 
recently4173*, based on additional information derived from 
differential quantum efficiency measurements as a function of 
pressure they concluded that 50% of the injected carriers are 
lost by non radiative Auger recombination compared to 23% due
to IVBA.
Nanomura et a l 41**1* also observed evidence of hole 
excitation into the split off band by observing long 
wavelength 4.3-5.Opm emission associated with recombination of 
holes in the split off band with electrons in the light hole 
valence band from both 1.3 and 1.5pm GalnAsP lasers. They also 
observed acoustic signals originating from the L.O phonons 
emitted by the excited holes as they relax to the band minima. 
Simultaneous observation' of the acoustic signal and the 4-5pm 
emission showed that both phenomena were closely related to 
the split off band. The main mechanism responsible for these 
phenomena was attributed to the CHHS Auger recombination in 
the low current region 1 ^ . 5  Ithr, however IVBA was believed 
to be the main phenomena occuring at and above threshold, 
which is contrary to Mozer's conclusions.
Chen <1=> has measured spatially resolved emission from 
the n and p InP confinement layers (resulting from hot carrier 
leakage). The emission intensity from n-InP was observed to 
continue to increase above threshold, although the slope of 
the intensity versus injection current reduced appreciably at 
threshold which they interpreted to mean that the CHHS process 
was probably more dominant than IVBA.
Zhuang et a l 41<£>> showed that the hot carrier generation of 
holes in the n-InP confinement layer varied proportionally to 
n3 , and thus concluded that Auger recombination was chiefly 
responsible for this leakage loss in 1.3pm lasers.
□f the experiments that separate the CHHS Auger process 
from IVBA, or lifetime from carrier density variation at 
threshold, the direct measurement of the spontaneous carrier 
lifetime with pressure is the most informative. The weakly 
pressure dependent lifetime shown in figure 7.7 indicates that
the IVBA was the main lass mechanism at threshold in the
1.55pm lasers that were measured in this study. Martinez et 
al<i£,c3> recently showed that 1.3pm lasers driven by 100 psec. 
pulses so that the pulse length was shorter than the lifetime 
of competing decay mechanisms, showed an increase in To from 
65K to as high as 120K, over a wide temperature range. Similar 
measurements on 1.55pm lasers would be particularly useful, 
however to the best of the authors knowledge none have been 
made.
A comparison between the lasing wavelength and the band 
gap pressure coefficients was unable to reveal whether or not 
the carrier concentration at threshold decreased with pressure 
in the 1.55pm lasers. This was primarily due to uncertainty of 
the band gap pressure coefficient. Pressure coefficients of 
9.4-9.8meV/kbar measured by Shantharama410<£»> appear to be the 
most accurate and, although this would describe the lasing 
wavelength variation with pressure if Auger dominated, it was 
not passible to fit to the threshold current variation with 
pressure with the measured lifetime. This may however be a 
consequence of the k.p theory underestimating the correct 
pressure variation of the Auger lifetime. Alternatively a 
higher pressure coefficient of 11.6 meV/kbar is able to 
explain both the lasing wavelength and threshold current 
variations with pressure by the IVBA model.
The lasers used in this study were nominally 300 and 400pm 
long, which is typically longer than used elsewhere. This was 
so that immersion into the caster oil did not greatly effect 
the threshold current of the laser. Extra long lasers would be 
more likely to be dominated by IVBA than conventional length 
lasers.
In conclusion, the low To in the quaternary lasers
measured in this study would appear to be due to either CHHS 
Auger recombination or IVBA in the 1.3pm lasers. In the 1.55pm 
lasers IVBA best explains the results obtained in this study. 
Elsewhere in the literature, the CHHS Auger model has recently 
gained a lot of support as the most favoured to explain the To 
problem in 1.3pm lasers. Although evidence in the literature 
is abundent, it is confusing due to the range of different 
lasers and devices that have been tested. The following point 
however has been largely overlooked in the literature.
Although much emphasis has been placed on determining the 
mechanism responsible for the To problem, design improvements 
have meant that lasers with lower and lower threshold currents 
are becoming commercially available which allow lasers to be 
driven at many times the threshold current. Figures 8.2a and 
B.2b show that under these conditions the power output from 
the laser is affected more by the temperature sensitivity of 
the quantum differential efficiency than by that of the 
threshold current. The curve with alpha=0 in figure 8.2b 
illustrates the effect on the light output at 5 times the 
threshold current caused only by the temperature variation of 
the threshold current (Tos=65K and ^ =1). The effect of adding 
IVBA is to cause the quantum differential efficiency to 
decrease with temperature. Figure 8.2c shows that even modest 
amounts of IVBA have a dramatically degrading effect on the 
light output from the laser.
The sensitivity of the light output at 5 and 10 times the 
threshold current for various values of IVBA are represented 
in figure 8.4 by To where
L<T)=Lo(T')exp(T-T')/To 8.1
Even for modest values of the IVPA coefficient, say 50 cm- 1 , 
the To of the light output is as low as 80K. A small amount of
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Fig. 8.2c Temperature sensitivity of the light output 
at 5 and 10 times the threshold current as 
a function of IVBA coefficient.
IVBA is enough to cause severe degradation of the power output 
as temperature is increased if operated well above threshold 
current. This fact needs to be recognised when manufacturing 
high power lasers.
CHAPTER 9 
SUMMARY AND CONCLUSIONS
9.1 Laser measurements
Within the last decade the apparently unavoidable growth 
of low To GalnAsP lasers has stimulated considerable research 
into the loss mechanisms responsible for this effect. Studies 
of the temperature dependence of the threshold current
resulted in several passible explanations of the To problem. 
None of these however could completely explain the 
experimental results on lasers and LED's. In this work, both 
pressure and temperature have been used to study a selection 
of oxide stripe and inverted rib waveguide lasers.
In contrast to GaAs lasers, the presence of pressure 
sensitive loss mechanisms in the GalnAsP lasers causes the 
threshold current to decrease with pressure. The threshold 
current decreases faster with pressure in the 1.55pm lasers
than in the 1.3pm quaternary lasers. The fact that the
threshold current decreases with pressure, and decreases 
faster in the lasers which have a larger confinement barrier
for the injected electrons and holes, is conclusive evidence 
that at room temperature thermal leakage over the 
heterojunction barrier is not the most significant loss 
mechanism in these lasers.
The measured pressure dependence of the current and total 
carrier lifetime at threshold in the 1.55pm lasers could be 
described assuming intervalence band absorption. The 
spontaneous carrier lifetime in both stripe and IRW lasers was 
measured to increase very weakly with pressure in agreement 
with the expected variation of the radiative recombination 
lifetime. The increase in carrier lifetime at threshold with 
pressure was much weaker than that required in order to
account for the decrease in the threshold current assuming 
Auger recombination, recombination through impurity centres or 
via surface states. IVBA coefficients of 60dk5 cm-1 and 90dbl5
cm-1 were required in order to fit to the pressure variation
of the threshold current in the 1.3pm and 1.55pm lasers 
respectively. These values are consistent with the 100 cm-1 
used by Adams et al <-7>> to explain the variation of quantum 
differential efficiency and threshold current with temperature 
in 1.62pm lasers. Direct measurement of the absorption 
coefficient of heavily doped LPE GalnAsP layers on InP 
substrates normalised to a carrier density of 2xl0ls cm-3 gave 
absorption values of 80 and 125 cm-1 for 1.3pm and 1.5pm 
material. The pressure variation of the threshold current for 
either 1.3 and 1.55pm lasers could not be explained assuming
the conduction band CHCC Auger process when a realistic non
parabolic conduction band was considered. The pressure 
variation of the threshold current in 1.3pm lasers at room 
temperature could be described by the valence band CHHS Auger 
process provided the Auger and radiative recombination 
lifetimes were 4.5 to 5.0 nsec and 13nsec. respectively. In
I.55pm lasers, assuming a band gap pressure coefficient of
II.6 meV/kbar, the CHHS Auger process could describe the 
experimental data with an Auger lifetime of 1.7-1.9 nsec at 
atmospheric pressure, which corresponds to an Auger 
coefficient of 9xiO~Z€p cm6/sec. The measured total carrier 
lifetime however implied an Auger lifetime nearly twice the 
value required to fit the data. Consequently IVBA is believed 
to be the major loss mechanism in the 1.55pm lasers measured 
in this study.
A comparison of the lasing wavelength and band gap 
pressure coefficents in 1.55pm lasers showed that the pressure
coefficient of the lasing wavelength was lower than that of 
the band gap. A reduction of the threshold carrier density 
with pressure in accordance with the IVBA model would explain 
the results, however conflicting band gap pressure coefficient 
measurements make a definite conclusion impossible. The 
pressure coefficients of the band gap and lasing wavelength in 
1.3pm material and lasers are in good agreement both being 
9.8*0.5 meV/kbar, indicating that the threshold carrier 
density remained relatively constant with pressure, which 
indicates that the CHHS Auger process is probably the dominant 
loss mechanism at room temperature in the 1.3pm lasers.
An analysis of the carrier loss over the heterojunction 
confinement barriers, including a Monte Carlo simulation of 
the motion and energy loss of hot carriers, indicated that 
electron and particularly hole leakage at room temperature are 
more likely to result from the generation of hot carriers via 
Auger and IVBA processes than via thermal excitation over the 
heterojunction barriers. At room temperature, upper limits of 
12% and 3% of the injected electrons and holes respectively 
are able to leak into the confinement layers.
In conclusion, at room temperature, IVBA is the dominant 
loss mechanism in the 1.55pm lasers measured in this study. In 
the 1.3pm lasers, the CHHS Auger process is believed to be the 
dominant loss mechanism at room temperature, however the 
situation is less clear cut and IVBA could also be very 
important. Neither carrier loss over the barrier nor the CHCC 
Auger process are dominant loss mechanisms in the 1.3 and 
1.55pm lasers at room temperature.
9.2 High field measurements
High field measurements on H shaped low 101A cm-3 n-doped
quaternary samples as a function of composition, temperature 
and pressure have been made and confirm that GalnAs is the 
most attractive material of the GalnAsP system, for high speed 
microwave devices.
In agreement with Marshcl>, the threshold field was found 
to decrease from a value of 10.5±0.5 kV/cm in InP to a value 
of 2.8d:0.5 kV/cm in GalnAs. The compositional dependence of 
the threshold field can be adequately described by a curve 
calculated by a method suggested by Hi 1 sum, based on 
Stratton's theory. The peak velocity also fell from a value of 
2.5x10^ cm/sec in InP to a minimum value of 1.5±0.3x107cm/sec 
at y=0.8 to 0.9. The peak velocity then rises to a value of 
2.2 *f0.5x 10^ cm/sec in GalnAs due primarily to the increase in 
low field mobility, as the alloy scattering j) decreases.
The temperature dependence of the threshold current 
revealed that mid quaternary samples had a sensitivity to 
temperature which was less than half that of similarly doped 
GaAs samples. The normalised threshold current increased 
linearly according to the expression
1 dlp>= 1.2db0.3x 10—3 K-1
Ip (300K) dP
in agreement the variation of lxlO-3 K_1 determined by 
Adams<1=3> using Monte Carlo calculations. These measurements, 
combined with measurements made by Haase<1A&> and 
Windhorn41=<s»> on GalnAs samples, which show a temperature 
variation intermediate between GaAs and the mid quaternary, 
indicate that alloy scattering remains important at high 
fields and that alloy scattering is less influential in the 
ternary material. The normalised variation of the threshold 
field in mid quaternary samples decreased with temperature 
according to
1_______  dEth^=6±3x10_A K-1 .
Ethr (300K) dT
High -field measurements as a -function of pressure on 
quaternary material showed that the threshold field increased 
with pressure by 10^37. in 8 kbar, in good agreement with 
Stratton's theory. The peak velocity decreased with pressure 
by approximately 57. in 8 kbar in reasonable agreement with the 
product of the threshold field and low field mobility. An 
analysis of the Stratton theory expression indicated that the 
pressure variation of the threshold field is governed chiefly 
by the effective mass, which is in agreement with similar 
results made on InP and GaAs by Kobayashi * and Pickering 
et al respectively.
9.3 Future work
A number of areas of study have emerged from the work 
presented in this thesis. Firstly, valuable information was 
obtained by simultaneous measurement of the total carrier 
lifetime and threshold current in 1.55pm lasers. It enabled 
the influence of IVBA to be separated out from all the other 
loss mechanisms. The lifetime measurement technique requires 
improvement to gain increased accuracy, so that measurements 
can be made on 1.3pm lasers and on heavily doped lasers where 
the lifetime is not expected to change as much as in the 
1.55pm lasers.
Photoconductivity measurements of the active layer band 
gap combined with lasing wavelength measurements as a function 
of pressure offer an alternative technique for estimating the 
variation of the threshold carrier concentration, which would 
complement the values obtained from the lifetime and threshold 
current measurements.
Quantum differential efficiency measurements as a function 
of pressure offers an ideal assessment as to the comparative 
strengths of the IVBA and Auger processes in the laser. Above 
threshold, stimulated emission ensures that injected carriers 
recombine very quickly (T**im<<psec) , the carrier 
concentration is therefore pinned at the threshold 
concentration, as is the Auger recombination rate. 
Consequently Auger recombination can have negligable effect an 
the quantum differential efficiency. In contrast, as the laser 
is driven above threshold, the photon density builds up in the 
laser cavity and IVBA becomes more important. An efficient 
coupling of the output power of the laser into the fibre 
feedthrough of the high pressure system is required so that 
measurements of the quantum differential efficiency can be 
made as a function of pressure.
Although IVBA absorption appears to be the dominant loss 
mechanism in the 400pm long 1.55pm lasers measured in this 
study, shorter lasers could behave differently. A systematic 
study of the effect of varying laser length as a function of 
pressure would prove interesting.
In this work only a few types of laser have been 
investigated, extension of the techniques used here to other 
types of laser, such as quantum well lasers could be useful 
for obtaining information about the material sub band gaps and 
band discontinuites as well as device information such as
T o '5.
Observation of the luminescence intensity from electron 
hole recombination in the InP confinement layers as a function 
of laser drive current, pressure and temperature in order to 
estimate the hole and electron leakage losses would prove to 
be a valuable diagnostic tool for laser diodes, comparison
with the theoretical values o-f carrier leakage calculated in 
chapter 3 would also be very interesting.
Interpretation of the data presented in this study has 
been hampered by uncertainty in material parameters and their 
pressure coefficients. Accurate measurements of the 
compositional variation of the valence band effective masses 
and the energy gap to the higher lying satellite valleys would 
be very useful. Additional measurements are also required of 
the band gap pressure coefficient on high y quaternary 
samples.
Finally, recent measurements of the conduction band 
effective mass and non parabolicity have shown a need for a 
better theoretical understanding of the effect of alloy 
disorder on the k. p interaction, before realistic calculations 
of the band structure and optoelectronic properties of the 
quaternary alloy can be obtained.
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BAND GAP PRESSURE COEFFICIENT DERIVATIONS 
In this section the pressure coefficients of the band gaps 
and critical energy points shown in figure 2.3a are determined 
via expressions given by Camphausen et al <2'a> . The band gap 
energies for the quaternary alloy at the zone centre <T point) 
and at the L point are given by Van Vechten and 
Bergstresser<22> as
Ei=(Ei,n-(D«^-l)AE±) (1+ f_C__i2 )1'2 , A 1 .1
LEi
where i=0 and 1 for the r and L points respectively. By 
differentiating equation Al.l w.r.t. pressure, P, the pressure 
coefficient of the band energy Ei is given by
dE±~ X'C2 Z~1/2 + Y'Z1/2 A1.2
dP E*,k.®
where
X '=dEi .h,- (D«^-l) AEi ) A 1. 3
dP
Y ^ dEx .h>-AEi. d (D«v-1) - (D^^-l) d AEi A1.4
dP dP dP
Z=l+r_C t = . A1.5
LEi ,hJ
To calculate the pressure coefficients of the band gap 
energies, the pressure coefficients of E x ( D * ^ - l ) and AEi
must be evaluated. Following Camphausen, C, is taken to be
independent of pressure. Let us consider the case when i=0 and
determine the pressure coefficient of the band gap at the
Brillouin zone centre.
Derivation of dEo.h 
dP
Van Vechten and Bergstresser*2 2 * give
E o . h = 4 . 1 r  d
Ldsi J
A1.6
The derivative of Eo.hW.r.t. pressure, P, is
dEo. hB-l 1.275 r d T=z-^° I dd A1.7
dP LdeiJ d dP
where dBi is the nearest neighbour distance in silicon. The
compressibility, k , is defined as
K=-i_ dV. A 1. 8
V dP
As V, the volume of material, is proportional to d3 then
jk—■“ dc[ A1.9
3 d dP
and A1.7 and A1.9 give
d E o .h = 3. 758 K r _ d _ r 2 '7S - A1.10
d P  Ldsi J
Derivation of d A E o
dP
Van Vechten and Bergstresser<22> give
A E o = 1 2 . 8 r d T s -°^. Al.ll
Ldsi J
The derivative of A E o  w.r.t. P is
dAEo= -64.896 r d 1 dd[, A1.12
dP LdsiJ d dP
equations Al.7 and Al.12 combine to give
d A E o = 2 1■63 k r d A1.13
dP Ldsi J
Derivation of d(D«v-1)
dP
Camphausen et al <2‘*> gives
<D-V-1)=FU (1-fi)- r d A 1.14
Ldsi J
where y*^13.0 and x<v2.4 and fif the ionisity, is defined by 
equation A1.21. The derivative of (D-,^-1) w.r.t. P is
d(D,v-l)«R ^ (A+B) 
dP
Al. 15
where
A™ (1— f i ) * d r d iy Al
dPLdBi J
and
Bg r d iyd (1—Fx )~ Al
Ldsl J dP
differentiating gives
A=y(1-f* )~ r d 1 rddi Al,
Ldsi J d LdPJ
R«A=-y_K (D«v-1) Al
3
and B becomes
B=r_d_lyx (1-fdL )><- 1d£i_ Al.
Ldsi J dP
The ionisity, fi is defined by Phi 11 i p s c as
f± = C2 Al.
C2+Eh2
where is given by Phillips as
Eh=4.77r_d_V=-= Al.
Ldsi J
B=r d ^ x d - f i ) ^ 1 C2 2Eh.dE>-> Al.
LdSi J (Eh2+C2 ) dP
B=r d iyx(1-fi)-~1 2C2 (1—f±) dEh Al.
Ldsi. J Eh (EH2+C=) dP
B= 1) 2xC2 dEh Al.
Eh (Eh =+C2 ) dP
. 16 
. 17
. 18 
. 19
.20
.21
,22
23
24
25
where dEM from A1.22 is given by 
dP
dEt->e3, 975 k r_d_1~2.5 A1.26
dP LdsiJ
Hence the derivative of w.r.t. P is
d (DmV-l) = k  ) r 7. 95xC2 r d T~g-a-yi A1.27
dP L(E2»-,+C2)Eh Ldsi J 3J
The pressure coefficient of the band gap at the L point can be
obtained in a similar manner. AEi and Ei,h are given by
similar equations to Al.ll and A1.6 with the correct prefactor
(Si value) and exponent given in table A.I. By differentiating
them and using equation A1.9, dEa/dP is obtained using
equations A1.2, A1.28 and A1.29.
dEg .^=2.664 k r_d_-|-2-=22 Al. 28
d P  Ldsi J
d A E i = 8 . 2456 k  r d A 1 . 2 9
d P  Ldsi J
The energy gap at the X point is given by the expression
E3=E2 .h (H-r_C__i2 )1/2 Al. 30
LEs^J
where
Ezp,h>=4.5 r d T 2 -382 A l . 31
Ldsi J
Differentiating equation A1.30 w.r.t. P gives
dEz=dEg .r,r(l+r 1/2____ -C2 ___________i Al. 32
dP dP L LE= ,»-, J______E22.H(l+r_C_l2) 1/2 J
LE= ,^ J
where
d E a , H g 3 . 5 7 3 2 k r d  -l"2 -3 *321 A 1 . 3 3
d P  Ldsi J
The position of the top of the valence band at the T, X
and L points with pressure were obtained through the following 
equations.
I.P=I.Ph (l+r C ^ 2 )1'2 Al . 34
LI.P^J
where
I.Ph»=5.17r d T 1 -3077 A1.35
Ldsi J
Differentiating equation A1.30 w.r.t. P gives
dl.p=dl.p^r<l+r C i2 )*^2 -C2 i A1.36
dP dP L LI.Ph>J I.P2h (l+r__C_i2 ) 1/2 J
Ll.PhJ
where
dl .Ph=2.2536k r d T 1-3077 A1.37
dP LdsiJ
Similarly the pressure coefficient of Ex-* the top of the
valence band at the X point is given by the following
equations
Ex4=Ex4.h(1+r c i2)1/2 A1.38
LEx4hJ
where
Ex*.*=8. 936 r d T 2 -03 A1.39
Ldsi J
Differentiating equation A 1.34 w.r.t. P gives
dEx*=dEx*.h>r(l+r C i2 )1^2 -C2 ________  i A l . 40
dP dP L LEx*,»iJ E22 ,^(l+r C l2 ) 1 / 2  J
LE2 ,^ J
where
dEx*.ng6.047 k r d t~2 -°3 A1.41
dP LdsiJ
Following Camphausen<2A> the L valence point was taken as
0 . 4 <Ex*-I.P) below the T point valence band maximum. The
pressure coefficient of the L valence point is thus given by
dL«=0■4dEx*+0.6d I ,P . A1.42
dP dP dP
Table A. 1 Energies for Predicting Chemical Trends.
Parameter Value for Si <eV) Exponent 6
I.Ph 5.17 1.308
E 8.63 2.03*
X A  , h
E<3,h 4. 10 2.75
Ei ,h 3.60 2.22
E2 ,h 4.50 2.382
E o . h ' 3.40 1.92
Ei.h' 5.90 1.67
AE0 12.80 5.07
AE* 4.98 4.97
Er. 4.77to 2.50to
All values taken from Van Vechten and Bergstressert22> except 
for a and b .
APPENDIX B 
SCATTERING RATE EQUATIONS.
The scattering rate formulae for polar optical, non polar 
optical, acoustic deformation potential, equivalent and non 
equivalent intervalley scattering were already incorporated 
into the Monte Carlo program, the scattering rates are well 
documented by Fawcett, Boardman and.Swain<47> and therefore 
will not be elaborated on any further.
Ionised impurity scattering rate
The ionised impurity scattering rate was incorporated into 
the Monte Carlo program through the equations outlined by Ruch 
and Fawcett<,as>. For <p/k)2<<l, the ionised impurity 
scattering rate is simply
X n ( k )  = 23/2ne*m~1/2N CE (1+ocE) /'2 <l+2ocE) B. 1
where p is the inverse screening length and N the ionised 
impurity concentration. According to Fawcettclso>, equation 12 
in reference B2 is wrong as it does not satisfy the boundary 
conditions set out below the equation. Following Fawcett's 
advice the expression for the scattering angle, 6 was 
incorporated as
Cos© = 1 - 2ar 
a+y-ry
where
Y = E(1+aE) = ti2 k2 
2m~
and
B.2
B. 3
P2 = a 
4k2 y
B. 4
Alloy scattering
The exact nature and formulation of alloy scattering is 
still uncertain. During the course of this work, two different 
models of alloy scattering have been considered. The first of 
which assumed the scattering to be due to the random 
distribution of Gallium, Indium, Asenic and Phosphi orus atoms 
on the lattice sites. This randomness, produces a random 
component of the crystal potential, which was used as the 
scattering potential in evaluating the matrix element for 
alloy scattering. The alloy scattering rate for this model was 
calculated by Littlejohn et al as
i c^= 3nm*3/2C ^ (1-C^)ft (AU)2 y 1/2dy B.5
dE
where ft is the volume of the primitive cell, AU is the alloy 
scattering potential and Ca is the mole fraction of the 
element A in the alloy.
The second model for alloy scattering considered that 
instead of a completely random distribution of atoms in the 
alloy, that the alloy contained clusters of atoms. Marsh <1Si> 
developed a model for this type of alloy scattering, the 
scattering rate is given as
1
X ^ n o y  = CftiY'kro6 / 1_ Oi(x)dx B.6
-I 9
where i=8nhUiALPm^/ti3 , N^i is the number of scattering sites
per unit volume. .0*<x) is the overlap integral squared which 
for s type wavefunctions is equal to 1 but for p type 
wavefuctions is given by
0i= a + bx +cx3 B.7
where x=CosO and
a ■ 1+aE . 1+aE' B. 8
l+2ocE l+2aE'
b 18 2 (1+aE) *'=(■!+«£') ^ ^(a^EE') 1X2 
<l+2aE>(l+2aE*>
B. 9
c =» a=EE' B. 10
(l+2aE)(l+2aE')
E and E' are the energies of the carrier before and after 
scattering and © is the scattering angle. a is the non 
parabolicity and r0 is the radius of the cluster volume, (such 
that the scattering potential is equal to AU for r<ro and 0 
for r>r0 ). Screening of the interaction was incorporated by 
introducing the term
into the integrand of equation B.6. Figure B. 1 shows the 
difference to the scattering rates between the two models. The 
Harrison and Hauser alloy scattering model indicates that 
alloy scattering becomes the dominant scattering mechanism at 
high wave numbers, whereas the cluster theory has a much 
reduced scattering rate at high k.
(1-x)=
fl-x+p2 i2
L 2k2 J
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Fig. B.1 Scattering rates for the two different alloy scattering 
models versus wavevector in 1.3um GalnAsP material.
