We measured the spontaneous-emission branching fractions of 46 levels in Nd II, selectively populated via single-frequency laser excitation of a 10 keV ion beam. The levels studied had term energies up to 29 955 cm −1 , and decay branches with spontaneous emission in the range 372-850 nm were detected. The experimental accuracy for branching fractions over 0.1 was ∼7%. We used these branching fractions along with our previously determined radiative lifetimes to infer transition probabilities and oscillator strengths for 430 transitions, which are useful for stellar abundance determinations. 
Introduction
A knowledge of the atomic properties of the lanthanide ions is vital to astrophysical studies of chemically peculiar (CP) stars of the upper main sequence, metal-deficient stars of the galactic halo, and the Sun [1, 2] . Measurement of the abundances of these heavy elements in the photospheres of these stars can lead to a better understanding of their original nucleosynthesis and the radiative, convective, and gravitational processes that determine their preferential migration from the core to the surface. The lanthanide elements provide an opportune test case for such astrophysical studies in that they form a contiguous sequence of atomic numbers. This continuity allows astrophysicists to study the odd-even abundance variation resulting from the nuclear-pairing interaction. More importantly, the lanthanides LIF techniques [22, 23] . We have also recently determined the hyperfine structure and isotope shifts in 110 transitions in Nd II utilizing the collinear fast-ion-beam/laser method (FIBLAS) [24] . A comparison of the UWO and the Xu et al. lifetimes showed agreement within experimental error (a few percent in both cases), although there was a hint of a systematic divergence for lifetimes longer than 60 ns. A comparison of the UWO and the Den Hartog et al. lifetimes showed agreement within error (±5% for both sets of data) for 47 energy levels. Of these, no lifetimes exhibited a disagreement exceeding 10%, with one exception: the lifetime measurements for the energy level 29 260.740 cm −1 differed by a factor of two. As a result of the high selectivity of the current measurements, we have determined that this level was misidentified in ref. 23 due to an error in the database of ref. 17 and is actually 28 285.619 cm −1 , removing the disagreement.
The current work describes the measurement of branching fractions for 46 levels in Nd II using LIF in a collinear beam-laser apparatus. We present the first experimental determination of Nd II transition probabilities obtained from lifetime and branching fraction measurements performed in the same beamlaser apparatus. This method has the advantage of being remarkably free of systematic errors arising from spectral blending and misidentification of transitions.
Experimental method
Among techniques for the experimental determination of branching fractions, the "beam-laser" method, first demonstrated in ref. 25 , is one of the most reliable. This spectroscopic technique involves selective excitation of a single state in a single-species ion beam followed by direct observation of the subsequent LIF. All decay branches originating from this selectively populated state with a transition wavelength within the spectral viewing range are observed and can be assigned with absolute certainty to that excited state. The signal-to-noise ratio (SNR) provided by laser excitation is excellent for typical conditions of integration times of ∼1 s or greater and ion currents of ∼100 nA or greater. Furthermore, excellent suppression of background light can be achieved using Doppler-modulation of the laser frequency (see below).
Our experimental apparatus, which has been described in detail elsewhere [25] , is shown in Fig. 1 . Nd + ions were produced in a modified Danfysik 911A source without an arc discharge; ionization occurred on the surface of a hot tungsten filament. Under such conditions, we observed stable beams of Nd + ions produced in metastable levels up to ∼6000 cm −1 . Ion beam currents of ∼100 nA were typical and the actual current as detected by a secondary-electron-suppressed Faraday cup was monitored by a data acquisition computer. After acceleration to 10 keV, the ions were focused, mass-filtered by a Wien velocity filter, and then electrostatically deflected to overlap a counter-propagating laser beam.
The single-frequency laser beam used for excitation was produced by an argon-ion-pumped Coherent 699-21 dye laser running with Stilbene-3 dye. Stilbene-3 has a nominal tuning curve from 415-465 nm, so only Nd II levels that could be excited via transitions within this wavelength range were studied. The laser wavelength was determined to ∼1 part in 10 7 by a traveling Michelson interferometer with a polarization-stabilized reference helium-neon laser [26, 27] . In the region of laser excitation and fluorescence, the laser beam was softly focused to a 0.5 mm-radius waist by a 2 m focal-length lens; the typical laser power in this region varied from 150 to 35 mW, depending on the dye gain. With the wavelength meter, the laser wavelength was set to correspond to any desired "pump" transition (a transition used to excite the ion from a ground or metastable state to the energy level of interest). Typically, this was the transition within the dye tuning range with the largest transition probability. Ion resonance with the antiparallel propagating laser beam was confined to a small region with a high degree of optical access (the "post-acceleration" region) by a modification of the "Doppler-switching" technique [28] . As the ions entered this region, they were accelerated by a DC potential difference of approximately −500 V and brought into resonance with the Doppler-shifted laser beam. To suppress background light from the laser and ion collisions with background gas, a sinusoidal voltage of ∼20 V peak-to-peak at 2 kHz was added to the DC potential. The resulting modulation of the laser frequency + ion beam of ∼100 nA is overlapped with a collinear antiparallel single-frequency cw laser beam tuned to excite a Doppler-shifted energy level in a post-acceleration region whose potential is modulated at 2 kHz. Fluorescence from all the decay branches is collected with arrays of optical fibers, spectrally analyzed in a Czerny-Turner monochromator, and detected by a photomultiplier connected to a lock-in amplifier. A second identical monochromator set to the wavelength of one of the decay branches provides a normalization signal. A data acquisition computer controls wavelength scanning of the monochromator and records the LIF intensity as a function of wavelength, as well as the ion current, laser power, and the output of the normalization channel. A third lock-in amplifier is used to stabilize the dye laser frequency against wavelength and Doppler-shift drift. in the ion rest frame allowed subsequent lock-in detection of the LIF signals. The signals from the more intense lines were easily measurable as DC signals on an electrometer (∼10 nA), but lock-in detection was used both to suppress the background signal and to provide a derivative-shaped signal to stabilize the laser frequency to the atomic resonance.
The spontaneous-emission LIF from the resonant ions was collected by two arrays of polyimidecoated quartz/quartz optical fibers whose ends were arranged in circles in alternating planes perpendicular to the ion beam and (or) laser beam axis. The LIF from one array was used for branching-fraction data while the other provided a "normalization" signal that was used to correct the branching-fraction signal for variations in the excitation rate due to drifts in intensities and overlap of the laser and ion beams. Because the excitation of the ions is anisotropic and the LIF is not collected from a 4π solid angle, a measured intensity ratio for two branches (corrected for detector efficiency) can differ from its true value, which is defined for isotropic excitation and (or) detection. To this end, the angular distribution of the fiber ends from the two fiber arrays in each plane was deliberately chosen to be non-uniform. With the direction of the electric field of the vertically polarized laser defined as θ = 0, the fibers of one array (typically used to record the normalization signal) were placed at or near the "magic" angle, θ magic = cos −1 1/ √ 3 ≈ 54.7 • , where the angular distribution of fluorescence from M = ±1 transitions has the same intensity as that for M = 0 transitions. The fibers of the second array (typically used to record the branching fraction signal) were distributed around the circle with a density dN/dθ weighted as sin θ . This spacing ensured that the ratio of detected fluorescence from any two branches was identical to its value in the case of isotropic excitation or detection. A detailed analysis is given in the Appendix of ref. 25 . Fig. 2 . Branching-fraction spectrum from the energy level at 23 397.365 cm −1 , excited by pumping the transition at 436.86 nm from the 513.33-cm −1 metastable state. The LIF from the decay branches in the wavelength range 415-740 nm was recorded by scanning the monochromator in steps of 1 nm with a dwell time of 2 s per step, utilizing the 2400 groove/mm grating. The continuous line is a fit to the data of a model used to determine the relative line intensities. LIF from the transition at 427.27 nm was recorded as the normalization signal. The Nd + ion-beam current was 180 nA and the laser power seen by the ions was ∼160 mW.
Each 80 fiber bundle terminated in a rigid coupling to the input slit of a 0.275 m, f /3.8 scanning monochromator (Acton Research Spectra-Pro 275). The 20 mm high slits were normally opened to their maximum width of 3 mm. Each monochromator had three gratings on a rotating carousel to provide complete spectral coverage. The first grating provided coverage from 250-500 nm, the second from 250-750 nm, and the third from 250-1500 nm. In cases where closely spaced emission lines precluded the resolution of individual lines, the entrance and exit slits of the monochromator were narrowed until the individual lines were resolved and the entire spectrum was obtained at that slit width. For the measurement of branches with wavelengths longer than 600 nm, a long-wavelength-pass filter (50% transmission point at 475 nm) was inserted to avoid observation of second-order diffraction from the grating.
The "normalization" monochromator was coupled to a bialkali-photocathode photomultiplier tube (PMT), ETL model 9235QB. During data acquisition this monochromator was set to the wavelength of the "normalization transition" -typically the transition with the largest anticipated transition probability not being used as the pump transition. Output from this PMT was analyzed by two lock-in amplifiers: one operating in "2f " mode for background suppression and one operating in "1f " mode for dye-laser wavelength stabilization.
With the laser wavelength locked to the peak of the pump-transition resonance, the "branching fraction" monochromator ( Fig. 1 ), coupled to a thermoelectrically-cooled trialkali PMT (ETL model 9658R), was scanned to record the LIF spectrum from the lowest possible wavelength to ∼850 nm. This signal was input to a third lock-in amplifier operating in 2f mode and its background-suppressed output was recorded on the data acquisition computer, which also controlled the scanning of the monochromator grating. A typical scan would step the monochromator grating 1 nm per step and would dwell for 2 s per step, taking from 5 to 15 min per scan. An example of a branching-fraction spectrum with excellent SNR is shown in Fig. 2. 
Data and analysis
Branching fractions are obtained from a spectrum such as that shown in Fig. 2 by determining the relative intensities of all observed transitions from an excited stated. For transitions from an upper state (u) to a set of lower states (l), the relative intensities I ul are obtained by dividing the areas S ul of the observed spectral lines by the wavelength-dependent ratio of the measured response of our fiber/monochromator/PMT system, r (λ ul ), to the value of the manufacturer's spectral irradiance data for our lamp at that wavelength, i (λ ul ),
Branching fractions R ul are then obtained as (2) in which the λ ul factors are needed to convert relative intensities into relative photon emission rates. Obtaining accurate branching fractions from relative intensities assumes that all radiative transitions that contribute to the decay of the level have been observed. In practice, some weak branches (which must exist based on selection rules) fall below our threshold of detection, especially in the region beyond 850 nm where our detector response is negligible. To estimate the effect of these missing branches, it is useful to compare with the data of others. Maier and Whaling [14] , who report no branching fractions for transitions with wavelengths greater than 636.6 nm, list four lines that are missing in spectra that we recorded. Three of these were also not listed by Den Hartog et al. [21] , and the one that was is assigned a branching fraction of "<0.5%" in ref. 14. Den Hartog et al. list 10 lines that are missing or tentative in our spectra, with branching fractions <2%. Since the effect of such weak branches on the other branching fractions is smaller than the experimental uncertainties, we have not attempted to modify our branching fractions using these older data. Instead, in tabulating the relative intensities (see Table 2 ), we have included data for all transitions not seen by us but listed in the older data. These data give the reader an opportunity to gauge the effect of unobserved branches and to recalculate branching fractions from the relative intensities for relatively unambiguous cases. Because of the highly selective excitation in the present work and the resulting simple spectra, it is possible that some of these "missing" branches are incorrectly attributed in the older data, and are not actually missing.
The procedure for determining the areas under the emission peaks is been discussed in detail in ref. 25 . A nonlinear least-squares fitting routine was used to fit a spectrum with Gaussian lineshapes, using as parameters a constant background, peak centres, peak areas, and a peak-width function that depended quadratically on wavelength. This choice was both robust and completely adequate to describe the nonlinear wavelength dependence of the linewidth inherent in the Czerny-Turner monochromator.
Typical statistical uncertainties in the fitted areas ranged from ∼0.2% to ∼27%, depending mainly on the peak size. When it was necessary to use more than one grating to record the complete set of branching fractions, the adjacent spectra were "merged" with a least-squares procedure that used the peaks appearing in both spectra .
The relative efficiency of our detector system (fiber array, monochromator, and PMT) varied smoothly as a function of wavelength. To compensate for this varying efficiency, the detector system response was calibrated with a 200 W NIST-traceable quartz-tungsten-halogen (QTH) lamp. Uncertainties in the calibration of the relative lamp emission due to manufacturer calibration and transfer from NIST standards as well as ageing of the lamp total 3.9%. This appears in Table 1 as "total lamp calibration". Repeated calibrations spanning several months were rescaled with a least-squares procedure to minimize the residuals summed over wavelength, and showed very little change with time in the relative spectral efficiency of our system. An empirical estimate of the uncertainty in our measurement of the relative detection efficiency was obtained by examining the relative intensity of all spectral lines that were common to two or more scans, each taken with a different grating. This test exposed any scatter greater than that expected from the statistical uncertainty obtained from the repeated calibrations. Such excess scatter can only be due to systematic effects in our calibration, which would not be evident in the relative calibrations. We found that the average magnitude of this excess was ∼3%. The use of both optical fiber bundles during the calibration procedure introduced an additional 0.2% uncertainty due to a slightly increased attenuation during the calibration not present during branching-fraction measurement. This value is combined with the 3.0% calibration procedure uncertainty to derive a total uncertainty of 3.2%, which appears in Table 1 as "(systematic) efficiency calibration procedure".
Estimates of the uncertainties in our determination of the relative intensities of radiative transitions in Nd II are summarized in Table 1 . The total uncertainty was obtained by combining in quadrature the statistical uncertainty from the fitting and calibration procedures with the systematic uncertainty from the efficiency calibration (including lamp calibration). Repeated measurements of the relative intensities of branches from a single upper level taken over many months yielded deviations of less than 1% for the large branches (branching fractions larger than 0.1) and less than 3% for the smaller branches. The excellent repeatability and self-consistency of these measurements confirms that the systematic uncertainty in the relative efficiency calibration dominates the error budget. 
Results
As the first stage in the analysis, the results of our relative intensity measurements for radiative transitions in Nd II are presented in Table 2 since, unlike branching fractions, these data are unaffected by missing branches. For each upper level, the intensity of the strongest branch that we observed is set to 1. In Table 2 , branches that we did not observe but are listed in earlier work are included in italics. Table 3 presents our branching-fraction measurements, along with spontaneous-emission transition probabilities g u A ul and log g l f lu values obtained by combining the branching fractions with our previously measured lifetime data [22, 23] . Transitions are identified by the upper-level energy, angular momentum J , and air wavelength, taken from the earlier references. The transition probabilities and the oscillator strengths were calculated using the well-known formulas for electric dipole transitions,
g l f lu = 1 0.66702σ 2 ul g u A ul (4) where A ul is the transition probability, R ul is the branching fraction, τ u is the upper-state lifetime, f lu is the absorption oscillator strength, g u and g l are the 2J + 1 statistical weights of the upper and lower levels, respectively, and σ ul is the transition wave number (in cm −1 ) [29] . Table 3 includes comparisons with the data of Den Hartog et al. [21] , Xu et al. [19] , and Maier and Whaling [14] . As a measure of agreement, we considered the difference in "units" of standard deviations, η ≡ (gA This work − gA Other work )/ σ 2 gA,This work + σ 2 gA,Other work , which should have a mean of zero within error. For stronger transitions (BF > 0.1 or g u A ul > 100 × 10 6 s −1 ), the agreement of gA with other work is excellent, giving an average valueη = −0.12 (16) . For weaker transitions, our gA values tend to be systematically larger, giving an average valueη = 0.38 (10) , with the disagreement tending to become larger at longer wavelengths (λ > 500 nm). Saturation in our data as a possible cause can be ruled out experimentally. The correlation with line strength could arise from errors in the establishment of the baseline when spectral peaks are fit to determine their relative areas. Because of selective laser excitation, our spectra are simple and sparse, allowing the baseline to be easily set; our lock-in detection also greatly reduces any background, and in fact we observe the baseline to be quite flat. Spectra from discharge lamps are much more congested, which may lead to systematic errors in the extraction of areas of small peaks. A possible explanation for the correlation of the discrepancy with wavelength is a systematic error in the calibration of detection efficiency as a function of wavelength, since the Nd II spectral lines in the red region are generally weaker than those in the blue region of the spectrum.
Conclusions
We have measured 430 log gf values for Nd II transitions over the wavelength range 372-850 nm. These transitions originate from 46 upper levels in the range 22 697-29 955 cm −1 . The log gf values were obtained by combining measured relative intensities with previously measured radiative lifetimes. Highly selective laser excitation of only a single upper level produces a simple fluorescence spectrum, removing any ambiguity in the assignment of transitions to a pair of energy levels.
The error budget is dominated by systematic uncertainties in the efficiency calibration of the optical detection system, with smaller statistical contributions.
