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Unspecified distribution in single disorder
problem
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aWroc law University of Technology, Institute of Mathematics and Computer
Science, Wybrzez˙e Wyspian´skiego 27, 50-370 Wroc law, Poland
Abstract
We register a stochastic sequence affected by one disorder. Monitoring of the se-
quence is made in the circumstances when not full information about distributions
before and after the change is available. The initial problem of disorder detection is
transformed to optimal stopping of observed sequence. Formula for optimal decision
functions is derived.
Keywords. Disorder problem, sequential detection, optimal stopping, Markov pro-
cess, change point.
1 Introduction
The paper is focused on sequential detection using Bayesian approach. Disorder
problem in this framework was formulated by A.N. Kolmogorov at the end of 50’s of
previous century and solved by [Shiryaev(1961)]. The next turning point is paper by
[Peskir and Shiryaev(2002)] where authors provide complete solution of basic prob-
lem. From this time many publications provide new solutions and generalizations
in the area of sequential detection. Some of them are articles by [Karatzas(2003)]
and [Bayraktar et al.(2005)Bayraktar, Dayanik, and Karatzas]. For discrete time
case there are some detailed analysis in the papers by [Bojdecki and Hosza(1984)],
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[Moustakides(1998)], [Yakir(1994)], [Yoshida(1983)], [Szajowski(1996)] and the
papers cited there.
Such model of data appears in many practical problems of the quality control (see
Brodsky and Darkhovsky [Brodsky and Darkhovsky(1993)], Shewhart [Shewhart(1931)]
and in the collection of the papers [Basseville and Benveniste(1986)]), traffic anoma-
lies in networks (in papers by Dube and Mazumdar [Dube and Mazumdar(2001)],
Tartakovsky et al. [Tartakovsky et al.(2006)Tartakovsky, Rozovskii, Blazˇek, and Kim]),
epidemiology models (see Baron [Baron(2004)]). In management of manufacture it
happens that the plants which produce some details changes their parameters. It
makes that the details change their quality. The aim is to recognize the moments of
these changes as soon as possible.
This paper focuses attention on models under assumption of uncertainty about dis-
tribution before or after the change. The example of such models can be found in
research by [Dube and Mazumdar(2001)] with application to detection of traffic
anomalies in networks or in paper by [Sarnowski and Szajowski(2008)]. The solu-
tion of a single disorder model with unspecified distribution of observed sequence is
presented. Section 2 specifies the details of investigated model. The transformation
of the optimization job to the optimal stopping problem for the specific stochastic
process is considered in Section 3. A construction of the optimal estimator of the
disorder moment is given in Section 4. Technical parts of investigations are moved
to Appendix.
2 Description of the model
2.1 Basic notations
For further considerations it will be convenient to introduce the following notation
which will make our formulas more compact and clear
xk,n= (xk, xk+1, ..., xn−1, xn), k ≤ n,
Li,jm (xk,n) =
n−m∏
r=k+1
f0,ixr−1(xr)
n∏
r=n−m+1
f1,jxr−1(xr),
Ak,n=Ak ×Ak+1 × . . .×An,
where:
∏m2
r=m1
ur = 1 for m1 > m2 and ur ∈ ℜ, Ai ∈ B, k ≤ i ≤ n.
It will be convenient to write β = (β1, β2) and denote by α = (α11, . . . , α1l1 , . . . , αl01, . . . , αl0l1)
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any matrix l0 × l1:

α11 α12 · · · α1l1
α21 α22 · · · α2l1
...
...
. . .
...
αl01 αl02 · · · αl0l1

In consequence vectors π, b, p represent:
π= (π11, . . . , π1l2 , . . . , πl01, . . . , πl0l1)
b= (b11, . . . , b1l2 , . . . , bl01, . . . , bl0l1)
p= (p11, . . . , p1l1 , . . . , pl01, . . . , pl0l1)
We need also notation for vector of densities f0,ix (y). Let f̂0x(y), where x, y ∈ E
stands behind:
f̂0x(y) = (f
0,1
x (y), . . . , f
0,1
x (y)︸ ︷︷ ︸
l1 times
, . . . , f0,l0x (y), . . . , f
0,l0
x (y)︸ ︷︷ ︸
l1 times
).
Moreover let us introduce operation ”◦”. For vectors α and β we put:
α ◦ β = (α11β11, . . . , α1l1β1l1 , . . . , αl01βl01, . . . , αl0l1βl0l1) .
2.2 Change point problem
Let (Xn)n∈N be sequence of observable random variables defined on (Ω,F ,P) with
value in (E,B), E ⊂ ℜ. Sequence (Xn) generates filtration Fn = σ(X0,X1, ...,Xn).
On the same space there are also defined variables θ, β1 and β2. θ takes values
in {1, 2, 3, . . .}. Variables β1, β2 are valued in Ik = {1, 2, . . . , lk}, where lk ∈ N,
k = 0, 1. Let us assume the following parametrization:
P(β1 = i, β2 = j) = bij
P(θ = n|β1 = i, β2 = j) =
 πij , if n = 1,(1− πij)pn−2ij qij, if n > 1,
3
where i ∈ I0, j ∈ I1,
∑
i∈I0,j∈I1
bij = 1, bij ≥ 0, πij ∈ [0, 1], pij = 1− qij ∈ (0, 1). We
have
∞∑
k=1
∑
i∈I0
∑
j∈I1
P(θ = k, β1 = i, β2 = j) = 1
The change of the conditional densities in random moment θ is investigate in this
model. The transfer between distribution is described by conditional probabilities
bij = P(β2 = j|β1 = i). For completeness it will be assumed that the state of β1 is
stable before θ and the same as at the moment 0. The marginal distribution of θ
has a form
P(θ = k) =
∑
i,j
P(θ = k, β1 = i, β2 = j)
=

∑
i,j πij · bij if k = 1,∑
i,j(1− πij)p
k−2
ij qijbij if k > 1.
The observed sequence has a form
Xn = X
0,i
n · I{θ>n, β1=i} +X
1,j
n · I{θ≤n, β2=j ,X1,jθ−1=X
0,i
θ−1
}
, (1)
where (Xr,in ,G
r,i
n ,P
r,i
x ), r = 0, 1, are Markov processes and σ-fields: G
r,i
n = σ(X
r,i
0 ,X
r,i
1 , . . . ,X
r,i
n ),
with i ∈ I0, j ∈ I1, r = 0, 1 and n ∈ {0, 1, 2, . . .}. Variables θ, β1 and β2 are not
measurable w.r.t Fn.
On the space (E,B) there are σ-additive measures µ(·) and measures µ•,•x absolutely
continuous with respect to µ. It is assumed that the measures Pk,ix (·), i = 1, 2, . . . , lk,
k = 0, 1, have following representation:
Pk,ix ({ω : X
k,i
1 ∈ B}) =P(X
k,i
1 ∈ B|X
k,i
0 = x) =
∫
B
fk,ix (y)µ(dy)
=
∫
B
µk,ix (dy) = µ
k,i
x (B).
for any B ∈ B. The conditional densities fk,1x (·), . . . , f
k,lk
x (·) are different and sup-
ports of all measures µ·,·x are there same for given x ∈ E. It is the model of the follow-
ing random phenomenon. At the beginning we register process {X0,in , n ∈ N}, where
i ∈ I0 is unknown. At random moment θ initial process is switched on {X
1,j
n , n ∈ N}
where j ∈ I1 is unknown. It can be interpreted as disorder of {Xn, n ∈ N} causing
change in distribution of {Xn}n∈N. We monitor the process and we wish to detect
the change as close θ as possible. However our knowledge about densities before and
after the change moment θ is limited generally to the information about sets of pos-
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sible conditional densities only: {f0,ix (y), i ∈ I0} and {f
1,j
x (y), j ∈ I1} respectively.
We also know probabilities of distribution pairs bij and parameters πij.
For i ∈ I0, j ∈ I1 let us introduce functions Ψ
i,j, Ψ˜ i,j,Λi,j , Λ˜i,j defined on the
product N× (×l+2i=1E)× [0, 1] with values in ℜ:
Ψ i,j(l, x0,l+1, α) = (1− α)
[
qij
l∑
k=0
pl−kij L
i,j
k+1(x0,l+1) + p
l+1
ij L
i,j
0 (x0,l+1)
]
+ αLi,jl+1(x0,l+1) (2)
Ψ˜ i,j(l, x0,l+1, α) = (1− α)
[
qij
l∑
k=1
pl−kij L
i,j
k (x0,l+1) + p
l
ijL
i,j
0 (x0,l+1)
]
+ αLi,jl+1(x0,l+1), (3)
Λi,j(l, x0,l+1, α) =Ψ
i,j(l, x0,l+1, α)− (1− α)p
l+1
ij L
i,j
0 (x0,l+1),
Λ˜i,j(l, x0,l+1, α) = Ψ˜
i,j(l, x0,l+1, α)− (1− α)p
l
ijL
i,j
0 (x0,l+1).
Next let us define on N× (×k+2i=1E)× (×
l1l2
i=1[0, 1])× (×
l1l2
i=1[0, 1]) function S, S˜:
S(k, x0,k+1, γ, δ) =
∑
i,j
γijΨ
i,j(k, x0,k+1, δij), (4)
S˜(k, x0,k+1, γ, δ) =
∑
i,j
γijΨ˜
i,j(k, x0,k+1, δij). (5)
For any Dn = {ω : Xi ∈ Bi, i = 1, 2, . . . , n}, where Bi ∈ B and any x ∈ E
define:
Px(Dn) = P(Dn|X0 = x) =
∫
×n
i=1
Bi
S˜(n− 1, x0,n, b, pi)µ(dx1,n)
For the process (1) the set of estimators for the disorder moment θ is SX –
the set of stopping times with respect to {Fn}n∈N∪{0}. The construction of the
optimal estimator is to find a stopping time τ ∗ ∈ SX such that for any x ∈ E
Px(|θ − τ
∗| ≤ d) = sup
τ∈SX
Px(|θ − τ | ≤ d), (6)
where d ∈ {0, 1, 2, ...} is fixed level of detection precision.
3 Existence of solution
In this section we are going to show that there exists solution of the problem
(6). Let us define:
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Zn=P(|θ − n| ≤ d | Fn), n = 1, 2, . . . ,
Vn=ess sup
{τ∈SX, τ≥n}
P(|θ − n| ≤ d | Fn), n = 0, 1, 2, . . .
τ0= inf{n : Zn = Vn} (7)
Notice that, if Z∞ = 0, then Zτ = P(|θ − τ | ≤ d | Fτ)for τ ∈ S
X . Because
Fn ⊆ Fτ (when n ≤ τ), we obtain
Vn=ess sup
τ≥n
P(|θ − τ | ≤ d | Fn) = ess sup
τ≥n
E(E(I{|θ−τ |≤d}|Fτ) | Fn)
= ess sup
τ≥n
E(Zτ | Fn)
The following lemma states that solution exists.
Lemma 1 Stopping time τ0 given by (7) is a solution of the problem (6).
PROOF. Applying Theorem 1 from [Bojdecki(1979)] it is enough to show
that lim
n→∞
Zn = 0. For all n, k, where n ≥ k we have:
Zn=E(I{|θ−n|≤d} | Fn) ≤ E(sup
j≥k
I{|θ−j|≤d} | Fn)
Basing on Levy’s theorem we get lim supn→∞Zn ≤ E(supj≥k I{|θ−j|≤d} | F∞)
where F∞ = σ (
⋃∞
n=1Fn). We have: lim supj≥k, k→∞ I{|θ−j|≤d} = 0 a.s. Basing
on dominated convergence theorem we get we state that
lim
k→∞
E(sup
j≥k
I{|θ−j|≤d} | F∞) = 0 a.s.
what ends the proof.
It turns out that we need at least d observations to detect disorder in optimal
way:
Lemma 2 Let τ be stopping rule in the problem (6). Then rule τ˜ = max(τ, d+
1) is at least as good as τ (in the sense of (6)).
PROOF. For τ ≥ d + 1 the rules are the same. Let us consider case when
τ < d+ 1. Then τ˜ = d+ 1 and:
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P(|θ − τ | ≤ d) =P(τ − d ≤ θ ≤ τ + d) = P(1 ≤ θ ≤ τ + d)
≤P(1 ≤ θ ≤ 2d+ 1) = P(τ˜ − d ≤ θ ≤ τ˜ + d) = P(|θ − τ˜ | ≤ d).
4 Construction of the disorder moment estimator
4.1 Function and processes
Let us fix parameters pi, b and set initial state of Xn: P(X0 = x) = 1. We
denote ϕ = (pi, b, x) and we will writePϕ(•) to emphasis that the probability of
the events defined by the process are dependent on this a priori set parameters.
Let us define the following crucial posterior processes:
Πi,jn =P
ϕ(θ ≤ n|β = (i, j),Fn) = P
ϕ(θ ≤ n|F˜ ijn ) (8)
Bi,jn =P
ϕ(β = (i, j)|Fn) (9)
where n ∈ N, i ∈ I0, j ∈ I1, F˜
i,j
n = σ(Fn, I{β=(i,j)}). Process Π
i,j
n is designed
for updating information about disorder distribution. Bi,jn in turn refreshes
information about distributions of variables β1, β2. Notice that Π
i,j
n , B
i,j
n starts
from following states: Πi,j0 = 0, B
i,j
0 = bij Dynamics of Π
i,j
n and B
i,j
n are
characterized by formulas (A.10), (A.11). The above notations hold also for
(8), (9):
Πn=
(
Π1,1n , . . . ,Π
1,l2
n , . . . ,Π
l1,1
n , . . . ,Π
l1l2
n
)
,
Bn=
(
B1,1n , . . . , B
1,l2
n , . . . , B
l1,1
n , . . . , B
l1l2
n
)
.
At the end of section let us define auxiliary functions Π·,·(·, ·, ·), Γ·,·(·, ·, ·, ·).
For x, y ∈ E, α, γij, δij ∈ [0, 1], i ∈ I0, j ∈ I1 put:
Πi,j(k, x0,n, α)=
Λi,j(k, x0,n, α)
Ψ i,j(k, x0,n, α)
(10)
Γi,j(k, x0,n, γ, δ)=
γijΨ
i,j(k, x0,n, δij)
S(k, x0,n, γ, δ)
. (11)
Let Dn = {ω : X0,n ∈ B0,n}, X0 = x and Bi ∈ B. We have
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Pϕ(θ > n, β = (i, j), Dn) =
∫
{ω:β=(i,j),Dn}
I{θ>n}dP
ϕ (12)
=
∫
B
0,n
(1− piij)p
n−1
ij L
ij
0 (x0,n)
S
i,j
n (x0,n)
bijS
i,j
n (x0,n)
Sn(x0,n)
Sn(x0,n)µ(dx1,n)
=
∫
Dn
(1− Πi,jn )B
i,j
n dP
ϕ,
where
Si,jn (x0,n) =piijL
i,j
n (x0,n) + (1− piij)p
n−1
ij L
i,j
0 (x0,n) (13)
+ (1− piij)
n∑
s=2
ps−2ij qijL
i,j
n−s+1(x0,n) = Ψ
i,j(n− 1, x0,n, piij)
and Sn(x0,n) =
∑
i,j bijS
i,j
n (x0,n) = S(n− 1, x0,n, b¯, p¯i).
5 Solution
According to Shiryayev’s methodology (see [Shiryaev(1978)] ) we are going
to find solution reducing initial problem (6) to the case of stopping Random
Markov Function with special payoff function. This will be done using posterior
processes (8)-(9).
Lemma 3 For n ≥ d+ 1
Pϕ(|θ − n| ≤ d) =

Eϕ
[
h(Xn−1−d,n,Πn, Bn)
]
, if n > d+ 1,
Eϕ
[
h˜(Πd+1, Bd+1)
]
, if n = d+ 1.
(14)
where
h(x1,d+2, γ, δ)=
∑
i,j
1− pdij + qij d+1∑
k=1
L
i,j
k (x1,d+2)
pkij L
i,j
0 (x1,d+2)
 (1− γij)δij , (15)
h˜(γ, δ)=
∑
i,j
(
1− pdij(1− γij)
)
δij , (16)
x1, ..., xd+2 ∈ E, γij, δij ∈ [0, 1], i ∈ I0, j ∈ I1.
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PROOF. Let us rewrite initial criterion as expectation:
Pϕ(|θ − n| ≤ d)=Eϕ [Pϕ(|θ − n| ≤ d | Fn)] . (17)
Let us analyze conditional probability under expectation in equation (17) using
total probability formula
Pϕ ( |θ − n| ≤ d | Fn) = P
ϕ(θ ≤ n+ d | Fn)−P
ϕ(θ ≤ n− d− 1 | Fn) (18)
=
∑
i,j
Πijn+dB
i,j
n −
∑
i,j
Πijn−d−1B
i,j
n ,
because
Pϕ(θ ≤ n+ d|Fn) =E
ϕ(Iθ≤n+d|Fn) =
∑
i,j
Eϕ(I{θ≤n+d}I{β=(i,j)}|Fn)
=
∑
i,j
Eϕ(Eϕ(I{θ≤n+d}I{β=(i,j)}|F˜
i,j
n )|Fn)
=
∑
i,j
Eϕ(I{β=(i,j)}E
ϕ(I{θ≤n+d}|F˜
i,j
n )|Fn)
=
∑
i,j
Eϕ(I{θ≤n+d}|F˜
i,j
n )E
ϕ(I{β=(i,j)}|Fn).
The last equality is a consequence of the very special form of the extended
σ-field F˜ i,jn . The random variable measurable with respect to F˜
i,j
n is also Fn
measurable. Putting n = d+1 in Lemma 5 we get Pϕ(θ ≤ n− d− 1 | Fn, β =
(i, j)) = 0, for i ∈ I0, j ∈ I1. Hence
Pϕ(|θ − n| ≤ d | Fn) =
∑
i,j
Pϕ(θ ≤ n+ d | F˜n)P
ϕ(β = (i, j) | Fn).
Lemma 4 implies thatPϕ(|θ−n| ≤ d) = Eϕ
[
h˜(Πd+1, Bd+1)
]
. Now let n > d+1.
Basing on Lemma 4 probability Pϕ(θ ≤ n + d | F˜n) is given by (A.3). From
Lemma 5 we know that Pϕ(θ ≤ n−d−1 | F˜n) is expressed by equation (A.7).
Formula (A.7) reveals connection between payoff function (14) and posterior
process at instants n and n−d−1, i.e Πi,jn , Π
i,j
n−d−1 for i ∈ I0, j ∈ I1. Dependence
on Πi,jn−d−1 can be rule out by expressing Π
i,j
n−d−1 in terms of Π
i,j
n . By Lemma 6
and (A.9) we get
9
Πi,jn−d−1=
[
(qij −Π
i,j
n )
d∑
k=0
pd−kij L
i,j
k+1(Xn−d−1,n)−Π
i,j
n p
d+1
ij L
i,j
0 (Xn−d−1,n)
]
(19)
×
[
(1−Πi,jn )
(
qij
d∑
k=0
pd−kij L
i,j
k+1(Xn−d−1,n)− L
i,j
d+1(Xn−d−1,n)
)
−Πi,jn p
d+1
ij L
i,j
0 (Xn−d−1,n)
]−1
The result (19) and formula (A.7) lead us to:
Pϕ ( θ ≤ n− d− 1 | Fn, β = (i, j)) (20)
=
pd+1ij L
i,j
0 (Xn−d−1,n)Π
i,j
n − qij
∑d
k=0 p
d−k
ij L
i,j
k+1(Xn−d−1,n)(1−Π
i,j
n )
pd+1ij L
i,j
0 (Xn−d−1,n)
.
Applying equations (A.3) and (20) in formula (18) we get the thesis.
Notice that for n ≥ d + 1 function h under expectation in (14) depends on
process ηn = (Xn−d−1,n,Πn, Bn). It turns out that {ηn} is Markov Random
Function (see Lemma 8 in Appendix A). We do not care about {ηn} for n <
d+1. It is a consequence of discussion in Lemma 2 which leads to the conclusion
that under the considered payoff function (criterion) it is not optimal to stop
before instant d + 1. The decision maker can start his decision based on at
least d+ 1 observations X1, . . . , Xd+1.
Lemmata 3 and 8 imply that initial problem can be reduced to the optimal
stopping of Markov Random Function (ηn,Fn,P
ϕ
y )
∞
n=1, where y = (xn−d−1,n, γ, δ) ∈
Ξ = Ed+2× [0, 1]l1l2× [0, 1]l1l2 with payoff described by (15). However, the new
problem is no longer homogeneous one as it is emphasized by the definition
of y. It is a consequence of the fact that the process {ηn} for n < d + 1 has
formally different structure than for n ≥ d+1. Thus, the payoffs for instances
n ≤ d + 1 are different. Lemma 8 gives a justification to work with the ho-
mogeneous part of the process in construction the optimal estimator of the
disorder moment.
To solve the maximization problem (14), for any Borel function u : Ξ −→ ℜ
let us define operators:
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Tu(x1,d+2, γ, δ) =E
ϕ
(x
1,d+2,γ,δ)
[
u(Xn−d,n+1,Πn+1, Bn+1)
]
=Eϕ
[
u(Xn−d,n+1,Πn+1, Bn+1) | (Xn−d−1,n,Πn, Bn) = (x1,d+2, γ, δ)
]
,
Qu(x1,d+2, γ, δ) =max{u(x1,d+2, γ, δ),Tu(x1,d+2, γ, δ)}.
Operators T andQ act on function h and they determine the shape of optimal
stopping rule τ ⋆. Recursive formulas are given by Lemma 9, which is presented
in Appendix A. Lemma 9 characterizes structure of sequence of functions
sk(x1,d+2, γ, δ), where x ∈ E
d+2, γ, δ ∈ [0, 1]l1l2 , which is used in the theorem
stated below.
Theorem 1 The solution of problem (6) is the following stopping rule:
τ∗=

inf
{
n ≥ d+ 2 : (Xn−1−d,n,Πn, Bn) ∈ D
⋆
}
, if h˜(Πd+1, Bd+1) < s
∗(X1,d+2,Πd+2, Bd+2),
d+ 1, if h˜(Πd+1, Bd+1) ≥ s
∗(X1,d+2,Πd+2, Bd+2),
(21)
where the stopping area D⋆:
D⋆ =
 (x1,d+2, γ, δ) ∈ Ξ : h(x1,d+2, γ, δ) ≥ s∗(x1,d+2, γ, δ)
,
and s∗(x1,d+2, γ, δ) = limk−→∞ sk(x1,d+2, γ, δ).
PROOF. First let us consider subproblem of finding the optimal rule τ˜ ⋆ ∈
FXd+2:
Eϕ
[
h(X τ˜⋆−d−1,τ˜⋆ ,Πτ˜⋆ , Bτ˜⋆)
]
= sup
τ∈FX
d+2
Eϕ
[
h(Xτ−d−1,τ ,Πτ , Bτ )
]
. (22)
Then, basing on Lemmata 1, 2 and according to optimal stopping theory (see
[Shiryaev(1978)]) it is known that τ0 defined by (7) can be expressed as
τ0 = inf{n ≥ d+ 2 : h(Xn−1−d,n,Πn, Bn) ≥ h
∗(Xn−1−d,n,Πn, Bn)},
where h∗(x1,d+2, γ, δ) = limk−→∞Q
kh(x1,d+2, γ, δ). The limit exists according
to the Lebesgue’s theorem and structure of functions h and sk. Lemma 9
implies that:
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τ0= inf
{
n ≥ d+ 2 : h(Xn−1−d,n,Πn, Bn)
≥ max
{
h(Xn−1−d,n,Πn, Bn), s
∗(Xn−1−d,n,Πn, Bn)
}}
= inf
{
n ≥ d+ 2 : h(Xn−1−d,n,Πn, Bn) ≥ s
∗(Xn−1−d,n,Πn, Bn)
}
.
According to optimality principle rule τ˜ ∗ solves maximization problem of (14)
if only at n = d + 1 the payoff h˜ will be smaller than expected payoff in
successive periods (for n > d+ 1). Thus, another words:
τ ⋆ = τ˜ ∗, if h˜(X0,d+1,Πd+1, Bd+1) < s
∗(X1,d+2,Πd+2, Bd+2). (23)
In opposite case τ ⋆ = d+ 1. This ends the proof of formula (21).
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A Lemmata
In appendix we present useful formulae and lemmata which help to obtain
solution of problem (6).
Remark 1 For n ≥ l ≥ 0, k > 0, i ∈ I0, j ∈ I1, on the set {ω : X0,l ∈
A0,l, A0 = {x}, Ai ∈ Fi, i ≤ l} the following equations hold:
Pϕ ( θ = n + k | X0,l ∈ A0,l, β = (i, j), θ > n)
=

pk−1ij qij , if n, k > 0,
piij , if n = 0, k = 1,
(1− piij)p
k−2
ij qij , if n = 0, k > 1,
Remark 2 (1) The simple consequence of the formula (A.1) we get
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Pϕ ( θ > n + k | X0,l ∈ A0,l, β = (i, j), θ > n)
=

pkij, if n, k > 0,
(1− piij)p
k−1
ij , if n = 0, k > 0.
(A.1)
(2) Formula (A.1) for k = 1 is given by:
Pϕ ( θ 6= n + 1 | X0,l ∈ A0,l, β = (i, j), θ > n)
=Pϕ(θ > n+ 1 | X0,l ∈ A0,l, β = (i, j), θ > n)
=

pij, if n > 0,
(1− piij), if n = 0.
(A.2)
Lemma 4 For n > 0, k ≥ 0, i ∈ I0, j ∈ I1 the following equation is satisfied:
Pϕ(θ ≤ n+ k | F˜n) = 1− p
k
ij(1− Π
i,j
n ). (A.3)
PROOF. We are going to show equality on the set {ω : X0,n ∈ B0,n, B0 =
{x}}
Pϕ(θ > n + k,X0,n ∈ B0,n, β = (i, j)) =
∫
{ω:X
0,n∈B0,n,β=(i,j)}
I{ω:θ>n+k}dP
ϕ (A.4)
=
∫
{ω:X
0,n∈B0,n,β=(i,j)}
Eϕ(I{ω:θ>n+k}|F˜n)dP
ϕ
=
∫
{ω:X
0,n∈B0,n}
Eϕ(I{ω:β=(i,j)}E
ϕ(I{ω:θ>n+k}|F˜n)|Fn)dP
ϕ.
By direct computation calculation we get
Pϕ(θ > n + k,X0,n ∈ B0,n, β = (i, j)) (A.5)
=
∫
B
0,n
∞∑
s=n+k+1
(1− piij)qijbijp
s−2
ij L
ij
0 (x0,n)µ(dx0,n)
=pkij
∫
B
0,n
(1− piij)bijp
n−1
ij L
ij
0 (x0,n)
S
i,j
n (x0,n)
Si,jn (x0,n)
Sn(x0,n)
Sn(x0,n)µ(dx0,n)
=pkij
∫
{ω:X
0,n∈B0,n}
I{ω:θ>n}I{ω:β=(i,j)}dP
ϕ = pkij
∫
{ω:X
0,n∈B0,n}
(1− Πi,jn )B
i,j
n dP
ϕ
=pkij
∫
{ω:X
0,n∈B0,n}
Pϕ(β = (i, j)|Fn)P
ϕ(θ > n|F˜n)dP
ϕ (A.6)
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Henceforth we have
Eϕ(I{ω:β=(i,j)}E
ϕ(I{ω:θ>n+k}|F˜n)|Fn) = p
k
ijP
ϕ(β = (i, j)|Fn)P
ϕ(θ > n|F˜n).
Comparison of (A.4) and (A.5) implies A.3 and this ends the proof of lemma.
Lemma 5 For n > k ≥ 0, i ∈ I0, j ∈ I1 it is true that
Pϕ(θ ≤ n− k − 1 | F˜n) = 1− (1−Π
i,j
n )
(
1 + qij
k+1∑
s=1
L
i,j
s (Xn−s+1,n)
psijL
i,j
0 (Xn−s+1,n
)
. (A.7)
PROOF. If n = k + 1 then
Pϕ(θ ≤ n− k − 1 | F˜n) = P
ϕ(θ ≤ 0 | F˜k+1) = 0.
Because of the fact that θ > 0 a.s.:
Πi,jn−k−1 = Π
i,j
0 = P
ϕ(θ ≤ 0 | F˜0) = 0. (A.8)
Hence formula (A.7) holds. The case where n > k + 1 we have
Pϕ(θ > n− k − 1 | F˜n) = P
ϕ(θ > n | F˜n) +
k+1∑
s=1
Pϕ(θ = n− s | F˜n).
On the set Dn = {ω : β = (i, j), X0,n ∈ B0,n, B0 = {x}} we have
Pϕ(θ = n− s,Dn)=
∫
Dn
I{θ=n−s}dP
ϕ =
∫
Dn
Pϕ(θ = n− s|F˜n)dP
ϕ
=
∫
×n
r=1
Br
(1− piij)p
n−s−2
ij qijbijL
i,j
s+1(xn−s,n)dµ(x0,n)
=
∫
×n
r=1
Br
qijL
i,j
s+1(xn−s,n)
ps+1ij L
i,j
0 (xn−s,n)
(1− piij)p
n−1
ij bijL
i,j
0 (x0,n)
S
i,j
n (x0,n)
Si,jn (x0,n)
Sn(x0,n)
Sn(x0,n)dµ(x0,n)
= pkij
∫
{ω:X
0,n∈B0,n}
qijL
i,j
s+1(Xn−s,n)
ps+1ij L
i,j
0 (Xn−s,n)
(1− Πijn )B
i,j
n dP
ϕ.
Therefore
Pϕ(θ = n− s|F˜n) =
qijL
i,j
s+1(Xn−s,n)
ps+1ij L
i,j
0 (Xn−s,n)
(1−Πi,jn )
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and
Pϕ(θ > n− k − 1|F˜n) =
1 + qij k∑
s=0
L
i,j
s+1(Xn−s,n)
ps+1ij L
i,j
0 (Xn−s,n)
 (1−Πi,jn ).
Lemma 6 For n > l ≥ 0, i ∈ I0, j ∈ I1 following equation holds:
Πi,jn =

Πi,j(l, Xn−l−1,n,Π
i,j
n−l−1),if n > l + 1,
Λ˜(l,Xn−l−1,n,πij)
Ψ˜ i,j(l,X0,l+1,πij)
, if n = l + 1.
(A.9)
Remark 3 In particular, taking l = 0, we get equation characterizing ”one-
step” dynamics of the process Πi,jn :
Πi,jn =

f
1,j
Xn−1
(Xn)(qij+pijΠ
i,j
n−1)
f
1,j
Xn−1
(Xn)(qij+pijΠ
i,j
n−1)+f
0,i
Xn−1
(Xn)pij(1−Π
i,j
n−1)
, if n > 1,
f
1,j
X0
(X1)πij
f
1,j
X0
(X1)πij+f
0,i
X0
(X1)(1−πij )
, if n = 1,
(A.10)
with initial condition Πi,j0 = 0.
Remark 4 For l > 0 recursive structure defined in equation (A.9) requires
vector of initial states Πi,j0 ,Π
i,j
1 , . . . ,Π
i,j
l . State Π
i,j
0 is given above. To obtain
remaining states Πi,j1 , . . . ,Π
i,j
l it is enough to apply formula (A.10).
PROOF. (of Lemma 6) Condition Πij0 = 0 has been shown in lemma 5
(equation (A.8)). We have following recursive relation;
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S
i,j
n−s−1(x0,n−s−1)Ψ
i,j(xn−s−1,n,Π
i,j(n− s, xn−s−1,n, πij))
= Si,jn−s−1(x0,n−s−1)Π
i,j
n−s−1Ll+1(xn−s−1,n) + Sn−s−1(x0,n−s−1)(1 −Π
i,j
n−s−1)
×
[
qij
s∑
k=0
ps−kij Lk+1(xn−s−1,n) + p
s+1
ij L0(xn−s−1,n)
]
=
(
πijL
i,j
n−s(x0,n−s−1) + (1− πij)qij
n−s−1∑
k=1
pk−1ij Ln−s−k(x0,n−s−1)
)
Ls+1(xn−s−1,n)
+(1− πij)p
n−s−1
ij L0(x0,n−s−1)
(
l∑
k=0
ps−kij qijLk+1(xn−s−1,n) + p
s+1
ij L0(xn−s−1,n)
)
= πijL
i,j
n (x0,n) + (1− πij
[ n−s−1∑
k=1
pk−1ij qijLn−k+1(X0,n)
+
s∑
k=0
pn−k−1ij qijLk+1(x0,n) + p
n
ijL0(X0,n)
]
= πijL
i,j
n (x0,n) + (1− πij)
[ n−s−1∑
k=1
pk−1ij qijLn−k+1(X0,n)
+
n∑
k=n−s
pk−1ij qijLn−k+1(X0,n) + p
n
ijL0(X0,n)
]
= πijL
i,j
n (x0,n) + (1− πij)
[
n∑
k=1
pk−1ij qijLn−k+1(X0,n) + p
n
ijL0(X0,n)
]
= Si,jn (x0,n).
Now, on the set Dn = {ω : X0,n ∈ B0,n}, X0 = x and Bi ∈ B we have by (12):
P(θ > n, β = (i, j),Dn) =
∫
{β=(i,j),Dn}
I{θ>n}dP
ϕ =
∫
{β=(i,j),Dn}
Pϕ(θ > n|F˜n)dP
ϕ
=
∫
B
0,n
ps−1ij L
ij
0 (xn−s−1,n)
Ψ i,j(n− s, xn−s−1,n,Π
i,j(n− s, xn−s−1,n, πij))
×
(1− πij)p
n−s−2
ij L
i,j
0 (x0,n−s−1)
S
i,j
n−s−1(x0,n−s−1)
bijS
i,j
n−s−1(x0,n−s−1)
Sn(x0,n)
Sn(x0,n)µ(dx1,n)
=
∫
Dn
ps−1ij L
ij
0 (Xn−s−1,n)
Ψ
i,j
n−s−1(Xn−s−1,n,Π
i,j
n−s−1)
(1−Πi,jn−s−1)B
i,j
n dP
ϕ.
This follows
Pϕ(θ > n|F˜n) =
ps−1ij L
ij
0 (Xn−s−1,n)
Ψi,jn−s−1(Xn−s−1,n,Π
i,j
n−s−1)
(1−Πi,jn−s−1).
In the case where n = s+ 1 the proof is similar.
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Lemma 7 For n > 0, i ∈ I0, j ∈ I1 we have
Bi,jn =

Γi,j(0, Xn−1,n, Bn−1,Πn−1), if n > 1,
b
i,j
n−1
Ψ˜ i,j(0,X
0,1,πij)
S˜(0,X
0,1,b,π)
, if n = 1.
(A.11)
with condition Bi,j0 = bij.
PROOF. First, let us verify the initial condition:
B
i,j
0 = P
ϕ(β = (i, j) | F0) = P
ϕ(β = (i, j)) = bij .
Let n > 1. Let us consider formula (A.11) on the set Dn = {ω : X0,n ∈
B0,n;B0 = {x}, Bi ∈ B for 1 ≤ i ≤ n}:
Pϕ(β = (i, j), X0,n ∈ B0,n) =
∫
Dn
I{β=(ij)}dP
ϕ =
∫
Dn
Eϕ(I{β=(ij)}|Fn)dP
ϕ
=
∫
B
1,n
bijS
i,j
n (x0,n)
Sn(x0,n)
Sn(x0,n)µ(dx1,n)
=
∫
Dn
bijS
i,j
n (X0,n)
Sn(X0,n)
dPϕ. (A.12)
Taking into account the formulae (13), (2), (4) and (11) we have gotten (A.11)
for n > 1. The case n = 1 is a consequence of (A.12) and (11) with (3) and
(5).
Lemma 8 Let ηn = (Xn−d−1,n,Πn, Bn), where n ≥ d+1. System (ηn,Fn,P
ϕ
y )
is Markov Random Function.
PROOF. It is enough to show that ηn+1 is a function of ηn and variable Xn+1
as well as that conditional distribution of Xn+1 given Fn depends only on ηn
(see [Shiryaev(1978)]).
For x1, ..., xd+2, y ∈ E, γij, δij ∈ [0, 1], i ∈ I0, j ∈ I1 let us consider the following
function
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ϕ ( x1,d+2, γ, δ, y)
=
(
x2,d+2, y,Π
1,1(0, xd+2, y, δ11), . . . ,Π
1,l2(0, xd+2, y, δ1l2), . . . ,
Πl1,1(0, xd+2, y, δl11), . . . ,Π
l1,l2(0, xd+2, y, δl1l2),
Γ1,1(0, xd+2, y, γ, δ), . . . ,Γ
1,l2(0, xd+2, y, γ, δ), . . . ,
Γl1,1(0, xd+2, y, γ, δ), . . . ,Γ
l1,l2(0, xd+2, y, γ, δ)
)
.
We will show that ηn+1 = ϕ(ηn, Xn+1). Using formulas (A.10) and (A.11) we
express Πi,jn+1 as a function of Π
i,j
n and B
i,j
n+1 as a function B
i,j
n . Then:
ϕ ( ηn,Xn+1)
=ϕ(Xn−d−1,n,Πn, Bn,Xn+1)
=
(
Xn−d,n,Xn+1,Π
1,1(0,Xn,n+1,Π
1,1
n ), . . . ,Π
1,l2(0,Xn,n+1,Π
1,l2
n ), . . . ,
Πl1,1(0,Xn,n+1,Π
l1,1
n ), . . . ,Π
l1,l2(0,Xn,n+1,Π
l1,l2
n ),
Γ1,1(0,Xn,n+1, Bn,Πn), . . . ,Γ
1,l2(0,Xn,n+1, Bn,Πn), . . . ,
Γl1,1(0,Xn,n+1, Bn,Πn), . . . ,Γ
l1,l2(0,Xn,n+1, Bn,Πn)
)
.
= (Xn−d,n+1,Πn+1, Bn+1) = ηn+1.
Let us consider now the conditional expectation u(Xn+1) under the condition
of σ -field Fn, for Borel function u : E −→ ℜ. Applying equation (A.3) (k = 1)
we get:
Eϕ(u(Xn+1) | Fn)=
∑
i,j
Eϕ(u(Xn+1)I{β=(i,j)} | Fn) (A.13)
=
∑
i,j
Eϕ(u(Xn+1)I{θ≤n+1}I{β=(i,j)} | Fn)
+
∑
i,j
Eϕ(u(Xn+1)I{θ>n+1}I{β=(i,j)} | Fn)
=
∑
i,j
Bi,jn
[
Eϕ
(
pij
∫
E
u(y)(1− Πi,j(0, y,Πi,jn ))f
0,i
Xn
(y)µ(dy) | Fn
)
+Eϕ
(∫
E
u(y)(qij + pijΠ
i,j(0, y,Πi,jn ))f
1,j
Xn
(Xn+1)µ(dy) | Fn
)]
We see that conditional distribution of Xn+1 given Fn depends only on
component of ηn what ends the proof.
Lemma 9 Let
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sk(x1,d+2, γ, δ) =
T Q
kh(x1,d+2, γ, δ), if k ≥ 1,
T h(x1,d+2, γ), if k = 0.
(A.14)
Then, for function h(x1,d+2, γ, δ) given by (15) and k ≥ 1, following equalities
hold:
Qkh ( x1,d+2, γ, δ)
= max
∑
i,j
(
1− pdij + qij
d+1∑
m=1
L
i,j
m (x1,d+2)
pmijL
i,j
0 (x1,d+2)
)
(1− γij)δij , sk−1(x1,d+2, γ, δ)
 ,
sk ( x1,d+2, γ, δ)
=
∫
E
max
{∑
i,j
(
1− pdij + qij
d+1∑
m=1
L
i,j
m (x1,d+3)
pmijL
i,j
0 (x1,d+3)
)
f0,ixd+2(xd+3)pij(1− γij)δij ,
sk−1(x2,d+3, γ, p ◦ f̂
0
xd+2
(xd+3) ◦ δ)
}
µ(dxd+3),
where:
s0(x1,d+2, γ, δ)=
∑
i,j
1− pdij + qij d+1∑
m=1
L
i,j
m−1(x2,d+2)
pmijL
i,j
0 (x2,d+2)
 pij(1− γij)δij .(A.15)
Moreover for k ≥ 0 and vector ηn+1 = (Xn−d,n+1,Πn+1, Bn+1), function sk
has the property:
sk(Xn−d,n+1,Πn+1, Bn+1) =
sk(Xn−d,n+1,Πn, p ◦ f̂
0
Xn
(Xn+1) ◦Bn)
S(0, Xn,n+1, Bn,Πn)
. (A.16)
PROOF. Notice that lemmas 6, 7, formulas (A.10) i (A.11) enable us to
rewrite function h(Xn−d,n+1,Πn+1, Bn+1) in the following way:
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h ( Xn−d,n+1,Πn+1, Bn+1) (A.17)
=
∑
i,j
(
1− pdij + qij
d+1∑
m=1
L
i,j
m (Xn−d,n+1)
pmijL
i,j
0 (Xn−d,n+1)
)
(1−Πi,jn+1)B
i,j
n+1
=
∑
i,j
(
1− pdij + qij
d+1∑
m=1
L
i,j
m (Xn−d,n+1)
pmijL
i,j
0 (Xn−d,n+1)
)
(1−Πi,j(0,Xn,n+1,Π
i,j
n ))
×Γi,j(0,Xn,n+1, Bn,Πn)
=
∑
i,j
(
(1− pdij)pij(1−Π
i,j
n )B
i,j
n
S(0,Xn,n+1, Bn,Πn)
f
0,i
Xn
(Xn+1)
+qij
d+1∑
m=1
L
i,j
m−1(Xn−d,n)
pmijL
i,j
0 (Xn−d,n)
pij(1−Π
i,j
n )B
i,j
n
S(0,Xn,n+1, Bn,Πn)
f
1,j
Xn
(Xn+1)
)
.
Using definition of operatorT, equation (A.17), for k = 0 and (Xn−1−d,n,Πn, Bn) =
(x1,d+2, γ, δ) we get
s0(x1,d+2, γ, δ) =E
ϕ(h(Xn−d,n,Xn+1,Πn+1, Bn+1)|Fn) (A.18)
=
∫
E
h(Xn−d,n, y,Πn+1, Bn+1)S(0,Xn, y,Bn,Πn)µ(dy)
=
∑
i,j
∫
E
(1− pdij)pij(1−Π
i,j
n )B
i,j
n f
0,i
Xn
(y)µ(dy)
+
∑
i,j
∫
E
qij
d+1∑
m=1
L
i,j
m−1(Xn−d,n)
pmijL
i,j
0 (Xn−d,n)
pij(1−Π
i,j
n )B
i,j
n f
1,j
Xn
(y)µ(dy)
=
∑
i,j
(
1− pdij + qij
d+1∑
m=1
L
i,j
m−1(Xn−d,n)
pmijL
i,j
0 (Xn−d,n)
)
pij(1−Π
i,j
n )B
i,j
n
=
∑
i,j
(
1− pdij + qij
d+1∑
m=1
L
i,j
m−1(x2,d+2)
pmijL
i,j
0 (x2,d+2)
)
pij(1− γij)δij .
Hence, applying equations (A.10) and (A.11) one more time we end with
s0 ( Xn−d,n+1,Πn+1, Bn+1)
=
∑
i,j
1− pdij + qij d+1∑
m=1
L
i,j
m−1(Xn−d+1,n+1)
pmijL
i,j
0 (Xn−d+1,n+1)
 pij(1−Πi,jn )pijf 0,iXn(Xn+1)Bi,jn
S(0, Xn,n+1, Bn,Πn)
=
s0(Xn−d,n+1,Πn, p ◦ f̂
0
Xn
(Xn+1) ◦Bn)
S(0, Xn,n+1, Bn,Πn)
.
If k = 1, then by definition of Q:
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Qh(x1,d+2, γ, δ) =max
{∑
i,j
(
1− pdij + qij
d+1∑
m=1
L
i,j
m (x1,d+2)
pmijL
i,j
0 (x1,d+2)
)
(1 − γij)δij ,(A.19)
s0(x1,d+2, γ, δ)
}
.
Now, for (Xn−1−d,n,Πn, Bn) = (x1,d+2, γ, δ), taking into account link between
Πi,jn−1 and Π
i,j
n as well as between B
i,j
n−1 and B
i,j
n given by (A.10) and (A.11),
we get with the support of (A.13):
s1(x1,d+2, γ, δ) =E
ϕ
[
max{h(Xn−d,n,Xn+1,Πn+1, Bn+1), (A.20)
s0(Xn−d,n,Xn+1,Πn+1, Bn+1)} | Fn
]
=
∫
E
max
∑
i,j
(
1− pdij + qij
d+1∑
m=1
L
i,j
m (Xn−d,n, y)
pmijL
i,j
0 (Xn−d,n, y)
)
f
0,i
Xn
(y)pij(1−Π
i,j
n )B
i,j
n
S(0,Xn, y,Bn,Πn)
,
s0(Xn−d,n, y,Πn, p ◦ f̂
0
Xn
(y) ◦Bn)
S(0,Xn, y,Bn,Πn)
}
S(0,Xn, y,Bn,Πn)µ(dy)
=
∫
E
max
∑
i,j
(
1− pdij + qij
d+1∑
m=1
L
i,j
m (x2,d+2, y)
pmijL
i,j
0 (x2,d+2, y)
)
f0,ixd+2(y)pij(1− γij)δij ,
= s0(x2,d+2, y, γ, p ◦ f̂
0
xd+2
(y) ◦ δ)
}
µ(dy).
Basing on (A.20) with the help of (A.10) and (A.11) let us verify formula
(A.16):
s1(Xn−d,n+1,Πn+1, Bn+1)
=
∫
E
max
{∑
i,j
(
1− pdij + qij
d+1∑
m=1
L
i,j
m (Xn−d+1,n+1, y)
pmijL
i,j
0 (Xn−d+1,n+1, y)
)
f
0,i
Xn+1
(y)pij(1−Π
i,j
n+1)B
i,j
n+1,
s0(Xn+1−d,n+1, y,Πn+1, p ◦ f̂
0
Xn+1
(y) ◦Bn+1)
}
µ(dy)
=
∫
E
max
∑
i,j
(
1− pdij + qij
d+1∑
m=1
L
i,j
m (Xn−d+1,n+1, y)
pmijL
i,j
0 (Xn−d+1,n+1, y)
)
f
0,i
Xn+1
(y)pij(1−Π
i,j
n )B
i,j
n f
0,i
Xn
(Xn+1)pij
S(0,Xn,n+1, Bn,Πn)
,
∑
i,j
(
1− pdij + qij
d+1∑
m=1
L
i,j
m (Xn−d+2,n+1, y)
pmijL
i,j
0 (Xn−d+2,n+1, y)
)
pij(1−Π
i,j
n )pijf
0,i
Xn
(Xn+1)pijf
0,i
Xn+1
(y)Bi,jn
S(0,Xn,n+1, Bn,Πn)
µ(dy)
=
s1(Xn−d,n+1,Πn, p ◦ f̂
0
Xn
(Xn+1) ◦Bn)
S(0,Xn,n+1, Bn,Πn)
.
Suppose that lemma 9 holds for some k > 1. We will show that equations
characterizing Qk+1h and sk+1 are true and that condition (A.16) for sk+1 is
satisfied. It follows from definition of operator Qk+1 that:
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Qk+1h ( x1,d+2, γ, δ) (A.21)
=max
{∑
i,j
1− pdij + qij d+1∑
m=1
Li,jm (x1,d+2)
pmijL
i,j
0 (x1,d+2)
 (1− γij)δij ,
sk(x1,d+2, γ, δ)
}
.
Given (Xn−1−d,n,Πn, Bn) = (x1,d+2, γ, δ) and basing on inductive assumption
we have also:
sk+1(x1,d+2, γ, δ) =E
ϕ
[
max
{
h(Xn−d,n,Xn+1,Πn+1, Bn+1), (A.22)
sk(Xn−d,n,Xn+1,Πn+1, Bn+1)
}
| Fn
]
=
∫
E
max
∑
i,j
(
1− pdij + qij
d+1∑
m=1
L
i,j
m (Xn−d,n, y)
pmijL
i,j
0 (Xn−d,n, y)
)
f
0,i
Xn
(y)pij(1−Π
i,j
n )B
i,j
n
S(0,Xn, y,Bn,Πn)
,
sk(Xn−d,n, y,Πn, p ◦ f̂
0
Xn
(y) ◦Bn)
S(0,Xn, y,Bn,Πn)
}
S(0,Xn, y,Bn,Πn)µ(dy)
=
∫
E
max
∑
i,j
(
1− pdij + qij
d+1∑
m=1
L
i,j
m (Xn−d,n, y)
pmijL
i,j
0 (Xn−d,n, y)
)
f
0,i
Xn
(y)pij(1−Π
i,j
n )B
i,j
n ,
sk(Xn−d,n, y,Πn, p ◦ f̂
0
Xn
(y) ◦Bn)
}
µ(dy)
=
∫
E
max
∑
i,j
(
1− pdij + qij
d+1∑
m=1
L
i,j
m (x2,d+2, y)
pmijL
i,j
0 (x2,d+2, y)
)
f0,ixd+2(y)pij(1− γij)δij ,
sk(x2,d+2, y, γ, p ◦ f̂
0
xd+2
(y) ◦ δ)
}
µ(dy).
Finally, using(A.22) we obtain:
sk+1 ( Xn−d,n+1,Πn+1, Bn+1)
=
∫
E
max
∑
i,j
(
1− pdij + qij
d+1∑
m=1
L
i,j
m (Xn−d+1,n+1, y)
pmijL
i,j
0 (Xn−d+1,n+1, y)
)
f
0,i
Xn+1
(y)pij(1−Π
i,j
n+1)B
i,j
n+1,
sk(Xn+1−d,n+1, y,Πn+1, p ◦ f̂
0
Xn+1
(y) ◦Bn+1)
}
µ(dy)
=
∫
E
max
∑
i,j
(
1− pdij + qij
d+1∑
m=1
L
i,j
m (Xn−d+1,n+1, y)
pmijL
i,j
0 (Xn−d+1,n+1, y)
)
f
0,i
Xn+1
(y)pij(1−Π
i,j
n )B
i,j
n f
0,i
Xn
(Xn+1)pij
S(0,Xn,n+1, Bn,Πn)
,
sk(Xn+1−d,n+1, y,Πn, p ◦ f̂
0
Xn+1
(y) ◦ p ◦ f̂0Xn(Xn+1) ◦Bn)
S(0,Xn,n+1, Bn,Πn)
}
µ(dy)
=
sk+1(Xn−d,n+1,Πn, p ◦ f̂
0
Xn
(Xn+1) ◦Bn)
S(0,Xn,n+1, Bn,Πn)
,
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