Although people's outlook on the future tends to be characterized by hope and optimism, over time this outlook often becomes more dire. We review multiple theoretical accounts of this tendency to "sober up" as feedback about outcomes draws near, and we explicate factors critical to promoting these temporal declines in expectations. We then meta-analytically test the impact of these factors on temporal shifts in people's expectations about self-relevant outcomes. The findings reveal a robust and ubiquitous tendency to lower one's expectations as the moment of feedback draws near and implicate multiple contributing processes (declining control, changing accountability pressures, construal level changes, and affect management concerns) as important for this shift. Furthermore, the results reveal important differences in the methodological approaches used to examine temporal shifts in predictions and suggest that timing of predictions relative to outcomes and feedback plays a critical role in the nature of the phenomenon. Overall, the analysis reveals an important exception to positive illusions about the future and suggests that a time-sensitive turn toward pessimism has adaptive functions.
People's tendency to change their expectations as "the moment of truth" draws near has been the target of over 2 decades of research, with the first published study on the topic appearing almost 40 years ago (Nisan, 1972) . Since then, research has documented downward temporal shifts in predictions of starting salaries (Shepperd, Ouellette, & Fernandez, 1996) , corporate earnings forecasts (Calderon, 1993) , score estimates for various reasoning tests (Gilovich, Kerr, & Medvec, 1993; Sanna, 1999; Savitsky, Medvec, Charlton, & Gilovich, 1998) , driving test expectations (McKenna & Myers, 1997) , performance expectations in a mock job interview (Sweeny, Shepperd, & Carroll, 2009) , and medical test expectations (K. M. Taylor & Shepperd, 1998) .
Collectively, these studies suggest a tendency for people to lower their expectations as the point of feedback approaches. This time-triggered pessimism stands in stark contrast to strong optimistic tendencies typically characterizing people's outlooks (e.g., Krizan & Windschitl, 2007; Peterson, 2000; S. E. Taylor & Brown, 1988) . Moreover, people's apparent willingness to reduce or even relinquish their optimistic outlook seems nearly unbelievable in light of optimism's affective, social, and behavioral benefits (Armor et al., 2008; Bandura, 1982; Oettingen & Gollwitzer, 2009; Pezzo, Pezzo, & Stone, 2006 ; S. E. Taylor & Brown, 1988; Tyler & Rosier, 2009 ).
However, the psychological and behavioral consequences of expectations about personal outcomes are complex (Oettingen & Gollwitzer, 2009; Olson, Roese, & Zanna, 1996; . Prior to an event or performance, expectations can either undermine or motivate efforts to improve outcomes. For example, some people harness low expectations to motivate themselves to perform well, while others harness their high expectations to motivate goal achievement (Oettingen, Pak, & Schnetter, 2001; Spencer & Norem, 1996) . In both cases, expectations are not merely a reflection of efforts to prepare for an upcoming performance but instead serve as an effective motivating force. Following a performance (but preceding feedback), lowering expectations can mitigate stress and anxiety about upcoming feedback (Shepperd, Grace, Cole, & Klein, 2005) and can reduce disappointment following such feedback (Krizan, Miller, & Johar, 2010; Shepperd & McNulty, 2002; . Furthermore, these reactions can undermine or motivate intentions to perform better in the future, depending on whether outcomes exceed or fall short of expectations (Sweeny, Dillard, & Fox, 2011) .
Despite numerous empirical demonstrations of temporal declines in expectations and their psychological consequences, no systematic examination of the nature and sources of these timespecific changes currently exists. The goal of our article is to rectify this omission. Hereafter, we refer to declines in expectations toward the moment of truth as sobering up, or for ease, simply sobering. Webster's New College Dictionary (Severynse, 1995) defines sober as, among more obvious definitions, "subdued; devoid of frivolity, exaggeration, or speculative imagina-tion" (p. 1046). We have selected this term because it vividly captures temporal declines in lofty, high expectations while remaining mute with respect to the causes of these declines. We also intend this term to be agnostic with regard to a comparison between expectations and reality (i.e., one's eventual outcomes). Research on temporal declines in expectations has examined changes in expectations over time regardless of whether these changes reflect unrealistic optimism, realism, or unrealistic pessimism. To draw a statistical analogy, sobering captures a downward slope in expectations without comment on the intercept of the line. Although the definition of sober as "devoid of . . . exaggeration" implies that initial expectations were unrealistically high, we use the term more generally to indicate a shift from a relatively high initial prediction toward a more modest later prediction.
In this article, we first describe a variety of approaches by which researchers have examined sobering. We argue that understanding the differences between these approaches is critical to an adequate understanding of the phenomenon and its causal factors. Next, informed by these differences, we present distinct theoretical accounts of sobering suggested by prior empirical and theoretical work. Drawing from these accounts, we present hypotheses regarding moderators of sobering that anticipate when and why sobering is most likely to manifest. We then examine these hypotheses meta-analytically. Following the meta-analysis, we synthesize the main findings, identify critical questions that remain unanswered, and outline key avenues for further research.
Sobering Up Over Time
Researchers have used many diverse methods and measures to capture the phenomenon of shifts in predictions over time. Most notably, some studies examine shifts in predictions prior to a performance or a personally relevant event (e.g., a course exam, intelligence test, medical test, etc., hereafter simply referred to as a performance), whereas others examine shifts following a performance but prior to feedback (i.e., learning the outcome of the performance; Figure 1 ). Furthermore, some studies examine shifts in predictions over time within the same participants (employing a within-subjects design), whereas others compare the predictions of people who are distant from versus people who are near to a performance or performance feedback (employing a betweensubjects design). These studies also vary in the setting of the study, the domain of the performance, and how they measure predictions. Any study that contrasts predictions made at two or more time points prior to performance feedback has the potential to capture temporal changes in expectations and is thus considered in our analysis of sobering over time. However, as we discuss shortly, the above mentioned differences are likely to have both methodological and theoretical consequences for understanding of this phenomenon, and these consequences have so far gone unaddressed.
Although this diversity of methods and measures presents a golden opportunity to compare the extent to which people shift their predictions under a variety of contextual and methodological conditions, more often these studies are lumped together with little attention to their differences. Perhaps the most critical variation within this literature, and one that the literature has failed to acknowledge or address, is between studies that examine predictions before a performance during preparation and studies that examine predictions following a performance as people simply await feedback. One classic (and fairly typical) study of sobering prior to a performance examined students' predictions of their exam scores on the first day of class and then again on the day of the exam (Gilovich et al., 1993) . Other studies of this type take a between-subjects approach by, for example, comparing the score predictions of participants who believe they will take a quiz in several weeks to those who believe they will take it a few minutes later (Nisan, 1972) . Studies that examine sobering following a performance might have students make exam predictions immediately following a course exam and then again moments before they learn their exam grade (e.g., Shepperd et al., 1996) , or they might compare the performance predictions of participants who believe they will receive test feedback in several weeks to those who believe they will receive feedback immediately (e.g., Sweeny & Shepperd, 2007) . We should note that both pre-and postperformance paradigms compare predictions when performance feedback is relatively far versus relatively near. For example, exam grade feedback is closer on the day of the test than on the first day of class, just as exam grade feedback is closer on the day grades are available than immediately following the exam. However, as we discuss next, the reasons for shifts in predictions before and after a performance are likely to differ.
In the remaining pages of the introduction we outline four theoretical accounts for temporal shifts in predictions (see Table 1 ). By incorporating recent findings and integrating relevant constructs, these theoretical accounts systematically build on previous theoretical contributions to this topic . We describe how these accounts may apply to shifts in predictions that occur either prior to or following a performance and identify their implications for moderators of sobering. We close the introduction with a summary of specific hypotheses regarding our meta-analytic findings.
Theoretical Accounts for Sobering
There are numerous reasons why people might sober in their expectations over time. First, the extent to which people have control over performance outcomes declines over time, and with declines in control come declines in expectations (Shepperd et al., 1996) . Research on the planning fallacy suggests that far in advance of a performance people typically are confident in their ability to take all appropriate preparatory actions and thus perform well, but this confidence declines as time for preparation runs out (Buehler, Griffin, & Ross, 1994) . For example, people are very optimistic about completing their tax return on time far in advance of tax day, yet their optimism inevitably evaporates as the deadline approaches and their plans fail to materialize (Buehler, Griffin, & MacDonald, 1997) . Once the performance is over, people change their focus from primary control (i.e., efforts to affect outcomes) to secondary control (i.e., efforts to change oneself and accept unchangeable outcomes; Morling & Evered, 2006; Rothbaum, Weisz, & Snyder, 1982) because their outcomes are already determined. Thus, declining control can help explain sobering prior to a performance, but reduced control is an unlikely explanation for sobering between the performance and feedback.
Second, construal level theory suggests that people may lower their predictions as a performance approaches due to a shift in how they think about the performance. People construe distant events in higher level, more abstract ways, whereas they construe proximal future events in lower level, more concrete ways (Trope & Lieberman, 2003) . For example, individuals construe more distant events in terms of broad, superordinate goals (e.g., "I broaden my horizons by reading a science fiction book") and more proximal events in terms of specific, subordinate goals (e.g., "I read the science fiction book by flipping pages"; Liberman & Trope, 1998; Vallacher & Wegner, 1989 ).
This difference in construal level has clear implications for the process by which people make performance predictions, as demonstrated by the finding that people base their distant performance predictions on abstract information and their proximal performance predictions on concrete information (Nussbaum, Liberman, & Trope, 2006) . Thus, predictions of more distant events are often optimistic because they are based on goals and aspirations, whereas predictions of more proximal events are less optimistic because they are based on low-level details and feasibility considerations (Gollwitzer & Bayer, 1999; Trope & Liberman, 2003) . Indeed, these differences in construal have direct consequences on people's performance predictions: When faced with an imminent performance, people's expectations become more pessimistic as they consider the many low-level contextual factors that might interfere with the performance (Armor & Sackett, 2006, Study 4) . As with declining control, shifts in construal level are likely to contribute to changes in predictions only prior to a performance (Nussbaum et al., 2006) . Once the construed event has passed, people presumably have encountered all performance-relevant details.
Third, accountability pressures represent another set of reasons for sobering, in this case both before and after a performance. People face increasing pressure to make accurate performance predictions as time passes, and they face the looming possibility that any unrealistic optimism will be challenged by either unexpected difficulty during the performance or an unexpectedly poor outcome Lerner & Tetlock, 1999) . Not only might people worry about looking foolish if they overestimate their outcomes, they are also more likely to engage in self-critical thinking that reduces biased processing and undermines unrealistic optimism (Lerner & Tetlock, 1999; Tetlock & Kim, 1987) . For example, people provide lower and more realistic performance estimates when they anticipate that others will learn their performance results, an outcome driven by a more critical appraisal of one's upcoming performance (Krizan, Scherr, & Windschitl, 2011) .
In addition, as accountability pressures increase, people may look to their feelings as a source of information about their likelihood of success or failure (Clore, Schwarz, & Conway, 1994; Forgas, 1995) . This process of using affect as information can lead to declines in predictions when anxiety increases as the feedback impends . Similarly, as anxiety rises people might more readily call to mind negative information about their performance, consistent with research on mood-congruent memory (Bower, 1981; E. Johnson & Tversky, 1983) , and these biased memories could lead to declines in performance predictions.
The types of accountability pressure discussed thus far focus on the accuracy of people's predictions, such that people may become increasingly concerned about inaccuracy as the moment of truth draws near. However, when people make multiple performance predictions over time, as participants do in many studies on sobering, they may also feel pressure to remain consistent with earlier predictions, just as people feel accountable to be consistent with unchangeable decisions (Lerner & Tetlock, 1999) . To the extent that people feel accountable to previous performance predictions, they may be less likely to change their expectations over time. In short, accountability pressures could strengthen or weaken temporal declines in expectations and could do so both before and after a performance (see Table 1 ).
A fourth and final reason people may shift their predictions both prior to and following a performance is affect management. People can cope with unpleasant emotions via predictions in two ways, through anticipatory and anticipated affect management. Anticipatory emotions are visceral reactions (e.g., fear, anxiety) experienced in the face of uncertainty or risk, whereas anticipated emotions are not current emotional reactions but rather emotions that people expect to experience at a later time (Loewenstein, Weber, Hsee, & Welch, 2001 ). In the context of sobering, people engage in anticipatory affect management when they attempt to mitigate current feelings of anxiety about their outcomes by lowering their This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
expectations. This tactic is analogous to lowering one's aspirations in order to decrease current feelings of pressure, to avoid "choking" when performance expectations are high (Baumeister & Showers, 1986) . Although the precise mechanism by which low expectations relieve current anxiety is unknown, one study found that people did not lower their predictions in anticipation of feedback when they could attribute their anxiety to another source (i.e., a caffeinated drink; Shepperd et al., 2005) . Also, people engage in anticipated affect management, in which they lower their expectations to avoid disappointment in the case of a bad outcome (Shepperd & McNulty, 2002; . People experience disappointment when their outcomes fall short of expectations (van Dijk & van der Pligt, 1997) , so people can lower their expectations in an effort to reduce the likelihood of experiencing future disappointment (Rothbaum et al., 1982; . Although these affective motivations for sobering have been documented in studies that examine post-performance predictions (Shepperd et al., 2005; Shepperd & McNulty, 2002; , it seems likely that people also manage their anticipatory and anticipated emotions prior to performances in an effort to minimize emotional responses that could interfere with performance. That said, our discussion of the theoretical accounts of sobering reveals important potential differences between pre-and post-performance paradigms, and these difference have thus far gone unaddressed. Thus, one key goal of our quantitative review is to compare sobering between the two types of studies to determine whether shifts in expectations are similar in magnitude before and after a performance.
Moderators of Sobering
In addition to examining the overall robustness of sobering over time, our meta-analysis also examined a number of moderators that are likely to constrain the effect. Although the theoretical accounts just described are closest to the "heart" of sobering, few if any studies have provided direct tests of the accounts. Thus, the theoretical accounts served as the initial basis for generating hypotheses regarding potential moderating variables that do appear in studies on sobering.
We identified a number of situational factors that may intensify declines in control, construal level shifts, changes in accountability pressure, or affect management concerns. In addition to examining performance timing (whether the predictions are made prior to or following the performance), these factors included prediction timing (the overall distance between the prediction and the feedback), outcome importance (self-relevance of the performance domain), outcome familiarity (experience with the performance domain), study context (field vs. laboratory), nature of the design (withinvs. between-subjects), and prediction type (degree vs. likelihood). In the following section, we first define the constraint imposed by each potential moderator within the context of studies of sobering. We then frame each constraint in reference to its potential relationship with the theoretical accounts of control, construal level, accountability, and/or affect management. Finally, we provide testable hypotheses regarding the nature of the constraint's impact on the strength of sobering (i.e., the magnitude of shifts in expectations over time).
Performance Timing
As mentioned earlier, some studies of sobering examine shifts in predictions prior to a performance (preparation phase), and others examine shifts following a performance but prior to feedback (waiting phase). Critically, people may shift their predictions prior to a performance due to declining control, changes in event construal, increasing accountability pressures, or as an affect management strategy. In contrast, the only plausible sources of waiting phase shifts are accountability pressure and affect management; after the performance passes, control over performance outcomes and construal of the performance are unlikely to change over time (see Table 1 ). Thus, all else being equal, we hypothesized that people will show greater declines in expectations in studies that examine prediction shifts prior to performance than in studies that examine shifts following a performance.
Prediction Timing
Although a criterion for study selection was a comparison between distant and proximal performance predictions, studies varied in prediction timing on three dimensions: (a) time to feedback at the distant measurement point, (b) time to feedback at the proximal measurement point, and (c) difference in time to feedback between distant and proximal measurement points. Regarding the distant measurement point, studies examined predictions as far from feedback as many months or years and as close as 20 min. In many studies participants in the "distant feedback" condition believed that they would never receive feedback on their performance. Regarding the proximal measurement point, studies examined predictions as close to feedback as mere seconds away and as far as many months or years. These variations in timing resulted in further variation in the difference between distant and proximal measurement points, with the difference ranging from a literally infinite difference in timing (when some participants believed they would never receive feedback) to a difference of only 10 min (see Table 2 ).
Critically, greater lags in prediction timing should correspond to greater declines in control and greater shifts in construal level prior to a performance (Nussbaum et al., 2005) , and to greater increases in accountability pressure (Lerner & Tetlock, 1999) and affect management concerns (Shepperd et al., 2005) both prior to and following a performance. Therefore, although few studies have examined whether people show greater downward shifts in their predictions when measured over longer periods of time, we hypothesized that people shift their expectations more when the difference between the distant and proximal measurement points was greater, given the opportunity for a larger cumulative effect of the processes just mentioned. Furthermore, due to the particularly precipitous increase in anxiety in the moments prior to feedback (Shepperd et al., 1996) , we also hypothesized people would report the steepest declines in expectations when the proximal measurement point was closer to feedback, regardless of the difference between the distant and proximal measurement points. In other words, we anticipate declines to be stronger when the final prediction is made closer to the performance.
It is worth noting that we could define temporal distance in two ways in the context of studies on sobering: distance from the performance or distance from feedback. In studies of the preperformance preparation phase, temporal distance declines over This document is copyrighted by the American Psychological Association or one of its allied publishers.
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time by both definitions. However, distance from performance and distance from feedback change inversely over time in studies of the post-performance waiting phase. We focus on temporal distance from feedback in our analysis due to the paucity of evidence supporting the salience of temporal distance from performance during the waiting phase. Construal level theory might suggest that were people to focus on the performance rather than the feedback (and thus perceive temporal distance as increasing rather than decreasing) they would increasingly base predictions on abstract considerations and thus increase their expectations of their performance over time (Nussbaum et al., 2006) . Although no study we know of has directly tested this possibility, no study to date has found consistently upward shifts in predictions in anticipation of feedback. Thus, we focus on time remaining prior to feedback rather than time since the completion of a performance.
Outcome Importance
Participants in studies of sobering have faced feedback as critical as the results of a test for a severe medical condition (K. M. Taylor & Shepperd, 1998) and as trivial as the results of a scavenger hunt (Armor & Sackett, 2006) . One way outcome importance may influence sobering is through its impact on affect management motivations. That is, people are more likely to feel anxious about an uncertain outcome that is important to them because they are more likely to suffer if the outcome is bad, and thus they may be more likely to lower their predictions to mitigate their rising anxiety (K. M. Taylor & Shepperd, 1998) . Of course, accountability pressures may also loom larger for important outcomes to the extent that people are more likely to discuss their outcome predictions with others, thus becoming more sensitive to potential costs of inaccurate or boastful predictions (Lerner & Tetlock, 1999) .
However, greater outcome importance may also promote maintenance of an optimistic outlook. People have a tendency to be more optimistic about more desirable outcomes (Krizan & Windschitl, 2007) , and highly desirable outcomes are by definition more consequential and important. People may be particularly likely to maintain lofty expectations (i.e., not sober) for important outcomes that remain under their control (as in the case of pre-performance predictions), given optimism's role in fostering self-efficacy and motivating goal achievement (Armor & Taylor, 1998; Bandura, 1982; Oettingen & Gollwitzer, 2009 ). However, the "desirability bias" also occurs when control is absent (Krizan & Windschitl, 2007; Windschitl, Smith, Rose, & Krizan, 2010) , which means people are often overoptimistic about outcomes they desire but cannot control (as in the case of post-performance predictions). These findings suggest that people may be less likely to sober in their predictions for highly important outcomes. Indeed, several studies confirm that optimism about important outcomes is less responsive to information suggesting that one's expectations should be lowered Krizan & Sweeny, in press; Massey, Simmons, & Armor, 2011) .
On the other hand, most studies of desirability biases employ small monetary incentives or present situations in which people stand only to gain or maintain a status quo (Krizan & Windschitl, 2007) . These scenarios may have few anxiety-provoking consequences for the participants (Shepperd, Findley-Klein, Kwavnick, Walker, & Perez, 2000) and thus may be insufficient to trigger the strong affective reactions participants likely had in many of the studies considered in our review. Thus, even if more consequential outcomes encourage higher expectations (Krizan & Windschitl, 2007) , expectations for outcomes that involve substantial personal losses may be more sensitive to temporal declines than expectations about outcomes that do not (K. M. Taylor & Shepperd, 1998 ). Therefore, we tested these competing hypotheses by examining whether people lower their expectations more or less for outcomes that are more personally consequential (i.e., that had greater potential gains or losses).
Outcome Familiarity
Participants in studies of sobering may be more or less familiar with the performance domain and thus may be able to predict their performance outcomes with more or less confidence and accuracy. Furthermore, the predictions of people who lack experience with the domain, and thus confidence in their predictive accuracy, may be more susceptible to accountability pressures as a performance or feedback draws near (Tetlock, Skitka, & Boettger, 1989) . By this reasoning, we would expect that people will lower their expectations less when outcomes are familiar because people might more readily shift their predictions when they lack confidence in their accuracy. On the other hand, if people have experience with a particular performance domain or outcome, they may also have experience with rising anxiety in the face of feedback and with disappointment over unexpected bad outcomes and thus experience greater concerns over affect management. By this reasoning, we would expect that people would lower their expectations more when outcomes are familiar because people are also familiar with the benefits of lowering their expectations as feedback draws near. Thus, we examined the relationship between outcome familiarity and sobering in order to test these two competing hypotheses.
Study Context
Despite the stereotypical reliance on laboratory studies within psychology, the literature on sobering is replete with studies of naturally occurring performance contexts. In fact, almost one third of studies on sobering are field studies that examine students' predictions of their performance on a course exam or project (see Table 3 ). Although lab studies of sobering typically use paradigms that have high mundane and experimental realism (e.g., exam-type predictions, interview feedback, etc.), it is possible that these studies do not quite recreate the anxiety-provoking nature of "real life" performances and thus do not elicit affect management concerns with the same intensity. Thus, we tentatively hypothesized that people would show greater declines in expectations in field studies than in lab studies.
Nature of Study Design
As mentioned earlier, sobering has been examined in both within-and between-subjects designs. Within-subjects studies of sobering take one of two forms. Most often, within-subjects studies use a longitudinal approach, such that participants make performance predictions when a performance or performance feedback is relatively distant and then again when the performance or feedback is nearer. Alternatively, some studies manipulate prediction timing within subjects, such that participants make performance predictions first when they believe feedback to be distant (or nonexistent) and then later when they are (unexpectedly) told that feedback is imminent. Between-subjects studies of sobering compare the performance predictions of participants who believe that a performance or feedback is relatively distant or nonexistent with predictions of participants who believe that the performance or feedback is relatively imminent.
We suspect that participants' psychological experience differs in these two types of studies. Participants in between-subjects studies report only one performance prediction, whereas participants in within-subjects studies report multiple predictions and thus record different predictions within a single study if they shift their expectations over time. To the extent that participants feel accountable to their initial performance predictions, they may be unwilling to report a different prediction later in the study, even if their personal expectations have changed (Lerner & Tetlock, 1999) . Of course, participants in some studies have reported different predictions over time even when they report multiple predictions on the same piece of paper (Shepperd et al., 1996) , but nonetheless, we hypothesized that people would lower their expectations less in within-subjects designs due to a commitment to initial performance predictions.
Prediction Type
Finally, the form of the prediction may have important consequences for the extent of sobering over time. Most broadly, predictions fell into two categories: (a) degree of performance success, which included point predictions (e.g., a specific exam score), relative rankings among other participants, and Likert-type measures of success or confidence, and (b) likelihood of performance success, which included probability judgments of both loss (e.g., probability of failure) and gain (e.g., probability of success). We hypothesized that people would lower their expectations more when making degree predictions than likelihood predictions. We reasoned that people might more readily shift their predictions when the predictions are more falsifiable and thus more subject to accountability pressures and affect management concerns, and it is easier to falsify a prediction of degree than likelihood. To illustrate, a participant who predicts a score of 15 out of 20 on an exam will be proven wrong by any score other than a 15 out of 20. In contrast, a participant who predicts a 30% chance of failure is not proven wrong by a passing grade; the participant simply beat the odds (see Windschitl et al., 2010 , for similar reasoning).
Summary
To summarize, we presented four theoretical accounts of temporal declines in expectations in the face of impending feedback, and based on these accounts, we constructed hypotheses regarding the impact of various contextual factors on the tendency to sober over time. First, we anticipated that declines in expectations during the waiting phase following a performance would be smaller than shifts during the preparation phase prior to performance, given the potential for more factors to contribute to the changes in expectations during the preparation phase. Second, we anticipated that larger time intervals would yield larger declines in expectations This document is copyrighted by the American Psychological Association or one of its allied publishers.
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and that these declines would be especially strong when proximal predictions are solicited very close to feedback. Third, we proposed contrasting hypotheses regarding the effect of outcome importance and familiarity on these temporal changes. Fourth, we anticipated that within-subject designs and predictions of likelihood may yield weaker declines due to increased commitment to prior predictions and their lower falsifiability, respectively. Of these hypotheses, only the role of outcome importance has received direct empirical attention. As such, our meta-analysis provides unique insight into critical theoretical and methodological considerations for research on sobering. With these hypotheses in mind, we next describe how we identified relevant investigations and outline the methodological approach we used to aggregate and compare studies along dimensions reflected in these hypotheses.
Method
In this section we present information about study inclusion criteria and methods of literature search, and we specify procedures we followed for study retrieval, data extraction, and coding of relevant variables necessary to conduct the review (see Cooper, 1998) . We also describe the statistical methods we employed when aggregating relevant effect sizes and outline our general analytic strategy.
Inclusion Criteria
In order to be considered a potential demonstration of sobering (and thus be included in this review), a study had to meet two criteria. First, it had to measure an expectation or prediction regarding a self-relevant outcome. This outcome had to be personal (i.e., had to involve the self directly), so studies on predicting societal events (e.g., elections) or other people's behavior were excluded. We also excluded studies of planning behavior, in which the outcome is a self-generated behavior (or lack thereof) rather than external feedback and thus is not fixed in time. Note that studies did not have to provide a comparison between predictions and reality (or a realistic baseline) to be included. Our goal was to examine shifts in predictions over time, not the changing strength of an optimistic bias. Second, the study had to measure these expectations at two or more points in time either before the performance or between the performance and obtainment of feedback. As discussed earlier, in some studies, participants provided all estimates prior to both performance and feedback, while in others, participants provided estimates following performance but prior to feedback. We examine whether this is a substantive methodological point in the current analysis; however, both approaches have the potential to capture changes in predictions over time (i.e., sobering) and are thus relevant. For the three studies that utilized more than two assessments, only the final two assessments were considered. Finally, studies on task completion times (e.g., Buehler et al., 1994) were excluded given that predictions of completion times do not retain the same meaning across time and the performance and outcome are confounded.
Literature Search
In order to locate relevant research reports, we first consulted our own article databases, reports cited in those articles, and all studies referenced in the most recent review of the relevant literature . We also specifically examined all articles that cited Nisan (1972) , Gilovich and colleagues (1993) , and Shepperd and colleagues (1996) 
Coding of Relevant Data
Extracting effect sizes. As mentioned earlier, we only considered studies that measured expectations during at least two time points prior to performance feedback. Our main interest was in the magnitude of the shift in predictions from the earlier to the later time point. Given that researchers have used a variety of designs to study temporal changes in predictions, it was critical that we employ an effect size metric that has an equivalent interpretation regardless of the design that yielded it. To this end, we employed Cohen's d, a standardized mean difference between expectations at the earlier (more distant) and later (more proximal) time point utilizing the pooled standard deviation (see Equation 1; Cohen, 1988) . Note that Cohen's d retains the same meaning regardless of the design (Borenstein, Hedges, Higgins, & Rothstein, 2009 ), even though inferential tests for repeated measures rely on difference scores and resultantly employ a different error term (Snedecor & Cochran, 1980) . This is an innovative feature of the current analyses as it allowed us to examine effects from between and withinsubject designs simultaneously. When multiple measures were employed within a sample, we averaged their effect sizes into a single estimate in order to preserve statistical independence between the estimates.
As is typical in meta-analyses, in multiple cases, we had to correct for missing data. For between-subjects designs the most common omission was lack of cell sizes, so in such cases we assumed individuals in the sample to be equally distributed across conditions based on the overall sample size (83% of betweensubjects cases). In cases for which standard deviations were not available (10% overall), we computed the effect size by estimating the pooled standard deviation from inferential statistics or p values per procedures described in Rosenthal (1991) . Note that these transformations were used only in case of estimates derived from between-subjects designs, given that in within-subject designs these transformations are inappropriate because auto-correlation of responses influences the variances (see Dunlap, Cortina, Vaslow, This document is copyrighted by the American Psychological Association or one of its allied publishers.
& Burke, 1996) . Thus, in relevant cases utilizing within-subject designs, we estimated standard deviations by imputing an average of standard deviations found for similar studies in that research report (7% overall). For cases without comparable studies, we estimated the standard deviation by dividing the theoretical range of the response scale by six (10% overall). General study characteristics. Note that meta-analyses include multiple research reports (e.g., published journal articles), which may contain one or more studies (i.e., groups of individuals recruited together), each of which may yield one or more data points (in cases where estimates are derived separately for each condition in between-subjects studies). For each research report we recorded the author(s), outlet, year of publication, and the means by which the report was located. For each sample (one or more of which can be contained in a single research report) we recorded (a) incentive for participation (money/extra credit/course requirement/volunteer/other), (b) sample population (student/ other), (c) country of participation, (d) age of sample, (e) gender composition, (f) setting (field/laboratory), (g) design (betweensubjects/within-subject), and (h) the general context of the study. In the case of between-subjects designs, we derived a separate estimate for each condition, given that many studies manipulated factors of relevance to our analysis. Thus, some samples yielded more than one data point while preserving the statistical independence of the effect sizes. Basic information about individual study samples can be found in Table 3 , while information about participants constituting the meta-analytic database is presented in Table 4 .
Prediction and event attributes. In this section, we describe moderator information that was coded for each sample in the analysis. We first describe how we coded features of the prediction estimates themselves, including measurement type and timing. We then describe how we coded two features of the performance domains (importance and outcome familiarity).
The first critical feature of predictions was their overall temporal relation to performance, namely, whether the estimates were collected prior to the performance in question (preparation phase) or following the performance but preceding feedback (waiting phase). Furthermore, we recorded the objective temporal distance between each estimate and feedback in the most specific units available for a given study. For each distant prediction we recorded the number of days, hours, and minutes remaining until the feedback, indicating never in cases where feedback was not available at all. Similarly, for each proximal prediction we recorded the number of days, hours, and minutes remaining until the feedback, indicating immediate when feedback was immediately forthcoming.
In numerous cases (59%) exact information about time remaining to feedback was not available. When the estimate occurred within the study session that included provision of feedback (but was not immediately prior to feedback) we imputed 30 min. When vague descriptors suggested only a small amount of time (e.g., "just a few minutes"), we imputed 5 min. For studies that involved variability in feedback proximity across participants, we imputed the average temporal distance. We then converted all distances to minutes, capping the latency at 6 months (259,200 min) to reduce skew. When the distant time point was never we treated the latency as the most extreme distance of 6 months, and when the proximal time point was immediate we treated the latency as 1 min. These procedures allowed us to calculate an objective difference in time between the distant and proximal prediction points. In the interest of thoroughness, we also compared average effect sizes of studies that indicated a fixed distant time point and studies in which participants believed they would never receive feedback at the distant time point.
It is unlikely that such objective metrics adequately capture the subjective meaning of temporal differences across prediction points. To supplement this objective information, two coders (one an author and the other a graduate student in psychology blind to hypotheses) judged how far away the feedback would "feel" to participants in a given study by selecting a number between 1 (near) to 7 (far) on a Likert-type scale. There was substantial agreement regarding subjective distance for both distant (r ϭ .79) and proximal (r ϭ .68) estimates, so a mean subjective distance score was created by averaging the two judges' ratings. As was the case with objective temporal information, subtracting these estimates yielded an estimate of prediction time lag involved in each study. The objective and subjective indicators of the overall time lag correlated at r ϭ .61.
Next, we recorded the type of prediction as either degree of performance success (a point prediction, relative ranking, or an expression of confidence) or likelihood of performance success (a likelihood or a probability judgment of success or failure). Information regarding prediction timing, distance from feedback, and form of estimate for each individual study is presented in Table 3 .
Other critical study characteristics that were of theoretical interest were outcome importance and outcome familiarity. Outcome importance was defined as the relevance or consequentiality of the performance for the typical participant in the study and was coded on a 1 (low) to 7 (high) Likert-type scale. Familiarity with the performance domain was defined as the amount of experience Note. The relative frequency for each category is only calculated within that category. This document is copyrighted by the American Psychological Association or one of its allied publishers.
the typical participant in the study had with making predictions in the domain, coded on a 1 (low) to 7 (high) Likert-type scale. As with subjective temporal distance, two coders agreed substantially in their ratings of each domain (rs of .66 and .72, respectively), and thus we created mean importance and familiarity scores by averaging the two judges' ratings.
Aggregation of Effect Sizes
When aggregating effect sizes, a typical decision involves choosing between a fixed-effect and a random-effects model. A fixed-effect model assumes a singular population effect underlying all the studies being considered and thus recognizes sampling error (of participants into studies) as the only source of variation in sample estimates of the population effect size (Borenstein et al., 2009; Hedges & Olkin, 1985) . This type of model is most accurately called a constantcoefficient model, given that a sampled study effect size is considered a function of a single constant population value (Bonett, 2010) . Such models strongly weight study effects by their sample size, and often produce overly narrow confidence intervals around the population mean (Bonett, 2010; Hunter & Schmidt, 1990) . In other words, when true effect sizes are not identical across the studies these confidence intervals have true coverage probability that is much smaller than the reported level of confidence.
Random-effects models, on the other hand, assume multiple effect sizes in the population and acknowledge that the variation in sample estimates is driven not just by (participant) sampling error but also by substantive differences among the studies reflected in the study population (Hunter & Schmidt, 1990) . This type of model is most accurately called a random-coefficient model, given that a sampled study effect size is considered a function of a population value that is randomly sampled from a normal distribution of multiple population values (whose mean and variance are estimated in order to compute meta-analytic estimates, Bonett, 2010; Hedges & Vevea, 1998; Hunter & Schmidt, 1990) . Consequently, these procedures weight individual effect sizes by sample size much less, resulting in wider confidence intervals around the population mean. However, these confidence intervals for the superpopulation mean and variance can be extremely wide and do not perform properly if the superpopulation is not normally distributed or the sampling from this population is not random (Shuster, 2010) .
There has been an extensive debate about the appropriateness and robustness of these inferential approaches (Cooper & Hedges, 1994 Schulze, 2004) , and constant refinements to metaanalytic procedures are being proposed. Rather than reviewing all points of controversy, we briefly describe the impetus behind the inferential approach we employed. In order to produce most accurate confidence intervals, we relied on the Synthesizer 1.0 software package (Krizan, 2010) , which uses the unweighted leastsquare estimator recently proposed by Bonett (2008 Bonett ( , 2010 . This estimator is based on a varying-coefficient model, where a sampled study effect size is considered a function of a population value that does vary, but not necessarily along a normal distribution from which it is randomly sampled (Bonett, 2010; see Judge, Griffiths, Hill, Lütkepohl, & Lee, 1985 , for discussion of varying-coefficient models). This approach should be preferred because it does not rely on the unrealistic assumption of fixed-effect (i.e., constant coefficient) models that there is no variation in population effect sizes (Hunter & Schmidt, 2000) , while avoiding assumptions about a random selection of studies from a normally distributed (and often ill-defined) superpopulation central to random coefficient models (Hedges & Vevea, 1998; Krizan, 2010; Shuster, 2010) . In short, the model we employed used an unweighted average of study effect sizes as an index of the population effect 1 (see Bonett, 2008 Bonett, , 2009 , for details and extensive simulations showing the advantage of this method compared to fixed-effect and randomeffects approaches). In the next section, we provide a summary of relevant computations.
Overview of computations. As indicated earlier, each data point was a standardized mean difference between predictions at the more distant and more proximal time point (Equation 1). Next, we calculated standard errors for each effect size estimate per procedures outlined by Bonett (2009) , assuming equal variances for responses in distant and proximal conditions. For estimates from between-subjects designs, the standard error was computed as follows:
For estimates from within-subject designs, we first estimated the auto-correlation between responses given at two time points by using Equation 3 below (Bonett, 2009, p. 227 ; the t value and degrees of freedom are from a repeated-measures t test).
We then used this value to calculate the standard error of effect sizes from within-subject designs by using Equation 4 below (Bonett, 2009) , also assuming equal variances in the distant and proximal estimates.
SE(d withinϪsubjects
Note that squaring standard error values in Equations 2 and 4 yields an estimate of effect size variance, used in computations of confidence intervals described below. In order to compute confidence intervals around aggregated estimates, we utilized the following formula based on the varying-coefficient model that em-1 Common statistical wisdom dictates that large samples exhibit less sampling error and thus should be afforded higher weight when computing aggregated estimates (e.g., Borenstein et al., 2009) . However, in a typical meta-analysis, effect sizes originate from subpopulations that may be drastically different in the magnitude of the effect (Hunter & Schmidt, 2000) . Furthermore, in a typical meta-analytic database that is relatively small (e.g., less than a 100 samples), the largest samples may yield effects that come from subpopulations from either end of the continuum, biasing overall estimates toward subpopulations that represent either the high-or the low-end population effects (which is one reason why random-effects models confer less weight to sample size information when aggregating estimates and yield larger confidence intervals). Thus, we follow the recommendation that confidence intervals be constructed around unweighted averages (Shuster, 2010) , which tend to outperform confidence intervals generated based on traditional fixed-effect or even random-effects models (Bonett, 2009 (Bonett, , 2010 . This document is copyrighted by the American Psychological Association or one of its allied publishers.
ploys an unweighted estimate of the cumulative effect size (see Bonett, 2009; Krizan, 2010 , for more detail).
Note that this approach allowed pooling of effect sizes from both between-and within-subject designs, as each yielded its own appropriate variance estimate. The coefficient b reflects the small sample bias adjustment originally proposed by Hedges (1981) , and this was calculated for between-and within-subject designs as presented in Equations 6 and 7, respectively (see Bonett, 2009 ).
General analytic strategy. In order to estimate the strength of the effect for each group of studies, we computed 95% confidence intervals as presented in Equation 5. We then interpreted the strength and breadth of the effect in question. Addressing the critical questions of the analysis involved comparing effect sizes across various moderating factors. For questions that involved comparing groups of studies along a categorical distinction (e.g., design type), we computed linear contrasts of means using Synthesizer 1.0 (Krizan, 2010) , yielding an estimate of the difference in effect sizes and associated 95% confidence interval (Bonett, 2009) 
When such direct statistical comparisons were inappropriate (i.e., when some studies yielded data points for multiple moderator categories being compared), we simply compared the breadth of confidence intervals for each subgroup, allowing us to make substantive conclusions about the extent to which the effects differed.
For questions that involved continuous moderator variables (e.g., outcome importance), we correlated effect sizes with their corresponding values on the moderating variable (i.e., coder ratings). For an inferential test of this correlation, we used WeightedLeast Square (WLS) regression where we regressed the effect sizes on the variable of interest while using their standard errors as weights (given assumptions of scedasticity do not hold for an inferential test of the correlation). Note that our approach departs from tradition, which often relies on inferential assessments of heterogeneity, for example via the Q statistic (Cochran, 1954) . However, this traditional approach often suffers from low power, may yield different results for different effect size metrics, and does not directly speak to the magnitude of the difference (Bonett & Wright, 2007; Huedo-Medina, Sánchez-Meca, Marín-Martínez, & Botella, 2006) . The current analysis allowed for straightforward interpretation of effect size estimates without reliance on a somewhat arbitrary decision regarding heterogeneity. However, in the interest of thoroughness, we present Q estimates for all groups and group comparisons. Finally, we note that Cohen (1988) recommended that effect sizes of .2, .5, and .8 be tentatively considered as small, medium, and large, although the magnitude of effects should always be considered within their theoretical and practical context (Valentine & Cooper, 2003) .
Results

Overview
We begin by offering a general description of the study population and relevant variables, after which we present confidence intervals around population estimates for various subpopulations of studies. We then focus specifically on differences between these estimates as a function of proposed categorical moderators and present direct comparisons where appropriate. For moderators that were coded as continuous variables we present correlations with population effect size estimates. Finally, we discuss the potential impact of publication bias and provide a summary of the main findings.
Characteristics of the Empirical Database
The key characteristics of all studies are presented in Table 3 , and features of research participants from the study database are presented in Table 4 . The analysis involved a total of 71 samples utilizing 3,451 participants. As is typical for psychological research, a majority of studies were based on predominantly female samples (72% female on average) of university students who received an incentive for their participation. Although overreliance on students generally restricts generalizability, in the present analysis this was often a positive feature as in many cases the research examined students' actual grade predictions in a variety of courses, enhancing the ecological validity of the data. Furthermore, studies employed individuals from five different countries spanning three continents.
Descriptive information about key study features is presented in Table 2 . As can be gleaned at the top of the table, the distant prediction occurred 79 days ahead of performance feedback, whereas the proximal prediction occurred 26 days ahead of performance feedback, on average, yielding a temporal lag of around 53 days. As would be expected, these values were substantially smaller for post-performance cases where the proximal predictions occurred generally 1 day before feedback was provided. The raters' judgments of temporal distance were generally consistent with objective metrics of time, and neither varied greatly as a function of the design employed. Pre-performance time lags were objectively shorter than post-performance time lags, although ratings of subjective temporal distance suggest no large differences. In terms of domain importance and familiarity, the prediction domains were generally rated as important and somewhat familiar. Finally, the samples were fairly evenly distributed across key moderating features involving performance timing, experimental design, and measure type.
The Overall Effect
Considered as a whole, the data indicate a robust effect, with the population average estimated at .40 and falling between .36 and .45 (see Table 5 ). There was a large dispersion in the individual effects (SD ␦ ϭ .40) as individual estimates varied from Ϫ0.12 to 1.55, although 90% were in the direction of declining predictions. The effect size distribution was slightly leptokurtic (.78, SE ϭ .56, z ϭ .39, p ϭ .70) with a substantial positive skew (1.09, SE ϭ .12, z ϭ 3.81, p Ͻ .001). Inspection of traditional heterogeneity indices This document is copyrighted by the American Psychological Association or one of its allied publishers.
confirmed a large amount of variability across effect sizes, with the I 2 statistic (Higgins, Thompson, Deeks, & Altman, 2003) suggesting that 97% of variation may be attributable to meaningful differences between the studies. Note that the large variability of effect sizes and their nonnormal distribution reinforce our choice of the varying-coefficient model as most appropriate, as assumptions for neither fixed-coefficient nor random-coefficient models seem to be met. In short, while there was a substantial tendency for expectations to decline as performance feedback drew nearer, the magnitude of this decline varied greatly across studies. Three samples (Nisan, 1972; Nussbaum et al., 2006; Sanna, 1999) could be considered outliers as their estimates exceeded 1.40 (the nearest lower estimate was 1.29). Given the positive skew of the distribution and the fact that these samples' characteristics were uniformly hypothesized to increase sobering (i.e., all examined pre-performance estimates in a between-subjects design employing large time interval differences), they were left in the analysis. When excluding these studies the population average dropped only to .34, suggesting that inclusion of these estimates is unlikely to change the substantive conclusions of the analysis.
The Role of Performance Timing and Experimental Design
Critical questions in our analysis involved the impact that performance timing and study design had on the degree of sobering over time. Population estimates for the preparation and waiting phase shifts in predictions are presented separately toward the top of Table 5 . In accordance with our hypotheses, pre-performance shifts were substantially greater, exceeding post-performance shifts by .14 standard deviations. Population estimates for samples employing between-versus within-subjects designs are presented in the middle of Table 5 . Again consistent with our hypotheses, the effects were much stronger in between-subjects designs, exceeding those from within-subject designs by .17 standard deviations. Finally, although estimates from lab studies slightly exceeded those from field studies (.05 standard deviations), the confidence interval around the difference included 0, and its width implies a trivial difference.
We also explored the possibility that the difference in effect sizes between within-and between-subjects designs might depend on performance timing and that the difference in effect sizes between pre-and post-performance predictions might depend on design type. Table 6 presents population estimates separately for different combinations of performance timing and design type. Focusing on design differences first, the top of Table 6 reveals that between-subjects designs yielded larger shifts in cases of both preand post-performance predictions. However, this difference was more robust for predictions following performance (.23 standard deviations), as the difference for pre-performance predictions was smaller (.10 standard deviations) and had a confidence interval hugging 0.
Turning to performance-timing differences, the bottom of Table  6 reveals that pre-performance shifts were greater for both design types. This difference was larger for within-subjects studies (.24 standard deviations) but covered a relative wide range of values. The difference for between-subjects studies was smaller (.11 standard deviations) but estimated more precisely. Although suffering from lower precision when broken down by design categories, these estimates are fully consistent with the overall results regarding performance timing from Table 5. Note that these general findings cannot easily be explained by appealing to a confound between performance timing and time lag in predictions, as post- 2 We also examined the relationship between experimental design and effect size controlling for temporal distance at the proximal time point. As apparent in the second row of Table 2 , the proximal time point in betweensubjects designs was far closer to feedback than in within-subjects designs. However, a multiple regression revealed that the effect of experimental design remained significant (␤ ϭ .30, p ϭ .006), even after controlling for proximal distance. We also examined the effect of experimental design after controlling for overall temporal lag (i.e., from the distant to the proximal time point) and once again found that the effect remained significant (␤ ϭ .32, p ϭ .004). Note. With regard to the column headings, k ϭ number of independent samples; N ϭ total number of participants; ␦ ϭ population estimate of the standardized mean difference; 95% CI ϭ 95% confidence interval around mean effect size; Q ϭ Cochran's heterogeneity statistic; Fail-safe N ϭ the required number of studies reporting no difference necessary to render the effect nonsignificant (Rosenthal, 1979) . Q btw ϭ inferential statistic of between-groups variance based on a mixed-effects analysis; Diff ϭ linear contrast of difference in subpopulation means with 95% confidence interval appearing in brackets.
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performance time lags were generally greater than preperformance time lags (suggesting a finding opposite from the one observed), and time lags for between-subjects designs were only slightly larger than those for within-subjects designs (see Table 2 ).
The Role of Measurement Type
In order to test our hypotheses that predictions of degree (e.g., number of items to be solved correctly) are more likely to show declining expectations than are estimates of likelihood (e.g., probability of success), we compared estimates derived from samples employing each type of measure (see Table 7 ). Because many studies included more than one type of measure, we do not present direct contrasts as the estimates come from overlapping study populations. As expected, predictions of degree showed shifts .14 standard deviations larger than predictions of likelihood, a difference supported by nonoverlapping confidence intervals for effects on each type of measure.
The Role of Prediction Lag, Timing, and Outcome Characteristics
In this section, we present findings regarding hypothesized links between the sobering and prediction timing, outcome importance, and outcome familiarity. All correlations and associated inferential tests are presented in Table 8 , both overall and separately for preand post-performance predictions. We begin by considering links between sobering and temporal lag.
Regarding temporal lag in performance predictions, we hypothesized that larger time intervals in predictions (i.e., between the distant and proximal performance estimates) would allow for larger declines in expectations. Although weak, there was a trend for the objective temporal difference (in minutes) to predict larger effects (top of Table 8 ; r ϭ .09, p Ͻ .001). Similarly, subjective temporal difference (based on raters' evaluations) was related to larger effects (r ϭ .26, p ϭ .06). When examined separately for pre-and post-performance predictions the form of the relationship does not change, although it is stronger post-performance. Two features of the current data may help explain this difference between pre-and post-performance designs. First, temporal lags were objectively greater for post-performance predictions, although this was not reflected in raters' codes (see Table 2 ). Second, given that the temporal proximity of the final (proximal) estimate to performance likely intensifies declines in expectations (see below), it should not be surprising that post-performance predictions (for which the final estimate is by definition closer to feedback than it would be prior to performance) show larger shifts. Regardless, the data clearly indicate more sobering over longer time intervals.
In the interest of thoroughness, we also compared studies that included a fixed distant time point with studies in which participants at the distant time point believed they would never receive feedback (i.e., infinite temporal distance). Unsurprisingly, studies Note. With regard to the column headings, k ϭ number of independent samples; N ϭ total number of participants; ␦ ϭ population estimate of the standardized mean difference; 95% CI ϭ 95% confidence interval around mean effect size; Q ϭ Cochran's heterogeneity statistic; Q btw ϭ inferential statistic of between-groups variance based on a mixed-effects analysis; Diff ϭ linear contrast of difference in subpopulation means with 95% confidence interval appearing in brackets. ‫ء‬ p Ͻ .001. Note. With regard to the column headings, k ϭ number of independent samples; N ϭ total number of participants; ␦ ϭ population estimate of the standardized mean difference; 95% CI ϭ 95% confidence interval around mean effect size; Q ϭ Cochran's heterogeneity statistic; Fail-safe N ϭ the required number of studies reporting no difference necessary to render the effect nonsignificant (Rosenthal, 1979) . ‫ء‬ p Ͻ .001. This document is copyrighted by the American Psychological Association or one of its allied publishers.
with an infinite distant time point (k ϭ 13) showed greater shifts in predictions (d ϭ 0.37) than did studies with a fixed, noninfinite distant time point (d ϭ 0.028). The confidence interval around the difference suggests a nontrivial difference in magnitude (.05, .12), providing further support for the importance of prediction timing. We also expected that the proximity of the final estimate to feedback would predict sobering, regardless of the lag between the predictions. As seen in Table 8 , less objective distance to performance feedback at the proximal estimate was associated with larger effects (r ϭ Ϫ.26, p Ͻ .001). The subjective distance of the proximal estimate showed the same pattern (r ϭ Ϫ.16, p ϭ .70), but the link was weaker and did not approach significance. A similar pattern was observed even after controlling for time lag differences (partial correlations of Ϫ.25 and .05, ps .04 and .71, respectively). These trends persisted when examined separately for pre-and post-performance predictions (although not significant in the latter case), confirming that making the final prediction close to performance intensifies declines in expectations.
Regarding outcome importance, we had reasons to hypothesize that people could report greater or smaller declines in expectations for important outcomes. As seen in Table 8 , there was a substantial tendency for studies that employed more important outcomes to yield smaller effects (r ϭ Ϫ.29, p ϭ .01). This relationship held even after taking performance timing and design type into account (r p ϭ Ϫ.26, p ϭ .03). This tendency was especially apparent for pre-performance predictions (r ϭ Ϫ.37, p ϭ .01).
Regarding outcome familiarity, we also had competing hypotheses, and in fact the data indicate no overall effect of familiarity (r ϭ .10, p ϭ .23). However, as shown in Table 8 , separating studies in which participants made predictions pre-performance versus post-performance paints a different picture. For preperformance predictions, there was a positive relationship between outcome familiarity and effect size, such that people reported greater declines in expectations for more familiar outcomes (r ϭ .09, p Ͻ .001). For post-performance predictions, there was a negative relationship between familiarity and effect size, such that people reported greater declines for less important outcomes (r ϭ Ϫ.15, p ϭ .01).
Publication Bias
A critical consideration in every quantitative synthesis (or any systematic review, for that matter) is the extent to which the study database on which population estimates are based may itself be biased by publication and reporting practices. No single statistical solution to this problem exists, and assessing the impact of these practices depends on the mechanisms assumed to drive them in the first place. There is some consensus that studies that are small, that are statistically nonsignificant, and that yield small effect sizes are less likely to be published or reported within publications (Begg & Berlin, 1988) . Based on one or more of these considerations, a variety of approaches have been proposed as means for estimating the presence and impact of publication bias, at the center of which is inspection of the funnel plot (Sutton, 2009 ).
The plot representing study effect sizes as a function of sample size is shown in Figure 2 , and it does approximate the anticipated "funnel" shape. The typical consideration in inspecting funnel plots is the extent to which there are asymmetries toward the bottom of the plot, indicating that smaller studies, particularly those with null or controversial effects, may have been suppressed from the literature. Visual inspection of the plot does reveal such an asymmetry, with the left tail of the distribution being truncated. This suggests that studies that yielded negative effects (i.e., tem- Note. With regard to the column headings, r ϭ standardized correlation coefficient relating the moderator variable with effect sizes; p ϭ p value for the significance of this variable as a predictor of effect sizes in a weightedleast square regression analysis with standard errors of effect sizes as weight.
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poral increases in expectations) may be missing. One way to quantify this asymmetry is to compute a rank-order correlation between sample size and effect size (Begg & Mazumdar, 1994) . This analysis revealed a small correlation that failed to reach conventional standards of significance (Kendall's ϭ .07, p ϭ .19). In short, there is some evidence for bias, albeit relatively small. How best to quantify the potential impact of this bias on the current findings? One straightforward approach is to restrict the analysis to larger studies, assuming they would have been published regardless of their findings (see Sutton, 2009 ). Aggregating only studies that included over 70 participants (k ϭ 13, see top of Figure 2 ) yields an overall effect estimate of .38, which is virtually identical to the estimate based on all studies (.40). A related approach is to trim and fill the effect sizes, namely, to conduct an iterative procedure in which the most extreme small studies with positive effects are removed ("trimmed") until symmetry in the plot is achieved and are then reintroduced ("filled") twice as exemplifying opposite effects in order to correct the variance (Duval & Tweedie, 2000) . Executing this analysis on the current data set (assuming random-effects) yielded an estimate (.26) only .06 standard deviations smaller than the original estimate (.32, based on the random-effects model). Finally, Rosenthal's (1979) fail-safe N statistics (see Tables 5 and 7) for individual population estimates suggest that thousands of studies with null results would be necessary in order render the effects trivial. In sum, we found some evidence that studies yielding smaller effects may be missing, but this suppression effect is likely to be small and does not change the substantive conclusions from the analysis.
Summary of Meta-Analytic Results
In the above analyses, we examined the magnitude of temporal declines in expectations as a function of various factors hypothesized to moderate sobering over time. Consistent with our hypothesis that more factors are likely to contribute to sobering during the preparation phase prior to performance than during the waiting phase following performance, effects were substantially greater for predictions prior to the performance. Furthermore, in line with our hypothesis that consistency-oriented accountability pressures inherent in repeated measures designs are likely to weaken temporal declines in expectations, effects were substantially greater for between-rather than within-subject designs, particularly for postperformance estimates.
In terms of temporal features of predictions, greater time lags between prediction points were associated with larger declines in expectations, as would be expected given more opportunity for various factors to exert a larger cumulative effect. As we anticipated, people showed particularly precipitous declines in expectations when the proximal prediction was made closer to performance feedback (regardless of the time interval between predictions), supporting our notion that greater declines are likely experienced immediately prior to receiving feedback due to rising accountability pressures and affect management concerns. We also tested whether similar processes are more likely to operate when performance outcomes are important or whether desirability biases may shield predictions from precipitous declines in expectations. Our findings indicate that people sobered more over time when outcomes were less important, particularly in advance of performance. The relationship between outcome familiarity and sobering differed depending on performance timing: People sobered more for familiar outcomes when making predictions before a performance, but sobered less for familiar outcomes when making predictions after a performance. In addition, predictions of degree were more sensitive to temporal declines than were predictions of likelihood. Furthermore, the effects did not vary as a function of experimental setting. Finally, the results were generally robust, and publication bias seemed to play only a minor role in shaping the effect size estimates.
Discussion
We began our inquiry with the aim to establish the strength and robustness of the temporal declines in expectations frequently observed in examinations of performance predictions. Furthermore, we explicated a theoretical proposition that changes in control, construal, accountability pressures, and affect management concerns prompt these declines in expectations (i.e., sobering). We further proposed that these four causes of sobering would manifest in a set of testable moderating variables that either enhance or diminish the tendency to sober up over time. How did our hypotheses fare? The first noteworthy conclusion to arise from our review is that the effect is strong and quite robust. Nearly all of the samples in our review demonstrated a shift in predictions in the expected direction (i.e., a downward shift as feedback drew near), and many of the effects were quite large, with 20% of standardized mean differences exceeding .70. The strength and uniformity of the pattern of sobering over time confirms that expectations are malleable and responsive to subtle changes in perceptions of a performance and performance outcomes, a finding that is particularly striking in light of the presumed ubiquity of optimistic outlooks (S. E. Taylor & Brown, 1988; Peterson, 2000) and the affective and behavioral consequences of expectations Oettingen & Gollwitzer, 2009; Sweeny et al., 2011; .
Although the overall effect of sobering was quite robust, our review revealed key moderators of the effect that were broadly consistent with our hypotheses. Perhaps most importantly, studies that measured performance predictions during the preparation phase prior to the performance reported stronger effects than did studies that measured predictions during the waiting phase after the performance but prior to feedback. This finding supports the hypothesis that people face more cues to sober up as they prepare for a performance (declines in control over outcomes, shifts in construal of the performance, increasing accountability pressure, and intensifying concerns over affect management) than while they await feedback, when only accountability pressures and affect management concerns continue to influence expectations. A related interpretation of this finding is that perhaps experience with the performance restricts the previously limitless range of possible outcomes (e.g., by revealing weaknesses in one's memory for the test-relevant material), such that predictions during the waiting phase have less "room to move" than predictions during the preparation phase. This explanation is compatible with our hypothesis that people show weaker declines in expectations during the waiting phase because aspects of the situation (namely, control and construal) become fixed once the performance is over. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This moderating effect of performance timing points to a second noteworthy conclusion of our review, which is that all sobering is not created equal. Until now, the literature on shifts in expectations has lumped together studies that target preparation and waiting phase predictions with no comment regarding their equivalence (or lack thereof; e.g., Carroll et al., 2006) . The difference in degree of sobering between these two types of studies, as well as the more nuanced finding that the influence of performance timing interacts with other features of forecasts to predict the magnitude of the effect, strongly suggests that the processes driving downward shifts in expectations as people prepare and as they wait are not equivalent.
The second key finding was that the effect was generally stronger with greater temporal lags between distant and proximal predictions. In other words, people lowered their expectations more when more time had passed since their initial prediction. The relationship between prediction timing and sobering was consistent in direction across both subjective and objective measures of timing and across pre-and post-performance predictions, although the relationship was strongest for subjective time passage and for studies that measured post-performance predictions. Furthermore, sobering was particularly strong when people believed at the time of their initial prediction that they would never receive feedback and thus experienced an infinite shift in temporal distance from the distant to the proximal time point. These general findings were not only consistent with our hypotheses but perhaps not particularly surprising; after all, the basis for our review was an examination of declines in expectations over time, so one should expect that a greater passage of time would yield greater declines in expectations.
More novel was the finding that studies with proximal predictions occurring closer to feedback showed stronger effects (particularly for post-performance predictions), suggesting that declines in expectations are most precipitous in the final moments before feedback. In fact, this conclusion also sheds light on the previous finding that the relationship between length of temporal lag and sobering was particularly strong for post-performance studies, in that only post-performance studies captured the particularly steep decline in expectations at the moment of truth. This finding highlights the importance of affect management concerns, as anxiety (and likely little else) sharply increases immediately prior to feedback (Shepperd et al., 1996) , and thus suggests that the final moments prior to feedback are likely the most painful. Of course, accountability pressure also continue to increase once the performance is complete, but we suspect that the final panicked moments prior to feedback likely leave little time for consideration of cognitively complex concerns over accountability (Easterbrook, 1959; Paulhus & Lim, 1994) .
Third, the findings supported our hypothesis that sobering examined via within-and between-subjects designs involves different psychological processes. Although it may be easier to detect statistically significant changes in predictions in within-subjects designs due to their greater power, our examination of the magnitude of these changes reveals that between-subjects studies show stronger effects. This finding confirms our hypothesis that withinsubjects designs, in which participants make multiple performance predictions, introduce a type of accountability pressure that leads people to remain at least somewhat consistent in their predictions across measurement points. People who report their expectations on multiple occasions experience a type of behavioral commitment when they record their early outcome predictions, and this early commitment can then strengthen confidence in their initial prediction and reduce the likelihood that they will make a different prediction later (e.g., Davis, 1979) . This finding implies that one strategy to maintain optimism in anticipation of feedback is to make an early and optimistic prediction about one's likely outcomes. We also examined the effect of study design separately for pre-and post-performance predictions and found a pattern that confirms our hypotheses for both performance timing and study design: The strongest shifts in expectations occurred in studies that measured predictions prior to the performance and between subjects, and the weakest shifts occur in studies that measured predictions after the performance and within subjects.
Fourth, we examined the possibility that the nature of the prediction measure might be related to the strength of the effect. Specifically, we contrasted predictions of degree (point predictions, relative rankings, and Likert-type measures of success or confidence) with likelihood predictions (probability judgments of success or failure) and found that, as hypothesized, predictions of degree were more sensitive to sobering than were likelihood predictions. We suspected that because predictions of degree are more falsifiable than likelihood predictions (Windschitl et al., 2010) , people would feel greater pressure to shift predictions of degree in response to rising accountability and affect management concerns. That is, when people must commit to a specific performance prediction, they face a far greater risk of feedback proving them definitively inaccurate and thus of facing embarrassment and disappointment if they overestimated their outcomes. Our findings suggest that these concerns serve as cues to prompt downward revisions in degree predictions as feedback draws near. In addition, this finding points to another strategy to maintain optimism as feedback draws near: Avoid overly specific outcome predictions in favor of statements of likelihood.
Fifth, we compared effects between field studies and lab studies and were encouraged to discover little difference in sobering between studies conducted in the field (e.g., using real course exam grades) and in the lab. It is always wise to confirm the findings of lab-based studies in the "real world," but it is also useful to know that lab studies examining sobering successfully captured the same intensity of temporal shifts toward pessimism as did real-world studies. This suggests that laboratory studies induce a similar psychological experience of awaiting performance feedback as do naturalistic settings.
Sixth, we examined the effect of outcome familiarity on sobering and uncovered a complex relationship. Although effects were generally equivalent in studies that used familiar and unfamiliar performance domains when taking the set of studies as a whole, a separate examination of studies that assessed predictions before versus after a performance revealed that the overall null relationship obscured a more nuanced relationship between declines in expectations and outcome familiarity. In fact, when people make predictions during the preparation phase, they show greater declines over time for familiar outcomes. Though speculative, one explanation for this finding is that people who are more familiar with a domain are more attuned to the cues in their environment that indicate declining control. For example, a student taking her first college course might not realize that missing class and falling behind in the readings should prompt a downward revisions in her This document is copyrighted by the American Psychological Association or one of its allied publishers.
expectations for her midterm performance, whereas an experienced college student would be fully aware of the implications of these choices for the upcoming midterm. In contrast, when people make predictions following a performance during the waiting phase, they show greater declines over time for unfamiliar outcomes. Although this finding seems contradictory to the finding for pre-performance predictions, our theoretical distinction between reasons for sobering before versus after a performance can help explain the seemingly contradictory findings for outcome familiarity. As just discussed, the most likely explanation for greater pre-performance declines for familiar outcomes is that familiar outcomes have familiar cues to indicate declining control, which is a reason for sobering that disappears once the performance is over. After a performance, the primary reason to lower expectations is in response to affect management concerns, which might exert a stronger effect on people who are unfamiliar with the performance domain and thus less confident in their outcome predictions. To return to the example of the two students, the more experienced student may be confident about the nature of her performance (whether good or bad) after seeing the exam, based on the many college exams she has taken before, and thus her expectations will remain relatively stable once the exam is over. The inexperienced student may have little sense of her performance even after the exam is over, and thus she may be swayed in her expectations by rising anxiety and a desire to avoid disappointment that would result from overly optimistic expectations. That being said, the observed trends regarding familiarity were relatively weak, and our tentative interpretations await more direct empirical testing.
Finally, we examined the effect of outcome importance and found that people sober up less when the performance outcome is more personally important to them, although this finding was more robust for pre-performance predictions. To be clear, the finding is not that people make more optimistic predictions for important outcomes (as in the desirability bias; Krizan & Windschitl, 2007) but rather that the decline in expectations over time is shallower when outcomes are more important. We were unsure at the outset whether outcome importance would strengthen or weaken the tendency to sober over time, so any interpretation of this finding must be somewhat tentative. However, this finding might suggest that people "hang on" to high expectations for important outcomes to take advantage of optimism's benefits for motivation and selfefficacy (Armor & Taylor, 1998; Bandura, 1982; Oettingen & Gollwitzer, 2009) , an explanation that gains credence from the weaker relationship for post-performance predictions (i.e., when control, and thus benefits of motivation and self-efficacy, is largely gone). Furthermore, individuals may be invested in maintaining an emotionally satisfying outlook of the future (Armor et al., 2008; Massey, Simmons, & Armor, 2011) or may be seeking and evaluating information with an eye toward confirming their hopeful expectations (Krizan & Windschitl, 2007) . A key direction for future research should be to take a closer look at temporal trends in expectations for outcomes that vary in their relevance to forecasters' identities or to practical consequences for forecasters.
Implications
We have already noted two key implications of our review. First, tendency to sober over time is strong, robust, and common, suggesting that optimism may not be as ubiquitous as some research suggests (e.g., Armor & Taylor, 2002; Buehler et al., 1997; Weinstein, 1980) . In fact, although people may embrace an optimistic outlook when feedback is distant or not expected at all, people readily shift away from these high expectations when they face inevitable and impending feedback. Many writers have argued that optimistic outlooks are adaptive, in that hopeful expectations may feel good (Armor et al., 2008) , may project a desirable self-image to others (Pezzo et al., 2006; Tyler & Rosier, 2009) , and are likely to promote a focus on planning and investment of control over important outcomes (Bandura, 1982; Oettingen & Gollwitzer, 2009 ). On the whole, these "positive illusions" are thought to be a hallmark of psychological adjustment and interpersonal success (S. E. Taylor & Brown, 1988) . However, this image of people as unabashed optimists dissipates when we consider individuals' outlooks in the moments prior to performance feedback. As our review demonstrates, expectations typically turn toward gloom as the "moment of truth" draws near, especially in the last instants prior to feedback.
The readiness with which people turn their backs on high expectations in the face of feedback suggests that adaptive qualities of optimistic outlooks are more circumscribed than previously thought. Although it may be adaptive to hold hopeful expectations about one's outcomes, it seems equally adaptive to relinquish these expectations in the moments prior to performance or performance feedback. Prior to the performance itself, a more sober outlook could avoid pitfalls of overconfidence such as withdrawal of attention or effort (D. P. Johnson, 2004; Stone, 1994; Vancouver, Thompson, Tischner, & Putka, 2002) . Furthermore, after performance but prior to feedback, a sober outlook may set a flattering standard for evaluating one's performance. In fact, recognizing the benefits of declines in expectations has critical implications for how people prepare themselves for potential bad news and how they respond if bad news comes. Emotional responses to feedback depend in large part on a comparison between expectations and outcomes (Mellers, Schwartz, Ho, & Ritov, 1997; Zeelenberg, van Dijk, Manstead, & van der Pligt, 2000) , and people can (and do) capitalize on this psychological phenomenon by lowering their expectations in the face of feedback (Armor et al., 2008) .
In contrast to the emotional benefits of sobering is the recent finding that sobering might undermine people's motivation to improve their behavior in response to negative feedback. One study found that people who received better health feedback than anticipated subsequently reported weaker intentions to improve their health relative to people who received unexpectedly bad health feedback (Sweeny et al., 2011) . Thus, it seems that sobering may have both beneficial and harmful consequences, and the findings from our review can serve as an impetus to take a closer look at the consequences of this robust phenomenon. For now, we can confidently conclude that sobering is a relatively common experience across numerous domains, which strongly implies that it serves an adaptive function. We can reconcile our findings with the clear benefits of optimism by noting that the advantages of sobering are limited to situations in which feedback is forthcoming and in the relatively near future .
The second key implication from our review is that all sobering is not created equal. That is, we found a robust tendency for people to lower their expectations over time, but the magnitude of this This document is copyrighted by the American Psychological Association or one of its allied publishers.
shift depends on when people make performance predictions, the importance of the performance domain, how many times people predict their performance outcomes, and how the predictions are measured. We proposed a set of theoretical explanations for sobering (changes in control, construal, accountability pressure, and affect management concerns) that served as the basis for our hypotheses, and with few exceptions, our findings confirmed the usefulness of this theoretical approach. Moreover, with the exception of outcome importance, our analysis is the first to examine the role of these theoretically derived moderators of sobering. Our findings provide suggestive evidence for the unique importance of each of the four theoretical explanations, not simply the group of explanations as a whole. The finding that sobering is weaker following a performance (but prior to feedback) reveals the collective importance of declines in control and shifts in construal, which exert influence only before the performance occurs. Although our review could not provide clear evidence for a unique role of shifts in construal, it does tentatively suggest that declines in control are uniquely influential. We found that people lowered their predictions less for important outcomes particularly prior to performance, and our interpretation of that finding suggests that people may cling to optimism when it can still serve to motivate useful behavior (i.e., when opportunities for control remain). Similarly, the finding that people showed greater declines in expectations for familiar outcomes prior to a performance also points to the key role of declining control (and in this case, attention to cues indicating declining control).
Turning to concerns over affect management and accountability pressures, their collective influence appears most clearly in the strength of effect for post-performance predictions, when they are the sole cues to shift predictions downward. These two concerns also best explain the larger shifts in predictions of likelihood as opposed to degree, which introduce heightened concerns over affect and accountability (here, accountability to accuracy) due to their relative falsifiability. Furthermore, the particular strength of sobering in the moments closest to feedback points to a key role of rising anxiety, and the smaller shifts in predictions in withinsubjects designs likely reflect the particular influence of accountability pressure (in this case, pressure to remain consistent with previous predictions).
How might the implications of our review apply to predictions that were outside the scope of our inquiry? Most notably, we restricted our review to studies that examined predictions for personal performances and thus did not include predictions of external outcomes such as political elections, sporting events, or financial markets. Further research could draw direct comparisons between the prediction processes for personal and external events, but our review suggests some reasons why these predictions might follow different paths over time. Although construal of external events likely changes over time (Hunt, Kim, Borgida, & Chaiken, 2010) , control, accountability pressures, and affect management concerns may change little or not at all. Control over the outcomes of external events is by definition out of the hands of the predictor, and people may feel less accountable for their predictions of external events and less concern over the affective consequences of inaccurate predictions. Of course, some external events have greater personal consequences than others (for example, if people volunteer for a political campaign or have a strong affiliation with a sports team), and we suspect that as personal consequences intensify so will potential accountability and affect management concerns, ultimately prompting sobering for external events.
Of course, expectancy-relevant information about external events is often intentionally managed by other individuals invested in the outcomes of such events. In the case of political campaigns, the public face of a campaign often promotes optimism among supporters of a given candidate, even when polling data suggests the candidate may be doomed. This strategy plays a key role in motivating voter turnout and maintaining a chance at electoral victory (Fenwick, Wiseman, Becker, & Heiman, 1982) . Critically, these efforts may promote the maintenance of an optimistic outlook and overshadow any sobering over time among voters. In the 2008 U.S. presidential election, for instance, supporters of Senator John McCain remained somewhat optimistic about McCain's chances for victory all the way up to Election Day (Gallup Poll, 2009; Krizan et al., 2010) . In sum, the tendency to sober over time is likely more fickle in domains where information is controlled by external agents invested in the outcome, such as elections or athletic competitions.
Finally, although our discussion focuses on situational predictors of sobering, it is worth noting that several individual differences may also be relevant to these changes. Perhaps the most obvious example is dispositional optimism, which captures the extent to which people have a generalized positive outlook on their future outcomes (Scheier & Carver, 1985) . Although it makes intuitive sense that people who generally expect the best would also make more positive predictions for specific future outcomes, in fact, dispositional optimism is typically unrelated to specific outcome predictions (Radcliffe & Klein, 2002) . Furthermore, there currently is no evidence that dispositional optimism predicts declines in expectations over time, and multiple findings from our own laboratories suggest that dispositional optimism is unrelated to sobering. These findings (or lack thereof) suggest that the powerful situational characteristics of awaiting feedback override generally positive or negative future outlooks to prompt temporary downward shifts in specific outcome predictions.
Unlike dispositional optimism, defensive pessimism and strategic optimism are more likely to interplay with situational variables to predict sobering. Defensive pessimism and strategic optimism are two contrasting strategies by which people manage their expectations prior to a performance over which they have control. Specifically, defensive pessimists deliberately set low expectations before engaging in a task or performance, which creates anxiety and prompts them to engage in preparative behaviors, whereas strategic optimists maintain high expectations to avoid distracting anxiety over an upcoming performance (Norem & Cantor, 1986; Spencer & Norem, 1996) . Like some cases of sobering, defensive pessimism is a strategic, goal-oriented lowering of expectations, albeit one that is only useful prior to a performance when preparative behaviors can still influence defensive pessimists' outcomes. Although we know of no studies that have examined the relationship between defensive pessimism (or strategic optimism) and downward revisions in predictions over time, we suspect that people who engage in these preparative strategies experience different trajectories in their pre-performance predictions. However, the nature of these trajectories is somewhat difficult to predict. It is possible that defensive pessimists would show particularly precipitous declines in pre-performance expectations as time runs out, but it is also possible that defensive pessimists would experience This document is copyrighted by the American Psychological Association or one of its allied publishers.
shallower shifts in expectations due to the declining usefulness of pessimism as the performance draws near. Future studies should directly examine individual differences in the trajectories of predictions over time, but for now the preponderance of evidence points to the strength of the situation in prompting sobering.
Limitations and Challenges
Before concluding, a comment on the limitations of our review as well as the challenges facing this area of inquiry is necessary. A strength of our review is its attention to theoretically derived hypotheses; however, we tested these hypotheses metaanalytically. Given that meta-analysis ultimately is a descriptive technique (Victor, 1995) , it is important to confirm these hypothesis through direct experimentation and observation. As indicated throughout our review, however, existing studies provide direct evidence for many of our theoretically derived proposals. Furthermore, it is possible that idiosyncrasies of studies within the literature may have biased our conclusions (e.g., overreliance on predictions of academic performances). However, we would note that the same limitation is true for any individual study or review. The value of the current analysis lies precisely in the fact that we found broad-based support for the impact of theoretically relevant psychological processes and their constraining factors on temporal declines in expectations.
With that said, it remains unclear to what extent sobering in a particular context or study reflects any specific process or processes (i.e., changes in control, construal-level, accountability, or affective concerns). Our review provides some insight into both the overall influence of these psychological processes and the relative importance of each process across differing circumstances, but longitudinal studies that assess changes in these processes over time are necessary to pin down their role more precisely. Fortunately, our findings point to multiple factors that should take center stage in future examination of these temporal changes. As indicated earlier, the extent to which outcome importance affects temporal trends in expectations and their affective and behavioral consequences should be a key avenue for future research, along with studies that target outcome familiarity to examine our post hoc interpretation for the distinct effects with pre-and postperformance predictions. Another unresolved question is how people resolve accountability-related conflicts between maintaining consistency with prior predictions and pursuing consistency with upcoming feedback. Finally, the literature on sobering remains relatively silent with regard to the accuracy of people's changing expectations over time. Some studies confirm a shift from unrealistic optimism toward realism or even unrealistic pessimism (e.g., Shepperd et al., 1996) , but the majority of studies in this area do not provide an objective baseline or clear outcome to which predictions can be compared. Pursuit of these inquiries will be critical for developing a deeper understanding of the causes and consequences of sobering over time.
Coda
People tend to be optimistic creatures, looking forward to a long life, imagining it full of pleasures and successes, and savoring the achievements that are yet to come. Numerous writers have noted this to be a useful affair in that it helps people deal with personal setbacks and provides people with resolve to continue pursuing their dreams. When facing the moment of truth, however, people often abandon their rosy outlook. The realization that time has run out, that one's perception was skewed, that others may witness one's incompetence or blindness, or that disappointment may be right around the corner, all conspire to prompt awareness that the future may not be as bright as initially hoped.
