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ABSTRACT 
If automation in a system is accepted by users is depending 
on the perceived usefulness and ease of use of the system. 
How and if user experience has an effect on acceptance is 
less explored. Goal of this research was to investigate how 
user experience is changing when a system is automating 
articulatory tasks. To investigate this relationship we used a 
case study from the field of interactive television (TV), 
automating the task of transferring a movie from the TV to 
the tablet or providing automatically information on the 
tablet for the movie running on the TV. The automation 
was indicated for all the tasks by simply bringing a remote 
control close to the device. Results show that automation in 
articulatory tasks has a direct positive influence on the 
overall user experience (UX) and thus is a candidate to 
further enhance automation acceptance models. 
Author Keywords 
user experience, task migration, automation,  remote 
control, second screen.  
ACM Classification Keywords 
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INTRODUCTION 
In the software critical systems area, automation is defined 
as a device or software that accomplishes partially or fully a 
task that was previously carried out, partially or fully, by a 
(or a group of) human operator(s) [30]. But why do people 
accept automation? The actual usage of a system depends 
on the perceived usefulness (U) and the perceived ease of 
use (E) of a system, influencing the attitude towards using a 
system (A), and when taking into account the behavioural 
intention to use a system (B) finally describe the actual 
system use. Figure 1 shows the (standard) technology 
acceptance model describing these factors [9]. 
Figure 1. Technology Acceptance Model (TAM) [9] 
The automation acceptance model (AAM) [12] extends the 
technology acceptance model taking into account the effect 
of time: a feedback loop describes that the actual system 
use will for example change the users perceived usefulness 
and ease of use of the system.  
What is unclear is what role user experience (UX) plays for 
the acceptance of automation? To investigate if overall 
there is an influence of user experience on automation 
acceptance, we decided to perform a pre-study in form of 
an experiment that investigates the effect of automating an 
articulatory task on user experience and usability.  
As the design and development of a safety-critical 
application would be rather complicated, we decided to 
perform this pre-study in a different domain that is known 
to be using automation over quite some time. We chose the 
area of interactive TV as: (*) we have access to interactive 
TV technologies, (*) user groups in the field of interactive 
TV consumption are broad and represent the majority of the 
population and (*) participants can be easily recruited to 
perform series of studies and experiments. (*) Interactive 
TV is an area were automation has been already well 
established and (*) the introduction of novel forms of 
automated support is easy to do in terms of development.  
Our study investigated the ability of an interactive system 
to automatically perform tasks (spanning two or more 
devices) once the user indicated it. To indicate automation a 
simple proximity/touch based interaction between two 
devices was chosen: users can indicate on which device to 
continue a task by bringing a remote control close to the 
device (see Figure 2 - dashed arrows indicate how the 
remote control is central for the interaction). Once the 
remote is close to the device, the task of selecting the 
device and performing the action (e.g. transfer the movie) is 
taken over by the system and performed for the user 
automatically.  DOI: http://dx.doi.org/10.1145/2899361.2899376. 
Figure 2. The design landscape for TV and video consumption 
including connected devices like TV sets, tablets, smart phone 
and disconnected devices. 
To investigate the effect of automation on user experience 
the experiment measured usability with the standard 
usability scale questionnaire (SUS) and users rating of 
perceived ease of use. User experience was measured with 
the AttrakDiff questionnaire (www.attrakdiff.de) as well as 
via users rating on naturalness and by interview questions. 
STATE OF THE ART 
Automation in Entertainment and Interactive TV 
In the software critical systems area, automation is defined 
as a device or software that accomplishes partially or fully a 
task that was previously carried out, partially or fully, by a 
(or a group of) human operator(s) [30]. This notion of 
“partially” and “fully” implies that the degree of automation 
varies and automation can be on various levels ranging 
from higher level tasks to lower level interaction 
techniques. Parasuraman and Riley [30] proposed a scale 
for these levels of automation. These different levels go 
from a complete autonomous system, acting individually 
(high automation) to a level where absolutely no assistance 
is offered to the operator (low automation). Main goal of 
the scale (see Table 1) is to better describe what automation 
is and to help system designers when designing autonomous 
systems.  
Introducing automation for safety-critical systems has been 
investigated in detail. While there are benefits, there are 
also shortcoming including the introduction of so called 
automation surprises [3, 29] and badly designed automation 
leading to catastrophic impacts [27, 30]. Automation is the 
result of the migration of a task, which was initially carried 
out by a human, to a system. As a consequence, it is 
impacting the work of the human operator as it changes the 
nature of this work. Amongst the known consequences of 
badly automated system, it has been demonstrated that it 
induces more cognitive loads to the human operator (the 
monitoring activity of the system) [35], it is associated to a 
degradation of skills and is sometimes not well accepted 
and perceived by the operators [30]. These three main 
problems are well known in the area of software critical 
systems, but seem to be of lesser importance in other areas 
applying automation. While piloting an aircraft or 
monitoring a nuclear power plant are activities that might 
not be compared to entertainment activities such as 
watching TV, it is striking that automation in these areas is 
welcomed by users and seems to fail less often.  
High 
10. The computer decides everything, acts
autonomously, ignoring the human
Low 
9. informs the human only if it, the computer,
decides to.
8. informs the human only if asked or,
7. executes automatically, then necessarily
informs the human, and
6. allows the human a restricted time to veto
before automatic execution, or
5. executes the suggestion if the human
approves, or
4. suggests one alternative
3. narrows the selection down to a few, or
2. the computer offers a complete set of
decision/action alternatives, or
1. the computer offers no assistance: human
must take all decisions and actions
Table 1. Levels of automation of decision and action selection 
[30] 
Considering the rich ecosystem of the living room, where 
several devices are available, it is interesting to see how 
entertainment oriented activities benefit from automation. 
Antila et al [2] have proposed a smart phone application 
that is able to detect patterns in tasks achieved regularly by 
users, and enables the user to have these tasks performed 
automatically. In their study results showed that users were 
enthusiastic with such an application (showing a positive 
user experience), and that acceptance of automation was 
immediate. Difficulties encountered were the perceived 
complexity of how to create automation (usability), 
especially the need to describe tasks in a more general way 
(e.g. “change the profile to silent when entering certain 
location between certain time”). Similar work has been 
proposed by Maués et al [24]. They have realised a smart 
phone tool able to detect patterns in users’ smart phone 
activities and to automate some of these activities. In these 
two cases, the results are identical, users are interested in 
achieving tasks automatically, given the tool is usable and 
does not require skills or prior knowledge on programming. 
Automation and automated tasks are extremely common in 
the TV and iTV area. From the early days lots of activities, 
especially changing the channel, have been automated. 
With the number of channel and offers growing, various 
other tasks have become fully automated. Some examples: 
 (*) the task of finding channels on the different frequencies 
and storing them (and giving them channel names) is done 
today automatically once the user selects channel search 
[37]. Today even the logo detection of channel and their 
classification is automated [28] (*) recordings of a show or 
future episodes of a series are performed automatically and 
even programs that the user might want to watch are stored 
automatically on the hard disc without notifying the user.  
The integration of iTV systems into home automation today 
enables users to have not only automated heating system 
control but also to have shutters closed and lights dimmed 
automatically once the favorite TV show starts [37].  
When watching TV the majority of users is not aware of the 
automation applied to standard tasks. New developments 
like the need to perform tasks on several devices or to use 
multi-modal interaction techniques with the remote control 
are raising awareness now that automation is an essential 
part in this landscape.  
Usability, User Experience and Acceptance 
Usability is defined as being the “effectiveness, efficiency 
and satisfaction with which a specified set of users can 
achieve a specified set of tasks in a particular environment” 
(ISO 9241-210). Usability can be measured with a broad 
range of methods, most typically in experiments or studies 
where a user is performing a set of tasks. Usability is 
measured with the number of successful performed tasks, 
number of errors, ability of the user to learn the system, or 
the user self-estimation on how satisfactory the system is to 
perform the given tasks [25]. 
User Experience (UX) is a concept that is fundamentally 
different from usability. The ISO 9241-210 standard defines 
UX as “A person’s perceptions and responses that result 
from the use and/or anticipated use of a product, system or 
service.” What is important for the concept of user 
experience is that it is described as dynamic, time 
dependant [18], and beyond the instrumental [15]. Its 
overall goal is to understand the role of affect as an 
antecedent, a consequence and a mediator of technology. Its 
concept focuses on positive emotions and emotional 
outcomes such as joy, fun and pride [15]. Generally, UX is 
described as focusing on the interaction between a person 
and a product, and is likely to change over time, depending 
on the context of use [15].  
If and how usability and user experience are related is 
currently unclear. A limited usability must not necessarily 
lead to a negative UX, while a system that is highly usable 
must not provide a good user experience.  
As user experience in temporarily bound [38], user 
experience has different aspects: the experience before 
using the system, during the usage of the system and after 
the system was used, as well as overall judgement of the 
user experience. Figure 3 describes that before using a 
system the user has an anticipated user experience where 
she imagines the experience when using the system. During 
the system usage there is the momentary user experience 
that is established by having the user really use the system 
and after using the system the episodic user experience is 
based on the user reflecting on the experience. Over time 
the cumulative user experience is established as the user 
will reflect on multiple periods of use [1]. 
Figure 3. Redrawing of the time spans of user experience [1]. 
For the area of interactive TV, [32] showed that high 
usability does not lead to a positive user experience and that 
a system with low usability can have nevertheless a highly 
positive user experience. If this relationship is generalizable 
for the interactive TV domain and beyond is still to be 
shown. While defining UX is a complicated process, it has 
been shown that an overall positive UX can be the key to 
the longer term acceptance and usage of a system [38]. 
Thus UX is an important dimension to take into account 
when focusing on automation in interactive systems.  
Acceptance of technology is investigated using a variety of 
models, with the Technology Acceptance Model (TAM) [9] 
being one of the most popular ones. The TAM predicts that 
users’ perceived usefulness and ease of use are the main 
determinants of their attitudes toward a technology, which 
in turn can predict their intentions to use and accept the 
system. According to this model, factors affecting 
automation are task compatibility, UX, and mandatory 
usage. [17] explains the relationship between usability, UX 
and acceptance: "The impact of novelty in users’ experience 
displayed a sharp decrease after the first week of use. 
Contrary to common belief that iPhone’s success is largely 
due to its aesthetics and novel interaction style, these 
aspects were found to play a minimal role in providing 
positive pro-longed experiences. Next, we found a shift in 
users’ concerns over time from ease-of-use to usefulness. 
While ease-of-use was the primary predictor of goodness 
during early orientation experiences, usefulness became an 
even more dominant predictor during the incorporation 
phase."  
A variation of the TAM is the Automation Acceptance 
Model of [12]. Figure 3 describes the extension of the TAM 
to take into account compatibility between (automated) 
system and task to be performed and trust. It also takes into 
account the effect of continued usage of a system. Once 
users have actually used a system this will affect their 
perception of the compatibility of the (automated) system 
with their tasks, their trust as well as the usefulness and 
perceived ease of use.  
Figure 4. Automation Acceptance Model (AAM) from [12]. In 
grey the original TAM model, dashed lines show the feedback 
cycle proposed by the authors. 
Interaction Techniques supporting Cross-Device Tasks 
There is a broad range of prototypical implementations of 
interaction techniques that support users when performing 
tasks involving several devices. These interaction 
techniques include several levels of automation and 
automatically support performing tasks while interacting 
with the system. Unfortunately the majority of this body of 
literature does not describe in detail when and how the 
automation is performed.  
Gesture Interaction 
Gestures interaction appears as a promising interaction 
technique to enable interaction between second screens and 
the big screen. Nonetheless it is demonstrated that when 
designing such interactions, what is important is to combine 
mobile devices and large displays in a seamless manner. 
When this combination is not done adequately, it is highly 
probable that users prefer standard user interfaces for 
control. [22] and [11] have compared mid-air gestures and 
classical user interfaces with directions arrow, and they 
have found than user are less efficient using gestures 
interactions. 
Touch Gestures and Pointing 
Touch gestures on mobile phones and tablets, especially 
flick gestures, have become a common standard today [34]. 
When using touch to enable users to change devices or to 
transfer content from one device to another, the user can 
simply use the flick gesture to automatically move content 
to a connected device [11, 34]. For standard TV 
environment including different device brands there is a 
broad range of technological difficulties reported including 
limitations related for example to RFID technologies [34]. 
Body Interaction 
Based on user’s movements, body interaction allows the 
tracking of each body part. [8] and [21] have shown that the 
tracking of head gestures can help to dynamically enhance 
the TV watching experience by providing different 
information depending on where the user looks at. 
Nonetheless, these interactions are technically challenging. 
Contact interaction 
First introduced by Rekimoto et al. [33], contact based 
interaction provides an efficient way to connect devices that 
are physically close. Originally designed to be used with an 
object to carry the information (a pen in [33]), this 
interaction technique has evolved, replacing the physical 
support object with a mobile device. Contact interaction has 
been reused in many fields and for several purposes: to 
share pictures between people or to enable cross-application 
interaction [26]. When using contact interaction, [34] has 
shown that people prefer to touch things that are close to 
avoid any physical efforts. This interaction technique is 
judged the easiest, because it has a low cognitive load and 
limits the number of possible interactions. When a longer 
distance between the devices is introduced (e.g. touch the 
TV screen [11]), this interaction is less preferred than 
interactions with a remote control. 
Available End-Consumer Solutions 
Industries tend to use private protocols to connect devices 
of the same brand (Amazon Fire TV, Apple AirPlay, or 
Google Chromecast). Here the connection between the 
devices is done through another device plugged onto the 
TV system. The devices used could be a dongle or a box. 
With these mechanisms, the flow of content between 
devices is unilateral. The TV system is used to stream 
content (videos, photos, music) that are sent from the 
mobile device. The connectivity is handled on the side of 
the second screen. The physical context is here important as 
devices have to be connected to the same network to be 
able to share information. As soon as a device leaves the 
network, the connectivity is lost. For the following study no 
industrial solution is currently available that can be applied 
directly. 
Remote Controls 
The majority of people is associating watching TV with the 
use of a remote control. While the limitations of standard 
remote controls have been reported in detail [5], the 
majority of TV-related devices is still controlled with a 
remote control. Remote controls have evolved slower than 
the associated functionalities on the interactive TV 
environment, with the majority still following standard 
button layouts with infrared as transmission technology [5]. 
Recent enhancement for remote control included 
considerations to use 2D gesture [10], mid-air gesture [13], 
free-hand gesture via input on a hand that is filmed by 
camera [20], natural language and speech commands [16] 
or particular types of feedback [20].   
Concepts to enhance the control of a TV included a 
multitude of apps available for mobile phones and tablets 
[23], as well as the dematerialization of the remote control 
to be replaced with new physical devices [4]. Contrary to 
 scientific efforts of enhancing the control in the living room 
a current European household has on average 2.1 actively 
used remote controls [5]. 
RESEARCH GOAL 
Automation acceptance models describe that users accept 
automation if the system supports well the tasks they want 
to perform, if the system is perceived as useful and easy to 
use. The (actual) usage of the system can influence the 
attitude toward using the system and the behavioral 
intention to use. What seems clear is that acceptance is 
influenced by what users anticipate and is changing once 
users have been using the system and especially after using 
the system (and reflecting on it). This is very similar to the 
overall user experience and it seems reasonable to 
investigate the relationship between acceptance and user 
experience. 
Figure 4: Extended TAM [10] taking into account feedback 
based on anticipated (*), momentary (**) and episodic user 
experience (***). In grey: assumed influence of UX on all 
stages of the TAM model that have to be investigate in future 
work. In yellow focus of the first experimentation. 
Goal of this study is to shed light on the relationship 
between automation acceptance and user experience. In a 
first step we investigated the effect of automation on user 
experience (lower part) and the relationship of perceived 
usefulness and perceived ease of use. The next steps will be 
the investigation of the other related factors and how these 
factors change over time. The relationship between the 
introduction of automation  
EXPERIMENT 
Goal of the experiment was to investigate the overall 
relationship of user experience and usability when 
introducing automation, to verify if such a relation is 
existing and is useful to explore in terms of influence for 
overall acceptance. 
Research Goal & Hypothesis 
The main hypothesis was: If the system provides support 
for user-induced automatic task migration (to different 
devices) the user experience is rated higher and usability (in 
terms of efficiency, effectiveness and satisfaction) is higher 
for device-cross-over tasks.  
We call a system automated when the user does not have 
to support the tasks of connection between two devices. 
Related to standard definitions of automation [26] this type 
of automation is induced by the user (where to perform the 
task next) and is then conducted completely automatically 
without any further user involvement. Once the content is 
transferred the user can continue its interaction but typically 
cannot interfere during the transfer.  
Task migration is related to the distribution of content 
through devices and the distribution of input/output into a 
system. We talk about task migration when the device 
used to complete and finish a task is different from the 
device used to start the task. User-induced task migration 
will happen when for example the user’s mental resources 
required for a task differ on the different devices used. 
Reading a text (more than 5 lines) on TV is harder than on a 
tablet. Entering text with a remote control is requiring more 
cognitive effort and is typically longer in terms of 
interaction than on a tablet.  
PROTOTYPE 
Design Considerations 
When starting to design possible concepts to support 
automation with or without an associated interaction 
technique the following considerations and constraints have 
been taken into account: 
(1) The concept has to be simplistic enough to be integrated
in a prototype without bringing too many changes in terms
of usability and user interaction concepts to a traditional
interactive TV system;
(2) The interaction technique chosen should be usable, it
should feel natural and easy to learn and remember;
(3) The automation and its interaction technique should be
applicable to interactive TV systems currently available in
the market.
Selection of Interaction Technique 
Based on the scientific state of the art and industrial 
systems we rated the proposed types of interaction on the 
design considerations (simplistic, natural, easy and 
applicable). Table 2 summarizes the advantages and 
disadvantages of the different proposed types of interaction. 
Based on this classification we decided to use a contact or 
close proximity type of interaction. 
While there is a strong believe in the TV and entertainment 
research community that remote controls will disappear in 
the near future, the remote control (and a TV screen) is 
today the only device that is available in all households 
regardless of technical infrastructure and the only device 
that is most probably accessible for all household members. 
Modality Simplistic Natural Easy Applicable 
Ext. 
Varia
bles 
* 
Perceived 
Usefulness 
** 
Perceived 
Ease of Use 
**
Attitude 
towards 
using ** 
Behaviora
l Intention
to Use ***
Actual 
Use 
*** 
Anticipated * Momentary **  Episodic *** 
User Experience 
Gesture - [34] + [11] - [13] - [11]
Touch + [10] + [34] + [11] - [34]
Body 
Interaction 
+ [20] - [21] - [8] - [21]
Contact + [33] + [33, 36] + [11] + [11, 34]
Table 2. Comparison of Interaction Techniques and additional 
modalities for remote controls: (-) indicates reported 
disadvantages; (+) reported advantages. 
We thus decide to choose the remote control as central 
means for indicating automation due to its broad 
availability and familiarity for a broad range of users. We 
decided to combine a remote control with the most 
advantageous interaction, namely the contact interaction. 
This type of interaction limits possible usability problems 
and allows to investigate the automation aspect. 
EXPERIMENT ON USER-INDUCED AUTOMATION 
Prototype 
To perform the experiment we developed a prototype based 
on a standard user interface for an Internet Protocol TV 
system (IPTV) that was already proven to be highly usable 
[24]. The IPTV System allows users to access live TV and 
provides typical IPTV services such as video on demand, 
libraries, program guide (see Figure 5), web applications, or 
administration settings. It was used with a standard remote 
control and is designed to be operable with only using six 
navigation buttons.  
The system was available in two versions: with and without 
automation. There were two tasks enhanced with 
automation: 
(1) When the user is watching a program on the TV, and if
she wants to have information about this movie on her
tablet, or to watch it on the tablet, the system will
automatically provide the links to relevant information
source (e.g. the Wikipedia web page). The support is called
when the user touches the tablet with the remote control. A
menu pops up on the tablet’s screen offering the user the
choice to select what she wants, within three possibilities
(reviews, plot, and movie transfer or trailer when the movie
was not available). If the system is not automated, the user
will not be supported during these tasks. This means that
she will have to do the research manually (open a web
browser, enter her query and find the appropriate link) and
to collect the links alone, without assistance from the
system.
Figure 5. Standard IPTV user interface requiring only six 
buttons for accessing the three-level-menu structure. 
(2) If a user is watching a program she can automatically
transfer the movie to the tablet, simply pointing with the
remote control on the tablet. In the not automated case, the
user has to find the right video in the folders of the tablet’s
system / or to plug a cable on tablet to transfer the video / or
to find the site where the channel is broadcasted.
Additionally, a tutorial explaining the interaction 
mechanism was created and added into the main menu of 
the IPTV system, to better support users in their discovery 
of the contact interaction.  
Experimental Design 
The experiment had as independent variable the task 
support (Condition Automation: automation vs no 
automation). We additionally varied the type of remote 
control (using two remote controls) for other research 
purposes that are not reported in this study. Participants 
were assigned to the conditions by chance and conducted 
the tasks once with and once without automation. All 
conditions and task orders were counter-balanced. 
Tasks included: Task 0: Trial task to discover the system 
(change channels and access video on demand section) 
Task 1: Get more information (number of episodes) about a 
series in the program guide; 
Task 2: Get extra information about a movie (number of 
Oscar / ratings); 
Task 3: Store information (ratings) about movies before 
buying them to compare them; 
Task 4: Continue to watch a movie on the second screen. 
Dependent variables were usability and user experience. 
For usability, the metrics task completion time, successful 
and unsuccessful completion of tasks, rating of the task (on 
a scale from 1 to 5, 1 being very easy and 5 very difficult), 
level of acceptance of automation as well as users feeling of 
naturalness of the interaction technique used (again with the 
automated system) were measured. Usability was 
additionally measured applying the SUS [7] questionnaire. 
For user experience the AttrakDiff [14] questionnaire was 
used.  
 Participants 
Thirty-two students in computer science from the blind 
University took part in the study. Twenty-four were male 
and 8 were female. The age of participants ranged from 
eighteen to twenty-five, with an average of 21.7 (SD=1.65). 
Procedure 
The experiment took place at IRT in an office of the 
university. The room was arranged with two sofas, one 
table and the desk were the TV screen was placed, with the 
audio system. The TV screen used was in fact a 21.5” 
computer screen, full HD. The second screen used was a 
tablet Google Nexus 7 with android 4.4. Users were taped 
during the session. The study was structured into four parts.  
During the first one, we asked users questions about their 
media consumption habits, as well as their knowledge about 
interactive TV systems and second screen applications 
related to watching TV. The second part was dedicated to 
the use of the first system. The experimenter gave the 
participant basic information about how the system works. 
When the system A (with automation) was used, the 
experimenter told the user that this system has a special 
interaction technique that will help her to achieve tasks, 
without telling her what this interaction technique was. 
Each participant conducted four experimental tasks with the 
first system. For each task, a short introduction into the 
scenario was given, followed by an explicitly formulated 
task assignment. Hints were provided after a predefined 
time period. Additionally, each task had a time limit. If a 
participant needed more time the task was stopped, counted 
as not solved and the correct way to solve the task was 
explained to the user. After performing the four tasks, and 
answering questions about each tasks (difficulty, comfort, 
was the interaction technique appreciated, automation 
acceptance), we asked user to fill out the AttrakDiff and the 
SUS questionnaires.  
The third part was the same as the second one, except that 
the system were changed. Tasks included some selections 
of different movies in the video on demand or electronic 
program guide on the TV and the research of information 
about the movie on the tablet, or the transfer of the movie to 
the tablet. 
The final part was to interview the participant and debrief. 
We asked participants a set of interview questions about the 
system they preferred and why they preferred the system 
and what their feelings about the interaction technique and 
the automated support provided by the system were. 
RESULTS 
Usability was investigated using the SUS questionnaire. A 
closer inspection of the SUS scores revealed that the type of 
the system did have an observable influence on the SUS 
score (System A – automated: mean = 83.2, SD = 13.0; 
System B – not automated: mean = 68.2, SD = 15.5). Thus, 
the type of system (with or without automation) showed 
statistically different results (Mann Whitney U, Z = -3.981, 
p > .000).  
Table 3 shows the results for each task for the experiment. 
It presents how many of the participants succeeded (S), 
succeeded with help (H) or failed (F) for a specific task, the 
average time for each task in seconds (standard deviation in 
brackets), as well as the mean rating for the perceived 
difficulty (R) on a scale from 1 (very easy) to 5 (very 
difficult), followed by the standard deviation (SD) for this 
rating.  
Task S H F Time (sec) R SD 
T1A 24 4 4 95   (38.3) 1.7 0.82 
T1B 20 7 5 142 (64.8) 2.7 1.35 
T2A 15 10 7 171 (54.8) 2.4 1.10 
T2B 25 6 1 115 (54.8) 2.1 1.07 
T3A 28 4 0 142 (51.0) 1.5 0.67 
T3B 22 9 1 198 (73.7) 2.3 0.99 
T4A 23 3 6 74   (34.4) 1.7 1.09 
T4B 29 2 1 70   (32.1) 1.7 0.90 
Table 3 - Tasks results: Tasks labelled A indicate automated 
system; B system without automation. 
The hints given were related six times (of the total of 45 
hints given) to the contact interaction. Three times because 
people did not understand the provided tutorial (which was 
written in English); they did not know how to translate the 
word “remote control” into French. Additionally, during 
task 4A, three users did not see the tutorial in the main 
menu of the TV system. In task 2A, all the hints given were 
related to where the information was located on the 
Wikipedia page.  
A paired samples t-test revealed significant differences for 
task times for the different task sets (automated tasks vs 
non-automation). Tasks 1, 2 and 3 were significantly 
different in task time (p > 0.000) for automated vs non-
automated task times and task ratings for tasks 1 and 3 were 
significantly different (p > 0.000), rating automated tasks as 
easier. 
User Experience was investigated using the AttrakDiff 
questionnaire. As can be seen in Figure 3, System A 
(automated) scored a lot better regarding the user 
experience compared to System B. This is also supported 
by statistical analysis (Mann-Whitney: Pragmatic Quality: 
Z = -2.21, p=0.027; Hedonic Quality: Z = -5.48, p=0.000, 
Attractiveness: Z = -4.27, p = 0.000).  
Figure 3. In white, system with automation score, in black 
system without automation score. 
The final interview revealed that almost all the users 
(31/32) preferred to use the automated system as interaction 
and automation, because of its simplicity, its rapidity and its 
novelty. All of them have appreciated to be supported by 
the system during the tasks. 
Usability, UX and Acceptance 
To investigate the interrelations between the system, the 
user experience metrics (pragmatic quality, hedonic quality 
and its sub-dimensions identification and stimulation, and 
attractiveness), as well as the usability metric (SUS), 
correlation coefficients (Spearman’s roh) were computed 
among the indicator scales.  
The results of the correlation analysis show that the 
correlations of system with hedonic quality (HQ - including 
sub-dimensions identification HQ-I and stimulation HQ-S), 
attractiveness (ATT), as well as the SUS usability metric 
was significant at a 0.01 level, while for pragmatic quality 
(PQ) it was still significant at a 0.05 level (System and PQ: 
r(62) = -.279, p = .026; system and HQ: r(62) = -.462, p < 
.000; system and HQ-S: r(62) = -.738, p < .000; system and 
HQ: r(62) = -.690, p < .000; system and ATT: r(62) = -.538, 
p < .000; system and SUS: r(62) = -.502, p < .000).  
Additionally, to investigate the interrelations between the 
different UX indicators, correlation analysis was computed 
among the UX metrics and the usability metric. The results 
of the correlation analyses show that all correlations 
between pragmatic quality, hedonic quality, attractiveness, 
and the SUS usability metric were highly significant (p < 
0.01) and all were greater or equal to 0.554 (PQ and ATT: 
r(62)  = .684, p < .000; PQ and HQ: r(62) = .554, p < .000; 
PQ and SUS: r(62) = .719, p < .000; AT and HQ: r(62) = 
.817, p < .000; ATT and SUS: r(62) = .750, p < .000; HQ 
and SUS: r(62) = .608, p < .000).  
These results suggest that in this study, the user experience 
factors were highly interrelated, which goes in line with the 
opinion of most UX researchers in the HCI community that 
the elements of user experience are heavily interrelated and 
influencing each other mutually; it also replicates previous 
findings [32], [6]. 
As we additionally found correlations of the UX and 
usability metrics with the degree of automation of the 
system, this suggests – in combination with the results from 
the final interview - that automation can positively 
influence users’ perceptions and experiences with an IPTV 
system. As user experience is changing over time and 
usability is becoming more important for long term usage, 
the findings can be interpreted in two ways: (1) for the 
introduction of a new system the novelty is important to 
enhance user experience. (2) for longer term usage it seems 
possible to influence the user experience continuously, so 
positive user experience leads to a higher acceptance of the 
system, the incorporation into users’ daily lives, and finally 
an emotional attachment to the product [17]. 
DISCUSSION 
Our results validated the hypothesis, that if the system 
provides support for user-induced automatic task migration 
(to different devices) the user experience is rated higher and 
usability (in terms of efficiency, effectiveness and 
satisfaction) is higher for device-cross-over tasks.  
This finding needs to be investigated in more detail. Here 
we have just scratched the surface of what automation 
(automatically performing articulatory tasks) and task 
migration (changing devices for media consumption) can 
support within such an application domain.  
Lessons learned For Automation 
When designing for automation in the area of interactive 
TV it is essential to note that usability might be the most 
important system property. If an entertainment system like 
a TV cannot be used by a broad audience (typically TV is 
watched in almost all age groups) it will simply fail in 
terms of acceptance. This might be an explanation why 
automation has been accepted by users from the beginning. 
Today automation is used to support users during higher 
level tasks: tasks are performed automatically when users 
are navigating, choosing or selecting content, when 
manipulating content e.g. recording but also 
forwarding/scanning in a video. At lower levels, especially 
when taking into account new forms of remote controls that 
support multi- modal interaction techniques automation is 
used to allow the user to perform transfer, copy or selection 
tasks automatically. 
What the experiment shows is that combining automation 
with a novel and usable form of interaction can enhance the 
user experience, especially the perceived hedonic quality of 
the system. Positive user experience is perceived as a 
central factor to support acceptance of a technology [9]. 
Results of our study have only investigated the small area 
of perceived usefulness and perceived ease of use and the 
influence of user experience: showing that a high user 
experience leads to a higher perceived usefulness and 
perceived ease of use at the momentary user experience.  
Application for Safety-Critical Systems Design 
The application from results and findings from one domain 
to another has to be done very carefully. As for the concept 
of usability where it has been shown in detail that usability 
is heavily influenced by the application domain (Twintide 
Project, http://www.twintide.org/.), recent findings suggest 
that also user experience as a concept [19] and especially 
dimensions like aesthetics, emotion or social connectedness 
are different for varying application domains. On the 
contrary user experience has been shown to be closely 
related to humans and how they overall perceive interactive 
systems. It is thus likely that the findings of the case study 
in the entertainment area indicate a generally applicable 
outcome, that the automation of articulatory tasks can 
overall enhance user experience. Positive user experiences 
have been shown to increase acceptance of technologies 
[14]. Especially for the field of safety-critical systems were 
acceptance of automated systems is still critically discussed, 
this might be an interesting point to investigate: using 
automation to enhance the user experience of the system 
and on the long(er) term increasing technology acceptance 
of the automated system.  
CONCLUSION AND NEXT STEPS 
What could be shown in this experiment is that automation 
is enhancing user experience in the area of entertainment 
contrary to literature from other fields like safety-critical 
systems and automation [30]. It shows that user experience 
can be a candidate to further enhance automation 
acceptance models, as user experience as well as usability is 
affected by the introduction of automation. The contextual 
and timely bound nature of UX makes it a good candidate 
to explain possible feedback-loops for automation 
acceptance models. Next steps will be the investigation of 
all the factors of the automation acceptance model as well 
as user experience in a set of experiments investigating the 
long-term usage of an automated system. 
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