In this paper, we consider reparametrizations of the flows, and study the relationship between Bowen topological entropy and measure entropy for flows . We prove following variational principle: for an ergodic φ-invariant measure µ,
Introduction
Let X be a compact space with metric d and Borel σ-algebra B, φ : X × R → X a continuous flow on X, that is , φ t : X → X is a homeomorphism given by φ t (x) = φ(x, t) for each t ∈ R and satisfies φ t • φ s = φ s+t for each t, s ∈ R. A Borel probability measure µ on X is called φ-invariant if for any Borel set B ∈ B, it holds µ(φ t (B)) = µ(B) for all t ∈ R. It is called ergodic if any φ-invariant Borel set has measure 0 or 1. The set of all Borel probability measures, all φ-invariant Borel probability measures and all ergodic φ-invariant Borel probability measures on X are denoted by M(X), M φ (X) and E φ (X), respectively. We shall assume throughout the paper that φ is a continuous real flow on a compact metric space X without fixed points.
Assume that I is a closed interval which contains the origin, a continuous map α : I → R is said to be a reparametrization if it is a homeomorphism onto its image and α(0) = 0. Denote the set of all such reparametrizations on I by Rep(I). For a flow φ on X, given x ∈ X, t ∈ R + and ǫ > 0, we put B(x, t, ǫ, φ) = {y ∈ X : ∃ α ∈ Rep[0, t] s.t. d(φ α(s) , φ s y) < ǫ, ∀ 0 ≤ s ≤ t}, *Corresponding author 2010 Mathematics Subject Classification: 37B40, 37C45 and call such set a (t, ǫ, φ)-ball or a reparametrization ball. Clearly, all the reparametrization balls are open sets.
For a flow, it is sometimes useful to represent measure-theoretic entropy of time one map by the whole flow itself. However, an invariant measure for time one map is not, in general, flow-invariant and similarly − an ergodic measure for a flow is not necessarily ergodic for time one map. Thus there exist differences between flows and their time one maps. There are some nice works attempting to give a proper definition of the entropy of a flow. For a flow (X, φ), Abramov [1] proved that h µ (φ t ) = |t|h µ (φ 1 ) for all t ∈ R which is called the Abramov entropy formula. Bowen [4] gave the definition of topological entropy for one parameter flows on compact metric spaces. To investigate the topological entropies of mutually conjugate expansive flows, Thomas [14] defined the entropy for flows raised from allowing reparametrizations of orbits. Subsequently, he showed that his definition of entropy is equivalent to Bowen's definition for any flow without fixed points on compact metric spaces in [15] . Sun and Vergas studied measure-theoretic entropy of flows in [12] [11]. Dou etc. [6] generalized the result in [7] and established a variational principle.
In 1973, Bowen [4] introduced a definition of topological entropy of subset for Z-or N-actions systems, which later on was known as the Bowen topological entropy. Moreover, he proved the following theorems:
• If µ is an invariant Borel probability measure and Y is a subset with µ(Y ) = 1, then the Bowen topological entropy of Y is bigger than the measure-theoretic entropy with respect to µ;
• If in addition µ is ergodic, then the Bowen topological entropy of the set of generic points of µ is equal to the measure-theoretic entropy with respect to µ.
In this paper we will show that above theorems also hold to fixed-point free flows. The statement are the following. The idea of proof is inspired by Zheng and Chen [16] .
Let (X, φ) be a compact metric flow without fixed points and µ ∈ E φ (X). Suppose
the set of generic points for µ, then h B top (φ, G µ (φ)) = h µ (φ 1 ). Moreover, to obtain above theorems, we establish the Brin-Katok's entropy formula for fixed-point free flow in non-ergodic case. Theorem 1.3. Let (X, φ) be a compact metric flow without fixed points. For any µ ∈ M φ (X), then µ-a.e. x ∈ X,
and X h µ (x)dµ = h µ (φ 1 ).
Preliminaries
Let (X, φ) be a flow and Z ⊂ X. For s ≥ 0, N ∈ N and ε > 0, set
where the infimum is taken over all finite or countable families of reparametrization balls
The Bowen topological entropy h B top (φ, Z) is defined as critical value of the parameter s, where M s (φ, Z) jumps from ∞ to 0, i.e.,
Proposition 2.1.
Moreover they defined lower and upper measure-theoretic entropy for any Borel probability measure µ,
3 Proof of Theorem 1.3
This section gives the proof of Theorem 1.3. The following lemma plays a key role in our proof.
Lemma 3.1. [14] Let (X, φ) be a compact metric flow without fixed points. For any ǫ 1 > 0, there exists ǫ > 0 such that for any x, y ∈ X, and any closed interval I containing the orign, and any reparametrization α ∈ Rep(I), if d(φ α(s) (x), φ s (y)) < ǫ for all s ∈ I, then it holds that |α(s) − s| < ǫ 1 |s|, if |s| > 1;
Now we give the proof of Theorem 1.3, which can be obtained form the following Proposition 3.1 and 3.2. For the proof, we follow the proof originally due to Brin and Katok for Z-actions.
for all τ ∈ R \ {0}.
Proof. Case 1 We only need to show that t = nτ , τ > 0 and n ∈ N. Otherwise, We can choose n t ∈ N such that n t τ < t < (n t + 1)τ. Then we have
Therefore,
Choose a finite a partition ξ of X, with diam(ξ) < η 2 . Then by Theorem SMB theorem, for µ-a.e. x ∈ X,
So we have
Case 2. Consider τ < 0, t > 0. Then we have −τ > 0, by Case 1 we have
Proof. Now we claim that for any p > 0, we have
To prove the above claim, we choose L ∈ N such that L ≥ 2 log 6 + p p|τ | . We devide the proof into the following three cases. Case 1. Let τ > 0, n ∈ N, t = nLτ. Consider the σ-algebra T = {A ∈ B : µ(A △ φ −Lτ A) = 0}. Let ρ : X → X/T := Y be the associated projection and µ = Y µ y dπ(y) be the φ Lτ -ergodic decomposition of µ. For each y ∈ Y , ρ −1 (y) is φ Lτ -invariant and (ρ −1 (y), φ Lτ , µ y ) is a φ Lτ -ergodic dynamical systems, set h(y) = h µy (ρ −1 (y), φ Lτ ) is the measure theoretic entropy restricted to the system (ρ −1 (y), φ Lτ , µ y ). For any M > 0, denote by
(2) For µ almost every x ∈ X ∞ ,
Proof. If µ(X M ) = 0 and µ(X ∞ ) = 0, then (2) and (3) hold respectively. So we may assume that both µ(X M ) and µ(X ∞ ) are positive. Take K ∈ N to be sufficiently lager and let γ =
For a finite measurable partition of X, say β, denote by diam(β) = max B∈β diam(B).
• lim
By the SMB theorem, for µ-a.e. x ∈ X,
where ρ −1 (y) is the ergodic component that contain x, i.e. ρ(x) = y. Hence for µ-a.e x ∈ X, lim
For any ǫ > 0, such that ǫ < γ, by Egorov's Theorem, we then can choose ξ = ξ m for m sufficiently large such that up to a subset of X with small µ measure (say, less than ǫ), it holds that h(x, ξ) > min{ 
and
for all z ∈ X, |s| ≤ θ. By Lemma 3.1, for ǫ 1 = θ 4Lτ
, we choose ǫ ∈ (0, η 3 ). For any x ∈ X, we define
Next we will estimate the numbers of W n . Let
We consider the following sequece:
where ⌊z⌋ denote the largest integer less or equal z. If for some A ∈ W n with A = A, there exists z ∈ A ∩ B(x, t, ǫ, φ), we can choose
Similarly, we can define the sequence S β . If S α = S β , for any s ∈ [0, t], we have
Moreover, for any s ∈ [0, t], we have d(φ α(s) x, φ β(s) x) < η 3 . Since for any 0 ≤ s ≤ t, one has
By the chosen of η 0 , for the fixed S α , there exist at most 2 n A such that A∩B(x, t, ǫ, φ) = ∅. Furthermore, the number of S α is at most 3 n−1 . Hence, #W n ≤ 6 n .
For
In addition, let
To prove (2), we consider the case for k = 0, 1, · · · , K − 1.
If we can prove that
Hence, we can obtain that
Let γ → 0 (by letting K tend to infinity),
Now we estimate the measures of D ′ k,n s. For any x ∈ D k,n , in those 6 n atoms of
Lτ ξ such that A ∩ B(x, t, δ, φ), there exists at least one corresponding atom of
Lτ ξ whose measure is greater than 6 n exp(−(kγ− p − 3ǫ)n). The total number of such atoms will not exceed 6 −n exp((kγ − 3ǫ)n). Hence Q k,n , the total number of elements of
Lτ ξ that intersect D k,n , satisfies:
Let S k,n denote the total measure of such Q k,n elements of
Lτ ξ whose intersections with B k have positive measure. Then from (4),
To prove (3) 
Letting ǫ go to 0, we then have for µ almost every x ∈ X ∞ ,
Now we can finish the proof of Proposition3.2. By Lemma3.2, we have
Let M tend to ∞, then µ(X M X ∞ ) tend to 1. Hence for µ-a.e. x ∈ X,
Let p → 0, it follows that
Case 2. Consider τ > 0, t > 0. Choose n t ∈ N such that n t Lτ < t < (n t + 1)Lτ. Then we have B(x, (n t + 1)Lτ, ε, φ) ⊂ B(x, t, ε, φ) ⊂ B(x, n t Lτ, ε, φ).
Case 3. Consider τ < 0, t > 0. Then we have −τ > 0, by Case 2 we have
4 Proof of Theorem 1.1
Birkhoff ergodic theorem for flow) Let (X, φ) be a compact metric flow, µ ∈ M φ (X) and f ∈ L 1 (µ), then the limits
exist for almost every point x ∈ X. Alsof (x) =f (φ t x) for a.e x ∈ X and
Lemma 4.2. Let (X, φ) be compact metric flow and µ ∈ E φ (X), then µ(G µ (φ))=1.
Proof. The space C(X) of continuous functions admits some countable dense subset {f k } ∞ k=1 . By Theorem 4.1, there exists Q k ∈ B, µ(Q k ) = 1 such that
In fact, on the one hand, for every k ≥ 1 and x ∈ G µ (φ), we have
On the other hand, since each f ∈ C(X) can be approximated by
In [6] , the authors proved the following variational principle between the lower local entropy and Bowen entropy of compact subsets. Theorem 4.3. Let (X, φ) be a compact metric flow without fixed points. If K is a non-empty compact subsets of X, then
With the help of the above theorem, we can now give the proof of Theorem 1.1.
Proof of Theorem 1.1. Let µ ∈ M φ (X) and Y a subset of X with µ(Y ) = 1. Let {Y n } n∈N be an increasing sequence of compact subsets of
Denote by µ n the restriction of µ on Y n , i.e. for any µ-measurable set A ⊂ X,
Note that
Hence lim
Together with (9) and (10),
Noticing that µ(G µ (φ)) = 1 for µ ∈ E φ , by Theorem 1.1, we have the following corollary.
Corollary 4.4. Let (X, φ) be a compact metric flow without fixed points and µ ∈ E φ (X),
5 Proof of Theorem 1.2
In this section, we will show the proof of Theorem 1.2. Corollary 4.4 gives the lower bound.
For the upper bound, we use the ideas of Pfister and Sullivan [10] . For µ ∈ E φ (X), let {K m } m∈N be a decreasing sequence of closed convex neighborhoods of µ in M(X) and set
Then for any m, N ≥ 1, G µ (φ) ⊂ n≥N A n,m . For E ⊂ X and ε > 0, we say that E is a (t, ε)-strongly separated set in X if for every x, y ∈ E, x = y and for every α, β ∈ Rep[0, t],
Let S t (X, ε) = S t (X, ε, φ) be the largest cardinality of any (t, ε)-strongly separated subset of X. Denote by S n (A n,m , ε, φ) the maximal cardinality of any (n, ε)-strongly separated subset of A n,m .
Claim. lim
Proof of the claim. If not, suppose that
for some δ > 0. Then there exist ε 0 > 0 and M ∈ N such that for any 0 < ε < ε 0 and any m > M , it holds that lim sup
Hence we can find a sequence {m(n)} with m(n) → ∞ such that
Now let E n be a (n, ε)-separated set of A n,m(n) with maximal cardinality and define
by the convexity of K ′ m s, µ n ∈ K m(n) . And hence µ n → µ as n goes to infinity. Let β be a finite Borel partition of X such that diam(β) < η < ε and µ(∂β) = 0. Since X is compact and φ is continuous. Then each element of n−1 i=0 φ −i β contains at most one point in E n . Hence S n (A n,m(n) , ε) members of n−1 i=0 φ −i β each have δ n -measure S n (A n,m(n) , ε) and the others have δ n -measure zero. Fix natural numbers q, n with 1 < q < n and define a(j) by a(j) = [
and S has cardinality at most 2q. Therefore
Given 0 < θ < 1. Since each element of n−1 i=0 φ −i β contains at most one point in E n , then
It is easily seen that Sum this inequality over j from to q − 1 , we can get q log S n (A n,m(n) , ε) = If we divide by n, we obtain q n log S n (A n,m(n) , ε) ≤ 1 n φ −i β) + 2q 2 log #β n .
We know the members of This lead to lim sup n→∞ 1 n log S n (A n,m(n) , ε) ≤ h µ (φ 1 ), a contradiction.
By the claim, for each δ > 0, there exists ε 0 > 0 satisfying that for any 0 < ε < ε 0 , there exists M ∈ N such that whenever m > M , it holds that lim sup n→∞ 1 n log S n (A n,m(n) , ε) ≤ h µ (φ 1 ) + δ 2 .
Let E n,m be a (n, ε)-separated set of A n,m with maximal cardinality, then 
