We present a multiscale continuous Galerkin (MSCG) method for the fast and accurate simulation of timeharmonic wave propagation problems through heterogeneous media. This method exploits lattice structures to reduce the size of the global linear system by orders of magnitude. Next, we extend the MSCG method to stochastic simulation and optimization problems by augmenting the method with the following ingredients:
Introduction
A field that has attracted significant interest in recent years is the study of wave propagation through heterogeneous materials such as photonic crystals, which are engineered to exhibit properties that cannot be found in homogeneous materials. Photonic crystals are assembled by combining conventional materials in lattice structures usually at the microscopic level. Their interaction with acoustic and electromagnetic waves produces several wave phenomena that are not attainable with ordinary materials. A highly interesting phenomenon is the photonic bandgap, a broad range of frequencies for which light waves are disallowed to propagate through a periodic optical nanostructure [52] . These structures enable us to control the transmission of light by creating defects in the crystal, since the photons traveling at any frequency within the band gap are exponentially attenuated within the crystal, thus allowing to guide light in the defect. Moreover, this effect happens in all directions unlike total internal reflection (TIR). Photonic crystals have applications in fibers [35, 50] , waveguides [28, 31] and superlenses [38, 45] .
The simulation of wave propagation phenomena in heterogeneous media has been a very active field of research. One of the most widely used is the finite-difference time domain (FDTD) method [36, 43, 54, 55] . The main drawbacks of the FDTD method, despite being simple and efficient, are the difficulties to treat complex geometries, irregular domains and different length scales. The finite element (FE) method [27, 51, 58] is also very popular for solving wave propagation problems thanks to the ability of handling complex geometries and inhomogeneous materials, as well as perform h/p adaptivity. Furthermore, material interface conditions and boundary conditions can be implemented in a natural manner. Although low order methods are often used due to its simplicity, high order methods [2, 21] are more accurate and efficient for wave propagation problems. Both the FD and FE methods have been used to study the propagation of waves through photonic crystals [19, 37, 48, 53] .
The ability to accurately simulate wave propagation in photonic crystals presents some challenges beyond traditional simulation techniques. First, wave phenomena usually involve complex geometries and a mismatch in critical length scales, which can be of several orders of magnitude. Resolving the small scales may require an enormous amount of grid points. Moreover, the mathematical model (e.g., Helmholtz and Maxwell's equations) may not capture the real physical phenomena accurately enough due to simplifications and uncertainty in the model data, such as geometry errors, material properties, and boundary conditions. Several methods have been developed to deal with multiple scales. The study of problems with multiple scales in composite materials and porous media has received great attention [34] . Homogeneization methods [5] allow the treatment of multiscale features by constructing a coarse-scale models wherein the small scales are accounted. A different class of methods are the multiscale FE method [22, 23] and the mixed multiscale FE method [14] , which have been successfully applied to multiscale elliptic problems. The main drawback of these methods is their strong dependence on the boundary conditions of the subproblems and boundary resonances for strong interface heterogeneities. A class of methods that are based on domain decomposition are the mortar element methods [8, 9] , where we pursue an independent discretization of each subdomain enabling adaptivity and sliding meshes. The mortar element method allows for a great flexibility in the definition of the subdomains, making them particularly attractive for problems with complex geometries. Other methods include the multiscale DG method [1] , which blends the approaches above by using the formulation arising from multiscale FE methods and weak continuity at the interfaces. Other approaches include the hybridized multiscale DG method [40] , the geometric multiscale FEM [10] , and the method of polarized traces [59] for high-frequency problems.
In this paper, we will present the multiscale continuous Galerkin (MSCG) method to simulate wave propagation problems for structured materials. This method is an extension of the hybridized continuous Galerkin method introduced in [15] and the hybridized multiscale DG method [40] . The multiscale CG method possesses considerable advantages over other simulation methods. First, the multiscale discretization produces a significantly smaller global linear system than that of other numerical methods owing to the multilevel static condensation of degrees of freedom. Second, for a variety of problems it exploits repetitive patterns or structure to rapidly construct the global linear system by solving a small number of subproblems. As a result, the method can provide fast and accurate simulations of acoustic and electromagnetic wave problems on an unprecedented scale, where current numerical methods fail to resolve.
Furthermore, we will also consider the simulation and robust design of wave propagation problems in the presence of fabrication uncertainties and design tolerances. For complicated 2d and 3d structures the interaction of acoustic and electromagnetic waves with heterogeneous materials is in general non-intuitive, and small perturbations in the microscopic structure can lead to significant disparities in the performance of the device. To that end, we augment the MSCG method with the following ingredients: (1) a reference domain formulation [46] that allows us to treat geometric errors and manufacturing uncertainties in a consistent manner; (2) a reduced basis approximation [3, 24, 25, 41, 42, 47, 49] at the subdomain level that drastically accelerates the solution of the parametrized local subproblems; (3) an adjoint technique for computing gradients of an output functional; and (4) a model and variance reduction technique [56, 57] that enables the accelerated computation of statistical outputs by exploiting the statistical correlation between the MSCG method and the reduced basis approximation. This article is organized as follows. In Section 2, we introduce the wave propagation problem and present the MSCG method. In Section 3, we extend our approach to stochastic simulation and robust design problems. In Section 4, we present numerical results to demonstrate the performance of the proposed method. Finally, we conclude in Section 5 by discussing some directions for future research.
The multiscale continuous Galerkin method

Problem statement
The propagation of electric and magnetic fields E, H is governed by Maxwell's equations. However, under some assumptions, the three-dimensional Maxwell's equations may be reduced to the following scalar Helmholtz equation in a domain Ω ∈ R 2 with Lipschitz boundary ∂Ω:
The above equation may represent two different polarizations of the electromagnetic wave of frequency ω.
In TM (transverse magnetic) or E-polarization we assume the magnetic field is confined to the plane of propagation (which we assume the x − y plane), that is H = (H x , H y , 0), and that the electric field is perpendicular to this plane E = (0, 0, E z ). Conversely, in TE (transverse electric) or H-polarization the electric field is confined to the plane and the magnetic field is perpendicular to it, that is E = (E x , E y , 0) and H = (0, 0, H z ). The parameters in (1) are ρ = 1, κ 2 = ω 2 ε(x) and u = E z for TM waves, and for TE waves ρ = ε(x) −1 , κ 2 = ω 2 and u = H z . The flow of electromagnetic power is governed by the time average of the Poynting vector, which can be expressed as S = ρ/(2ω) iu∇u † , where † denotes the conjugate transpose.
The Helmholtz equation above assumes a finite domain. Nonetheless, wave propagation problems often occur in unbounded domains. In order to numerically simulate such phenomena, we use the Perfectly Matched Layers (PMLs) [6] by transforming the differential operators to include imaginary values through
where σ > 0 turns the oscillating solution into an exponentially decaying one in the x-direction, whereas σ = 0 leaves the Helmholtz equation unchanged. We refer to [29] for a detailed discussion of the PMLs.
Reference domain formulation
Let us assume that the physical domain Ω depends on and thus varies with some geometry parameters z on a compact set. We want to solve the problem (1) for many different realizations of z. In such scenario, it is much more convenient to map the physical domain Ω onto a fixed reference domain Ω r . Following Persson et al. [46] , we assume a one-to-one mapping given by a diffeomorphism G from the reference domain Ω r ∈ R n with coordinates X to the physical domain Ω ∈ R n with coordinates x. The mapping can be expressed as x = G(X, z), where z parametrizes the mapping. The mapping deformation gradient and its Jacobian are defined G = ∇ r G and g = det G, respectively. Note that ∇ = G −T ∇ r .
To obtain the transformed equation on the reference space we integrate on a volume and use the divergence theorem. In particular, the transformed equation on the reference domain reads
where we recall the following relations dv = gdV and nds = gG −1 NdS. If we transform the boundary conditions as well we arrive to
where G = gG −1 G −T and g s is the restriction of the jacobian g to the face.
Heterogeneous materials
As mentioned earlier, our goal in this paper is to develop a method for efficiently simulating wave propagation through heterogeneous materials. As a motivating example, we consider a waveguide in Figure 1 (left) consisting of dielectric rods in air. Our work relies on solving for a small number of subproblems, in this case only the subdomain with the rod and the defect subdomain (no rod), thus exploiting the repeated patterns. Unfortunately, in real photonic applications, all of these rods are different mainly due to fabrication tolerances and manufacturing errors that arise as a consequence of the extreme-scale fabrication techniques, see Figure 1 (right). Thus, in order to achieve truly predictive simulations one must take into account these variations. For simplicity of exposition, we consider circular rods as an example. The extension to multiple types/shapes of rods is straightforward.
In this case, the reference domain Ω r refers to the structure with perfectly circular rods, whereas the physical domain Ω is used to describe the real structure with varying rods. We assume that both domains may be split using M non-overlapping subdomains such that Ω =
Thus, instead of solving (1) on Ω, we solve (4) on Ω r . Furthermore, we shall assume the one-to-one diffeomorphism deforms each subdomain independently leaving the subdomain interfaces fixed, hence for M subdomains the mapping is defined as
, and we abuse the notation by referring to the mapping and its differential quantities as Figure 1 : Reference domain (left), physical domain (right) and subdomain mapping.
MSCG method
Let us introduce the MSCG method to solve the governing equation on the fixed reference domain. We first define a triangulation T . For each subdomain face F , we subdivide it into N elements f i , 1 ≤ i ≤ N . Thus we define the set of face elements as Figure 2a , the subdomain faces coincide with the face elements except for the rightmost boundary, wherein the face is subdivided into two elements f i (dashed dotted) and f j (dash).
We can now introduce our approximation spaces as
where P p m (T ) is the space of polynomials of degree at most p m on T ∈ T m h and P p f (f) is the space of polynomials of degree at most p f on f ∈ F f . Note that we allow variation of polynomial degrees on subdomains. To impose the Dirichlet boundary condition, we introduce
We then introduce the auxiliary variable q h which approximates of the normal component of the flux q = ρG∇ r u · N. We then seek an approximation
for all (w, v) ∈ W h × V h (0), where the operator P W h represents the projection onto the space W h . Note that equation (6c) enforces continuity of the normal component of the flux across interfaces of the subdomains.
We next eliminate the equations and unknowns of (u h , q h ) using Schur complement to obtain a formulation in terms of λ h only. This can be achieved by considering two subproblems for each subdomain Ω
, and the second subproblem
Here 
for v ∈ V h (0), and compute the numerical solution
h . The main feature of MSCG is the flexibility of mesh generation and h/p adaptivity at the subdomain level, since the local subproblem on a subdomain is independent of the remaining subdomains, as it only depends on the interfaces. Hence, the local subproblem information may be statically condensed at the interfaces. The idea is to relax the continuity restriction at the subdomain interface and impose it back through a set of Lagrange multipliers λ, which correspond to the unique solution of the variational formulation on the skeleton. Once the global solution is obtained, the solution for the local subproblems can be recovered independently for each subdomain. Another important advantage of the MSCG is that the solution at the interfaces can be approximated with a different polynomial space than that of the subproblems, for instance using Lagrange interpolation polynomials of higher order at Chebyshev nodes, thus drastically reducing the size of the global system that needs to be solved. Finally, continuity of the approximate solution across subdomains is enforced by imposing Dirichlet boundary conditions for each subdomain that coincide with the value of the global solution at the interfaces.
MSCG implementation
We describe how to implement the MSCG method. Firstly, let us assume the total number of global and local degrees of freedom in the problem is given by N g , N respectively, and that the superscript m identifies the global/local degrees of freedom for a specific subdomain. Let V h be spanned by a set of global basis
. These basis functions are Lagrange polynomials interpolating on the Chebyshev nodes as shown in Figure 2b . Then we have
where the matrices K ∈ R Ng×Ng , F ∈ R Ng are given by
Of course, the Dirichlet boundary condition must also be enforced when solving (9) for Λ. Note that u ϕi h is the solution of the local subproblems (7b) for η = ϕ i and that we need to solve (7b) only on the subdomains for which ϕ i is non-zero.
In practice, we assemble the linear system (9) by computing the local quantities as follows. Let {ϕ 
6 where the functions u
for m = 1, . . . , M . The global stiffness matrix K and load vector F can now be assembled through the standard finite element assembly procedure. Finally, we recover the numerical solution on any subdomain Ω
g are the degrees of freedom of λ h on Ω m r . It should be pointed out that if the subdomains belong to the same class then they have the same subproblem. As a result, the number of subproblems is equal to the number of subdomain classes. This feature is one of the key advantages of the MSCG method, which makes it particularly attractive for problems with periodic or repetitive structures.
Stochastic MSCG
In this section, we introduce an computational approach for computing the statistics of some outputs of interest, such as the transmission power of photonic devices, of stochastic wave propagation problems. The main ingredients of our approach include (1) stochastic modeling to deal with geometry error due to imperfections, (2) reduced basis approximation [3, 42, 47, 49] to reduce the computational cost, (3) variance reduction [20, 39, 56, 57] to accelerate the convergence of the statistical outputs, and (4) adjoint technique to compute the derivatives of the statistical outputs.
Stochastic modeling for geometry error
In photonic crystals, the most widely used patterns are either dielectric circular rods in air or air holes in a dielectric slab [28] . Ideally, all of these circular rods should have the same radius R 0 . However, because of technological limitation at micro and nano scales, these circular rods are never perfectly round. In other words, there are a manufacturing tolerance/variability in the circular rods. We will assume that geometry variability is restricted to the radial direction and modeled as function of the angular coordinate α ∈ [0, 2π] with a random field with covariance kernel described in [12] . The geometry error is characterized through the following truncated Karhunen-Loève expansion of the radius:
where σ is the variance of the covariance kernel and L c is the correlation length, which is inversely related to the decay of the KL modes. Figure 3b shows some realizations of the rod radius.
We now briefly describe the mapping G m that we use for all rod subdomains. For this work we consider subdomains with both square and triangular symmetry of unit length, discretized with high-order triangulations such that the perimeter of the circle and a bounding box around the origin of length (to avoid the singularity) are well represented, see Figure. The subdomain deforms as (x, y) = G m (X), hence the derivatives ∂x i /∂X j are required for the computations. Using polar coordinates in both spaces and taking into account that modifications are only considered in the radial direction, that is (r 2 , α) = (x 2 + y 2 , arctan y/x) and (R 2 , α) = (X 2 + Y 2 , arctan Y /X), we can express x = r(X) cos α and y = r(X) sin α. We also note that the boundaries of the domain and bounding box around the origin remain fixed.
In order to define r(X) for the points in the triangulation, we assume that the perimeter of the rod is deformed according to (13) , and that the remaining points are linearly deformed according to
The derivatives ∂r/∂x i may be computed with the chain rule. Note there are two distinct types of boundaries, see Figure 3a , and its distance to the origin can described as B = 1 + (Y /X) 2 (red) and B = 1 + (X/Y ) 2 (black). The distance to the boundary of the origin box is similarly computed. 
Reduced basis approximation
A key component of our proposed approach is the use of reduced basis approximation to compute approximate solutions at the subdomain level. This will enable us to accelerate the multiscale continuous Galerkin method. We briefly described how a reduced basis is constructed in this framework.
The bilinear forms involved in the local problems (7) depend nonaffinely on the parameter vector z since the deformation mapping G is nonaffine. To circumvent the nonaffine parameter dependence, we use the discrete empirical interpolation method (DEIM) [11] to approximate, G(X, z) and g(X, z) with the following affine expansions
respectively. For an arbitrary subdomain we now substitute (15) in (7) as an approximation of the geometric properties, and find u
for all w ∈ W m h (0).
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For subproblem (16b) assume that we are given, for a certain Dirichlet condition η = ϕ i , orthonormalized basis functions
In our case this spaces are constructed by computing a weighted POD [7] on a set of solutions. The main caveat of this formulation is that we typically have many Dirichlet conditions, which can impact the efficiency of the method since we must solve multiple RB systems. Instead, we propose to develop a single RB space W m N , where the basis functions ζ n are computed with a weighted POD on a set of solutions for all possible Dirichlet boundary conditions. That is, we treat the solutions for the various boundary conditions as independent snapshots, allowing us to assemble and solve only one reduced basis system. For the first subproblem the process is similar if f has spatial dependence, thus the RB needs to be constructed upon all possible variations of the source on the subdomains. Nonetheless, if the source is constant the RB for (16a) may be obtained using the standard RB procedure. The associated RB space that arises from the source problem is W m N (0).
We then apply a Galerkin projection to find a RB solution u
The elementary global matrix K 
for 1 ≤ i, j ≤ N m g . The affine parametric dependence enables an Offline-Online computational strategy where the parameter-independent instances are precomputed and stored beforehand, and the cost to obtain the approximate solution u ϕi N for each new parameter value depends only on Q, K and N .
Model and variance reduction
Our approach exploits the structure of the problem using the MSCG method and the development of a RB for subdomains under a deformation mapping. We now study how these two different models can be combined to produce fast yet accurate estimates of the statistics of a quantity of interest. We propose a multilevel variance reduction method that exploits the statistical correlation among the different reduced basis approximations and the high-fidelity MSCG discretization to accelerate the convergence rate of the Monte Carlo simulations. The multilevel variance reduction method provides efficient computation of the statistical outputs by shifting most of the computational burden from the high-fidelity MSCG approximation to the reduced basis approximations.
We first introduce a probability space (Υ, Σ, P ), where Υ is the set of outcomes, Σ is the σ-algebra of the subsets of Υ, and P is the probability measure. If Z is a real random variable in (Υ, Σ, P ) and υ a probability event, we denote its expectation by E[Z] = Υ Z(υ)dP (υ). For an arbitrary subdomain Ω m r , we will consider random functions v in L 2 (Ω m r × Υ) equipped with the following norm
We assume that, for a given subdomain Ω m r , the parameters that define the geometric mapping z The solution u of the original problem can be written as a function of z ∈ Γ. Now let s be a bounded functional. We introduce a random output s defined as
We are interested in evaluating the expectation and variance of s as
Since the exact output cannot be computed, we introduce the MSCG and RB outputs defined as s h (z), s N (z) respectively. Moreover, we shall assume that s h (z) is indistinguishable from s(z) for any z ∈ Γ, and that s N (z) is computed by using a RB space of dimension N in (18) for all subdomains. Since the RB approximation is constructed upon the MSCG approximation we expect a high statistical correlation between both outputs provided the basis is rich enough.
We now apply the above idea to compute an estimate of E[s h ], where s h (z) is the stochastic output obtained by using the MSCG method to solve the underlying stochastic PDE. To achieve this goal, we introduce
where s N1 (z) is the RB output for some N 1 ∈ [1, N max ]. Because s N1 (z) generally approximates s h (z) very well, the two outputs are highly correlated. The expectation may be recast as
The underlying premise here is that the two expectation terms on the right hand side can be computed efficiently by MC simulations owing to variance reduction and model reduction: the first term requires a small number of samples because its variance is generally very small, while the second term is less expensive to evaluate because it involves the RB output. The numerical simulation of (19) is denoted as model and variance reduction (MVR) estimate of the expectation
which is unbiased.
The application of the CLT enables us to derive a posteriori estimate for the error in the expectation, that is
where a > 0 is the confidence level. For instance, in order to guarantee that E[s h ] − E M0,M1 [s h ] is bounded by a specified error tolerance tol with a high probability (say, greater than 0.95), we need to take a ≥ 1.96 according to the CLT. Similarly, the estimate of the variance is defined as
where the auxiliary variables are
The error bound for the variance is defined analogously. The above derivations, the extension to the multilevel context and the optimal choice of sample and RB sizes is thouroughly discussed and analyzed in [57] .
Computation of gradients
In the optimization context the usage of first order optimization algorithms usually leads to accelerated convergence to the optimum value, as it guarantees a more efficient exploration of the design space. We review now how to obtain the gradients for the MSCG method.
Following our assumptions, the vector of parameters z has at most dimension M D, since the defect subdomains do not require any parameter. We now derive an adjoint approach to compute gradients in the multiscale context. The solution to the MSCG problem in matrix form is u = U ϕ Λ + U f , where U ϕ ∈ C N ×Ng is a matrix that contains the solutions to the Dirichlet subproblems and U f is a vector of dimension N that contains the solution to the source problem.
If we are interested in a single output s(u, z), its derivatives can be computed as
We invoke the adjoint technique to solve the last part, namely
where the adjoint variable is the solution of
thus allowing us to compute the (at most) M D derivatives with only an extra adjoint solution.
The derivatives of U ϕ , U f , K, F with respect to z are sparse since the parameters only have local influence, and can be evaluated with (12),(7b) and (11) for the MSCG case and with (17) and (18) for the RB case. An additional advantage of RB is the computation of these derivatives, since the affine dependence on the parameters that arises from the DEIM greatly simplifies the computation.
Numerical results
Convergence test and cost analysis
Firstly, we study the convergence of the MSCG and compare it to that of the standard CG for a simple problem. The problem is to solve (1) in a unit square Ω = (0, 1) 2 for ρ = κ 2 = 1, where the Dirichlet condition and source term are chosen such that the exact solution is
The exact solution is a planewave of wavenumber k propagating in the θ direction. The results reported here correspond to θ = π/4 and k = 6.
For the CG discretization, we consider a homogeneous triangulation of 2n 2 elements with uniform element size of h = 1/n. For the MSCG, we subdivide the domain into q 2 uniform squares, each of them with 2n 2 /q 2 triangles of uniform element size of h = q/n. To represent the solution we consider both polynomial order p = 1, 2 for all subdomains; for the interfaces, besides considering a polynomial order sufficient to capture the frequency of the problem, for instance 10, we also require for any boundary face that the local discretization is finer than the global discretization in order to capture the boundary conditions prescribed by the Lagrange polynomial. Hence we take p f = min{10, np/q}, and discretize each global face with a single high-order element.
We compute the L 2 (Ω) errors for both methods for n = 8, 16, 32, 64, 128 and q = 1, 2, 4, 8 for the subdivisions, and the results are collected in Table 1 for p = 1 and Table 2 for p = 2. The errors for both methods coincide, and yield the expected convergence rate of O(h p+1 ) for smooth solutions. Indeed, as long as the global polynomial order suffices for the frequency of interest, the error will be dominated by the subproblems, where both methods have the same discretization. 9.38e-6 9.38e-6 9.38e-6 9.38e-6 9.38e-6 3.01 64
1.17e-6 1.17e-6 1.17e-6 1.17e-6 1.17e-6 3.00 128
1.46e-7 1.46e-7 1.46e-7 1.46e-7 1.46e-7 3.00 Table 2 : L 2 (Ω) error and convergence rate for MSCG and CG for p = 2 as a function of n.
Another relevant study is the comparison of degrees of freedom for both methods. A uniform triangular mesh of 2n 2 elements of order p renders N CG = (np + 1) 2 high-order nodes. Conversely, for each of the q 2 subdomains of the MSCG we have 2(n/q) 2 elements and N = (np/q + 1) 2 degrees of freedom. Furthermore, if we assume a homogeneous polynomial order p f for the Lagrange polynomial at the interfaces, it can be shown that N g = (q + 1)(2qp f − q + 1). If we adopt p f = min{10, np/q}, which suffices to represent the solution accurately for this case, we obtain the degrees of freedom presented in Table 3 for p = 2. 8  81  93  25  145  9  225  289  16  289  117  81  305  25  513  1089  32  1089  117  289  385  81  1089  4225  64  4225  117 1089 385  289  1377 16641  128 16641 117 4225 385 1089 1377 66049 Table 3 : Degrees of freedom for MSCG and CG for p = 2 as a function of n.
This analysis shows that, for this problem where there is only one subdomain type, the best strategy is to use more subdivisions per direction as we reduce the mesh size. Indeed, a multiscale configuration is deemed optimal whenever the degrees of freedom for both the local and global problem are in the same order of magnitude, thus the computational burden is divided evenly. Furthermore, notice that the benefit of the MSCG as opposed to regular CG becomes apparent as more elements are used in the discretization. The results presented here correspond to the very simple case where only one local computation needs to be performed, therefore if there is more than one subdomain type one needs to account for the multiple unique local subproblems. However, if the several subdomain types are then solved in parallel the cost can be assumed proportional to a single local solve, which greatly benefits the efficiency of the MSCG method. Table 4 : Degrees of freedom for MSCG for the waveguide splitter separated by subdomain types.
Deterministic waveguide simulation
We now focus on the simulation of waveguiding through photonic crystals, a feature widely used in telecommunications and optical wave control. Photonic crystals are structured materials that are assembled by combining different materials respecting the symmetries of the square or the hexagon, giving rise to a periodic nanostructure that exhibits the bandgap phenomenon. That is, there exists broad bands of frequencies for which wave propagation through the crystal is exponentially decaying. Common examples of such structures are dielectric rods in air or holes drilled in a dielectric slab, and its bandgaps have been extensively studied [28] . Waveguiding arises as an application of photonic crystals whenever symmetry of the lattice is broken, for instance when a line of rods is removed from the crystal. In this scenario, if the crystal is illuminated with a wave whose frequency is in the gap, the wave will only be allowed to travel along the defect, as it will be evanescent away from the defect due to the exponential decay. The MSCG presented in this paper is therefore an attractive candidate to simulate photonic crystal applications, since they rely on the repetition of patterns on a lattice structure. Thus, the nature of the MSCG method will enable us to simulate large photonic crystal structures by computing only a handful of different subproblems. The first example is a waveguide splitter consisting of Gallenium Arsenide rods (ε = 11.4) in air of radius R 0 = 0.4a, where a is the periodicity of the crystal. For the TM polarization, this structure presents a first bandgap for ωa/2πc ∈ (0.36, 0.40) and a second bandgap for ωa/2πc ∈ (0.52, 0.55). In order to numerically simulate the splitter with the MSCG, we first have to identify the subdomains in which to split the computational domain. The subdomains should be invariant to rotation and translation to ensure a small number of subproblems are solved. The size of the subdomain along with the frequencies of interest determine the polynomial order chosen to approximate the solution at the global interfaces. Conversely, the discretization needed at the subdomain level is governed by the details of the geometry together with the 13 frequency of the propagating wave. Furthermore, the MSCG gives rise to the possibility of using different polynomial approximation order for different subdomains, which can greatly impact its efficiency.
For the waveguide splitter shown in Figure 4 (left), we choose three different types of subdomains: (1) the rod subdomain, where we use p = 2, curved elements and adaptive mesh size to approximate the fine detail of the rod curvature; (2) the defect subdomain, where we use an homogeneous mesh of straight-sided elements of order p = 2; and (3) the PML subdomain, with the same discrtization as type 2 but where we solved the modified Helmholtz equation given by (2) . For each global interface we choose a single element of polynomial order p f = 10, which gives sufficient resolution of more than 20 points per wavelength. The degree of freedom count is reported in Table 4 . Note that solving the exact same problem with regular CG would suppose solving a linear system of more than 18M dof as oposed to a system of 26K dof, thus the competitive advantage of MSCG is clear for problems presenting such a repetitive structure.
In Figure 4 (right) we show the amplitude field for a frequency in the first bandgap, a frequency between the two bandgaps and a frequency in the second bandgap. An attractive feature of waveguiding with photonic crystals are the low losses that occur even for sharp bends, thus enabling the efficient guiding or splitting of electromagnetic waves, as it can be observed for frequencies in the bandgap.
Deterministic waveguide optimization
Let us consider the simulation and design of a photonic crystal consisting of a silicon (ε = 12.1) slab assembled in a triangular lattice with drilled air holes of radius R 0 = 275a/800, which presents a broad bandgap for ωa/2πc ∈ (0.26, 0.34) for TE waves, see [18] . A waveguide is generated by opening a defect with two 60
• bends according to the symmetry of the lattice and illuminating the crystal with a wave impinging at the input port. The quantity of interest is the intensity of the optical power at the output port in the x-direction, namely
where the subdomains at the output port comprise the line defect and one rod subdomain above and below according to the symmetry of the lattice. The schematics of the slab are shown in Figure 5a (left), where we have ensured that the bends are sufficiently separated such that they do not interact. The objective here is to apply the methdology above to find a design for the bending region such that guarantees transmission for certain frequencies of interest, since the waveguide only transmits very narrow bands of frequencies within the bandgap [18] , see Figure 5b .
Firstly, we describe the different subdomains that can be identified, see Figure 5a (right). The subdomain types 1 and 2 correspond both the the subdomain with a rod and triangular symmetry, but are treated independently since the subdomains pertaining to type 1 will be subject to shape optimization, whereas the subdomains from type 2 remain undeformed. The other two subdomain types correspond to the line defect and the PML respectively. The dof count for the different types and the global problem is collected in Table  5 . In this paper we only consider shape optimization, as opposed topology optimization described in [4] . The optimization variables are the radii of the rods in type 1. Hence, we have M 1 = 58 design parameters θ Thus, the required mapping G 1 deforms the circular surface of the hole continuously by leaving the boundaries of the subdomain and a small region around the center (to avoid the singularity) fixed, such that the deformed surface of the hole achieves the desired radius value. The mapping for the other subdomain types is the identity.
The first step towards efficient optimization is to develop a RB for the subdomains of type 1, which reduces to finding a RB for the Dirichlet subproblem (12) as we have no source. The application of the DEIM on the three components of G (represents a second-order symmetric tensor) and the jacobian g enables the affine parametrization of the mapping, for a total of Q = 6 and K = 4 interpolation elements, guaranteeing the error in the RB is not dominated by the empirical interpolation. We then compute snapshots to (12) for the multiple Dirichlet conditions, where the parameters are θ and the frequency ω -thus the RB can be reused at multiple frequencies. Finally, the RB is constructed by compressing the snapshots for all the boundary conditions on a single POD basis, weighted by the energy norm of the problem.
We now proceed to optimizing the radii of the rods. The deterministic optimization problem reads
where Θ is the design region. The optimization algorithm used is multi-level single linkage [32, 33] for global optimization combined with preconditioned truncated Newton [16] for local optimization, both implemented in the nlopt [30] optimization package. The first results correspond to a single frequency optimization, in this case ωa/2πc = 0.305, for which transmission is poor. Since the frequency is constant, we precompute (11) and (12) In the present case we use a reduced basis of size N = 100 that produces the solution to the local problem 150 faster than standard CG. The relative error of s N (θ * ) with respect to s h (θ * ) is 2.3e − 5, hence certifying the accuracy of the RB and validating the approach. The quantity of interest for the optimal radius variation θ * is shown in Figure 6a (dashed red) for several frequencies, showing a much higher transmission than the un-optimized version, see Figure 5b .
Robust waveguide optimization
The next step is to seek a design that is robust with respect to a range of frequencies, which is desirable when the optimum presents a sharp peak with a rapid decay for small variations. This optimization problem can be recast in a stochastic optimization framework as
where γ controls the weight assigned to the variance minimization. Since the stochastic space is unidimensional, the output statistics can be computed with simple Gauss-Legendre quadrature, reducing (24) to the weighted evaluation of the output at the frequencies given by Legendre points. Thus, we can again precompute (11)- (12) Finally, we analyze the robustness of the solutions with respect to geometry errors for a range of frequencies. The geometry errors, which will be considered for subdomains in types 1 and 2, are given by (13) , where we append the constant deformation θ m for the optimization, namely r In order to achieve robust designs accounting for variation in both the frequency and the geometry parameters, we formulate the following stochastic optimization problem
The stochastic dimension of the problem under consideration is enormous, since we have 11 geometry parameters per subdomain plus the frequency, and there are 665 subdomains of types 1 and 2 combined. Hence, we shall resort to the MVR method described in Section 3.3 to compute the statistics of the quantity of interest. We develop a RB using the DEIM combined with POD for the non-homogeneous radius variation. We set θ m ∈ [−0.127, 0.047]a as before for the optimization, which in this case leads to Q = 61 and K = 23 elements in the interpolation basis. We again use N = 100 for the RB model, which leads to a reduction in variance of more than two orders of magnitude when evaluated on a random set of realizations of z for the design θ. This RB is less accurate than the one developed for θ only, since have considered 11 additional parameters to represent the geometry and we use the same RB size. The main difference here is that we employ the RB as a surrogate that correlates with the high-fidelity model, not as a substitute, thus a coarser basis still casts excellent results.
In Figure 6a we show in dashed line, for a set of discrete frequencies in the interval ωa/2πc = [0.3045, 0.3055], the transmission s h for the several configurations considered: single frequency optimization θ * , range of frequencies θ and robust design θ. We compare the results with E G [s h (θ)]±∆ E , computed with (20)- (21), for several frequencies within the interval. The single frequency optimum θ * produces the highest transmission for ωa/2πc = 0.305, but it degrades significantly in the presence of geometric errors. Conversely, the other optima, albeit attaining lower peak transmission values, maintain a satisfactory performance for all the frequencies in the range. Moreover, the robust optimum outperforms the range of frequencies optimum both in expected value and in variance, see Figure 6b . These results show the importance of accounting for the geometry variations in the objective function if robust designs are sought. Finally, in Figure 6c we depict the several optima θ, expressed as a variation on the nominal radius, for the three different scenarios considered. (a) Output for no geometric errors (dashed) and expected value of output with respect to geometry with 95% confidence interval (solid) for the three optimized designs at single frequencies. 
Conclusions
We have presented a multiscale continuous Galerkin method for computing wave propagation phenomena through heterogeneous materials. The method relies on partitioning the computational domain into subdomains, and computing the local solution at the subdomain as a function of the Lagrange multipliers at the interfaces. Thus, we statically condensate the local problem to the global degrees of freedom and solve a linear system for the Lagrange multipliers only. We then recover the solution in the interior of the subdomain by linearity and superposition. Furthermore, the MSCG is especially advantageous for problems that exhibit repeated patterns, since the local subproblems may be reused for similar subdomains. This methodology is implemented together with a reference domain formulation that allows us to consistently model geometric deformations at the subdomain level. In addition, we propose the construction of a reduced order model for the local subproblems to speed up the MSCG method. We then use the model and variance reduction method to compute statistical outputs of stochastic wave propagation problems. Finally, we presented a convergence test to verify the convergence rate of MSCG, a deterministic simulation of a waveguide splitter to illustrate the advantages of MSCG in photonic crystal, and a robust optimization of a photonic slab to demonstrate the performance of MSCG for robust designs.
We conclude the paper by pointing out several possible extensions for further research. Firstly, it would be interesting to address model reduction at the global level [17] . In the two dimensional examples introduced here the computational burden is usually concentrated at the subdomain level, but for three dimensional cases it is imperative to minimize not only the size of the global problem, but also the amount of Dirichlet problems that need to be solved at each subdomain. Furthermore, we would like to extend this approach for the time-harmonic Maxwell's equations in three dimensions. The challenges are threefold: (1) the development of a consistent reference domain formulation is not as straightforward as for the Helmholtz equation; (2) the vector nature of Maxwell's equation increases the computational cost as it requires solving for multiple components of the solution field; and (3) as mentioned earlier, the interfaces are approximated by two-dimensional Lagrange polynomials, thus squaring the amount of Dirichlet subproblems required for the subdomain types. Nonetheless, the ultimate goal is to develop the methodology just described to tackle plasmonic problems [13, 26, 44] , which involve not only full 3d simulations but also tremendous mismatchs in length scales.
