In many Genetic Algorithms applications the objective is to find a (near-)optimal solution using a limited amount of computation. Given these requirements it is difficult to find a good balance between exploration and exploitation. Usually such a balance is found by tuning the various parameters (like the selective pressure, population size, the mutation-and crossover rate) of the Genetic Algorithm. As an alternative we propose simultaneous tuning of the selective pressure and the disruptiveness of the recombination operators. Our experiments show that the combination of a proper selective pressure and a highly disruptive recombination operator yields superior performance. The reduction mechanism used in a Steady-State GA has a strong influence on the optimal crossover disruptiveness. Using the worst fitness deletion strategy the building blocks present in the current best individuals are always preserved. This releases the crossover operator from the burden t o maintain good building blocks and allows us to tune crossover disruptiveness to improve the search for better individuals
Introduction
Genetic Algorithms have been applied to a variety of problems. In many practical applications of GA's the main objective is to find reasonable solutions within a reasonable amount of computation, where the exact meaning of reasonable differs per application. One interpretation of this statement is that one wants to find a (near-)optimal solution with a high probability using limited computatzonal efforts (few function evaluations). Hence we have to find the proper balance between exploration and exploitation and we have t o prevent premature convergence.
A typical application involves choosing a specific type of Genetic Algorithm, defining the operators, and tuning the parameters of the GA. These parameters are for example the probability of applying mutation, the probability of applying recombination, the size of the population, and the selective pressure. In GA's using linear ranking and tournament selection the selective pressure can be tuned by means of the ranking bias for linear ranking and the tournament size for tournament selection. Linear ranking and tournament selection fit nicely together in the sense that the maximal selective pressure of linear ranking corresponds to the minimal selective pressure of tournament selection, when populations are not too small.
We suggest that disruptiveness of the recombination operators is added to the list of important GA parameters. Disruptiveness of the recombination operator can have a strong influence on the search process, and we advice a high disruptiveness combined with an appropriate selective pressure in order to obtain a rapid GA.
One way of tuning the disruptiveness of recombination operators is to control the number of crossover points. De Jong et ai. studied the influence of multipoint crossover [l] and Syswerda defined and tested the uniform crossover (51, which can be tuned using a biased coin. The generalized n-ary crossover operators [2, 31 adjusts the number of parents in order to tune disruptiveness.
In this paper we focus on Steady-State GA's [8, 61 using a bit representation. This GA will be applied to function optimization problems, as these problems are often used as a test suite in GA related papers. However, we think that most statements in this paper are of a more general nature: they can be applied to other kinds of problems and other representations too. We will consider linear ranking and tournament selection as a selection mechanism, and we will combine these with random deletion and worst fitness deletion as a reduction mechanism. For the problems we consider it turns out that simultaneous tuning of selective pressure and recombination disruptiveness can result in a GA that outperforms GA's using the standard set of tunable parameters.
The paper is organized as follows. In section 2 we discuss different ways to speed up a GA. In section 3 we present an analysis of bit-variances and introduce a dynamic notion of disruptiveness. Then section 4 contains the experimental setup, and section 5 gives the results of the experiments. Finally, the conclusions are given in section 6.
If we take a tournament size b = 2 then we get the same distribution as for linear ranking with the ranking bias of 2, which is the maximal possible bias for linear ranking.
GA convergence velocity
In many applications of GA's finding global optimal solutions requires far too much computation. In such cases it is necessary to find parameter settings that increase the convergence velocity of the CA, without resulting in too early premature convergence. An often applied method is minimizing the population size in order to obtain more rapid progress. Squeezing the population size too much can easily lead to stochastic sampling errors, as a smaller population carries less information. This results in premature convergence, leading to deterioration of the obtained solutions.
Another method to speed up a GA is increasing the selective pressure. As a result the GA is allocating more reproductive trials to fittest individuals in the population. It often is not advisable to make tournament sizes too large, as this might enlarge the probability of premature convergence. In order to understand the influence of the selective pi-essure let us have a look on the effect of the tourna.ment size when applying tournament selection. Let a be the rank of a certain individual in the population consisting of n individuals and let b be the tournament size. We define Pln(n, b ) to be the probability that a selected individual has rank smaller than or equal to CY: Hence the probability P, (the element of rank a is selected) equals Figure 1 shows P, as a function of the rank LY (a higher rank corresponds to a fitter individual) and a pool size 200. The four curves shown correspond respectively to tournament sizes 2, 3, 4, and 5. As the tournament size increases the distribution concentrates near the better individuals and larger parts of the population are "shielded" from the evolution process. That is, when enlarging the tournament size the GA is focusing on a smaller part of the population. This results in a reduction of the effective population size, thereby again enlarging the probability of premature convergence.
To see the relation between linear ranking and tournament selection (at least for sufficiently large populations), we can use the following approximation 5-tourn.
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Individual rank a A less traditional method to speed up a GA is to increase the disruptiveness of the operators. A more disruptive operator can result in a better exploration of the search space. A disadvantage of a highly disruptive operator is that it easily leads to the loss of a1-ready discovered building blocks. An appropriate selection scheme can help in avoiding this kind of losses. The often used combination of fitness proportional selection and one-point crossover operator relies on making many copies of discovered building blocks in order to prevent the loss of already discovered building blocks. As evaluating (nearly-)identical individuals does not offer much new information, such a setting is inappropriate when rapid convergence is needed.
In the next section we investigate the role of disruptiveness in recombination operators. We do this by tracing vectors of bit variances and propose a new, dynamic definition of the probability of schema disruption.
Variances of Bits
Evolution is often visualized at phenotypic level, where one observes the development of average and current best fitness as a function of the number of function evaluations. In order to gain a better understanding of the behavior of recombination operators we traced the evolution process at genotypic level.
Given a population of bitstrings, one can calculate the expected value E[a] and the variance V [ a ] of each bit a over the population. Note that
, since a bit can only take the value 0 or 1. For a random initial population of a reasonable size E[a] will be 0.5 for each bit a. This implies that V [ a ] is close to 0.25. In a population that has converged completely to one specific bitstring, the variances of all bits will be 0. Given a population of bitstrings we can assign a bit-variance vector by taking the variances of the successive bits. Bit convergence can than be visualized by tracing the evolution of this vector. During the evolution the variance of bits will decrease. However, this will not happen at the same rate for all bits. Some bits are more significant than other bits, in the sense that the specific value of some bits have much more influence on fitness than the value of other bits. The variance in the values of the most significant bits tends to decrease rapidly. When the variance in the value of a bit gets small, the probability that a less frequent value appears in a child gets small, assuming the mutation rate is not too high. The influence a certain bit a has on the fitness of the individual becomes more important as the values for bits that are more significant than bit a have converged. This way the significance of bits is reflected in a structure on the bit-variance landscape, obtained when tracing the evolution of the bit-variance vector. As an example Figure 2 shows a sequence of bit-variance vectors for a GA trying to optimize a 2-dimensional Griewangk function. (The Griewangk function will be discussed in the next section.) The bitstring consists of a concatenation of two 15-bit fixed point integers, using binary-reflected Gray coding, where the left-most bit is the sign-bit, followed by the most significant bit. The back of this graph corresponds to the random initial population, where slle bit-variances are close to their maximal value.
When studying operators, their disruptiveness is an important aspect [4, 11. In order to describe operator disruptiveness, one is often calculating the probability of schema disruption Pd =P [H, and H,,] , where H,, is the event that schemata H is not in the child and H,, is the event that schemata H appears in exactly one of the parents. Although many interesting observations regarding operator behavior can be obtained using this definition [l], we are more interested interaction between the recombination operator and a finite population, and therefore in the probability that a discovered schemata will survive in a population. So we are interested in P,i =IP[N, (H,] , where H , is the event that a schemata is present in at least one of the parents. This can be rewritten as, P[H, and H4],@ [Hq] . Here the numerator is a constant that differs per operator and the denorninator changes due to the evolution of the population. When a GA is doing a good job and converges to the global optimum the quantity IP [H,] ] will either go to 1, if schemata H is present in the global solution, of IPIH,l] will go to 0 if it is not. This means that the probability of disruption decreases for good schemata and increases for bad schemata, as the GA converges. This is exactly the behavior we need to find the solution.
By applying this more dynamic definition of the disruptiveness, that includes a notion of a changing population, we can gain new insights. For example, we can obtain intuition why disruptive crossover operators might work. Using the first (static) definition of P,,, it seems hard to imagine that a disruptive operator such as the uniform crossover can outperforin a one-point crossover: bits that are close to one another are likely to belong to the same integer, and therefore are likely to be closely related, and uniform crossover seems to destroy these connections, and is unlikely to leave schemata of high order in intact. Using the second (dynamic) definition of Pci we get a different picture. Bit-variance vectors give a rough view of evolution at genotypic level, we can use such vectors to understand the infiuence of the changing population. If the variance in a certain bit is decreasing the probability of obtaining a value 0 or 1, when applying a recombination operator, is not equal anymore, so the preferred value of a bit appears. As a result good schemata seem to niultiply themselves more easily than schemata resulting in a bad performance. Given the second definition of Pol, we see that a raising value for IP [H,] , which corresponds to a schemata of relatively high fitness, will result in the recombination operator getting less disruptive for schemata H.
Set-up of the Experiments
We consider Steady-State GA's [8, 61. During a single cycle of such a GA only a small fraction of the total population is replaced. In our experiments one child is produced, and replaces an individual of the population A single cycle consist of selection, production and reduction. According to Syswerda [6] a SteadyState algorithm will behave almost identically to a Generational G h when random deletion is used as a reduction schedule. In many applications a worst fitness deletion is applied which causes a selective pressure, since the average fitness is likely to rise due to replacement of the worst performing individual by the new offspring, and good individuals have a relatively long lifetime.
We use tournament selection, as this rnechanism is used in many applications because of its tunable selective pressure, that can vary over a large range. In order to change the selective pressure tournaments of different sizes ranging from 1 to 6 are used. A tournament size of 1 corresponds to uniform selection which alone induces no selective pressure at all.
A tournament size of 1 only makes sensle when it is combined with a reduction mechanism that does induce selective pressure.
An individual in the population consists of the concatenation of fixed-point integers using a binaryreflected Gray coding. The population consists of 200 individuals. A mutation rate of l / k is applied, where k is the length of the bitstrings. The number of function evaluations is limited to 20000. Recombination is applied always in order t o prevent multiple copies from the same individual being created. If the Hamming distance between two parents is d then the standard recombination creates offspring that will be at a Hamming distance d/2 from the parents, on average. This is a much larger Hamming distance than can be expected from a mutation operator, as long as the parents are not almost identical.
Several recombination operators with tunable disruptiveness are available. We give three examples:
The n-point crossover. By increasing the number of crossover points this operator gets more disruptive [ 11.
The generalized n-ary recombination operators, with adjustable arity, as introduced in [2, 31. The uniform crossover of Syswerda [ 5 ] can be tuned by using a biased coin (el # 0.5) [l] .
In the experiments we are going to apply the diagonal crossover (a generalized n-ary version of the one-point crossover) and n-point crossover. The disruptiveness of this operator can be tuned easily by adjusting its number of parents. Diagonal crossover with arity p selects (p -1) distinct crossover points resulting in p chromosome segments in each of the p parents and composes p offspring by taking the pieces from the parents "along the diagonatls". For p = 2 diagonal crossover coincides with the traditional 1-point crossover. We use a modified version of diagonal crossover produces just one offspring, in order to reduce the sampling error.
In the experiments we used two standard function optimization problems, which are known to be difficult: the 10-dimensional Schwefel function and the 10-dimensional Griewangk function. The Schwefel function is defined as: size Fig. 4 : Schwefel function optimized by a Steady-State GA with tournament selection and worst fitness deletion using the modified diagonal crossover. A success rate 2 90% was obtained when using a 2-tournament and 13-50 parents during crossover. Figure 3 and 4 show the rate of success when optimizing the 1 0-dimensional Schwefel function. A run is assumed to be successful if the fitness of the overall best individual found is less than lo-'. Table: 1: Modified diagonal crossover: best amount of disruptiveness for different combinations of the selection and delet,ion schedules on Schwefel function (#par. = number of parents). Table: 2: N-point crossover: best amount of disruptiveness for different combinations of the selection and deletlon schedules on Schwefel function (#Xp. = number of crossover points).
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-5-28 236% j 1 9 24% i of parents. A higher tournament size corresponds t o a higher selective pressure and a higher number of parents corresponds to a higher disruptiveness. Figure 3 shows the results when using random deletion, and Figure 4 shows the results when applying worst fitness deletion. Table 1 contains a brief summary of results obtained when optimizing the Schwefel function using the modified diagonal crossover. Table 2 contains the same summary for a GA using the n-point crossover.
When using a random deletion schedule. which most closely corresponds to a generational GA, a large tournament size is needed to in order to find the global optimum. This high tournament size is necessary as all individuals have the same probability of being deleted ( l / n , where n is the size of the population). In order to prevent the loss of discovered good building blocks probably present in the best performing individuals, a high bias towards these individuals is needed. This high tournament size results in many (partial) copies of the best few individuals being created. When a worst deletion schedule is applied, the lifetime of an individual is strongly related to its relative fitness within the current population. In that case relatively fit individuals never get lost, and there is no reason to assign multiple copies t o such individuals. 111 fact, assigning multiple copies is a waste of computation, and might lead to an allocation of too many reproductive trials to the multiplied individuals [9] , and t,herefore lead to premature convergence. For this reason the worst fitness deletion mechanism is best combined with a low tournament size.
The same set of experiments has been applied to optimize the Griewangk function. Here a run is assumed to be successful if the fitness of the overall best individual found i s below 
4%
siilts when applying the modified diagonal crossover and Table 4 shows the results when applying t,hc npoint crossover. Again we see that a low selective pressure combined with reasonably high disriiptiveness of the recombination operator seems the appropriate setting. The best results are obtained when applying diagonal crossover using a number of parents somewhere between 13 and 50, but this time a tournament size of 1, corresponding to uniform selection, performs even better than a tournament size of 2. When applying an n-point crossover we see a preference for a high selective pressure. Unfortunately we can not draw more conclusions as the number of times a GA applying n-point crossover converges is too low. In order to get a better comparison to other GA's we also performed a set of tests using a stmdard Generational GA. This GA uses 2-tournament selection and a 1-point or 9-point crossover with probability of P,. = 0.7. All other parameters are equal to those used in the Steady-State GA. Figure 5 shows the average best individual a s a function of the number of function evaluations. The curves are again obtained by taking averages over 25 independent runs. The Generational GA converges much slower than the Steady-State GA. After approximately 2.104 function evaluations the best individual starts even to deteriorate. This is probably the result of cross-c'ompetition between the well performing building blocks of short defining length [7] . When the diversity in these building blocks decreases the probability the current best individual is present in subsequent generations starts to decrease too. When applying a more disruptive crossover, such as the 9-point crossover, this deterioration appears even earlier. When optimizing the Griewangk function we also see slow initiial convergence and deterioration of the population when convergence stagnates. In order to prevent this deterioration we also did some tests using the Generational GA with a population size of 1000 instead of 200. Using such a large population size, the suiccess rate is 32%, but the optimum is never obtained in less than 2 . 10' function evaluations.
Conclusions
The disruptiveness of a recombination operator is usually expressed as a static value that only depends on the schema and the operator in consideration. A more sophisticated picture of schema survival can be obtained by using a dynamic measure of disruptiveness as we introduced in section 3. This definition includes the interaction between an operator and the population it is applied to. Tracing evolution at a genotypic level by means of bit-variance vectors we can get a good picture of the role of disrulptiveness in recombination operators. Furthermore, the differences between disruptiveness in a recombination and in a mutation operator become clear by this view. In particular, recombination disruptiveness for a schema H depends upon the probability that schema H is present in at least one of the parents. For this reason a (disruptive) recombination can help in increasing population diversity and preventing multiple copies from arising without harming the search process. However, a very disruptive (bit flipping) mutation operator will change the GA in something like a randomized hillclimber.
We observed that there is a correlation between the optimal values of selective pressure and recombination disruptiveness. GA's that enforce a low selective pressure often require a recombination operator which has a low disruptiveness in order to preserve discovered good schemata. Higher selective pressures allow the application of more disruptive recombination operators. As one increases selective pressure it even becomes necessary to use a more disruptive recombination operator, in order to prevent premature convergence. For this purpose we need disruptiveness in the recombination operator, as the recombination is better able to maintain discovered schemata than a mutation operator.
In practical applications one often needs a problem solver that finds reasonable solutions using a limited amount of computation. When applying a GA with this objective in mind, a Steady-State GA using worst fitness deletion and a disruptive recombination operator is our preferred combination. Furthermore, instead of tuning the probability of crossover we set to P,: = 1 and tune the recombination disruptiveness.
