Motivation: Bulked segregant analysis combined with next generation sequencing has proven to be a simple and efficient approach for fast mapping of quantitative trait loci (QTLs). However, how to estimate the proportion of phenotypic variance explained by a QTL (or termed QTL heritability) in such pooled QTL mapping is an unsolved problem. Results: In this paper, we propose a method called PQHE to estimate QTL heritability using pooled sequencing data obtained under different experimental designs. Simulation studies indicated that our method is correct and feasible. Four practical examples from rice and yeast are demonstrated, each representing a different situation. Availability and implementation: The R scripts of our method are open source under GPLv3 license at
Introduction
Bulked segregant analysis (BSA) was originally proposed for rapid identification of molecular markers associated with a trait of interest (Michelmore et al., 1991) . In recent years, next generation sequencing (NGS) technologies (Mardis, 2008) have been applied to BSA. By referring to a known genome sequence, a large number of markers (mainly single nucleotide polymorphisms, SNPs) can be detected and mapped simultaneously by NGS. This greatly enhances the power of BSA. Such NGS-assisted BSA (abbr. BSA-seq) has proven to be an efficient and cost-effective method for quick mapping of single major genes as well as quantitative trait loci (QTLs). QTL mapping by BSA-seq, or termed 'pooled QTL mapping' (Edwards and Gifford, 2012) , is very fascinating because it requires to genotype (sequence) only a pair of DNA pools instead of many individuals. Since the pioneer work was reported in yeast (Ehrenreich et al., 2010) , pooled QTL mapping studies have been conducted in many different species, including yeast (Claesen et al., 2013; Clowers et al., 2015; Ehrenreich et al., 2012; Granek et al., 2013; Hu et al., 2015; Magwene et al., 2011; Meijnen et al., 2016; Pais et al., 2013; Schwartz et al., 2012; Swinnen et al., 2012; Treusch et al., 2015; Yang et al., 2013a) , rice (Takagi et al., 2013; Yang et al., 2013b) , cucumber (Lu et al., 2014) , cotton (Chen et al., 2015) , pigeon pea (Singh et al., 2016a) , maize (Haase et al., 2015) , common monkey flower (Ferris et al., 2015; Friedman et al., 2015) , tomato (IllaBerenguer et al., 2015) , potato (Kaminski et al., 2015 (Kaminski et al., , 2016 , chickpea (Das et al., 2015 , Singh et al., 2016b , groundnut (Pandey et al., 2016) and Arabidopsis thaliana (Pires et al., 2016; Yuan et al., 2016) . Meanwhile, a number of different statistical methods for pooled QTL mapping have been proposed, including a few specially developed sophisticated methods such as the G' test (Magwene et al., 2011) , MULTIPOOL (Edwards and Gifford, 2012) , EXPLoRA (Duitama et al., 2014) and Burzykowski, 2015) and Nonhomogeneous Hidden Markov Model (Ghavidel et al., 2015) . Although pooled QTL mapping has the significant advantage of being simple and fast, it also has an obvious weakness. In conventional QTL mapping studies, both QTL location and QTL heritability (QH, the proportion of phenotypic variation contributed by a QTL) can be estimated. Up to now, however, QH estimation in pooled QTL mapping (or termed pooled QH estimation) has not been realized.
In this article, we propose a method for pooled QH estimation, named Pooled QTL Heritability Estimator (PQHE). We demonstrate the correctness and feasibility of our method by simulation studies and by practical applications in rice and yeast.
The method
BSA-seq is usually performed using segregating populations derived from a bi-parental cross (P 1 Â P 2 ). Two groups of individuals with different characteristics are selected from the population to make a pair of DNA pools. According to the type of the mapping population and the relationship between the two DNA pools, there are usually four different designs (Table 1) . In each design, the two DNA pools are deeply sequenced so that a great number of markers between the two parents can be identified for QTL mapping. For a mapped QTL, its allele frequency in each pool can be estimated according to the markers linked to it. With the estimates of QTL allele frequency in the two pools, it is possible to estimate the QH. Different designs need different methods for QH estimation.
Estimation under Design A (FP 1 OPP)
Consider a QTL with two alleles (Q and q) and three genotypes (QQ, Qq and qq) in an F k (k ¼ 2, 3, 4. . .) population derived from a bi-parent cross (P 1 Â P 2 ). Suppose Q and q are from P 1 and P 2 , respectively. Let a and d be the additive effect and dominance effect of the QTL, respectively. Assume that the background (including genetic background and environment) variation follows a normal distribution with mean 0 and variance r 2 e . Standardize the trait (t) with r e , namely, let x ¼ ðt À lÞ=r e , where l is the population mean. Then, the standardized trait (x) in the population will follow a mixture distribution:
where f QQ (x), f Qq (x) and f(x) are the probability density functions of genotypes QQ, Qq and qq, respectively; p QQ , p Qq and pare the proportions of genotypes QQ, Qq and qq, respectively; /(Á) is the probability density function of standard normal distribution;
]/2, depending on the type of the population used (Fig. 1) .
It can be found from Equation (1) that the additive effect heritability and the dominance effect heritability of the QTL are 
respectively. The total heritability of the QTL is h (2) and (3) Suppose the cut points for L pool and H pool are x L and x H , respectively ( Fig. 1) . According to Equation (1), the proportions of the two pools (denoted as p L and p H ; Fig. 1 ) in the population would be:
where U(Á) is the probability function of standard normal distribution. Let f QL and f QH denote the Q allele frequencies in L pool and H pool, respectively. From Equations (4) and (5), we can find
In Equations (4)- (7), b, p L and p H are known in the experiment; f QH and f QL can be estimated according to the markers linked to the QTL. Therefore, only four parameters (a 0 , d 0 , x L and x H ) are not known. Four equations with four unknown variables, there must be unique solutions. So, by solving Equations (4)- (7), the estimates of a 0 and d 0 can be obtained. Substituting the estimates of a 0 and d 0 into Equations (2) and (3), h 2 a and h 2 d are thus estimated. In addition, according to Equations (2) and (3), the degree of dominance of the QTL can be further estimated:
Estimation under Design B (FP 1 APP)
In APP, only one pool is selected (S pool), which can be L pool (Case 1) or H pool (Case 2) . No matter what case, there are only two independent equations for parameter estimation, Equations (4) and (6) or Equations (5) and (7), but there are three unknown parameters, a 0 , d 0 and x S (selection cut point, either x L or x H ). The number of independent equations is not enough to obtain unique estimates of the parameters. Hence, h 
Estimation under Design C (PP 1 OPP)
RIL population is a special F k population with k!1 or b ¼ 1/2. Hence, letting b ¼ 1/2, we can get equations from Equations (1)- (7) suitable for RIL population:
Similar to Design A, the four equations, Equations (11)- (14), can be used for parameter estimation. However, there are now only three unknown parameters (a 0 , x L and x H ). So, we combine Equations (13) and (14) into one equation:
By solving Equations (11), (12) and (15), a 0 can be estimated. Substituting the estimate of a 0 into Equation (10), h 2 a is thus estimated. This method is also applicable to other permanent populations because all permanent populations have similar feature in genetic structure.
Estimation under Design D (PP 1 APP)
Similar to Design B, there are only two independent equations for parameter estimation in this design, either Equations (11) and (13) (Case 1) or Equations (12) and (14) (Case 2). Fortunately, there are only two unknown parameters here, a 0 and x S (either x L or x H ). Therefore, by solving Equations (11) and (13) (Case 1) or Equations (12) and (14) (Case 2), a 0 can be estimated. Substituting the estimate of a 0 into Equation (10), h 2 a is thus estimated. In the above analysis, R pool is not utilized. Since R pool is a random sample of the population, the Q allele frequency in R pool should be the same as that in the population (denoted as f Q ). Hence, R pool can reflect the structure of the population. Although f Q is theoretically expected to be 0.5, it could significantly deviate from the expected value due to some causes such as segregation distortion. When f Q deviation (from 0.5) occurs, the expected trait distribution model Equation (9) is no longer applicable and has to be adjusted as:
Correspondingly, Equations (10)- (14) are adjusted as:
In practice, if it is found that f Q severely deviates from 0.5, the adjusted model should be used for QH estimation. In Design C, although f Q cannot be measured directly, it can still be estimated approximately with the average of f QL and f QH , namely
Thus, the adjusted model is also applicable to Design C. The various situations and schemes of QTL heritability estimation in the method described above are summarized in Figure 2 .
Simulation studies
The method proposed above indicate that QH is estimable under Designs A, C and D. To verify our method, we conducted simulation studies. For a given population, genotype data were generated at first, and then phenotype data were generated according to Equation ( (2) and (3) with given b, h 2 t and r d ]. The population size was always set to be 10 000. After a population was generated, an H pool, an L pool and an R pool were selected (each consisting of 500 individuals or 5% of the population), and QTL allele frequency in each pool was calculated. Then, h 2 a and h 2 d were estimated using the method described above. Each situation (combination of parameters) was replicated for 1000 times, and the mean values and standard deviations (SDs) of h 2 a and h 2 d were calculated. The results indicated that QH could be estimated under all the three designs (Tables 2 and 3 ), suggesting that our method is correct. As expected, the estimation precision increased with the increase of QH itself.
No matter under what designs, the estimates of h 2 a were all satisfactorily precise, suggesting that estimation of h 2 a is quite efficient. However, the estimates of h d were much less precise. This is understandable. It can be found from Equations (2) and (3) 
Working examples
To examine the applicability of our method, we applied it to analyzing four reported QTLs mapped by BSA-seq in rice (Takagi et al., 2013) and yeast (Pais et al., 2013) , each representing a different situation (Table 4) . While the basic information (design type, population type and size and pool size) was directly known from the references, the values of QTL position and QTL allele frequency in each pool were not given. Hence, we estimated them according to the curves of average marker allele frequency shown in the references. The value of average marker allele frequency at a QTL's position was taken as the estimate of the QTL's allele frequency.
It is seen from Table 4 that the QH estimates obtained were all within a reasonable range, suggesting that the results are appropriate and acceptable. In Example 1, the QTL totally explained 30.13% of phenotypic variation, but the contribution mainly came from additive effect, implying that the QTL had only a little dominance effect. Indeed, it can be calculated by Equation (8) that the QTL's degree of dominance was 0.604. In Examples 2 and 3, the f Q s were both very close to 0.5, suggesting that there was no f Q deviation at the two target QTLs. So, we estimated the QH based on the expected model. In Example 4, however, the f Q is significantly deviated from 0.5. Therefore, we used the adjusted model for the analysis.
Discussion
We have developed a method for pooled QH estimation under different experimental designs, and demonstrated its correctness and feasibility by simulation studies and practical applications. The distinctive feature of pooled QH estimation is that it is based on QTL allele frequency data instead of genotype and phenotype data as in conventional QTL mapping.
Since only two measured data (QTL allele frequencies in two pools) are used in pooled QH estimation (other data used are determinate in the experiment, including b, p H and/or p L ), the accuracy of the measured data must be critical to the estimates. To reduce random sampling errors in QTL allele frequencies, large populations and large pools are needed. The four examples have demonstrated the importance of population size. It is seen that the population size of Example 1 was the largest ($2.2 and 1.8 times as large as that of Example 2 and Example 3/4, respectively) and its SD of h 2 a was the smallest (Table 4) . However, even in Example 1, the SDs were still large, suggesting that a larger population size is required.
The trait distribution model should be adjusted when there is apparent f Q deviation because the systemic error caused by f Q deviation can severely affect QH estimate. In Example 4, the estimate of h 2 a obtained with the adjusted model was 29.86% (Table 4 ), while that obtained with the expected model was 78.74%, which was obviously greatly overestimated. This example demonstrates the necessity and benefit of the model adjustment. However, the model adjustment can only be performed in permanent populations (Designs C and D). In filial populations (Design A), f Q deviation cannot be identified because both f Q deviation and dominance effect can cause the mean of f QL and f QH to deviate from 0.5. In other words, the effects of f Q deviation and dominance are confounded. Hence, the systemic error caused by f Q deviation cannot be corrected. Nevertheless, it is fortunate that the effect confounding between f Q deviation and dominance implies that f Q deviation might mainly influence the estimation of dominance effect, making it either overestimated or underestimated depending on the consistency of their effect directions, but have very small influence on the estimation of additive effect.
Although f Q deviation can be corrected by model adjustment, it could probably still be able to reduce the precision of QH estimation. The two QTLs of Examples 3 and 4 were mapped in the same experiment. The f Q of Example 3 was close to 0.5, while that of Example 4 obviously deviated from 0.5. The estimated h 2 a of Example 4 was $1.5 times as high as that of Example 3, but the SD of Example 4 was not correspondingly smaller than but similar to (or even slightly higher than) that of Example 3. This might result from the f Q deviation in Example 4.
Epitasis between QTLs is believed to exist widely. It is impossible to detect epistatic effects in pooled QTL mapping because the information is not enough. To investigate whether and how much epistasis affects QH estimation, we conducted a simulation study (Supplementary Material) . For simplicity, we examined the case of Design C only. The results indicated that epistasis has little effect on the estimate of h 2 a unless the epistatic heritability is larger than h 
Hence, we find additive effect
And dominance effect d ¼ r d a. Letting b ¼ 0.5, Equation (24) is also applicable to Designs C and D. It is worth mentioning that in some experiments of pooled QTL mapping in yeast (e.g. Ehrenreich et al., 2010) , the surviving segregants of a pooled population grown on a toxic medium are collected as a pool, but the proportion of the pool (p L or p H ) is unknown. In this case, the method proposed in this paper is not applicable because the information available is not sufficient for QH estimation.
