Abstract. Let T f denote the Toeplitz operator with symbol function f on the Bergman space L 2 a (B, dv) of the unit ball in C n . It is a natural problem in the theory of Toeplitz operators to determine the norm closure of the set dv) ). We show that the norm closure of {T f : f ∈ L ∞ (B, dv)} actually coincides with the Toeplitz algebra T , i.e., the C * -algebra generated by {T f : f ∈ L ∞ (B, dv)}. A key ingredient in the proof is the class of weakly localized operators recently introduced by Isralowitz, Mitkovski and Wick. Our approach simultaneously gives us the somewhat surprising result that T also coincides with the C * -algebra generated by the class of weakly localized operators.
Introduction
We begin with a discussion of localized operators. Let B denote the open unit ball {z ∈ C n : |z| < 1} in C n . The Bergman metric on B is given by the formula
where ϕ z is the Möbius transform of the ball given on page 25 in [10] . For each z ∈ B and each r > 0, the corresponding β-ball will be denoted by D(z, r). That is, D(z, r) = {w ∈ B : β(z, w) < r}.
Let dv be the volume measure on B with the normalization v(B) = 1. Then the formula
gives us the standard Möbius-invariant measure on B.
Recall that the Bergman space L (1 − ζ, z ) n+1 , z, ζ ∈ B.
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It was first discovered in [14] that localization is a powerful tool for analyzing operators on reproducing-kernel Hilbert spaces (more on this in Section 4). Recently, this idea was further explored in [6] . More specifically, in [6] Isralowitz, Mitkovski and Wick introduced the notion of weakly localized operators on the Bergman space. Below we give a slightly more refined version of their definition. Our refinement lies in the realization that we can define a class of localized operators for each given localization parameter s. For each (n−1)/(n+1) < s < 1, the simplest examples of s-weakly localized operators are the Toeplitz operators, which, as we recall, are defined as follows. Let P : L 2 (B, dv) → L 2 a (B, dv) be the orthogonal projection. Then for f ∈ L ∞ (B, dv), the formula
defines the Toeplitz operator T f . Also recall that the Toeplitz algebra T on L 2 a (B, dv) is the C * -algebra generated by the collection of Toeplitz operators
It was shown in [6] that A s ⊃ {T f : f ∈ L ∞ (B, dv)}, hence C * (A s ) ⊃ T .
In [13] , Suárez showed that for A ∈ T , the condition
Ak z , k z = 0 implies that A is compact. In [6] , Isralowitz, Mitkovski and Wick showed that for A ∈ C * (A s ), condition (1.2) also implies that A is compact. Moreover, the introduction of the notion of weakly localized operators in [6] has the added virtue that it significantly simplifies the work necessary to obtain the above result. Indeed the approach in [6] explains why such results should hold true. Theorem 1.5. For every (n − 1)/(n + 1) < s < 1 we have T
(1) = C * (A s ). Consequently,
The documented history of interest in T (1) can be traced at least back to [3, 4] , where Engliš showed that it contains all the compact operators on L 2 a (B, dv). In retrospect, this was really a hint at the things to come.
Later in [12] , Suárez took another look at T (1) . There he introduced a sequence of higher Berezin transforms B 1 , . . . , B k , . . . , which are generalizations of the original Berezin transform B 0 . At the end of the paper, Suárez expressed his belief that every operator S in T is the limit in operator norm of the sequence of Toeplitz operators {T B k (S) }. If this is true, then it certainly implies that T (1) = T . One can only speculate that, perhaps, the equality T (1) = T was what Suárez had in mind all along, and the higher Berezin transforms were his tools to try to prove it. While we still do not know if it is true that lim k→∞ T B k (S) − S = 0 for every S ∈ T , the equality T (1) = T is now proven using completely different ideas. From the proof of Theorem 1.5, the reader will see that the approximation of a general S ∈ T by Toeplitz operators is quite complicated: it takes several stages.
Let us give an outline for the proof of Theorem 1.5. Since each A s is known to be a * -algebra that contains {T f : f ∈ L ∞ (B, dv)} [6] , it suffices to show that A s ⊂ T (1) . An elementary C * -algebraic argument further reduces this to the proof of the inclusion
for a suitably chosen Toeplitz operator T Φ that is both positive and invertible. We can pick the function Φ in such a way that for every B ∈ A s , the operator T Φ BT Φ is "resolved" in the form
where each E z is a sum of rank-one operators over a lattice:
A crucial ingredient in the proof is the norm estimate in Lemma 2.6 below. This estimate has a number of implications, and one of the implications is that the map (w, z) → E w BE z is continuous with respect to the operator norm. This norm continuity immediately implies that T Φ BT Φ is contained in the norm closure of the linear span of
Thus we can complete the proof by showing that E w BE z ∈ T (1) for all z, w ∈ B. One can think of E w BE z as an infinite matrix. The localization condition for B ensures that the terms in E w BE z that are "far from the diagonal" form an operator of small norm. The rest of the terms in E w BE z are a linear combination of operators in a special class D 0 (see Definition 3.1). In other words, E w BE z can be approximated in norm by operators in the linear span of D 0 . Then, with several applications of the estimate in Lemma 2.6, we are able to show that D 0 ⊂ T (1) , accomplishing our goal.
The rest of the paper is organized as follows. In Sections 2 and 3 we give the technical details of the argument outlined above. In Section 4, we discuss the analogue of Theorem 1.5 on the Fock space.
Separated sets and norm estimates
The technical details begin with Definition 2.1. A subset Γ of B is said to be separated if there is a δ = δ(Γ) > 0 such that the inequality β(u, v) ≥ δ holds for all u = v in Γ.
Recall that for each z ∈ B\{0}, the Möbius transform ϕ z is given by the formula (a) For each 0 < R < ∞, there is a natural number N = N (Γ, R) such that card{v ∈ Γ :
(b) For every pair of z ∈ B and ρ > 0, there is a finite partition Γ = Γ 1 ∪ · · · ∪ Γ m such that for every i ∈ {1, . . . , m}, the conditions u, v ∈ Γ i and u = v imply β(ϕ u (z), ϕ v (z)) > ρ.
Proof. By definition, there is a δ > 0 such that β(u, v) ≥ δ for all u = v in Γ. Thus
Let R > 0 be given. Then for every pair of u, v ∈ Γ, the condition
. By the Möbius invariance of the Bergman metric β and the the measure dλ, we have
Therefore if we write N (u) for the cardinality of the set {v ∈ Γ :
That is, N (u) ≤ λ(D(0, R + (δ/2)))/λ(D(0, δ/2)), which proves (a).
To prove (b), let z ∈ B and ρ > 0 be given, and set r = ρ + 2β(z, 0). By (a), there is an m ∈ N such that card{v ∈ Γ : β(u, v) ≤ r} ≤ m for every u ∈ Γ. By a standard maximality argument, there is a partition Γ = Γ 1 ∪ · · · ∪ Γ m such that for every i ∈ {1, . . . , m}, the conditions u, v ∈ Γ i and u = v imply β(u, v) > r. But if u, v satisfy the condition β(u, v) > r, then by the Möbius invariance of β we have
This completes the proof. Lemma 2.3. For all u, v, x, y ∈ B we have 
For u, v, x, y ∈ B, by the Möbius invariance of the Bergman metric, we have
Combining (2.1) with this inequality, we find that
This proves the lemma.
Lemma 2.4. Let Γ be a separated set in B. Then there is a 0 < C(Γ) < ∞ such that
for every ξ ∈ B.
Proof. If Γ is a separated set in B, then there is a δ > 0 such that
Since ξ = ϕ ξ (0), we can apply Lemma 2.4 to obtain
. Then it follows from (2.2) and (2.3) that
for every w ∈ D(v, δ/2). Hence for each ξ ∈ B we have
To estimate the last integral, note that
Thus, making the substitution w = ϕ ξ (ζ) and using the Möbius invariance of dλ, we have
To further estimate ( * ), let dσ be the standard spherical measure on the unit sphere {x ∈ C n : |x| = 1}. There is a constant C 2 such that
for every z ∈ B [10,Proposition 1.4.10]. Combining this with the radial-spherical decomposition dv = 2nr 2n−1 drdσ of the volume measure, we have
Substituting this in (2.4), we conclude that the desired inequality holds for the constant
This completes the proof.
Recall that each Toeplitz operator has an "integral representation" in terms of the normalized reproducing kernel {k w : w ∈ B}. Indeed for each f ∈ L ∞ (B, dv), we have (2.5)
This formula is obtained through direct verification.
Let L be a subset of B which is maximal with respect to the property that
This L will be fixed for the rest of the paper. The maximality of L implies that
Now, for each z ∈ B, define (2.8)
Define the function
on B. By (2.6) and Lemma 2.2(a), there is a natural number N ∈ N such that
for every u ∈ L. This and (2.7) together tell us that the inequality
holds on the unit ball B. By (2.5) and the Möbius invariance of β and dλ, we have
That is, we have
Proof. By Lemma 2.3, for u, v, z ∈ B we have
Let { u : u ∈ L} be an orthonormal set. For each z ∈ B, define the operator (2.13)
.
, it suffices to estimate the later. We have
Now suppose that z ∈ D(0, 2) and write C 1 = (2e 4 ) n+1 . By (2.12), for every vector x = u∈L x u u we have
where
for each u ∈ L. Next we apply the Schur test. Indeed by the Cauchy-Schwarz inequality and Lemma 2.4, we have
Applying Lemma 2.4 again, we have
Combining this with (2.14), we find that
Since the vector x is arbitrary, we conclude that 2) . This completes the proof.
Recall that for each z ∈ B, the formula
defines a unitary operator. These unitary operators will play an essential role in this paper.
As usual, we write H ∞ (B) for the collection of bounded analytic functions on B. Also, we write h ∞ = sup ζ∈B |h(ζ)| for h ∈ H ∞ (B). Naturally, we consider H ∞ (B) as a subset of the Bergman space L 2 a (B, dv). Lemma 2.6. Given any separated set Γ in B, there exists a constant 0 < B(Γ) < ∞ such that the following estimate holds: Let {h u : u ∈ Γ} be functions in H ∞ (B) such that sup u∈Γ h u ∞ < ∞, and let {e u : u ∈ Γ} be any orthonormal set. Then
Proof. Given Γ, {h u : u ∈ Γ} and {e u : u ∈ Γ} as in the statement, let us write
for convenience. By (2.10), the self-adjoint Toeplitz operator T Φ is invertible with T
Combining this with (2.11), we see that
Thus it suffices to estimate E z A for z ∈ D(0, 2). Let F z be the operator defined by (2.13). Then Lemma 2.5 implies that F *
Consequently, we only need to estimate F z A .
To estimate F z A , let us denote
Since
which is one of the key facts on which this paper depends. Thus
Since v = ϕ v (0) and z ∈ D(0, 2), an application of Lemma 2.3 gives us
It follows from (2.18) and (2.19) that
We apply the Schur test as we did in the proof of Lemma 2.5. By the CauchySchwarz inequality and the bound given in Lemma 2.4, we have
, u ∈ L. Applying Lemma 2.4 again, we obtain
Combining this with (2.20), we obtain
Since the vectors x and y are arbitrary, this means
for z ∈ D(0, 2). Recalling (2.16) and (2.17), we see that the lemma holds for the constant
Proposition 2.7. Suppose that Γ is a separated set in B. Furthermore, suppose that {c u : u ∈ Γ} are complex numbers satisfying the condition
Then for each z ∈ B, the operator
is bounded on the Bergman space. Moreover, the map z → Y z from B into B(L 2 a (B, dv)) is continuous with respect to the operator norm.
Proof. For u, z ∈ B, simple computation shows that (2.23)
Let {e u : u ∈ Γ} be an orthonormal set. Then for every z ∈ B we have the factorization
Applying Lemma 2.6 to the case h u = c u k z , u ∈ Γ, we see that each A z is a bounded operator. Similarly, each B z is also bounded. Hence Y z = A z B * z is bounded. To show that the map z → Y z is continuous with respect to the operator norm, it suffices to show that the maps z → A z and z → B z are continuous with respect to the operator norm. Since B z is just a special case of A z , it suffices to consider the map z → A z .
For any z, w ∈ B, we have
Applying Lemma 2.6 to the case where h u = c u (k z − k w ), u ∈ Γ, we find that 
dλ(w) = 0.
To prove this limit, the idea in [6] is to split the inner x-integral above as the sum of the part on D(z, r/2) and the part on B\D(z, r/2). With such split, this limit follows from the Rudin-Forelli estimate [6,Lemma 2.1].
Second, each A s is a * -algebra [6,Proposition 2.3]. In this case, the gist of the matter is the limit
dλ(w) = 0 for S, T ∈ A s . To prove this, [6] splits the inner x-integral in the same way as above. Then it is easy to see that (2.24) follows from the localization condition for S and T .
Next comes the most crucial step in the proof of Theorem 1.5:
The proof of Proposition 2.8 will be the task of Section 3. But assuming Proposition 2.8, we have Proof of Theorem 1.5. Let (n − 1)/(n + 1) < s < 1 be given. By the fact that A s is a * -algebra mentioned above, C * (A s ) is just the norm closure of A s . Since we also know that A s ⊃ {T f : f ∈ L ∞ (B, dv)}, Theorem 1.5 will follow if we can show that A s ⊂ T (1) . We prove this inclusion into two steps.
(1) Let B ∈ A s be given. As the first step, let us show that T Φ BT Φ ∈ T (1) . Indeed it follows from (2.11) that (2.25)
Consider the map dv) ). Proposition 2.8 tells us that the range of map (2.26) is contained in T (1) . Hence every Riemann sum corresponding to the integral in (2.25) belongs to T (1) . On the other hand, by Proposition 2.7, the map z → E z is continuous with respect to the operator norm. Hence map (2.26) is also continuous with respect to the operator norm. Since the closure of D(0, 2) × D(0, 2) is a compact subset of B × B, the norm continuity of (2.26) means that the integral in (2.25) is the limit with respect to the operator norm of a sequence of Riemann sums s 1 , s 2 , . . . , s k , . . . . Since each s k belongs to T (1) , so does T Φ BT Φ .
(2) Given B ∈ A s , we will now show that B ∈ T (1) . Since T Φ ∈ A s and since A s is an algebra, we have T j Φ BT k Φ ∈ A s for all j, k ∈ Z + . Thus it follows from (1) that
for all integers j ≥ 0 and k ≥ 0.
Let C * (T Φ ) be the unital C * -algebra generated by T Φ . Since T Φ is self-adjoint, (2.27) implies that T Φ XBT Φ X ∈ T (1) for every X ∈ C * (T Φ ).
We again use the invertibility of T Φ , which is guaranteed by (2.10). It is elementary that the inverse T −1 Φ , once it exists, must belong to the C * -algebra C * (T Φ ). Thus, letting X = T −1 Φ in the above, we obtain B ∈ T (1) . This completes the proof of Theorem 1.5.
Membership in T (1)
As we already mentioned, our goal for this section is to prove Proposition 2.8. For convenience, let us introduce 
where Γ is any separated set in B, {c u : u ∈ Γ} is any bounded set of complex coefficients, and γ : Γ → B is any map for which there is a 0 < C < ∞ such that With D 0 and D we can divide the proof of Proposition 2.8 into two independent parts: Proposition 3.2. Let (n − 1)/(n + 1) < s < 1. If B ∈ A s , then for every pair of z, w ∈ B we have E w BE z ∈ D.
Proposition 3.3. We have D 0 ⊂ T (1) .
Since T (1) is a norm closed linear subspace of B(L 2 a (B, dv)), Proposition 2.8 follows immediately from Propositions 3.2 and 3.3.
We will see that the proofs of these two propositions are based on different ideas. More specifically, the proof of Proposition 3.3 relies on the estimate provided by Lemma 2.6, whereas the proof of Proposition 3.2 takes advantage of the localization condition of the operators in A s . The proof of Proposition 3.2 begins with Lemma 3.4. Let (n − 1)/(n + 1) < s < 1 be given. If B ∈ A s , then for every separated set Γ in B and every pair of z, w ∈ B we have
Proof. Given such s and B ∈ A s , by Definition 1.1 we have
Let Γ, z and w also be given as in the lemma. Denote G = D(0, 1) and G w = ϕ w (G). Then it is easy to see that
On the other hand,
Hence there is a 0 < C 1 < ∞ which depends only on n and w such that
for all h ∈ L 2 a (B, dv) and v ∈ Γ. Applying this inequality to the case where h = Bk ϕ u (z) , u ∈ Γ, we have
there is a 0 < C 2 < ∞ which depends only on n and z such that
Thus the combination of (3.6) and (3.7) gives us
By the Möbius invariance of β and the fact that G w ⊂ D(0, 1 + β(w, 0)), we have 0) ). Since Γ is separated, it follows from Lemma 2.2(a) that there is an N ∈ N which depends only on Γ and w such that the inequality
Substituting this in (3.8), we conclude that
for every u ∈ Γ. By this inequality, (3.2) follows from (3.4). Since
3) follows from (3.5) by the same argument. This completes the proof.
Proof of Proposition 3.2. Let (n − 1)/(n + 1) < s < 1. For B ∈ A s and z, w ∈ B, we have
Thus for any R > 0, we can write E w BE z = V R + W R , where
Obviously, the proposition will follow if we can prove the following two statements:
(
To prove (1), note that by (2.23) and Lemma 2.6, there are constants C 1 , C 2 such that
We apply the Schur test one more time. Indeed for each u ∈ L, let us write
Then for each u ∈ L, the Cauchy-Schwarz inequality gives us
By (3.10) and (3.11), we now have
Combining this with (3.9), we find that
a (B, dv) are arbitrary, this means
Applying Lemma 3.4, we have lim R→∞ H(R) = 0 and lim R→∞ G(R) = 0. Therefore lim R→∞ W R = 0 as promised.
We now turn to the proof of (2). First of all, given an R > 0, for each v ∈ L we define
By Lemma 2.2(a), there is an
for every v ∈ L. Also, by Lemma 2.2(b), for the given w ∈ B, there is a partition
That is, for each i ∈ {1, . . . , m}, the set
i ∈ {1, . . . , m}. To prove (2) , if suffices to show that X i ∈ span(D 0 ) of every i ∈ {1, . . . , m}.
For this purpose we further decompose each K i . Indeed for each pair of i ∈ {1, . . . , m} and j ∈ {1, . . . , N }, we define
i ∈ {1, . . . , m} and j ∈ {1, . . . , N }. Thus it suffices to show that X i,j ∈ span(D 0 ) for every such pair of i, j. But it is obvious that given a pair of such i, j, we can define maps
i,j , where for each ν ∈ {1, . . . , j} we have
Hence the proof will be complete if we can show that X (ν)
i,j ∈ D 0 for every triple of indices i ∈ {1, . . . , m}, j ∈ {1, . . . , N } and ν ∈ {1, . . . , j}.
By the above definitions, for every such triple of i, j, ν, if ξ ∈ K i,j , then there exist v ∈ L i,j and u ∈ F v such that ξ = ϕ v (w) and γ
This shows that the map γ Next we turn to the proof of Proposition 3.3, which involves a few steps. Proposition 3.5. Suppose that Γ is a separated set in B. Furthermore, suppose that {c u : u ∈ Γ} are complex numbers for which (2.21) holds. Then for each z ∈ B, the operator Y z defined by (2.22) belongs to T (1) .
Proof.
(1) Let us first show that Y 0 ∈ T (1) . Since Γ is separated, there is a δ > 0 such that β(u, v) ≥ δ for all u = v in Γ. That is, if u, v ∈ Γ and u = v, then D(u, δ/2)∩D(v, δ/2) = ∅. For each 0 < < δ/2, define the operator
By the norm continuity of the map z → Y z provided by Proposition 2.7, we have
Thus to prove the membership Y 0 ∈ T (1) , it suffices to show that each A is a Toeplitz operator with a bounded symbol. Indeed by the Möbius invariance of β and dλ, we have
. By (2.5), we have A = T f . This proves the membership Y 0 ∈ T (1) . (2) Now consider an arbitrary z ∈ B. By Lemma 2.2(b), there is a partition Γ = Γ 1 ∪ · · · ∪ Γ m such that for every i ∈ {1, . . . , m}, the conditions u, v ∈ Γ i and u = v imply β(ϕ u (z), ϕ v (z)) ≥ 1. That is, for each i ∈ {1, . . . , m}, the set
(1) for every i ∈ {1, . . . , m}. Hence Y z ∈ T (1) .
In addition to the normalized reproducing kernel k z given by (1.1), it will be convenient for our next step to use the unnormalized reproducing kernel
and other kernel-like functions. This involves monomials in the complex variables ζ 1 , . . . , ζ n and the standard multi-index convention (see, e.g., [10,page 3] ). For each pair of α ∈ Z n + and z ∈ B, we define (3.12)
Proposition 3.6. Let Γ be a separated set in B and suppose that {c u : u ∈ Γ} is a bounded set of complex coefficients. Then for every pair of α ∈ Z n + and z ∈ B, we have
Proof. We prove the proposition by an induction on |α|. If |α| = 0, i.e. α = 0, then
Hence the case where |α| = 0 follows from Proposition 3.5. Suppose that k ∈ Z + and that the proposition holds true for every α ∈ Z n + satisfying the condition |α| ≤ k. Now consider the case where α ∈ Z n + is such that |α| = k + 1. Then we can decompose α in the form
where |a| = k and |b| = 1. That is, there is some ν ∈ {1, . . . , n} such that the ν-th component of b is 1 and the other components of b are all 0. We will also consider b as a vector in C n . By the induction hypothesis, we have
for every z ∈ B.
Let z ∈ B be given. Then there is an = (z) > 0 such that z + c ∈ B for every c ∈ C n satisfying the condition |c| ≤ . For each t ∈ [0, ], define the operators
Also, we define
We will show that
Before getting to their proofs, let us first see the consequence of these limits. By (3.13) we have A t ∈ T
(1) and B t ∈ T (1) for all t ∈ [0, ]. Hence it follows from (3.14) and (3.15) that X, Y ∈ T (1) . Thus
completing the induction on |α|.
Let us now turn to the proof of (3.14) . Note that t −1 (A t − A 0 ) = G t + H t , where
Similarly, we write X = V + W , where 
To prove (3.16), for 0 < t ≤ we write H t − V = S t + T t , where
Thus the proof of (3.16) is reduced to the proof of the fact that S t → 0 and T t → 0 as t descends to 0. To prove this, we pick an orthonormal set {e u : u ∈ Γ} and factor S t in the form
, where
Set C = sup u∈Γ |c u |. Then it follows from Lemma 2.6 that
Since a + b = α and k = |a|, by (3.12) and elementary algebra, we have
Proposition 3.7. Let Γ be a separated set in B and let {c u : u ∈ Γ} be a bounded set of complex coefficients. Then for every w ∈ B we have
Proof. For each α ∈ Z n + , define the monomial function
Given a w ∈ B, let us define
Thus, applying Proposition 3.6 to the case where z = 0, we have
for every α ∈ Z n + . Define the function
For each j ∈ Z + , define the operator
Since each g j w is in the linear span of {p α : α ∈ Z n + }, (3.19) implies that A j ∈ T (1) for every j ∈ Z + . Let {e u : u ∈ Γ} be an orthonormal set. Then we have the factorization A j = T B * j for each j ∈ Z + , where Since each A j belongs to T (1) , we conclude that
Since k w = (1 − |w| 2 ) (n+1)/2 K w , this implies Recalling the definition of d u (w) and (2.23), we see that (3.21) implies (3.18).
Proof of Proposition 3.3. Let Γ be a separated set in B, let {c u : u ∈ Γ} be a bounded set of coefficients, and let γ : Γ → B be a map satisfying (3.1). Let K = {w ∈ B : β(0, w) ≤ C}, where C is the constant that appears in (3.1). We want to show that the operator
belongs to T (1) . For this purpose, define ψ(u) = ϕ u (γ(u)), u ∈ Γ.
Since β(u, γ(u)) ≤ C, by the Möbius invariance of β and the fact ϕ u (u) = 0, we have β(0, ψ(u)) = β(u, γ(u)) ≤ C for every u ∈ Γ. That is, ψ(u) ∈ K for every u ∈ Γ. Since ϕ u (ψ(u)) = γ(u), u ∈ Γ, by (2.23) we have
where |d u | = |c u | for every u ∈ Γ. Let {e u : u ∈ Γ} be an orthonormal set. Then we have the factorization T = AB * , where
We again use the fact that the map z → k z is · ∞ -continuous. That is, 
such that E i ⊂ Ω i for every i ∈ {1, . . . , m}. We now define Γ i = {u ∈ Γ : ψ(u) ∈ E i }, i = 1, . . . , m. Then k z i − k ψ(u) ∞ < if u ∈ Γ i . For every i ∈ {1, . . . , m}, we also define
For each i ∈ {1, . . . , m} we have
where |d u,i | = |d u | for u ∈ Γ i . Thus it follows from Proposition 3.7 that Since > 0 is arbitrary, combining this inequality with (3.23), we conclude that T ∈ T (1) . This completes the proof of Proposition 3.3.
where H * = sup
