Various Monte Carlo programs, developed either by small groups or widely available, have been used to calculate the effects of decays of radioactive chains, from the original parent nucleus to the final stable isotopes. These chains include uranium, thorium, radon, and others, and generally have long-lived parent nuclei. Generating decays within these chains requires a certain amount of computing overhead related to simulating unnecessary decays, time-ordering the final results in post-processing, or both. We present a combination analytic/stochastic algorithm for creating a time-ordered set of decays with position and time correlations, and starting with an arbitrary source age. Thus the simulation costs are greatly reduced, while at the same time avoiding chronological post-processing. We discuss optimization methods within the approach to minimize calculation time.
I. INTRODUCTION
with an arbitrary source age, while preserving temporal and spatial correlations. Our ap-1 proach incorporates data structures to minimize the time required for both random search 2 of the accumulated history of many decays, as well as insertion and deletion operations. We also present methods to reduce the recorded decay history data, minimizing computer 4 memory usage. We evaluate our results using the 232 Th and 228 Th decay chains. We also 5 benchmark the time and memory usage for various starting activities and total number of 6 desired decays in the data set.
7

II. COMBINING STOCHASTIC AND DETERMINISTIC METHODS FOR DE-
8
CAY CHAIN GENERATION
9
A purely stochastic approach to decay chain generation is intuitively compatible with
10
Monte Carlo simulations, and its results have a high degree of reliability. In such an ap-
11
proach, a top-most nucleus, e.g., 238 U for the 238 U chain, decays, followed by a daughter.
12
The daughter decays after a time randomly sampled from the appropriate exponential time 13 distribution with the well-known form
14
Probability ∼ e −t ln(2)/T 1/2
(1)
where T 1/2 is the half life of the parent. 
where N i is the population of the i th isotope at any given time.
4
Within the current algorithm, we distinguished between decays from the primary pop-5 ulation, i.e., the population after source aging, and decays from the subsequent chains. As can be seen from this algorithm, the correct spatial and temporal correlations through 27 an entire decay chain, starting at an arbitrary source age, is maintained. Additionally, the should be performed.
11
The termination conditions can also be optimized. For example, if the number of re-12 quested decays has been entered into the data record, and the decay time is beyond the 13 time of the last decay in the record, there is no point in continuing that particular chain.
14 Other optimizations may also exist, depending on the specific circumstances of starting 15 activities, number of requested events, and so on.
16
As a comment on the algorithm, it may be more natural when running a simulation to 17 require a set amount of simulated time, rather than a set number of simulated events. Unfor- multimap would also be appropriate, although we implemented our own binary search tree 5 to avoid residual overhead of a multimap.
6
Each subsequent primary decay occurs later in time than the one before it. Similarly, 7 a chain decay also occurs after its parent decay. These are obvious physical facts, but can 8 negatively affect the performance of the data structure. Because each decay time occurs 9 after the one before it, it is possible to end up with a semi-degenerate binary search tree, 10 far more heavily weighted to one side than the other. If this were to occur, find operations 11 approach O(n), and we lose the advantage of the search tree.
12
To fix this situation, we pre-seeded the search tree with empty nodes to install an evenly-13 spaced structure, and thus avoid a quasi-degenerate tree. We calculated the anticipated such that the node split in half the time to either side of the upper nodes (see Fig. 1 ). The 19 levels also had to be inserted in the order of their level, again to avoid quasi-degeneracy.
20
The time savings of establishing an empty node structure in the binary search tree varied 
III. APPLICATION AND EVALUATION
1
We evaluated our approach using the 232 Th and 228 Th decay chains. The former intro- Figure 2 show the decay activities of all the isotopes in the 232 Th decay chain. For 6 the three figures, the source age was set to 0, 1, and 5 times the half life of the longest- certainly, but still within the capabilities of any modern computer.
9
Accurate extrapolations of the computing time required to create the event record are 10 not straightforward, as they involve a non-trivial interplay between the pre-seeded binary 11 search tree, the rate of primary decays, and the required number of traversals of a full decay 12 chain. Broadly speaking, however, the computing time scales with the number of required 13 events, and the longest computing time occurs when the source age is 0.
14
IV. CONCLUSIONS
15
The approach described in this paper for decay chain generation can be used to calculate the value of T a 1/2 is 5.75 years, and 3.6 days for T b 1/2 . All entries below the headings are in seconds, except for the column on the left. The first row of entries for the 228 Th decays is absent because the starting activity implies a starting population too low to provide the full set of decays. Each
