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ASYMPTOTIC THEORY OF L-STATISTICS AND
INTEGRABLE EMPIRICAL PROCESSES∗
By Tetsuya Kaji
The University of Chicago
This paper develops asymptotic theory of integrals of empirical
quantile functions with respect to random weight functions, which
is an extension of classical L-statistics. They appear when sample
trimming or Winsorization is applied to asymptotically linear esti-
mators. The key idea is to consider empirical processes in the spaces
appropriate for integration. First, we characterize weak convergence
of empirical distribution functions and random weight functions in
the space of bounded integrable functions. Second, we establish the
delta method for empirical quantile functions as integrable functions.
Third, we derive the delta method for L-statistics. Finally, we prove
weak convergence of their bootstrap processes, showing validity of
nonparametric bootstrap.
1. Introduction. We derive the asymptotic distribution of the statis-
tics of the form ∫ 1
0
m(Qn)dKn,
where m : R → R is a known continuously differentiable function, Qn :
(0, 1) → R an empirical quantile function of a random variable Xi, and
Kn : (0, 1) → R a random Lipschitz function that depends on {Xi}. This
is a generalization of the classical L-statistics [9, 13, 14, 15] to allow for
integration with respect to random processes Kn.1
This type of statistics appears, for example, when sample trimming or
Winsorization is applied to asymptotically linear estimators. Let us collec-
tively call sample trimming andWinsorization sample adjustments. If sample
adjustments are made conditional on the values of Xi, Kn is a nonrandom
function and it falls within the framework of classical L-statistics. If sam-
ple adjustments are made on variables other than Xi, Kn becomes random
and it affects the asymptotic distribution of the L-statistics. In economics,
∗The previous version was circulated with the title “Switching to the New Norm: From
Heuristics to Formal Tests using Integrable Empirical Processes.”
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1[13] allows integration on a random interval but not with respect to a random process.
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this occurs as the parameters of interest (what L-statistics estimate) often
differ from the variables whose outliers we are concerned. In such cases,
dependence of Kn can be difficult to handle directly.
This paper gives both high-level and low-level conditions for weak conver-
gence of the L-statistics, derives the asymptotic distribution formula, and
verifies validity of nonparametric bootstrap. The innovation of this paper
lies in considering empirical processes in the space of integrable functions.
The literature on empirical processes has largely focused on uniform con-
vergence irrespective of the intended statistical application. As L-statistics
are integrals of empirical processes, we (partly) renounce uniform conver-
gence and instead require integrability, which buys us substantial benefits
in dealing with L-statistics.2
Our theoretical development is summarized as follows. By integration by
parts, we expect
√
n
[∫
m(Qn)dKn −
∫
m(Q)dK
]
=
∫ √
n[m(Qn)−m(Q)]dKn +
∫
m(Q)d[
√
n(Kn −K)]
≈
∫ √
n[m(Qn)−m(Q)]dK −
∫ √
n(Kn −K)dm(Q).
First, we consider
√
n(Fn − F ) and
√
n(Kn − K) as elements in the space
of bounded integrable functions with respect to appropriate measures and
derive conditions for weak convergence therein (Section 3). Second, we es-
tablish the functional delta method for the “inverse map,” F 7→ m(F−1) =
m(Q), from the space of bounded integrable functions to the space of inte-
grable functions, which shows weak convergence of
√
n[m(Qn) − m(Q)] as
an integrable process (Section 4).3 Third, we develop the functional delta
method for the map, (Q,K) 7→ ∫ m(Q)dK, from the spaces of integrable
and bounded integrable functions to a Euclidean space, establishing weak
convergence of L-statistics (Section 5). Finally, we develop conditions for
nonparametric bootstrap for the processes and L-statistics (Section 6).
The theory of this paper was originally motivated by the following prob-
lem of formalizing outlier robustness analyses in economics.
2In applying the empirical process theory to L-statistics, Van der Vaart [16, Chapter
22] states that “[this approach] is preferable in that it applies to more general statistics,
but it. . . does not cover the simplest L-statistic: the sample mean.” Our empirical process
theory overcomes this problem.
3This paper is presumably the first to show weak convergence of (possibly unbounded)
empirical quantile processes in L1 on the untruncated domain (0, 1).
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Example 1 (Outlier Robustness Analysis). Applied researchers often
want to examine whether a small portion of outliers affect the regression
outcomes [1, 2, 3, 4, 7]. The common heuristic practice in economics is to
compare two estimators βˆ1 and βˆ2, where βˆ1 is estimated with the full sam-
ple and βˆ2 with the sample that excludes outliers, against the standard error
of βˆ1. However, since βˆ1 and βˆ2 share largely overlapping samples, their dif-
ference tends to be small simply because of their strong positive correlation.
To account for this, it is more appropriate to compare the difference βˆ1− βˆ2
to its own variance, as opposed to the marginal variance of βˆ1. This calls for
the joint distribution of βˆ1 and βˆ2.
Consider linear regression yi = xiβ + εi with E[xiεi] = 0. The ordinary
least squares (OLS) estimator of β is βˆ1 =
(
1
n
∑n
i=1 x
2
i
)−1 1
n
∑n
i=1 xiyi, so its
asymptotic distribution depends on that of the average of xiyi. However,
xiyi is usually not the quantity whose outliers are of natural concern, but
rather, xi [2], yi [1, 5], or εˆi [3] is. Then, conditional on the value of xiyi,
the probability that the observation is deemed as an outlier is probabilistic.
Suppose we remove the 2% tail observations of xi and yi. Let wi be 1
if x(⌈0.02n⌉) ≤ xi ≤ x(⌈0.98n⌉) and y(⌈0.02n⌉) ≤ yi ≤ y(⌈0.98n⌉), and 0 other-
wise.4 The outlier-removed estimator βˆ2 is
(
1
n
∑n
i=1 x
2
iwi
)−1 1
n
∑n
i=1 xiyiwi.
Through the quantile transform, we can write
βˆ1 =
(
1
n
n∑
i=1
x2i
)−1 ∫ 1
0
Qn(u)du, βˆ2 =
(
1
n
n∑
i=1
x2iwi
)−1 ∫ 1
0
Qn(u)dKn(u),
where Qn is the empirical quantile function of xiyi and Kn a random weight
function whose derivative is wi for u ∈ (Fn(xiyi) − 1/n,Fn(xiyi)] for the
empirical distribution function Fn of xiyi. Then Kn is random for each fixed
value of xiyi, which affects the asymptotic distribution of the integrals.
In Appendix A.2, we revisit the outlier robustness analysis in [3].
The rest of the paper is organized as follows. Section 2 defines the setup.
Section 3 develops the theory of weak convergence of bounded integrable
processes. Section 4 establishes Hadamard differentiability of the inverse
map. Section 5 shows Hadamard differentiability of the L-statistics. Sec-
tion 6 verifies validity of nonparametric bootstrap. Section 7 contains proofs.
Section 7.4 contains supporting lemmas and an empirical application.
2. The Setup. Let Xi be i.i.d. scalar random variables and wi be
possibly random weights whose distribution is bounded but can depend
4Winsorization can also be accommodated by appropriately defining wi.
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on all of {Xi}. Consider a statistic of the form βˆ := 1n
∑n
i=1m(Xi)wi =
1
n
∑n
i=1m(X(i))w(i), where m is a continuously differentiable function, X(i)
is an order statistic such that X(1) ≤ X(2) ≤ · · · ≤ X(n), and w(i) is or-
dered according to the order of Xi. Let Qn(u) := X(i) and dKn(u) := w(i),
u ∈ ( i−1n , in ], be the empirical quantile function of Xi and the random weight
function. With these,
βˆ =
∫ 1
0
m(Qn(u))dKn(u).
Denote by Fn(x) :=
1
n
∑n
i=1 1{Xi ≤ x} the empirical distribution function
of Xi and define the inverse of a nondecreasing function f : R → R by
f−1(y) := inf{x ∈ R : f(x) ≥ y}. Then, Qn equals F−1n .
The aim of this paper is to derive the joint distribution of finitely many
such quantities (βˆ1, . . . , βˆd) for possibly different m, {Xi}, and {wi}. For
this, we proceed in four steps:
i. Give conditions for convergence of
√
n(Fn − F ) and
√
n(Kn − K) to
Gaussian processes as bounded integrable processes.
ii. Show convergence of
√
n(Qn−Q) to a Gaussian process as an integrable
process via a functional delta method from Fn to Qn.
iii. Show convergence of L-statistics via a functional delta method from
(Qn,Kn) to
∫
m(Qn)dKn.
iv. Show bootstrap convergence for
√
n(Fn − F ) and
√
n(Kn −K).
3. Convergence of Bounded Integrable Processes. Define the space
of bounded integrable functions as follows.
Definition. Let (T,T , µ) be a measure space where T is an arbitrary
set, T a σ-field on T , and µ a σ-finite signed measure on T . Let Lµ be the
space of bounded and µ-integrable functions z : T → R with the norm
‖z‖Lµ := ‖z‖T ∨ ‖z‖µ :=
(
sup
t∈T
|z(t)|
)
∨
(∫
T
|z||dµ|
)
,
where |dµ| represents integration with respect to the total variation measure.
For sums of i.i.d. random variables such as
√
n(Fn − F ), it is straight-
forward to prove weak convergence in Lµ by the combination of classical
central limit theorems (CLTs) [17].
Proposition 3.1. Let (R,B(R), µ) be a σ-finite Borel measure on R.
For a probability distribution F on R such that
∫
R
√
F (1− F )|dµ| <∞, the
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empirical process
√
n(Fn−F ) converges weakly in Lµ to a Gaussian process
with mean zero and covariance function Cov(x, y) = F (x ∧ y)− F (x)F (y).
Remark. For an increasing function m,
∫∞
−∞
√
F (1− F )dm < ∞ is
equivalent to ‖m(X)‖2,1 :=
∫∞
0
√
Pr(|m(X)| > t)dt < ∞ [6]. Moreover, if
m(X) has a (2 + c)th moment for some c > 0, we have ‖m(X)‖2,1 <∞.
For processes not given as sums of i.i.d. variables such as
√
n(Kn − K),
we need direct conditions for weak convergence. As in classical literature, we
characterize weak convergence in Lµ by asymptotic tightness plus marginal
convergence. Following [17], we consider a net Xα indexed by an arbitrary
directed set, rather than a sequence Xn indexed by natural numbers. We
also allow the sample space to be different for each element in a net, Xα :
Ωα → Lµ. Finally, we allow each element in the net to be not necessarily
measurable. When we write X(t) for a map X : Ω→ Lµ, t is understood to
be an element of T and we regard X(t) as a map from Ω to R indexed by
T ; when we explicitly use ω ∈ Ω in the discussion, we write X(t, ω).
Theorem 3.2. Let Xα : Ωα → Lµ be arbitrary. Then, Xα converges
weakly to a tight limit if and only if Xα is asymptotically tight and marginals
(Xα(t1), . . . ,Xα(tk)) converge weakly for every finite subset t1, . . . , tk of T . If
Xα is asymptotically tight and its marginals converge weakly to the marginals
(X(t1), . . . ,X(tk)) of a stochastic process X, then there is a version of X
with sample paths in Lµ and Xα  X.
Weak convergence of marginals can be established by classical results
such as CLTs in Euclidean spaces. The question is asymptotic tightness. We
characterize this with uniform equicontinuity and equiintegrability.
Definition. For a µ-measurable semimetric ρ on T ,5 the netXα : Ωα →
Lµ is asymptotically uniformly ρ-equicontinuous and (ρ, µ)-equiintegrable in
probability if for every ε, η > 0 there exists δ > 0 such that
lim sup
α
P ∗
(
sup
t∈T
[(
sup
ρ(s,t)<δ
|Xα(s)−Xα(t)|
)
∨
(∫
0<ρ(s,t)<δ
|Xα(s)||dµ(s)|
)]
> ε
)
< η.
The following result characterizes asymptotic tightness in Lµ.
5We call a semimetric µ-measurable if every open set induced is measurable with respect
to µ.
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Theorem 3.3. The following are equivalent.
i. A net Xα : Ωα → Lµ is asymptotically tight.
ii. Xα(t) is asymptotically tight in R for every t ∈ T , ‖Xα‖µ is asymptoti-
cally tight in R, and for every ε, η > 0 there exists a finite µ-measurable
partition T =
⋃k
i=1 Ti such that
(3.1) lim sup
α
P ∗
([
sup
1≤i≤k
sup
s,t∈Ti
|Xα(s)−Xα(t)|
]
∨
k∑
i=1
inf
x∈R
∫
Ti
|Xα − x||dµ| > ε
)
< η.
iii. Xα(t) is asymptotically tight in R for every t ∈ T and there exists a µ-
measurable semimetric ρ on T such that (T, ρ) is totally bounded and Xα
is asymptotically uniformly ρ-equicontinuous and (ρ, µ)-equiintegrable in
probability.
Remark. The condition “0 < ρ(s, t)” allows for the point masses in µ
and plateaus in Xα. In (3.1), this corresponds to “−x.”
Now we turn to conditions for
√
n(Kn − K). The following is a special
case of Lµ suitable for Kn.
Definition. Let Q : (0, 1) → R be an integrable increasing function
and let LQ be the space of functions κ : (0, 1)→ R with the norm
‖κ‖LQ := ‖κ‖Q,∞ ∨ ‖κ‖Q :=
(
sup
u∈(0,1)
|(|Q| ∨ 1)(u)κ(u)|
)
∨
(∫ 1
0
|κ|dQ
)
.
Let LQ,M ⊂ LQ be the subset of Lipschitz functions with Lipschitz constants
bounded by M .
The following lemma gives a low-level condition for
√
n(Kn −K) to con-
verge in LQ. Roughly, if |Q|2+c is integrable, then Xαur(1−u)r  Xur(1−u)r in the
uniform norm for some r > 12+c implies Xα  X in LQ.
Lemma 3.4. Let Q : (0, 1) → R be an increasing function in L2+c for
some c > 0. If for a net of processes Xα : Ωα → LQ there exists r > 12+c
such that for every η > 0 there exists M satisfying
lim sup
α
P ∗
(∥∥∥∥ Xαur(1− u)r
∥∥∥∥
∞
> M
)
< η,
L-STATISTICS AND INTEGRABLE PROCESSES 7
then there exists a semimetric ρ on (0, 1) such that (0, 1) is totally bounded,
Xα is asymptotically uniformly ρ-equicontinuous in probability, and Xα is
asymptotically (ρ,Q)-equiintegrable in probability.
This implies that sample adjustments based on fixed quantiles satisfy the
condition. For example, let X1, . . . ,Xn be i.i.d. continuous random variables
and X1,n, . . . ,Xm,n be their subset selected by some (possibly random) crite-
rion. Then, if the empirical process of the subset converges weakly uniformly
to a smooth distribution, then
√
n(Kn −K) converges weakly in LQ.
Proposition 3.5. Let U1, . . . , Un be independent uniformly distributed
random variables on (0, 1) and w1,n, . . . , wn,n random variables bounded by
M whose distribution can depend on U1, . . . , Un and n. Define Fn(u) :=
1
n
∑n
i=1 1{Ui ≤ u} and Gn(u) := 1n
∑n
i=1wi,n1{Ui ≤ u}. Let I(u) := u and
assume that K(u) := limn→∞ E[Gn(u)] exists and is Lipschitz differentiable.
If
√
n(Fn − I) and
√
n(Gn −K) converges weakly jointly in L∞, then for
Kn(u) :=
1
n
n∑
i=1
wi,n1
{
0 ∨ (nu− nFn(Ui) + 1) ∧ 1},
we have
√
n(Kn − K) converge weakly in LQ for every increasing function
Q ∈ L2+c for every c > 0.
4. Convergence of Quantile Processes as Integrable Processes.
For a smooth function m for which m(X) has sufficient moments, we es-
tablish weak convergence of
√
n(m(Qn) −m(Q)) to a Gaussian process. If
m is identity, the (unweighted) empirical quantile process converges weakly
in L1 on the entire domain (0, 1), without truncating the tails, even if Q is
an unbounded function. Interestingly, this point has been overlooked in the
literature, which mostly concerned uniform convergence of either bounded
or weighted quantile processes [8, 10, 11, 12, 15].
In particular, we show differentiability of the inverse map as a functional
from Lµ to L1. Note that E[m(X)] =
∫
mdF = − ∫ Fdm in terms of F and
E[m(X)] =
∫
m(Q)du in terms of Q. Therefore, the appropriate space for F
is the following special case of Lµ while the space for Q is a standard L1.
Definition. Let m : R → R be a nondecreasing continuously differen-
tiable function. Let Lm be the space of Borel-measurable functions z : R→ R
with limits z(±∞) := limx→±∞ z(x) and the norm
‖z‖Lm := ‖z‖∞ ∨ ‖z‖m :=
(
sup
x∈R
|z(x)|
)
∨
(∫ ∞
−∞
|z˜|dm
)
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where z˜(x) := z(x)−z(−∞)1{x < 0}−z(+∞)1{x ≥ 0}. Denote by Lm,φ the
subset of Lm of monotone cadlag functions with z(−∞) = 0 and z(+∞) = 1.
Definition. Let B be the space of ladcag functions z : (0, 1) → R with
the norm ‖z‖B :=
∫ 1
0 |z(u)|du.
Theorem 4.1 (Inverse map). Let m : R → R be a continuously dif-
ferentiable function and F ∈ Lm,φ a distribution function on (an inter-
val of) R that has at most finitely many jumps and is otherwise continu-
ously differentiable with strictly positive density f . Then, the map φ ◦ ψ :
Lm,φ → B, φ ◦ ψ(F ) := m(Q), is Hadamard differentiable at F tangentially
to the set Lm,0 of all continuous functions in Lm. The derivative is given by
(φ ◦ ψ)′F (z) := −(m′z/f) ◦Q.
The main conclusion of this section is summarized as follows.
Proposition 4.2. Let m : R → R be a continuously differentiable
function. For a distribution function F on (an interval of) R that has at
most finitely many jumps and is otherwise continuously differentiable with
strictly positive density f such that
∫
R
√
F (1− F )|dm| < ∞, the process√
n(m(Qn)−m(Q)) converges weakly in B to a Gaussian process with mean
zero and covariance Cov(s, t) = m′(Q(s))Q′(s)m′(Q(t))Q′(t)(s ∧ t− st).
5. Convergence of L-statistics. We seek conditions under which the
integral of a stochastic process with respect to another stochastic process
converges weakly. This is an extension of Wilcoxon statistics [17, Section
3.9.4.1] that allows unbounded integrands.
Theorem 5.1 (Wilcoxon statistic). For each fixed M , the maps λ :
B × LQ,M → R and λ˜ : B × LQ,M → L∞(0, 1)2, λ(Q,K) :=
∫ 1
0 QdK and
λ˜(Q,K)(s, t) :=
∫ t
s QdK, are Hadamard differentiable at every (Q,K) ∈
B × LQ,M uniformly over LQ,M . The derivative maps are λ′Q,K(z, κ) :=∫ 1
0 Qdκ +
∫ 1
0 zdK and λ˜
′
Q,K(z, κ)(s, t) :=
∫ t
s Qdκ +
∫ t
s zdK, where
∫
Qdκ
is defined via integration by parts if κ is of unbounded variation.
Now we are ready to give the main conclusion of this paper.
Proposition 5.2 (L-statistic). Let m1,m2 : R→ R be continuously dif-
ferentiable functions and F : R2 → [0, 1] be a distribution function on (a rect-
angular of) R2 with marginal distributions (F1, F2) that have at most finitely
many jumps and are otherwise continuously differentiable with strictly posi-
tive marginal densities (f1, f2) such that m1(X1) andm2(X2), (X1,X2) ∼ F ,
L-STATISTICS AND INTEGRABLE PROCESSES 9
have (2 + c)th moments for some c > 0. Along with i.i.d. random variables
X1,1, . . . ,Xn,1 and X1,2, . . . ,Xn,2, let w1,n,1, . . . , wn,n,1 and w1,n,2, . . . , wn,n,2
be random variables bounded by M whose distribution can depend on n,
X1,1, . . . ,Xn,1, and X1,2, . . . ,Xn,2 such that the empirical distributions of
Xi,1, Xi,2, wi,n,1Xi,1, and wi,n,2Xi,2 converge uniformly jointly to continu-
ously differentiable functions. Then,
√
n
(
En[m1(Xi,1)wi,n,1]− E[m1(Xi,1)wi,n,1]
En[m2(Xi,2)wi,n,2]− E[m2(Xi,2)wi,n,2]
)
=
√
n
(∫ 1
0 m1(Qn,1)dKn,1 −
∫ 1
0 m1(Q1)dK1∫ 1
0 m2(Qn,2)dKn,2 −
∫ 1
0 m2(Q2)dK2
)
where Kn,j(u) :=
1
n
∑n
i=1wi,n,j1
{
0∨(nu−nFn,j(Xi)+1)∧1} and Kj(u) :=
limn→∞ E[wi,n,j | Fj(Xi,j) ≤ u], converge weakly in R2 to a normal vector
(ξ1, ξ2) with mean zero and (co)variance
Cov(ξj , ξk) =
∫ 1
0
∫ 1
0
m′j(Qj(s))Q
′
j(s)m
′
k(Qk(t))Q
′
k(t)×(
[FQjk(s, t)− st] + [Kjk(s, t)FQjk(s, t)− stKj(s)Kk(t)]
−Kj(s)[FQjk(s, t)− st]−Kk(t)[FQjk(s, t)− st]
)
dsdt,
where FQjk(s, t) := Pr(Xi,j ≤ Qj(s),Xi,k ≤ Qk(t)) and Kjk(s, t) := limn→∞
E[wi,n,jwi,n,k | Xi,j ≤ Qj(s),Xi,k ≤ Qk(t)]. If F has no jumps, this equals
Cov(ξj , ξk) =
∫ ∞
−∞
∫ ∞
−∞
(
[1−KFj (x)−KFk (y)][Fjk(x, y)− Fj(x)Fk(y)]
+ [KFjk(x, y)Fjk(x, y) −KFj (x)KFk (y)Fj(x)Fk(y)]
)
dmj(x)dmk(y),
where Fjk(x, y) := Pr(Xi,j ≤ x,Xi,k ≤ y) and KFjk(x, y) := limn→∞ E[wi,n,j
wi,n,k | Xi,j ≤ x,Xi,k ≤ y]. If mj and mk are known, this can be consistently
estimated by its sample analogue
̂Cov(ξj , ξk) =
∫ ∞
−∞
∫ ∞
−∞
(
[1−KFn,j(x)−KFn,k(y)][Fn,jk(x, y)− Fn,j(x)Fn,k(y)]
+ [KFn,jk(x, y)Fn,jk(x, y)−KFn,j(x)KFn,k(y)Fn,j(x)Fn,k(y)]
)
dmj(x)dmk(y),
where Fn,jk(x, y) := En[1{Xi,j ≤ x,Xi,k ≤ y}] and KFn,jk(x, y) := En[wi,n,j
wi,n,k | Xi,j ≤ x,Xi,k ≤ y].
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6. Convergence of Bootstrap Processes. We establish validity of
nonparametric bootstrap, viz., conditional weak convergence of the boot-
strap processes. The bootstrap process for Fn is given by
Zˆn(x) :=
√
n(Fˆn − Fn)(x) := 1√
n
n∑
i=1
(Mni − 1)1{Xi ≤ x}
=
1√
n
n∑
i=1
(Mni − 1)(1{Xi ≤ x} − F (x))
where Mni is the number of times Xi is drawn in the bootstrap sample. We
show that Zˆn converges weakly to the same limit as Zn :=
√
n(Fn−F ) condi-
tional on {Xi}. As in [17, Chapter 3.6], we proceed as follows: sinceMni sums
up to n, it is slightly dependent on each other; we replace Mni with inde-
pendent Poisson random variables ξi by showing equivalence of weak conver-
gence of Zˆn and of the multiplier process Z′n := n−1/2
∑
ξi(1{Xi ≤ x} − F )
(Lemma 7.7); then, we prove unconditional convergence of Z′n (randomness
comes from both Xi and ξi) by symmetrization (Lemma 7.8); finally, we
show convergence of Z′n conditional on Zn (randomness only comes from
ξi) by discretizing Z′n (Lemma 6.1). We observe that many proofs in [17,
Chapters 2.9, 3.6, and A.1] carry over to Lµ, so we will not reproduce the
entire argument but prove steps that require modification.
In addition, we establish conditional weak convergence of the bootstrap
process for Kn. We restrict attention to sample adjustments by quantiles and
write its bootstrap process in terms of empirical processes (Lemma 6.2).
The following shows conditional convergence of Z′n as in [17, Theorem
2.9.6]. Other lemmas are given in Section 7.4.
Lemma 6.1. Let ξ1, . . . , ξn be i.i.d. random variables with mean 0, vari-
ance 1, and ‖ξ‖2,1 < ∞, independent of X1, . . . ,Xn. For a probability dis-
tribution F on R such that
∫
R
√
F (1− F )|dµ| < ∞, the process Z′n(x) =
n−1/2
∑n
i=1 ξi[1{Xi ≤ x}−F (x)] satisfies suph∈BL1(Lµ)
∣∣Eξh(Z′n)−Eh(Z)∣∣→ 0
in outer probability, and the sequence Z′n is asymptotically measurable.
These results show that nonparametric bootstrap works for
√
n(Fn − F )
and
√
n(Qn−Q). We also show validity for
√
n(Kn−K) by representing Kn
as a function of “Fn” and “Gn” in Proposition 3.5.
Lemma 6.2. Let U1, . . . , Un be independent uniformly distributed random
variables on (0, 1) and ξ1, . . . , ξn be i.i.d. random variables with mean 0,
variance 1, and ‖ξ‖2,1 <∞, independent of U1, . . . , Un. Define the bootstrap
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empirical process of U by F′n(u) :=
1
n
∑n
i=1 ξi1{Ui ≤ u}, and let w′i,n be
the indicator of whether Ui is above the α-quantile of the bootstrap sample,
that is, w′i,n := 1{Ui > F′−1n (α)}. Define G′n(u) := 1n
∑n
i=1 ξiw
′
i,n1{Ui ≤ u}.
Then, for F (u) = 0 ∨ u ∧ 1 and G(u) = 0 ∨ (u− α) ∧ (1− α),
sup
h∈BL1(L∞)
∣∣Eξh(√n(F′n − F ))− Eh(√n(Fn − F ))∣∣ −→ 0,
sup
h∈BL1(L∞)
∣∣Eξh(√n(G′n −G))− Eh(√n(Gn −G))∣∣ −→ 0
in outer probability, and
√
n(F′n − F ) and
√
n(G′n − G) are asymptotically
measurable.
Altogether, nonparametric bootstrap works for L-statistics when sample
adjustment is based on empirical quantiles.
Proposition 6.3 (Validity of nonparametric bootstrap). In addition to
assumptions in Proposition 5.2, assume that wi,n,j represents sample adjust-
ments based on a finite number of fixed quantiles.6 Then, the joint distribu-
tion of (βˆ1, . . . , βˆd) can be consistently estimated by nonparametric bootstrap.
7. Proofs.
7.1. Convergence of Bounded Integrable Processes.
Proof of Proposition 3.1. Marginal convergence is trivial. By [17,
Example 2.5.4],
√
n(Fn−F ) converges weakly in L∞. In light of [17, Propo-
sition 2.1.11] and Lemma A.10, it suffices to show that for Z(x) := 1{X ≤
x} − F (x), (i) Pr(‖Z‖µ > t) = o(t−2) and (ii)
∫
R
√
E[Z2]|dµ| < ∞. (ii)
follows since
∫
R
√
E[Z2]|dµ| = ∫R√F (1− F )|dµ|. Let m(x) := ∫(−∞,x] |dµ|
and F˜ (x) := F (x) − 1{0 ≤ x}. Note that (ii) implies that m(X) has vari-
ance. Writing Z(x) = 1{X ≤ x} − 1{0 ≤ x} − F˜ (x), we find ‖Z‖µ ≤
|m(X)−m(0)|+∫R |F˜ ||dµ|. The second term is a finite constant if (ii) holds.
Thus, (i) holds if F˜ ◦m−1(t) = o(t−2), which is the case ifm(X) has variance.
Thus,
√
n(Fn − F ) converges weakly in L1(µ).
Lemma 7.1. If Xα : Ωα → Lµ is asymptotically tight, it is asymptotically
measurable if and only if Xα(t) is asymptotically measurable for every t ∈ T .
Lemma 7.2. If X and Y are tight Borel measurable maps into Lµ, then
X and Y are equal in law if and only if every marginal of X and Y is equal
in law.
6The assumption on convergence must be extended to jointly over all processes.
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Proofs of Lemmas 7.1 and 7.2. These claims are not corollaries of
[17, Lemmas 1.5.2 and 1.5.3] since Cb(Lµ) is bigger than Cb(LT ) and Cb(L1),
but they follow by the same logic.
Proof of Theorem 3.2. Necessity is immediate. We prove sufficiency.
If Xα is asymptotically tight and its marginals converge weakly, then Xα
is asymptotically measurable by Lemma 7.1. By Prohorov’s theorem [17,
Theorem 1.3.9], Xα is relatively compact. Take any subnet in Xα that is
convergent. Its limit point is unique by Lemma 7.2 and the assumption
that every marginal converges weakly. Thus, Xα converges weakly. The last
statement is another consequence of Prohorov’s theorem.
Proof of Theorem 3.3. We proceed (ii) ⇒ (i) ⇒ (iii) ⇒ (ii).
(ii) ⇒ (i). Fix ε, η > 0. Pick one ti from each Ti. Then, ‖Xα‖T ≤
maxi |Xα(ti)| + ε with inner probability at least 1 − η. Since the maximum
of finitely many tight nets of real variables is tight and ‖Xα‖µ is assumed
to be tight, it follows that the net ‖Xα‖Lµ is asymptotically tight in R.
Fix ζ > 0 and take εm ց 0. Let M satisfy lim supP ∗(‖Xα‖Lµ > M) < ζ.
Taking (ε, η) in (3.1) as (εm, 2
−mζ), we obtain for each m a measurable par-
tition T =
⋃k
i=1 Ti (suppressing dependence on m). For each Ti, enumerate
all of the finitely many values 0 = ai,0 ≤ ai,1 ≤ · · · ≤ ai,p ≤M such that∫
Ti
(ai,j − ai,j)|dµ| ≤ εm
k
for j = 1, . . . , p and
∫
Ti
ai,p|dµ| ≤M.
Since µ is not necessarily finite on the whole T , on some partition Ti the
only choice of ai,j may be 0. Let z1, . . . , zq be the finite exhaustion of all
functions in Lµ that are constant on each Ti and take values on
0,±εm, . . . ,±⌊M/εm⌋εm, ±a1,1, . . . ,±a1,p, . . . , ±ak,1, . . . ,±ak,p.
Let Km be the union of q closed balls of radius 2εm around each zi. Then,
since infj
∫
Ti
|Xα−ai,j||dµ| ≤ εmk +infx
∫
Ti
|Xα−x||dµ|, the three conditions
‖Xα‖T ≤ M, supi sups,t∈Ti |Xα(s) − Xα(t)| ≤ εm, and
∑
i infx
∫
Ti
|Xα −
x||dµ| ≤ εm imply that Xα ∈ Km. This holds for each m.
Let K =
⋂∞
m=1Km, which is closed, totally bounded, and therefore
compact. Moreover, we argue that for every δ > 0 there exists m with
Kδ ⊃ ⋂mj=1Kj . Suppose not. Then there is a sequence zm not in Kδ, but
with zm ∈
⋂m
j=1Kj for every m. This has a subsequence contained in only
one of the closed balls constituting K1, and a further subsequence contained
in only one of the balls constituting K2, and so on. The diagonal sequence
of such subsequences would eventually be contained in a ball of radius 2εm
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for every m. Therefore, it is Cauchy and its limit should be in K, which is
a contradiction to the supposition d(zm,K) ≥ δ for every m.
Thus, if Xα is not in K
δ, it is not in
⋂m
j=1Kj for some m. Therefore,
P ∗(Xα /∈ Kδ) ≤ P ∗
(
Xα /∈
m⋂
j=1
Kj
)
≤ P ∗(‖Xα‖Lµ > M)
+
m∑
j=1
P ∗
([
sup
i
sup
s,t∈Ti
|Xα(s)−Xα(t)|
]
∨
∑
i
inf
x
∫
Ti
|Xα − x||dµ| > εj
)
≤ ζ +
m∑
j=1
ζ2−j < 2ζ.
Hence, we obtain lim supα P
∗(Xα /∈ Kδ) < 2ζ, as asserted.
(i) ⇒ (iii). If Xα is asymptotically tight, then so is each coordinate pro-
jection. Therefore, Xα(t) is asymptotically tight in R for every t ∈ T .
LetK1 ⊂ K2 ⊂ · · · be a sequence of compact sets such that lim inf P∗(Xα ∈
Kεm) ≥ 1 − 1/m for every ε > 0. Define a semimetric d on T induced by z
by d(s, t; z) := |z(s)− z(t)| ∨ ∫T |z|1{z(s) ∧ z(t) ≤ z ≤ z(s) ∨ z(t)}1{z(s) 6=
z(t)}|dµ|. Observe that d(s, s; z) = 0 and that d is measurable with re-
spect to µ.7 Now for every m, define a semimetric ρm on T by ρm(s, t) :=
supz∈Km d(s, t; z).We argue that (T, ρm) is totally bounded. For η > 0, cover
Km by finitely many balls of radius η centered at z1, . . . , zk. Consider the
partition of R2k into cubes of edge length η. For each cube, if there exists
t ∈ T such that the following 2k-tuple is in the cube,
r(t) :=
(
z1(t),
∫
T
z11{0 ∧ z1(t) ≤ z1 ≤ 0 ∨ z1(t)}|dµ|, . . . ,
zk(t),
∫
T
zk1{0 ∧ zk(t) ≤ zk ≤ 0 ∨ zk(t)}|dµ|
)
,
then pick one such t. Since ‖zj‖Lµ is finite for every j (i.e., the diameter of T
measured by each d(·, ·; zj) is finite), this gives finitely many points t1, . . . , tp.
Notice that the balls {t : ρm(t, ti) < 3η} cover T , that is, t is in the ball
around ti for which r(t) and r(ti) are in the same cube; this follows because
ρm(t, ti) can be bounded by 2 supz∈Km infj ‖z−zj‖Lµ+ supj d(t, ti; zj) < 3η.
The first term is the error of approximating z(t) and z(ti) by zj(t) and zj(ti);
the second is the distance of t and ti measured by d(·, ·; zj).
Define the semimetric ρ by ρ(s, t) :=
∑∞
m=1 2
−m(ρm(s, t) ∧ 1). We show
that (T, ρ) is still totally bounded. For η > 0 take m such that 2−m < η.
7T is not necessarily complete with respect to d.
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Since T is totally bounded in ρm, we may cover T with finitely many ρm-
balls of radius η. Denote by t1, . . . , tp the centers of such a cover. Since Km
is nested, we have ρ1 ≤ ρ2 ≤ · · · . Since we also have ρm(t, ti) < η, for every t
there exists ti such that ρ(t, ti) ≤
∑m
k=1 2
−kρk(t, ti) + 2−m < 2η. Therefore,
(T, ρ) is totally bounded.
By definition we have d(s, t; z) ≤ ρm(s, t) for every z ∈ Km and ρm(s, t)∧
1 ≤ 2mρ(s, t). And if ‖z0 − z‖Lµ < ε for z ∈ Km, then d(s, t; z0) < 2ε +
d(s, t; z) for every pair (s, t). Hence, we conclude Kεm ⊂
{
z : supρ(s,t)<2−mε
d(s, t; z) ≤ 3ε}. Therefore, for δ < 2−mε,
lim inf
α
P∗
(
sup
ρ(s,t)<δ
d(s, t;Xα) ≤ 3ε
)
≥ lim inf
α
P∗
(
sup
t∈T
[
sup
ρ(s,t)<δ
|Xα(s)−Xα(t)| ∨
∫
0<ρ(s,t)<δ
|Xα(s)||dµ|
]
≤ 3ε
)
≥ 1− 1
m
.
(iii) ⇒ (ii). For ε, η > 0, take δ > 0 as given. Since T is totally bounded,
it can be covered with finitely many balls of radius δ; let t1, . . . , tK be their
centers. Disjointify the balls to obtain {T εi }. If
∫
{ti} |Xα||dµ| > 0, then sep-
arate the partition T εi into {ti} and T εi \ {ti}.
There are three types of components in the partition: (a) singleton com-
ponents (mass points) of µ, (b) components with |µ|(T εi ) = ∞, and (c)
components with |µ|(T εi ) <∞. The size of (a) is controlled by construction,
so we control (b) and (c). Clearly,
(7.1) sup
s,t∈T εi
|Xα(s)−Xα(t)| ≤ 2 sup
ρ(s,ti)<δ
|Xα(s)−Xα(ti)| ≤ 2ε.
Denote by i∞ the index for which |µ|(T εi∞) = ∞. Now we argue that∑
i∞
∫
T εi∞
|Xα||dµ| can be arbitrarily small (with inner probability at least
1−η) for sufficiently small ε. By construction, sups∈T εi∞ |Xα(s)| ≤ 2ε.
8 Thus,∑
i∞
∫
T εi∞
|Xα||dµ| ≤
∫
T |Xα|1{|Xα| ≤ 2ε}|dµ|. Since T is totally bounded,∫
T |Xα||dµ| is bounded by Kε with inner probability at least 1− η (proving
asymptotic tightness of ‖Xα‖µ), and hence the previous integral must be
arbitrarily small for small ε. Now we turn to (c). Let ε′ be such that
(7.2) lim sup
α
P ∗
(∫
T
|Xα|1{|Xα| ≤ 3ε′}|dµ| > ε
)
< 1− η.
8This follows because infTε
i∞
|Xα| = 0 given that
∫
Tε
i∞
|Xα||dµ| <∞.
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For each T εi with |µ|(T εi ) <∞, construct a further partition of it {T ε
′
j } with
this ε′. Note that {T εi∞}∪{T ε
′
j } defines another finite partition of T . If there
exists s ∈ T ε′j such that |Xα(s)| ≤ ε′, then by construction supt∈T ε′j |Xα(t)| ≤
3ε′. The contrapositive of this is also true. Thus, observing
∑
j infx
∫
T ε
′
j
|Xα−
x||dµ| ≤∑j infx ∫T ε′j |Xα − x|1{|Xα| > ε′}|dµ| + ∫T |Xα|1{|Xα| ≤ 3ε′}|dµ|,
we may assume infT ′ |Xα(s)| ≥ ε′ > 0 at the cost of one more ε. Then, we
also have
∫
T ′ |dµ| ≤ Kε/ε′ since ε′
∫
T ′ |dµ| ≤
∫
T |Xα||dµ|. For the partition
T ε
′
j of T
′, further construct a nested finite partition T ε
′/K
k . Now
∑
k
inf
x
∫
T
ε′/K
k
|Xα − x||dµ|
≤
∑
k
sup
s,t∈T ε′/Kk
|Xα(s)−Xα(t)|
∫
T
ε′/K
k
|dµ| ≤ ε
′
K
∫
T ′
|dµ| ≤ ε
with inner probability at least 1−η. This, (7.1), and (7.2) yield the result.
Proof of Lemma 3.4. We first work on the case r < 1. Define ρ(s, t) :=∫
(s,t) u
r(1 − u)rdQ. We show that (0, 1) is totally bounded with respect to
ρ. Observe that Lemma A.9 (v) and r > 12+c imply u
r(1 − u)rQ(u) → 0 as
u→ {0, 1}. Therefore, integrating by parts,
ρ(0, 1) ≤
∫
(0,1)
ur∧(1−u)rdQ ≤ |Q|
(1
2
)
+
∫ 1
2
0
ur−1|Q|du+
∫ 1
1
2
(1−u)r−1|Q|du.
Since Q ∈ L2+c and ur−1 ∧ (1 − u)r−1 ∈ Lq for every q < 1/(1 − r), in
particular for q = (2+c)/(1+c), this integral is finite by Ho¨lder’s inequality.
This means the diameter of (0, 1) is finite, so (0, 1) is totally bounded.
Note that |Q| is eventually smaller than u−r(1 − u)−r near 0 and 1, so
that for every η > 0 there exists M such that
lim sup
α
P ∗(‖(|Q| ∨ 1)Xα‖∞ > M) ≤ lim sup
α
P ∗
(∥∥∥∥ Xαur(1− u)r
∥∥∥∥
∞
> M
)
< η.
This shows uniform equicontinuity. Next, for every 0 < s ≤ t < 1,∫
(s,t)
|Xα|dQ ≤ sup
u∈(0,1)
|Xα(u)|
ur(1− u)r
∫
(s,t)
vr(1−v)rdQ ≤
∥∥∥∥ Xαur(1− u)r
∥∥∥∥
∞
ρ(s, t).
Therefore,
P ∗
(
sup
t∈(0,1)
∫
0<ρ(s,t)<δ
|Xα|dQ(s) > ε
)
≤ P ∗
(∥∥∥∥ Xαur(1− u)r
∥∥∥∥
∞
>
ε
δ
)
.
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By assumption, this can be however small by the choice of δ. Conclude that
Xα is asymptotically (ρ,Q)-equiintegrable in probability.
Finally, for r ≥ 1, replace every r by 1/2. Then the result follows since∥∥ Xα
ur(1−r)r
∥∥
∞ ≥
∥∥ Xα
u1/2(1−u)1/2
∥∥
∞.
Proof of Proposition 3.5. Assume without loss of generality M = 1.
Define U(0) := 0. Let F˜n and G˜n be the continuous linear interpolations of
Fn and Gn, that is, for U(i−1) ≤ u < U(i), F˜n(u) := i−1n +
u−U(i−1)
n(U(i)−U(i−1)) and
G˜n(u) :=
1
n
∑n
i=1 wi,n1{Ui ≤ u}+
wi,n(u−U(i−1))
n(U(i)−U(i−1)) , and for u ≥ U(n), F˜n(u) := 1
and G˜n(u) :=
1
n
∑
wi,n. Observe that Kn(u) = G˜n(F˜−1n (u)). By Lemma 7.3
it suffices to show that
√
n(F˜n−I) and
√
n(G˜n−K) converge weakly jointly
in LQ. Note that ‖Fn − I‖∞ − 1n ≤ ‖F˜n − I‖∞ ≤ ‖Fn − I‖∞ + 1n and
‖Fn − I‖Q −C ≤ ‖F˜n − I‖Q ≤ ‖Fn − I‖Q +C for C :=
∫
(I˜ − ⌊nI˜⌋/n)dQ =
O(1/n). Thus,
√
n(F˜n− I) converges weakly in LQ if and only if
√
n(Fn− I)
does, and they share the same limit. The same is true for G˜n and Gn.
The classical results imply that
√
n(Fn − I) converges weakly in L∞ to
a Brownian bridge and
∥∥√n(Fn−I)
ur(1−u)r
∥∥
∞ = OP (1) for every r < 1/2 [10]. By
Lemma 3.4 and Theorem 3.3, it follows that
√
n(Fn − I) converges weakly
in LQ. By assumption
√
n(Gn − K) converges weakly in L∞ jointly with√
n(Fn − I), and since M |Fn − I| ≥ |Gn −K|, conclude that
√
n(Gn −K)
converges weakly in LQ jointly with
√
n(Fn − I).
Lemma 7.3 (Inverse composition map). Let LQ contain the identity map
I(u) := u. Let D be the subset of LQ × LQ such that every (A,B) ∈ D
satisfies A(u1) − A(u2) ≥ B(u1) − B(u2) ≥ 0 for every u1 ≥ u2, the range
of A contains (0, 1), and B is differentiable and Lipschitz. Let LQ,UC be the
subset of LQ of uniformly continuous functions. Then, the map χ : D → LQ,
χ(A,B) := B ◦ A−1, is Hadamard differentiable at (A,B) ∈ D for A = I
tangentially to LQ×LQ,UC. The derivative is given by χ′I,B(a, b)(u) = b(u)+
B′(u)a(u) for u ∈ (0, 1).
Proof. For (A,B) ∈ D and u1 ≥ u2, denote v1 := A(u1) and v2 :=
A(u2). By assumption we have v1 − v2 ≥ B(A−1(v1))−B(A−1(v2)) ≥ 0 for
every v1 ≥ v2. Therefore, B ◦A−1 is monotone and bounded by the identity
map up to a constant. This implies
∫
(0,1)
∣∣B˜ ◦A−1∣∣dQ ≤ ∫(0,1) |I˜|dQ < ∞
and ‖Q(B ◦ A−1)‖∞ <∞; it follows that B ◦ A−1 is in LQ,1.
Let at → a and bt → b in LQ and (At, Bt) := (I + tat, B + tbt) ∈ D. We
want to show
∥∥Bt◦A−1t −B◦I−1
t − b−B′a
∥∥
LQ
→ 0 as t→ 0. That ‖ · ‖Q,∞ → 0
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follows by applying [17, Lemma 3.9.27] to (A−1, QB) as elements in L∞.
Thus, it remains to show ‖ · ‖Q → 0. In the assumed inequality, substitute
(u1, u2) by (u,A
−1
t (u)) to find that |At(u)− u| ≥ |Bt(A−1t (u))−Bt(u)| ≥ 0.
Therefore, the following inequality holds pointwise: |Bt ◦ A−1t − B| ≤ |Bt ◦
A−1t −Bt|+ |Bt−B| ≤ |At−I|+ |Bt−B| = |tat|+ |tbt|. For ε > 0, write ‖·‖Q
as
(∫ ε
0 +
∫ 1−ε
ε +
∫ 1
1−ε
)∣∣Bt◦A−1t −B
t −b−B′a
∣∣dQ. For any fixed ε > 0 the middle
term vanishes as t→ 0 since ‖ · ‖Q,∞ → 0. It remains to show that the first
term can be arbitrarily small since then by symmetry the third term is also
ignorable. Using the above inequality, write
∫ ε
0
∣∣Bt◦A−1t −B
t − b − B′a
∣∣dQ ≤∫ ε
0 (|at|+ |bt|+ |b|+ |B′a|)dQ. Since ‖at − a‖Q → 0 and ‖bt − b‖Q → 0, this
integral can be arbitrarily small by the choice of ε, as desired.
7.2. Convergence of Quantile Processes as Integrable Processes. If m is
an identity, we denote Lm and Lm,φ by L and Lφ, and ‖ · ‖m by ‖ · ‖1.
We first establish differentiability of the inverse map for distribution func-
tions with finite first moments.
Lemma 7.4 (Inverse map). Let F ∈ Lφ be a distribution function on
(an interval of) R that has at most finitely many jumps and is otherwise
continuously differentiable with strictly positive density f . Then, the inverse
map φ : Lφ → B, φ(F ) := Q = F−1, is Hadamard differentiable at F
tangentially to the set L0 of all continuous functions in L. The derivative is
φ′F (z) = −(z ◦Q)Q′.
Proof of Lemma 7.4. Take zt → z in L and Ft := F + tzt ∈ Lφ. We
want to show
∥∥φ(Ft)−φ(F )
t −φ′F (z)
∥∥
B =
∫ 1
0
∣∣φ(Ft)−φ(F )
t −φ′F (z)
∣∣du→ 0 as t→ 0.
Let j ∈ R be a point of jump of F . For small ε > 0, split the integral as(∫ F (j−ε)
0
+
∫ F (j+ε)
F (j−ε)
+
∫ 1
F (j+ε)
)∣∣∣∣φ(Ft)− φ(F )t − φ′F (z)
∣∣∣∣du.
Observe that the second integral is bounded by
2ε
∥∥∥∥Ft − Ft
∥∥∥∥
∞
+
(∫ F (j−)
F (j−ε)
+
∫ F (j+ε)
F (j)
)
|φ′F (z)|du.
The first term of this equals 2ε‖zt‖∞ and can be arbitrarily small by the
choice of ε. If ε is small enough that there is no other jump in [j − ε, j + ε],
by Fubini’s theorem,
∫ F (j−)
F (j−ε) |φ′F (z)|du =
∫ j
j−ε
∣∣ z
f
∣∣dF ≤ ε‖z‖∞, which can be,
again, arbitrarily small. Similarly for the last integral. Therefore, we ignore
finitely many jumps of F so that f > 0 everywhere.
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For ε > 0 there exists M such that F (−M) < ε and 1−F (M) < ε. Write
∥∥∥∥φ(Ft)− φ(F )t − φ′F (z)
∥∥∥∥
B
≤
∫ F (M)−ε
F (−M)+ε
∣∣∣∣φ(Ft)− φ(F )t − φ′F (z)
∣∣∣∣du
+
(∫ 2ε
0
+
∫ 1
1−2ε
)∣∣∣∣φ(Ft)− φ(F )t − φ′F (z)
∣∣∣∣du.
By [17, Theorem 3.9.23 (i)], the integrand vanishes uniformly on [F (−M)+
ε, F (M) − ε]. As the first integral is bounded by supu∈[F (−M)+ε,F (M)−ε]∣∣φ(Ft)−φ(F )
t − φ′F (z)
∣∣, it vanishes as t → 0. Now turn to the second inte-
gral. The triangle inequality bounds it by
∫ 2ε
0
∣∣φ(Ft)−φ(F )
t
∣∣du+∫ 2ε0 |φ′F (z)|du.
Since F and Ft are nondecreasing, by Fubini’s theorem,
∫ 2ε
0
∣∣∣∣φ(Ft)− φ(F )t
∣∣∣∣du = 1|t|
∫ 2ε
0
∣∣F−1t − F−1∣∣du
≤ 1|t|
∫ F−1(2ε+‖tzt‖∞)
−∞
|tzt|dx ≤ ‖zt − z‖1 +
∫ F−1(2ε+t‖zt‖∞)
−∞
|z|dx.
The first term goes to 0 and the second term can be arbitrarily small
by the choice of ε. Finally, by the change of variables,
∫ 2ε
0 |φ′F (z)|du =∫ F−1(2ε)
−∞
∣∣ z
f
∣∣dF = ∫ F−1(2ε)−∞ |z|dx, which can be arbitrarily small. Likewise,
the integral from 1− 2ε to 1 converges to 0. This completes the proof.
Now we allow transformations of locally bounded variation. A function
of locally bounded variation admits decomposition into the difference of
two monotone functions. Then, we exploit the relationship m(F−1) = (F ◦
m−1)−1 for a monotone m and use the chain rule.
Proof of Theorem 4.1. Since m is of locally bounded variation, write
m(x) = m1(x)−m2(x) where m1 and m2 are increasing. Moreover, m1 and
m2 can be chosen to be continuously differentiable and strictly increasing,
and for their corresponding Lebesgue-Stieltjes measures µ1 and µ2, F be-
longs to both Lµ1,φ and Lµ2,φ. Since the derivative formula is linear in m
′,
it suffices to show the claim for m1 and m2 separately. Now observe that z
is in Lµ (or Lµ,0) if and only if z ◦m−1 is in L (or L0). The assertion then
follows by [17, Lemma 3.9.3] applied to Lemmas 7.4 and 7.5.
Lemma 7.5. Let m : R→ R be a strictly increasing continuous function
and µ be the associated Lebesgue-Stieltjes measure. Then, the map ψ : Lµ →
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L, ψ(F ) := F ◦m−1, is uniformly Fre´chet differentiable with rate function
q ≡ 0.9 The derivative is given by ψ′F (z) := z ◦m−1.
Proof of Lemma 7.5. Observe that ψ(F +z)−ψ(F ) = (F +z)(m−1)−
F (m−1) = z(m−1). Therefore, ψ(F + z)− ψ(F ) − φ′F (z) = 0.
Proof of Proposition 4.2. This follows from Proposition 3.1 and The-
orem 4.1.
7.3. Convergence of L-statistics.
Proof of Theorem 5.1. The derivative map is linear by construction;
it is also continuous since |λ′Q,K(z1, κ1)− λ′Q,K(z2, κ2)| =
∣∣∫ 1
0 Qd(κ1 − κ2) +∫ 1
0 (z1− z2)dK
∣∣ ≤ ‖κ1−κ2‖Q,∞+‖κ1−κ2‖Q+M‖z1− z2‖B, which vanishes
as ‖z1 − z2‖B → 0 and ‖κ1 − κ2‖LQ → 0. Let zt → z and κt → κ such that
Qt := Q+ tzt is in B and Kt := K + tκt is in LQ,M . Observe
λ(Qt,Kt)− λ(Q,K)
t
−λ′Q,K(zt, κt) =
∫
(zt− z)d(Kt−K)+
∫
zd(Kt −K).
The first term vanishes since
∣∣∫ (zt − z)d(Kt − K)∣∣ ≤ 2M ∫ |zt − z|du =
2M‖zt− z‖B. As z is integrable, for every ε > 0 there exists a small number
δ > 0 such that
(∫ δ
0 +
∫ 1
1−δ
)|z|du+ ∫ 1−δδ (|z| − (|z| ∧ δ−1))du ≤ ε. This gives∣∣∣∣
∫
zd(Kt −K)
∣∣∣∣ ≤
∣∣∣∣
∫ 1−δ
δ
(−δ−1 ∨ z ∧ δ−1)d(Kt −K)
∣∣∣∣
+
∣∣∣∣
∫
zd(Kt −K)−
∫ 1−δ
δ
(−δ−1 ∨ z ∧ δ−1)d(Kt −K)
∣∣∣∣
≤
∣∣∣∣
∫ 1−δ
δ
(−δ−1 ∨ z ∧ δ−1)d(Kt −K)
∣∣∣∣+ 2Mε.
Let z˜ := −δ−1∨z∧δ−1. Since z˜ is ladcag on [δ, 1−δ], there exists a partition
δ = t0 < t1 < · · · < tm = 1− δ such that z˜ varies less than ε on each interval
(ti−1, ti]. Let z¯ be the piecewise constant function that equals z˜(ti) on each
9A map ψ : L→ B is uniformly Fre´chet differentiable with rate function q if there exists
a continuous linear map ψ′F : L→ B such that ‖ψ(F + z)−ψ(F )−ψ
′
F (z)‖B = O(q(‖z‖L))
uniformly over F ∈ L as z → 0 and q is monotone with q(t) = o(t).
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interval (ti−1, ti]. Then∣∣∣∣
∫ 1−δ
δ
z˜d(Kt −K)
∣∣∣∣ ≤ 2M sup
u∈[δ,1−δ]
|z˜ − z¯|+ |z˜(δ)||(Kt −K)({δ})|
+
m∑
i=1
|z˜(ti)||(Kt −K)((ti−1, ti])|.
The first term is arbitrarily small by the choice of ε, and the second and
third terms are collectively bounded by (2m + 1)δ−1‖Kt − K‖∞ = (2m +
1)δ−1t‖κt‖∞, which converges to 0 regardless of the choice of K.
The proof for λ˜ is basically the same.
Proof of Proposition 5.2. Weak convergence follows from Proposi-
tions 4.2 and 3.5 and Theorem 5.1. The derivative formulas give us
Cov(ξj , ξk) =
∫ 1
0
∫ 1
0
(m′j ◦Qj)Q′j(s)(m′k ◦Qk)Q′k(t)[FQik (s, t)− st]dsdt
+
∫ 1
0
∫ 1
0
(m′j ◦Qj)Q′j(s)(m′k ◦Qk)Q′k(t)[KjkFQjk(s, t)− stKj(s)Kk(t)]dsdt
−
∫ 1
0
∫ 1
0
(m′j ◦Qj)Q′j(s)(m′k ◦Qk)Q′k(t)Kj(s)[FQjk(s, t)− st]dsdt
−
∫ 1
0
∫ 1
0
)m′j ◦Qj)Q′j(s)(m′k ◦Qk)Q′k(t)Kk(t)[FQjk(s, t)− st]dsdt.
Consistency of the sample analogue estimator follows from uniform conver-
gence of KFn,j and K
F
n,k and Lemma 7.6.
Lemma 7.6. Let m : R → R be a ladcag increasing function. For a
probability measure F on R such that E[m(X)] <∞, X ∼ F , we have
∥∥m(t)Fn(t)−m(t)F (t)∥∥∞ as∗−→ 0,
∥∥∥∥
∫
[s,t]
|m|dFn −
∫
[s,t]
|m|dF
∥∥∥∥
∞
as∗−→ 0,∥∥∥∥
∫
[s,t]
|F˜n|dm−
∫
[s,t]
|F˜ |dm
∥∥∥∥
∞
as−→ 0,
∫
R
|Fn − F |dm as−→ 0,
where the suprema are each taken over t ∈ R, (s, t) ∈ R2, and (s, t) ∈ R2.
Proof of Lemma 7.6. We assume m(0) = 0 without loss of generality.
In view of [17, Theorem 2.4.1], the first two claims follow if
F = {ft : R→ R : t ∈ R, ft(x) = m(t)1{x ≤ t}},
G = {gs,t : R→ R : s, t ∈ R, gs,t(x) = |m(x)|1{s ≤ x ≤ t}}
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have finite bracketing numbers with respect to L1(P ). For F take −∞ =
t0 < t1 < · · · < tm = ∞ such that |
∫
(fti+1 − fti)dF | < ε for each i
and consider the brackets {fti}.10 This partition is finite by Lemma A.9
and E[m(X)] < ∞. For G take −∞ = t0 < t1 < · · · < tm = ∞ such
that
∣∣∫
(−∞,ti+1] |m|dF −
∫
(−∞,ti] |m|dF
∣∣ < ε for each i and consider the
brackets {gs,t} for every pair s, t ∈ {t0, . . . , tm}.11 This partition is finite by
E[m(X)] <∞.
For the third claim, observe that
∫
[s,t] |m|dFn =
∫
[s,t] |m|dF˜n =
[|m|F˜n]ts+∫
[s,t] |F˜n|dµ. Then the claim follows by the first two claims and the trian-
gle inequality,
∥∥∫
[s,t] |F˜n|dµ−
∫
[s,t] |F˜ |dµ
∥∥
∞ ≤ 2
∥∥m(t)Fn(t)−m(t)F (t)∥∥∞ +∥∥∫
[s,t] |m|dFn −
∫
[s,t] |m|dF
∥∥
∞.
12
For the last claim, observe that Lemma A.9 and the preceding claim imply
that for ε > 0 there exists M < ∞ such that (∫(−∞,−M ]+ ∫[M,∞))|F˜n|dµ +(∫
(−∞,−M ]+
∫
[M,∞)
)|F˜ |dµ < ε with probability tending to 1. By the triangle
inequality,
∫
R
∣∣F˜n−F˜ ∣∣dµ ≤ ∫(−M,M)∣∣F˜n−F˜ ∣∣dµ+ε ≤ ‖Fn−F‖∞µ((−M,M))+
ε. Then the assertion follows by the Glivenko-Cantelli theorem.
7.4. Validity of Nonparametric Bootstrap. We start with the key lemma
in Poissonization, the counterpart of [17, Lemma 3.6.16].
Lemma 7.7. For each n, let (Wn1, . . . ,Wnn) be an exchangeable non-
negative random vector independent of X1,X2, . . . such that
∑n
i=1Wni = 1
and max1≤i≤n |Wni| converges to zero in probability. Let F be a probability
distribution on R such that
∫
R
√
F (1− F )|dµ| <∞. Then, for every ε > 0,
as n→∞, PrW
(∥∥∑n
i=1Wni
(
1{Xi ≤ x} − F (x)
)∥∥∗
µ
> ε
)→as∗ 0.
Proof of Lemma 7.7. Assume without loss of generality that µ is a
positive measure and let m(x) := µ([0, x)) for x ≥ 0 and µ([x, 0)) for x < 0.
Since [17, Lemma 3.6.7] goes through with ‖ · ‖Lµ , the proof of this lemma
is almost identical to [17, Lemma 3.6.16]. Essentially, the only part that re-
quires modification is boundedness of n−1
∑n
i=1 ‖1{Xi ≤ x} − F (x)‖rµ (r <
1). Note that |1{Xi ≤ x}−F (x)| ≤ |1{Xi ≤ x}−1{0 ≤ x}|+ |F˜ (x)|. There-
fore, ‖1{Xi ≤ x} − F (x)‖µ ≤ m(Xi) + ‖F˜‖µ. Find that 1n
∑n
i=1 ‖1{Xi ≤
x} − F (x)‖rµ ≤ 1n
∑n
i=1m(Xi)
r + ‖F˜‖rµ, which converges almost surely to
E[m(Xi)r] + ‖F˜‖rµ <∞.
10If F has a probability mass at t, then for small ε take, instead of ft, f˜t,c(x) =
m(t)[c1{x ≤ t}+ (1− c)1{x < t}] for appropriately chosen c.
11Again, if F has a mass, similar adjustments are needed.
12Measurability of the sup on the LHS follows by the continuity of Lebesgue integrals.
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Given this, we infer as in [17, Theorem 3.6.1] that conditional weak con-
vergence of Zˆn follows from conditional weak convergence of Z′n. For the
latter, we first need to show unconditional convergence of Z′n in our norm.
The following is a modification of [17, Theorem 2.9.2].
Lemma 7.8. Let ξ1, . . . , ξn be i.i.d. random variables with mean zero,
variance 1, and ‖ξ‖2,1 < ∞, independent of X1, . . . ,Xn. For a probability
distribution F on R such that m(X) has a (2+ c)th moment for X ∼ F and
some c > 0, the process Z′n(x) := n−1/2
∑n
i=1 ξi[1{Xi ≤ x}−F (x)] converges
weakly to a tight limit process in Lµ if and only if Zn := n−1/2
∑n
i=1[1{Xi ≤
x} − F (x)] does. In that case, they share the same limit processes.
Proof of Lemma 7.8. Marginal convergence and asymptotic equicon-
tinuity of Z′n follow from Proposition 3.1 and [17, Theorem 2.9.2]. It remains
to show the equivalence of asymptotic equiintegrability of Z′n and Zn.
Note that the proofs of [17, Lemmas 2.3.1, 2.3.6, and 2.9.1 and Proposi-
tions A.1.4 and A.1.5] do not depend on the specificity of the norm ‖ · ‖F ,
but they continue to hold with ‖ · ‖Lµ . Given this, [17, Lemma 2.3.11] also
holds with ‖·‖Lµ (and ‖·‖Lµ,δn ). Finally, rewriting the proof of [17, Theorem
2.9.2] in terms of ‖ · ‖Lµ yields the proof of this lemma.
Proof of Lemma 6.1. By Lemma 7.8, Z′n is asymptotically measur-
able. Define a semimetric on R by ρ(s, t) := |F (s)−F (t)|∨∫ ts √F (1− F )|dµ|.
For δ > 0, t1 < · · · < tp be such that ρ(−∞, t1) ≤ δ, ρ(tj , tj+1) ≤ δ, and
ρ(tp,∞) ≤ δ. Define Zδ by
Zδ(x) :=
{
0 x < t1 or x ≥ tp,
Z(ti) ti ≤ x ≤ ti+1, i = 1, . . . , p− 1.
Define Z′n,δ analogously. By the continuity and integrability of the limit
process Z, we have Zδ → Z in Lµ almost surely as δ → 0. Therefore,
suph∈BL1(Lµ)
∣∣Eh(Zδ)− Eh(Z)∣∣→ 0 as δ → 0. Second, by [17, Lemma 2.9.5],
suph∈BL1(Lµ)
∣∣Eξh(Z′n,δ)− Eh(Zδ)∣∣→ 0 as n→∞ for almost every sequence
X1,X2, . . . and fixed δ > 0. Since Zδ and Z′n,δ take only on a finite number
of values and their tail values are zero, one can replace the supremum over
BL1(Lµ) with a supremum over BL1(Rp). Observe that BL1(Rp) is separa-
ble with respect to the topology of uniform convergence on compact sets;
this supremum is effectively over a countable set, hence measurable. Third,
suph∈BL1(Lµ)
∣∣Eξh(Z′n,δ) − Eξh(Z′n)∣∣ ≤ suph∈BL1(Lµ) Eξ∣∣h(Z′n,δ) − h(Z′n)∣∣ ≤
Eξ‖Z′n,δ − Z′n‖∗Lµ ≤ Eξ‖Z′n‖L∗µ,δ . This implies that its outer expectation is
bounded by E∗‖Z′n‖Lµ,δ , which vanishes as n → ∞ by the modified [17,
Lemma 2.9.1] as discussed in Lemma 7.8.
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Proof of Lemma 6.2. Noting G′n(u) = 0∨ [F′n(u)−F′n ◦F′−1n (α)], weak
convergence of
√
n(F′n − F ) and
√
n(G′n − G) follows from Lemma 6.1 (or
[17, Theorem 2.9.6]) and Lemma 7.3.
Proof of Proposition 6.3. With the remark below Lemma 7.7, the
proposition follows from Lemmas 6.1 and 6.2 and [17, Theorem 3.9.11].
APPENDIX
A.1. Supporting Lemmas.
Lemma A.9. Let F be a probability distribution on R and write F˜ (x) :=
F (x)−1{x ≥ 0}. For p > 0 we have (i) ⇔ (ii) ⇔ (iii) ⇒ (iv) ⇔ (v), where
i. F has a pth moment;
ii. Q is in Lp(0, 1);
iii. |x|p−1F˜ is integrable;
iv. |x|pF˜ converges to 0 as x→ ±∞;
v. u1/p(1− u)1/pQ converges to 0 as u→ {0, 1}.
Proof. We proceed as follows: (i) ⇒ (iv), (iii) ⇒ (iv), (i) ⇔ (iii), (i) ⇔
(ii), and (iv) ⇔ (v).
(i) ⇒ (iv). For M > 0, ∫R |x|pdF ≥ ∫[−M,M ] |x|pdF + Mp|F˜ (−M)| +
Mp|F˜ (M)|. Since the left-hand side (LHS) is finite, one may take M large
enough that
∫
R |x|pdF −
∫
[−M,M ] |x|pdF is arbitrarily small, which then
bounds the two nonnegative terms. Hence |x|pF˜ (x)→ 0 as x→ ±∞.
(iii) ⇒ (iv). Suppose that |x|p−1|F˜ | is integrable but |x|pF does not van-
ish as x → −∞, that is, there exist a constant c > 0 and a sequence
0 > x1 > x2 > · · · → −∞ such that |xi|pF (xi) ≥ c. Since F → 0, one
may take a subsequence such that |xi|pF (xi+1) ≤ 2−i. By monotonicity of
F , p
∫ 0
−∞ |x|p−1F (x)dx ≥ F (x1)
∫ 0
x1
p|x|p−1dx+ F (x2)
∫ x1
x2
p|x|p−1dx+ · · · =
|x1|pF (x1) + (|x2|p − |x1|p)F (x2) + · · · ≥ c+
∑∞
i=1(c− 2−i) =∞, a contra-
diction. Hence |x|pF vanishes. Similarly |x|p(1− F )→ 0, as x→∞.
(i) ⇔ (iii). Note that dF = dF˜ for x 6= 0. Integration by parts yields∫
R |x|pdF =
[|x|pF˜ ]∞−∞ + p ∫∞−∞ |x|p−1|F˜ |dx. If the LHS is finite (i), then
the first term in the RHS is 0 (iv), hence the second term is finite (iii).
Conversely, if the second term is finite (iii), then the first term is 0 (iv),
hence the LHS is finite (i).
(i)⇔ (ii). Since ∫R |x|pdF = ∫ 10 |Q|pdu, the LHS is finite if and only if the
right-hand side (RHS) is.
(iv) ⇔ (v). Let u = F (x). Then, limx→−∞ |x|pF˜ = limu→0(u1/pQ)p = 0.
Convergence of the other tail can be shown analogously.
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Lemma A.10. Let d1 and d2 be metrics on D. Then, Xα converges weakly
in d1 and in d2 to a limit X that is tight in d1 and in d2 if and only if Xα
converges weakly in d1 ∨ d2 to a limit X that is tight in d1 ∨ d2.
Proof. When we consider D in metrics d1, d2, and d1 ∨ d2, we denote
them respectively by D1, D2, and D1∨2. Sufficiency is trivial. Necessity is
nontrivial since Cb(D1∨2) is bigger than Cb(D1) and Cb(D2) in [17, Definition
1.3.3]. Note that the algebra generated by Cb(D1)∩Cb(D2) separates points
of D1∨2. Therefore, in light of [17, Lemma 1.3.13], it suffices to show that
tightness in D1 and in D2 implies tightness in D1∨2.
Fix ε > 0. Let K1 and K2 be sets compact under d1 and d2 respectively
such that Pr(X ∈ K1) ≥ 1 − ε and Pr(X ∈ K2) ≥ 1 − ε. Then, Pr(X ∈
K1 ∩K2) ≥ 1− 2ε. Now we show K1 ∩K2 is totally bounded under d1 ∨ d2.
Take (t1, . . . , tp) and (s1, . . . , sq) to be finitely many points such that ε-d1-
balls of (t1, . . . , tp) cover K1 and ε-d2-balls of (s1, . . . , sq) cover K2. Then
choose a total of at most pq points from each intersection of a t-ball and
an s-ball, (u1, . . . , upq), and consider 2ε-(d1 ∨ d2)-balls around them. Since
every point in K1 ∩K2 belongs to at least one intersection of a t-ball and
an s-ball, these balls cover K1 ∩ K2 by the triangle inequality. Therefore,
K1 ∩K2 is totally bounded, so its closure in d1 ∨ d2 is compact in d1 ∨ d2.
Since Pr(X ∈ K1 ∩K2) ≥ 1− 2ε, X is tight in d1 ∨ d2.
A.2. Application to Outlier Robustness Analysis. We construct
a statistical test of outlier robustness analysis. Recall our setup from Exam-
ple 1 and consider the null hypothesis H0 : ‖β1−β2‖ ≤ h for fixed h ≥ 0. We
assume that h is a scalar while β can be a vector, in which case ‖ · ‖ is the
Mahalanobis distance between β1 and β2, that is, [(βˆ1− βˆ2)′Σ−1(βˆ1− βˆ2)]1/2
where Σ is either an identity, the covariance matrix of βˆ1 − βˆ2, or some
other positive definite symmetric matrix. The natural test statistic to use
is ‖βˆ1 − βˆ2‖ (Σ may be estimated consistently). Let α ∈ (0, 1) be the size
of the test. Our results imply that the variance Σ of the difference βˆ1 − βˆ2
can be estimated either by the analytic formula or by the bootstrap. Note
that if h > 0, the null hypothesis is composite. The critical value cα satisfies
sup‖v‖≤1 Pr
(‖hv+ ξ‖2 > cα) ≤ α for ξ ∼ N(0,Σ). If β is a scalar, it reduces
to Pr
(
(h+ ξ)2 > cα
)
= α for ξ ∼ N(0,Var(βˆ1 − βˆ2)).
We reinvestigate the outlier robustness analysis in [3]. They tackle the
long-standing question of whether and how democracy affects economic
growth. They find that after 25 years from permanent democratization, GDP
per capita is about 20% higher than without democratization, and check ro-
bustness of their results to outliers of the error term. We revisit their fixed
effects regressions and conduct the outlier robustness tests proposed above.
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The first-stage equation is
Democracyi,t =
4∑
s=1
pisWavei,t−s +
4∑
s=1
φs logGDPi,t−s + θi + ηt + vi,t,
whereWavei,t is the instrumental variable (IV) constructed from the democ-
racy indicators of nearby countries that share similar political history to
country i. The panel data is unbalanced; each country has a varying num-
ber of observations. Let ti be the year of country i’s first appearance in the
sample and Ti be the number of observations country i has. Then, i’s time
array spans ti, ti + 1, . . . , ti + Ti − 1.
In addition to regression coefficients, [3] report three parameters. The
long-run effect of democracy, β5 := β0/(1 − β1 − β2 − β3 − β4), represents
the impact on logGDPi,∞ of the transition from non-democracy Di,t−1 = 0
to permanent democracy Di,t+s = 1 for every s ≥ 0. The effect of transition
to democracy after 25 years, β6 := e25 where ej = β0 + β1ej−1 + β2ej−2 +
β3ej−3 + β4ej−4 and e0 = e−1 = e−2 = e−3 = 0, represents the impact on
logGDPi,25 of the transition from Di,t−1 = 0 to Di,t+s = 1 for 0 ≤ s ≤ 25.
Persistence of the GDP process, β7 := β1 + β2 + β3 + β4, represents how
persistently a unit change in logGDP remains.
To check robustness to outliers, [3] carry out same regression excluding
observations that have large residuals. For notational convenience, let
xi,t := (Democracyi,t, logGDPi,t−1, · · · , logGDPi,t−4,
1i=1, · · · ,1i=N ,1t=0, · · · ,1t=T )′,
β := (β0, β1, · · · , β4, α1, · · · , αN , δ1, · · · , δT )′,
zi,t := (Wavei,t−1, · · · ,Wavei,t−4, logGDPi,t−1, · · · , logGDPi,t−4,
1i=1, · · · ,1i=N ,1t=0, · · · ,1t=T )′,
pi := (pi1, · · · , pi4, φ1, · · · , φ4, θ1, · · · , θN , η1, · · · , ηT )′.
Outliers are defined by |εˆi,t| ≥ 1.96 σˆε, where σˆε is the estimated homoskedas-
tic standard error of ε,13 σˆ2ε :=
1
n
∑n
i=1
1
Ti
∑ti+Ti−1
t=ti
(yi,t−x′i,tβˆ)2, and, for the
IV model, also by |vˆi,t| ≥ 1.96 σˆv , where σˆ2v := 1n
∑n
i=1
1
Ti
∑ti+Ti−1
t=ti
(xi1,t −
z′i,tpˆi)
2. This means that they are concerned with whether tail observations
of the GDP might have disproportionate effects on estimates. Defining out-
liers based on εˆ, not y, even if they are interested in the effects of outliers of
the GDP, is reasonable since sample selection based on εˆ does not affect the
true parameters under some conditions while selection on y certainly does.
13The purpose of σˆε is normalization. [3] do use heteroskedasticity-robust standard
errors for inference.
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Let Fn be the vector of empirical distribution functions of
1
Ti
∑
t xi,tyi,t
and Qn the vector of marginal empirical quantile functions of 1Ti
∑
t xi,tyi,t.
Note that, with wi,t = 1{|εˆi,t| ≥ 1.96σˆε}, the full-sample and outlier-re-
moved OLS estimators are
βˆ1OLS =
(
1
n
n∑
i=1
1
Ti
ti+Ti−1∑
t=ti
xi,tx
′
i,t
)−1
1
n
n∑
i=1
1
Ti
ti+Ti−1∑
t=ti
xi,tyi,t
=
(
1
n
n∑
i=1
1
Ti
ti+Ti−1∑
t=ti
xi,tx
′
i,t
)−1 ∫ 1
0
Qn(u)du,
βˆ2OLS =
(
1
n
n∑
i=1
1
Ti
ti+Ti−1∑
t=ti
xi,tx
′
i,twi,t
)−1
1
n
n∑
i=1
1
Ti
ti+Ti−1∑
t=ti
xi,tyi,twi,t
=
(
1
n
n∑
i=1
1
Ti
ti+Ti−1∑
t=ti
xi,tx
′
i,twi,t
)−1 ∫ 1
0
Qn(u)dKn(u),
where Kn is the vector of measures whose jth element assigns density∑
t xi,t,jyi,twi,t∑
t xi,t,jyi,t
to u ∈
(
Fn,j
(
1
Ti
∑
t
xi,t,jyi,t
)
− 1
n
,Fn,j
(
1
Ti
∑
t
xi,t,jyi,t
)]
.
Assume that 1Ti
∑
t xi,tyi,t has smooth cdfs with (2+ c)th moments for some
c > 0 and σˆε has a well-defined limit. Then, our results imply that the joint
distribution of βˆ1OLS and βˆ
2
OLS converges and can be estimated by nonpara-
metric bootstrap. Similar arguments apply also to the IV estimators.
In a simple case where ε and v are independent of covariates, outlier
removal will not change the true coefficients. So, it seems sensible to set h =
0, the most conservative choice. Thus, we test the hypothesis H0 : β
1
j = β
2
j .
We carry out nonparametric bootstrap across i. All fixed effects are re-
placed by dummy variables. Each draw of country i adds Ti observations
to the bootstrap sample; equivalently, we treat each sum, 1Ti
∑
t xi,tyi,t,
1
Ti
∑
t yi,tyi,t−s, and
1
Ti
∑
t zi,tyi,t, as one observation in order to exploit the
i.i.d. structure. Bootstrap runs for 10,000 iterations, in each of which we
draw 175 countries for OLS and 174 for IV with replacement.
Most of our reexamination reconfirms robustness to outliers even though
we set h = 0. The exception is persistence of the GDP process, of which
we reject the hypothesis of no change. Table 1 lists the estimates and the
p-values for our tests. Column 1 is the baseline OLS estimates and column
2 is OLS excluding |εˆi,t| ≥ 1.96σˆε. Column 3 is the baseline IV estimates
and column 4 is IV excluding observations satisfying either |εˆi,t| ≥ 1.96σˆε
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Table 1: Comparison of formal and heuristic p-values for the outlier robustness test in [3].
Estimate p-value for H0 : β
1
j = β
2
j
OLS IV OLS IV
Notation (1) (2) (3) (4) (5) (6) (7) (8)
Democracy β0 0.79 0.56 1.15 0.66 0.15 0.32 0.20 0.41
(0.23) (0.20) (0.59) (0.44)
log GDP first lag β1 1.24 1.23 1.24 1.23 0.60 0.74 0.70 0.82
(0.04) (0.02) (0.04) (0.03)
log GDP second lag β2 −0.21 −0.20 −0.21 −0.20 0.75 0.85 0.84 0.91
(0.05) (0.03) (0.05) (0.04)
log GDP third lag β3 −0.03 −0.03 −0.03 −0.03 0.97 0.98 0.89 0.93
(0.03) (0.02) (0.03) (0.03)
log GDP fourth lag β4 −0.04 −0.03 −0.04 −0.03 0.26 0.45 0.28 0.46
(0.02) (0.01) (0.02) (0.02)
Long-run effect of democracy β5 21.24 19.32 31.52 22.63 0.72 0.79 0.46 0.63
(7.32) (8.54) (18.49) (18.14)
Effect of democracy after 25 years β6 16.90 13.00 24.87 15.47 0.29 0.46 0.27 0.49
(5.32) (5.02) (13.53) (10.82)
Persistence of GDP process β7 0.96 0.97 0.96 0.97 0.0002 0.12 0.004 0.20
(0.01) (0.005) (0.01) (0.005)
Number of observations 6,336 6,044 6,309 5,579
Number of countries n 175 175 174 174
Average number of years Ti 36.2 34.5 36.3 32.1
* (1,3) Baseline estimates; (2) Estimates with |εˆi,t| < 1.96 σˆε; (4) Estimates with |εˆi,t| < 1.96 σˆε and |vˆi,t| < 1.96 σˆv; (5,7) p-values of
the formal tests that use the standard errors of βˆ1j − βˆ
2
j ; (6,8) “p-values” of the heuristic tests that use the marginal standard errors of
βˆ1j . Some numbers in Columns (1,2) differ from [3] since we use our own bootstrap to compute standard errors.
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(a) Distribution of full-sample and
outlier-removed OLS estimators for
the effect of democracy β0. p = 0.15.
(b) Distribution of full-sample and
outlier-removed OLS estimators for
persistence of GDP β7. p = 0.0002.
(c) Distribution of full-sample and
outlier-removed IV estimators for the
effect of democracy β0. p = 0.20.
(d) Distribution of full-sample and
outlier-removed IV estimators for
persistence of GDP β7. p = 0.004.
Fig 1: Joint distributions of full-sample and outlier-removed OLS and IV
estimators for [3]. Outliers are defined by |εˆi,t| ≥ 1.96 σˆε or |vˆi,t| ≥ 1.96 σˆv .
The black dotted lines indicate the 45 degree. Nonparametric bootstrap
runs for 10,000 iterations, randomly sampling i. The contours are of kernel
density estimators.
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or |vˆi,t| ≥ 1.96σˆv . Columns 5 to 8 illustrate the utility of our formal tests of
outlier robustness. Column 5 gives the p-values of the hypotheses that the
two OLS coefficients are identical, using the standard error of the difference
of two estimators estimated by bootstrap. Column 6 gives the “p-values”
of the same hypotheses, but heuristically using the standard error of the
marginal distribution of the baseline OLS estimates. Columns 7 and 8 are
the corresponding p-values for IV coefficients. The identity of persistence of
the GDP process is rejected in formal tests while accepted in heuristic tests
at 5%. We note that the magnitudes of persistence are very close (0.96 and
0.97), so if we allow bias h of, say, 0.01, the hypothesis will not be rejected.
Positive correlation of baseline and outlier-removed estimators is visual-
ized by the bootstrap distributions. Figures 1a and 1b illustrate the joint
distributions of baseline and outlier-removed OLS estimators, (βˆ10 , βˆ
2
0) and
(βˆ17 , βˆ
2
7). Figures 1c and 1d are the corresponding figures for IV. The contour
plots are based on the kernel density estimators of the bootstrap distribu-
tions. The estimators are positively correlated as anticipated by the fact
that they share much of the samples. Graphically, the tests examine if the
red stars (estimators) are close to the 45 degree lines (black dotted lines).
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