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Abstract
With their ability to handle an increased amount of information, multivariate and multichannel signals can be used to
solve problems normally not solvable with signals obtained from a single source. One such problem is the decomposition
signals with several components whose domains of support significantly overlap in both the time and the frequency do-
main, including the joint time-frequency domain. Initially, we proposed a solution to this problem based on the Wigner
distribution of multivariate signals, which requires the attenuation of the cross-terms. In this paper, an advanced solu-
tion based on an eigenvalue analysis of the multivariate signal autocorrelation matrix, followed by their time-frequency
concentration measure minimization, is presented. This analysis provides less restrictive conditions for the signal de-
composition than in the case of Wigner distribution. The algorithm for the components separation is based on the
concentration measures of the eigenvector time-frequency representation, that are linear combinations of the overlapping
signal components. With an increased number of sensors/channels a robustness of the decomposition process to additive
noise is also achieved. The theory is supported by numerical examples. The required channel dissimilarity is statistically
investigated as well.
Keywords: Multivariate and multichannel noisy signals, time-frequency signal analysis, robust signal decomposition,
concentration measure.
1. Introduction
It is well established that the use of the conventional
Fourier analysis for the characterization and processing
of signals with time-varying spectra is quite limited [1,
2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12]. During the last few
decades, these constraints have inspired the development
of various powerful algorithms and approaches within the
time-frequency signal analysis framework [9].
Traditional time-frequency analysis deals with univari-
ate signals, frequently characterized through amplitude
and frequency modulated oscillations [9], [12]. The short-
time Fourier transform (STFT) and the Wigner distribu-
tion (WD) are commonly used time-frequency represen-
tations. In practice, signals are usually multicomponent,
meaning that they can be represented as linear combina-
tions of individual signals (components). Owning to its
many desirable properties, Wigner distribution has been
the basis of many instantaneous frequency (IF) estima-
tors, developed to capture and describe frequency oscilla-
tions [9, 10, 11]. However, undesirable components, known
as cross-terms, do appear in the Wigner distribution of
multicomponent signals. With the intention to keep de-
sirable properties of the STFT and high concentration of
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the WD, the S-method is developed as an alternative time-
frequency representation, balancing between the previous
two [9].
For an independent characterization, each signal (com-
ponent) in a multicomponent signal should be separated
from others and individually analyzed [4, 5, 6, 7]. Such de-
composition of multicomponent signals on individual com-
ponents is possible for univariate signals by means of the
algorithm originally presented in [4], which is based on
the S-method. This type of decomposition is possible un-
der the condition that time-frequency supports of individ-
ual components do not overlap. In the univariate case,
in general, it is not possible to separate overlapped sig-
nal components, except for some very specific and a pri-
ori known/assumed signal forms, such as linear frequency
modulated signals – using chirplet transform [13] or Radon
transform [14], or sinusoidally modulated signals – using
inverse Radon transform [15], [16].
Recently, new perspectives for the multicomponent sig-
nal decomposition have appeared, in light of the multivari-
ate signal paradigm [1]. Multivariate (multichannel) data
have been largely available lately, as a result of new devel-
opments in the sensor technology. With the aim to exploit
multichannel signal interdependence through a joint time-
frequency analysis, concepts of modulated bivariate and
trivariate data oscillations appeared first, followed by the
generalization of the concept to an arbitrary number of
channels [12, 17, 18, 19]. The joint IF concept has been
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proposed in [17], as a characterization of multichannel data
obtained by capturing combined frequency in all individ-
ual channels. The IF of a multivariate signal is defined as a
weighted average of the IFs in all individual channels. Fol-
lowing the foundations of these basic time-frequency con-
cepts for the multichannel data, synchrosqueezed trans-
form has been reintroduced within the multivariate frame-
work [12]. Furthermore, the wavelet ridge algorithm, as a
tool for the extraction of local oscillatory dynamics of mul-
tivariate signal, is also defined for multivariate signals [17].
Within the multivariate framework, significant research
has also been conducted with the aim to place the empir-
ical mode decomposition within the multivariate context
[21]-[25]. Interestingly enough, this type of decomposition
is possible only in the case of components which do not
overlap in the time-frequency plane, even in the multivari-
ate case.
Multivariate Wigner distribution has been the basis of
the recently proposed approach for the decomposition of
multivariate multicomponent signals [1]. Exploiting the
significant reduction of undesirable cross-terms due to the
multichannel signal nature, this method provides the pos-
sibility to efficiently extract the components with over-
lapped supports in the time-frequency domain, something
that was not, in general, possible for univariate signals,
using any known decomposition procedure. In particu-
lar, the autocorrelation matrix of Wigner distribution is
decomposed into eigenvectors. Using a steepest descent
approach [1], they are linearly combined to form the ex-
tracted components. Besides the possibility to separate
overlapped components, it has been even possible to ap-
ply the decomposition procedure to extract the IF of real-
valued multichannel signals with amplitude variations pro-
portional to phase variations [2]. The influence of channel
phase differences (in the bivariate case) is analyzed in [3].
In this paper, the decomposition procedure is performed
starting directly from a realization of signal autocorrela-
tion matrix. This leads to less restrictive signal decompo-
sition conditions, compared to the case of the decomposi-
tion based on multivariate Wigner distribution. It is shown
that the eigenvectors of the analyzed matrix contains lin-
ear combinations of components overlapped in the time-
frequency plane. These components are then extracted by
minimizing the concentration of the linear combinations of
eigenvectors. Numerical results verify the presented the-
ory, with a special emphasis on robustness in noisy con-
ditions and its relation to the number of channels. Over-
lapped components appear in various signal processing ap-
plications, such as in radar signal processing [1], multiple
antenna systems [26], some biomedical signals etc, to men-
tion but a few.
The paper organization is as follows. After a short
overview of the background theory and basic definitions,
Section 2 continues with the detailed analysis of multivari-
ate multicomponent signals. In this section, the attention
is devoted to the eigenvectors of signal autocorrelation ma-
trix and their relations with signal components. Section 3
presents the multivariate multicomponent signal decompo-
sition approach, founded on the minimization of the con-
centration measure. Numerical results are given in Section
4, while the paper ends with concluding remarks.
2. Multivariate Multicomponent Signals
Discrete-time signals of the form
x(n) =

a1(n)e
jφ1(n)
a2(n)e
jφ2(n)
...
aS(n)e
jφS(n)
 , n = 1, 2, . . . , N, (1)
obtained by measuring a complex-valued signal x(n) with
S sensors, are known as complex multivariate signals. The
amplitude and phase of the original signal are modified by
each sensor, to give ai(n) exp(jφi(n)) = αix(n) exp(jϕi).
In the case of real-valued measured signal, its analytic ex-
tension
x(n) = xR(n) + jH{xR(n)}
is commonly used, with xR(n) being the real-valued mea-
sured signal and H{xR(n)} its Hilbert transform. The an-
alytic signal contains only nonnegative frequencies and the
real-valued counterpart can be reconstructed. This form
of signal is especially important in the instantaneous fre-
quency interpretation within the time-frequency moments
framework.
Consider a multivariate signal obtained by sensing a
monocomponent signal of the form x(n) = A(n) exp(jψ(n)).
The value of this signal measured at a sensor i can be writ-
ten as
ai(n) exp(jφi(n)) = αi exp(jϕi)x(n).
A real-valued form of this multivariate signal takes the
form ai(n) cos(φi(n)). According to Bedrosian’s product
theorem [20], the complex analytic signal ai(n) exp(jφi(n)) =
ai(n) cos(φi(n))+jH{ai(n) cos(φi(n))} is a valid represen-
tation of the real amplitude-phase signal ai(n) cos(φi(n)) if
the spectrum of ai(n) is nonzero only within the frequency
range |ω| < B and the spectrum of cos(φi(n)) occupies an
nonoverlapping (much) higher frequency range. A signal
is monocomponent if ai(n) is slow-varying as compared to
φi(n) variations. The signal model with slow amplitude
variations, as compared to the phase variations, has been
often considered in literature [27, 28, 29, 30, 31, 32, 33].
However, in general, for the case of multicomponent
signals, the components are localized along more than one
instantaneous frequency.
2.1. Multivariate and Multicomponent Signals
Consider a multicomponent discrete-time signal
x(n) =
P∑
p=1
xp(n), (2)
2
with P components of the form
xp(n) = Ap(n)e
jψp(n), (3)
where the component amplitudesAp(n) have a slow-varying
dynamics as compared to the variations of the phases ψp(n).
Assume that components are independent signals, i.e., that
no component can be written as a linear combination of
other components (for all considered time instants n). The
corresponding multivariate signal is then given by
x(n) =

∑P
p=1 α1pxp(n)e
jϕ1p∑P
p=1 α2pxp(n)e
jϕ2p
...∑P
p=1 αSpxp(n)e
jϕSp
 =

x(1)(n)
x(2)(n)
...
x(S)(n)
 . (4)
Signal in the m-th channel, denoted by x(m)(n), is ob-
tained as a linear combination of the signal components
xp(n) multiplied with complex constants amp = αmpe
jϕmp ,
m = 1, 2, . . . , S, p = 1, 2, . . . , P , to give
x(1)(n)
x(2)(n)
...
x(S)(n)
 =

a11 a12 . . . a1P
a21 a22 . . . a2P
...
...
. . .
...
aS1 aS2 . . . aSP


x1(n)
x2(n)
...
xP (n)
 . (5)
We will introduce the notation
A =

a11 a12 . . . a1P
a21 a22 . . . a2P
...
...
. . .
...
aS1 aS2 . . . aSP

for the S×P matrix that transforms the signal components
to the measured signal.
Observation: The maximum numberM of independent
channels x(1)(n), x(2)(n), . . . , x(S)(n) in x(n) is
M = min{S, P}. (6)
The proof is evident since the transformation matrix
in (4) is an S × P matrix with rank{A} ≤ min{S, P}.
Note that if S < P the maximum number of indepen-
dent channels x(1)(n), x(2)(n), . . . , x(S)(n) is equal to the
number of sensors S, while if S ≥ P the maximum number
of independent channels is equal to the number of compo-
nents P .
A matrix form of the previous relation between signals
measured on S sensors and P signal components is
x(1)(1) . . . x(1)(N)
x(2)(1) . . . x(2)(N)
...
. . .
...
x(S)(1) . . . x(S)(N)
 = A

x1(1) . . . x1(N)
x2(1) . . . x1(N)
...
. . .
...
xP (1) . . . x1(N)
 .
(7)
or
Xsen = AXcom
where Xsen is an S×N matrix of sensed signal values with
elements x(s)(n) and Xcom is a P × N matrix of signal
component samples with elements xp(n).
The autocorrelation matrix R of the sensed signal is
defined by
R = XHsenXsen, (8)
where (·)H denotes the Hermitian transpose. The elements
of this matrix are
R(n1, n2) = x
H(n2)x(n1) =
S∑
i=1
x(i)∗(n2)x(i)(n1), (9)
where x(n1) = [x
(1)(n1) x
(2)(n1) . . . x
(S)(n1)]
T is the col-
umn vector of sensed values at a given instant n1.
The matrix R can be used for the analysis and char-
acterization of multicomponent multivariate signals. It is
also the starting point of the decomposition algorithm for
multicomponent signals presented in this paper.
Note that the sensed values x(n1) are the linear com-
binations of the signal components. Although the decom-
position could be performed directly, based on the sensed
signals, it would not be computationally efficient for S > P
that is case common in the analysis. The efficiency is im-
proved using the matrix eigen-decomposition of the auto-
correlation matrix R. Some properties of this decompo-
sition, needed for the analysis of multicomponent signals,
will be reviewed next.
2.2. Eigenvectors and Linear Combination of Vectors
For any square matrix, the eigenvalue decomposition
of a K ×K dimensional matrix R gives
R = QΛQH =
K∑
p=1
λpqpq
H
p , (10)
where λp are the eigenvalues and qp are the correspond-
ing eigenvectors of R. Matrix Λ is a diagonal matrix
with eigenvalues λp, p = 1, . . . ,K on the main diago-
nal whereas the matrix Q is formed from eigenvectors as
Q = [q1, . . . ,qK ]. Note that the eigenvectors qp are or-
thonormal.
Remark 1: Consider a set of nonorthogonal vectors vm,
m = 1, 2, . . . ,M . If a matrix R is defined by
R =
M∑
m=1
vmv
H
m, (11)
then finding the eigenvectors of this matrix can be consid-
ered as the process of the orthogonalization of the space
defined by vectors vm whose energies are ‖vm‖22 = em.
Note this particular form of matrix is obtained for the
multicomponent multivariate overlapping signals, since the
elements of matrix R in (8) are calculated as R(n1, n2) =
xH(n2)x(n1).
The previous remark will be illustrated considering the
cases with M = 1, M = 2, and an arbitrary M .
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• If M = 1 then the orthogonalization over v1 is not
needed. In this case, the eigenvector of matrix R
q1 = v1/
√
e1. This case appears exactly if the Wigner
distribution is used in univariate signals. This prop-
erty is used in the synthesis of signals with a given
Wigner distribution.
• For M = 2, the orthogonalization of the space de-
fined by v1 and v2 is performed. In this case, the
eigenvectors, q1, q2, as the orthogonal vectors over
this space, can be written as two linear combinations
of v1 and v2, that define matrix R in (11), that is
q1 = γ11v1 + γ21v2
q2 = γ12v1 + γ22v2.
In order two prove this property we will start from
definition (11)
R = v1v
H
1 + v2v
H
2 .
We assumed that the eigenvector q1 is of the form
q1 = γ11v1 + γ21v2. The eigenvector of matrix R
satisfies the relation Rq1 = λ1q1. Since
Rq1 = (v1v
H
1 + v2v
H
2 )(γ11v1 + γ21v2)
= v1v
H
1 (γ11v1 + γ21v2) + v2v
H
2 (γ11v1 + γ21v2)
= v1(γ11e1 + γ21b12) + v2(γ11b
∗
12 + γ21e2)
where b12 = v
H
1 v2, we can obtain a system
λ1q1 = λ1(γ11v1 + γ21v2)
= v1(γ11e1 + γ21b12) + v2(γ11b
∗
12 + γ21e2).
From this system of equations we can find γ11, γ21,
and λ1, based on e1, e2, and b12 with additional con-
dition that ‖q1‖22 = 1. The same holds for q2.
• This proof can be generalized for any M .
Rqi =
M∑
m=1
vmv
H
m
M∑
l=1
γlivl =
M∑
m=1
vm
M∑
l=1
γliv
H
mvl
=
M∑
m=1
vm
M∑
l=1
γlibml =
M∑
m=1
vmBmi
From this relation and
λiqi =
M∑
m=1
vmλiγmi
with Rqi = λ1qi follows the system
M∑
m=1
vmBmi =
M∑
m=1
vmλiγmi.
From this system we may find values of γmi and λ.
Note that bmm = em and bml = b
∗
lm.
Remark 2: Assume that
R = v1v
H
1 + v2v
H
2 + v3v
H
3
and that v3 is not an independent vector, but a linear
combination of v1 and v2, then
q1 = γ11v1 + γ21v2 + γ31v3
q2 = γ12v1 + γ22v2 + γ32v3.
reduces to
q1 = β11v1 + β21v2
q2 = β12v1 + β22v2.
It means that a new dependent vector will not increase the
dimensionality of the eigenvector space, and it will reduce
to a linear combination of the independent vectors, with
new coefficients.
Remark 3: If the vectors v1, v2, . . . , vM are linear
combinations of another set of independent vectors w1,
w2, . . . , wK then the eigenvectors as the linear combina-
tions v1, v2, . . . , vM are also the linear combinations of
w1, w2, . . . , wK . For M = 2, in the matrix form, for two
vectors[
q1
q2
]
=
[
γ11 γ21
γ12 γ22
] [
v1
v2
]
=
[
γ11 γ21
γ12 γ22
] [
ξ11 ξ21
ξ12 ξ22
] [
w1
w2
]
=
[
β11 β21
β12 β22
] [
w1
w2
]
.
Therefore, the eigenvectors qm are linear combinations of
w1, w2, . . . , wK .
Remark 4: If the number of independent vectors w1,
w2, . . . , wK is K and v1, v2, . . . , vS , are their linear
combinations with S > K, then only K vectors vi are
linearly independent. This means that onlyK eigenvectors
can be formed in this basis.
2.3. Eigenvectors as Linear Combinations of the Signal
Components
The previous remarks represent an analysis platform
for our multivariate and multicomponent signal defined
by (4). The vectors that form the matrix R are formed as
the following linear combinations of the signal component
vectors
R = XHsenXsen = X
H
comA
HAXcom,
with the elements
R(n1, n2) =
[
x∗1(n2), x
∗
2(n2), . . . , x
∗
P (n2)
]
AHA

x1(n1)
x2(n1)
...
xP (n1)
 .
The eigenvalue decomposition is then given by
R = QΛQT =
M∑
p=1
λpqpq
∗
p, (12)
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where the eigenvectors are linear combinations of x(i) and
these components are linear combinations of the signal
components. In other words
q1 = α11x1 + α21x2 + · · ·+ αP1xP
q2 = α12x1 + α22x2 + · · ·+ αP2xP
...
qM = α1Mx1 + α2Mx2 + · · ·+ αPMxP , (13)
with M = min{S, P}.
Consider the case when the signal components xp(n)
overlap in the frequency plane. In this case, the decompo-
sition on the individual components is not possible using
the state-of-art methods, except in cases of quite specific
signal forms (such as linear frequency modulated signals,
using chirplet transform, Radon transform or similar tech-
niques [14], [13], or for sinusoidally modulated signals us-
ing inverse Radon transform, [15], [16]). In general, these
kinds of signals cannot be separated into individual com-
ponents in the univariate case. However, the multivariate
form of signals offers a possibility to decompose the com-
ponents which overlap in the time-frequency plane.
3. Decomposition Principle
We have concluded that the eigenvectors of matrix R
are formed as M = min{S, P} linear combinations of the
signal components in (13). Assume now that the number
of sensors S is such that S ≥ P . Then there are M = P
independent linear relations for P components. We may
conclude that, in principle, the signal component xp can
be also be written as linear combination of eigenvectors qp
xp = η1pq1 + η2pq2 + · · ·+ ηPpqP ,
with unknown weights ηip.
We will consider signal with nonstationary components
xp, p = 1, 2, . . . , P . Each component has a support in the
time-frequency domain denoted by Dp. For components
with partial overlapping, both in time and frequency, the
supports also partially overlap. The case with the com-
plete overlapping of two supports is excluded from this
analysis. Assume the notation such that D1 ≤ D2 ≤ · · · ≤
DP , where Dp is the area of the support Dp.
The aim of this paper is to decompose the original sig-
nal, using the eigenvectors, qp, p = 1, 2, . . . , P of auto-
correlation matrix R, and to obtain the individual sig-
nal components xp, p = 1, 2, . . . , P , by linearly combin-
ing the eigenvectors qp. To meet this aim, we will use
time-frequency representations and corresponding concen-
tration measures. Since the form of time-frequency rep-
resentation is not crucial here, we will use the short-time
Fourier transform (STFT),
STFT (n, k) =
Sw−1∑
m=0
w(m)x(n+m)e−j2pimk/Sw , (14)
to measure the concentration of signals in the time-frequency
domain, and the pseudo Wigner distribution
WD(n, k) =
Sw−1∑
m=0
w(m)w(−m)x(n+m)x∗(n−m)e−j4pimkSw ,
(15)
to visualize the results, that is, for a high resolution presen-
tation of the initial signal, eigenvectors and the resulting
signal components. Note that w(n) denotes a window of
length Sw in (14) and (15).
An Lp-norm based measure of the time-frequency con-
centration, with 0 ≤ p ≤ 1, will be used. It is originally
introduced in [34] as
M{STFT (n, k)} = ‖STFT (n, k)‖pp (16)
=
∑
n
∑
k
|STFT (n, k)|p =
∑
n
∑
k
SPECp/2(n, k), (17)
where SPEC(n, k) = |STFT (n, k)|2 is the spectrogram.
In theory, a direct way to solve the problem of eigen-
vectors decomposition to the signal components would be
to form a linear combination of the eigenvectors
y = β1q1 + β2q2 + · · ·+ βPqP, (18)
with varying coefficients βp, p = 1, 2, . . . , P , keeping ‖y‖2 =
const., and to use the zero-norm as the concentration mea-
sure. This norm would produce the area of the support for
the analyzed signal. If all signal components are present in
the signal y(n), then its zero-norm would produce the area
of D1 ∪D2 ∪ · · · ∪DP . By changing the coefficients βp, the
minimum value of the concentration measure is achieved
when the coefficients βp are matched to the best concen-
trated signal component coefficients ηp1, p = 1, 2, . . . , P
with the smallest support area D1
[η11, η21, . . . , ηP1] = arg min
β1,...,βP
‖SPEC(n, k)‖0.
If any two the smallest areas are equal, we will still find
one of them. In practice, the norm-one of the STFT
‖STFT (n, k)‖1 = ‖SPEC(n, k)‖1/2 could be used to achieve
the robustness to noise
[η11, η21, . . . , ηP1] = arg min
β1,...,βP
‖STFT (n, k)‖1. (19)
Note that this minimization problem has several lo-
cal minima as the coefficients βp in y = β1q1 + β2q2 +
· · ·+ βPqP which correspond to any signal component xp
will also produce a local minimum of the concentration
measure, equal to the area of corresponding component
support. In addition, any linear combination of K < P
signal components xp will also produce a local minimum
equal to the area of the union of the supports of included
signal components. Note that if P the lowest local min-
ima correspond to D1, D2, . . . , DP , then we can detect
the coefficients for all signal components.
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As several local minima exist, multicomponent decom-
position should be performed iteratively. Initially, the ma-
trix R with elements (9) is calculated as in (8). Its eigen-
decomposition produces eigenvectors qp, p = 1, 2, . . . , P ,
and based on them, signal
y = β1q1 + β2q2 + · · ·+ βPqP
is formed, with weighting coefficients βp, p = 1, 2, . . . , P ,
which are varied to solve the minimization problem (19).
The STFT in (19) is calculated for the normalized signal
y/‖y‖22 = y/
√
‖∑Pp=1 βpqp‖2. Here, we can assume that
the minimization (19) is performed by the direct search
over the parameter space.
Upon finding the concentration measure minimum, the
eigenvector q1 is replaced with the signal x1 = η11q1 +
η21q2+· · ·+ηP1qP , formed using the weighting coefficients
corresponding to the minimum of concentration measure
(19). Then, this signal is removed from the remaining
eigenvectors, by removing its projection to these eigenvec-
tors. In other words, the eigenvectors qp, p = 2, 3, . . . , P ,
are modified as follows:
qp =
qp − qH1 qpq1√
1− |qH1 qp|2
, (20)
in order to ensure that x1 it is not detected again.
This procedure is iterated P times. This means that
in the i-th iteration, based on eigenvectors qp modified in
the previous iteration, new signal
y =
P∑
p=1
βpqp, (21)
is formed. The weighting coefficients βp, p = 1, 2, . . . , P
are varied, to find the new set η1i, η2i, . . . , ηPi which min-
imizes the concentration measure
[η1i, η2i, . . . , ηPi] = arg min
β1,...,βP
‖STFTy(n, k)‖1,
of the spectrogram calculated for normalized current sig-
nal y/‖y‖22. The i-th eigenvector is replaced by xi =
η1iq1 + η2iq2 + · · · + ηPiqP , while the signal deflation
[35] is performed by subtracting the projection of the de-
tected component from remaining eigenvectors qp, p =
i+ 1, i+ 2, . . . , P :
qp =
qp − qHi qpqi√
1− |qHi qp|2
. (22)
The described procedure is repeated until there is no
more updates of vectors qp. Vectors qp are sorted accord-
ing to their concentration measure, after each iteration.
The iterative procedure is stopped when there is no up-
dates of vectors qp.
The search in the space of parameters β1, β2, . . . , βP ,
in order to minimize the measure M{STFT (n, k)} =
‖STFTy(n, k)‖1 can be performed directly, which is nu-
merically inefficient, or by using more sophisticated meth-
ods, such as the iterative gradient minimization procedure
presented in [1]. Other global optimization methods, in-
cluding heuristic algorithms - ant colony optimization [36],
genetic algorithm, hill climbing [37], simulated annealing
[38], and also, using some deterministic [39] or stohastic
procedures [40, 41], can be also used for the concentration
measure minimization. However, this is out of the scope
of this paper.
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Figure 1: Signal Decomposition with a signal measured by S = 2 sen-
sors. Additive noise of the standard deviation σ = 0.01 is present
in the signal: (a) Time-frequency representation of the input signal.
(b) Eigenvalues of the autocorrelation matrix R. (c) Time-frequency
representation of the first eigenvector. (d) Time-frequency represen-
tation of the second eigenvector. (e) Time-frequency representation
of the reconstructed first signal component. (f) Time-frequency rep-
resentation of the reconstructed second signal component.
3.1. Specific Cases
When the components do not overlap in the time-frequency
plane, they are orthogonal. If the number of sensors is
greater or equal to the number of components, S ≥ P ,
then the components are equal to the eigenvectors (up to
their amplitudes) and the decomposition directly follows.
In sense of the previous equations it means that we can
use bmn = 0 for m 6= n.
This problem can be solved even if single signal channel
is available, S = 1, by using time-frequency representation
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Figure 2: Signal Decomposition with a signal from S = 16 sen-
sors. Additive noise of the standard deviation σ = 0.1 is present
in the signal: (a) Time-frequency representation of the input signal.
(b) Eigenvalues of the autocorrelation matrix. (c) Time-frequency
representation of the first eigenvector. (d) Time-frequency represen-
tation of the second eigenvector. (e) Time-frequency representation
of the reconstructed first signal component. (f) Time-frequency rep-
resentation of the reconstructed second signal component.
of the signal which produces the cross-terms free Wigner
distribution – the S-method, [4].
The case of combined Po overlapping and Pn nonover-
lapping components, P = Po + Pn can be solved with at
least S = Po sensors, as shown in [1].
4. Numerical Examples
This section supports the theory by on numerical ex-
amples. In Examples 1-3, a real-valued discrete-time bi-
variate signal with overlapping components is considered
with various noise amounts (variances). This set of exam-
ples confirms the fact that in order to perform an efficient
decomposition in noisy cases – the number of channels
should be increased, compared with the noiseless scenario.
In Examples 4-5, a very complex signal of nine overlapping
components is considered, corrupted with noise with two
different levels. The analysis is concluded with a statisti-
cal test which will illustrate how the ability to separate the
components depends on the noise variance and the number
of channels.
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Figure 3: Signal Decomposition with a signal from S = 128 sen-
sors. Additive noise of the standard deviation σ = 1 is present in
the signal: (a) Time-frequency representation of the input signal.
(b) Eigenvalues of the autocorrelation matrix. (c) Time-frequency
representation of the first eigenvector. (d) Time-frequency represen-
tation of the second eigenvector. (e) Time-frequency representation
of the reconstructed first signal component. (f) Time-frequency rep-
resentation of the reconstructed second signal component.
Example 1: Consider a discrete-time bivariate signal
of the form x(n) = [x1(n), x2(n)]
T . The minimum re-
quired number of sensors for this signal, S = 2, is used.
Signal from the channel i is of the form
x(i)(n) = e−(n/128)
2
cos
(
2 sin(5pi
n
N
)− 2pi n
2
16N
+ ϕi
)
(23)
for −128 ≤ n ≤ 128 and N = 257, as shown in Fig. 1.
The components of this signal are
x
(i)
1,2(n) = e
−(n/128)2e±j2 sin(5pi
n
N )−2kpi n
2
16N+jϕi . (24)
Time-frequency representation of this signal with two very
close components is shown in Fig. 1(a). The eigenvec-
tors of the authocorrelation matrix indicate that there are
two signal components, as shown in Fig. 1(b). The two
eigenvectors corresponding to the largest eigenvalues are
presented in Fig. 1(c)-(d). These two eigenvectors are de-
composed into two signal components with minimum con-
centration measures, as described in the previous section.
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Figure 4: Time-frequency representation of a P = 9 component signal using the Wigner distribution (left) and the spectrogram (middle),
along with the eigenvectors of the autocorrelation matrix (right) obtained with S = 12 sensors. Additive noise of standard deviation σ = 0.01
is present in the input signal.
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Figure 5: Time-frequency representation of M = 9 eigenvectors of the autocorrelation matrix for the signal whose time-frequency represen-
tation is shown in Fig. 4.
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Figure 6: Time-frequency representation of P = 9 signal components obtained using the presented algorithm and the eigenvectors from Fig.
5 for the signal whose time-frequency representation is shown in Fig. 4.
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Figure 7: Time-frequency representation of a P = 9 component signal using the Wigner distribution (left) and the spectrogram (middle),
along with the eigenvectors of the autocorrelation matrix (right) obtained with S = 128 sensors. Additive noise of standard deviation σ = 1
is present in the input signal.
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Figure 8: Time-frequency representation of M = 9 eigenvectors of the autocorrelation matrix for the noisy signal whose time-frequency
representation is shown in Fig. 7.
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Figure 9: Time-frequency representation of P = 9 signal components obtained using the presented algorithm and the eigenvectors from Fig.
8 for the noisy signal whose time-frequency representation is shown in Fig. 7.
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Figure 10: Eigenvalues for a P = 9 component noisy signal averaged over 1000 random realizations, for two additive noise scenarios with
σ2ε = 1 (left) and σ
2
ε = 1/2 (right). The indicator of a successful reconstruction is the gap between the eigenvalues for the eigenvectors at the
eigenvalue index equal to P = 9 (representing the smallest energy of a combination of the signal components) and eigenvalue index equal to
P + 1 = 10 (representing the strongest background noise component).
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The decomposition results are shown in Fig. 1(e)-(f), and
they fully correspond to the time-frequency representation
of the individual signal components in (24).
Example 2: The signal from Example 1 is corrupted
by a moderate level of additive noise, to give x(i)(n) +
ε(i)(n). The standard deviation of noise is σε = 0.1. Here,
we were not able to reconstruct the signal with the min-
imum number of sensors. To achieve a stable reconstruc-
tion, the number of sensors is increased to S = 16. The
time-frequency representation of the original noisy signal,
eigenvalues, time-frequency representation of the eigenvec-
tors, and the time-frequency representation of the obtained
signal components are shown in Fig. 2.
Example 3: In this case the noise intensity is in-
creased to the signal level using σε = 1. To achieve ro-
bustness of the results, the number of sensors had to be in-
creased. Noisy signal time-frequency representation, along
with eigenvalues, time-frequency representation of the eigen-
vectors, and the time-frequency representation of the sig-
nal components are presented in Fig. 3.
Example 4: In this example, a signal with a large
number of P = 9 overlapped components is considered.
The minimum number of sensors, required for the success-
ful decomposition is S = P = 9 in this case. Since a
small noise is added, with σε = 0.01, and the measured
signal phases are random, the signal is reconstructed with
a small margin in the number of sensors S = 12. From the
time-frequency representation of components, presented in
Fig. 4(a)-(b), we can see that the components overlapping
is significant. Components cannot be recognized neither
from the Wigner distribution nor from the spectrogram
with an adjusted window. Their eigenvalues of the au-
tocorrelation matrix are shown in Fig. 4(c). The time-
frequency representation of the strongest 9 eigenvectors
are presented in Fig. 5. Using these eigenvectors the sig-
nal is decomposed into components, as shown in Fig. 6.
Example 5: A noisy signal, as in Example 4, with
P = 9 components is analyzed here. In addition to the
random different phases in each sensor, a random ampli-
tude change is assumed as well. The coefficients in (4)
defined by amp = αmpe
jϕmp , are here used in the form
amp = (1 + νmn)αmpe
jϕmp , where the random variable
νmn assume the values within −0.25 ≤ νmn ≤ 0.25 and
the variable ϕmp is uniformly distributed over the inter-
val from 0 to 2pi. The decomposition results are pre-
sented in the same way as in the previous figures. Time-
frequency representations obtained using the Wigner dis-
tribution and the spectrogram are given in Fig. 7, along
with the eigenvalues of the autocorrelation matrix. The
time-frequency representations of the 9 strongest eigen-
vectors are shown in Fig. 8. The linear combinations of
the eigenvectors are done according to the presented algo-
rithm and the final results for the signal components can
be seen in Fig. 9.
Finally, a statistical test is run for the noisy P = 9 com-
ponent signal from the last example. The eigenvalues are
calculated in 1000 random realizations and presented in
Fig. 10 for two values of the additive noise variance σ2ε = 1
and σ2ε = 1/2. Ability to clearly separate the strongest
P = 9 eigenvectors, corresponding to the linear combina-
tions of the signal components, from the background noise
is a good indicator when the presented algorithm can suc-
cessfully be applied. For the value of variance σ2ε = 1/2
we can conclude that the number of sensors S > 50 would
be sufficient, while the same separation gap is obtained for
S > 100 with σ2ε = 1. This indicator is verified against the
reconstruction check for these scenarios.
5. Conclusion
This work presents new contributions to the most chal-
lenging topic in multicomponent signal decomposition in
the case of components for which the supports are over-
lapped in the time-frequency plane. The decomposition
concepts have been investigated starting directly from the
signal autocorrelation matrix of the input, whose eigen-
vectors can be linearly combined to form individual sig-
nal components. The decomposition procedure based on
the presented theory has been evaluated through several
numerical examples, and has conclusively verified the pre-
sented theory and the decomposition efficacy. For rigor,
the robustness of the procedure, against the influence of an
additive noise, has been studied from the perspective of the
degrees of freedom, that is, number of sensors (channels)
required to achieve a stable separation of signal compo-
nents.
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