We construct global generating functions of the initial and of the evolution Lagrangian submanifolds, related to an Hamiltonian flow. These global parameterizations are realized by means of Amann-Conley-Zehnder reduction. In some cases we have to to face generating functions that are weakly quadratic at infinity, namely degeneracy points can occurs. Therefore, we develop a theory which allows us to treat possibly degenerate cases in order to define a Chaperon-Sikorav-Viterbo weak solution of a time-dependent Hamilton-Jacobi equation with Cauchy condition given at time t = T (T > 0). The starting motivation is to study some aspects of Mayer problems in Optimal Control Theory.
Introduction
In recent times a number of links between Geometric Control Theory and Symplectic Geometry have been developed, especially along the line of thought of A. Agrachev and R. V. Gamkrelidze (see for instance [A-G] ); we also refer the reader to H. Sussmann articles [S1] , [S2] and to textbooks [J] , [A-S] for further results and for a general overview. The Pontryagin Maximum Principle, PMP for short, which is a crucial tool in Optimal Control Theory (see, for instance, [A-S] , [J] and [P-B-G-M] ), deeply generalizes the Euler-Lagrange equations of the classical Calculus of Variations, whose natural framework is Symplectic Geometry (cf. [Ae] or [B-T] ).
In this paper our starting motivation is a Mayer Problem in a finite interval of time [0, T ] with free terminal point. By applying PMP and assuming that the obtained Hamiltonian function H is sufficiently smooth, we get an Hamiltonian systeṁ
with boundary conditions which involve a mixed assignation of data, namely, the initial configuration x(0) and the final adjoint momentum p(T ). We construct for this problem two Lagrangian submanifolds Λ 0 andΛ, that give, in a unified way, all the necessary conditions for the existence of maxima in the above optimal control problem. The submanifold Λ 0 ⊂ T * R n summarizes all the information concerning the starting conditions whileΛ ⊂ T * ([0, T ] × R n ) gives the geometric solution of the Hamilton-Jacobi equation which arises by applying PMP: in this sense, these submanifolds offer the landscapes of the necessary conditions for maxima.
As far as the "initial case" is concerned, our aim is twofold. First, it consists of making homogeneous the boundary conditions, by transforming them, in some way, at the same initial time t = 0. Indeed, the non homogeneity in time of the boundary conditions is peculiar of Mayer Problem, because we have constraints on the starting point x(0) and on the final momentum p(T ) (thanks to PMP). Second, after observing that the set of all initial conditions Λ 0 = {(x(0), p(0)), ∀x(0) ∈ R n } ⊂ T * R n is a Lagrangian submanifold, we realize a global parameterization of Λ 0 by means of a global generating function with a finite dimensional space of auxiliary parameters. Similarly, as far as the "evolution case" is concerned, we describe a natural generating function with a finite number of auxiliary parameters for the Lagrangian submanifold Λ ⊂ T * ([0, T ] × R n ). In fact, the computations of the "initial case" are uniform in time t ∈ [0, T ]. We discuss also some sufficient conditions for the existence of maxima, expressed in terms of the auxiliary parameters.
The techniques we use are imported from the framework of symplectic topology, algebraic topology and global analysis; more precisely, we start from some results obtained by C. Viterbo in [V1] , which in turn are based on earlier "reduction theorems" by H. Amann, C. Conley and E. Zehnder in [A-Z] and [C-Z] (cf. also [Ae] ). The approach was also used by F. Cardin in [C] in order to produce global generating functions of geometrical solutions for Cauchy problems of time-depending HamiltonJacobi equations. By means of certain fixed point maps, these theorems allow us to solve the dynamical Hamiltonian problem in the finite-dimensional case. The present construction of the global generating functions with finite parameters, for which Λ 0 andΛ are a sort of envelope sets, is useful especially from a computational point of view, whenever one wants to study the complete set of optimal conditions, for any x(0) ∈ R n (or in an open subset of R n ). Once the fixed point functions are determined by some suitable (numerical rather that theoretical) techniques, we obtain a Hamiltonian solution curve by keeping track of (only) a finite number of parameters, that is, by solving a finite dimensional ("algebraic") equation.
Denote by π : E −→ Q a vector bundle over a manifold Q. We recall that a generating function F : E −→ R is called (exactly) quadratic at infinity if, out of a compact set, it is equal to a non-degenerate quadratic form on the fibers of π. In the literature we find a very important result: the property of having a quadratic at infinity generating function is invariant under some Hamiltonian isotopies (see [Si] ). Sikorav proof is based on the "broken geodesics" method, introduced by M. Chaperon in [Ch] . For an alternative proof in compactly supported case, we refer the reader to the article of M. Brunella [Br] . Moreover, the uniqueness of such generating functions is established by a Theorem of C. Viterbo (see [V4] and [T] ).
The property of being (non-degenerate) quadratic at infinity turns out to be crucial for the critical points analysis: in particular, for existence and selection arguments (cf. [V1] and [V2] ). The key point is that such functions satisfies the so-called PalaisSmale condition (see, for instance, the original articles of R. S. Palais and S. Smale [P-S], [P1] and [P2] ).
Instead, in our case, by applying the Amann-Conley-Zehnder reduction, we get a global generating function with finite parameters, F , which, might fail to be quadratic at infinity, in general. Indeed, thanks to a very easy example, we show how the obtained generating function can have points of degeneracy in the fibers. So, we call weakly quadratic at infinity the generating functions that, out of a compact set, are equal to a quadratic form (degenerate included) on the fibers of π. Nevertheless, we prove that it is possible to face successfully the degeneracy points. As a matter of the fact, we propose a new condition, called (C*), which is weaker than (PS) , and, consequently, we develop a theory which allows us to treat the degenerate case and to establish the existence and a suitable selection of the critical points.
As often done in the classical theory of Calculus of Variations (see for example [Mi] , [P-S], [P 1] or [P 2]), the main ingredients are the computations of relative cohomology of sublevel sets: we obtain the important topological informations necessary to individuate critical points of the generating function. This is the essential tool in order to define a Chaperon-Sikorav-Viterbo (minimax) weak solution of HamiltonJacobi equations (see [Ch1] , [V2] and [O-V] ).
Just observing that the degeneracy points of weakly quadratic at infinity generating functions are contained in the caustics (cf. [Ar] , [B] or [B1] for definitions), we obtain that the Chaperon-Sikorav-Viterbo solution is regular out of a set of zero measure (by Sard Theorem). Moreover, under some assumptions of the Hamiltonian, the minimax weak solution turns out to be Lipschitz continuous.
The approach, we propose, is useful to investigate also the link between conjugate points of the Lagrangian submanifold which constitutes the geometrical solution of our Hamilton-Jacobi equation and the degenerate points of the corresponding generating function.
The paper is organized as follows. Section 2 is devoted to some preliminaries results and we state our time-dependent Hamilton-Jacobi equation with Cauchy condition at final time t = T . In Section 3, we construct the generating function of the initial Lagrangian submanifold. While, in Section 4, we deal with the Lagrangian submanifold, which is the geometric solution (in the Maslov sense) of our HamiltonJacobi problem. Finally, in Section 5, we treat the Chaperon-Sikorav-Viterbo weak solutions.
Preliminaries
We start introducing some basic notions and results of Optimal Control Theory and of Symplectic Geometry.
The Pontryagin Maximum Principle for the Mayer Problem
Here, it will be enough to use one of the simplest version of the Pontryagin Maximum Principle (see, for instance, [A-S], [J] or [P-B-G-M] ). Let U ⊆ R m be a set and
) be a continuous function in all variables and continuously differentiable with respect to x. The set of the admissible controls is
The motion of x is governed by the following control systeṁ
with initial conditions
and we denote by t → x(t, u(·)) the (Carathéodory) solution of (1-2) with u(·) ∈ U (cf. [Ha] , [P-B-G-M] and [Sa-Co] ).
Given a function Ψ : R n −→ R, to solve the Mayer Problem with free terminal point (and with final time T ) means to find an optimal trajectory x * (t) = x(t, u * (·)), subjected to (1-2), which maximizes
Classically, the necessary conditions are given by the Pontryagin Maximum Principle (PMP). Let u * (·) be a bounded admissible control whose corresponding trajectory x * (t) = x(t, u * (·)) is optimal. Assume that the function Ψ :
) is the solution of the adjoint linear system
then the maximality condition
is satisfied for a.e. t ∈ [0, T ].
We will call the function
the pre-Hamiltonian of the system (4), while its Hamiltonian is given by
In general, the Hamiltonian H is far from being regular with respect to x and p variables, but assuming a suitable smoothness of H, the consequence of the PMP (in particular, see (1) and (4)) is that (x * (t), p(t)) is a solution of the Hamiltonian system
with boundary conditions
2.2 Synopsis on the symplectic framework A differentiable submanifold Λ ⊂ T * R n is said to be Lagrangian if dim Λ = n and ω R n | Λ = 0, where ω R n = dθ R n (θ R n is the canonical 1-form of Liouville); in local coordinates we have θ R n = n i=1 p i dx i and the 2-form ω R n = dp∧dx = n i=1 dp i ∧dx i . Actually, all the content of this Subsection is true if we take a differentiable manifold Q instead of R n (cf. [Ae] or [B] ), rewriting everything intrinsically. We consider Q = R n for simplicity of exposition. If H : T * R n −→ R is a smooth function we can consider the associated vector field X H : T * R n −→ T T * R n defined by the identity
is called the Hamiltonian flow and, where defined, it is a symplectomorfism (i.e. a diffeomorphism which preserves the symplectic structure).
The Hamiltonian isotopy, {Φ s } s∈ [0,T ] , generated by the (possibly time-dependent) Hamiltonian function H = H(s, x, p), s ∈ [0, T ], is the canonical transformation such that
We recall that the flow Φ s transforms a Lagrangian manifold Λ 0 into the Lagrangian manifolds: Λ s = Φ s (Λ 0 ). The Theorem of Maslov-Hörmander ([M] , [Hö] ) locally characterizes the Lagrangian manifolds Λ ⊂ T * R n : a submanifold Λ is Lagrangian if and only if Λ is described by means of (local) functions (
with the rank condition rk
Functions F satisfying (8)- (9) are called Morse Families for Λ; we call F a generating function of Λ if (8) holds, but not necessarily (9).
Notice that, if at a point λ ∈ Λ we can describe Λ without using any auxiliary parameters v (i.e. k = 0), then λ is a point of local transversality of Λ with respect to the fiber projection π : T * R n −→ R n . Let us consider the composition of maps
where j denotes the Lagrangian embedding of Λ in T * R n . We recall that the triple (10) is called Lagrangian map (cf. [Ar] ). If the differential D(π • j)(λ) has maximum rank, namely λ is a regular point, then the Lagrangian manifold Λ is locally, at λ, transversal to the fiber projection and it can be (locally) considered as the image of a differential: Λ = im(dF ).
On the other hand, if rk(D(π • j)) < n somewhere, the set of critical values of a Lagrangian map is called its caustic, denoted by Z Λ . Roughly speaking, when it occurs, Λ is not transverse, we have the so-called Maslov cycle in Λ and, projecting its points on R n , we obtain the corresponding caustic (see [Ar] and cf. [B] and [B1] ).
The Hamilton-Jacobi problem
Related to our original problems (6)- (7) for all x(0) ∈ R n , we consider the following classical Hamilton-Jacobi equation for the unknown function S :
Notice that the solutions of (6)- (7) are exactly the characteristics of the above problem (11) In this framework the function Ψ : R n −→ R represents the Cauchy data. This problem is simplified by considering the canonical transformation (x, p) → (x,p) given by the generating function F(x,p) =px+Ψ(x), and the ensuing canonical transformation
The transformed Hamiltonian of H is
We point out two important facts which play a fundamental role in the reduction that we use: first of all the characteristics of the field X K ending, for t = T , at the Lagrangian submanifoldΛ T = {(x, 0)} ⊂ T * R n , which is the zero section of T * R n ; secondary the characteristics of X K coincide, up to transformation (12) with the characteristics of X H ending, for t = T , at the Lagrangian submanifold Λ T = {(x, DΨ(x))}.
Remark 2.1 For simplicity we drop the "tilde" from the notation for the transformed quantities, which, actually, are the only one we use for our computations: we write e.g. x and p instead ofx andp.
Considering the Hamiltonian isotopy Φ
, we are interested in describing the initial Lagrangian submanifold Λ 0 such that
Using the standard notation
, the Hamilton equations related to K can be writteṅ
where
After (12), the boundary conditions becomes (14) 3 The initial Lagrangian submanifold
The submanifold Λ 0 represents the global "starting landscape" related to the problems (6)- (7) (∀x(0) ∈ R n ) transformed by (12) which are given by the Hamiltonian equation (13) with (14) as boundary conditions. Λ 0 describes, indeed, all the initial data {(x(0), p(0))} from which start the characteristics of the Hamiltonian field X K . Our first aim is to compute a global generating function for Λ 0 . We proceed by means of a variation of Viterbo's scheme developed in [V1] (see also [Ae] and [C] ).
In order to define a set of parameters for the generating function of Λ 0 , we consider the following space of curves 1 :
The space Γ is endowed with a natural structure of linear space, so ∀γ ∈ Γ,
It is an easy computation to prove that g is a bijection.
The map g gives an equivalent way to describe the curves of Γ, which consists in fixing the x-projection of the starting point, x(0) ∈ R n , and in assigning ∀t ∈ [0, T ] the velocityγ of the curve γ ∈ Γ by means of a function φ ∈ L
2 . An important role in the construction of our generating function is also played by the Action Functional of the Hamilton-Helmholtz variational principle, related to the Hamiltonian function K:
The main idea is to regard A as a generating function of the Lagrangian manifold Λ 0 with an infinite dimensional parameter space, L 2 . The proofs of the results stated in this Section are standard. So, we write here only the what we consider more meaningful for our exposition. For further details we refer the reader to the article [C] or the book [Ae] , for instance.
Lemma 3.1 A curve γ ∈ Γ solves the Hamilton equations (13) if and only if
where δ is the Gâteaux derivative.
1 By a version of the Sobolev Inequalities Theorem (see [E] 
compactly, so in this definition it is understood that the elements of Γ are the natural continuous extension of the curves of W 1,2 ((0, T ), R 2n ): more explicitly the continuous curves in T * R n , t → γ(t), ending at the zero section of
Now we are ready to construct an "∞-dimensional parameter" generating function of Λ 0 by defining
Explicitly, we have
Lemma 3.2 The functional J is a generating function for the Lagrangian submanifold Λ 0 :
The Amann-Conley-Zehnder reduction
Given the orthonormal basis {e
Once a number N ∈ N is fixed, we define the projection map P N on the "kernel" of the basis e i 2πk T t , which associates to each φ the k(n, N ) := 2n(2N + 1) central component of (15)
and the projection map Q N on the "tails" of the basis, which associates to each φ the remaining infinite external components
An immediate consequence is
and ∀φ ∈ L 2 we write µ := P N φ and η := Q N φ.
We now show that, if φ =γ and the curve γ ∈ Γ solves the Hamilton equations, then only P N φ is important for our generating function J; indeed, by a fixed point argument, for some suitable N we see that P N φ alone uniquely determines Q N φ, so that, in the end, the auxiliary parameters of J belong to a finite dimensional space
In order to continue our analysis, we assume hereafter that the Hamiltonian function K ∈ C 2 . Actually, we notice that a sufficient condition for this hypothesis on K is H ∈ C 2 and Ψ ∈ C 3 . Such a strong hypothesis on H is common in Hamiltonian Systems Theory and applications to Symplectic Geometry, but can be found also in literature of Optimal Control Theory (for instance cf. [A-S-Z], [Z] ).
The next step is to use a fixed point argument.
For fixed x(0) ∈ R n and µ ∈ P N L 2 ((0, T ); R 2n ), we define the map:
Lemma 3.3 Assume that the condition (16), is a contraction map;
Proof. We prove only ii) (for i) see [C] ). Since
holds true, then the operator
Thus, once x(0) ∈ R n and µ ∈ P N L 2 are fixed, by the Banach-Caccioppoli Theorem applied to the contraction map G defined in (16) we obtain one and only one fixed point, denoted by q(x(0), µ). Hence, the following map is defined
which satisfies the fixed point property:
Using q(x(0), µ), we will able to manage our generating function in a finite-dimensional format, restricting the auxiliary parameters to P N L 2 ∼ = R k(n,N ) . The next step is proving a regularity result about the function q.
Lemma 3.4 In the hypothesis of Lemma 3.3, the function q is derivable with respect to x(0) ∈ R n and µ ∈ P N L 2 .
Proof. Let us consider the function L = L (x(0), µ), η so defined:
By using ii) of Lemma 3.3 the
is invertible as well. Moreover, L is differentiable and, finally,
Hence, by applying the (Dini) implicit function Theorem we obtain that the derivatives of q = q(x(0), µ) with respect to x(0) and µ are of class C 1 and we have the following formula:
Remark 3.5 It is also straightforward to compute the derivative of q with respect to x(0) using the formula (18)
Hence, we get
, which is well defined by the previous Lemmas 3.3 and 3.4. In a very similar way we obtain the other derivative of q:
Notice that here and in the proof of the above Lemma 3.4 the term Dg Dx(0) plays the role of x-component projector: (x, p) −→ x. And, analogously,
Dφ
Dµ is a projector on the µ-component.
In conclusion, if x(0) ∈ R n and µ ∈ P N L 2 are fixed, we can consider the curve
which starts from the Lagrangian submanifold Λ 0 and ends at the zero section of T * R n , Λ T = {(x, 0)}, and whose derivative iṡ
In particular notice that the equation
is satisfied by γ, because
Remark 3.6 For each solution in the finitely many unknowns µ of the following equation N ) ), the curve γ = g(x(0), µ + q(x(0), µ)) solves the Hamilton canonical differential equations (13) for initial data x(0) =x and p(T ) = 0, where q(x(0), µ) is the fixed point defined in (17)
For k := k(n, N ), we define the function Proof. The argument of the proof is classical, but we write it here for the sake of completeness. Deriving F with respect to µ
dt because the second integral vanishes by the construction of the fixed point q(x(0), µ). Furthermore, deriving with respect to x(0) and again by the definition of q(x(0), µ), we obtain
.
If the couple (x(
then the couple (x(0), µ) ∈ R n × R k(n,N ) , where µ = P N φ, satisfies
Finally, consider the pair (x(0), µ) ∈ R n × R k(n,N ) , which satisfies (22); then the pair (x(0), φ) ∈ R n × L 2 , where φ = µ + q(x(0), µ), solves (21).
The geometrical solution of the evolution HamiltonJacobi equation
In the this Section we construct a generating function of the Lagrangian submanifoldΛ ⊂ T * ([0, T ] × R n ), which represents the geometric solution of the evolution Hamilton-Jacobi equation in the Maslov sense
We consider, now, the extension to T * ([0, T ] × R n ) of the above canonical transformation (12) fibered (identity) on the time t ∈ [0, T ]. In such a way, we see that (23) is the image of the original Cauchy problem
Again, hereafter, we will drop the "tilde" from transformed quantities in order to simplify the notations. As in Section 3, let us consider the set
but, we define a new bijectionĝ as follows:
We denote by pr 2 the second projection of [0, T ] × Γ onto Γ: pr 2 (t, γ) = γ.
Remark 4.1 Notice that if we consider the curve γ(·) = (x(·), p(·)) = pr 2 •ĝ(t; x, φ)(·), then p(T ) = 0,γ = φ and x(t) = x.
In order to construct the generating function of the geometrical solution in Maslov sense of (23), again we use the Action Functional related to the Hamiltonian K, defining:Â
It is straightforward to prove forÂ a variational principle similarly to Lemma 3.1. Following the lines of the Section 3, we define the functionĴ := −Â •ĝ:
, or, by a more explicit formula,
Lemma 4.2 The functionalĴ is a generating function, with "infinitely many auxiliary parameters" φ ∈ L 2 , for the Lagrangian submanifoldΛ
For the proof see [C] .
Similarly to Lemma 3.3 and Lemma 3.4, we can also obtain the following two results.
Lemma 4.3 For any
and assume that condition
holds; then we can choose a suitably large N (which does not depend on t) such that G is a contraction map.
Hereafter, N is a natural number provided by the previous Lemma 4.3. So, there exists a mapqq
By the same argument used in (19), if we consider the curve
we have that γ(s) = (x(s), p(s)) is such that
and, finally,
Lemma 4.4 Suppose the conditions of the previous Lemma 4.3 are satisfied; then the functionq(t, x, µ) is derivable with respect to all its arguments.
Therefore, the natural candidate for the finite dimension global generating function isF
−→F (t, x, µ) :=Ĵ t, x, µ +q(t, x, µ) . 
Proof. Analogously to the proof of Proposition 3.7, we get
At the beginning of this Section we dropped the "tilde" from the quantities transformed by the extension of (12), but now we need to reintroduce it for some final formal remarks. Since ∂F ∂µ (t,x, µ) = 0, that is, P N (Eγ + ∇K(t,γ)) = 0, it might be possible to find a smooth function giving the parameters µ: µ =μ(t,x). Then we can define the functionS(t,x) :=F (t,x,μ(t,x)), such that
In this caseS(t,x) is precisely the classical solution of the Hamilton-Jacobi problem (23),Λ is exact -i.e.Λ is the image of the differential ofS -and, using the inverse of the extension of the canonical transformation (12) we recognize that the function V (t, x) :=S(t,x(x)) + Ψ(x) =S(t, x) + Ψ(x), whose derivative with respect to x is ∂V ∂x (t, x) = ∂S ∂x (t, x) + ∂Ψ ∂x (x), satisfies the Hamilton-Jacobi problem (11).
We denote byΛ the image ofΛ through the inverse of the extension of the canonical transformation (12). From a geometrical point of view it is easy to see that, when we can constructS(t,x) by eliminating the parameters µ as in (24) the necessary conditions for maximality given by PMP, becomes also sufficient. In such a favorable situation the Lagrangian submanifoldsΛ andΛ, being the images of the differential of the functionsS(t,x) and V (t, x), respectively, are transverse to the zero section. Therefore, each solution of (6)- (7) 
is the unique characteristic inΛ projecting on the solution x * (s) of (1) controlled by u * (·). In other words, there are no conjugate points along any characteristic γ * (·). In the general case, i.e. when the parameters µ cannot be eliminated, we can define the functionV (t, x, µ) :
If we defineH
:
thenV is a global generating function of the Lagrangian submanifoldΛ, and a solution of the geometric Cauchy problem corresponding to the Hamilton-Jacobi equation:
Λ ⊂H −1 (0).
Minimax weak solutions
This Section is devoted to use the informations coming from global generating functions which are weakly quadratic at infinity; namely, on the fibers of a vector bundle π : E −→ Q they are (any) quadratic forms out of a compact set. Here, for us, Q is the open space-time manifold ]0, T [×R n and E = Q × R k . By means of them, we construct the weak solution of Chaperon-Sikorav-Viterbo of the related Hamilton-Jacobi problem. It is well known that, as far as p-convex Hamiltonians are concerned, such a solution coincides with the viscosity solution (cf. [E] ) of the same Hamilton-Jacobi problem (see [I] ).
In the previous Sections we constructed global generating functions of the Lagrangian submanifold Λ andΛ. In the following example, we show that, even if by means of Hamiltonian isotopy we arrive to the graph of the differential of a smooth function, which obviously admits a quadratic at infinity generating function, nevertheless, the Amann-Conley-Zehnder reduction can produce quadratic forms that become degenerate at some point.
Example. Let us consider the Hamiltonian
, where (x, p) ∈ T * R ∼ = R 2 , and take π 2 ≤ T < π. The corresponding Hamiltonian system is
The solutions of (25) with boundary condition p(T ) = 0 simply are x(s) = r sin(s) and p(s) = r cos(s) with r ∈ R. Now, let us investigate the behavior of the global generating functionF defined in the previous Section. In particular, at time t = T − π 2 , according to the construction ofF , we have to find critical points (with respect to µ-variable) of
Any stationary point µ * for the mapping µ −→F (t, x; µ) is such that the curve γ * = (x * (·), p * (·)) = pr 2 •ĝ(t; x, µ * +q(t, x, µ * )) satisfies the Hamiltonian system (25) with p * (T ) = 0 and x * (t) = x (cf. Lemma 3.1 and Remark 4.1). On the other hand, if (x * (·), p * (·)) is a solution of (25), then the condition on the final momentum, p * (T ) = 0, implies that x = x * (t) = 0 (for t = T − π 2 ). Therefore, consistent conditions of system (25) So, first of all, we review below some topics from Lusternik-Schnirelman theory with suitable slight generalizations, since we need to apply the machinery to some setting weaker than the standard Palais-Smale one.
Existence of critical points
The classical theory of Morse-Lusternik-Schnirelman is a powerful tool to obtain a lower bound estimate of the set of the critical points of a function F defined on a paracompact smooth manifold X with the assumption that F ∈ C 2 (X; R) (see [Ae] ). If X is not compact we need that the function F satisfies the so-called Palais-Smale (PS) condition.
Definition 5.1 (Condition (PS)) Each sequence {x n } n∈N such that ||∇F (x n )|| → 0 and F (x n ) is bounded, admits a convergent subsequence.
We recall that by the paracompactness, using a theorem of Whitney, X is endowed of a smooth Riemannian structure, hence one can define the gradient of F : ∇F := (dF ) where dF ∈ T * X and where is the isomorphism which lifts up the indices. The original assumption given in the work of Palais and Smale, called (C) , was stated as follows (see for example [P-S] , [St] , [P 1] or [P 2]).
Definition 5.2 (Condition (C)) If S is a subset of X on which |F | is bounded but on which ||∇F || is not bounded away from zero, then there is a critical point in the closure of S.
People, usually, manage with (PS) which is slightly stronger than (C), but it is more easy to work with. In this Section we want to adapt the machinery of the theory of Morse-LusternikSchnirelman to the case in which the function F satisfies the below condition (C*) (weaker than (C) ). And, in particular, we aim at treating the case when F is defined on X = R k and it is quadratic at infinity, although not necessarily non degenerate.
Remark 5.4 If the quadratic form Q
∞ is non degenerate, we just follow the lines of the classical theory of Lusternik-Schnirelman, because in this case it is easy to see that F is (PS) . Instead, if F is (WQIF), Q ∞ could be degenerate and, hence, in general F is not (PS) and not even it satisfies (C).
Actually, both (C) functions and (WQIF) (the latter with X = R n ) satisfy a more general condition that now we introduce.
Definition 5.5 (Condition (C*)) Suppose that F ∈ C 2 (X; R) (X denotes a smooth paracompact manifold), then we say that F satisfies the condition (C*) if for every interval [a, b] of non critical values for F there exists ε > 0 such that
or, when the function F has not any regular value, if it satisfies (C) .
Actually, here we are interested only in functions F which have at least one regular value: indeed the point is to individuate the critical values of F .
Proof. (PS) =⇒ (C) . By contradiction, suppose that F is a (PS) function but (C) is not satisfied. Let S be a set such that |F (S)| is bounded and ||∇F (S)|| is not bounded away from zero, but ∇F (x) = 0 for all x ∈ S. Let {x n } be a sequence such that x n ∈ S and ||∇F (x n )|| → 0 as n → ∞. Then, by (PS) condition there exists a convergent subsequence {x nm } such that x nm →x as m → ∞, wherex ∈ S. Hence, if (C) is not satisfied,x is not a critical point, that is in contradiction with ∇F (x) = lim m→∞ ∇F (x nm ) = 0. (C) =⇒ (C*). If (C*) does not hold there exists an interval of non critical points, say [a, b] , such that if S = F −1 ([a, b] ) ∀x ∈ S ||∇F (x)|| = 0 but we can construct a sequence {x n } with lim n→∞ ∇F (x n ) = 0.
Notice that the contrary is not true: indeed it is sufficient to consider F ≡ 0 to have (C) but not (PS) and the function F :
, to obtain (C*) but not (C) .
, then it satisfies the condition (C*).
Proof. By definition, we can suppose that F (x) = x, Ax out of a compact set K, where A is a symmetric matrix and A = 0. Let [a, b] be an interval of non critical values. Since 
where λ = min j>1 {|λ j |}. On the other hand we have
where ρ(A) is the spectral radius of A: ρ(A) = max j {|λ j |}. Because of
Finally, we deduce that
Let C(F ) be the set of the critical points of the function F ∈ C 2 (X; R), and let us denote the sublevel sets as follows:
The following result allows us to compute the De Rahm relative cohomology
, which is a classical result for the (PS) functions on a paracompact X. As far as references about the cohomology groups, one can see the classical books [Bo-Tu] , [D-F-N] and [G] .
Lemma 5.8 If F ∈ C 2 (X; R) satisfies the condition (C*), it has no critical points in
Proof. Notice that, by the hypothesis on F , there exists a suitable open set V ⊂ X such that
). In fact, we can say more: there exists a closed neighborhood of C(F ), say W (for
Let us define the following vector field in V :
Moreover Y is locally Lipschitz in V (more precisely C 1 ): we just use the C 2 regularity of F and the condition (C*) satisfied by F , which guarantees us that the denominator of the right hand side of (27) is greater that ε 2 . By the Urysohn Lemma there exists a cut-off function ψ ∈ C ∞ (X; [0, 1]) such that ψ V ≡ 1 and ψ W ≡ 0, which allows us to extend smoothly Y to the whole X. The vector fieldỸ
is defined for all x ∈ X, coincides with Y in V and is zero in a suitable neighborhood of C(F ).
The flow ofỸ , φ tỸ , is well defined and complete in X on a time interval I ⊃ [0, b−a] and it realizes the diffeomorphism we are looking for. Indeed, if φ tỸ (x) ∈ V , then we get
In conclusion taking t = b − a, we obtain
which allows us to say that
, by the previous theorem, we can say that F has at least a critical point in X b \ X a , with critical value in [a, b] . If λ ∈ [a, b], we denote with i λ the inclusion
Definition 5.9 For each non zero class α ∈ H * (X b , X a ) we define
The problem to find α as above is equivalent to select
Theorem 5.10 If F ∈ C 2 (X; R) satisfies the condition (C*) and
Proof. It is immediate to see that
is a closed set. Even if the function F is not (PS) , using the previous Lemma 5.8, we can follow the lines of a standard proof, that we write here for the sake of completeness. By contradiction, we assume that there exists a class α ∈ H * (X b , X a ), α = 0 and that the value γ(α, F ) is not critical for the function F . Being C closed, we can find a suitable small ε such that the segment [γ − ε, γ + ε] does not contain any critical value of F . Hence the Lemma 5.8 implies that H * (X γ+ε , X γ−ε ) = 0. The first line of the following diagram is an exact sequence
by the injectivity of the function ι. But this is in contradiction with the definition of γ(α, F ).
Critical points of the generating functions
In this Subsection we construct a generalized solution of (23) starting from a weakly quadratic at infinity generating function (WQIGF for short), say F : Q × R k −→ R. Let us denote by Λ ⊂ T * Q the Lagrangian submanifold generated by F . We recall that, by definition of WQIGF, there exists a quadratic form Q ∞ (possibly degenerate) such that for any point q ∈ Q F (q, µ) = Q ∞ (µ) for µ out of a compact set of R k . In order to avoid any sort of useless complication in the below cohomology computations, we work here in the open space-time manifold Q =]0, T [×R n . In fact, at time t = T we do not need any selection from the global generating function, while at t = 0 we can use the same selection argument with Q = R n . For any q ∈ Q, by A = A(q) we denote the k ×k-matrix representing the quadratic form associated to F (q, ·); namely, for any q ∈ Q, we have F (q, µ) = µ, A(q)µ for µ outside of a compact set of R k . Let us consider the decomposition R k = V − (q) ⊕ V 0 (q) ⊕ V + (q), where V − (q) ∼ = R k−(q) , V 0 (q) ∼ = R k0(q) and V + (q) ∼ = R k+(q) are, respectively, the negative, null and positive eigenspace of A(q).
For each q ∈ Q, we can also define the sublevel set X λ (q) := {µ ∈ R k : F (q, µ) ≤ λ}. The topological properties of the sublevel sets X λ (q) detect the critical values of the generating function F ; these critical values allow us to define a function q → v F (q), which is our candidate to be a generalized solution of the Hamilton-Jacobi problem (23), i.e. (11) up to a trivial canonical transformation like (12). More in details, for suitable a < b (see below) such that H * (X b (q), X a (q)) = 0, we start by choosing an intrinsic class α ∈ H * (X b (q), X a (q)) with α = 0. This is the crucial step to establish the existence of critical points and to select a critical value of F by using formula (28): γ(α, F (q, ·)) := inf{λ : i λ * α = 0}. In order to simplify the notations, now, we drop q, considering q fixed once for all: so, for instance, we just write X λ and A instead of X λ (q) and A(q). For c > 0 large enough we get
where A c = µ ∈ R k : µ, Aµ ≤ c is the sublevel set of the quadratic form defined by A. Notice that A λ =Ã λ × R k0 (product of varieties), whereÃ λ is the sublevel set of the non degenerate quadratic form associated to F :
A λ := {µ ± ∈ V ± : µ ± , Aµ ± ≤ λ}, So, we apply the Künneth's formula for the product cohomology, reducing the problemProof. For any q ∈ Q \ Z A there exists a neighborhood U q0 of q 0 such that the quadratic form Q ∞ (q) associated to F is non degenerate ∀ q ∈ U q0 . Moreover, Q ∞ (q) can be represented by a constant diagonal matrix ∆(q 0 ), up to a fibered dieffeomorphism:
where i(A) is the index of the quadratic form A(q 0 ) and of A(q) ∀ q ∈ U q0 , by continuity of A(q) itself. Indeed, at any q ∈ U q0 , we can consider the stable and the unstable subspaces, E − q and E + q respectively, associated to A(q) : R k → R. We obtain two vector bundles E − and E + over U q0 , E − ⊕ E + = U q0 × R k , such that, by continuity of A(q), E − and E + are trivial on U q0 . Hence, the regularity of A(q) and the Gram-Schmidt procedure permit us to construct a regular basis of R k e 1 (q), . . . , e k (q) : U q0 −→ R k such that it is orthonormal with respect to A(q). Therefore, the fibered diffeomorphism ϕ : U q0 × R k −→ U q0 × R k we need, is defined by ϕ(q : a 1 , . . . , a k ) = (q; k j=1 a j e j (q)).
So, for |µ| big enough, we get F • ϕ(q, µ) = µ, ∆(q 0 )µ . Notice that the quadratic form associated to F • ϕ does not depends on q ∈ U q0 . Thanks to Lemma 5.13, the proof proceeds exactly as in Proposition 2 and Lemma 5 of the article of A Ottolenghi and C. Viterbo [O-V] .
