Abstract. In this paper two dimensional parabolic equation with Dirichlet type boundary condition is considered. The existence and uniqueness of solution are shown. Also we construct an iteration algorithm for the numerical solution of this problem.
Introduction
Consider the following mixed problem:
@y 2 + f (x; y; t) ; (1) (x; y; t) : = f0 < x < ; 0 < y < ; 0 < t < T g u(0; y; t) = u( ; y; t) = 0 ; t [0; T ]
u(x; 0; t) = u(x; ; t) = 0 ; t [0; T ]
u(x; y; 0) = '(x; y) ; x [0; ] (4) for a two dimensional parabolic equation with the Dirichlet type boundary condition. The function '(x; y) and f (x; y; t) are given functions on [0; ] and respectively. Denote the solution of problem (1)-(4) by u(x; y; t):
Two dimensional parabolic equation arise in many areas of science and engineering and wide scope and applications in heat conduction [5, 6, 7] .Srivastava et al [1] discuss analytical solutions of two-dimensional rectangular heat equation. The description of various numerical and other methods with useful bibliography may be found in the surveys of [8, 2, 3] .Compact di¤erence scheme for solving wave equations in two-space dimensions is discussed in [4] .
In this study we prove the existence,uniqueness of the solution and we constract an iteration algorithm for the numerical solution . We will use Fourier method for the considered problem (1)-(4) .
ANALYSIS OF TWO DIM ENSIONAL PARABOLIC EQUATION
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The paper is organized as follows. In Section 2, the existence and the uniqueness of the solution of the problem are proved by using the Fourier method and iteration method. In Section 3, stability of method for the solution is shown. In Section 4, stability of method for the solution is given. In Section 5, the numerical procedure for the solution of the problem is given.
Existence and uniqueness of the solution
The main result on the existence and uniqueness of the solution of problems (1)- (4) is presented as follows.
We have the following assumptions on the data of problems (1)- (4). C mn sin mx sin ny
' mn e (m 2 +n 2 )t sin mx sin y
where
Under the assumptions (F 1) and (F 2) ,the solution u(x; y; t) of the problems (1)- (4) is a unique solution.
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Continuous dependence upon the data
The following result on continuously dependence on the data of the solution of (1)- (4) holds. Theorem 1. = f'; f g satisfy the assumptions (F 1)-(F 2) of theorem 1 then the solution of the problem (1)- (4) depends continuously upon the data f; ':
Proof. Let = f'; f g and = '; f be two sets of the data, which satisfy the assumptions (F 1)-(F 2):
2 )t sin mx sin ny
where T > 0:
For ! then u ! u:
Fully Implicit Backward-Difference Scheme
Consider the following advection-dispersion equation with forcing function f (x; y; t) : Using …ve point di¤erence scheme and fully implicit backward-di¤erence equation, we obtain the following discrete form for (1)-(4).
and than this equation can be write . . .
and with boundary conditions u(0; y; t) = u( ; y; t) = u(x; 0; t) = u(x; ; t) = equation (7) can be written as
from superposition principle equation (7) is equivalent to the (8) equation
Computationally, the implicit method de…ned by (8) can now solved by the following iterative scheme. At time t = t n+1 :
Step 1: Solve the problem in the x direction for each …xed y j to obtain an intermediate solution u Proof. Let i be an eigenvalue of the N N matrix A, and x i the corresponding eigenvector with components 1 ; 2 ; :::; s :Then the equation
in detail, is
. . a n;1 v 1 + a n;2 v 2 + + a n;n v n = i v n Let v s be largest in modulus of v 1 ; v 2 ; :::; v n . Select the sth equation and divide by v s , giving i = a s;1 ( Proof. The proof of the Gerschgorin's theorem i = a s;1 (
j i a s;s j ja s;1 j + ja s;2 j + ::: + 0 + ::: + ja s;n j j i a s;s j P s this completes the proof.
Application of Brauer's theorem to this A matrix with a s;s = r and P s = 2r shows that its eigenvalues lie on or within the circle j j P s using Fig.1 . 1 = r( + 2) and 2 = r( + 2) and for stability j 1 j 1 and j 2 j 1:
For overall stability r 1 ( +2) :
The …nite di¤erence equations will be stable when the modulus of every eigenvalue of A 1 does not exceed one, that is when
proving that the equations are unconditionally stable as 1 for all values of r.
Numerical Examples
If we consider the advection-dispersion equation (1)- (4) 
