In many areas of science and engineering, it is desirable to estimate statistical characteristics (mean, variance, covariance, etc.) under interval uncertainty. For example, we may want to use the measured values x(t) of a pollution level in a lake at different moments of time to estimate the average pollution level; however, we do not know the exact values x(t) -e.g., if one of the measurement results is 0, this simply means that the actual (unknown) value of x(t) can be anywhere between 0 and the detection limit DL. We must therefore modify the existing statistical algorithms to process such interval data.
can solve all particular cases of the corresponding problem. In this paper, we overview practical situations in which computationally efficient algorithms exist: e.g., situations when measurements are very accurate, or when all the measurements are done with one (or few) instruments.
As a case study, we consider a practical problem from bioinformatics: to discover the genetic difference between the cancer cells and the healthy cells, we must process the measurements results and find the concentrations c and h of a given gene in cancer and in healthy cells. This is a particular case of a general situation in which, to estimate states or parameters which are not directly accessible by measurements, we must solve a system of equations in which coefficients are only known with interval uncertainty. We show that in general, this problem is NP-hard, and we describe new efficient algorithms for solving this problem in practically important situations.
Keywords: intervals and probabilities, environmental analysis, bioinformatics, privacy, statistical databases Statistical analysis is important. Many aspects of engineering and science involve statistical uncertainty. It is therefore desirable to estimate statistical characteristics such as mean, variance, covariance, etc., i.e., compute statistics 
. From the physical viewpoint, statistical analysis of the vector data is different from the statistical analysis of the scalar data. However, from the purely computational viewpoint, the problem is largely the same: e.g., for each coordinate α, the α-component E α ( H) of the average vector E( H) is equal to the arithmetic average of the corresponding components of H i . Since our objective is to help in computations, in the following text, we will limit our description to scalar values x i ∈ R.
Interval uncertainty. Traditional statistics assumes that we know the exact sample values x 1 , . . . , x n . In practice, often, we only know x i with interval uncertainty:
For example, values x i usually come from measurements, and we often only know the upper bounds ∆ i on the measurement error ∆x i def = x i − x i . So, the only information that we have about x i is that
Another source of interval uncertainty is the existence of detection limits for different sensors: if a sensor, e.g., did not detect any ozone, this means that the ozone concentration is below its detection limit DL, i.e., in the interval [0, DL].
Yet another source of interval uncertainty is discretized data: if we experiment on the fish and watch it daily, and a fish is alive on Day 5 but dead on Day 6, then all we know about its lifetime is that it is in the interval [5, 6] .
Expert estimates often come as intervals. The need to keep privacy in statistical (e.g., medical) databases also often leads to the fact that instead of recording, e.g., exact age, what we only record is the interval [40, 50] .
Summarizing, often, instead of the actual values x 1 , . . . , x n , we only know the intervals
It is desirable to find the range of such values:
Simple and hard cases.
For other statistics such as variance V (x) or covariance C(x, y), the problem is, in general, NP-hard [1, 3, 5] . In such cases, in general, we have to use approximate techniques.
Linearization and its limitations. One of the known approximate techniques is linearization, when we approximate the statistics S with the linear terms in its Taylor expansion:
For the linear function, we get the exact formula for the range:
where
However, linearization is not always acceptable. Sometimes, the intervals are wide, so that quadratic terms cannot be ignored. Sometimes -e.g., in cases of bioregulations -we want to guarantee that, e.g., the variance V (x) is below a given threshold V 0 . So, we need validated techniques.
Since we cannot provide efficient algorithms for the general case, we must find practically useful cases for which an efficient algorithm is possible.
Classes of problems for which efficient algorithms are known:
1. Narrow intervals: no two intervals x i intersect.
2. Slightly wider intervals: for some integer K, no set of K intervals has a common intersection. In these cases, we have the following complexity results [4, 6] , where Class 0 means the general case (when almost all problems are NP-hard),
, where x 0 is a given value, i.e., R(x)
Case when only d out of n data points are non-degenerate intervals.
In this case, we have the following complexity results:
Other statistics. We have mentioned that an important source of interval uncertainty is the existence of the lower detection limits for sensors: if a sensor does not detect any signal this means that the actual value of the measured quantity is below its detection limit DL, i.e., in the interval [0, DL].
Another practically important source of uncertainty is the fact that many sensors also have saturation values x max : if the sensor registers the value x i = x max , then the only information that we know about the true value x is that x ≥ x max , i.e., that x ∈ [x max , ∞). If one of the measurements x i is equal to the saturation value, then, e.g., the arithmetic average E(x) = 1 n · (x 1 + . . . + x n ) of the actual values x i can be arbitrarily large.
For such situations, we need to use different methods for estimating the expected value (mean) E{x} of a random variable from the sample x 1 , . . . , x n . One such method is a median. Median is a particular case of an important class of statistical L-estimates: we order the values x i into a (non-strictly) increasing sequence x (1) ≤ x (2) ≤ . . . ≤ x (n) , and then estimate E{x} as
Alternative methods for estimating E{x} are also useful in other practical situations -e.g., if, in addition to measurement results, the values x i contain erroneously recorded values. Other widely used alternative methods for estimating E{x} include [7, 8] :
• weighted mean that is defined by the condition
for some function ψ(x); average is a particular case of an M-estimate, corresponding to ψ(x) = x 2 .
They are all monotonic functions of x i , so their ranges can be computed in time O(n).
Case study: bioinformatics. In cancer research, it is important to find out the genetic difference between the cancer cells and the healthy cells. In the ideal world, we should be able to have a sample of cancer cells, and a sample of healthy cells, and thus directly measure the concentrations c and h of a given gene in cancer and in healthy cells. In reality, it is very difficult to separate the cells, so we have to deal with samples that contain both cancer and normal cells. Let y i denote the result of measuring the concentration of the gene in i-th sample, and let x i denote the percentage of cancer cells in i-th sample. Then, we should have 
Comment. Our motivation for solving this problem comes from bioinformatics, but similar problems appear in various practical situations where measurements with uncertainties are available and statistical data is to be processed. Linear approximation. Let x i = (x i +x i )/2 be the midpoint of i-th intervals, and let ∆ i = (x i − x i )/2 be its half-width. For a, we have
We can use the formula E(y) = a · E(x) + h to simplify this expression, resulting
Prior estimation of the resulting accuracy. The above formulas provide us with the accuracy after the data has been processed. It is often desirable to have an estimate prior to measurements, to make sure that we will get c and h with desired accuracy. The difference ∆y i is a measurement error, so it is normally distributed with 0 mean and standard deviation σ(y) corresponding to the accuracy of measuring y i . The difference ∆x i is distributed with 0 mean and standard deviation V (x). For estimation purposes, it is reasonable to assume that the values ∆x i are also normally distributed. It is also reasonable to assume that the errors in x i and y i are uncorrelated, so the linear combination ∆y i − a · ∆x i is also normally distributed, with 0 mean and variance σ
. It is also reasonable to assume that all the values ∆ i are approximately the same:
For normal distribution ξ with 0 mean and standard deviation σ, the mean value of |ξ| is equal to 2/π · σ. Thus, the absolute value |∆y i − a · ∆x i | of the above combination has a mean value 2/π · σ 2 y + a 2 · V (x). Hence, the expected value of ∆ a is equal to
Since measurements are usually more accurate than expert estimates, we have σ
In general, finding the exact range is NP-hard. Let us show that in general, finding the exact range for the ratio C(x, y)/V (x) is an NP-hard problem.
The proof is similar to the proof that computing the range for the variance is NP-hard [1, 3, 5] : namely, we reduce a partition problem (known to be NPhard) to our problem. In the partition problem, we are given m positive integers s 1 , . . . , s m , and we must check whether there exist values ε i ∈ {−1, 1} for which m i=1 ε i · s i = 0. We will reduce this problem to the following problem: n = m + 2,
and x m+2 = −1. In this case, E(y) = 0, so C(x, y) =
. Therefore, C(x, y)/V (x) → min if and only if
Here,
Since What can we do? One possibility is to use known algorithms to find the ranges for C(x, y) and for V (x), and then use the division operation from interval arithmetic to get the interval that is guaranteed to contain C(x, y)/V (x).
