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Abstract
In this paper, we consider the set-valued vector optimization problems with constraint in locally
convex spaces. We present the necessary and sufficient conditions for Henig efficient solution pair,
globally proper efficient solution pair and super efficient solution pair without the ordering cones
having the nonempty interior.
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1. Introduction
Many authors have studied the set-valued vector optimization problems with constraints
and gave the optimality condition, see [7,8,10,11,18,19,21–24,26–29]. In all these refer-
ences, the authors concentrated mainly on weakly efficiency, and the constraint cone need
to have a nonempty interior. Gong et al. [11] gave the optimality condition for proper effi-
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the constraint cone has a nonempty interior.
However, in many cases, the ordering cone has an empty interior, and hence the Slater’s
condition fails to hold. For example, for each 1 < p < +∞, the normed space lp and par-
tially ordered by the positive cone, is an important space in applications, the positive cone
has an empty interior. Thus, to study the vector optimization problem under the condition
that ordering cone has an empty interior has become an important topic.
Borwein and Lewis [2,3] have defined the quasi relative interior of a convex subset D
of a topological vector space X to be
qri(D) = {x ∈ D: cl cone(D − x) is a subspace}.
By using this notion, Borwein and Lewis [2–5], Gowda and Teboulle [13], Jeyakumar and
Wolkowicz [17], and Limber and Goodrich [20] studied the scalar optimization problem
with constraint qualification.
Limber and Goodrich [20] denoted the quasi interior of a convex subset D by
qi(D) = {x ∈ D: cl cone(D − x) = Z}.
If D is a positive cone of lp or Lp(Ω) (1 < p < +∞), we know intD = ∅. However
qi(D) = ∅ (see [20]). We also know that, if K is a convex cone and intK = ∅, then
intK = qi(K)
(see [20]).
De Araujo and Monteiro [1] have proved the existence of Lagrange multiplier in a scalar
convex programming by means of the primal function V (z) under the constraint cone has
nonempty quasi interior. However, in the topological vector space partially ordered by a
pointed convex cone, the corresponding vector-valued map V (z) may be vacuous without
the continuity of the function and the compactness of the set.
In this paper, we give a new method to get the optimality conditions for Henig efficient
solution pair, globally efficient solution pair and super efficient solution pair. We will see
that the conditions are not only sufficient but also are necessary. In our work, the ordering
cones need not to have a nonempty interior.
The paper is organized as follows. In Section 2, we review some concepts, and discuss
the relationship among the C∗, C#, C∆(B), and intC∗, we give the scalarization results
to the Henig efficient points set and globally efficient points set, the scalarization results
will be used in Section 3. In Section 3, we present the optimality conditions for Henig
and globally efficient solution pair of set-valued vector optimization problem with weaker
constraint qualification.
2. Preliminaries and definitions
Throughout this paper, let X be a vector space, Y be a locally convex space, and let the
topological dual space of Y be denoted by Y ∗. Let C be a pointed convex cone in Y . The
dual cone of C is defined as{ }C∗ = f ∈ Y ∗: f (y) 0, for all y ∈ C .
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C# = {f ∈ C∗: f (y) > 0, for all y ∈ C \ {0}}.
Denote the cone hull of D by
cone(D) = {td: t  0, d ∈ D}.
Denote the closure of D by cl(D) and the interior of D by int(D).
A nonempty convex subset B of the convex cone C is called a base of C, if C = cone(B)
and 0 /∈ cl(B). It is easy to know that C# = ∅ if and only if C has a base.
Let B be a base of C. Set
C∆(B) = {f ∈ C#: there exists t > 0 such that f (b) t, for all b ∈ B}.
By separation theorem of the convex sets (see [15]), we know C∆(B) = ∅. The notion
C∆(B) was introduced by Zheng in [30].
It is clear that C∆(B)∪{0} is a pointed convex cone, and C∗ +C∆(B) ⊂ C∆(B) ⊂ C#.
C∆(B) is smaller than C#. For example, let
Y = l2 =
{
x: x = {ξ1, ξ2, . . . , ξn, . . .},
∞∑
n=1
|ξn|2 < +∞
}
,
‖x‖ =
( ∞∑
n=1
ξ2n
)1/2
, for all x ∈ l2,
C = {x ∈ l2: x = {ξ1, ξ2, . . . , ξn, . . .}, ξn  0, n = 1,2, . . .}.
Let
f (x) =
∞∑
n=1
ξn
n
, x = {ξ1, ξ2, . . . , ξn, . . .} ∈ l2.
We know f ∈ C#. Let
B = {x ∈ C: f (x) = 1}.
Then B is a base of C. Let
f0(x) =
∞∑
n=1
ξn
n2
, x = {ξ1, ξ2, . . . , ξn, . . .} ∈ l2.
We know f0(x) ∈ C#. Pick
xn = {0, . . . , 0, n,0︸ ︷︷ ︸
nth posotion
, . . .} ∈ B, for all n ∈ N .
Then,
f0(xn) = 1
n
→ 0 (n → +∞).
It is clear that f0 /∈ C∆(B).
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is 0 = ϕ ∈ Y ∗, such that
r = inf{ϕ(b): b ∈ B}> ϕ(0) = 0.
Let
VB =
{
y ∈ Y : ∣∣ϕ(y)∣∣< r
2
}
.
Then VB is an open convex circled neighborhood of zero in Y . The notion VB will be used
throughout this paper.
It is clear that
inf
{
ϕ(y): y ∈ B + VB
}
 r/2.
It is easy to see that for each convex neighborhood U of zero with U ⊂ VB , B + U is a
convex set and 0 /∈ cl(B + U), and therefore CU(B) := cone(U + B) is a pointed convex
cone, and C \ {0} ⊂ intCU(B).
The following results have been proved in [11,30] in normed space. Now we generalized
the results to locally convex space.
Proposition 2.1. Assume that pointed convex cone C has a base B .
(i) For any open convex circled neighborhood U of zero with U ⊂ VB , we have(
CU(B)
)∗ \ {0} ⊂ C∆(B).
(ii) For any f ∈ C∆(B), there exists an open convex circled neighborhood U of zero with
U ⊂ VB such that f ∈ (CU(B))∗ \ {0}.
(iii) If closed convex cone C has a bounded closed base B , then intC∗ = C∆(B), where
intC∗ is the interior of C∗ in Y ∗ with respect to β(Y ∗, Y ).
Proof. (i) For any open convex circled neighborhood U of zero with U ⊂ VB , and for any
f ∈ (CU(B))∗ \ {0}, we have
f (y) > 0, for all y ∈ intCU(B).
Since C \ {0} ⊂ intCU(B),
f (b) > 0, for all b ∈ B.
Let η = inf{f (b): b ∈ B}. Suppose that η 0, then there exists bn ∈ B with
f (bn) <
1
n
, for each n ∈ N .
Fixed u ∈ U with f (u) > 0, then
f (bn − u) = f (bn)− f (u) < 1
n
− f (u) < 0, for sufficiently large n ∈ N .
It follows from f ∈ (CU(B))∗ \ {0} and bn − u ∈ B +U ⊂ CU(B) that f (bn − u) 0.
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CU(B)
)∗ \ {0} ⊂ C∆(B).
(ii) Let f ∈ C∆(B). By definition,
η = inf{f (b): b ∈ B}> 0.
So f = 0. Since f is continuous at zero, there exists an open convex circled U ⊂ VB
such that∣∣f (y)∣∣< η
2
, for any y ∈ U .
So, for any y ∈ U +B , there exist u ∈ U and b ∈ B , such that y = u+ b. Thus we have
f (y) = f (b)+ f (u) η − η
2
> 0.
This implies that f ∈ (CU(B))∗ \ {0}.
(iii) Let f ∈ intC∗. We show that
inf
{
f (b): b ∈ B}> 0.
If inf{f (b): b ∈ B} = 0, then there exists a sequence {bn} ⊂ B , such that limn→∞ f (bn)
= 0. By f ∈ intC∗, there exists a circled neighborhood U∗ of zero in Y ∗ with respect to
β(Y ∗, Y ), such that
f +U∗ ⊂ C∗.
Thus
(f − ϕ)(bn) 0, for all ϕ ∈ U∗.
We have
f (bn)
∣∣ϕ(bn)∣∣, for all ϕ ∈ U∗.
Thus
lim
n→∞ϕ(bn) = 0, for each ϕ ∈ U
∗
.
It follows that {bn} is weakly convergent to zero. Since B is a closed convex set, B is
weakly closed set, therefore 0 ∈ w-cl(B) = B , which contradicts to the fact 0 /∈ cl(B) = B .
Thus
inf
{
f (b): b ∈ B}> 0.
It means that
f ∈ C∆(B).
Now let f ∈ C∆(B). Then
inf
{
f (b): b ∈ B}= t > 0.
Since B is bounded, let{∣ ∣ }
P(ϕ) = sup ∣ϕ(b)∣: b ∈ B , ϕ ∈ Y ∗.
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U∗ε =
{
ϕ ∈ Y ∗: P(ϕ) < ε}
is a neighborhood of zero with respect to β(Y ∗, Y ) (see [25]). For any ϕ ∈ U∗t/2, we have
(f + ϕ)(b) = f (b)+ ϕ(b) t − sup{∣∣ϕ(b)∣∣: b ∈ B}
 t − P(ϕ) t − t/2 = t/2 > 0, for all b ∈ B.
Thus
f + ϕ ∈ C∗.
That is f +U∗t/2 ⊂ C∗. Thus f ∈ intC∗. 
Remark 2.1. If closed convex cone C has a bounded base, by Corollaries 3.8.5 and 3.1.2
of [16], C has a closed bounded base.
Definition 2.1. Let D be a nonempty subset of Y , and let C be a pointed convex cone in Y .
(i) Let B be a base of C. y0 ∈ D is said to be a Henig efficient point of D, written as
y0 ∈ HE(D,B), if there exists some open convex circled neighborhood U of zero in Y
with U ⊂ VB such that
(D − y0)∩
(− intCU(B))= ∅.
(ii) y0 ∈ D is said to be a globally efficient point of D, written as y0 ∈ GE(D,C), if there
exists a pointed convex cone H ⊂ Y with C \ {0} ⊂ intH such that
(D − y0)∩ (−H) = {0}.
(iii) Let f ∈ C∗ \ {0}. y0 ∈ D is said to be an f-efficient point of D, written as y0 ∈
f -E(D,C), if
f (y) f (y0), for all y ∈ D.
The concept of Henig efficiency and globally efficiency are important for vector opti-
mization problem. Henig [14] has given the following result:
Let C be a closed convex pointed cone in Rn, D be a subset of Rn. If 0 ∈ A ⊂ C and
D +A is closed and convex in Rn, then GE(D,C) =⋃f∈C# f -E(D,C).
Zheng [31] has given a scalarization result for generalized Henig proper efficient points
set under the condition that D is a convex set.
Under the condition that cone C has a bounded base and the set D is a convex set. Fu [9]
has given a scalar representation for Henig efficient points set.
By using the notion C∆(B), Gong [12] has given scalarization result for Henig efficient
points set for vector equilibrium problem in normed space.
Now we give a new scalarization result. It will be used in Section 3.
Theorem 2.1. Let Y be a locally convex space, let C ⊂ Y be a pointed convex cone with a
base B , let D be a nonempty C-convex subset of Y (i.e., D +C is convex). Then
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(ii) GE(D,C) =⋃f∈C# f -E(D,C).
Proof. Let y0 ∈ ⋃f∈C∆(B) f -E(D,C). Then there exists f ∈ C∆(B) such that y0 ∈
f -E(D,C), that is
f (y) f (y0), for all y ∈ D. (1)
Since f ∈ C∆(B), there exists t > 0 such that
f (b) t, for all b ∈ B.
Set
V = {y ∈ Y : f (y) < t}.
Then V is a neighborhood of zero. Since f is continuous at zero, there exists an open
convex circled neighborhood U of zero such that U ⊂ V ∩ VB , we have
U −B ⊂ {y ∈ Y : f (y) < 0}. (2)
Then
(D − y0)∩
(− intCU(B))= ∅.
Indeed, if there exists
y ∈ (D − y0)∩
(− intCU(B))= (D − y0)∩ (− int cone(U +B))
= (D − y0)∩
(
int cone(U −B)).
Then y = 0, because CU(B) is a pointed convex cone. We have y + y0 ∈ D and y =
λ(u− b), where u ∈ U , b ∈ B , λ > 0. By (1),
f (y + y0) f (y0),
that is
f (y) 0.
But by (2),
f (y) = λf (u− b) < 0.
This is a contradiction. Thus, by the definition, we have y0 ∈ HE(D,B).
Now let y0 ∈ HE(D,B). By the definition, there exists an open convex circled neigh-
borhood U of zero with U ⊂ VB such that
(D − y0)∩
(− intCU(B))= ∅.
It is clear that
(D +C − y0)∩
(− intCU(B))= ∅,
since CU(B) is a pointed convex cone with C \ {0} ⊂ CU(B). By assumption, D + C is
a convex set. Applying the separation theorem of convex sets, we can get an f ∈ Y ∗ \ {0}
such thatf (y + c − y0) > f (y′), for all y ∈ D, c ∈ C, and y′ ∈ − intCU(B).
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f (y) f (y0), for all y ∈ D, (3)
and
f ∈ (CU(B))∗ \ {0}.
By Proposition 2.1, we have f ∈ C∆(B), combining with (3), we have
y0 ∈ f -E(D,C) ⊂
⋃
f∈C∆(B)
f -E(D,C) .
(ii) Let y0 ∈⋃f∈C# f -E(D,C). Then there is f ∈ C# such that
y0 ∈ f -E(D,C) .
That is
f (y0) f (y), for all y ∈ D. (4)
Set
B◦ = {y ∈ C: f (y) = 1}
and
U = {y ∈ Y : ∣∣f (y)∣∣< 1/2}.
We have
B◦ +U ⊂ {y ∈ Y : f (y) 1/2}.
B◦ +U is a convex set and 0 /∈ cl(B◦ +U). Set
CU(B
◦) = cone(B◦ +U).
It is clear that CU(B◦) is a pointed convex cone and
C \ {0} ⊂ intCU(B◦).
From (4), we have
(D − y0)∩
(−CU(B◦))= {0}.
Hence y0 ∈ GE(D,C). That is⋃
f∈C#
f -E(D,C) ⊂ GE(D,C).
Now let y0 ∈ GE(D,C). By the definition, there exists a pointed convex cone H ⊂ Y
with C \ {0} ⊂ intH such that
(D − y0)∩ (−H) = {0}.
We have(D +C − y0)∩ (−H) = {0},
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(D +C − y0)∩ (− intH) = ∅,
since H is pointed. Noting that D + C is a convex set, we can use the separation theorem
of convex sets to get an f ∈ Y ∗ \ {0} such that
inf
{
f (y + c − y0): y ∈ D, c ∈ C
}
 sup
{
f (−h): h ∈ intH}.
We obtain that
f (y0) f (y), for all y ∈ D, (5)
and
f ∈ H ∗.
For any c ∈ C \ {0}, since C \ {0} ⊂ intH , there exists a circled neighborhood U of zero
such that
c +U ⊂ H.
Since f = 0, there exists −u ∈ U such that f (u) > 0. Thus
f (c − u) 0,
because of f ∈ H ∗. Hence
f (c) f (u) > 0.
By the arbitrariness of c ∈ C \ {0}, we have f ∈ C#. Together with (5), we conclude that
y0 ∈ f -E(D,C) ⊂
⋃
f∈C#
f -E(D,C) .
Thus
GE(D,C) ⊂
⋃
f∈C#
f -E(D,C) . 
Suppose that D is a convex set in Z. The point z¯ ∈ D is said to be a support point of D,
if there exists z∗ ∈ Z∗ \ {0}, such that
z∗(z¯) z∗(z), for all z ∈ D.
The point z ∈ D that is not a support point of D is called a nonsupport point of D. We
denote by N(D) the set of nonsupport points of D.
Limber and Goodrich [20] have proved the following result: If D is a convex set with
nonempty quasi interior in the linear normed space Z, then
qi(D) = {z ∈ D: cl cone(D − z) = Z}= N(D).
If K is a convex cone, then z0 ∈ qi(K) if and only ifz∗(z0) > 0, for all z∗ ∈ Z∗ \ {0}.
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of a nonempty convex set D in the locally convex space Z by
qi(D) = {z ∈ D: cl cone(D − z) = Z}.
We have the following propositions.
Proposition 2.2. Let D be a nonempty convex set in the locally convex space Z. If qi(D)
= ∅, then qi(D) = N(D).
Proof. By the definition, we need to show
N(D) = {z ∈ D: cl cone(D − z) = Z}.
First, we show that
N(D) ⊂ {z ∈ D: cl cone(D − z) = Z}.
Let z0 ∈ D. If z0 /∈ {z ∈ D: cl cone(D − z) = Z}, then cl cone(D − z0) = Z. Therefore,
there exists z¯ ∈ Z,
z¯ /∈ cl cone(D − z0).
Since cl cone(D − z0) is a closed convex set. By the separation theorem of convex sets,
there exist z∗ ∈ Z∗ \ {0} and r ∈ R such that
z∗(z¯) < r  z∗(z), for all z ∈ cl cone(D − z0).
We have
0 z∗(z), for all z ∈ D − z0,
which implies that
z∗(z0) z∗(z), for all z ∈ D.
Hence z0 is a support point of D. Thus z0 /∈ N(D).
Now we show that
N(D) ⊃ {z ∈ D: cl cone(D − z) = Z}.
Let z0 ∈ {z ∈ D: cl cone(D − z) = Z}. If z0 /∈ N(D), then z0 is a support point of D. By
the definition, there exists z∗ ∈ Z∗ with z∗ = 0 such that
z∗(z0) z∗(z), for all z ∈ D.
Hence
z∗(z − z0) 0, for all z ∈ D.
This implies that
z∗(z) 0, for all z ∈ cl cone(D − z0).
Since z0 ∈ {z ∈ D: cl cone(D − z) = Z}, cl cone(D − z0) = Z.∗ ∗We get z = 0. This contradicts that z = 0. Hence z0 ∈ N(D). 
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Then z0 ∈ qi(K) if and only if
z∗(z0) > 0, for all z∗ ∈ K∗ \ {0}.
Proof. Let z0 ∈ qi(K). Then z0 ∈ K and cl cone(K − z0) = Z.
If there exists z∗ ∈ K∗ \ {0} such that
z∗(z0) 0.
Then by z0 ∈ K and z∗ ∈ K∗, z∗(z0) 0. Therefore z∗(z0) = 0. So, we have
z∗(z) 0, for all z ∈ Z,
hence, z∗ = 0. This contradicts to z∗ = 0. Thus
z∗(z0) > 0, for all z∗ ∈ K∗ \ {0}.
Conversely, we assume that z0 ∈ K , and
z∗(z0) > 0, for all z∗ ∈ K∗ \ {0}.
We assert that z0 ∈ qi(K). If it is not true, then
cl cone(K − z0) = Z.
Then there exists z¯ ∈ Z such that
z¯ /∈ cl cone(K − z0).
By the separation theorem of convex sets, there exists z∗ ∈ Z∗ \ {0} and r ∈ R such that
z∗(z¯) < r  z∗(z), for all z ∈ cl cone(K − z0).
It follows that
0 z∗(z − z0), for all z ∈ K .
This is
z∗(z0) z∗(z), for all z ∈ K,
which implies that
z∗ ∈ K∗.
Pick 0 ∈ K , we get that z∗(z0) 0. This contradicts the assumption, thus
z0 ∈ qi(K). 
3. Optimality condition
In this section, we give the optimality condition for the Henig and globally efficient
solution pair for set-valued vector optimization problem with constraint. We do not need
the condition that constraint cone has nonempty interior.
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maps with F(x) = ∅ and G(x) = ∅ for all x ∈ X0. We define the constraint set
A = {x ∈ X0: G(x)∩K = ∅},
and consider the following set-valued vector optimization problem:
V − Min
x∈A F(x). (SVOP)
We denote
F(A) =
⋃
x∈A
F(x).
Definition 3.1. Let x0 ∈ A, y0 ∈ F(x0).
(i) Let C ⊂ Y be a pointed convex cone with a base B . (x0, y0) is called a Henig efficient
solution pair of (SVOP), if there exists an open convex circled neighborhood U of
zero with U ⊂ VB such that(
F(A)− y0
)∩ (− intCU(B))= ∅.
(ii) (x0, y0) is called a globally proper efficient solution pair of (SVOP), if there exists a
pointed convex cone H ⊂ Y with C \ {0} ⊂ intH such that(
F(A)− y0
)∩ (−H) = {0}.
(iii) (x0, y0) is called super efficient solution pair of (SVOP), if for each neighborhood V
of zero, there exists a neighborhood U of zero such that
cone
(
F(A)− y0
)∩ (U −C) ⊂ V.
The set-valued map F :X0 → 2Y is said to be C-convex on X0, if for any x1, x2 ∈ X0
and t ∈ [0,1],
tF (x1)+ (1 − t)F (x2) ⊂ F
(
tx1 + (1 − t)x2
)+C.
The set-valued map G :X0 → 2Z is said to be K-concave on X0, if for any x1, x2 ∈ X0
and t ∈ [0,1],
tG(x1)+ (1 − t)G(x2) ⊂ G
(
tx1 + (1 − t)x2
)−K.
We make an assumption:
(A) Let C be a pointed convex cone in Y , and let K be a pointed convex cone in Z.
Let F :X0 → 2Y be C-convex. G :X0 → 2Z be K-concave. Suppose that there exists
x¯ ∈ X0 such that G(x¯)∩ qi(K) = ∅.
In the following, the notion f (F (x))  f (y0) means that f (y)  f (y0) for all y ∈
F(x).
Theorem 3.1. Let assumption (A) be satisfied, and let C has a base B . Suppose that the
following two conditions are satisfied:
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(b) There exists an open convex neighborhood V of zero with V ⊂ VB satisfying the fol-
lowing condition:
(B) There exists v ∈ Z and an open convex neighborhood U of zero such that for all
x ∈ X0, if y0 − y ∈ intCV (B) and z− t (v − u) ∈ K for some y ∈ F(x), z ∈ G(x)
and t > 0, then u /∈ U .
Then
(c) There exist f ∈ C∆(B), g ∈ −K∗ and z0 ∈ G(x0)∩K , such that g(z0) = 0 and
f
(
F(x)
)+ g(G(x)) f (y0)+ g(z0), for all x ∈ X0.
Conversely, suppose that there exist x0 ∈ A, y0 ∈ F(x0) such that the condition (c) is
satisfied, then the conclusions (a) and (b) hold.
Proof. Assume that conditions (a) and (b) are satisfied. Define the following two sets in
Y ×Z:
E1 =
{
(y, z) ∈ Y ×Z: there exists x ∈ X0 such that y − y′ ∈ CV (B), z′ − z ∈ K ,
for some y′ ∈ F(x), z′ ∈ G(x)}
and
E2 =
{(
y0 − tc, t (v − u)
) ∈ Y ×Z: t > 0, u ∈ U, c ∈ intCV (B)}.
By the C-convexity of F and the K-concaveness of G, E1 and E2 are nonempty convex
sets, and E2 is an open set. We claim that E1 ∩E2 = ∅. If not, then there exists (y, z) ∈ E1
and (y0 − tc, t (v − u)) ∈ E2 such that
(y, z) = (y0 − tc, t (v − u)),
where t > 0, u ∈ U , and c ∈ intCV (B). We have
y = y0 − tc, z = t (v − u).
Since (y, z) ∈ E1, there exists x ∈ X0 such that y0 − tc − y′ ∈ CV (B), z′ − t (v − u) ∈ K ,
for some y′ ∈ F(x), z′ ∈ G(x) and t > 0. Thus
y0 − y′ ∈ intCV (B)
and
z′ − t (v − u) ∈ K.
By condition (b), u /∈ U . This contradicts the choosing of u as above. Thus E1 ∩ E2 = ∅.
By the separation theorem of convex sets, there exists (f, g) ∈ Y ∗ ×Z∗ \ {(0,0)} such that
f (y)+ g(z) > f (y0 − tc)+ g
(
t (v − u))
for all (y, z) ∈ E1, (y0 − tc, t (v − u)) ∈ E2.
Letting t → 0, we obtainf (y)+ g(z) f (y0), for all (y, z) ∈ E1. (6)
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f
(
F(x)
)+ g(G(x)) f (y0), for all x ∈ X0. (7)
We claim that f ∈ (CV (B))∗. If not, there exists c ∈ CV (B) \ {0} such that f (c) < 0, and
therefore f (tc) < 0 for any t > 0. Now pick (y, z) ∈ E1, it is clear that (y + tc, z) ∈ E1
for any t > 0. By (6),
tf (c) f (y0)− f (y)− g(z).
Letting t → +∞, we get a contradiction. Thus f ∈ (CV (B))∗. We also have f = 0. In fact,
if f = 0, from (6) we get
g(z) 0, for all (y, z) ∈ E1. (8)
By assumption (A), there exists z′ ∈ G(x¯)∩ qi(K). We have
z′ ∈ K
and
z′ − (z′ − z) = z ∈ K, for any z ∈ K .
Pick y′ ∈ F(x¯), noting that x¯ ∈ X0, we have
(y′, z′ − z) ∈ E1.
It follows from (8) that
g(z′ − z) 0, for any z ∈ K .
That is
−g(z′)−g(z), for any z ∈ K .
By Proposition 2.2, qi(K) = N(K). Hence z′ ∈ N(K). We have −g = 0. This contradicts
that (0,0) = (f, g). Hence f ∈ (CV (B))∗ \ {0}.
Pick (y, z) ∈ E1. Then there exists x ∈ X0 such that y − y′ ∈ C, z′ − z ∈ K , for some
y′ ∈ F(x), z′ ∈ G(x).
It is obvious that
(y, z − k) ∈ E1, for all k ∈ K .
From (6), we obtain
f (y)+ g(z)− g(k) f (y0), for all k ∈ K .
It implies that g ∈ −K∗.
Since (x0, y0) is a Henig efficient solution pair of (SVOP), x0 ∈ A. By the definition,
there exists z0 ∈ G(x0)∩K . It is clear that (y0, z0 − z0/2) ∈ E1. From (6), we get
f (y0)+ g(z0)− 12g(z0) f (y0).
Therefore, we have g(z0) 0. On the other hand, g(z0) 0 because g ∈ −K∗ and z0 ∈ K .
Thusg(z0) = 0.
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Therefore, we have proved that there exist f ∈ C∆(B), g ∈ −K∗, and z0 ∈ G(x0)∩K ,
such that g(z0) = 0 and
f
(
F(x)
)+ g(G(x)) f (y0)+ g(z0), for all x ∈ X0.
Conversely, suppose that there exist x0 ∈ A,y0 ∈ F(x0) such that the condition (c) is satis-
fied, we will show that the conclusions (a) and (b) hold.
By assumption, there exist x0 ∈ A, y0 ∈ F(x0), f ∈ C∆(B), g ∈ −K∗, and z0 ∈
G(x0)∩K , such that g(z0) = 0 and
f
(
F(x)
)+ g(G(x)) f (y0)+ g(z0), for all x ∈ X0.
Since f ∈ C∆(B) and by Proposition 2.1(ii), there exists an open convex circled neighbor-
hood V1 of zero with V1 ⊂ VB such that
f ∈ (CV1(B))∗ \ {0}. (9)
We claim that(
F(A)− y0
)∩ (− intCV1(B))= ∅. (10)
If not, then there exists
y ∈ (F(A)− y0)∩ (− intCV1(B)).
We get
y + y0 ∈ F(A) and y ∈ − intCV1(B).
Hence there is x ∈ A with y + y0 ∈ F(x). Put y + y0 = y′, then
y′ ∈ F(x) and y′ − y0 ∈ − intCV1(B).
Since f ∈ (CV1(B))∗ \ {0}, we obtain
f (y0) > f (y
′).
Notice x ∈ A = {x ∈ X0: G(x) ∩ K = ∅}, we can choose z′ ∈ G(x) ∩ K and we have
g(z′) 0 because of g ∈ −K∗. Thus we get
f (y′)+ g(z′) < f (y0)+ g(z0).
This contradicts our assumption. Therefore (10) holds. It means that (x0, y0) is a Henig
efficient solution pair of (SVOP).
Now we show that the conclusion (b) holds.
If g = 0 in the condition (c), then we have
f
(
F(x)
)
 f (y0), for all x ∈ X0.
Moreover, we have( )
f F(X0)+C  f (y0).
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by Theorem 2.1(i), y0 ∈ HE(F (X0),B). Hence there exists an open convex circled neigh-
borhood V of zero in Y with V ⊂ VB ∩ V1 such that(
F(X0)− y0
)∩ (− intCV (B))= ∅, (11)
where V1 is in (9).
From (11), we know that there is no x ∈ X0 and y ∈ F(x) such that
y0 − y ∈ intCV (B).
Thus, for this V , the condition (B) be satisfied. If g = 0 in condition (c), then there
exists v ∈ Z such that g(v) < 0. Define
U = {u ∈ Z: g(v)− g(u) < 0}.
It is clear that U is an open convex neighborhood of zero in Z. For x ∈ X0, if
y0 − y ∈ intCV (B) and z − t (v − u) ∈ K (12)
for some y ∈ F(x), z ∈ G(x), t > 0, where V is in (11). Then
g(z)− tg(v − u) = g(z − t (v − u)) 0,
because of g ∈ −K∗. We have
g(z) tg(v − u). (13)
If u ∈ U , which together with (13) implies
g(z) < 0. (14)
Since V ⊂ VB ∩ V1,CV (B) ⊂ CV1(B), and hence(
CV1(B)
)∗ \ {0} ⊂ (CV (B))∗ \ {0}.
These together with (9), get that f ∈ (CV (B))∗ \ {0}. Hence by (12),
f (y0) > f (y). (15)
It follows from (14), (15), and g(z0) = 0 that
f (y0)+ g(z0) > f (y)+ g(z),
for some x ∈ X0 and y ∈ F(x), z ∈ G(x). This is a contradiction to the condition (c). Hence
u /∈ U .
We have proved that there exists an open convex neighborhood V of zero with V ⊂ VB
satisfying the condition (B). Thus the proof is completed. 
By Proposition 3.5 of [6], if the closed convex pointed cone has a bounded base, then
(x0, y0) is a Henig efficient solution pair of (SVOP) if and only if (x0, y0) is a super efficient
solution pair of (SVOP). This together with Proposition 2.1(iii) we can get the following
corollary.
Corollary 3.1. Let assumption (A) be satisfied, and let closed convex cone C have a closed
bounded B . Suppose that the following two conditions are satisfied:
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(b) There exists an open convex neighborhood V of zero with V ⊂ VB satisfying the fol-
lowing condition:
(B) There exist v ∈ Z and an open convex neighborhood U of zero such that for all
x ∈ X0, if y0 − y ∈ intCV (B) and z− t (v − u) ∈ K for some y ∈ F(x), z ∈ G(x)
and t > 0, then u /∈ U .
Then
(c) There exist f ∈ intC∗, and g ∈ −K∗, z0 ∈ G(x0)∩K , such that g(z0) = 0 and
f
(
F(x)
)+ g(G(x)) f (y0)+ g(z0), for all x ∈ X0.
Conversely, suppose that there exist x0 ∈ A,y0 ∈ F(x0) such that the condition (c) is
satisfied, then the conclusions (a) and (b) hold.
Theorem 3.2. Let assumption (A) be satisfied. Suppose that the following two conditions
are satisfied:
(a) (x0, y0) is a globally efficient solution pair of (SVOP).
(b) There exists a point convex cone H with C \ {0} ⊂ intH satisfying the following
condition:
(B) There exist v ∈ Z and an open convex neighborhood U of zero such that for all
x ∈ X0, if y0 − y ∈ intH and z − t (v − u) ∈ K for some y ∈ F(x), z ∈ G(x),
t > 0, then u /∈ U .
Then,
(c) There exist f ∈ C#, and g ∈ −K∗, z0 ∈ G(x0)∩K , such that g(z0) = 0 and
f
(
F(x)
)+ g(G(x)) f (y0)+ g(z0), for all x ∈ X0.
Conversely, suppose that there exist x0 ∈ A,y0 ∈ F(x0) such that the condition (c) is
satisfied, then the conclusions (a) and (b) hold.
Proof. Assume that conditions (a) and (b) are satisfied. Define the following two sets in
Y ×Z:
E1 =
{
(y, z) ∈ Y ×Z: there exists x ∈ X0 such that y − y′ ∈ H , z′ − z ∈ K ,
for some y′ ∈ F(x), z′ ∈ G(x)}
and
E2 =
{(
y0 − tc, t (v − u)
) ∈ Y ×Z: t > 0, u ∈ U, c ∈ intH}.
Similar to the proof of Theorem 3.1, we can see conclusion (c) holds.
Conversely, suppose that there exist x0 ∈ A, y0 ∈ F(x0) such that the condition (c) issatisfied, we will show that the conclusions (a) and (b) hold.
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such that g(z0) = 0 and
f
(
F(x)
)+ g(G(x)) f (y0)+ g(z0), for all x ∈ X0. (16)
We show the conclusions (a) and (b) hold.
Since f ∈ C#, H1 = {y ∈ Y : f (y) > 0} ∪ {0} is a pointed convex cone, and C \ {0} ⊂
intH1. We claim that(
F(A)− y0
)∩ (−H1) = {0}. (17)
If not, then there exists y ∈ (F (A) − y0) ∩ (−H1) with y = 0. We have y + y0 ∈ F(A)
and y ∈ −H1. Hence there exists x ∈ A with y + y0 ∈ F(x). Let y′ = y + y0. Then y′ ∈
F(x) and y′ − y0 ∈ (−H1) \ {0}. By the definition of H1, we have f (y′ − y0) < 0, that is
f (y′) < f (y0).
Since x ∈ A = {x ∈ X0: G(x)∩K = ∅}, we can pick z′ ∈ G(x)∩K . Notice g ∈ −K∗,
we have g(z′) 0. Thus we get
f (y′)+ g(z′) < f (y0)+ g(z0).
This contradicts (16). Therefore (17) holds. It means that (x0, y0) is a globally efficient
solution pair of (SVOP).
Now we show that there exists a pointed convex cone H with C \ {0} ⊂ intH satisfying
the condition (B).
If g = 0 in (16), then we have
f
(
F(X0)
)
 f (y0).
By the definition, we have y0 ∈ f -E(F(X0),C). Since f ∈ C# and F(X0) is a C-convex
set, we know y0 ∈ GE(F (X0),C) by Theorem 2.1. Thus there exist a pointed convex cone
H2 with C \ {0} ⊂ intH2 such that(
F(X0)− y0
)∩ (−H2) = {0}. (18)
Set H = H1 ∩H2. It is clear that H is a pointed convex cone with C \ {0} ⊂ intH .
Now we show that for this H , the condition (B) is satisfied. By (18),(
F(X0)− y0
)∩ (−H) = {0}. (19)
From (19), we know that for this H , there is no x ∈ X0 and y ∈ F(x), such that
y0 − y ∈ intH,
because H is a pointed cone. It is clear that the condition (B) is satisfied.
If g = 0 in (16), then there exists v ∈ Z such that g(v) < 0. Define
U = {u ∈ Z: g(v)− g(u) < 0}.
It is clear that U is an open convex neighborhood of zero in Z. For x ∈ X0, if
y0 − y ∈ intH and z − t (v − u) ∈ K,
for some y ∈ F(x), z ∈ G(x), t > 0, then by g ∈ −K∗,( )g(z)− tg(v − u) = g z − t (v − u)  0.
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g(z) t
(
g(v)− g(u)). (20)
If u ∈ U , by (20),
g(z) < 0. (21)
Since y0 − y ∈ intH and H ⊂ H1 by the definition of H1,
f (y) < f (y0).
This together with (21) and g(z0) = 0 imply
f (y)+ g(z) < f (y0)+ g(z0),
where y ∈ F(x), z ∈ G(x), x ∈ X0.
This contradicts the assumption. Hence u /∈ U . Therefore the condition (B) is satisfied.
The proof is completed. 
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