In this paper, a nonlinear Schrödinger equation with an attractive (focusing) delta potential and a repulsive (defocusing) double power nonlinearity in one spatial dimension is considered. It is shown, via explicit construction, that both standing wave and equilibrium solutions do exist for certain parameter regimes. In addition, it is proved that both types of wave solutions are orbitally stable under the flow of the equation by minimizing the charge/energy functional.
Introduction
This work addresses the orbital stability of peak-standing waves associated to the following double power nonlinear Schrödinger (NLS) equation with a point interaction determined by Dirac δ distribution centered at the origin (henceforth NLSDP), iu t + u xx + Zδ(x)u + λ 1 u|u| p−1 + λ 2 u|u| 2p−2 = 0, for t, x ∈ R,
here u = u(x, t) ∈ C, 1 < p < ∞, λ 1 ≤ 0, λ 2 < 0 and Z ∈ R represents the so-called strength parameter. Equation (1) belongs to a family of models featuring the competition between repulsive (λ 1 ≤ 0)/attractive (λ 1 ≥ 0) and repulsive (λ 2 ≤ 0)/attractive (λ 2 ≥ 0)/terms, that have drawn considerable attention for p = 3 in both the physical and the mathematical communities in recent years (an abridged list of references include [1] , [2] , [3] , [5] , [6] , [7] , [8] , [10] , [13] , [16] , [19] , [22] , [23] , [24] , [25] , [26] , [32] , [35] , [36] , [38] , [40] and [41] ). This combination of nonlinearities in (1) for p > 1 is well-known in optical media (cf. [12] , [20] , [21] ). In particular and in the context of nonlinear optics, we recall that for a effective linear potential term, V (x), the general NLS model iu t + u xx + V (x)u + F (u) = 0, represents a trapping (wave-guiding) structure for light beams induced by an inhomogeneity of the local refractive index. In particular, the delta-function term in (1) adequately represents a narrow trap which is able to capture broad solitonic beams (see [16, 26] ). In the description of Bose-Einstein condensates [19, 39] , the same equation (also known as the Gross-Pitaevskii equation) with a delta potential models the dynamics of a condensate in the presence of an impurity of a small length scale (cf. [31, 41] ). Notably, in both physical theories the most common forms of the nonlinearity F (u) are either a single cubic (usually attractive) term, or the focusing cubic plus a defocusing quintic nonlinearity, modeling the interplay of multi-body boson interactions in the case of Bose-Einstein condensates (cf. [31] ), or a combination of channel waveguides and saturable nonlinearities (the simplest among which is the cubic-quintic) in the case of nonlinear optics (see, e.g., [25] ).
The existence of special solutions of equation (1) called "standing wave" solutions of the form u(x, t) = e −iωt φ ω (x), ω ∈ I ⊂ R,
where the profile φ ω : R → R of the wave satisfies in a distributional sense the elliptic equation
with φ ω belonging to the domain of formal δ-interaction quantum operator A Z = −∂ xx − Zδ(x), defined as
has been widely considered in analytic, numerical and experimental works for specific values of the parameters Z, ω, λ 1 , λ 2 . Indeed, for Z = 0 (that is, in the case of no point defects), the rigorous existence and stability analysis of standing waves for NLSDP model with general double-power nonlinearities have been studied in the works by Maeda [34] and Ohta [37] . The existence and stability of standing waves for the model with Z = 0, λ 1 = 0, λ 2 = 0, ω < 0, p > 1, have been extensively discussed earlier by Fukuizumi and Jeanjean [22] in the case of a repulsive delta potential; by Fukuizumi et al. [23] in the attractive case; and by Le Coz et al. [32] in the case of a repulsive defect and subcritical nonlinearity. For this specific choice of parameters, but in a periodic framework, the reader is referred to the works of Angulo [5] and Angulo and Ponce [10] . The case Z = 0, p = 3 (i.e., the cubic/quintic model), λ 1 > 0 (attractive cubic interaction) and λ 2 ∈ R\{0} has been recently analyzed by the first two authors in [9] . The case of an attractive delta potential with attractive cubic with repulsive quintic interactions has been recently studied by Genoud et al. [24] . Now, it is well-known (see Lemmata 4.1 and 4.2 below) that for arbitrary values of parameters λ 1 and λ 2 , NSLDP model may not have standing wave solutions vanishing at infinity (still in the case Z = 0). Moreover, it may happen that exact solutions are not available in general. Recently, Kaminaga and Ohta [29] studied the stability of a family of explicit standing wave solutions for the NLSDP model with a simple power repulsive (λ 1 = −1, λ 2 = 0) nonlinearity, with a focusing δ-interaction (Z > 0) and with a wave phase velocity −ω satisfying 0 < −ω < Z 2 4 . Up to our knowledge, the existence and stability of standing waves for the NLSDP model with a double power repulsive nonlinearity has not been considered in the current literature. It is to be noticed that multi-body interactions of the same sign appear in the study of Bose-Einstein condensates (see, for example, Belobo et al. [11] , Brazhnyi and Konotop [13] , Kamchatnov and Salerno [28] and Kamchatnov and Korneev [27] ). Therefore, the main focus of this work is to study the existence and stability of standing wave solutions for NLSDP model when p > 1, with a double power repulsive or defocusing (λ 1 ≤ 0, λ 2 < 0) nonlinearity, with a focusing (attractive) δ-interaction (Z > 0) and with a wave phase velocity −ω satisfying
In fact, for
it will be shown that the functions
where
constitute a family of standing wave profiles (solutions of the equation (3)) for the parameter values given above. Moreover, we show that the standing wave solutions determined by the profile φ ω in (5) for λ 1 0, λ 2 < 0, are orbitally stable in H 1 (R) (see Theorem 1.2 below). We note that since the classical translation symmetry associated to the equation (1) when Z = 0 does not hold in the case Z = 0, then our concept of orbital stability pertains to the phase-invariance symmetry associated to equation (1) . More precisely we have the following Definition 1.1. The standing wave e −iωt φ ω is orbitally stable by the flow of the NLSDP model (1) 
where u(t) denotes the solution to equation (1) with initial data u(0) = u 0 ∈ H 1 (R). Otherwise, e −iωt φ ω is said to be orbitally unstable in H 1 (R).
Thus, our main stability result for the peak standing waves profiles in (5) is the following.
4 . Then for all values of ω < 0 satisfying
and for the profile φ ω defined in (5), the standing wave solution e −iωt φ ω is orbitally stable by the flow of the NLSDP model (1) in H 1 (R). [29] ). Indeed, if we take p = r+1 2 > 1, λ 1 = 0, λ 2 = −1 in the equation (1) and formula (5) then we deduce that the Schrödinger equation
has stable standing wave solutions given by u(x, t) = e −iωt −ω(r + 1) 2
providing the parameters ω, Z satisfy Z > 0 and 0 < −ω < Z 2 /4.
(b) Lemma 4.1 below shows that in the case of parameter values Z > 0 and ω + Z 2 /4 ≤ 0 there are no non-trivial solutions to (3) . If Z ∈ R \ {0} and ω > 0 then there are no non-trivial solutions to (3) either (see Lemma 4.2 below). For Z < 0, from Lemma 4.3 below, we are no non-trivial solutions to (3) in the cases of λ 1 , λ 2 < 0.
Our second focus of attention is the existence and stability of equilibrium solutions for NLSDP of the form u(x, t) = φ 0 (x), which are particular case of standing waves (2) with phase velocity ω = 0. In fact, we establish that, for 1 < p < 5, Z > 0 and double power repulsive nonlinearities with λ 1 < 0 and λ 2 < 0, the
is an equilibrium solution to equation (1) with ω = 0 and for the parameter values under consideration. Here R 2 : (−l 0 , ∞) → (0, ∞) is the diffeomorphism defined by
,
Our stability result associated to the profiles in (8) is the following Theorem 1.4. Let 1 < p < 5, λ 1 < 0, λ 2 < 0 and Z > 0. Then the equilibrium solution u(x, t) = φ 0 (x) to the NLSDP model (1), with ω = 0 in (3) and φ 0 defined in (8), is orbitally stable in H 1 (R).
Next, we describe our strategy for proving Theorems 1.2 and 1.4. Our approach is of variational type and based on the general concentration-compactness method introduced by Cazenave and Lions [18] (see also [29] ). In the case where ω ≤ 0, the principal functional is the following charge/energy conserved action
Our analysis of existence and stability of standing wave is divided into the following steps:
(i) The Cauchy problem: The initial value problem associated to the NLSDP equation (1) is globally well-posed in H 1 (R) for 1 < p < +∞, λ 1 ≤ 0, λ 2 < 0 and Z > 0.
(ii) The stationary problem: The set A ω of non-trivial solutions of equation (3) in H 1 (R) will be characterized, via uniqueness, by
Here, the parameters p, λ 1 , λ 2 , Z and ω appearing in equation (3) satisfy the assumptions of Theorem 1.2. The function φ ω denotes the standing wave profile given in (5).
(iii) The minimization problem: For p, λ 1 , λ 2 , Z and ω satisfying the assumptions of Theorem 1.2, the quantity
satisfies the following properties:
(a) −∞ < m(ω) < 0; and,
Property (ii) implies that the solution to equation (3) is unique modulo phase-invariance symmetries and the sign of the profile (see Lemma 4.4 below). If properties (a) and (b) in (iii) are satisfied then is possible to prove that the set of minimizers,
that is, M (ω) coincides with the set of non-trivial critical points of the functional G ω in (9) , as well as with the orbit generated by the standing wave profile φ ω . This allows us, in turn, to prove the stability Theorem 1.2 (see section 4 below). The proof of Theorem 1.4, case ω = 0, follows the same guidelines.
Plan of the paper
This paper is organized as follows. Section 2 is devoted to establish local and global well-posedness of the Cauchy problem for the NLSDP model (1) . Section 3 contains the general construction of the profile φ ω in (5) for λ 2 < 0 and λ 1 ≤ 0, as well as the construction of the explicit equilibrium solution φ 0 in (8) for λ 1 < 0, λ 2 < 0. Section 4 describes the set of non-trivial critical points of the charge/energy functional in a general setting and contains the proof of uniqueness of solutions for (3) (modulo rotations). It also contains the proof of orbital stability of the standing waves (5) with ω = 0 (Theorem 1.2), as well as of that for rational-equilibrium solutions (8) (Theorem 1.4).
Notation
By · L p we denote the norm in L p (R), except where it is explicitly stated otherwise. The inner product in L 2 (R) is defined by f, g = Re
dx. According to custom, standard Sobolev spaces are denoted by H k (R), k ∈ N.
Local and global well-posedness of the NLSDP model
In this section we establish the local and global well-posedness of the Cauchy problem associated to the NLSDP equation in H 1 (R), namely
where A Z represents the formal δ-point interaction operator,
, which is defined in (4) . We recall that this formal expression represents all the self-adjoint extensions associated to the following closed, symmetric, densely defined linear operator (see [4] ):
Upon application of the First Representation Form Theorem (cf. Kato [30] , chapter 6), it is possible to show that the associated form to A Z is given by
The bilinear form defined above is closed and bounded below. In addition, operator
can be extended as a linear bounded operator u → A Z u from H 1 (R) to H −1 (R). Indeed, this action is defined by
Since our approach is based on the abstract results by Cazenave (see [17] , chapter 3), we first establish the following spectral properties of A Z . Indeed, for Z ∈ R we have that the essential spectrum of A Z , Σ ess (A Z ), is the nonnegative real axis, Σ ess (A Z ) = [0, +∞). For Z > 0, A Z has exactly one negative, simple eigenvalue, i.e., its discrete spectrum,
For Z ≤ 0, A Z has not discrete spectrum, Σ dis (A Z ) = ∅. Therefore the operators A Z are bounded from below, more precisely,
(see [4] , chapter I.3, for further information).
Theorem 2.1 (local well-posedness). For any u 0 ∈ H 1 (R) and Z ∈ R, there exists T > 0 and a unique solution
is continuous. Moreover, the solution u(t) satisfies conservation of charge and energy:
for all t ∈ [−T, T ], where the energy functional E is defined as
Proof. The proof of this theorem is a direct application of Theorem 3.7.1 in [17] . In fact, from (14), we have the self-adjoint operator A ≡ −A Z − β on the space X = L 2 (R), with β = Z 2 /4 for Z > 0 and β = 0 for Z ≤ 0, and domain D(A) = D(A Z ), satisfies A ≤ 0. Furthermore, in the present case let us consider the space X A = H 1 (R) with norm
which is equivalent to the usual norm in H 1 (R). Hence, it is possible to verify uniqueness of the solution and that the conditions (3.7.1), (3.7.3) -(3.7.6) in [17] are satisfied with r = ρ = 2. Finally,
Remark 2.2. It is to be observed that, for any p > 1,
as the Gagliardo-Nirenberg interpolation inequality (see, e.g., Theorem 12.82 in [33] ) yields
with uniform constants C j > 0 and θ 1 = (p + 2)/(2p + 2) ∈ (0, 1), θ 2 = (p + 1)/2p ∈ (0, 1).
Before showing global well-posedness we need an auxiliary result. Let us define the following
Proof. By Sobolev inequality (cf. [14] ),
for any v ∈ H 1 (R). Thus, for any Z > 0 there exists
Apply Hölder's and Young's inequalities to estimate
yielding (20), as claimed.
Theorem 2.4 (global well-posedness).
For every p > 1, Z ∈ R, λ 1 ≤ 0 and λ 2 < 0 the Cauchy problem (11) is globally well-posed in H 1 (R).
) be the local solution to the Cauchy problem (11) from Theorem 2.1. From (17), we can write the following equality
for t ∈ (−T, T ). Then, for Z > 0 we get immediately that
By Lemma 2.3 there exist a uniform constant C > 0 such that
Thus, from (22), (23) and (19) we arrive at
In view that u conserves charge and energy we finally conclude that
which implies, together with (15) , that the time of existence of the solution u is T = +∞.
In the case where Z ≤ 0, we immediately get from (21) that )). This concludes the proof.
Standing waves and equilibrium solutions
This section is devoted to the construction of explicit solutions to the NLSDP model (1) of the form (5) with ω = 0 (standing waves) and of the form (8) with ω = 0 (equilibrium solutions). For that purpose let us consider the following general problem
where f = f (·) is an arbitrary function satisfying
For example, if 1 < p < ∞, λ 1 ≤ 0 and λ 2 < 0, with |λ 1 | + |λ 2 | = 0, then the function
satisfies conditions (25a) and (25b). We recall that φ ∈ H 1 (R)\{0} is a solution in the distributional sense for (24) if for every χ ∈ H 1 (R) we have (see (12)- (13)
(27) Next lemma establishes the principal properties of the solutions to equation (24) when φ ∈ H 1 (R). This result will be useful throughout the variational analysis in section 4.1.
Lemma 3.1. Let ω ∈ R, Z ∈ R \ {0} and let f satisfy (25a) and (25b). Suppose φ ∈ H 1 (R) is a distributional solution to (24) . Then φ satisfies the following properties:
where,
Proof. The proof of this lemma follows the ideas of the proof of Lemma 3.1 in [22] . By convenience of the reader we give a sketch of it. Indeed, properties (28a) and (28d) are proved by a standard boostrap argument, namely, for all ξ ∈ C ∞ 0 (R \ {0}) the function ξφ satisfies, for every χ ∈ H 1 (R),
because φ is a solution to (27) with χ substituted by χξ. Thus, we obtain the following equality in the distributional sense (in H −1 (R)),
Since the right hand side of the previous identity is in
Thus, using equality (29) once again we immediately obtain (28a) and (28d). Moreover, since φ ∈ C 2 (R \ {0}) and ξ ∈ C ∞ 0 (R \ {0}), dense in L 2 (R), we obtain that equality (29) is true pointwise for all x = 0 and it implies (28b).
Next, since φ satisfies (27) for every χ ∈ H 1 (R) (continuous in x = 0) we obtain, after integration by parts in (27) and after using (28b), that
Thus, we obtain relation (28c). Now, from (28b) we deduce that
Hence, integrating the previous equation with respect to the variable x and using (28d) we obtain (28e).
The following general lemmata will be useful later on.
. Then φ(x) = 0 for all x ∈ R and |φ| > 0. Notice that −φ is a solution to (28b) as well. Proof of Lemma 3.2. We argue by contradiction. If there exists x 0 > 0 such that φ(x 0 ) = 0, then from (28e) we obtain that φ (x 0 ) = 0. Now, since φ satisfies (28b) for x > 0, and φ(x 0 ) = φ (x 0 ) = 0, then from the Cauchy principle we conclude that φ(x) = 0 for all x > 0. Hence, from (28a) and (28c), we infer that φ(0) = 0 and φ (0+) = φ (0−) = 0, respectively. Then φ ∈ C 2 (R) and satisfies (28b) for all x ∈ R with φ(0) = φ (0) = 0, therefore φ ≡ 0. Similar arguments work if x 0 < 0. Now, if φ(0) = 0 then from the identity (28e) we get that φ (0+) = φ (0−) = 0. Hence, applying the same arguments discussed above we conclude that φ(x) = 0 for all x ∈ R. This ends the proof of the lemma.
Lemma 3.4. Let p > 1, ω, λ 1 , λ 2 ∈ R and Z ∈ R \ {0}. Let φ be a non-trivial solution to (28a) -(28e). Then we have either one of the following:
Proof. If we define Re (φ(x)) = u(x) and Im (φ(x)) = v(x) then we obtain that u and v satisfy
for all x = 0. Therefore, (u (x)v(x) − u(x)v (x)) = 0 for all x = 0. Since u, u , v, v tend to zero at infinity, then we get
If v(x 0 ) = 0 for x 0 = 0 then (32) and Lemma 3.1 yield v (x 0 ) = 0. Thus, from the second equation in (60) and Lemma 3.1 we conclude that v(x) = 0 for all x ∈ R. Similarly, if v(0) = 0 then from (32) we get that v (0+) = 0 and hence v(x) = 0 for all x ∈ R, which implies that (i) holds. On the other hand, if v(x) = 0 for all
Since u, v are continuous functions and v(0) = 0, the previous identity implies that there exists a constant c ∈ R such that u(x) = cv(x) for all x ∈ R. That is, (ii) holds.
According to Lemma 3.1, in order to determine explicit solutions of the equation (24) for all x ∈ R, it is necessary to compute explicit regular solutions to equation (28b) (x = 0) such that condition (28d) is satisfied. Hence, we use the latter to construct a new solution satisfying the jump condition (28c). This will be the general strategy to construct both standing waves and equilibrium solutions with point defects for Z = 0.
Standing waves with ω = 0
In this subsection we construct explicit standing wave solutions to (1) with ω = 0 and Z = 0. For that purpose, let us first compute positive solutions φ to (24) with f of the form (26) and with Z = 0. Under these assumptions we obtain that φ ≡ φ ω satisfies the nonlinear elliptic equation
By a quadrature procedure and by considering the boundary condition for the profile φ(x) → 0 as |x| → ∞, we obtain
Thus, for λ 1 ≤ 0, λ 2 < 0 we define α := λ 1 /(p + 1) and β := λ 2 /p. In order to obtain an explicit solution to equation (33), we will assume α 2 − ωβ < 0 and φ > 0. Upon substitution of y = φ p−1 into the previous formula we deduce that
whereupon s = −β −2 (α 2 − ωβ) > 0, x 0 = αβ −1 s −1/2 and u = s −1/2 y + x 0 . Next, for a positive constant c > 0 we obtain
Thus, if we define
then it is possible to verify that H : [x 0 , ∞) → [0, 1 + x 2 0 − x 0 ) is a diffeomorphism with inverse given by
Henceforth, for c = Since u = H −1 e (p−1) √ −ωx , u = s −1/2 y + x 0 and y = φ p−1 , we obtain that the profile function
is a positive solution to equation (33) defined for x ∈ (−∞, l ω ), where
In addition, this solution satisfies
φ(x) = 0, and lim
that is, φ decays to zero at −∞ and blows up at x = l ω . We also observe that the solution φ will be well defined for λ 1 ≤ 0, λ 2 < 0, provided that
In particular ω must be negative. If λ 2 ≥ 0 then the function in (35) is not well defined. Next, we use the non-continuous profile in (35) to construct a continuous profile satisfying the relations in Lemma 3.1 when f is of the form (26) and Z = 0. Thus, we notice that for values of d (to be specified later) satisfying 0 < l ω + d, we define for x ≤ 0 the half-profile ψ(x) ≡ φ(x − d) and consider the even-profile
In other words,
which satisfies φ 1 ∈ H 1 (R) and all the properties of Lemma 3.1, except for the jump condition (28c). In order to ensure this condition we need to restrict some parameters. Indeed, since φ 1 is an even function, condition (28c) can be rewritten as
Hence, (35) yields that the shift d needs to satisfy the relation
It is not difficult to verify that R 1 is a decreasing diffeomorphism from the interval (−l ω , ∞) to the interval (1, ∞). In particular, we conclude that Z > 0, and − ω < Z 2 4 , and furthermore, that
Lastly, from (35), (36) and (38) we conclude that the even-profile φ 1 = φ ω given by
is a solution to (3). Whence, we have proved the following existence result of even-peak standing wave solutions to equation (1).
Then for all values of ω < 0 satisfying
the familiy of standing wave solutions, u(x, t) = e −iωt φ ω , with φ ω given by formula (39) are solutions to the double power nonlinear Schrödinger equation (1). Figure 1 below shows the profile of φ ω in (39) in the case of repulsive intraspecies quintic/cubic nonlinearities (p = 3 and λ 1 = λ 2 = −1), with a delta point interaction of strength Z = 2. The frequency of oscillation is taken as ω = −0.25 (and hence satisfying the assumption of Theorem 3.5). The peaked shape of the profile is due to the effect of the δ-trapping potential at the origin. Figure 2 below shows the time evolution of the standing wave of the form u(x, t) = e −iωt φ ω (x) as solution to the NLSDP model (1) for the same set of parameter values: λ 1 = λ 2 = −1 (repulsive interactions), p = 3 (cubic/quintic nonlinearities) and Z = 2, with oscillation frequency ω = −0.25. Remark 3.6. Notice that equation (28b) is a Hamiltonian system. Thus, the qualitative behavior of its solutions can be analyzed from the study of the level sets of its Hamiltonian function,
If ω < 0 and f is of the form (26), f (x) = λ 1 x (p−1)/2 + λ 2 x p−1 , where p, λ 1 , λ 2 and Z satisfy the hypotheses of Theorem 3.5, it is not difficult to verify that (0, 0) is the only equilibrium point of the function Φ ω and that it is a saddle. Hence, the ordinary differential equation in (28b) has (0, 0) as the unique equilibrium point and it is hyperbolic (see Figure 3) . Thus, any solution leaving (0, 0) (i.e., vanishing at x = −∞) lies on the unstable manifold at the origin. Any solution that arrives at (0, 0) (i.e., vanishing at x = +∞) lies on the stable manifold at the origin. Therefore, for a jump with given intensity Z > 0, the solution φ satisfying (28a) -(28e) leaves the origin along one branch of the unstable manifold and jumps to the stable manifold on the same half plane with same sign for φ, returning to (0, 0) along it. That is, the only solution is either φ ω or −φ ω , where φ ω = φ ω (·) is given by the profile function (39) . Since for ω < 0 the origin is a hyperbolic point, the trajectory leaves and returns to the origin exponentially fast, just like the asymptotic behavior as |x| → ∞ of the profile function φ ω = φ ω (x) in (39).
Equilibrium solutions of rational profile
In this section we construct explicit equilibrium solutions (ω = 0) to the nonlinear Schrödinger equation (1) with λ 1 < 0 and λ 2 < 0. As before, we start by considering the case with Z = 0 and then we proceed to construct a solution to the equation with Z = 0 out of it. Upon substitution of ω = 0 and Z = 0 into (3) we obtain that φ ≡ φ 0 satisfies the nonlinear elliptic equation
Once again, one uses a quadrature procedure and applies the boundary condition for the profile φ(x) → 0 as |x| → ∞ to arrive at
where α = λ 1 /(p + 1) < 0 and β = λ 2 /p < 0. In order to obtain an explicit solution to equation (40) , let us assume that φ > 0. Upon substitution of y = φ p−1 into the previous formula, we deduce that where x 0 = 2α/β and u = y/x 0 . Since
for any positive constant of integration c > 0, then it is not hard to verify that φ has the evenrational profile
and it is a positive solution of equation (41) defined at least for x ∈ (−∞, l 0 ), where
and satisfies lim 
satisfies φ 0 ∈ H 1 (R) and the relations of Lemma 3.1 except for the jump condition (28c). In order to ensure this condition we need to restrict some parameters. Indeed, since φ 0 is an even function, the condition (28c) can be rewritten as
Hence, from (43) we obtain that R 2 (d) = Z/4, where
It is possible to verify that R 2 is a decreasing diffeomorphism from the interval (−l 0 , ∞) to the interval (0, ∞). In particular, from expression (46) we conclude that Z > 0 and
Finally, from (43), (45) and (47) we conclude that the function φ 0 given by
is a solution to (3) provided that λ 1 < 0, λ 2 < 0 and Z > 0. Therefore, we have established the following existence result of peak standing wave solutions to the NLSDP model (1).
Theorem 3.7 (equilibrium solutions). Let 1 < p < 5 and set ω = 0 in (3). For λ 1 < 0, λ 2 < 0 and any Z > 0 the family of positive even-rational profiles defined by (48) are equilibrium solutions to the nonlinear Schrödinger equation (1).
Remark 3.8. Even though the construction of the profile function (48) works for a larger regime of parameter values, we specialize the statement of the existence theorem to the case 1 < p < 5 in view that a direct inspection of the profile yields that φ 0 / ∈ L 2 (R) for p ≥ 5 and φ 0 ∈ H 1 (R) for 1 < p < 5, as the reader may directly verify. If ω = 0 and f is of the form (26), f (x) = λ 1 x (p−1)/2 + λ 2 x p−1 , where 1 < p < ∞, λ 1 < 0, λ 2 ≤ 0 and any Z > 0, the equilibrium point (0, 0) in the (φ, φ )-plane is degenerate. Still, thanks to hypotheses (25a) -(25b), it is the only equilibrium point of the system (see Figure 5 ). By degeneracy of the origin, the stable manifold is tangent to the center manifold φ = 0. Thus, any solution leaving (0, 0) (i.e., vanishing at x = −∞) lies on the unstable manifold at the origin. Any solution that arrives at (0, 0) (i.e., vanishing at x = +∞) lies on the stable manifold at the origin, also tangentially to φ = 0. Therefore, for a jump with given intensity Z > 0, the solution φ satisfying (28a) -(28e) leaves the origin along one branch of the unstable manifold and jumps to the stable manifold on the same half plane with same sign for φ, returning to (0, 0) along it. That is, the only solution is either φ 0 or −φ 0 , where φ 0 = φ 0 (·) is given by the profile function (48). It is to be observed that thanks to the degeneracy of the equilibrium point in the case where ω = 0, the trajectory leaves and returns to the origin algebraically fast, just like the asymptotic behavior of the profile function φ 0 = φ 0 (·) in (48) as |x| → ∞ (this can be also appreciated from Figure 5 ). 
Stability theory
In this section we prove Theorems 1.2 and 1.4, based on the minimization of the charge/energy functional (9) and on the uniqueness (modulo rotations) of the even-positive profiles in (39) and (48).
Description of the set of critical points
Let us consider the functional G ω :
and the set of critical point associated to G ω as
Here g = g(·) is the antiderivative of any function f = f (·) satisfying assumptions (25a) -(25b). We notice that for φ ∈ A ω we have the relation
in the sense that for every χ ∈ H 1 (R)
Observe that the operator u → G ω (u) is continuous from H 1 (R) to H −1 (R). So, we have that φ is a solution to equation (24) if and only if φ ∈ H 1 (R) \ {0} and G ω (φ) = 0 (φ ∈ A ω ). Thus we have that (24) is the Euler-Lagrange equation associated to the functional G ω . Moreover, for φ ∈ A ω it follows, by Lemma 3.1, that φ satisfies (28a) -(28e).
The following Lemmata show the non-existence of non-trivial solutions and the uniqueness of positive solutions for (24) . Proof. We argue by contradiction. If there exists h ∈ H 1 (R) \ {0} satisfying the stationary problem
where we have used the fact that −f ≥ 0 (an increasing continuous function) on the interval (0, ∞) with f (0) = 0 and that h is a non-trivial continuous function. The inequalities in (50) provide a contradiction. Hence A ω = ∅, as claimed.
Proof. We proceed by contradiction. If there exists φ ∈ H 1 (R) \ {0} satisfying (28a) -(28e) then, by the mean value theorem for integrals, we can rewrite (28e) in the following form:
where r(x) ∈ (0, |φ(x)| 2 ). Now, since lim |x|→∞ |φ(x)| 2 = 0 and f is a continuous function at x = 0 with f (0) = 0, we obtain lim |x|→∞ f (r(x)) = 0.
Thus, there exists L > 0 such that 0 < f (r(x)) + ω 2 , for all x with |x| > L. Therefore,
a contradiction with (51).
Proof. We proceed by contradiction. By Lemmas 3.2 and 3.4 we can consider a real valued φ solution to (28a) -(28e) such that φ > 0. Then, multiply (28b) by φ, integrate by parts and use (28c) to obtain
Next, multiplying (28b) by xφ and integrating by parts yields
Thus, from (52) and (53) we obtain
Like in the proof of Lemma 4.2, let us write
Integrating this inequality we obtain,
that is, the right hand side of (54) is positive, a contradiction with the sign of the left hand side when Z < 0. This finishes the proof.
Let us now specialize the function f to the particular form (26) , where the parameters λ 1 < 0, λ 2 < 0, Z > 0 and ω < 0 are such that standing wave profiles do exist (see Theorem 3.5). The following lemma characterizes the set of non-trivial critical points in that case.
θ ∈ R} where φ ω denotes the standing wave profile given in (39) .
Proof. It is clear that for all θ ∈ R, e iθ φ ω ∈ A ω . Conversely, if g ∈ A ω , then g satisfies (28a) -(28e) and by Lemma 3.2 |g| > 0. We will show that there exist θ ∈ R such that g(x) = e iθ φ ω (x) for all x ∈ R.
Initially, we show that φ ω ∈ D(A Z ) is the unique positive solution for (24) . Indeed, from Lemma 3.2 is sufficient to consider v ∈ H 1 (R) satisfying v(x) > 0 for all x ∈ R and the properties (28a) -(28e). We consider the following polynomial P : (0, +∞) → R defined by
and the following initial value problem (IVP) on (0, +∞),
where H(ψ) = ωψ + f (|ψ| 2 )ψ and c 0 is the unique positive root of P (to be determined below). Thus, since H is a locally Lipschitz function around zero, we have that the IVP (56) has a unique (positive) solution and it is given exactly by φ ω . Indeed, since v satisfies −v = H(v) we obtain by integration for any R > 0 that
Thus, for all R > 0,
Similarly, we have 1 2
Next, since v is continuous in x = 0 we get from (57) and (58) (ii) if v (0+) = v (0−) = 0 then there is x 0 ∈ R with v(x 0 ) < 0 for x 0 close to zero, which cannot happen.
From the analysis above, we necessarily have v (0+) = −v (0−) and, from the jump condition, we obtain v (0+) = − Z 2 v(0). Now, let us define v(0+) = c > 0. From (57) we then obtain 1 2
Thus from (55) it follows that P (v(0+)) = 0. Next we determine the existence of a unique zero for P on (0, +∞). Since
we have P (0+) > 0, lim c→+∞ P (c) = −∞, and there is a unique critical point a > 0 with P (a) > 0. Then, since P (v(0+)) = 0 with v(0+) > 0 we need to have v(0+) = c 0 . Therefore, v is the unique (local) solution for the IVP (56), at least for x ∈ (0, a 0 ). Now, since v ∈ C j (0, +∞), j = 0, 1, 2 and v(x) → 0 as x → +∞, it follows that v ∈ L ∞ (0, +∞). Therefore, from standard ODE arguments we can choose a 0 = +∞ and, consequently, the unique solution of (56) Lastly, since g ∈ C 2 (0, +∞) we can write g(x) = e iθ(x) ρ(x), where θ, ρ ∈ C 2 (0, +∞), real-valued functions, and ρ > 0 (|g| > 0). Thus, by substituting g in (28b) and taking real and imaginary part we obtain the system θ ρ + 2θ ρ = 0, x > 0,
Therefore, there is a real constant K such that ρ 2 θ = K on (0, +∞). Now since |g | is bounded we get that ρ 2 (θ ) 2 = K 2 ρ 2 is bounded on (0, +∞). But, since ρ(x) → 0 as x → +∞ we need to have K = 0. Then θ(x) = θ 0 for all x ∈ (0, +∞). Thus, g(x) = e iθ 0 ρ(x) for all x ∈ (0, +∞). From second equation in (60) we obtain that ρ is a positive solution for (28b) and satisfying (28a), (28c), (28d) and (28e). Thus, by the analysis above we necessarily have that ρ(x) = φ ω (x) for all x ∈ (0, +∞). A similar analysis shows that g(x) = e iθ 1 φ ω (x) for all x ∈ (−∞, 0). Finally, by continuity we obtain e iθ 1 = e iθ 0 and hence g(x) = e iθ 0 φ ω (x) for all x ∈ R. This finishes the proof.
A similar uniqueness result for ω = 0 is obtained. We omit the proof.
Lemma 4.5. Let 1 < p < 5. Assume that λ 1 < 0, λ 2 < 0, Z > 0, ω = 0 and consider f (x) = λ 1 x (p−1)/2 + λ 2 x p−1 . Then A 0 = {e iθ φ 0 : θ ∈ R} where φ 0 is the equilibrium solution defined in (48).
Orbital stability of standing waves for ω = 0
This section is devoted to prove Theorem 1.2. Let us suppose that the parameter values satisfy 1 < p < ∞, Z > 0, λ 1 0, λ 2 < 0 and that ω is such that
Consider a function f of the form (26) , that is,
and the following minimization problem associated to G ω defined in (49),
and the minimal set
Proof. We first verify that −∞ < m(ω). Indeed, let us write
where R is the functional defined in (19) . Then, by Lemma 2.3 we get
for all v ∈ H 1 (R) and some uniform C > 0, yielding −∞ < m(ω), as claimed. In order to show that m(ω) < 0, let v(x) := sh(x) ∈ H 1 (R) with s > 0 and where
is the eigenfunction of the operator A Z associated to the eigenvalue
Since Z 2 /4+ω > 0 and lim s→0 + f (s 2 ) = 0 we conclude that there exists s 0 > 0 such that Z 2 /4+ω > −f (s 2 ) > 0 for 0 < s ≤ s 0 and so G ω (s 0 h) < 0. Lastly, suppose M (ω) = ∅ then since for h ∈ M (ω) we have h = 0 and G ω (h) = 0, then by Lemmata 3.1 and 4.4 we obtain M (ω) ⊂ A ω . This finishes the proof.
At this point we recall the following refinement of Fatou's lemma due to Brézis and Lieb [15] .
The following lemma establishes the improvement from weak to strong convergence due to convergence of the charge/energy functional.
Lemma 4.8. Let h n ∈ H 1 (R) be such that lim n→∞ G ω (h n ) = m(ω). Then there exists a subsequence h n j and h ∈ H 1 (R) such that lim n j →∞ h n j = h in H 1 (R) and G ω (h) = m(ω).
Proof. First, notice that for all v ∈ H 1 (R)
Since ω < 0, it follows that I ω (v) is equivalent to v 2 H 1 . From (20) and the fact that λ 1 , λ 2 < 0,
Hence, it is clear that if the sequence G ω (h n ) converges then the sequence h n is bounded in H 1 (R). Thus, there exists a subsequence h n j and h ∈ H 1 (R) such that {h n j } converges wealky to h in H 1 (R). In addition, since
which implies that h ∈ M (ω). Now, since h n j h weakly in H 1 (R) we have that h n j (x) → h(x) a.e. in x ∈ R and also that
as n j → ∞. Since h n j H 1 is uniformly bounded, the Gagliardo-Nirenberg interpolation inequalities (18) imply that h n j L p+1 and h n j L 2p are uniformly bounded as well. This fact, together with h n j (x) → h(x) a.e. in x ∈ R, allows us to apply Brézis-Lieb lemma and to obtain
as n j → ∞. Combine (62) and (63) to arrive at
as n j → ∞.
From (61) we then have
inasmuch as h n j (0) → h(0). This yields h n j → h in H 1 (R). This finishes the proof.
Thus, X is a reflexive Banach space with norm
Notice as well that
For ω = 0, G ω in (49) coincides with the conserved quantity E. First, let us observe that if we define the following C 1 functional on X, R : X → R, as
the R(v) ≤ E(v) and by the same arguments as in the proof of Lemma 2.3, it is easy to show that there exists a uniform constant C > 0 such that
for all v ∈ X, where we are applying the inequality 
A 0 = {v ∈ X : E (v) = 0, v = 0}.
Note that, clearly, A 0 ⊂ A 0 because G 0 (v) = E(v) when ω = 0 and H 1 (R) ⊂ X. Proof. From the definition of the functional R and from (66) we clearly have
for some uniform C > 0, yielding −∞ < m 0 . The proof that m 0 < 0 follows exactly the same ideas as for m(ω) < 0 in Lemma 4.6. Lastly, if g ∈ A 0 then g is a critical point of the variational problem (67) and it satisfies (28a)-(28e) with ω = 0. Since 1 < p < 5, by the arguments of the proof Lemma 4.5 we obtain that g ∈ A 0 . This shows that A 0 ⊂ A 0 . This concludes the proof.
Lemma 4.12. Let {h n } ⊂ X be a minimizing sequence such that lim n→∞ E(h n ) = m 0 . Then there exists a subsequence h n j and h ∈ X such that lim n j →∞ h n j = h in X and E(h) = m 0 .
Proof. First let us observe that for any v ∈ X
with uniform C > 0 in view of estimate (66). Hence it is clear that if E(h n ) converges then the sequence h n is bounded in X. Since the space X is reflexive there exist a subsequence h n j and h ∈ X such that h n j h weakly in X. Hence we have that , h n j h weakly in L p+1 (R), h n j h weakly in L 2p (R) and ∂ x h n j ∂ x h weakly in L 2 (R). By classical interpolation inequalities in bounded intervals (cf. Brézis [14] , chapter 6) one can show that
for θ = 2/(p + 3) ∈ (0, 1) and a.e. in x ∈ (−1, 1), yielding h n j ∈ L 2 (−1, 1) (upon integration in a bounded interval). Therefore, h n j ∈ H 1 (−1, 1) and since H 1 (−1, 1) is compactly embedded in C[−1, 1], we deduce that h n j (0) → h(0). Consequently, we conclude that m 0 ≤ E(h) ≤ lim inf n j →∞ E(h n j ) = m 0 , which implies that h ∈ M 0 . By the same arguments of the proof of Lemma 4.8 (see also Remark 4.9) we conclude that
(strongly), as n j → ∞, that is, h n j → h in X. This concludes the proof.
Lemma 4.13. Let h n ∈ H 1 (R) be a sequence such that lim n→∞ E(h n ) = E(φ 0 ) and lim n→∞ h n L 2 = φ 0 L 2 . Then there exists a subsequence h n j and θ 0 ∈ R such that h n j → e iθ 0 φ 0 in H 1 (R) as n j → ∞.
Proof. Lemmata 4.11 and 4.12 imply that M 0 = A 0 = {e iθ φ 0 : θ ∈ R} and that m 0 = E(φ 0 ). In addition, Lemma 4.12 guarantees the existence of a subsequence h n j ∈ H 1 (R) and of θ 0 ∈ R such that h n j → e iθ 0 φ 0 in X as n j → ∞. Moreover, h n j e iθ 0 φ 0 weakly in L 2 (R). In view that, by hypothesis, h n L 2 → φ 0 L 2 , we obtain e iθ 0 φ 0 L 2 ≤ lim inf
thanks to weakly lower semicontinuity of norm. Hence, h n j → e iθ 0 φ 0 in L 2 (R). Together with the results of Lemma 4.12, this yields h n j → e iθ 0 φ 0 in H 1 (R).
Finally, we are able to prove Theorem 1.4.
Proof of Theorem 1.4. By contradiction, let us assume that the equilibrium solution φ 0 is orbitally unstable in the space H 1 (R). Then there exist 0 > 0, a sequence (h n (t)) of solutions to equation (1) and a sequence t n > 0 such that
inf θ∈R h n (t n ) − e iθ φ 0 H 1 ≥ 0 .
Since energy and charge are conserved by the flow of (1) we have that E(h n (t n )) = E(h n (0)) for all n ∈ N. Thus, (68a) implies that lim n→∞ E(h n (t n )) = E(φ 0 ) = m 0 , and h n (t n ) L 2 = h n (0) L 2 → φ 0 L 2 . Apply Lemmata 4.12 and 4.13 to deduce the existence of a subsequence (h n j ) and of θ 0 ∈ R such that lim n j →∞ h n j (t n j ) = e iθ 0 φ 0 , in
This is a contradiction with (68b) and we conclude that φ 0 is orbitally stable in H 1 (R).
