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Abstract
We consider an oscillatory integral operator with Loomis-Whitney
multilinear form. The phase is real analytic in a neighborhood of the
origin in Rd and satisfies a nondegeneracy condition related to its Newton
polyhedron. Maximal decay is obtained for this operator in certain cases,
depending on the Newton polyhedron of the phase and the given Lebesgue
exponents. Our estimates imply volumes of sublevel sets of such real an-
alytic functions are small relative to the product of areas of projections
onto coordinate hyperplanes.
1 Introduction
In this paper we study multilinear oscillatory integral operators of the form
Λd(f1, . . . , fd) =
∫
Rd
eiλS(x)ψ(x)
d∏
j=1
fj(πj(x))dx, (1)
where λ ∈ R is a real parameter, S(x) is real-analytic in a neighborhood of the
origin, ψ ∈ C∞0 (R
d), and πj : R
d → Rd−1 are the surjective linear maps defined
by
πj(x) = (x1, . . . , xj−1, xj+1, . . . , xd) := xˆj .
A fundamental question answered positively in [6] is the following: Given
exponents p1, . . . , pd, do there exist C > 0 and ǫ > 0 such that
|Λd(f1, . . . , fd)| ≤ C|λ|
−ǫ
d∏
j=1
‖fj‖pj
uniformly in the fj?
The case d = 2 has been very well studied under various nondegeneracy
conditions (e.g., [3,4,14,17]), so we only focus on d ≥ 3. In this case, Christ-Li-
Tao-Thiele [6] showed existence of decay for nondegenerate phases for the full
admissible range of exponents pj . However, their research provided an existence
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statement, leaving the sharp decay rate a mystery. The focus of our research
herein is to provide an explicit decay rate, which in many cases turns out to be
the sharp decay rate, depending geometrically on the Newton polyhedron of S
and the exponents (p1, . . . , pd). The phases S considered here are closely related
to those studied by Varchenko[20] in the scalar case, and by Gilula-Gressman-
Xiao in the multilinear case[8].
In the d = 2 case, Ho¨rmander[14] showed λ−1/2 decay for nondegenerate
phases when p1 = p2 = 2. This is sharp in the L
2 case and even the L∞ case,
as may be shown by example. In certain cases, our estimates contain a decay
rate of λ−2
1−d
and are sharp for particular choices of pj , though the picture is
unclear when pj ≡ ∞. In the L∞ case, we are aware only of examples bounding
the decay rate as at most λ−1/d.
We will provide a heuristic that the best expected decay is λ−1/δ, where δ is
tied to both the pj and to the boundary of the Newton polyhedron N (S) of S.
This δ is a generalization of the so-called Newton distance, which is the sharp
exponent of decay for scalar oscillatory integrals, assuming S satisfies a certain
nondegeneracy condition. (See Varchenko’s work in [20].)
Similar to Varchenko, our setup begins with a real analytic phase S : Rd → R
satisfying a nondegeneracy condition depending on its Newton polyhedron, and
ψ : Rd → R is a smooth cutoff function supported in a small enough neighbor-
hood of the origin, depending on S. (Formal definitions of nondegeneracy and
of the Newton polyhedron will be given in Section 2.) Our estimates are not
uniform in any easily describable class of phases, analogous to the estimates in
[8]; if one is willing to trade a larger range of exponents for which a sharp es-
timate holds, a uniform estimate could potentially be obtained by an approach
similar to that of Phong-Stein-Sturm[19].
We provide two results in our theorem: an on-diagonal version and an off-
diagonal version. There may be many different ways to interpolate between the
conclusions of these theorems, so we simply leave this theorem with two possible
hypotheses. At the end of Section 5, we discuss other possible interpolations
one could do with our global and local estimates, and provide an example illus-
trating one of the many nontrivial ways to interpolate our results: the failure of
obtaining a sharp decay rate by interpolate global estimates can be ameliorated
by first applying local estimates proved below, and then Corollary 5.4. The
main issues with local Loomis-Whitney inequalities that prevent us from easily
interpolating all possible cases is that the constants in these local inequalities
depend on the domain.
For exponents p1, . . . , pd, we write P =
∑d
j=1 p
−1
j , following the convention
that ∞−1 = 0. Let p = p(d) be defined by p(d) = (d− 1) 2
d−1
2d−1−1
.
Theorem 1.1 (Oscillatory Loomis-Whitney). Let S : Rd → R be a nondegen-
erate real analytic function for d ≥ 3. Let ψ : Rd → R be smooth and supported
in a small enough neighborhood of the origin. Let fj ∈ Lpj (Rd−1), where
(i) (Off-diagonal) p1 ≥ 2d−1, p2 ≥ 2d−1, p3 ≥ 2d−2, · · · , pd ≥ 2; or
(ii) (On-diagonal) all pj ≥ p(d).
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Let δ > 0 be such that
δ(1− P + p−11 , . . . , 1− P + p
−1
d ) ∈ ∂N (S).
For all λ ∈ R \ {0},
|Λd(f1, . . . , fd)| .
d∏
j=1
‖fj‖pj
{
|λ|−1/δ logd(2 + |λ|) if δ ≥ 2d−1,
|λ|−1/2
d−1
if δ < 2d−1,
where the implicit constant is independent of f1, . . . , fd and λ.
The reader should consult Corollary 5.4 to see that a sharper result holds
in in the case δ > 2d−1 (strictly smaller power of log, depending on the New-
ton polyhedron of S). There is an additional subtlety when δ = 2d−1 that
appeared even in [19], where like Phong-Stein-Sturm, we also require more than
the expected d− 1 many factors of log(2 + |λ|).
Note that in the off-diagonal version, P is always less than or equal to 1, but
in the on-diagonal version, P can be d 2
d−1−1
(d−1)2d−1 > 1, and therefore we cannot
simply interpolate the results under hypothesis (i) to obtain the results of the
theorem under hypothesis (ii).
It is worth noting that indeed δ < ∞ exists, as the reader may check that
for all j, the quantity 1−P +p−1j is positive (and nondegeneracy implies δ > 0).
As the classical Loomis-Whitney inequality states that
∫
Rd
∏d
j=1 fj(xˆj)dx ≤∏d
j=1 ‖fj‖qj with qj ≡ d − 1, one might be surprised to see the exponent 2 in
our off-diagonal estimates when d ≥ 4. However, this inequality holds for a
much greater range of exponents qj when the domain is compact, e.g., (8,4,4,2).
(See [1] for a general theory describing this phenomenon as well as the relation
between exponents for oscillatory and non-oscillatory multilinear integrals.)
As a standard application of our main theorems, we obtain the sublevel set
estimate of Corollary 1.3 by applying Lemma 1.2.
Lemma 1.2. Let S : Rd → R be real analytic in a neighborhood of the origin,
let πj : R
d → Rdj be surjective linear maps, and let B be a sufficiently small
neighborhood of the origin.
Suppose there exists a constant C < ∞ and M(λ) such that for all fj ∈
Lpj (Rdj ), ∣∣∣∣∣
∫
B
eiλS(x)
n∏
j=1
(fj ◦ πj)(x)dx
∣∣∣∣∣ ≤ CM(λ)
n∏
j=1
‖fj‖pj .
Furthermore, suppose M(λ) satisfies
(i) M(λ) ≤ (1 + |λ|)−δ for some δ > 0, and
(ii) M(λ1λ2) ≤ AM(λ1)M(λ2) for some A > 0 independent of λ.
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Then, there exists C′ independent of ε such that for all measurable functions
gj : R
dj → R,
|{x ∈ B : |S(x)−
n∑
j=1
(gj ◦ πj)(x)| < ǫ}| ≤ C
′M(ǫ−1)
Typically, one takes M(λ) = λ−α for some α > 0, though we allow for
greater generality to handle the factors of logλ coming from Theorem 1.1.
Corollary 1.3. Let d ≥ 1 and let B ⊂ Rd be a bounded set which is sufficiently
close to the origin in the sense of Theorem 1.1. Suppose S(x) is a phase satis-
fying the hypotheses of Theorem 1.1. Then there exists C > 0 such that for all
functions gj : R
d−1 → R,
|{x ∈ B : |S(x) −
∑
j
gj(πj(x))| < ǫ}| ≤ C
{
ǫ1/δ logd(ǫ−1) if δ ≥ 2d−1,
ǫ1/2
d−1
if δ < 2d−1,
(2)
where δ(1, . . . , 1) ∈ ∂N (S).
Lemma 1.2 was implicitly proven in section 7 of Christ-Li-Tao-Thiele[6]. One
could also compare Corollary 1.3 to the sublevel set estimates in Greenblatt[10],
or the one in [19], where Phong-Stein-Sturm consider perturbations of the form
g(xj) for polynomial S.
Nondegenerate phases are, in a sense, generic. Thus, Corollary 1.3 may be
interpreted as saying that generically, the product of areas of projections onto
coordinate hyperplanes of a real analytic function has very large area compared
to the volume of the sublevel set of the function. To see this, take gj ≡ 0 so the
left hand side of (2) becomes the volume of the sublevel set, and observe that
our nondegenerate phases are 0 on coordinate hyperplanes. Compare this with
the Loomis-Whitney inequality: characteristic functions of boxes are maximiz-
ers of Loomis-Whitney, and the Loomis-Whitney inequality compares sizes of
projections to the volume. Theorem 1.1 provides extra decay in the inequality,
and therefore quantifies in a certain sense how far boxes are from varieties of
those real analytic functions perturbed by locally measurable g(xˆj).
In Section 2, we formally define the Newton polyhedron and our notion
of nondegeneracy. Using these principles, we describe some intuition for the
statement of Theorem 1.1 and show it is sharp when δ ≥ 2d−1. We also take
this as an opportunity to prove growth estimates which follow from our definition
of nondegeneracy and will be useful later on. The lower bound on S in small
regions is one of the more subtle arguments required to make the theorem work
in its full generality.
We split the proof of our local estimates into Sections 3 for the d = 3 case
and 4 for the d > 3 case. The reason is that in inducting on dimension, there
is a single d = 2 result to refer to; however, the resulting theorem in d = 3
naturally features mixed norms. This result implies one with equal exponents
(on-diagonal) and unequal exponents (off-diagonal), neither of which implies the
4
other. Once we have made this split, there are two separate theorems in each
dimension to induct on. Much care is required with these interpolations and
applications of basic inequalities, in particular with the management of mixed
norms; there are many choices to make, and if any were made in the wrong
order, we would not be able to arrive at our full range of exponents in Theorem
1.1.
In Section 5, we decompose our domain into dyadic boxes, applying our local
estimates on each one and optimizing over the sum, as in [8].
1.1 Notation and conventions
Here we list a small but important index of notation used throughout.
• We include zero in the natural numbers: N = {0, 1, 2, . . .}.
• If c is a constant, we denote by bold c the vector (c, . . . , c) ∈ Rd.
• In general, if α ∈ Nd, the notation ∂α = ∂α1x1 · · · ∂
αd
xd
= ∂α11 · · · ∂
αd
d is
common. Due to ambiguities resulting from ∂1, we additionally define the
operator Dd = ∂1 · · · ∂d.
• Due to symmetry of the scalar λ appearing in Λd, we restrict our attention
to λ > 2, avoiding writing |λ| each time.
• If x ∈ Rn and y ∈ Rm, and f : Rn × Rm → R is such that the following
integral is well-defined, we denote the mixed Lpx(L
q
y) norm of f by
‖f‖LpxLqy =
∥∥∥‖f(x, ·)‖Lq∥∥∥
Lp
=
(∫
Rn
(∫
Rm
|f(x, y)|qdy
)p/q
dx
)1/p
.
• Whenever exponents p1, . . . , pd are clear from context, we define P =∑d
j=1 p
−1
j .
• Given a phase S(x), and exponents (p1, . . . , pd), let δ be such that
δ(1− P + p−11 , . . . , 1− P + p
−1
d ) ∈ ∂N (φ).
We define δ to be the Newton distance of S with respect to (p1, . . . , pd).
We call δ the Newton distance with respect to (p1, . . . , pd), or briefly the
Newton distance, when the context is clear.
Acknowledgments: The authors would like to thank Michael Christ, Philip
Gressman, Ilya Kachkovskiy, and Willie Wong for many enlightening discus-
sions.
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2 Background
2.1 Nondegeneracy and the Newton polyhedron
Let S : Rd → R be real analytic in a neighborhood containing the origin. Then,
in a small box containing the origin, S can be expressed as a power series∑
α∈(N\{0})d cαx
α + S˜(x), where S˜(x) may be written in the form
∑d
j=1 gj(xˆj)
for functions gj . The S˜(x) part of the phase may be absorbed into the functions
fj; thus, it does not alter the decay rate in λ corresponding to S(x), so from here
on we assume S˜ = 0 (see the nondegeneracy condition of [6] for more details).
The Newton polyhedron of S is defined to be the convex hull of⋃
cα 6=0
α+ Rd+.
For compact faces F ⊂ N (S), we define the polynomial SF (x) =
∑
α∈F cαx
α.
In this paper, we say that a real analytic function S : Rd → R is nondegener-
ate if for all x not contained in coordinate hyperplanes, for all compact faces
F ⊂ N (S), the polynomial SF satisfies DdSF (x) 6= 0. This nonvanishing en-
sures that, in some sense, we avoid cancellation and the phases behaves like its
leading terms. Alternatively, one could hypothesize the growth condition found
in Lemma 2.4, but in practice the above condition is easier to verify.
There is another nondegeneracy condition analogous to the one in Phong-
Stein-Sturm [19] that might sacrifice the range of exponents for uniform es-
timates: one could define a reduced Newton polyhedron from vertices α ∈
(N \ {0})d such that |∂αS(x)| ≥ 1. One such example is building a polyhe-
dron from the single vertex α = (1, . . . , 1) which is equivalent to the condition
|DdS(x)| ≥ 1.
2.2 Intuition: How all such multilinear estimates should
depend on N (S)
Varchenko showed that for S satisfying an analogous nondegeneracy condition,∫
Rd
eiλS(x)ψ(x)dx . λ−1/δ logk−1(λ),
as |λ| → ∞, where δ is the smallest real number such that δ lies in N (S),
and k ≤ d is the greatest codimension over all faces F ⊂ N (S) containing δ.
Varchenko also proved both k and the decay rate λ−1/δ are the best possible if
δ > 1.
The first author showed in his thesis[7] that for any λ > 2, β ∈ (−1,∞)d,
and S(x) satisfying Varchenko’s condition,∫
Rd
eiλS(x)xβψ(x)dx . λ−1/δβ logk−1(λ), (3)
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where δβ is the smallest such that δβ(β + 1) ∈ N (S) and k ≤ d is the greatest
codimension over all faces F ⊂ N (S) containing δβ(β + 1).
Using this scalar estimate, we now heuristically derive an upper bound for the
decay rate of Λd. (By an upper bound for the decay rate, we mean the operator
norm cannot decay any faster.) Using the scalar estimate above is a good
heuristic because some phases satisfying Varchenko’s nondegeneracy condition
also satisfy ours. Let p1, . . . , pd satisfy 1−P + p
−1
j > 0 for 1 ≤ j ≤ d. Let γ > 0
be a small constant and define functions fj by
(x1 · · ·xj−1xj+1 · · ·xd)
−1/pj+γ/(d−1) = fj(xˆj) ∈ L
pj (Rd−1).
Taking the product of the fj , each xj receives exponents γ/(d − 1) − p
−1
k for
k 6= j, so the product equals
d∏
j=1
fj(xˆj) =
d∏
j=1
(x1 · · ·xj−1xj+1 · · ·xd)
−1/pj+γ/(d−1) =
d∏
j=1
x
γ−P+1/pj
j .
Let β be the vector defined componentwise by βj = (γ − P + p
−1
j ). Then, by
(3), we expect
∫
Rd
eiλS(x)
d∏
j=1
fj(xˆj)ψ(x)dx . λ
−1/δγ logk−1(λ) . λ−1/δγ logk−1(λ)
d∏
j=1
‖fj‖pj
where δγ(1−P+p
−1
1 +γ, . . . , 1−P+p
−1
d +γ) ∈ ∂N (S). Letting γ → 0, we expect
the best exponent of λ to be−1/δ, where δ(1−P+p−11 , . . . , 1−P+p
−1
d ) ∈ ∂N (S).
Whenever δ ≥ 2d−1, this is precisely the estimate we prove, and in this case we
also prove this decay is maximal for Λd. (In general our nondegeneracy condition
does not imply that of Varchenko, hence this derivation is indeed heuristic.)
Although it is very involved to examine when exactly this estimate is sharp
in the scalar case, in our multilinear Loomis-Whitney scenario we can prove
that the sharp exponent of λ must be precisely what this heuristic predicts.
We prove this claim in the next subsection. This provides evidence that the
approach above may be useful for understanding the decay rates of a wide
range of oscillatory integral operators.
2.3 Sharpness of Theorem 1.1
Since N (S) is a polyhedron in Rd not containing 0 (by nondegeneracy), its
supporting hyperplanes may be defined by
Hn = {α ∈ R
d : α · n = 1},
where · is the usual inner product on Rd. In particular, if α ∈ ∂N (S), any
codimension 1 face containing α is a subset of the supporting hyperplane Hn
where α ·n = 1. Let δ be the Newton distance of S with respect to (p1, . . . , pd).
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We claim that, up to log(λ) terms, if
|Λd(f1, . . . , fd)| . λ
−r
d∏
j=1
‖fj‖pj
uniformly in fj ∈ Lpj , then r ≤ 1/δ, and therefore −1/δ is the sharp exponent
if such an estimate holds (in particular, the sharp exponent in Theorem 1.1
whenever δ ≥ 2d−1). Let n be such that α · n = 1, and for 1 ≤ j ≤ d let
fj(xˆj) =
d∏
k 6=j
1[0,λ−nk ](xk).
Then for large λ, up to logarithmic factors,
d∏
j=1
‖fj‖pj =
d∏
j=1
λ−(1·n)/pj+nj/pj
= λ−(P−1/p1,...,P−1/pd)·n = λα·n/δ−1·n = λ1/δ−1·n.
One can also compute
|Λd(f1, . . . , fd)| ≈ λ
−1·n.
Therefore, the quotient, λ−1/δ, serves as a bound for the decay rate.
We just proved Theorem 1.1 is sharp in the exponent of λ whenever δ ≥ 2d−1.
For example, if pj = 2
j for 1 ≤ j ≤ d − 1 and pd = 2d−1 in Theorem 1.1,
hypothesis (i), or if pj = p(d) for all j under hypothesis (ii), the decay in λ is
sharpest possible (over all nondegenerate phases S). However, the exponent of
log is not sharp in general: if δ > 2d−1, Corollary 5.4 asserts the exponent of log
is even better than stated: it is k − 1 where k is the largest codimension over
any face in N (S) containing the vector δ(1− P + p−11 , . . . , 1− P + p
−1
d ) (which
is still not sharpest possible in general, e.g., the estimate for S(x, y, z) = xyz
has no log terms for the smallest exponents in Theorem 1.1).
As the following proposition shows, one could interpolate any sharp estimate
resulting from Theorem 1.1 the Loomis-Whitney inequality with all exponents
equal d − 1 to obtain sharp decay estimates for other choices of exponents.
However, this statement generally fails to hold for other versions of Loomis-
Whitney on compact domains.
Proposition 2.1. Assume that, up to logarithmic factors,
|Λd(f1, . . . , fd)| . λ
−1/δ
d∏
j=1
‖fj‖pj ,
where δ is the Newton distance with respect to (p1, . . . , pd). Assume there are
0 < θ1, θ2 < 1 summing to 1 such that
q−1j = θ1p
−1
j + θ2(d− 1)
−1.
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Up to logarithmic factors,
|Λd(f1, . . . , fd)| . λ
−1/δ′
d∏
j=1
‖fj‖qj ,
where δ′ is the Newton distance with respect to (q1, . . . , qd).
The sharpness of the conclusion follows from previous examples.
Proof. By multilinear interpolation,
|Λd(f1, . . . , fd)| . λ
−θ1/δ
d∏
j=1
‖fj‖qj .
To prove the claim, we simply need to show that δ′ = δ/θ1 is the Newton
distance with respect to (q1, . . . , qd).
Letting Q =
∑d
j=1 q
−1
j , it is easy to see that Q = θ1P + θ2d(d − 1)
−1, and
therefore
1−Q+ q−1j = 1−
(
θ1P + θ2d(d − 1)
−1
)
+
(
θ1p
−1
j + θ2(d− 1)
−1
)
= θ1(1− P + p
−1
j ) + θ2(1− d(d − 1)
−1 + (d− 1)−1) = θ1(1− P + p
−1
j ).
Multiplying both sides by δ/θ1 shows
(δ/θ1)
(
1−Q+ q−11 , . . . , 1−Q+ q
−1
d
)
= δ
(
1− P + p−11 , . . . , 1− P + p
−1
d
)
∈ ∂N (S),
establishing the claim.
We note that the choice of exponents uniformly equal to d− 1 was essential
in removing θ2 from the computation of 1 − Q + q
−1
j , since there is no reason
for δ/θ1 to be the Newton distance with respect to (q1, . . . , qd) in general. For
details about the interpolation theorem used above, see [2, Chapter 4].
2.4 Growth Estimates
Proposition 2.2. Let S : Rd → R be real analytic in a neighborhood of the
origin. For all β ∈ Nd, there is a constant C depending on β and derivatives of
S such that for all x close enough to the origin,
|xβ∂βS(x)| ≤ C max
α∈N (S)
xα.
Proof. SinceN (S) has finitely many vertices, letN be such that |α| ≥ N implies
α is not a vertex of N (S). Since S is real analytic,
S(x) =
∑
|α|≤N
cαx
α +
∑
|α|=N
hα(x)x
α
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where |hα(x)| → 0 as x → 0. Therefore, for all β ∈ Nd, we also have a Taylor
series expansion
xβ∂βS(x) =
∑
|α|≤N
cα,βx
α +
∑
|α|=N
hα,β(x)x
α,
where |hα,β(x)| → 0 as x → 0. Using this fact, for each β, for x small enough,
the error terms hα,β are small enough such that
|xβ∂βS(x)| ≤ 2
∑
|α|≤N
|cα,βx
α| ≤ Cβ max
Vertices α∈N (S)
|xα| ≤ Cβ max
α∈N (S)
|xα|.
The second inequality follows from the fact that among α ∈ N (S), the vertices
of N (S) maximize |xα| for |xj | < 1.
Taking a finite collection of derivatives leads to the following corollary:
Corollary 2.3. Let β1, . . . , βk ∈ Nd. There is a constant C such that for all x
close enough to the origin, for all 1 ≤ i ≤ k,
|∂β
i
S(x)| ≤ C max
α∈N (S)
|xα−β
i
|.
For the lower bound on derivatives of S, we refer to the following lemma.
Lemma 2.4. Assume S : Rd → R is nondegenerate. Then for all ε ∈ (0, 1)d
close enough to the origin, there is a uniform constant C independent of ε such
that for all x ∈
∏d
j=1[εj , 4εj] and all α ∈ N (S),
|DdS(x)| ≥ Cε
α−1.
The proof is nearly identical to the proof of [7, Lemma 2.1], so we won’t
recreate it here. Moreover, “close enough”can be quantified by analyzing the
argument in [7]. For a more heuristic argument, see [8, Lemma 3.1].
3 Local Estimates for d = 3
In this section, we prove local estimates for the d = 3 case using the following
local estimates for the d = 2 case.
For f ∈ C∞0 (R) define the oscillatory integral operator
T (f)(x) =
∫ ∞
−∞
eiλS(x,y)ψ(x, y)f(y)dy,
where ψ is a smooth compactly supported function on R2. The key operator
van der Corput lemma we use for the first step of our induction argument can
be found in Greenblatt[9], and has been previously studied by Ho¨rmander[13]
and Phong-Stein[17][18] under various other hypotheses.
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Lemma 3.1 (Operator van der Corput). Consider the operator T defined di-
rectly above. Assume that S(x, y) is smooth and
(a) ψ is supported in a rectangle, having width b in the y−direction;
(b) there is a constant C1 > 0 such that |∂ny ψ(x, y)| ≤ C1b
−n for n = 0, 1, 2;
(c) there are constants C2, µ > 0 such that S(x, y) satisfies∣∣∣∣∣ ∂
2S
∂x∂y
∣∣∣∣∣ ≥ µ,
∣∣∣∣∣ ∂
3S
∂x∂y2
∣∣∣∣∣ ≤ C2µb−1, and
∣∣∣∣∣ ∂
4S
∂x∂y3
∣∣∣∣∣ ≤ C2µb−2
in the support of ψ.
Then there is a constant C depending only on C1, C2 such that for f, g ∈ C∞0 (R),
|〈Tf, g〉| =
∣∣∣∣∣
∫
R2
eiλS(x,y)ψ(x, y)f(y)g(x)dxdy
∣∣∣∣∣ ≤ C(λµ)−1/2‖f‖2‖g‖2,
In this section, we will prove a version of the above operator van der Corput
lemma for Λ3. In it, and in the higher dimensional versions found in the next
section, we will need a generalization of the hypotheses of Lemma 3.1. For
this purpose, we say that Λd satisfies the local estimate hypotheses in xj with
parameter µ > 0 if
1. ψ(x) is supported on a rectangle of width bj in the xj−direction.
2. There is a constant C1 > 0 such that |∂nxjψ(x)| ≤ C1b
−n
j for n = 0, 1, 2.
3. There exists constant C2 > 0 such that
|DdS| ≥ µ, |∂xjDdS| ≤ C2µb
−1
j , and |∂
2
xjDdS| ≤ C2µb
−2
j
in the support of ψ.
Assuming the local estimate hypothesis leads to the following local theorem
for d = 3 :
Theorem 3.2. Suppose that Λ3 satisfies the local estimate hypotheses in x1
with parameter µ > 0.
Then, there exists C > 0 depending only on C1, C2, and d such that
|Λ3(f1, f2, f3)| ≤ C(λµ)
−1/4‖f1‖L4x1L
8/3
x3
‖f2‖L4x2L
8/3
x3
‖f3‖2.
Proof. Applying the TT ∗-method to the function f3, we have
|Λ3(f1, f2, f3)|
2 ≤ ‖f3‖
2
2
∫∫∫∫
eiλ(S(x1,x2,x3)−S(x1,x2,y))f1(x2, x3)
× f1(x2, y)f2(x1, x3)f2(x1, y)ψ(x1, x2, x3)ψ(x1, x2, y)dx1dx2dx3dy. (4)
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Let
Sx3,y(x1, x2) = S(x1, x2, x3)− S(x1, x2, y),
F1,x3,y(x2) = f1(x2, x3)f1(x2, y),
F2,x3,y(x1) = f2(x1, x3)f2(x1, y), and let
ψx3,y(x1, x2) = ψ(x1, x2, x3)ψ(x1, x2, y).
. Thus, the right hand side of (4) becomes∫∫ [∫∫
eiλSx3,y(x1,x2)F1,x3,y(x2)F2,x3,y(x1)ψx3,y(x1, x2)dx1dx2
]
dx3dy. (5)
We want to apply the operator van der Corput lemma to (5) in the (x1, x2)
variables for each (x3, y). In order to do so, we must check that the local estimate
hypotheses for S imply local estimate hypotheses for Sx3,y.
First, it is clear that if ψ(x1, x2, x3) has support contained in a rectangle of
width b1 in the x1-direction, then so does ψx3,y. Second, the smoothness of ψ
guarantees uniformity of the constant C1. Third, we see that
∂x1∂x2Sx3,y(x1, x2) =
∫ x3
y
D3S(x1, x2, t)dt,
so by the Mean Value Theorem, |D2Sx3,y(x1, x2)| ≥ µ|x3−y| uniformly in x1, x2.
Bounds for the x1-derivatives of Sx3,y follow similarly. Thus, Sx3,y satisfies the
local estimate hypotheses with parameter µ|x3 − y|.
Now applying Lemma 3.1, we control (5) by∫∫
|λµ(x3 − y)|
−1/2‖F1,x3,y‖L2x2
‖F2,x3,y‖L2x1
dx3dy.
By the Cauchy-Schwarz inequality, this is controlled by
(λµ)−1/2
(∫∫
|x3 − y|
−1/2‖F1,x3,y‖
2
L2x2
dx3dy
)1/2
×
(∫∫
|x3 − y|
−1/2‖F2,x3,y‖
2
L2x1
dx3dy
)1/2
.
Both integral factors above are essentially the same, so we focus our attention
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on the first. By Fubini’s theorem and the Hardy-Littlewood-Sobolev inequality,∫∫
|x3 − y|
−1/2‖F1,x3,y‖
2
L2x2
dx3dy
=
∫ (∫∫
|x3 − y|
−1/2f1(x2, x3)
2f1(x2, y)
2dx3dy
)
dx2
≤
∫
‖f21 (x2, x3)‖
2
L
4/3
x3
dx2
=
∫
‖f1(x2, x3)‖
4
L
8/3
x3
dx2
= ‖f1‖
4
L4x1L
8/3
x3
.
Plugging the norm bounds back in to (4) and taking square roots, the esti-
mate of Theorem 3.2 is established.
Theorem 3.2 has the following consequences.
Corollary 3.3. Suppose that Λ3 satisfies the local estimate hypotheses in x1, x2,
and x3 with parameter µ, and furthermore, that ψ is supported on a rectangle
of dimensions b1 × b2 × b3.
Then,
|Λ3(f1, f2, f3)| ≤ (b3)
1/4(λµ)−1/4‖f1‖4‖f2‖4‖f3‖2.
The above will be useful in establishing off-diagonal estimates in higher di-
mensions. While it is proven through a simple application of Ho¨lder’s inequality
(which typically sacrifices sharpness), the result is actually sharp in its decay
in λ. (Take bj ≡ 1, for instance.) An example demonstrating sharpness will be
provided in Section 4.
Corollary 3.4. Suppose that Λ3 satisfies the local estimate hypotheses.
Then,
|Λ3(f1, f2, f3)| ≤ (λµ)
−1/4‖f1‖8/3‖f2‖8/3‖f3‖8/3.
Corollary 3.4 is proven through a simple application of interpolation in mixed
norm spaces, though we provide full details here.
Proof. By permutation of indices and Minkowski’s inequality,
|Λ3(f1, f2, f3)| . (λµ)
−1/4


‖f1‖2‖f2‖L8/3x1 L4x3
‖f3‖L8/3x1 L4x2
‖f2‖2‖f3‖L4x1L
8/3
x2
‖f1‖L8/3x2 L4x3
‖f3‖2‖f1‖L4x2L
8/3
x3
‖f2‖L4x1L
8/3
x3
.
Duality for mixed norm spaces guarantees Lp
′
Lq
′
is dual to LpLq, where p′, q′
are the dual exponents to p, q, respectively. Therefore the bilinear operator T
defined by
T (f2, f3)(x1) =
∫∫
eiλS(x1,x2,x3)f2(x1, x3)f3(x1, x2)ψ(x1, x2, x3)dx2dx3
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is a bounded map from
L4L
8
3 × L4L
8
3 → L2L2
L
8
3L4 × L2L2 → L
8
5L
4
3 , and
L2L2 × L
8
3L4 → L
4
3L
8
5 ,
with norm . (λµ)−1/4. Applying interpolation for bilinear operators on mixed
norm spaces, we conclude that T : L8/3 × L8/3 → L8/5, and therefore
|Λ3(f1, f2, f3)| . (λµ)
−1/4‖f1‖8/3‖f2‖8/3‖f3‖8/3
= (λµ)−1/4‖f1‖8/3‖f2‖8/3‖f3‖8/3.
The details for this interpolation theorem can be found in [2, Theorem 5.1.2].
4 Local Estimates in Higher Dimensions
4.1 The Off-Diagonal Case
Theorem 4.1. Suppose Λd satisfies the local estimate hypothesis in x1 with
parameter µ and that furthermore, ψ is supported on a box of dimensions b1 ×
· · · × bd. Then
|Λd(f1, . . . , fn)| ≤ C(λµ)
−21−d
d∏
j=1
b
1/pj−2
1−d
j ‖fj‖Lpj ,
where (p1, . . . , pd) = (2
d−1, 2d−1, 2d−2, . . . , 4, 2) and C depends solely on d and
the C1, C2 given in the local estimate hypotheses.
The following example shows Theorem 4.1 is sharp. Let S(x) = µx1 · · ·xd
and fj = 1[0,|λµ|−1/2](xd−1)1[0,|λµ|−1/2](xd) when 1 ≤ j ≤ d − 2, while fd−1 =
1[0,|λµ|−1/2](xd) and fd = 1[0,|λµ|−1/2](xd−1). Then, an elementary scaling argu-
ment shows |Λd| ≈ |λµ|−1 and
∏
j ‖fj‖pj ≈ |λµ|
−21−d−1.
Proof. The proof is by induction on d, where the d = 3 case is established by
Theorem 3.2.
Suppose that Theorem 4.1 holds in dimension d. We wish to show it holds
in dimension d+ 1. Here, we write x′ = (x1, . . . , xd), so x = (x
′, xd+1).
Applying the TT ∗ method to Λd+1 on the function fd+1, we obtain
|Λd+1(f1, . . . , fd+1)|
2 ≤ ‖fd+1‖
2
2
∫∫∫
eiλ(S(x
′,xd+1)−S(x
′,y))
×
d∏
j=1
fj(πj(x
′, xd+1))fj(πj(x
′, y))ψ(x′, xd+1)ψ(x
′, y)dx′dxd+1dy. (6)
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Define xˆ′j := (x1, . . . , xj−1, xj+1, . . . , xd). Let
Sxd+1,y(x
′) = S(x′, xd+1)− S(x
′, y),
Fj,xd+1,y(xˆ
′
j) = fj(πj(x
′, xd+1))fj(πj(x
′, y)) for 1 ≤ j ≤ d, and
ψxd+1,y(x) = ψ(x
′, xd+1)ψ(x
′, y),
to rewrite the right hand side of (6) as
∫∫∫
eiλSxd+1,y(x
′)
d∏
j=1
Fj,xd+1,y(xˆ
′
j)ψxd+1,y(x
′)dx′dxd+1dy. (7)
At this point, we would like to apply the induction hypothesis. As in the
case of applying Lemma 3.1 in the proof of the d = 3 estimates, it is trivial
that ψxd+1,y is supported in a rectangle of width b1 in the x1-direction, and the
smoothness of ψ guarantees uniformity of the constant C2.
As before, we see that
DdSxd+1,y(x) =
∫ xd+1
y
Dd+1S(x, t)dt,
so by the Mean Value Theorem, |DdSxd+1,y(x
′)| ≥ µ|xd+1 − y| uniformly in
x′. Bounds for the x1-derivatives of Sxd+1,y follow similarly. Thus, the local
estimate hypotheses hold with parameter µ|xd+1 − y|.
We now apply the induction hypothesis in x to control (7) by
(λµ)−2
1−d
∫∫
|xd+1 − y|
−21−d
d∏
j=1
b
1/pj−2
1−d
j ‖Fj,xd+1,y‖Lpjxˆj
dxd+1dy
where (p1, . . . , pd) = (2
d−1, 2d−1, 2d−2, . . . , 4, 2). Note that
∑d
j=1 p
−1
j = 1. By
Ho¨lder’s inequality, this is bounded by
(λµ)−2
1−d
d∏
j=1
b
1/pj−2
1−d
j
(∫∫
|xd+1 − y|
−22−d‖Fd,xd+1,y‖
2
L2xˆd
dxd+1dy
)1/2
×
d−1∏
j=1
(∫∫
‖Fj,xd+1,y‖
pj
L
pj
xˆj
dxd+1dy
)1/pj
.
Using the same steps as in the end of the proof of Theorem 3.2, we bound the
first factor by ‖fd‖
2
L4x1,...,xd−1
L
2/(1−21−d)
xd+1
, which is controlled by b
(1−22−d)/2
d+1 ‖fd‖
2
4,
since 1− 21−d = 12 +
1−22−d
2 , and then both terms are square rooted.
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The remaining factors are bounded as follows:
(∫∫
‖Fj,xd+1,y‖
pj
Lpj
dxd+1dy
)1/pj
=
(∫∫∫
f
pj
j (xˆ
′
j , xd+1)fj
pj
(xˆ′j , y)dxˆ
′
jdxd+1dy
)1/pj
= ‖fj‖
2
L
2pj
xˆ′
j
L
pj
xd+1
,
which is controlled by b
1/pj
d+1 ‖fj‖
2
L2pj
.
We note that cumulatively, we obtain the exponent of bd+1 above as (1/2−
21−d) + 1/p2 + · · · + 1/pd = 1 − 21−d = 2(1/2 − 21−(d+1)). The exponent of
bj is simply 1/pj. Theorem 4.1 follows from taking square roots. (All of the
exponents from the dimension d case double, and the exponent 2 comes from
the use of TT ∗.)
4.2 The On-Diagonal Case
Theorem 4.2. Suppose Λd satisfies the local estimate hypotheses in x1, . . . , xd
with parameter µ.
Then,
|Λd(f1, . . . , fd)| ≤ C(λµ)
−21−d
d∏
j=1
‖fj‖Lp(d) ,
where p(d) := (d−1) 2
d−1
2d−1−1 and and C depends solely on d and the C1, C2 given
in the local estimate hypotheses.
This estimate is also sharp, as may be seen by taking S(x) = µx1 · · ·xd and
fj = 1B(0,|λµ|−1/d), where B(0, r) denotes the ball of radius r centered at the
origin in Rd−1.
Proof of Theorem 4.2. We pick up at equation (6) in the middle of the proof of
Theorem 4.1, where we replace the previous induction hypothesis with Theorem
4.2 in the dimension d case. (We will repeat these skipped steps for every
permutation of indices, which is allowed because the local estimate hypotheses
hold in each coordinate direction.)
Applying this induction hypothesis to (6) in x with p = p(d), we obtain a
bound of
(λµ)−2
1−d
∫∫
|xd+1 − y|
21−d
d∏
j=1
‖Fj,xd+1,y‖Lp(d)
xˆ′
j
dxd+1dy.
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From here on, write fj = fj(w, xd+1), where w ∈ Rd−1. Applying Ho¨lder’s
inequality, we get a bound of λ−2
1−d
times
(∫∫
|xd+1 − y|
−p21−d‖F1,xd+1,y‖
p
Lpw
dxd+1dy
)1/p d∏
j=2
‖Fj,xd+1,y‖Lqxd+1,yL
p
w
,
where q = 2
d−1(d−1)2
2d−1(d−2)+1
is defined via the equation 1p + (d− 1)
1
q = 1.
For the first integral factor, we use the same Hardy-Littlewood-Sobolev es-
timate in the xd+1 and y variables to get a bound of
‖f1‖
2
L2pw Lrxd+1
,
where r = 2p1−p21−d/2 =
2p
1−p2−d =
2d(d−1)
2d−d−1 .
For the second factor, we observe p < q and apply Minkowski’s inequality
to get
‖Fj,xd+1,y‖Lqxd+1,yL
p
w
≤ ‖Fj,xd+1,y‖LpwLqxd+1,y
= ‖fj(w, xd+1)fj(w, y)‖LpwLqxd+1,y
≤
∥∥∥ ‖fj‖2Lqxd+1
∥∥∥
Lpw
= ‖fj‖
2
L2pw L
q
xd+1
.
Putting it all together, we get an estimate of
|Λd+1(f1, . . . , fd+1)| ≤ λ
−2−d‖fd+1‖2‖f1‖L2pw Lrxd+1
d∏
j=2
‖fj‖L2pw Lqxd+1
. (8)
One may reach the conclusion of Theorem 4.2 by repeating the above argu-
ment for all permutations of 1, . . . , d+1 and interpolating, applying Minkowski’s
inequality when necessary. (Observe that all of the mixed norms above are eli-
gible for use of Minkowski since the norm with smaller exponent is taken first.)
We now provide the details which show how p(d + 1) comes out of the
interpolations.
The norm bounds in (8) are determined by the choices of indices for the L2
bound and for the L2pLr bound, then the rest are fixed. Thus, there are d(d+1)
total bounds to interpolate. We interpolate with all of them to obtain the same
exponent for each fj .
For any particular fj , we get d many exponents 2, an L
2pLr bound d times
(with each variable x1, . . . , xj−1, xj+1, . . . , xd+1 falling under the L
r norm once),
and an L2pLq bound d(d − 1) times (with the same variables falling under the
Lq norm d − 1 times). Here p refers to the exponent p(d) = 2
d−1(d−1)
2d−1−1
, which
comes from induction.
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Note that 2p(d) = 2
d(d−1)
2d−1−1
. Thus, the calculation for 1/p(d+ 1) is
1
p(d+ 1)
=
1
d+ 1
1
2
+
1
d+ 1
(
d− 1
d
1
2p(d)
+
1
d
1
r
)
+
d− 1
d+ 1
(
d− 1
d
1
2p(d)
+
1
d
1
q
)
=
1
2(d+ 1)
+
d− 1
d+ 1
1
2p(d)
+
1
d(d+ 1)
1
r
+
d− 1
d(d+ 1)
1
q
=
1
2(d+ 1)
+
d− 1
d+ 1
1
2p(d)
+
1
d(d+ 1)
2d − d− 1
2d(d− 1)
+
d− 1
d(d+ 1)
2d−1(d− 2) + 1
2d−1(d− 1)2
=
2d−1d(d− 1) + (2d−1 − 1)d(d− 1) + 2d − d− 1 + 2d(d− 2) + 2
2dd(d+ 1)(d− 1)
=
2dd2 − d2 − 2d + 1
2dd(d+ 1)(d− 1)
=
2d − 1
2dd
,
which is indeed given by our formula for p(d+ 1) in Theorem 4.2.
5 Linear Optimization and Proof of Main The-
orem
Let η : R→ [0, 1] be supported in [1, 4]. We can construct a dyadic partition of
unity of (0, 1)d by using functions supported in [ε1, 4ε1] × · · · × [εd, 4εd] of the
form ηε(x) =
∏d
j=1 η(ε
−1
j xj), where εi = 2
−ji and ~j := (j1, . . . , jd) ranges over
N
d. (From here on, we use [−1, 1]d as the “small enough”neighborhood of the
origin for simplicity.) This is a standard construction; see for example [16, ch.
8]. Now let ψε = ψηε. Let ψ be supported close enough to the origin so that the
hypotheses of Lemma 2.4 are satisfied, then whenever x is in the support of ψε,
|∂nkψε(x)| . ε
−n
k ,
where the implicit constant only depends on derivatives of ψ and η. We will
see that by the estimates in Section 2.4, Theorems 4.1 and 4.2 hold with cutoff
function ψε with µ = ε
α−1 for all α ∈ N (S). Splitting up ψ into
∑
ψε, by the
triangle inequality, we consider the estimates of each Λd with cutoff ψε only in
the orthant [0, 1]d. The strategy will be to sum these estimates to obtain the
conclusion of Theorem 1.1. We now break up this summing method into a few
separate results. We begin with the following extensions of the above theorems
on ε−boxes with cutoff ψε. In particular, we can just think of each fj as being
supported on the box B(εˆj) := [ε1, 4ε1] × · · · × [εj−1, 4εj−1] × [εj+1, 4εj+1] ×
· · · × [εd, 4εd].
Corollary 5.1 (Extending Off-Diagonal Exponents). Let ψ and S be as in
Theorem 4.1, and let fj be supported on the box B(εˆj) for 1 ≤ j ≤ d. Let p1 ≥
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2d−1, p2 ≥ 2d−1, p3 ≥ 2d−2, . . . , pd ≥ 2. Then, there exists C > 0 independent of
ε such that for all α ∈ N (S),
|Λd(f1, . . . , fd)| . (λε
α)−2
1−d
d∏
j=1
ε
1−P+p−1j
j ‖fj‖pj .
Proof. Since fj is supported on B(εˆj) ⊂ Rd−1, then for p ≥ q,
‖fj‖q ≤ (ε1 · · · εj−1εj+1 · · · εd)
q−1−p−1‖fj‖p.
Let (q1, . . . , qd) = (2
d−1, 2d−1, 2d−2, . . . , 2), and note Q :=
∑d
j=1 q
−1
j = 1. By
Lemma 2.4, |DdS| & ε
α−1. Thus, by Theorem 4.1,
|Λd(f1, . . . , fd)| . (λε
α−1)−2
1−d
d∏
j=1
ε
q−1j −2
1−d
j ‖fj‖qj
= (λεα)−2
1−d
d∏
j=1
ε
q−1j
j ‖fj‖qj
. (λεα)−2
1−d
d∏
j=1
(ε1 · · · εj−1εj+1 · · · εd)
q−1j −p
−1
j ε
q−1j
j ‖fj‖pj
= (λεα)−2
1−d
d∏
j=1
ε
1−P+p−1j
j ‖fj‖pj .
Note that in our application of Theorem 4.1, we obtain a constant dependent
solely on d, and the C1, C2 given in the local estimate hypotheses. Corollary
2.3 applied to DdS in place of S guarantees that C2 is independent of ε. The
uniformity of C1 for each choice of ε follows from the smoothness of ψ and the
scaling properties of the ηε used in defining ψε.
Let qj be as in the proof of Corollary 5.1. By ignoring oscillation and simply
applying Ho¨lder’s inequality
|Λd(f1, . . . , fd)| ≤
∣∣∣∣∣∣
∫ d∏
j=1
fj(xˆj)1[εj ,4εj ](xj)dx
∣∣∣∣∣∣
=
d∏
j=1
ε
q−1j
j ‖fj‖qj
.
d∏
j=1
ε
q−1j
j (ε1 · · · εj−1εj+1 · · · εd)
q−1j −p
−1
j ‖fj‖pj
=
d∏
j=1
ε
1−P+p−1j
j ‖fj‖pj .
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Corollary 5.2 (Extending On-Diagonal Exponents). With the same setup as
Theorem 4.2, let fj be supported on the box B(εˆj) for 1 ≤ j ≤ d. Let pj ≥
p(d) = (d − 1) 2
d−1
2d−1−1
. Then, there exists C > 0 independent of ε such that for
all α ∈ N (S),
|Λd(f1, . . . , fd)| . (λε
α)−2
1−d
d∏
j=1
ε
1−P+p−1j
j ‖fj‖pj .
Proof. The proof is identical to that of Corollary 5.1, except that it relies on
the estimates of Theorem 4.2 in place of Theorem 4.1.
We have another local estimate coming from Loomis-Whitney inequality for
any pj ≥ d− 1:
|Λd(f1, . . . , fd)| ≤
d∏
j=1
‖fj‖d−1 ≤
d∏
j=1
(ε1 · · · εj−1εj+1 · · · εd)
(d−1)−1−p−1j ‖fj‖pj
=
d∏
j=1
ε
1−P+p−1j
j ‖fj‖pj .
Briefly, we just established the following whenever fj are supported in B(εˆj),
for pj ≥ p(d) or p1 ≥ 2d−1, p2 ≥ 2d−1, p3 ≥ 2d−2, . . . , pd ≥ 2:∣∣∣∣∣∣
∫
Rd
eiλS(x)
d∏
j=1
fj(xˆj)ψε(x)dx
∣∣∣∣∣∣
. min
α∈N (S)


d∏
j=1
ε
1−P+p−1j
j , λ
−21−d
d∏
j=1
ε
−21−dαj+1−P+p
−1
j
j


d∏
j=1
‖fj‖pj . (9)
Given (p1, . . . , pd), the most important element of N (S) we need to consider
is α = δ(1−P+p−1, . . . , 1−P+p−1d ). If k is the largest codimension over any face
containing α, then α can be written as a convex combination
∑d−k+1
i=1 θiα
i where
αi ∈ ∂N (S) are linearly independent, and the interplay between α, δ, 2d−1, and
the αi all play a role in the final estimate of Λd. We begin with the exact sum
that needs bounding, move on to an optimization lemma, then have Corollary
5.4 describe the interplay stated in the previous sentence.
Summing over all ε−boxes, we will need to estimate the sum over equation
(9):
∞∑
j1=1
· · ·
∞∑
jd=1
min
α∈N (S)
{
d∏
i=1
ε
1−P+p−1i
i , λ
−21−d
d∏
i=1
ε
−21−dαi+1−P+p
−1
i
i
}
.
Starting with jk = 1 provides an upper bound since our ε needs to be small
enough. If any jk ≥ log(λ)/(δ(1 − P + p
−1
k )) := ck log(λ), then this part of the
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sum is bounded above by
∞∑
j1=1
· · ·
∞∑
jk=ck log(λ)
· · ·
∞∑
jd=1
d∏
i=1
ε
1−P+p−1i
i ≤
∞∑
jk=ck log(λ)
2−jk(1−P+p
−1
k )
since each 1 − P + p−1k > 0. This is a geometric series bounded by λ
−1/δ. The
remaining sum where all ji ≤ ci log(λ) is handled with the results below.
Lemma 5.3. Let α1, . . . , αk ∈ Rd be such that α1, . . . , αk, ek+1, . . . , ed are lin-
early independent. Let αk+1 be such that
k+1∑
i=1
θiα
i = 0
for θi > 0 summing to 1. Let M1, . . . ,Mk+1 be strictly positive constants. Then
∑
j1∈Z
· · ·
∑
jk∈Z
bk+1∑
jk+1=ak+1
· · ·
bd∑
jd=ad
min
1≤n≤k+1
{Mn2
αn·~j} .
d∏
i=k+1
(bi − ai)
k+1∏
i=1
Mθii ,
where the implicit constant is independent of all an, bn, and Mn.
Proof. The above quantity is summable since 0 is in the convex hull of the αn.
The first step in the proof of this lemma is bounding the sum above by a uniform
constant times∫ ∞
−∞
· · ·
∫ ∞
−∞
∫ bk+1
ak+1
· · ·
∫ bd
ad
min
1≤n≤k+1
{Mne
αn·x}dxd · · · dx1.
(We actually obtain factors of log 2 in the exponents, though we ignore these
factors as they are simply absorbed into the underlying, arbitrary constant.)
Let A be the invertible matrix satisfying Aαn = en for 1 ≤ n ≤ k and
Aen = en for k + 1 ≤ n ≤ d. Substituting x = AT y, the integral is bounded by
a constant only depending on A, multiplied by∫ ∞
−∞
· · ·
∫ ∞
−∞
∫ bk+1
ak+1
· · ·
∫ bd
ad
min
1≤n≤k
{Mne
yn ,Mk+1e
Aαk+1·y}dyd · · · dy1.
Since Aαk+1 only depends on y1, . . . , yk, the integrand is independent of the
remaining variables. Integrating first over the inner d − k variables, the above
equals to
∏d
i=k+1(bi − ai) times∫
Rk
min
1≤n≤k
{Mne
yn ,Mk+1e
Aαk+1·y}dyk · · · dy1. (10)
By definition of A and αk+1,
Aαk+1 · y = A
(
−
k∑
i=1
θi
θk+1
αi
)
· y = −
k∑
i=1
θi
θk+1
yi. (11)
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Therefore, if y0 ∈ Rk satisfies
ey
0
n = M−1n
k+1∏
i=1
Mθii ,
then by (11), y0 also satisfies
eAα
k+1·y0 =
(
k∏
ℓ=1
e−θℓy
0
ℓ
)1/θk+1
=

 k∏
ℓ=1
(
M−1ℓ
k+1∏
i=1
Mθii
)−θℓ
1/θk+1
=
(
k∏
ℓ=1
Mθℓℓ
)1/θk+1 (k+1∏
i=1
Mθii
)1−1/θk+1
=M−1k+1
k+1∏
i=1
Mθii .
Shifting variables by the translation y → y + y0, the integral (10) equals
k+1∏
i=1
Mθii
∫
Rk
min
1≤n≤k
{eyn , eA
Tαk+1·y}dyk · · · dy1.
Now Rk can be written as the union {y1 ≤ 0}∪· · ·∪{yk ≤ 0}∪{θ1y1+· · ·+θkyk ≥
0}, since all θn > 0. The constraint on θ1, . . . , θk+1 guarantees
sup
‖y‖2=1
min
1≤n≤k
{yn,−
k∑
i=1
θiyi/θk+1} < −c < 0
for some positive constant c depending only on the coefficients θn. By (11) and
homogeneity, we establish
min
1≤n≤k
{yn, Aα
k+1 · y} < −c‖y‖2.
So the minimum inside the integral can be bounded by e−c‖y‖2 . Since the integral
of this Gaussian is a uniform constant depending only on c and k, we conclude
that our initial sum is bounded above by exactly what was required.
In Corollary 5.4 below, δ should be thought of as a Newton distance and
γ = 2d−1.
Corollary 5.4. Let α1, . . . , αk be linearly independent vectors in Nd, where
d ≥ k. Let γ, δ > 0 and assume α =
∑k
i=1 θiα
i for 0 < θi < 1 summing to 1.
Then
c1 log(λ)∑
j1=0
· · ·
cd log(λ)∑
jd=0
min
1≤i≤k
{2−
~j·α/δ, λ−1/γ2
~j·(αi/γ−α/δ)}
.


λ−1/δ logd−k(λ) if δ > γ,
λ−1/δ logd(λ) if δ = γ,
λ−1/γ if δ < γ,
where the implicit constant is independent of λ.
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Proof. There are three cases to consider.
Case 1: Here, we will apply Lemma 5.3 in the case α = δ(1−P+p−11 , . . . , 1−
P+p−1d ) ∈ ∂N (φ) lies on a codimension d−k+1 face, i.e., when there are linearly
independent α1, . . . , αk such that α lives in the convex hull of {α1, . . . , αk}.
Since α1, . . . , αk are linearly independent, without loss of generality we assume
α1, . . . , αk, ek+1, . . . , ed are linearly independent in order to apply the above
results.
The inequality δ > γ implies 0 < 1 − γ/δ < 1, so we write 0 as the convex
combination
0 =
(
1−
γ
δ
)(
−
α
δ
)
+
k∑
i=1
θiγ
δ
(
αi
γ
−
α
δ
)
and notice that all coefficients are nonzero. In this case we apply Lemma 5.3
with Mn = λ
−1/γ for 1 ≤ n ≤ k and Mk+1 = 1 to get
k+1∏
i=1
Mθii =
k∏
i=1
λ(−1/γ)(θiγ/δ) = λ−1/δ.
Letting an, bn be as in Lemma 5.3, bn − an = cn log(λ) for k + 1 ≤ n ≤ d, so
our final estimate is
c1 log(λ)∑
j1=0
· · ·
cd log(λ)∑
jd=0
min
1≤n≤k
{2−
~j·α/δ, λ−1/γ2
~j·(αn/γ−α/δ)} . λ−1/δ logd−k(λ).
Case 2: If δ = γ, consider
λ−1/γ2
~j·(αn/γ−α/δ) = λ−1/γ2
~j·(αn/γ−α/γ) := Mn(~j).
Minimizing only over these k many terms is less than or equal to minimizing
over the log-convex combination
k∏
i=1
Mi(~j)
θi = λ−1/γ = λ−1/δ.
In this case, summing over each variable j1, . . . , jd produces an additional log
term, granting the upper bound λ−1/δ logd(λ).
Case 3: If δ < γ, then let Mn(~j) = λ
−1/γ2
~j·(αn/γ−α/δ) as in Case 2. Then
k∏
i=1
Mi(~j)
θi = λ−1/γ2
~j·(α/γ−α/δ) = λ−1/γ
d∏
i=1
r−jii
for some positive reals rn, since 1/γ < 1/δ, and since all components of α are
strictly positive by nondegeneracy of S.
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Summing over all jn proves the claim for Case 3:
c1 log(λ)∑
j1=0
· · ·
cd log(λ)∑
jd=0
min
1≤n≤k
{2−
~j·α/δ, λ−1/γ2
~j·(αn/γ−α/δ)}
.
∞∑
j1=0
· · ·
∞∑
jd=0
λ−1/γ
d∏
i=1
r−jii . λ
−1/γ .
Proof of Theorem 1.1. Without loss of generality, it suffices to estimate Λd only
on the orthant [0, 1]d. Applying the previously given partition of unity, (9) gives
|Λd(f1, . . . , fd)|∏d
j=1 ‖fj‖pj
.
∞∑
j1=1
· · ·
∞∑
jd=1
min
α∈N (S)
{
d∏
k=1
ε
1−P+p−1k
k , λ
−21−d
d∏
k=1
ε
−21−dαk+1−P+p
−1
k
k
}
.
By Corollary 5.4 (taking γ = 2d−1 and δ as in the statement of Theorem
1.1) and our prior reasoning restricting the sum to ji ≤ ci log(λ), we obtain
|Λd(f1, . . . , fd)|∏d
j=1 ‖fj‖pj
.


λ−1/δ logd−k(λ) if δ > 2d−1,
λ−1/δ logd(λ) if δ = 2d−1,
λ−1/2
d−1
if δ < 2d−1,
which becomes the conclusion of Theorem 1.1 by merging the δ = 2d−1 case
with the δ ≥ 2d−1 case.
The proofs of Lemma 5.3 and Corollary 5.4 could also be used to expand the
class of phases considered in [8]. In particular, their results could be extended
to nondegenerate phases with Newton distance less than or equal to 2, and in
this case the decay obtained is no worse than λ−1/2 logd(λ).
Although we cannot interpolate the final estimate for Λd with other lo-
cal Loomis-Whitney inequalities to obtain a result like Proposition 2.1, one
could interpolate local estimates and then sum as in Lemma 5.3 and Corol-
lary 5.4 to obtain sharp results for other pj smaller than in Theorem 1.1.
For example, interpolating local estimates for (8, 4, 4, 2) with (p(4), . . . , p(4)) =
(24/7, . . . , 24/7) with θ1 = θ2 = 1/2 provides the following local bound for
(48/10, 48/13, 48/13, 48/19) := (p1, . . . , p4):
|Λd(f1, . . . , fd)| . (λε
α)−2
−4
d∏
j=1
ε
1−P+p−1j
j ‖fj‖pj
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Summing with Corollary 5.4 grants sharp decay for these exponents. Trans-
forming this example into a precise theorem leads to interpolations that are
quite tedious to analyze compared to Proposition 2.1 and its proof, so we leave
it for the interested reader to work out any details, should the need arise.
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