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New roles for RNAs in biology continue to emerge, and a glance at the history of RNAs may prepare 
molecular biologists for future discoveries about these powerful molecules. A striking new role for 
RNAs is their widespread involvement in the regulation of numerous genes, suggesting that there 
is much yet to discover about these amazing cellular components.The centrality of RNA in cellular pro-
cesses and gene regulation reflects 
its biochemical properties and early 
appearance during evolution. The lin-
ear sequence of RNA makes it a simple 
source of genetic information. The prop-
erty of RNA to form secondary structure, 
shielding some sequences while expos-
ing others for recognition, facilitates its 
interactions with other molecules. In a 
more complex fashion, RNA can assume 
tertiary structures that present surfaces 
for interactions and contain internal envi-
ronments that create binding sites for 
metal ions that are sufficiently seques-
tered from solvent that they can promote 
catalytic reactions. No other macro-
molecule covers this range of chemical 
space and functions.
RNA and Gene Expression:  
The Early Years
With the discovery of the structure of 
DNA more than 50 years ago, the central 
mystery in molecular biology became 
how information flowed from this beau-
tiful linear library to specify all of the 
components of the cell. In hindsight, one 
could argue that the early founders were 
a little slow to discover the existence of 
messenger RNA (mRNA). This short-lived 
species was hard to detect, as releasing 
it from ribosomes required specific con-
ditions. At the same time, short RNAs 
termed tRNAs were recognized as the 
second genetic code relating the nucleic 
acid code to the amino acid code, with 
an RNA-containing machine termed the 
ribosome as the decoding device. The 
centrality of RNA in these critical life 
processes led to speculation about an 
RNA world, where RNA was the genetic 
material and RNA decoded RNA to syn-thesize proteins. It also produced the 
central dogma of molecular biology, as 
formulated by Francis Crick, that cellu-
lar information only flows from nucleic 
acid to proteins. (Crick was thoughtfully 
agnostic as to whether the nucleic acid 
form of the genetic information was RNA 
or DNA.) The notion of an RNA world has 
become generally accepted with the dis-
covery of RNA catalysis and the more 
recent conclusions that the ribosome is 
an RNA machine.
RNA, Gene Regulation, and 
 Transcription Factors
Once mRNA was defined as the medium 
by which information flows from DNA 
into the cell, the next great question in 
molecular biology was how this process 
was regulated. Variations in this infor-
mation transmission allow single-cell 
organisms to respond to their environ-
ment. These variations also provide a 
means for individual cells carrying identi-
cal information to acquire different traits 
critical for their functions in multicellular 
organisms. The central model proposed 
in the 1960s posited that the utilization 
of genetic information was primarily con-
trolled at the level of transcription of RNA 
from DNA. This control was effected by 
the actions of proteins, called transcrip-
tion factors, which either inhibited or pro-
moted access of the RNA polymerase to 
distinct regions termed promoter sites, 
from which transcription was initiated. 
This wonderful model seemed to sat-
isfactorily explain most of biology and 
dominated the scene for decades. It 
has progressively evolved to take into 
account, for example, the roles of chro-
matin. Yet despite these modifications, 
the key feature of the model—that RNA Cell 136,production is at the core of gene regu-
lation—has remained intact. In fact, with 
the recent discovery that differentiated 
somatic cells can be induced to become 
pluripotent stem cells by introduction of 
a combination of genes encoding tran-
scription factors, the model wherein pro-
tein factors recognize DNA and serve as 
master regulators of gene expression is 
robustly supported once again (Taka-
hashi and Yamanaka, 2006). Yet, as 
time passes, the notion of the cardinal-
ity of gene regulation by transcription is 
becoming progressively weakened. This 
dogma is rooted in studies in bacteria 
and thus handicapped by presupposi-
tion of the existence of a simple gene.
Regulating Split Genes
The importance of the transcription fac-
tor model of gene regulation progres-
sively decreased as the concept of the 
nature of a gene became ambivalent. The 
split structure of genes in most nucleated 
cells added a new layer of regulation at 
the stage of RNA processing. The pos-
sibility of alternative RNA splicing meant 
that the specific information flowing from 
a gene-like segment to the cell could 
change depending upon cellular state or 
environment. Given that more than half 
of transcribed DNA segments in mam-
malian cells are expressed as alterna-
tively spliced RNAs in different cells, the 
definition of a “gene” and how this entity 
is regulated has become staggeringly 
complicated (see for example Wang et 
al., 2008a). Although it is convenient to 
talk about 23,000 human genes, this 
should be considered scientific jargon 
and not precise. Paradoxically, with the 
logarithmic increase in our knowledge 
of the human genome sequence and the  February 20, 2009 ©2009 Elsevier Inc. 577
transcripts it encodes, we have at a fun-
damental level been forced back to the 
original, abstract concept of the gene—a 
heritable trait, defined by a phenotype, 
that is best studied by classical genetic 
methods.
At a biochemical level, a gene is per-
haps most easily described by the set 
of sequences that after transcription are 
available to be joined by RNA splicing 
to produce a final product. This leads to 
the concept of a transcription unit, the 
sequences transcribed by RNA poly-
merase into a contiguous segment that 
can serve as a substrate for cis-splicing 
processes. Obviously, this ignores the 
role of trans-splicing, which is important 
in certain cases but not generally. RNA 
as the product of a transcription unit 
then becomes the central feature in dis-
cussing gene regulation.
RNA splicing is critical for expres-
sion of most genes, and small nuclear 
RNA (snRNA) species play an impor-
tant role in this process. Excision of 
an intron depends upon formation of a 
spliceosome by processes that recog-
nize the 5′ spliced site, 3′ spliced site, 
branch site, and other sequences. The 
local sequences constituting splice and 
branch sites are recognized by snRNAs in 
small nuclear ribonucleoprotein particles 
(snRNPs), and proteins that bind to the 
nascent RNA promote or inhibit snRNP 
and spliceosome assembly. There are 
probably hundreds if not thousands of 
RNA-binding proteins that regulate RNA 
splicing. Their activities are regulated in 
different cell types and environments by 
levels of expression and posttransla-
tional modifications. Thus, the spectrum 
of RNA-binding proteins expressed in a 
nucleus and the extent of modification of 
these proteins are important in alterna-
tive splicing and gene regulation.
The advent of deep sequencing, cou-
pled with new methods to isolate RNA-
protein complexes, is facilitating a new 
depth of understanding about the RNA 
species in a cell and how proteins con-
trol splicing, transport, translation, and 
the subcellular location of these species 
(Licatalosi et al., 2008). Indeed, deep-
sequencing data from mammalian cells 
have recently provided evidence that 
over 90% of all transcription units are 
spliced in more than one pattern (Wang 
et al., 2008a). Whether each of the prod-578 Cell 136, February 20, 2009 ©2009 Elseucts resulting from this variation encodes 
functionally different proteins is not clear. 
But there are enough examples where 
distinct functions have been assigned to 
particular isoforms that the role of alter-
native splicing in gene regulation cannot 
be ignored.
Gene expression is integrated from 
reading of the information encoded in the 
DNA by the binding of transcription fac-
tors through processing of the nascent 
RNA, through transport and translation, 
and perhaps even to where a particular 
protein is localized in the cell. The tran-
scription initiation complex forms under 
control of transcription factors, and its 
particular composition may vary between 
different promoters and cell states. In 
conjunction with initiation, the carboxy-
terminal domain of polymerase II is modi-
fied by phosphorylation. Proteins that bind 
to transcription factors, the 7-methylgua-
nine cap, the modified carboxy-terminal 
domain, or other components of the tran-
scription complex are thought to interact 
with factors that promote steps in RNA 
splicing, cleavage, and polyadenylation. 
RNA processing also may be coupled 
to transcriptional processes directing 
chromatin structure and modifications. 
In fact, these processes can direct genes 
to specific locations in the nucleus, such 
as association with a nuclear pore com-
plex, and thereby influence gene expres-
sion. Thus, sequences at some distance 
from a gene could influence the structure 
of complexes associated with the pro-
cessed RNA and control its ultimate fate 
in cells.
Another indication of the interdepen-
dence of the various stages of RNA pro-
cessing is that, as the RNA is spliced, a 
junction complex is placed on the RNA 
some 24 nucleotides upstream of the 
intron-excision site (Le Hir et al., 2000). 
This complex is part of a signal to trans-
port the mRNA to the cytoplasm and to 
facilitate the pioneer round of translation. 
The complex also facilitates screening for 
a nonsense codon located upstream of 
an intron: a signal for nonsense-mediated 
decay of the mRNA. Thus, the concept 
that factors controlling transcription can 
also regulate posttranscriptional pro-
cesses even in the cytoplasm is impor-
tant. Conversely, it is likely that factors that 
bind to nascent RNA to direct splicing and 
other processing reactions can influence vier Inc.the nature of transcription along the gene 
through changes in pausing, processivity, 
and termination (Lacadie et al., 2006).
Gene Regulation by Small RNAs
About 10 years ago, scientists were 
stunned by the generality of gene regu-
lation by RNA revealed through the dis-
coveries of RNA interference (RNAi) (Fire 
et al., 1998) and microRNAs (Lee et al., 
1993; Wightman et al., 1993). In both 
cases, the common result is that small 
RNAs silence gene expression by recog-
nizing mRNAs and either directing their 
destruction or inhibiting their utiliza-
tion in translation or both. In RNAi, any 
nucleic acid sequence can be converted 
into a trans-acting regulatory factor by 
conversion into double-stranded RNAs 
followed by processing to small RNAs 
by an enzyme termed Dicer. These small 
RNAs, or siRNAs, are then assembled 
into Argonaute complexes that can 
(1) direct cleavage of complementary 
RNA, (2) recognize mRNA through par-
tially complementary sequences, direct 
translational silencing, and mRNA deg-
radation, or (3) recognize nascent RNAs 
in the nucleus and direct assembly of 
heterochromatin, leading to silencing at 
the level of transcription.
MicroRNAs are expressed from 
genomic sequences forming hairpins. 
These RNA hairpins are recognized by 
the related RNase III enzymes Drosha 
and Dicer (Lagos-Quintana et al., 2001; 
Lau et al., 2001; Lee and Ambros, 2001). 
In many cases, genomic sequences 
encoding microRNAs are conserved 
through vertebrate evolution and into 
other species such as insects and 
worms. By using evolutionary conserva-
tion of target sites as a criterion, micro-
RNAs have been estimated to regulate 
roughly 50% of all mRNAs in vertebrates 
(Friedman et al., 2009). This regulation 
is primarily mediated through sequence 
recognition within the 3′ untranslated 
region (UTR) of mRNAs. Conserved 
sequences complementary to the micro-
RNA “seed” sequence (bases occupy-
ing positions 2–7 from the 5′ end of the 
microRNA) are present at a 3-fold higher 
frequency than expected by any normal-
ization protocol. In general, about half of 
all mRNAs appear to have short 3′UTRs 
and are not targets for this type of regu-
lation, whereas those with longer 3′UTRs 
are generally targets. Those mRNAs with 
longer 3′UTRs, on average, contain four 
conserved microRNA target sites per 
3′UTR. Thus, there is extensive regula-
tion of gene expression by microRNAs 
in these systems. Recent evidence also 
indicates that many diseases, such as 
cancer and autoimmune disorders, are 
associated with alterations in regulation 
by microRNAs.
Small-interfering RNAs (siRNAs) can 
target transcriptional regulation in a 
number of organisms. For example, in 
the fission yeast Schizosaccharomyces 
pombe, siRNAs specify heterochromatin 
formation by binding to nascent RNA and 
directing association of histone-modify-
ing activities and factors important for 
this compact chromatin structure (Iida 
et al., 2008). Similarly, in plants, both 
chromatin structure and DNA modifica-
tions are directed in part by processes 
involving small RNAs (Herr et al., 2005). 
Again, these small RNAs appear to tar-
get nascent transcripts to specify local 
chromatin modifications and silencing. 
Thus small RNAs can become transcrip-
tion factors under certain conditions.
Another type of small RNA—Piwi-
interacting RNA (piRNA)—is generated 
in the germlines of many animals. Excit-
ingly, these RNAs, and perhaps other 
types in conjunction, appear to control 
the expression of mobile repetitive ele-
ments in the genome by directing silenc-
ing processes, some of which are epige-
netic in nature (Brennecke et al., 2007). 
Interestingly, such germline silencing 
seems to depend upon the combination 
of transcription generating two strands 
of complementary RNA and the concen-
trations of piRNAs and target sequences 
in complementary RNA (Brennecke et 
al., 2008). This system, as well as the 
processes described above for plants, 
provides an adaptive immunity to para-
sitic mobile agents that use transcrip-
tion to generate resistance (Ketting and 
Plasterk, 2000). Although in theory any 
sequence in a genome might come 
under such epigenetic control if these 
conditions are met due to either muta-
tion or induction of atypical gene expres-
sion in germline tissue, to date, this has 
not been observed for any endogenous 
mammalian gene. But it is clear that in 
the germline, silencing processes involv-
ing small RNAs are part of the expla-nation as to how parasitic mobile DNA 
agents, whose remnants constitute over 
half of all genomic sequences, can coex-
ist with a stable genome.
Gene Regulation by Large 
 Noncoding RNAs
The world of regulatory RNAs continues 
to expand with the emerging recogni-
tion that many large noncoding RNAs 
are expressed from the human genome 
(Katayama et al., 2005). Further, many 
of these RNAs contain sequences con-
served in different species, a strong 
indication of an important function. The 
prototype large noncoding RNA, Xist, is 
associated with the inactive X chromo-
some in mammals (Brown et al., 1992). 
Other large noncoding RNAs include U19 
RNA, which is associated with imprint-
ing, and HOTAIR, which is involved in the 
regulation of a HOX gene cluster (Rinn 
et al., 2007). There is a growing impres-
sion that epigenetic chromatin silencing 
in mammals can be influenced by RNA 
recognition. For example, transcriptional 
suppressor complexes that epigeneti-
cally regulate genes might have RNA as 
components. However, the biochemical 
nature of these processes is still poorly 
understood.
Future Insights about RNA
The biochemical properties of RNA are 
easily observable in the genetic material 
of many viruses, in the interactions of 
snRNAs with sequences at splice sites, 
and with catalysis of the peptidyl bond 
during translation. These processes cer-
tainly date from the RNA world, and it is 
highly likely that some aspects of RNA 
splicing do as well. It also seems very 
likely that RNA had multiple roles in gene 
regulation in this early stage of evolution. 
Here, small segments of RNA could pair 
with the RNA genome to control dupli-
cation, processing, and translation. It 
is possible that some of the activities 
closely identified with RNAi processes 
could reflect biochemical reactions that 
evolved before the appearance of the 
DNA genome. For example, the central 
catalytic domain in the Argonaute fam-
ily of proteins is related to RNase H, an 
enzyme that specifically recognizes the 
intermediate between the RNA and the 
DNA worlds, an RNA-DNA hybrid (Song 
et al., 2004; Wang et al., 2008b). The Cell 136, Dicer and Drosha enzymes are members 
of the RNase III family, which recognizes 
double-stranded RNA and processes 
one of the oldest molecules, ribosomal 
RNA (Bernstein et al., 2001). The RNA-
dependent RNA polymerase activities 
related to RNAi processes are of the 
same superfamily as those that tran-
scribe DNA in contemporary cells and 
probably coevolved with DNA (Salgado 
et al., 2006). Thus, we can perhaps view 
RNAi as a snapshot of the transition from 
the RNA world to the DNA world.
Given that the RNA world and the DNA 
world seem so interconvertible, we might 
anticipate that an organism with an RNA 
genome could be discovered in some 
contemporary niche. For example, per-
haps some cells growing in hyperthermic 
environments might use RNA as genetic 
material for a period and then convert to 
a DNA genome under other conditions. 
An analogy might be the transitions by 
micronuclei in germline and macronu-
clei in zygotic states in Tetrahymena and 
other ciliates (Aronica et al., 2008). How-
ever, even though the transition between 
these two states depends upon the RNA 
sequences within the cell and involves 
RNAi-related processes, the end prod-
uct genetic material is DNA in both cel-
lular states.
Many small RNA families have been 
identified, and elucidation of their roles 
in gene regulation is rapidly advancing. 
With the availability of deep-sequenc-
ing technology, most of the types of 
small RNAs less than 20–30 nucle-
otides probably have been discovered. 
However, the technology to explore 
the range of long noncoding RNAs 
within cells is in its infancy. It is easy to 
speculate three general functions for 
these species. First, they can provide 
a sequence-specific matrix for cluster-
ing components near genes or other 
sites on the genome to facilitate regu-
lation. A large noncoding RNA could 
be the platform for organizing regula-
tory signals located at large distances 
from a gene or the clustering of groups 
of genes. Second, RNAs can be trans-
ported to different locations in cells 
such as poles of embryos, synapses, 
and specific subcellular compartments 
such as P-bodies and stress granules. 
In this capacity, noncoding RNAs could 
serve both as a carrier and a regulatory February 20, 2009 ©2009 Elsevier Inc. 579
signal for certain proteins and mRNAs. 
Third, RNA can be a structural compo-
nent providing a track for movement of 
a cargo. Several thousand nucleotides 
in a noncoding RNA could span across 
a nucleus or over a significant fraction 
of the cytoplasm. Although these pro-
posed functions are speculative, given 
existing examples of RNA’s involvement 
in biological processes, it would not be 
surprising if RNA had these types of 
functions and many others.
Interestingly, the one thing that reg-
ulatory RNA has never been demon-
strated to do under normal conditions 
is recognize DNA sequences directly by 
invasion of the helix. Perhaps the result-
ing RNA-DNA structure might be too 
recombinogenic or mutagenic. Such 
a structure is only commonly found in 
replicative intermediates where the RNA 
primes or templates DNA synthesis. 
Nonetheless, the ability of RNA to form 
both catalytic and secondary struc-
tures has made this molecule the most 
interesting nucleic acid in the cell. The 
myriad processes that are mediated or 
facilitated by RNA provide a window 
into an RNA world that existed before 
the evolution of its more stable sib-
ling, DNA. The most surprising aspect 
of all of this is how late in the study of 
cell biology the importance and ubiqui-
tous nature of RNA in gene regulation 
became widely recognized.580 Cell 136, February 20, 2009 ©2009 ElseACkNowledgmeNTs
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