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L'objectif principal de ce mémoire est de proposer de nouvelles méthodes de concepticn 
pcrw des circuits intégrés numériques rapides. Les résultats de cette analyse offrent 
quelques éléments importants pour le routage dans des conditions de haute fréquence. Ils 
seront utiles par la suite dans le processus de conception automatique de circuits intégrés 
de haute fréquence. On vise surtout des circuits logiques où les signaux internes de haute 
vitesse se caractérisent par des périodes de l'ordre 1 a lOns avec des temps de transition 
dans la bande lOps à 100ps. 
Une bonne partie du travail est concentrée sur l'analyse des interconnexions internes aux 
circuits intégrés. Le déveIoppement d'un modèle de type large bande pour une ligne 
simple, placée sur un substrat semiconducteur, fait l'objet du chapitre 2. Deux circuits 
démonstrateurs ont été conçus en utilisant la technologie Mitel lSpm, accessible à partir 
des services offerts par la Société Canadienne de Micro-électronique. Une partie de ces 
circuits est dédiée aux mesures des délais encoums par des signaux rapides sur de longues 
interconnexions, surtout pour vérifier Ie modèle de ligne mentionné ci-haut et pour 
analyser les différefites configurations de ligne proposées. En étudiant ces configurations 
complexes, nous envisageons d'identifier quelques solutions viables pour le routage dans 
des conditions de haute fréquence. Nous avons caractérisé un ensemble de signaux rapides 
dont les périodes vont de l'ordre de 1.6ns a Ilns. Ces signaux sont générés à l'intérieur 
des circuits intégrés. La technologie CMOS Mite1 1 . 5 p  utilisée à cette façon, permet 
d'atteindre une fréquence maximale d'environ 700MHz. Pour mesurer le délai sur une 
ligne, nous avons adopté deux méthodes de mesure basées sur des modules oscillateurs et 
des modules détecteurs de phase. Dans les modules correspondants, certaines lignes 
longues (longueurs 1.2mm et 2.2mm) représentent les éléments de test. Ces lignes 
assurent la connexion entre deux modules logiques, elles sont donc placées dans des 
conditions réelles telles qu'on les rencontre dans des circuits intégrés normaux. Les tests 
sont accompagnés par des résultats de simulations, réalisés en grande partie à l'aide de 
HSPICE. Compte tenu de la dificulté des mesures que l'on cherche à effectuer, nous 
avons proposé des méthodes indirectes. Ces méthodes de mesure et les modules 
correspondants qui permettent de les effectuer sont décrits dans le mémoire. Nous avons 
réalisé deux circuits démonstrateurs pour lesquels nous avons développé une bibliothèque 
de cellules basées sur une structure améliorée, de type Mer-De-Portes (MDP). 
Le mémoire contient une description de la nouvelle structure, ainsi que les méthodes de 
construction pour les cellules utilisées. Enfin, le mémoire compare les résultats de test aux 
résultats obtenus par simulation. 
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ABSTRACT 
The main goal of this thesis is to develop new design methods for high speed digital 
integrated circuits. The results that were obtained aim toward the development of routing 
methods for high frequency circuits. They can be used for automatic design of such 
circuits. Analysis were carried on digital integrated circuits operating with signals whose 
penods range from Ins to 1 Ons and transition times of 10ps to 100ps. 
A great deal of attention is devoted to analysing the interna1 interconnections in ICs. The 
thesis presents a large band mode! of a single line placed on a semiconductor substrate. To 
validate the proosed modeIs and techniques, two demonstrator circuits were designed in 
the Mitel 1Spm CMOS technology (made possible by the Canadian MicroeIectronics 
Corporation). These circuits contain some modules where delays are produced on long 
interconnections and they are intended to validate the proposed line mode1 and also to 
analyse the various line configurations proposed. The study of such complex 
configurations aims at identifying practical solutions for high frequency routing. All the 
wavefonns with periods from l.6ns to 1 lns are internally generated. The 1 . 5 ~  Mitel 
CMOS technology allows a 700MHz frequency operation. In order to perform line delay 
rneasurements, we proposed two methods based on the use of oscillator and phase detector 
modules. Inside these modules, test elements are provided for 1.2mm and 2.2mm lines. 
The proposed line delay characterisation modules place the lines in realistic conditions. 
One of Our test modules aims at evaluating the performances of the structure used for 
these circuits. The thesis describes measurement methods as well as corresponding test 
modules. It also describes the proposed Sea of Gates structure as well as the procedure to 
synthesise circuits with this structure. 
The thesis extensively compares tests to simulation results. 
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Suite a l'évolution de la technologie des semiconducteurs, les structures des nouvelles 
générations technologiques qui comportent des géométries sous-microns, offrent des 
caractéristiques dynamiques de plus en plus performantes. Le temps de propagation des 
signaux internes sur des portes statiques CMOS peut être inférieur à lns et la période 
d'horloge peut atteindre des valeurs de 1 a 5ns. Le processus d'augmentation de la vitesse 
des circuits, ainsi que la haute complexité requise actuellement. sont les principaux 
facteurs qui imposent l'introduction de nouvelles règles dans la conception des circuits 
intégrés. En effet, la taille des circuits est considérablement plus grande que celle des 
cellules, ce qui fait que les interconnexions deviennent des éléments importants dans la 
définition des performances dynamiques. Des structures actives, qui comportent des 
dimensions de l'ordre du micron, doivent communiquer à travers des interconnexions 
métalliques qui peuvent atteindre des longueurs allant jusqu'à 10-20 mm. Le délai d'un 
signal rapide sur une ligne longue qui relie des cellules dans les différentes zones du 
circuit peut excéder celui d'un élément actif. La prdsence des signaux internes avec des 
transitions rapides exige dans certains cas une analyse dans le domaine des hautes 
fréquences, où les phénomènes de propagation et de réflexion du signal doivent être 
considérés. Par conséquent, la simulation électrique sur des modules rapides nécessite un 
nouveau modèle électrique équivalent pour les interconnexions. Ce modèle devrait être 
valide dans une bande large de fréquence, en assurant un certain niveau de précision dans 
des conditions d'environnement et de bande de fréquence bien définies. En même temps. 
il doit avoir une représentation relativement simple, qui permet d'être utilisée dans les 
simulateurs usuels. 
Compte tenu de l'ampleur du sujet, cette étude porte seulement sur quelques aspects 
relatifs aux règles de dessin dans des conditions de haute vitesse. Il s'agit de l'analyse de 
la propagation du signal sur des lignes isolées. Nous avons proposé et mesuré quelques 
configurations pour les interconnexions, en envisageant une réduction des délais et de 
I'atténuation des signaux numériques. 
1.2. Survol des problèmes 
Une méthode directe pour caractériser les paramètres de ligne consiste ii placer plusieurs 
interconnexions de différentes longueurs sur le silicium et d'en mesurer les impédances 
(les é1ément.s de la matrice [Z] ou de la matrice [SI) dans une bande de fréquence donnée. 
Cette approche à été utilisée par Hasegawa (1971) en utilisant des interconnexions de 
largeur de 70pm et 1600pm. Cette étude porte sur des lignes de différentes longueurs 
placées sur des substrats de silicium de différentes résistivités. Dans ce type de test, à au 
moins une extrémité de chaque ligne mesurée, il faut prévoir un plot pour connecter des 
sondes adaptées de 50 ohms de type GSG ("ground-signal-ground", masse - signai - 
masse). 
Pour des raisons de nature pratique, nous avons adopté d'autres techniques pour réaliser ce 
type de caractérisation. La méthode directe résumé ci-dessus est apparemment simple, 
mais sa mise en oeuvre dans le cas réel d'un circuit VLSI pose quelques problèmes. De 
nos jours, les interconnexions ont en général des géométries très fines (moins de 2pm de 
largeur) tandis que le substrat est de l'ordre 300pm d'épaisseur et les broches prévues 
pour contacter les sondes GSG ont des dirnensioiis minimales d'environ 30pm. Dans ces 
conditions. on rencontre des problèmes dans la r4alisation des contacts de masse. Le 
blindage du fil pour les sondes adaptées 50 ohms de type GSG est connecté aux broches 
dCdiées à cette fin, placées au-dessus de la plaquette. Ces broches se trouvent entre 300pm 
et 400pm de distance du plan de masse au-dessous du substrat semiconducteur; dans des 
conditions réelles du circuit, cette dimension n'est pas négligeable face à Ia longueur 
d'une interconnexion de grandeur moyenne. 
L'erreur introduite par les plots de contact aux sondes GSG est considérable quand les 
traces sont minces. Pour compenser ces erreurs, il faut trouver des solutions pratiques. La 
méthode de caract&isation directe nécessiterait beaucoup d'espace dans un circuit 
démonstrateur. En utilisant une surface limitée. disponible pour rkaliser les circuits 
démonstrateurs, nous devons caractériser plusieurs types de lignes de différentes 
configurations (géométrie ou combinaison de couches variables). Cette condition rend 
difficile la mise en oeuvre de la méthode de caractérisation directe. Enfin, il est préférable 
de développer ces tests dans des conditions réelles, quand les lignes mesurées connectent 
des cellules dans le circuit de façon réaliste et  quand le signal injecté est de type 
numérique (en commutation). 
1.3 Solution adoptée 
Pour rtsoudre de façon pratique cet ensemble de problèmes. les tests prévus pour 
caractériser les paramètres des interconnexions sont principalement basés sur des mesures 
de délai. À cette fin, deux techniques pour les mesures de délai ont été proposées, dont les 
principes sont décrits h la section 4.3.2. Des modules originaux, basés sur ces techniques 
de test, ont été conçues et assemblés dans deux circuits démonstrateurs. Les cellules sont 
construites sur une structure Mer-Des-Portes (MDP) adaptée aux exigences requises par 
les tests prévues. Son architecture se caractérise par un emplacement des transistors MOS 
spdcifique à une structure MDP et par l'existence des canaux à l'intérieur et à l'extérieur 
des ceIlules. Nous avons considéré que ces canaux sont utiles pour le routage de haute 
frdquence. Dans les circuits de test, les lignes longues prévues pour caractérisation sont 
routées dans ces canaux, à l'extérieur de la cellule active. Pour s'assurer que la nouvelle 
structure MDP offre les conditions nécessaires pour faire fonctionner les différents 
modules dans les circuits démonstrateurs, nous avons ajouté un bloc dédié à cette fin. 
Les tests effectués sur ce bloc établissent si les cellules construites sur la structure MDP 
fonctionnent aux paramètres requis, afin de poursuivre avec les mesures de délai. 
CHAPITRE II 
MODÉLISATION DE L'INTERCONNEXION PLACÉE 
SUR UN SUBSTRAT SEMI-CONDUCTEUR 
2.1. Revue de littérature 
Pendant les années '70, les concepteurs de circuits intégrds ont pris beaucoup d'intérêt à 
étudier le phénomène de propagation d'un signal numérique à travers les interconnexions 
placées sur un substrat semiconducteur. Parmi ceux-ci, on remarque les noms de 
Hasegawa, Furukawa et Yanai (1971) qui ont analysé les modes de propagation du signal 
sur une ligne de type micro ruban placée dans un environnement fortement dispersif. Par 
les tests qu'ils ont réalisé et  les modèles pour des lignes de circuits intégrés, de dimensions 
assez larges (lignes de largeur de 70pm à 1600~m), ils ont caractérisé l'influence du 
substrat sur les paramètres électriques de la trace. Le but des tests qu'ils ont rkalisé dans 
une bande de frkquences de 30MHz à 4GHz était de valider des théories développkes par 
plusieurs auteurs dans les années '50 et  '60. Ils font référence ?i des équations de A.R. von 
Hippel(1954) et à celles de l'article de H. Guckel, P.A. Brennan et 1. Palocz (1967). Bref. 
l'analyse porte sur la modélisation d'une interconnexion placée sur un substrat 
semiconducteur. Dans ces conditions, ils ont constaté la variation de certains paramètres 
de la ligne en fonction de la fréquence. 11 s'agit principalement du facteur d'atténuation 
"a"et de la vitesse de phase V$ (voir les détails dans la section suivante). Par exemple, à 
basse fréquence, ils ont observé une réduction accentuée de la vitesse de phase. Pour cette 
raison, le mode de propagation du signal pour cette bande de fréquence a été nommé mode 
d'ondes lentes. 
Pour des fréquences supérieures à la région d'ondes lentes, le substrat agit comme un 
diélectrique avec pertes. Les équations correspondantes au mode quasi-TEM (valide pour 
1'anaIyse de la ligne micro ruban B faibles pertes) sont utilisées dans de telles conditions. 
En augmentant la fréquence, l'effet pelliculaire dans le matériel conducteur doit être 
considéré et cela se traduit dans le modèle équivalent par l'ajout d'une rksistance série 
supplémentaire. Dans la bande de fréquence d'intérêt (inférieure à ZOGHz), on va négliger 
I'effet pelliculaire dans le matériel conducteur. Nous considérons dans cette analyse 
seulement les deux modes "d'ondes lentes" et  "quasi-TEM. Dans l'article de Hasegawa 
(1971), à chaque mode de propagation correspond un schéma équivalent. Bien que cet 
article représente encore une référence fondamentde dans l'analyse des interconnexions 
rapides, il existe quelques améliorations qu'on doit apporter aux modèles et aux équations 
correspondantes. 
En considérant seulement les deux modes d'intirêt. c'est à dire les modes "d'ondes 
lentes" et "quasi-TEM, ainsi qu'un ensemble d'améliorations proposées pour le modele 
dYHasegawa, nous développerons une cellule RLGC équivalente. Cette cellule est 
remarquable parce qu'elle est unique pour toute la bande de fréquence considérée. Dans la 
zone de transition, entre les deux modes de propagation, les valeurs de certains éléments 
changent. Cette variation reflète avec un certain degré de précision les phénomènes 
dominants dans le système physique étudié. Par conséquence, une particularité du modèle 
RLGC associé à la ligne avec pertes, est la dépendance de certains dléments en fonction de 
la fréquence du signal. On considère surtout la variation de deux paramètres: le facteur 
d'atténuation 'W'et la constante de phase ''W(qui est en relation directe avec la vitesse de 
phase). 
Les équations utilisées pour l'extraction des paramètres tiennent campte de la géométrie 
réelle du système (ex. conducteurs beaucoup plus minces que l'épaisseur du substrat 
semiconducteur). Elles contiennent des facteurs de correction qui simplifient les calculs en 
assurant en même temps une précision acceptable. Par exemple, nous introduisons des 
facteurs de correction dans le calcul de l'impédance caractéristique 2, et de la permittivité 
reIative équivalente Eeff (eq. 2.2.6 et 2.2.7). 
La cellule RLGC comportant des éléments variables en fonction de la fréquence. 
représente le modèle proposé pour la ligne avec pertes. Pour réaliser des simulations avec 
SPICE et effectuer une analyse comparative des différents modèles de ligne, nous avons 
extrait un circuit avec des éléments stables dans toute la bande de fréquence considérée. 11 
offre une précision satisfaisante pour les simulations effectuées. 
Les risultats présentés constituent une solution pratique dans la modélisation de Ia ligne 
simple, routée sur un substrat semiconducteur. 
2.2. Extraction du modele de type RLGC. 
2.2.1 Introduction dans la théorie de la ligne de transmission micro ruban 
Dans la section prtcédente, nous avons motivé la nkcessitt? de d6velopper un nouveau 
modèle électrique pour les interconnexions intégrées, placées dans un environnement 
semiconducteur. Pour réaliser une analyse large bande, il faut considérer les phénomènes 
de propagation du signal et les variations des paramètres en fonction de la fréquence. Du 
point de vue géométrique, la ligne est de type micro ruban; la trace est beaucoup moins 
large que l'épaisseur de la couche semiconductrice. Le substrat n'est pas un matériel 
didlectrique idéal. Il est constitue de deux couches, un oxyde trés mince qui a de bonnes 
propriétés d'isolation et le substrat semiconducteur, beaucoup plus é p i s  que I'oxyde. 
Etant donné que les pertes dans le substrat ne sont pas négligeables, nous ne pouvons pas 
utiliser des formules simplifiées pour calculer les paramètres du modèle RLGC de la 
même manière que pour un substrat diélectrique. 
Supposons pour l'instant que la couche semiconductrice est d'un seul type de conductivité 
(figure 2.1). Notre système, constitué d'une ligne conductrice placée sur un substrat mixte 
diélectrique/semiconducteur, est donc considéré, du point de vue micro-ondes, comme 
une ligne de type micro ruban avec des pertes importantes dans le substrat. 
Ce type de ligne est en général modélisé par un circuit électrique équivalent de type 
RLGC. L'interconnexion physique, autant que le circuit équivalent, sont caractérisés par 
une impédance caractéristique 2,. De plus, la propagation du signal est caractérisée par la 
constante 'Y'. Dans cette andyse, on maintient constamment le parallélisme entre les 
paramètres électriques de la ligne physique et ceux du circuit équivalent d'une structure 
RLGC Ceci peut se faire en préservant la similitude entre les équations qui décrivent la 
propagation du signal dans les deux cas. Dans une ligne physique, un signal se propage 
sous forme d'onde. On dCcompose normalement le signal comme une onde directe et une 
onde réfléchie. Dans une analyse en fréquence, le signal numérique représente la somme 
de plusieurs composantes sinusoïdales. L'amplitude de chacune de ces composantes, 
exprimée par une tension ou par un courant, varie en fonction de la position sur la ligne 
(position "z", voir les équations 2.2.1,2.2.2 et  la figure 2.1). 
4- 
V ( 2 )  = Vo . exp (-yz) + VO- . exp (yz) { 2.2.1) 
+ 
1 (2) = Io exp (-yz) + 10- exp (yz) 
Les termes VO' et  Io' (amplitudes) correspondent à l'onde directe et Vo-, 10- 2 l'onde 
réfléchie. Le facteur "y" est exprimé comme un nombre complexe et il représente la 
constante de propagation (eq. 2.2.3). 
2.1. Ligne physique et modèle RLGC associé 
Dans la théorie classique pour lequel le modèle de la figure 2.1 est réduit en enlevant 
l'élément Cox, les deux principaux paramètres considérés sont le facteur de propagation 
d'ondes 'Y' et  l'impédance caractéristique Z,. Cet élément, Cox, correspond i l'oxyde 
mince qui sépare les interconnexions et le substrat semiconducteur. La présence d'une 
telle structure à deux couches (Si-Sioz) n'est pas directement pris en compte dans la 
théorie classique. Les param8tres "y" et Z, peuvent être calculés pour le segment de ligne 
physique et pour le circuit équivalent de type RLGC. Par exemple, dans le cadre de la 
théorie micro-ondes, pour la ligne micro ruban, 'Y' et "20" peuvent être calculés à partir 
des paramètres de la ligne physique ou à l'aide des éléments de la cellule RLGC 
équivalente. 
Les formules correspondantes sont: 
ou "a" est la constante d'atténuation et '$" la constante de phase. 
Les équations 2.2.3 et 2.2.4 demeurent valides en général, mais à défaut de prendre en 
compte directement le Cox, les valeurs C et G deviennent variables avec la fréquence. 
Pour les lignes sans pertes (atténuation négligeable), le facteur "P" est une fonction 
linéaire de la fréquence. Cela signifie que toutes les composantes harmoniques se 
propagent avec la même vitesse de phase, Vb. 
Dans un environnement A forte dispersion, cette approche n'est plus valable. Les facteurs 
d'atténuation "a" et de constante de phase "fY varient en fonction de la fréquence. Les 
composantes harmoniques du signal se propagent sur la Iigne avec des vitesses et des 
niveaux d'atténuation différents. Ceci a comme effet la déformation du signal. La 
variation des paramètres "a" et "p est en étroite relation avec les caractéristiques du 
substrat. Un exemple basé sur des résultats de l'article de Hasegawa (1971) est présenté à 
la figure 2.2. Ces résultats reflètent les variations de "a" et  de "P" entre les deux zones 
correspondant aux modes d'ondes lentes et quasi-TEM. 
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Figure 2.2 Variation des paramètres "a9', "P>' et 20 dans la bande de fréquence 
correspondante aux modes "d'ondes lentes" et "quasi-TEM" 
2.2.2 Calcul des éléments dans le modèle RLGC 
Les kquations pour le mode "quasi-TEM sont bien connues dans I'analyse micro-onde de 
la ligne micro ruban où le substrat est sans perte (ou à faible perte. matériel diélectrique). 
Par exemple, l'impédance caractéristique calculé de façon empirique (voir D. Pozar, 
chapitre 4.7) pour la ligne micro ruban est: 
est la permittivité relative équivalente (valeur utilisée pour le système micro-ruban avec 
matériel diélectrique seulement d'une côté de la trace). Le facteur de forme F(w, H), est 
utilisé dans le calcul de Z, quand l'épaisseur du substrat (H) est plus grande que la largeur 
de la trace (W). 
On nbtient une valeur normalisée de l'inductance L (Henry/mètre) dans la celIule RLGC 
égde à 
Cette valeur (LJ est valide dans la bande de fréquence correspondante au mode quasi- 
TEM. 
Les valeurs de Zo, ''P et "a( (figure 2.2) varient dans l a  zone de transition entre les 
modes "d'ondes lentes" et "quasi-TEM. Cette variation, conformément aux résultats de 
Hasegawa, se produit entre deux fréquences f, et f,. 
Les fréquences-limite pour cette zone sont: 
la fréquence limite supérieure pour le mode d'ondes lentes, et 
Ia fréquence limite inférieure pour le mode «quasi-TEM». 
Selon Hasegawa (1971), le rapport entre les deux fréquences limite ("q") est: 
La variation de la vitesse de phase entre les deux modes est considérée dans le calcul de 
l'inductance de la cellule RLGC du modèle. Les valeurs Ls et L, (eq. 2.2.15) représentent 
les valeurs calculées pour l'inductance du modèle RLGC valides dans les domaines de 
fréquence f < fs et f > f, respectivement: 
Le phénomène d'ondes lentes est caractérisé par une variation non-linéaire des paramètres 
V4 vitesse de phase, de la longueur d'onde A, et la constante de phase ''P car ces 
paramètres sont en étroite relation. Entre les deux domaines de fréquence considérés, ces 
paramètres varient dans un rapport égal à la racine carrée du facteur "fl' (figure 2.2 et 
équation 2.2.13). 
est connue comme valeur statique de la permittivité Maxwell-Wagner (Hasegawa (197 1)). 
Dans la cellule RLGC équivalente, on essaye de simuler le phénomène d'ondes lentes par 
la variation de l'inductance série. Elle varie entre les valeurs Le (eq. 2.2.9) calculée sur la 
base de la théorie du mode quasi-TEM et L,. La forrnuIe pour calculer Le est tirée de 
Jiann-Shiun Yuan, W. Eisenstadt et Juin Liou (1990). Comme l'inductance du modèle est 
en relation directe avec ''V (eq. 2.2.5)' le rapport entre L, et Le est égal à "q", donc 
Dans la zone de transition, nous avons exprimé la variation de "P" par l'équation 2.2.17. 
Cette solution suit les courbes présentées dans les articles de Hasegawa (1971) et de 
Henry Guckel, Pierce Brennan et Istvan Palocz (1968) et elle permet la synthèse d'un 
circuit équivalent simplifié. Par exemple, dans la figure 2.2, on peut approximer la courbe 
de ''W par une fonction arctangente hyperbolique, ayant comme abscisse le 1og.dnthme de 
la fréquence. 
Il résulte une fonction du type 2.2.16. 
où p, représente la constante de phase pour la propagation dans le vide. 
En considérant comme constant le condensateur C (eq. 2.2.16) et la relation entre ''K et 
l'inductance du modèle, la variation de L est conforme à l'équation 2.2.17. 
Aux cas limite, L prend les valeurs Le (quand f > f,, dans le mode quasi-TEM) et L,ir(*L, 
(à basse fréquence, pour le mode d'ondes lentes). 
Pour extraire la conductance G du modéle, on utilise les équations et la variation de la 
constante d'atténuation dans le substrat. 
L'atténuation globale du signal "a7' est due aux pertes dans le matériel conducteur et dans 
le substrat. 
a = a + a  
c d (2.2.18) 
où a, représente les pertes dans le métal (conducteur) 
et ad les pertes dans le substrat (appelé diClectrique). 
Le facteur d7att6nuation a, est fonction de la résistance de la trace, R,. 
Dans l'article de Keith Goossen et Robert Hamrnond (1989), les auteurs ont presenté une 
formule complexe pour calculer a, pour une ligne micro-ruban. En effet, nous n'avons pas 
l'intention de calculer ici avec prkcision l'atténuation dans le conducteur, mais plutôt 
d'identifier l'élément dans la cellule RLGC qui est responsable de cette perte, la résistance 
série du fil. R,. On a constaté que dans le domaine de fréquence considéré, l'effet 
pelliculaire dans le matériel conducteur est négligeable, donc R, est de valeur constante et 
égale à la rdsistance physique de la trace. 
Pour calculer G on analyse l'effet d'atténuation dans le substrat. À basse fréquence, par 
coupIage capacitif, Ies électrons créés dans le substrat vont se déplacer vers le potentiel le 
plus bas (par exemple le dos de la plaquette) ou bien, certains d'entre eux vont se 
recombiner dans le silicium. Pour le calcul de G dans ce cas, il faut utiliser la rdsistivitb du 
substrat qui intègre les deux phénomènes. Pour simplifier l'équation qui permet le calcul 
de G à basse fréquence, on considère dans le silicium seulement les lignes verticales de 
courant. 
(valeur par unité de longueur de ligne) 
L'erreur faite par cette approximation peut être négligeable, car dans ce domaine de 
fréquence le couplage par Cox (condensateur d'oxyde) est faible. 
De même, les valeurs usuelles de G sont tellement proches de zéro, du fait qu'une 
variation d'environ 30% de la conductance Go obtenue par la suite d'un calcul precis n'est 
pas saisissable. Pour cette zone, nous avons utilisé la notation a, pour les pertes dans le 
substrat, ol, qui est fonction linéaire de (lIG,). 
Dans la bande de fréquences supérieure, on utilise la théorie micro-ondes pour la ligne 
micro mban. Le facteur tg(@ (qui exprime les pertes dans diélectrique) est constitué de 
deux éléments: une partie contenant la partie imaginaire de la permittivité Ë et l'autre due 
la conduction dans le substrat (asi). Dans les conditions présentes du substrat et  du 
domaine de fréquences (résistivité du substrat inférieure à 1000 Clcm et fréquence 
maximale 20GHz), la perte due à la conductivité du silicium est majoritaire. 
L'équation Maxwell pour le champ magnétique H est: 
Le terme ( o . E" +a ) est la conductivité totale effective. 11 est associé à Ia partie 
imaginaire de E. 
La tangente des pertes est le rapport entre la partie imaginaire et la partie réelle de la 
permittivité. 
Une expression pour l'atténuation dans le substrat, calculée pour la ligne micro ruban 
(cdcul à partir de D. Pozar (1990)' chapitre 4. l), est: 
où h est la longueur d'ondes (2.2.23 ) 
Le matériel semiconducteur se trouve d'une côté de la trace et seulement une partie des 
lignes de champs électro-magnétique passent à travers le silicium. Le facteur d'atténuation 
a, de l'équation 2,2.23 doit être multiplik par un facteur de forme, Ko. Par une série des 
caIcules simples on arrive à une expression simple de q. 
où le facteur de forme est (exemple dans D. Pozar (1990), page 186): 
Sieff 
Enfin. la formule finale obtenue pour a, est: 
Afin d'obtenir Ia relation entre ad et G, il faut exprimer les équations de tension e t  de 
courant, en fonction du temps et de la position, pour la cellule RLGC et  la ligne physique 
(voir exemple dans D. Pozar (1990), page 68. ou dans Keith Goossen et Robert 
Hammond, (1989)). L'équation 2.2.27, qui offre cette relation entre ad et G dans une 
forme simpIifiée, est valide pour le mode quasi-TEM. 
2 .  a, 
- Gb>,e = Ge= -- Osi z 
oe F ( W H )  (2.2.27 ) 
où aSi = la conductivité du substrat semiconducteur; Z,,= I'impédance caractéristique de 
la ligne. 
Dans toute la bande de fréquence considérée. l'atténuation dans le substrat ad varie entre 
Ies valeurs a. (ad pour f < f,) et a, (ad pour f > f,). À la fréquence f,, selon Hasegawa 
(197 l ) ,  l'atténuation (a,) est: 
L'équation 2.2.29 est une expression obtenue pour ad. La fonction assure les conditions à 
la limite pour les modes d'ondes lente et quasi-TEM (a, pour f-->O, a, pour f-->oo) et 
passe par le point (or,, f,) 
En considérant les relations entre ad et G, on obtient une expression pour la conductance 
G (eq. 2.2.29). 
Dans la cellule RLGC, les deux autres composantes à calculer sont R, (la résistance série 
du fil conducteur) et C, le condensateur parasite entre la trace et le plan de référence (le 
dos de Ia plaquette). Ce condensateur comprend deux composantes: Co,, considéré entre 
la trace et le plan de séparation entre l'oxyde et le semiconducteur, et CSi pour la zone 
semiconductrice. 
La cellule RLGC résultante est présentée dans la figure 2.3. 
I I 7 Cox (condensateur oxyde) 1 
figure 2.3 Cellule RLGC avec éléments L et G, variables en fonction de la fréquence 
Afin de mieux comprendre les variations de la cellule RLGC en fonction de la fréquence. 
nous prksentons à la figure 2.4 les courbes correspondantes aux déments L et G pour deux 
substrats semiconducteurs de résistivités différentes (pz > pl).  
figure 2.4 Variation des éléments L et G du modèle pour deux substrats de 
résistivités différentes 
2.2.3 Cellule RLGC équivalente 
Dans les simulations avec HSPICE, nous devons utiliser une cellule RLGC avec des 
composantes de valeur fixe dans toute la bande de fréquence utile. Le circuit de la figure 
2.5 propose une solution pour résoudre le problème de la variabilité de L et G dans le 
modèle simple, afin d'obtenir une cellule avec des composants de valeur fixe. Bien que ce 
modèle n'est qu'une approximation, nous avons pu reproduire le comportement du 
modèle de la figure 2.3 avec L et G variables (voir eq. 2.2.17 et 2.2.30) avec une précision 
assez bonne. Les composantes LI ,  L2, RI ,  R2, CI, R3 et R4, remplacent l'inductance 
variable L et Rc. tandis que Co2, Rp2 et Rpl remplacent la conductance variable G 
(figures 2.3 et 2.5). Pour valider le circuit de la figure 2.5, on a effectué des travaux de 
synthèse du circuit et des simulations en fréquence avec le simulateur "Touchstone". 
Pendant ces simulations, nous avons observé la différence entre les fonctions de transfert 
pour les deux circuits (paramètre S21 amplitude et phase). 
Par la suite on a obtenu le groupe d'dquations 2.2.31. 
figure 2.5 Circuit équivalent avec des composantes stables dans la bande de 
fréquence considérée 
Le schéma de la figure 2.5 a été vérifié pour un ensemble de lignes choisies dans les 
simulations HSPICE effectuées. Pourtant, la validité de la structure, ainsi que les 
équations associées, ne sont pas garanties dans tous les cas avec une erreur acceptable. 
Néanmoins, dans la suite, nous utiliserons cette structure pour l'analyse du modèle RLGC 
ainsi que pour l'extraction d'un modèle simplifié. 
Avant d'analyser les résultats de simulation, nous présentons les configurations de ligne 
choisies pour le test. Afin de comparer les tests avec les simulations, certaines dimensions 
de Iigne se retrouvent dans les deux analyses (simulation et test). 
2.3. Configurations d e  ligne proposées pour améliorer la propagation des signaux 
de haute vitesse 
Pour valider le modéle RLGC développé e t  pour caractériser certaines structures, nous 
avons prévu d'effectuer des mesures de délai du signal numérique sur un ensemble des 
uaces de différentes dimensions et géométries. Les méthodes de mesure et les circuits 
afférents sont détaillés dans les chapitres suivants, 
Dans cette section, nous présentons une liste des interconnexions conçues pour ce test. 
Parmi plusieurs architectures possibles, on a choisi neuf différents types de lignes en 
essayant d'analyser les aspects suivants: 
- un cas général de référence, où l'interconnexion est de largeur constante et placée 
sur un substrat semiconducteur simple (d'un seul type de conductivité et  polarisé 
à potentiel constant); 
- le degré de perturbation du signai due aux éléments de  discontinuité; l'analyse 
porte sur les changements de direction et sur les passages entre les différentes 
couches de métal; 
- l'effet du substrat sur les caractéristiques de la ligne: solutions pour réduire les 
pertes dans le substrat en ajoutant des couches de diffusion dans le substrat: 
Voici une description sommaire des types d'interconnexions prévues pour le test: 
A.) Lignes de longueur 1.2mm sur la couche métal 1, placées sur un substrat simple 
(semiconducteur d'un seul type de conductivité et polarisé à potentiel fixe). 
Elles se trouvent dans un circuit de test que nous appelons numéro 2 e t  elles se 
présentent comme suit: 
A.1) Llosc, Llphd: lignes de largeur constante 4 p ;  
A.2) L2phd: ligne de largeur 4um et avec 40 changements de direction à 90 
degrés; 
A.3) L3osc: ligne de largeur variable (largeur 6km sur un segment de longueur 
0.6mm et 2pm sur l'autre segment de 0.6mm); 
A.4) L4phd: ligne avec 60 passages entre les couches métal 1 et métal 2; 
A.5) l6phd(a,b,c): trois lignes parallèles de largeur 4 p  est espacement de 
2pm; avec cette configuration, nous analysons l'influence d'un signai 
synchrone qui se propage sur une ligne voisine; 
Dans le chapitre 4, qui présente les méthodes de test pour les circuits démonstrateurs. la 
figure 4.11 montre les connexions pour ces lignes et l'image dessin des masques est 
présentée à la figure 4.16. 
B.) Interconnexions isolées du substrat; pour réduire les pertes dans le substrat, nous 
essayons d'isoler les interconnexions par deux procédés: 
B.l) I'introduction de structures complexes au-dessous de la trace; il est 
possible par exemple d'introduire une ou plusieurs couches de diffusion ou 
de polysilicium ("polysi") entre la trace d'intérêt et le substrat; 
B.2) le placement d'une une ligne secondaire au-dessous de la trace principale, 
ligne sur laquelle on doit injecter un signal similaire et synchrone au signal 
sur la trace principale; 
À cette fin, nous avons conçu dans un autre circuit de test que nous appelons numéro 1, 
quatre modules pour caractériser des lignes de longueur 2. Imm et largeur 3pm. Ces lignes 
sont placées sur quatre différentes structures ou ensemble de couches (figure 2.6): 
- structure de type A: ligne principale de métal placée au-dessus d'une ligne 
secondaire sur la couche "polySi" (note 2.1) et la couche de diffusion "P ' ", 
polarisée à Vss; 
- structure de type B: ligne principale de métal placée au-dessus d'une ligne 
secondaire réalisée sur la couche de diffusion "N '" (note 2.1) et isolée par un 
puits "P" ("P - " polarisé à Vss); 
- structure de type C: ligne principale de métal placée au-dessus d'une ligne 
secondaire réalisée sur la couche de diffusion "P +" (note 2.1); 
- structure de type D: ligne principale de métal placée au-dessus d'une ligne 
secondaire sur la couche "polySi" (note 2.1); 
Le substrat n-epi est toujours connecté à Vdd. 
2.1. La ligne secondaire est connectée au noeud "c" (figures 2.6 et 4.5); l'étal du noeud "c" peut être 
sélectionné dans l'une des quatre positions suivantes: haute impédance (pour le mode "HZ"); tiré à Vss par 
un msistor NMOS en conduction (pour le mode "L"); tiré à Vdd par un uansistor PMOS en conduction 
(pour le mode "H'3; en mode "Sv, qui est caractérisé par l'injection d'un signal sur le noeud "c", synchrone 
par rapport au signal sur le noeud "a" (figures 2.6 et 4.3); 
a Stnidure type A a Stniaure type B 
n 
I 
, ligne 2 = polySi 
Si02 7 Vss
diff. pwell i i ' i '  
a Stnicture type C 
ligne 1 metal 1 r 
ligne 1 metal 1  
N 
Si n-epi Vdd ( 
a Simaure type D 
h, , ligne 2 = polySi 
Vdd 1 
2.6 Quatre structures complexes associées aux lignes longues 
analysées dans le circuit démonstrateur nuniéro 1 
Il y a certainement d'autres combinaisons possibles et qui méritent d'être étudiées, mais la 
surface disponible pour les circuits de test nous a fox6 à Iimiter le nombre de lignes 
mesurées ainsi que la longueur maximale d'une trace. On s'attend à une amdlioration dans 
la propagation du signal sur des lignes de type L3osc (A largeur variabIe), et dans certaines 
cas pour Ies lignes de structure complexe (figure 2.6). 
En général, dans un circuit logique, une trace connecte les entrées de plusieurs portes à 
une source de basse impédance. Dans des conditions de signal numérique, on ne peut pas 
parler d'adaptation du circuit pour toutes les harmoniques dominantes, mais il est utile 
d'assurer une meilleure propagation pour les fréquences supérieures. La géombttie de la 
trace de largeur variable L3osc ressemble 2 celle d'un transformateur d'impédance (figure 
flnurc 2.7 Ligne à section variable, prévue pour caractérisation dans le 
circuit de test numéro 2 (L3osc) 
La condition pour l'adaptation de l'impédance est réalisée pour des fréquences 
supérieures dont Ia longueur d'onde est égale à deux fois la longueur du segment de ligne 
(voir expIications sur le transformateur d'impédance dans H. Howe (1974)). Cette 
configuration est utilisée dans la conception des dispositifs micro-ruban sur circuit 
imprimé. .l'ai analysé cette géométrie pour le cas d'une trace de circuit intégré en faisant 
plusieures simulations. Pour ces simulations, on a utilisé le modèle «U» , c'est-à-dire la 
ligne de transmission avec pertes de la librairie HSPECE. Nous avons constaté des 
amtliorations dans la propagation du signal de l'ordre 10 à 20ps quand 1' interconnexion 
dépasse la longueur de 5mm. Une ligne de ce type (de longueur de 1.2mm, limite imposée 
par la surface disponible de 3.lmm X 3.lmm dans le circuit de test), a été prévue pour fins 
de caractérisation dans le circuit de test 2. 
2.4. Simulations effectuées pour le modèle de ligne développé; extraction d'un 
modèle RCG simplifié 
Le modèle RLGC obtenu (figure 2.3) indique une augmentation des pertes dans la bande 
de fréquence supérieure (mode quasi-TEM). L'équation 2.2.30 montre que l'élément G 
augmente avec la fréquence. Pour quantifier la perturbation du signal provoquée par les 
pertes dans le substrat semiconducteur, nous avons effectué un ensemble de simulations. 
Pour ce faire, nous avons simulé avec HSPICE un oscillateur en anneau à fréquence 
variable, similaire avec ceux utilisés dans les circuits de test (chapitre 4), où la boucle est 
fermée par la ligne analysée (figure 2.8). Nous voulons comparer le délai du signal sur 
I'interconnexion qui ferme la boucle de l'oscillateur, pour différents modèles de ligne. 
ligne I 
contrôle de la puissance de sortie des inverseurs 
Fieurg 2.8 Schéma utilisé pour simulations 
L'interconnexion physique ("ligne" dans la figure 2.8) est remplacée successivement dans 
nos simulations par plusieurs cellules correspondant aux modèles suivants: 
1. modèle "C" - capacitif (figure 2.9, modèle 1); c'est un modèle simplifié, 
fréquemment utilisé dans la simulation des circuits numériques, qui tient compte 
seulement de la capacité parasite entre la trace et le substrat semiconducteur 
(Cox); 
2. modèle "RC" - (figure 2.9, modèle 2); la cellule contient la capacité Cox et la 
résistance série de la trace; 
3. modèle "U" - est présent dans la librairie HSPICE et représente la ligne micro- 
ruban avec pertes (détails dans le manuel d'utilisation HSPICE H93); pour ce 
modèle nous avons spécifié les dimensions physiques de la trace: l'hauteur de 
l'oxyde (ht), l'épaisseur du fil (th), la constante didectrique de l'oxyde (KD) et 
la résistivité du métal RH0 et du substrat RHOB; à titre d'exemple, une 
description du modèle utilisé dans le fichier "liste d'interconnexions" pour 
HSPICE est: 
.MODEL die13 U level=3 plev=l elev=l dlev=O wd=3u ht=lu th=0.5u KD=3.9 
t RHO=2e-8 RHOB= 1 .Se-5 
4. modèle "RLGC" développé dans ce chapitre (cellule équivalente de la figure 
2.5); "RLGC-c" c'est le modèle avec valeurs concentrées (une seul cellule 
RLGC a été utilisée pour tout le segment de ligne) et "RLGC-d le modèle 
distribué (une cellule pour un segment de longueur maximale de 3mrn). 
5. modèle simplifié RCG 2.2 (figure 2.9, modèle 5); il est compost5 d'une résistance 
série (Ia résistance du fil), le condensateur d'oxyde Cox et la conductance du 
substrat calculée selon la formule 2.2.27 et il constitue une version simplifiC du 
modèle RLGC; cette cellule peut être utiIe quand on effectue des simulations 
pour un circuit complexe tout en considkrant la résistivité du substrat 
semiconducteur. 
Cox 
1 1 Rp=I/Ge 
substrat substrat 
1. 2. 5. 
Figure 2.9. Modèles "C" (l.), "RC" (2.) et "RCG" (5.) 
2.2 A partir des caractéristiques physiques de la trace, nous avons caiculé les élements requis pour la 
cellule de La figure 2.2.3 (Le, q, f,, f,, F(w,H), Cox, Rc); par exemple, pour une ligne de longueur lmm, 
d'6paisseur 0.5pm et de largeur 4pm, placée sur un oxyde d'épaisseur Ipm el subsmt silicium de 2 0 0 p  
(résistivité p=10 à 100 Rcm), on a obtenu les valeurs suivantes: Riz10 fi Cox = 154 fF, f,= 230MHz et 
fe=16.1GHz (@p=10 Qcm), f,= 23MHz et fe=1.61GHz (@p=100 Qcm); Le=1.33nH, 11=70, ~ ~ ~ ~ ~ 6 . 5 .  Par 
la suite, on a utilisé l'ensemble d'équations 2.2.31 afin d'extraire les valeurs pour les composantes de la 
figure 2.2.5, la cellule RLGC tquivalente, utilisée dans les simulations NSPlCE. 
La fréquence d'oscillation libre varie en fonction de la tension sur les lignes de contrôle 
Vp et V, (figure 2.8). Pour une polarisation (Vp, V,) = (OV, 5V), les inverseurs sont 
puissants (largeurs des transistors Wn=32pm et Wp=44pm) et les transitions du signal 
sont fortes. L'autre cas c'est la polarisation (Vp, V,) = (3V, 2V) quand les cellules 
"trinv2A" injectent un courant faible à la sortie pour simuler une réduction de la taille des 
transistors. Dans ce cas, la commutation du signal est moins forte. En premier, on effectue 
la simulation pour l'oscillateur de réfdrence. Le module de référence est un oscillateur 
avec connexion directe entre X3 et XI. La période d'oscillation pour le module de 
référence en fonction de la polarisation Vp,Vn, est présentée dans le tableau 2.1. 
Tableau 2.1 Période d'oscillation pour le circuit de la figure 2.8 avec connexion 
directe entre X3 et XI 
Les lignes analysées ont les dimensions suivantes: 
ligne 1 : largeur 4pm, longueur 1.2mm 
ligne2 largeur 6 p  sur 0.6mm et 2pm sur un autre segment de 0.6mm de long. 
ligne3: largeur 4pm, longueur 6mm 
ligne 4: largeur 4 p ,  longueur 12mm. 
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est réalisée par une des quatre lignes mentionnées ci-haut. Dans chacun des cas, nous 
avons enregistré dans les tableaux 2.2 à 2.5, la différence entre Ia période d'oscillation 
libre pour le module avec ligne et la valeur correspondante de l'oscillateur de référence 
(tableau 2.1). Ces valeurs représentent le délai additionnel sur la trace insérée dans la 
boucle. 
Tableau 2.2. Différence de délai ajouté par la ligne 1 connectée dans l'oscillateur de 
la figure 2.8; valeurs obtenues par simulation en utilisant les différents modkles de 
ligne 
Cas 1 conditions ( modèles 
; 1 p p l o  a m  1 <<RLGC-C)> 
psi=lOO dcm <<RLGC-C» 
psi=lOO Qcm NRCG-c» 
V p l  Vn (V) I I 
Tableau 2.3 Différence de délai ajouté par la ligne 2 connectée dans l'oscillateur de la 
figure 2.8; valeurs obtenues par simuIation 
I 
- 
Vp/  Vn (V) I I 
Cas 
ns 
conditions 015  
0.08 
modèle 







Tableau 2.4 Différence de délai ajouté par la ligne 3 connectée dans I'oscilIateur de la 
figure 2.8; valeurs obtenues par simulation en utilisant les différents modèles de ligne 
r I 1 
"f WC-O> 1.14 
i l c m  
psi=lOO «RLGC-d» 0.76 
Qcm 
1 17 IpSi=l0 Rcm 1 «RCG-dn 1 0.99 1 1.20 
18 psi=1OO HRCG-LI>) 0.5 1 0.67 
Qcm 
i 
Tableau 2.5. Différence de délai ajouté par la ligne 4 connectée dans I'osciIlateur de 
la figure 2.8; valeurs obtenues par simulation en utilisant les différents modèles de 
ligne 
Qcm I 
Une analyse du modèle basée sur les résultats du tableaux 2.2 à 2.5 vise surtout l'aspect 
délai d'un signal numérique dans une interconnexion intégrée. Basé sur ces résultats, on 
peut tirer quelques conclusions importantes: 
a) la résistivité du substrat doit être inclue dans le modèle. Dans tous les cas il faut 
utiliser soit le modèle complet RLGC, soit une forme simplifiée comme par 
exemple le modèle RCG proposé. La forme simpIifiée RCG sera adoptée quand 
l'effet inductif est négligeable. Par exemple, dans les conditions du signal 
présent dans cet exemple (temps de commutation de l'ordre 500ps à 800ps), si la 
trace est inférieure à lcm (longueur) et le substrat est de faible résistivité 
(inférieure à 100 Rcm), avec une erreur limite de 5%. on peut utiliser le modèle 
simplifié RCG (une seul cellule pour tout le segment). Les modèles C et RC 
offrent en général des estim6s de délai plus grands tout en négligeant le substrat. 
Le modèle RC peut offrir des résultats acceptables si le substrat est de faible 
résistivitd (par exemple inférieure à 10 !km), Dans le tableau 2.5 (cas 19, 20), 
on peut remarquer que pour Vp>l.SV et Vnc3.5V (quand les inverseurs sont en 
régime de faible puissance de sortie), avec le modèle RC, l'oscillateur semble 
tourner plus vite que pour le modèle C. Dans le cas présent, où la ligne 4 est 
remplacée par une cellule RC, l'inverseur est moins chargé ii la sortie et il 
semble cornmuter plus vite, de façon à compenser partiellement le délai dû à la 
constante RC. 
b) on doit considérer l'effet inductif pour les traces longues (dans cet exemple, des 
traces de longueur à partir de Icm) lorsque le substrat est de haute résistivité 
(plus de 100 Qcm). Dans ces conditions, il est conseillé d'adopter le modèle 
RLGC distribué. Pour les valeurs choisies, l'utilisation du modèle RLGC 
distribué (une cellule par segment de longueur 5mm ou moins) est nécessaire 
pour des lignes de longueur Icm ou plus placées sur un substrat de résistivité 
supérieure à 100 Qcm. 
C) les valeurs obtenues dans le tableau 2.2 pour le modèle de ligne "U" avec des 
faibles pertes sont proches de celles d'autres modèles; dans ce cas, la trace est 
courte et l'effet inductif n'est pas significatif. 
d) l'utilisation d'une trace de largeur variable (figure 2.7) peut être avantageuse 
quand le signal est de commutation très rapide et le substrat est de haute 
résistivité; dans cet exemple (tableaux 2.2 et 2.3, cas 7 et 5).  la ligne 2 offre une 
réduction du délai pour des transitions du signai plus rapides que 300ps. 
CHAPITRE III 
DEVELOPPEMENT D'UNE STRUCTURE DE TYPE MER-DE-PORTES ET DES 
CELLULES DE BASE 
3.1. Introduction 
Pour les circuits intkgrks CMOS, l'architecture Mer-de-portes (MDP), analysée dans ce 
chapitre, présente certains avantages par rapport aux structures standards. Les études de 
Phillipe Duchene et Michel Declercq (1989), ainsi que d'autres auteurs, démontrent qu'une 
meilleure densité est réalisable en utilisant une structure MDP. De plus, elle est adéquate 
dans le développement de l'image d'un circuit CMOS pré-diffusé. Ces avantages nous ont 
amené à choisir ce type d'architecture pour nos circuits de test. Ce chapitre contient une 
analyse sur ces aspects et propose une nouvelle micro-architecture de type MDP. La 
nouvelle image a été utilisée pour la conception de deux circuits d6monstrateurs. Une 
sgquence de test a 6té spécialement conçue pour la validation de la structure et les résultats 
obtenus sont présentés 2 la section 5.1. Pour la conception de la nouvelle structure MDP, 
nous avons dû considérer quelques principes. 11 faut maintenir une certaine régularité et 
une certaine symétrie dans le développement de l'image. La structure doit assurer un 
d6veloppement facile de la librairie et de la construction de cellules avec des dimensions 
optimales et de bonnes caractéristiques électriques. Après une analyse de l'arrangement 
classique MDP, nous allons présenter les éléments spécifiques de la nouvelle image, en y 
incluant le mécanisme de construction automatique. La section 3.6 décrit les éléments 
nécessaires dans Ia construction des cellules. La dernière partie de ce chapitre offre une 
solution pratique pour la construction automatique d'une bibliothèque. Nous allons y 
décrire les principes directeurs et nous allons donner quelques exemples pour les portes 
logiques. 
3.2. Analyse de la structure MDP; principes généraux 
Les éléments actifs consid6rés sont généralement des transistors MOS de type P et N. 
L'architecture MDP est simple, elle se caractérise par un empilement en cascade des 
transistors MOS de type P et N (figure 3.1). On peut remarquer dans cette figure que 
chaque rangée contient des transistors du même type, N ou P. Les transistors d'un même 
rangé sont connectés en série, il n'y a donc pas de séparation électrique définie par la 
structure elle même. L'isolation électrique entre deux zones actives est réalisée h l'aide 
d'un transistor en état bloqué. 















L-------- , , , , , , , , , , ------------J 
Bgure 3.1 Structure classique MDP 
Cette technique pour séparer les éléments actifs permet de développer facilement une 
structure pré-diffusée. Les limites des différentes zones sont dors définies par les 
connexions réalisées à l'aide des métallisations. Pour bloquer un transistor MOS de type 
N, il suffit de connecter sa grille à V,, (ou au potentiel le plus bas). De la même façon, 
pour les transistors MOS de type P destinés h isoler deux régions actives, il faut connecter 
leurs grilles A Vdd (ou au potentiel le plus haut). Chaque celIule est définie par un routage 
interne qui assure les connexions entre les transistors actifs et les polarisations pour les 
transistors d'isolation. Les différents points de connexion assurent l'interface avec 
l'extérieur de la cellule. En général, les interconnexions internes d'une cellule n'occupent 
pas tous les chemins disponibles. Les cellules sont donc partiellement transparentes, ce 
qui permet d'utiliser l'espace libre pour le routage aux niveaux hiérarchiques supérieurs, 
selon une technique qui s'appelle "over-the-ce11 routing" (OTC) dans la Iittérature 
spécialisée. Dans la technique OTC, toute la surface du circuit est disponible au routage. 
Pour éviter les congestions, il faut respecter une règle fondamentale relative A l'utilisation 
des couches de métal. Pendant le routage, il faut changer de couche chaque fois qu'un 
changement de direction survient. Par exemple, dans une technologie à double métal, si la 
couche Métal 1 est choisie pour construire les segments horizontaux, alors la couche 
Métal 2 sert pour le routage dans la direction verticale. Pour trois niveaux de métal, le 
modèle s'appelle HVH (direction horizontale pour les traces sur les couches Métal 1 et 
Métal 3 et verticale pour Métal 2). Puisqu'on a la possibilité de développer du routage à 
l'intérieur de la cellule, la surface du circuit est en général mieux utilisée dans une 
architecture MDP. Notons que les pistes verticales dédiées aux transistors d'isolation sont 
utiles pour réaliser des passages entre différentes rangées ("feed-through"). Dans certains 
cas, ces transistors peuvent aussi servir pour construire des condensateurs nécessaires dans 
le schéma. Nous avons observé qu'en général la structure MDP produit une image 
compacte, régulière, symétrique. Phillipe Duchene et Michel Declercq (1989) montrent 
que la structure MDP offre une densité d'éléments actifs qui peut excéder celle des 
circuits réaiisés selon une approche basée sur des cellules normalisées. La réduction de la 
surface représente un avantage majeur offert par la stnicture MDP. De plus, comme nous 
pourrons le constater au chapitre 5, les cellules associées ont de bonnes caractéristiques 
électriques. Dans la configuration MDP, nous pouvons aussi réaliser de très bons contacts 
pour la poIansation du substrat. Le routage compact OTC permet une réduction 
importante des éléments électriques parasites. 
3.3 Structure classique de type MDP 
La figure 3.1 présente un arrangement typique des transistors dans une structure MDP. Des 
transistors MOS du même type sont connectés en série sous la forme d'une bande 
horizontale. Pour les circuits CMOS, les rangées de type N et P sont aIternées. Dans la 
littérature, cette configuration s'appelle "fish-bone". On remarque l'absence du canai entre 
les cellules pour le routage des interconnexions. Cet espace est occupC par les barres 
d'alimentation Vdd et V,,. Le routage horizontal s'effectue seulement au dessus des 
éléments actifs. Dans l'image de la figure 3.1 il y a cinq chemins horizontaux au dessus 
des transistors de type P et quatre au dessus des transistors de type N. Pour arriver à ce 
nombre de pistes avec la technologie Mitell.5pm utilisCe. la largeur du transistor P est de 
22pm et la largeur du transistor N est de 16pm. Les positions des contacts sur les grilies 
sont alignées dans le plan vertical avec les positions des contacts sur les zones actives 
(drains et sources). Afin d'éviter les congestion de routage dans la direction verticale, il 
faut ajouter un chemin supplémentaire entre deux grilles de transistors voisines. En 
conséquence, les dimensions des transistors augmentent dans la direction horizontale de 
6 p - 1  à 10.5pm. 
Cette version classique de l'image MDP présente quelques désavantages. Par 
exemple, suite à l'absence du canal entre les rangées de transistors de type P et N. le 
nombre de chemins disponibles dans la direction horizontale est limité et iI dépend de la 
taille des transistors. Pour résoudre le problème de congestion, quasi inévitable dans la 
direction horizontale, il faut sacrifier périodiquement une rangée de paires de transistors 
MOS pour créer un canal (souvent plus large que nécessaire); cela conduit à une 
utilisation moins efficace de la surface. Deuxiemement, toutes les positions de contact 
sont alignées dans la direction verticale, Ce fait nous oblige d'ajouter un chemin entre 
deux transistors voisins ce qui conduit à un élargissement des transistors (de 6pm 2 
10.5p.m). 
3.4 Structure MDP proposée 
Par Ie développement de cette nouvelle architecture, certaines améliorations ont été 
apportées à la structure MDP. En effet, pour minimiser les congestions du routage dans la 
direction horizontale et simplifier les interconnexions internes aux cellules, un canal entre 
les paires de transistors de type P et N a été ajouté. La taille de ce canal est un paramètre 
défini par l'utilisateur, en fonction de la complexité du circuit. De la même façon, un canal 
externe est prévu entre les rangées de paires de transistors MOS. L'existence de cette zone 
est très importante pour le routage entre les différentes cellules. Pour réaliser ces 
interconnexions inter-cellules, il est possible d'utiliser un programme de routage de canal 
classique. Le canal externe peut aussi servir à réaliser des structures diverses, nécessaires 
2 l'amélioration des performances électriques du circuit. Par exemple. on peut y réaliser 
des structures de découplage connectées aux barres d'alimentation. Notons les contacts 
drainlsource et les contacts aux grilles des transistors MOS qui se trouvent sur deux pistes 
verticales différentes. L'image obtenue est présentke à la figure 3.2. 
En conséquence, on peut réaliser des grilles plus courtes qu'avec la structure classique de 
la figure 3.1, sans pour autant sacrifier la densité de routage dans le sens vertical. 
Les joints de contact aux grilles et aux drains/sources ont ta même taille, mais ils sont 
décalés dans la direction horizontale. Cet espacement permet le passage en parallèle des 
lignes verticales qui connectent les grilles ou les drainsfsources des transistors. 
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Figlire 3.2 Structure MDP avec canal 
Dans la figure 3.3, nous présentons quelques solutions concernant l'utilisation de la 
nouvelle image, Dans les zones "Al" et "A2", l'arrangement est spécifique aux circuits 
pré-diffuds. Ici, les grilles des transistors ont des points de contact des deux côtks. 
Généralement, les points extérieurs de contact pour les grilles des transistors sont réservés 
aux connexions sur les barres d'alimentation (figure 3.3, zone "Al "). 
La version correspondant à la zone "A2" utilise de façon pIus efficace les chemins 
horizontaux. Ce système de routage est utile pour les circuits de haute densité et de basse 
fréquence. Quand la couche "polySi" utilisée pour réaliser les grilles des transistors MOS 
est fortement résistive, cette version de routage n'est pas recommandée pour la conception 














ZONE B ZONE C ZONE D I 
Figure 3.3 Différents arrangements pour la structure de Qpe MDP 
Dans la zone "B", les contacts des grilles des transistors sont ajoutés en fonction du 
routage, ce qui réduit les capacitks parasites des grilles des transistors. 
La zone "Cu illustre comment on pourrait, au besoin, séparer les barres d'alimentation Vdd 
/ V,, de celles dédiées à la réalisation des connexions pour la polarisation du substrat. 
La quatrième zone "D" contient des transistors avec un seul contact de grille. Cet 
arrangement offre plusieurs degrés de liberté pour le placement des transistors. Cette 
version n'est pas dédiée aux circuits pré-diffusés. mais elle est surtout conçue pour 
optimiser la surface de la cellule et pour réduire l'importance des éléments parasites 
associés aux transistors. 
3.5 Principes pour la description d'une image MDP paramétrée 
La structure MDP de la figure 3.2 est basée sur la technologie Mitel 1.5pm. Elle contient 
des transistors MOS de type P et N avec une géométrie fixe. Pour générer une image dans 
le système MDP, les transistors du même type sont placés sur des rangées, dans une seule 
direction. Entre les éléments actifs, on prévoit des espacements correspondant aux canaux 
externes et internes (voir figure 3.2). Les dimensions de tous ces éléments varient en 
fonction de la technologie utilisée et de certains paramètres fournis par l'utilisateur. Pami  
ces paramètres, on peut mentionner les largeurs des transistors, les dimensions des canaux. 
le nombre de transistors, etc. L'image MDP est décrite sous la forme d'une fonction à 
plusieurs paramètres. À l'appel de cette fonction, dans un environnement de conception 
assistée par ordinateur (CAO) spécialisé pour la gén6ration de circuits physiques, comme 
le logiciel DW-2000 produit par la Société "Design Workshop", une image est 
automatiquement générée. Les paramètres de la fonction spécifient la technologie utilisée 
et les différents éléments géométriques (annexe 1). On identifie trois différentes sections 
dans la description de la fonction. Chacune commence par un mot clé. La première est 
utilist?e pour changer certains paramètres géométriques (par exemple les dimensions des 
transistors ou la dimension du canal, etc.), il faut qu'eue soit décrite l'aide d'une fonction. 
Dans cette fonction, on doit spécifier un certain nombre de paramètres. A l'aide de ces 
paramètres, on choisit la technologie utilisée, ainsi que les differents éléments 
g6ornttriques disponibles aux utilisateurs (voir annexe 1). Le début de cette fonction est 
marqué par le mot clé TECHNOLOGY. A chaque règle de dessin, on associe une variable 
dont la valeur est initialisée en fonction de la technologie utilisée. 
La forme générale d'une ligne dans cette section est: 
La fin de chaque section est marquée par le mot clé ENDaom-section> (exemple: 
ENDTECHNOLOGY). 
Le second module est dédié au calcul des différents éléments géom6triques. Défini par le 
mot cIé EQUATIONS, il contient les kquations nécessaires pour cdculer les éléments 
géométriques (les variables) en fonction de la technologie choisie et en fonction de 
certains paramètres d'entrée (voir annexe 1, section EQUATIONS). Dans ces équations on 
utilise fréquemment la fonction "max" qui assure la génération de l'image pour toutes les 
technologies, sans violation des règles de dessin. 
Enfin, la troisième zone dans la fonction génératrice d'image MDP commence par le mot 
clé DCELLS. Elle construit l'image en utilisant les valeurs calcul6es à retape précédente. 
Cette description est de type h i é r a r ~ h i ~ u e ~ . ~ .  A un niveau supérieur sont définies les 
cellules de base comme les inverseurs, les portes logiques, etc. L'image générée par une 
fonction comme celle de l'annexe 1, est conforme la structure de la figure 3.2. Elle 
contient les paires de transistors MOS (type N et P), un canal interne de dimension 
"NCHEJXNT" et un canal extérieur placé entre deux rangés P-N de dimension 
"NCH-EXT". Ces dimensions sont des paramètres à spécifier par l'utilisateur et elles 
représentent la capacité du canal, donnant le nombre maximal d'interconnexions 
horizontales qui peuvent passer à travers cette zone. D'autres paramètres accessibles aux 
utilisateurs sont: 
- les largeurs des transistors exprimees par Ies valeurs Wn et Wp, ou exprimées 
par la capacité de supporter un nombre de pistes données, "CHN" et "CHP". 
Par défaut, si ces paramètres ne sont pas spécifiés. le programme pourrait 
choisir la valeur minimale permise. 
- le nombre de paires P-N "NPAiRES" ou la dimension horizontale totale 
"H-MAX" d'une rangée de cellules; 
3.1 Premier niveau de description: transistors N, P et éIéments primaires comme contact ou via.; 
2ème niveau de description: ensemble de paires de transistors; 3ème niveau de description: 
cellules de base, etc. 
L'origine d'une cellule est alignée horizontalement sur Ie cenue des premiers contacts de 
grille à la gauche de la cellule et verticalement au centre de la cellule elle même (figure 
3.4). Les autres points de contact ou positions pour les «via» se trouvent à des endroits 
précis, situés sur deux quadrillages fixes. 11 est possible de choisir une autre origine et la 
fonction «générateur-image» calcule cette trandation "D-ORIG-X", "D-ORE-Y". Les 
deux grilles ont la même taille (pas horizontal "GRTDVl", pas verticaux "GRlDH1" et 
"GRIDHS"). Elles sont seulement décalées horizontalement par "DGRIDV" (annexe 1). 
Un quadrillage indique les positions de contact pour les grilles des transistors et l'autre, 
les contacts sur la zone active. Le quadrillage fixe est très utile pour simplifier la 
construction des cellules et pour faciliter le développement d'un programme de routage. 
3.6. Description de la cellule basée sur une structure MDP 
Nous avons utilisé la technologie CMOS Mite1 1 . 5 ~  et l'image de type MDP avec canai 
(figure 3.2) pour développer les cellules nécessaires dans nos circuits de test. Quelques 
règles fondamentales doivent être respectées: 
- l'hauteur d'une cellule est fixe et égale à l'hauteur d'une rangée de transistors 
MOS P et N (voir figure 3.3); 
- les interconnexions internes de la cellule sont placées le plus possible au 
centre, dans le canai interne et au-dessus des transistors MOS; les chemins 
horizontaux se trouvent sur un quadrillage régulier, bien défini dans une 
technologie donnée; 
r 
- le routage dans les deux directions s'effectue en utilisant des couches 
différentes, sauf pour les segments de ligne de longueur inférieure ou égale à 
un pas du quadriliage; 
- les traces longues qui connectent des cellules différentes sont en gtnéral 
placées dans le canal extérieur; cependant, certaines traces peuvent occuper 
des chemins à l'intérieur des cellules dans le cas d'un routage OTC. Ce choix 
s'applique pour les traces qui connectent des blocs voisins ou dans le cas 
d'un court passage vertical avec translation dans la direction horizontale. 
Par l'utilisation de toute la surface, l'efficacité du routage sur une architecture MDP peut 
devenir meilleure que celle obtenue avec des cellules normaiisées. Les interconnexions 
qui relient les modules sur des distances courtes utilisent en gtnéral les pistes et les 
régions de routage internes. Les traces plus longues sont généralement placées dans le 
canal externe. 
Dans une cellule, les positions des entréeslsorties sont indiquees par des marqueurs (figure 
3.4). Chaque point de branchement d'entrée ou de sortie dans une cellule peut avoir des 
positions et des couches d'accès multiples. Par conséquent, il faut indiquer toutes ces 
positions et les modalités d'accès. Les points de branchement sont indiqués par de petits 
éléments (marqueurs carrés) en utilisant des couches non-physiques (voir la figure 3.4). 
Dans le cas présent, on a prtvu trois types de points de branchement dépendant du mode 
d'accès et de sa signification. Pour chaque type de point de branchement (marqueur) il faut 
réserver une couche virtuelle (non-physique). La signification de chacune est la suivante: 
- un marqueur sur la couche MO indique la position d'un point d'accès pour 
relier la cellule au routage externe (routeur de canal); 
- les marqueurs sur les couches Ml et M2 représentent les points d'accès 
internes aux couches MCtal 1 et Métal 2 respectivement; 
Un type de marqueur supplémentaire (voir figure 3.4, couche MlO), indique les endroits 
de transparence de la cellule pour le routage dans la direction verticaie. 
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Pour générer les interconnexions dans le canal extérieur, iI est possible d'utiliser un 
algorithme de routage classique comme pour les circuits basés sur des cellules 
normalisées. Pour cet algorithme, les zones occupées par des cellules sont opaques, sauf 
pour la direction verticale aux endroits de transparence ("feed-through"). Le routeur 
dtablit des connexions entre des points de contact (couche MO). Pour finaliser ces liens 
tlectriques, il suffit d'ajouter un segment de métal (dans le cas présent, sur la couche Métal 
2) entre chaque point de contact externe et le point de contact interne désiré (généralement 
le plus proche). 
3.7 Construction d'une librairie à l'aide des cellules élémentaires 
De façon générale, un "Générateur de cellules" développe une cellule physique à partir 
d'un schéma électrique. Pour cela, il faut placer les éléments de base, en général des 
transistors et les interconnecter. Une étape supplémentaire y est ajoutée dans le cas d'une 
structure MDP; c'est le placement des transistors d'isolation. Un tel programme peut créer 
de façon automatique toute cellule CMOS basée sur une structure MDP, à partir d'un 
s c h h a  électrique. Cette section présente une technique pour construire les éléments 
d'une bibliothèque de cellules à partir d'un nombre de modules limité. Il ne s'agit pas 
véritablement d'un générateur de cellules, mais plutôt d'une solution pratique pour la 
construction d'une bibliothèque de cellules de base. Il est bien connu que le 
développement d'un générateur de cellules nécessite un travail considérabIe et qu'un tel 
générateur est souvent dédié à un type de structure. Dans les circuits numériques, les 
cellules ne sont pas aussi diverses que celles des circuits intégrés analogiques. Ce qui 
varie souvent dans une bibliothèque de cellules logiques c'est le facteur d'échelle. Ce 
facteur prend ici deux sens: premièrement, il signifie la taille de certains transistors dans la 
cellule; dans un autre sens, il représente le nombre d'entrées ou de sorties de même type 
dans la cellule. Par exemple, dans le premier cas, nous faisons reférence aux cellules de 
type "inverseur" ou "non-inverseur" avec differentes sortances (puissances de sortie). 
Dans le deuxième cas, nous prenons comme exemple les portes logiques avec des 
nombres d'entrées différents comme la NAND ou la NOR. Nous proposons donc !a 
construction de cellules logiques en fonction du facteur d'échelIe requis par l'utilisateur. 
Cette technique est basée sur l'assemblage d'éléments physiques pré-définis. Les éléments 
de base sont des groupes de transistors avec une métallisation spécifique. Pour bâtir une 
cenule, il suffit de placer certains "éléments primaires" selon un dgorithme bien précis. 
Les figures 3.5 et 3.6. fournissent quelques exemples représentatifs. 
Le premier cas (figure 3.5) présente la construction d'un "inverseur" à taille variable. En 
général, il suffit de disposer de quatre cellules de base: 
"inv1 "-  inverseur de taille unitaire (égale 21 la taille d'un transistor); 
"inv2" = inverseur à taille double; 
"adrvl" et "adrv2" = élements nécessaires dans la construction des inverseurs avec 
un facteur d'échelle supérieur à deux; 
La taille des inverseurs peut être le multiple de la dimension de base de la cellule "invl". 
Elle est représentée par le facteur d'échelle "2N" (valeurs paires) ou "2N+lN (valeurs 
impaires). 
3.5 Construction d'une porte "inverseur" de taille N en 
utilisant quatre cellules élémentaires 

Les équations (3.1 ) et (3.2) expriment les algorithmes de construction des inverseurs de 
taille "2N" ou "2N+lM. Le symbole "=>" signifie la concaténation directe des cellules dans 
le sens exprimé par la flèche. Par exemple, pour un inverseur de taille I l  (N=5), il faut 
utiliser l'équation {3.2}. On va placer dans le dessin physique une cellule "inv2", puis à 
droite quatre fois "adrv2" et une fois "adrvl". 
Dans un deuxième exemple (figure 3.6), nous présentons la construction d'une porte 
logique de type "NON-ET et "NON-OU" à différents nombres d'entrées. En suivant le 
même principe que dans le cas précédent pour les cellules "NON-ET et "NON-OU", sept 
éléments primaires sont nécessaires: "norcl", "norc2b" et "norcSa", "cell-end", "nandcl", 
"nandc2b" et "nandc2a". 
Laaigorithme pour la construction d'une cellule de type "NON-OU" ou "NON-ET" à 
plusieurs entrées est décrit par les équations (3.3) à (3.6). Les valeurs " S N  ou "2N+1" 
représentent le nombre d'entrées de la cellule, correspondant à des valeurs paires ou 
impaires. 
nor (2N) = norcl 3 ( N -  1 )  . norc2b 3 cell-end 
I3.3 1 
nor (2N + 1 )  = norc 1 3 ( N  - 2 )  . norc2bi 3 norc2a cell-end (3.4) 
58 
nund ( 2 N )  = nandcl 3 ( N -  1) . nund2b cell-end I3.5 
nnnd (2N + 1) = nandcl a ( N  - 2) - nundc2b 3 nandc2a * c e l ~ e n d i ~ . ~ )  
Comme rkgle générale, l'isolation d'une cellule est prévue dans la partie gauche. Pour 
cela, une paire des transistors P et N avec les grilles connectées à VdcUVss est ajoutée. 
Dans certaines cas, comme pour les inverseurs de la figure 3.5, on utilise les contacts Vdd 
et Vss provenant de la cellule voisine placée à gauche et pour ces cellules, il n'y a pas 
d'isolation à gauche. Les drains/sources des transistors liés à la bordure droite sont 
connectés à Vdd (transistor MOS-P) et Vss (transistor MOS-N). Par exemple, la cellule 
"celi-end" assure cette connexion. 
En utilisant cette méthode, avec une douzaine d'éléments de base dans la bibliothèque. il 
est possible de construire tous les inverseurs et les portes logiques de type "NON-OU" et 
"NON-ET". Pour des cellules plus complexes, il faut ajouter encore quelques éléments 
dans la bibliothèque comme par exemple la configuration de type "porte de transmission". 
II est fort possible que la construction des cellules complexes, basée sur cette méthode. 
après l'assemblage des éléments primaires, nécessite l'ajout de quelques interconnexions 
suppIémentaires. La méthode proposée n'est pas l'équivalent d'un génerateur de cellule 
complet et en général, eue fournit une solution pratique qui diminue l'effort requis pour le 
développement d'une bibliothèque et elle réduit le nombre d'tlbments (celluIes) requis. 
CHAPITRE IV 
MÉTHODES DE TEST ET DESCRIPTION DES CIRCUITS 
DÉMONSTRATEURS 
Ce chapitre prdsente les méthodes de test pour la validation de la nouvelle structure MDP 
et du modèle de ligne développé, ainsi que pour l'étude de certaines techniques de routage 
spécifiques pour les circuits intégrés de haute fréquence. Pour réaliser les tests nécessaires. 
nous avons développé deux circuits intégrés CMOS basés sur la technologie Mitel I .5pm. 
En utilisant cette technologie, selon les simulations effectukes, il est possible de bâtir des 
modules fonctionnant dans une bande de fréquence allant jusqu'à 750MHz. Les cellules 
sont conçues sur une structure de type MDP présende au chapitre 3. 
Les tests portent principalement sur la validation de la structure MDP et sur la réalisation 
des mesures de délai. Voici une description sommaire des tests prtvus pour les circuits 
démonstrateurs: 
Circuit démonstrateur numéro 1 : 
1. Validation de la structure MDP. 
Éléments mesurés: vérifier le fonctionnement de multiplexeurs. de diviseurs de 
friquence et d'un bloc contenant deux oscillateurs en anneau à trois et à cinq 
étages. Grâce à ce test, nous vérifions l'efficacité de l'isolation dans la structure 
MDP et les performances du diviseur de fréquence TSPC qui est utilisé dans les 
mesures de délai. 
2. Influence du substrat sur la propagation du signal à travers des lignes longues; on 
mesure le délai sur cinq interconnexions placées sur différentes couches de poly- 
silicium et / ou de diffusion; elles sont de longueur 2.2mm et de largeur constante 
3 p ;  les modules utilisés pour ce test sont des oscillateurs en anneau. 
Circuit démonstrateur numéro 2: 
3. Mesure de délai du signal sur des interconnexions de différentes géom6tries et / 
ou avec des discontinuités (changements de direction ou passages entre deux 
couches de métal); les modules utilisés sont des oscillateurs en anneau et des 
détecteurs de phase; 
Les méthodes de test et les schémas correspondants sont présentés dans les sections 
suivantes. L'analyse des résultats baste sur les valeurs mesurées et les résultats de 
simulation seront inclus dans le chapitre 5.  
Les méthodes de test et l'architecture utilisée pour ces circuits de test sont développées en 
considérant quelques principes fondamentaux et les conditions réelles de fonctionnement. 
Voici quelques critères d'ordre général: 
- la mesure des éléments est réalisée, le plus possible, dans des conditions réelles 
d'utilisation du circuit; 
- il faut minimiser les perturbations créées par les éitments extérieurs sur le 
système mesuré. En conséquence, l'utilisation des méthodes de test indirectes 
semble être une approche adéquate. Ces méthodes ajoutent généralement un 
bloc d'interface entre le module mesuré et l'instrument de test. 
- les broches régulières du circuit ne sont généralement pas acceptables comme 
interface pour des signaux de haute fréquence. C'est pourquoi on utilise des 
sources internes pour générer les signaux requis et des circuits de  détection pour 
mesurer les caractéristiques désirées. 
Deux méthodes sont utilisées pour mesurer les délais internes. La première méthode est 
basée sur des osciiIateurs en anneau. L'élément mesuré, une longue trace, est inclut dans la 
boude de l'oscillateur. Par conséquent, la période du signal généré est fonction du délai 
sur la trace d'intérêt. Pour effectuer ces mesures à l'extérieur du circuit, Ia fréquence du 
signal interne généré est divisée par un facteur fixe. Cette méthode sera détaillée dans la 
section 4.3.2.1. 
La deuxième méthode est basée sur la détection du déphasage entre deux signaux. Dms ce 
cas, les deux entrées d'un module détecteur de phase sont stimulées par un signal qui 
arrive directement de la source interne et un deuxième signal qui passe à travers la 
structure que l'on veut caractériser. À la sortie de ce module, le niveau de tension continu 
mesur6 est fonction de la différence de phase entre ces deux signaux. Nous détaillerons 
cette deuxième méthode à la section 4.3.2.2. 
4.2. Délai composé, définition 
Pour caractériser Ie délai d'un signal digital dans un système donné, il faut d'abord choisir 
un niveau analogique comme référence. Par la suite, on doit mesurer le temps qui s'écoule 
entre l'instant où le signal est injecté à l'entrée du circuit et l'instant ob les conséquences 
de la propagation de ce même signal arrivent à Ia some du systéme. Dans l'exemple de la 
figure 4.1, la réfkrence choisie est Vddt'2. Dans ce cas, t, et reprksentent Ies dklais 
correspondant aux transitions montante et descendante du signal. Supposons que le 
système mesuré est une interconnexion sur une couche de métal. Les valeurs de t, et td 
sont constituées par la somme du temps de propagation tp et par une partie du temps de 
transition (t, pour transition montante et tf pour la transition descendante du signal). 
Figure 4.1 Représentation graphique du délai; (voir les noeuds 1 et 3 dans 
la figure 4.2) 
Un signal numérique propagé de façon fidèle se caractérise par un spectre relativement 
large, même si dans certaines conditions on peut limiter la bande de fréquence considérée. 
Comme mentionné au chapitre 2, le silicium comme substrat, fréquemment utilisé dans les 
circuits intégrés, est un matériel fortement dispersif et il contribue considérablement à la 
déformation du signal propagé sur une longue trace. D'autres phénomènes, comme par 
exemple les réflexions du signal aux bouts de la ligne, ont des effets similaires. Par 
conséquence, la forme du signai change entre deux points sur une interconnexion. LRs 
perturbations des signaux ont une incidence sur le comportement et l a  performance d'un 
circuit. Un autre facteur important c'est la dureté' des transitions du signal. Pour un circuit 
opérant à haute fréquence, les paramètres t,. tf et tp sont tous significatifs. Leurs valeurs 
sont définies pour le système complet, en fonction des conditions sur le signal d'entrée. La 
figure 4.2 présente un système composé de deux portes logiques Xl et  X2 connectées par 
la ligne T. À l'entrée de la cellule XI. le signal se caractérise par des temps de transition 
Gl,t~1 et à l'entrée de X2 par &:! et  tf2. 
1 b K = facteur de gain de X1 1 
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figure 4.2 Ligne d'interconnexion T entre deux cellules XI et X2 
CLe2 = valeur du condensateur à la sortie de XI; CL3= valeur du condensateur B la sortie 
de T. 
Les condensateurs CLe2 et CL3 peuvent approximer I'effet de la ligne. 
La vitesse de transition du signal à I'entrée de X2, exprimée par c2 et ttz (voir figure 4. l), 
varie en fonction des paramètres du signal à l'entrée du système $, et tfl, des paramètres 
de la ligne T et des caractéristiques dynamiques de X1 et X2 (gain et impédance à la sortie 
de XI ,  impédance d'entrée de X2). Dans un article publié à ISCAS'97 (Florin Pera, Yvon 
Savaria et Guy Bois 1997), on mentionne la relation étroite entre les éléments XI. X2 et la 
ligne T, ainsi que l'influence réciproque de ces éléments. Ces considérations imposent 
l'analyse du système comme un tout inséparable, afin de pouvoir mesurer les valeurs 
réelles du délai entre les noeuds 1 à 3 ou entre les noeuds 2 à 3 (figure 4.2). Dans des 
conditions de haute fréquence, il faut considérer aussi les perturbations produites par 
d'autres phdnomènes parasites, comme par exemple le bruit dans le substrat. Si le bruit 
généré dans des conditions de commutation rapide affecte le potentiel dans le substrat, les 
niveaux logiques réels "haut" et "bas" fluctuent. La présence du bruit dans le substrat, 
ainsi que les autres éléments mentionnés ci-dessus, nous permettent d'introduire la notion 
de "délai composé" pour définir la propagation d'un signal numérique. 
Le délai composé est le temps nécessaire pour qu'un signal présent à l'entrée du système 
analysé (XI et ligne T à la figure 4.2) agisse sur l'étage suivant (l'entrée de X2). C'est une 
approche qui, selon nous, reflète mieux la réalité. En mesurant le délai composé. on y 
inclut tous les phénomènes parasites; cela permet la caractérisation de la ligne dans des 
conditions réelles. 
4.3 Méthodes de test et description des circuits démonstrateurs 
4.3.1. Validation de la structure MDP 
Ce test consiste à vérifier le fonctionnement de quelques types de cellules comme des 
inverseurs, des multiplexeurs 2 vers 1 et des diviseurs dynamiques, dms la bande de 
fréquence ciblée. Pour générer un signal de fréyence variable, on utilise des modules 
oscillateur en anneau 21 trois et 21 cinq étages (figure 4.3), où les portes logiques sont des 
inverseurs de type C~MOS (figure 4.4). Avec le module à trois étages, les signaux générés 
dans Ia bande supérieure sont près de la limite caractéristique de Ia technologie choisie 
(environ 700MHz pour Mitel 1.5mm). Il est important de vérifier, ii très haute fréquence, 
l'efficacité du système d'isolation par des transistors MOS bloqués, une des 
caractéristiques principales de la structure MDP. 
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cellule trinv2A 
,Figure 4.4. Inverseur "trinv2A9' de type C~MOS et celluIe "dff17' (diviseur 
dynamique) 
Pour accéder aux sorties des oscillateurs à partir de l'extérieur du circuit. afin d'en 
mesurer la période, la fréquence est divisée par 8 à l'aide des trois modules "dffl" (figure 
4.3) réalisCs en logique TSPC. Conformément aux résultats de notre simulations (figure 
4.5) et aux tests effectués dans des travaux antérieurs par Chtchvyrkov (1995), les 
diviseurs de ce type peuvent fonctionner à des fréquences élevées, proche de la limite 
cxact6ristique de la technologie utilisée. Dans notre cas, les simulations montrent une 
fréquence limite maximale acceptée à I'entrke du module "dffl" de 650 MHz. Pour un 
signal d'entrée situé dans la bande de fréquence supérieure. le facteur de division 
enregistré pour la cellule "dffl" varie. Il augmente avec la fréquence jusqu'à l'arrêt total 
du module (figure 4.5). Deux oscillateurs, à trois et il cinq étages, sont utilisés pour 
identifier dans nos tests cette fréquence limite supérieure (figure 4.3). La période du signal 
généré par chacun de ces oscillateurs varie en fonction des niveaux analogiques sur deux 
lignes de commande Vp et V,. Dans le circuit de test numéro 1, un module démultiplexeur 
4 vers 16 est utilisé pour configurer les différents étages. Les lignes de commande "sel10 
et "sel1 1" correspondent aux positions 10 et 11 à Ia sortie de ce démultiplexeur. Avec cette 
logique de décodage, les deux oscillateurs peuvent être sèIectionn6s successivement, afin 
qu'un seuI signal arrive sur la broche bi-directionnelle "osc35io". Tant que le rapport entre 
les deux valeurs de fréquence mesurées (f3étages/f5étages) t proche de 513, les cellules 
"dffl" de la chaîne "Mod.1" fonctionnent correctement. il est clair qu'en l'absence de 
défectuosité, la seconde chaîne doit décrocher plus tard pour les mêmes V, et V,,. La 
manière d'observer que le module "dffl" a atteint sa fréquence maximale consiste à 
caractériser son facteur de division, qui se met à augmenter quand le module commence à 
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figure 4.5. Facteur de division pour la cellule ccdffl"; résultats de simulation 
Les circuits de test décrits dans ce chapitre sont conçus de telle sorte que l'on peut 
effectuer ces mesures à l'aide d'un oscilloscope ou d'un fréquence-mètre possédant une 
bande passante de 100 MHz. 
Le module "Mod.2" sert à caractériser la cellule "dffl" à basse fréquence. Pour ce test, les 
deux oscillateurs sont inactifs et la broche "osc35io" est configurée en mode entrée. 
Dans ce cas, la broche "osc35io" est connectée ii un générateur externe de signal basse 
fréquence. Le signal passe alors A travers le module diviseur "Mod.2". constitué de trois 
celluIes "dffl" et Ia broche de sortie "osc2". 
4.3.2. Mesure des délais de propagation pour les longues interconnexions 
4.3.2.1 Méthode basée sur des oscillateurs en anneau 
Cette méthode consiste à placer l'élément mesuré, dans notre cas une ligne longue, à 
I'intéfleur de la boucle d'un oscillateur en anneau. Pour arriver i une fréquence élevee, on 
limite à trois le nombre d'éléments actifs. La période du signal généré dépend du délai sur 
chaque élément dans la boucle. Dans un cas idéal (figure 4.6.A), le délai est uniformément 
réparti sur chaque élément actif. En pratique, on doit avoir au moins un point d'accès à ce 
signal par l'intermédiaire d'une porte. La présence d'une celIule de sortie (XO) ajoute un 
déséquilibre dans l'oscillateur. Le délai sur chaque inverseur (q, TZ, T~ dans la figure 
4.6.3) est fonction du signal à l'entrée, des caractéristiques et de la charge à la sortie de la 
cellule considérée. Dans un oscillateur à cinq étages ou plus (figure 4.6.C), on peut utiliser 
un seul paramètre t2 pour toutes les cellules X2 à X(n-1). ConformCment aux simulations, 
cette approximation ajoute une erreur inférieure à 396, mais elle offre l'avantage de limiter 
à trois le nombre de paramètres de dClai dans l'oscillateur, Nous présenterons plus loin 
(tableau 5.2) des résultats de mesure et de simulation pour tes paramètres TI, TZ et T ~ .  Pour 
refaire l'équilibre dans I'oscillateur, une cellule inverseur peut être connectée 3 chaque 
noeud (figure 4.6.D). Cette configuration est utilisée dans le circuit démonstrateur numéro 
2, pour les modules "osc3a". Dans ce cas. le déséquilibre entre les trois ceIlules de 
l'oscillateur est produit seulement par l'élément de test qui  est la longue ligne qui ferme la 
boucle. Pour identifier les faibles différences entre Ies paramètres TI, 22, q, les mesures 
sur Ies modules "osc3a" sont complétées par des simulations HSPICE et par des tests 
complémentaires en utilisant la méthode de détection de phase. 
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,Fipure 4.6.B Oscillateur en anneau à trois étages avec une sortie 
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Fipure 4.6.D Oscillateur en anneau à trois étages avec sorties équilibrées 
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Figure 4.7. Résultats de simulation pour le schéma de la figure 4.6.D; exemple avec 
une ligne de longueur 2 0 0 ~  entre les noeuds i et 4 
où les valeurs t13, t21 et t32 sont des résultats de simulation (figure 4.7). 
Les paramètres TI,  Z~ et Z~ représentent la moyenne entre les dCIais pour la transition 
montante et la transition descendante du signal. Comme les cellules sont des inverseurs, 
dans les simulations effectuées, ces paramètres sont calculés selon les formules ci-dessus. 
Les inverseurs utilisés dans les oscillateurs sont des C'MOS (à titre d'exemple voir la 
figure 4.4, ceHule "trinv2A"). L'impédance de sortie de chaque cellule peut être modifiée 
en ajustant les tensions Vp et V, sur les grilles des transistors Mo et M3. Ceci nous donne 
le contrôle de la fréquence du signal généré. 
En utilisant ce type de cellules dans les oscillateurs commandés par tension (VCO), le 
rapport entre la fréquence maximale et minimale gén6rée est d'environ 1.5 pour le module 
à trois étages et de 4 pour le module à cinq étages. 
4.3.2.1.1 Implantation de la méthode oscillateurs en anneau dans le premier circuit 
démonstrateur 
Au chapitre 2 nous avons présenté un modéIe électrique pour une ligne placCe dans un 
environnement semiconducteur. Nous avons constaté l'importance des caractéristiques du 
substrat relativement à la propagation d'un signal numérique de haute vitesse à travers de 
longues interconnexions. Suite à cette analyse, quelques solutions ont été proposées pour 
l'amélioration de la propagation du signal. Il s'agit de réaliser les lignes longues au-dessus 
d'une structure complexe (différentes couches de diffusion ou une ligne "polySiv créée 
au-dessous du métal), ou de varier la géométrie de la trace. 
Dans le premier circuit démonstrateur, l'analyse porte sur l'influence d'une structure 
complexe créée dans le substrat sur les caractéristiques de la ligne. Les interconnexions 
analysées ici ont des dimensions de 2.2mm de longueur sur 3pm de largeur et e l e s  sont 
réalisées sur la couche de métal 1. En général, les longueurs pour les Iignes caractéristes 
ont été limitées par la surface du circuit disponibIe. Au total, il y a quatre types de 
structures étudiées dans le prototype réalisé. Une description de chacune d'entre elles a été 
faite dans Ie chapitre 2.3 et des vues en coupe latérale sont fournies à Ia figure 2.6. Nous 
avons conçu ces structures pour diminuer le couplage par capacité parasite entre la trace et 
le substrat et donc réduire les pertes. Les couches de diffusion de différents types, créées 
dans le substrat, modifient la résistivité du semiconducteur dans ces zones. Elles forment 
aussi des jonctions dont les capacités parasites s'ajoutent en skrie (dans le modèle de ligne 
RLGC) avec le condensateur de l'oxyde. La ligne secondaire a aussi le rôle de réduire le 
couplage par capacité parasite vers le substrat. Dans certains cas (en fonction de la 
technologie), l'ajout de cette ligne conduit à une augmentation de la distance entre la 
couche de métal et le substrat. Entre la ligne de métal et la ligne secondaire, il y a un 
couplage. Si dans cette deuxième ligne on a la possibilité d'injecter un signal synchrone 
avec celui qui passe h travers l'interconnexion, le couplage effectif entre la ligne 1 et le 
substrat sera réduit. La diminution des pertes assure une déformation du signal numérique 
moins accentuée tout en assurant des bons fronts et donc une meilleure propagation et  une 
réduction du dElai. Les interconnexions mesurées, accompagnées par des lignes 
secondaires, sont connectées comme à la figure 4.8. Il y a cinq modules de type "strT 
dans le circuit numéro 1 (figures 4.8 et 4.15). L'osciIlateur du bloc "str2" est constitué 
d'une cellule non-inverseur "tshvl" (XI), d'un inverseur "inv2A" (X3) et de la ligne 1 qui 
ferme la boucle. 
sel-drv: selectionne le mode de X2: 
I 
F i ~ u r e  4.8. Mesure de délai du signal sur des lignes longues placées sur des structures 
complexes; module %tr2>> dans le circuit démonstrateur numéro 14.' 
Bien que ce type d'oscillateur soit moins dquilibré que celui de la figure 4.6.D, son 
architecture est imposée par l'existence de la ligne secondaire. 11 est plus important ici de 
commander de façon synchrone les lignes 1 et 2 que de disposer d'un oscillateur A charges 
équilibrées. 
4.1. La ligne 1 est l'interconnexion principale réalisée sur la couche de métal 1; la ligne secondaire 
utilise la couche poly-silicium; 
Les tests consistent à mesurer la période du signal généré par chacun de ces cinq 
oscillateurs, pour différentes valeurs Vp et V, (niveaux de contrôle dans la cellule XI). 
Pour les quatre modules "str2" avec les lignes de structure complexe, il est nécessaire de 
rkpéter quatre fois les mêmes mesures pour les différentes commandes du noeud "c" 
(figure 4.8). En effet, la ligne 2 influence le signal qui passe à travers la ligne 1 par 
couplage capacitif et inductif d'une manière qui dépend de I'état du noeud "c". Dans un 
cas, la sortie de X2 est en haute impédance et la ligne 2 est Iaissée flottante (ce mode est 
appelé "HiZ). Quand la cellule X2 est active, les deux signaux présents sur les noeuds 
"a" et "c" sont synchrones (mode "S"). Les cas où le noeud "c" est tiré à V,, ou h Vdd par 
les transistors Mp et Mn respectivement, correspondent aux modes "L" et "H". La cellule 
X2 de type "tshvl" (figure 4.9) assure toutes les conditions concernant la sélection du 
mode et le contrôle de l'impédance de sortie par Vn2 et Vp2. Les portes X1 et X2 sont 
identiques pour que les signaux sur les noeuds "a" et "c" soient synchrones (figure 4.8). 
Les broches de contrôle Vp et V, sont communes pour tous les modules "str2". Les 
tléments "sw" dans la figure 4.9 sont nécessaires pour laisser passer Vp et V, seulement à 
l'intérieur du module sélectionné. 
J?ig.ure 4.9. Cellule "tshvl" utilisée dans le circuit numéro 1 
En ce qui concerne la méthode proposée avec ligne secondaire dans le but d'améliorer la 
propagation du signal, il est pertinent de préciser quelques aspects importants. Il est vrai 
que pour obtenir le signal synchrone nécessaire pour la ligne secondaire, il faut ajouter 
une porte logique qui augmente la puissance consommée. Pourtant, cette mCthode 
représente une solution pour améliorer la propagation du signal rapide quand d'autres 
procédés comme la régénération du signal ne sont pas applicabIes. Pendant les tests, les 
résultats obtenus pour le module "str2" avec la ligne simple (placée sur substrat epitaxial) 
sont utilisés comme référence. Les autres résultats sont comparés avec cette référence 
pour valider l'efficacité de chaque structure complexe (figure 2.6). 
4.3.2.1.2 Implantation de la méthode oscillateurs en anneau dans Ie deuxième circuit 
démonstrateur 
Dans le deuxième circuit démonstrateur, un bloc est également dédié pour 
caractériser les délais à travers de longues interconnexions. Quatre modules "osc3an 
contiennent des oscillateurs en anneau. La boucle de chaque oscillateur est fermée par une 
ligne choisie pour fins de caractérisation. Ces oscillateurs servent aussi comme source 
interne pour d'autres modules. Le schéma ditail16 du module "osc3ai' utilisé dans quatre 
blocs du circuit 2 est présenté dans la figure 4.10. 
figure 4.10. Schéma détaillé du module ccosc3a" utilisé dans le circuit 
démonstrateur 2 
Par l'intermédiaire des entrées Vpl, Vp2, Vnl et  Vn2, nous pouvons contrôler les 
paramètres des inverseurs "trinv31" (la puissance à la sortie). Dans chaque module 
"osc3a", une ligne de dimension connue, connecte la sortie «out-boucle» à l'entrée (<in- 
boucle». 
Les modules de type "osc3a" sont représentés par OSCl à OSC4 dans le schéma bloc du 
circuit 2 (figure 4.11). Chaque bloc est prévu avec une entrée de vaiidation. Par 
l'intermède d'une chaîne de vingt cellules de mémoire, chargbe par I'entrée "Data-cfg" 
nous avons la possibilité de configurer le circuit en choisissant les modules valides. La 
fréquence du signal généré successivement par un des oscillateurs OSCl à 0SC4 est 
divisée par un facteur 16 à l'aide de quatre modules "dffl" et mesurée à l'extérieur du 
circuit. Dans ces modules, les interconnexions dédiées pour fins de caractérisation 
(réalisées sur la couche métal 1 et placées directement sur le substrat epitaxial), sont: 
- la ligne L2osc (module OSC2) sert comme référence dans les mesures effectuées 
par cette méthode dans le circuit 2; elle a une longueur minimale de 2 0 0 p .  
- l'interconnexion Llosc est de longueur 1.2mm, de largeur constante 4pm et avec 
un minimum des changements de direction (quatre); celle-ci représente un cas 
usuel de routage. 
- la ligne L3osc est de largeur variable (largeur 6pm sur les premières 600pm à 
partir de la sortie "out-boucle" et 2p.m sur les autres 600pm); par les dimensions 
choisies, L3osc présente un couplage capacitif vers le substrat, similaire à celui 
de la ligne Llosc et une résistance 25% plus grande. En caractérisant cette ligne, 
on avait aussi l'intention de vérifier les performances de l'architecture de type 
"transformateur d'impédance" présentée au chapitre 2.3. Étant donné que dans le 
circuit de test la longueur de la ligne est limitée à 1.2mm et la fréquence du signal 
est inférieure à 600MHz, pendant les mesures il y aura des faibles différences 
entre les valeurs enregistrées pour Llosc et L3osc. 
- la ligne Uosc de longueur 1.2mm et de largeur 4 p ,  placée au-dessus d'une 
autre trace sur la couche poly-silicium, refait l'un des tests du circuit 1 (structure 
D), cette fois-ci en utilisant un oscillateur équilibré; 
La procédure de test consiste à enregistrer la fréquence du signal généré par chaque 
oscillateur pour différentes valeurs de Vpl et Vnl. Les valeurs obtenues pour le module 
"OSC2" (figure 4.11) où la ligne L2osc qui est de longueur minimaIe sont utilisées comme 
référence. Le délai additionnel du signal sur une des lignes Llosc, L3osc et Uosc, se 
reflète respectivement comme une différence entre la période du signal généré par OSC 1, 
0SC3  et OSC4, et les valeurs de réfkrence de OSC2. 
délai 
4.3.2.1.3 Conclusions pour la méthode de mesure de délai basée sur des osciIlateurs 
en anneau 
L'implantation de la méthode pour la mesure du délai du signal, présentée dans ce chapitre 
est relativement simple, mais certains problémes pratiques ont dû être résolus pour obtenir 
une telle simplicité. Afin de mesurer la période du signal à partir d'appareillage à 
l'extérieur du circuit, en utilisant des broches régulières, il a fallu diminuer la fréquence à 
l'aide de cellules diviseures fonctionnant à très haute vitesse. Nous avons obtenu de 
bonnes performances avec des diviseurs dynamiques de type TSPC "dffl". De telles 
cellules, réalisées dans la technologie Mitel 1.5um. peuvent fonctionner jusqu'à 600MHz, 
fréquence du signal d'entrée. La cellule non-inverseur "tshvl" a été spécialement conçue 
pour Ie module "str2" (du circuit 1). Elle offre la possibilité de sélectionner le mode de 
connexion pour la ligne 2 (les modes "H", "L", "HiZ", "S", en fonction de l'état du noeud 
"c"). Finalement, on doit mentionner aussi la solution adoptée dans les blocs "osc3a", afin 
d'équilibrer le delai sur chaque cellule active dans I'oscillateur. Dans le but de créer 
l'équilibre avec un circuit simple et utile, nous avons utilisé deux sorties de chacun des 
oscillateurs "osc3a" comme source de signal interne nécessaire aux modules "phdgroup" 
(figure 4. I l .  "phd 1" à "phd4"). 
Par cette méthode on peut extraire le délai composé, c'est-à-dire le temps de propagation à 
travers une interconnexion et l'inverseur qui injecte le signal. Les valeurs obtenues 
représentent la somme du dClai correspondant à la partie montante et celui de la partie 
descendante du signal. 
4.3.2.3.Mesure du délai composé basée sur la détection de phase 
Cette section présente une technique de mesure du délai basée sur la détection de la phase 
du signaI. Un signal qui passe à travers un système constitué par un circuit combinatoire et 
les interconnexions associées, arrive à la sortie de ce même système après un certain délai. 
Pour un signal numérique périodique, le temps de propagation dans Ie système représente 
une fraction de la période du signal et il est associé une diffbrence de phase. La méthode 
de test présentée dans cette section utilise cette correspondance entre les deux paramètres. 
différence de phase et délai. Un oscillateur interne génère un signal périodique de haute 
fréquence (figure 4.12). Ce signai passe par la suite à travers le système mesuré, 
représenté par X2 et T. 
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Figure 4.12. Schéma de principe d'un détecteur de phase 
Deux modules détecteurs de phase. X4 et X5, comparent les deux signaux sur les noeuds 
"A" et " B .  La figure 4.13 présente un exemple de simulation pour deux longueurs de 
Iigne T. Le délai du signal qui arrive sur le noeud "B" varie en fonction de la longueur de 
cette ligne, qui fait partie du système mesuré. Les formes d'ondes de la figure 4.13 
correspondent aux entrées "noeud A" et "noeud B" et aux sorties de X4 et X5 dans le 
schéma de la figure 4.12 
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4.13 Formes d'ondes obtenues par la simulation du module de détection de 
phase; elles correspondent aux noeuds "B" (l'image en haut), "SORTIE-P" (I'image 
au centre) et "SORTIE-N (l'image en bas), pour deux valeurs de longueur de la ligne 
T (longueur lOOurn et 120Oum, largeur 4um) 
Pour comprendre et utiliser efficacement le détecteur de phase, il faut tenir compte de 
deux éléments importants: 
- l'amplitude du signai à la sortie de chaque module détecteur de phase (noeuds 
"SORTIE][EP'' et "SORTTEN") varie en fonction du délai du signal sur le 
syst2me mesuré (X2 et la ligne T); 
- l'information sur le delai correspondant à la transition montante du signal sur le 
noeud "A" est convertie par le module détecteur de phase X4. Il en est de même 
pour la transition descendante et le module X5. 
Compte tenu de la bande passante limitée des plots, deux condensateurs sont connectés 
aux sorties "SORTIE-W' et "SORTIE-P pour extraire les valeurs moyennes. En 
conséquence, par cette technique, l'information sur le délai du signal est convertie en deux 
niveaux de tension continue et  de façon séparée pour les deux transitions, fronts de montée 
et de descente ("SORTIE-P" et "SORTIE-N"). Une telle séparation n'est pas possible 
avec la technique de mesure basée sur un oscillateur boucIt. Le graphique de la figure 
4.13, basé sur des simulations HSPICE, présente un exemple de variation du niveau 
moyen à la sortie en fonction du délai du signal sur le système mesur6 (figure 4.12). Les 
différentes valeurs du délai correspondent aux longueurs de ligne choisies dans ces 
simulations. Pour cette simulation, les niveaux "BIAS-N" et "BIAS-P de polarisation 
ont été fixés à 2 volts. La période du signai est de 3.111s. Cet exemple nous révèle la 
correspondance qui existe entre le niveau continu a la sortie du module «phd» (figures 
4.10, 4.1 1 et 4.12, "SORTIE-K' et "SORTIE_P") et le délai du signal (b, tdd) entre les 
85 
noeuds "A" et "B" (figure 4.12). Notons que sur des zones bien définies, il est possible 
d'approximer ces courbes par des droites, ce qui nous permettra au chapitre 5 de simplifier 
I'analyse des résultats de test. 
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V, - niveau du voltage mesuré sur "SORTIE-P" et "SORTIE-N", 
valeurs moyennes; 
hm, tdp - temps de délai du signal entre les noeuds "A" et "B" (figure 4.10) pour 
les transitions de montée (tdm) et de descente (tdd); 
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firrure 4.14 Niveaux de tension à la sortie du module détecteur de phase (basé sur des 
simulations HSPICE) 
Par cette méthode on a prévu la caractérisation du délai pour les lignes suivantes (voir 
aussi figure 4.11, schéma bloc du circuit 2): 
Ll phd: ligne de longueur 1.2mm et de largeur 4pm, similaire à Ll osc; 
L2phd: ligne avec 40 changements de direction à 90 degrés; chaque coin est un 
élément de discontinuitk; par 1a caractérisation de cette ligne nous 
envisageons de mettre en évidence la perturbation du signal causte par les 
coins, en effectuant des mesures de délai. 
L3phd: ligne de longueur minimale 200p.111, utilisée comme référence; 
Uphd: ligne avec 60 passages entre les couches métal 1 et métal 2 ("via"); Ies 
interconnexions dans un circuit intégré utilisent plusieurs couches de 
métal; les passages entre deux couches de mCtal (via) sont aussi des 
éléments de discontinuité; les performance de cette ligne sont comparées 
avec celles de Llphd (routée sur métal 1); 
L6phd(a,b,c): trois lignes parallèles; elles sont de longueur 1.2mm. de largeur 4pm 
et d'espacement 2pm; dans une configuration donnée, pour les modules 
"phd3" et "phd4", une seule ligne à la fois est un dément sous test, tandis 
qiie les deux autres servent de source de bruit, dans un systeme constitué 
par L6phd(a), L6phd(b) et L6phd(c). Le signal sur L6phd(c) se propage en 
sens inverse par rapport aux signaux sur L6phd(a) et L6phd(b). Prenons 
l'exemple où L6phd(b) est l'interconnexion mesurée. En parallèle, sur les 
deux autres lignes, un signal en phase ou en opposition de phase peut être 
injecté, cela en fonction de la configuration choisie pour les modules 
"phd3" et "phd4"; avec L6phd nous voulons anaIyser la perturbation 
causée par une trace voisine 
Toutes ces interconnexions (exception Uphd) utilisent la couche métal 1 et elles sont 
placées sur le substrat "epitaxial". 
4.3 Circuiîs démonstrateurs, présentation des schémas bloc et des dessins de 
masques 
Les deux circuits démonstrateurs ont été développés en utilisant la nouvelle structure 
MDP présentée dans le chapitre 3. Les cellules intègrent en général une architecture 
simple. Toutes les cellules ont été conçues spécialement pour ces circuits et leur routage 
interne a éd optimisé surtout pour les modules fonctionnant dans des conditions de haute 
vitesse. 
Dans cette catégorie, on considère les cellules suivantes: 
"dff1''- diviseur dynamique TSPC (schéma à Ia figure 4.4 et dessin de masque 
à la figure 3.4); 
"tshvl" - non-inverseur à trois états avec puissance de sortie contrôlée par 
tension; 
"trinv2Ai7 et "trinv3 1" - «cellules-inverseurs>> avec entrée de validation et contrôle 
de l'impédance de sortie; 
"phd" - module détecteur de phase (figure 4.10); 
Dans les figures 4.15 et 4.17, les dessins des masques présentent les zones d'intérêt dans 
les deux circuits démonstrateurs, Nous voulons mettre en évidence dans ces figures 
l'emplacement des blocs sur lesquels ont été réalisés les mesures présentées plus loin au 
chapitre 5. Dans ces figures, nous avons indiqué l'emplacement des longues lignes 
mesurées. 
La figure 4.16 présente un détail du module "osc35io" utilisé pour la validation de la 
structure MDP, 
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ANALYSE DES RÉSULTATS EXPÉRIMENTAUX ET SIMULATIONS 
5.1. Validation de la structure MDP 
Par un premier ensemble de test, nous vérifions le fonctionnement d'une série de modules 
développés sur la structure MDP présentée au chapitre 3. La méthode de test et les 
modules utilisés sont expliqués à la section 4.2.1. En résumé, les tests consistent à mesurer 
la période du signal généré par deux oscillateurs à trois et cinq étages, pour différentes 
polarisations Vp, Vn (O à 5V). La fréquence du signal est divisée par une série de bascules 
dynamiques. 
Tableau 5.1 Période du signal généré par les oscillateurs à 3 et à 5 ébges en fonction 
de la polarisation Vp, V,. 
Tant que les cellules diviseurs fonctionnent, on va retrouver ce signal sur la broche 
"osc35-io" à une fréquence divisée par 8, ou sur la broche "osc2" divisée par 64. Les 
résultats de test sont présentés au tableau 5.1. 
Le gain et la constante de temps des cellules "trinv2A" utilisées dans ces oscillateurs 
varient en fonction de la polarisation Vp et V,. Par constquent, la fréquence du signal 
généré par ces deux oscillateurs, B trois et A cinq ktages, est variable, en fonction des deux 
tensions de commande Vp et V,. On peut remarquer qu'à partir d'un certain niveau de 
polarisation la condition d'oscillation pour le module à 3 étages n'est plus assuré (voir la 
zone avec hachures dans le tableau 5.1) et nous avons observé que les oscillations sont 
intermittentes. On a appelé cette zone «instable» en faisant référence ii la fonctionnalité 
normale du module. 
L'oscillateur à cinq étages permet une variation de la frkquence générée d'un facteur de 1 
à 4. Par contre, à cause du gain insuffisant de la cellule "trinv2Ai', pour certaines valeurs 
V, et Vp, ce facteur sera inférieur 21 2 pour le module à 3 Btages. 
Dans des conditions de basse frkquence. quand on polarise V, à V,, et Vp à Vdd, la cellule 
"trinv2A" est en état "haute impédance" et elle ne laisse pas passer le signal présent B 
l'entrée. Les valeurs mesurées sont comparées avec les résultats de simulations. Les 
tableaux 5.2.A et 5.2.B fournissent un ensemble de résultats mesurés et simulés. 
Dans un cas idéal, l'oscillateur comporte seulement la chaîne d'inverseurs dans la boucle 
et  aucun point de sortie (exemple dans la figure 4.6.A). Le délai est alors parfaitement 
équilibrk sur chaque inverseur et il n'y a pas de charge supplémentaire qui peut ralentir 
l'oscillateur. Dans ce cas, les vaieurs obtenues par simulation (T03s et TOss dans les 
tableaux 5.2.A et 5.2.B) sont des limites inférieurs et elles constituent une référence utile. 
Tableau 5.2.A Analyse des résultats de tests et des simulations pour le module 
oscillateur à 3 étages 
Paramètre Sv, Ov 
1.225 
1 
1 3 . 5 ,  1 . 5 ~  3v, 2v Unités 
1.81 2.00 RS 
1.352 1 .436 ns 
446.2 474.25 PS 
1.33 1.39 rapport 
1 .O75 1.077 raPPofl 
5.1. V,, V, = tensions de conaôle (figure 4.3); 
T3m = période du signal mesurée pour l'oscillateur 3 étages; 
T3s = période du signal généré par les modules oscillateur à 3 &aga, résultats de 
simulations (circuit figure 4.6.C); 
TO3s = résultats de simulations pour la période du signal généré par un oscillateur à 3 
étages; cas idéal, circuit de la figure 4.6.A; 
~ l ~ 3 , ~ ~ ~ 3 ,  'r3s3 = temps de délai sur chaque porte dans l'oscillateur à trois é&ages (figure 4.6.B), 
résultats de simulation; 
R13 = rappor! entre les valeurs mesurés et Ies rkultats de simulation; 
R2-3 = rapport entre les résultats de simulation pour l'oscillateur avec une sortie et 
I'osciiiateur idéal (sans sortie); 
Tableau 5.2.B Analyse des résultats de tests et des simulations pour le module 
oscillateur à 5 étages 
T S I  =periode du signai mesurée pour I'osciiiateur à 5 éuges; 
TSS = période du signal généré par les modules osciIlateur à 5 étages, résultats de 
simulations (circuit figure 4.6.C); 
T05~ = rksultats de simulations pour ta période du signal g6néré par un oscillateur à 3 
étages; cas idCal; 
~ 1 ~ 5 ,  ~ 2 ~ 5 ,  ~ 3 ~ 5  = temps de délai sur chaque pone dans i'oscitlateur à trois h g e s  (figure 
4.6.C), résultats de simulation; 
RI-5 = rapport entre les valeurs mesurés et les résultats de simulation; 
R 2 5  = rapport entre les résultats de simulation pour l'oscillateur avec une sortie et 
l'oscillateur idéal (sans sortie); 
R3 = 0.6*(TSmiITm); rapport entre les périodes mesurks pour les oscillateurs à 5 et 
à 3 étages; 
R4 = 0.6*(T5sîr3s); rapport enue bs periodes des signaux g6nkrés par les 
oscillaleuls à 5 et à 3 étages, valeurs obtenues par simulation; 
En réalité il faut ajouter au moins un point de sortie (figures 4.3 et  4.6.B). Le module dédié 
pour la vdidation de la structure MDP (figures 4.3 et figure 4.16) contient des oscillateurs 
qui comportent un seul point d'accès. Dans ces conditions, il existe un faible déséquilibre 
dans la chaîne d'inverseurs, mais l'avantage est qu'on génère un signal de fréquence 
maximale avec le module à trois étages. La simulation d'un circuit comme celui de la 
figure 4.6.C (avec trois et cinq étages) offre une image de la grandeur du déséquilibre créé 
par le point d'accès au signal. Les valeurs %3,22s3, '633 dans Ie tableau 5.2.A et Zis5, 
'C2s5, T3s5 dans le tableau 5.2.B sont les temps de délai sur chaque inverseur (figure 4.6.C). 
Le rapport R3 dans le tableau 5.2.B indique si la fréquence limite maximale pour le 
module diviseur "dffl" est atteinte. Au-dessus de cette limite, ce rapport augmente de 
façon considérable. La différence entre les valeurs simulées T, et les valeurs mesurés Tm 
est systématiquement de l'ordre de 35% pour le lot de circuits prototypes reçu de la 
Société Canadienne de Microélectronique. Mentionnons que pour les simulations, nous 
avons utilisé Ies valeurs moyeiines du modèle des transistors MOS. 
Les simulations fournissent la distribution du délai (qs3, ~ ~ ~ 3 ,  qs3) sur chaque porte dans 
l'oscillateur. Lors des tests, il est possible de mesurer la période T3m, mais on ne connaît 
pas le délai sur chaque porte. En considérant que pour les valeurs mesurées on devrait 
avoir des rapports comparables entre les composantes du délai simulés et mesur6s, il est 
possible d'estimer les valeurs réelles  TI^, ~ 2 ~ 3 ,  ~ 3 ~ .  
En général, les tests sur cette partie du premier circuit démonstrateur nous relèvent un bon 
fonctionnement en régime dynamique, h très haute fréquence, pour les quelques cellules 
développées sur la structure MDP. Ces résultats constituent une preuve de la bonne 
efficacité de l'isolation obtenue avec des transistors bloqués, méthode spécifique à la 
structure MDP. Le rapport R3 dans le tableau 5.2.B est quasi-constant jusqu'à la fréquence 
maximale générée dans les circuits démonstrateurs (d'environ 6OOMHz) ce qui indique un 
bon fonctionnement de la cellule "dffl" (diviseur de fréquence). Cela nous assure que 
pendant les mesures de délai, les diviseurs de fréquence inclus dans les blocs 
correspondants n'ajoutent pas des erreurs et qu'ils assurent toujours un facteur de division 
constant. 
Concernant le test basse fréquence du module "dffl", on a enregistré les vaIeurs suivantes: 
a) pour un signal d'entrée numérique, avec des transitions de l'ordre de Ions et une 
fréquence inférieure à 2 KHz, le diviseur (cellule "dffl") devient instable. Ce 
phénomène est caractéristique aux modules dynamiques dont le fonctionnement 
est basé sur la mémorisation du niveau du signal dans un noeud de haute 
impédance. 
b) pour un signal d'entrée sinusoïdal et d'amplitude SVpp. hfrkquence minimale 
acceptée est de 1 MHz. 
En général, pour un fonctionnement stable de la cellule "dffl", il faut injecter un signal 
d'amplitude minimale de 2.2Vpp centré autour de 2.5V. 
5.2. Caractérisation du délai sur des lignes longues 
5.2.1. Lignes placées sur des structures complexes 
Le but de ce test est de déterminer l'influence du substrat sur les performances d'une 
interconnexion dont la longueur est de 2. lmm et la largeur de 3 p .  On effectue d'abord 
des mesures de délai en utilisant la mérhode basée sur un oscillateur en anneau présentée à 
la section 4.3.2.1. Les modules sont de type "str2" (figure 4.8). Au total. il y a cinq lignes 
à caractériser. Quatre sont placées sur les structures A à D (chapitre 2.3, figure 2.6 et figure 
5.1) et la cinquième est une ligne simple sur le substrat epitaxial, comme dans le cas d'une 
interconnexion usuelle. Pour chaque module "str2" qui contient l'une de ces lignes de test, 
nous avons mesuré la période d'oscillation à différentes valeurs Vp et V, (niveaux de 
tension sur les lignes de commande de l'oscillateur - VCO). Les lignes de commande sont 
communes pour tous les modules VCO. Le bloc contenant la ligne simple est considéré 
comme référence. Les diffdrences entre les périodes d'oscillation. enregistrées pour les 
quatre modules avec des lignes de structure complexe et  celles du module de rdférence, 
nous indiquent l'efficacité de chaque architecture dans la réduction du délai. Dans le 
tableau 5.3, ces valeurs sont négatives quand il s'agit d'une réduction de déIai pour la 
structure correspondante. 
structure A structure B structure C structure D 
-- 
1 / N-epi - N-epi 
(substrat) (substrat) 




Figure 5.1 Structures complexes, image sectionnée en plan vertical 
Dans l'interprétation de ces résultats, il est utile de réf6rer aux figures 2.6,4.8 et 5.1 pour 
mieux comprendre de quelle façon chaque couche influence les paramètres des diverses 
lignes. Nous avons mentionné au chapitre 2 que pour les smctures complexes proposées. 
les lignes de métal (qui représentent les interconnexions) se trouvent au dessus d'une autre 
trace (secondaire), ou dans certains cas, sur une combinaison de couches de diffusion 
réalisées dans le substrat. Aussi, au chapitre 4.3.2.1.1 nous avons ddcrit le rôle de la ligne 
secondaire et des couches de diffusion dans le substrat. Ces éléments aident à reduire le 
couplage entre une interconnexion et le substrat semiconducteur, en diminuant ainsi les 
pertes dans le substrat afin d'améliorer la propagation du signal. 
Jhbleau 5.3 Résultats de test pour les lignes analysées dans le circuit numéro 1 
v, (V) 5'3 
Conditions 
1 ligne 2 en 1 smcturc A 
sur N-epi 
Différence 
1 mode "L" 1 structure B 
Type de ligne 
ligne simple 
l 1 structure c 
2.337 
structure D 
ligne 2 en structure A 
O 
2,712 3.025 
1 mode "H" stmcture B 
de délai (T - T& (ns) 
I 1 structure C 
période TW (ns) 
1 
1 ligne 2 en 1 structure A 
1.5 
1 mode "S" 1 structure B 
structure D 
ligne 2 en structure A 
1 mode "HiZ" l stmcture B 
l 1 structure c 
On remarque au tableau 5.3 les performances excellentes de la structure A. Ici, la trace de 
métal est placée au dessus d'une ligne de silicium polycristallin et dans le substrat il y a un 
puits de haute résistivité (3600 ohmslcarrées) constitué par diffusion de type P. I1 est 
évident que la propagation est meilleure dans ce cas pour les raisons suivantes: 
- entre la couche de métal et le substrat, il y a un oxyde d'bpaisseur double 
(isolation poly-Si /substrat et isolation métal Ipoly-Si), ce qui diminue les pertes 
dans le substrat; 
- en série avec la capacité parasite de l'oxyde s'ajoute une capacité de jonction 
créée entre le caisson P et le substrat epitaxial de type N; 
- la diffusion P' (puits de haute résistivité constitué d'une bande de même taille 
que la trace) présente une résistance élevée; dans ce cas, la résistance RdiE dans 
la cellule de la figure 5.2 est très grande; 
Il est important de noter que la structure A est plus efficace quand les tailles des uansistors 
de sortie sont petites (situation simulée par des valeurs de contrôle Vp 1 V, = 1.5V / 3.5V) 
Pour les structures B et C, par l'existence d'une ou deux jonctions h la surface du silicium, 
entre les couches de diffusion, le couplage entre l'interconnexion et substrat est diminué. 
Dans ce test on a constaté l'effet de la jonction sur le modèle de ligne (figure 5.2). Cette 
jonction ajoute une capacité en série avec celle de l'oxyde. On sait que la capacité 
effective parasite d'une jonction varie en fonction de la polarisation des couches. Pour la 
structure C cette capacité est minimale quand le mode L est sélectionné. Pour la structure 
B, la capacité est minimale quand la mode H est sélectionné. 
Dans le tableau 5.3, on constate une réduction du délai pour Ies structure B et C quand la 
capacité de jonction créée dans le substrat est minimale (mode L pour la structure C et 
mode H pour la structure B) par rapport au cas opposé. II y a aussi des pertes à travers la 
résistance F&r. (figure 5.2). 
Cet Clément parasite (Rdiff) est la résistance série de la couche de diffusion dans le 
substrat. Ce paramétre découle de la résistance calculée entre le point où la couche de 
diffusion est connectée à une source de polarisation de la zone en bas de la trace (sur la 
même couche). Si le noeud Vdiff est laissé flottant, l'effet de Rdiff. est annulé et également 
ses pertes. Ce phénomène, on l'a observé pendant les mesures effectués (tableau 5.3). 
Dans 1e mode HiZ (structures B et C), le délai mesuri est inférieur par rapport aux modes 
L et H (quand la source Vdiff. est connectée). 
cox 
Vdiff = O (mode L) 
Vdiff = +5v (mode H) 
Cj ( ~ d i f f )  
Bmre 5.2 Capacité de jonction et résistance de la couche de diffusion dans te modèle 
de ligne RLGC 
En génkral, pour les structures B et C, nous avons constaté un délai plus grand que celui 
obtenu pour la ligne simple, ce qui contredit apparemment la discussion précddente. 
Notons cependant que l'oxyde est plus mince dans les zones où il y a des diffusions N+ ou 
P'. Pour créer ces couches pendant le processus de fabrication il faut ouvrir des fenêtres 
dans l'oxyde, ce qui  provoque une réduction d'6paisseur sur les zones diffusées. Cela 
conduit inévitablement à une capacité d'oxyde plus grande pour ces deux structures, ce 
qui explique selon nous le phénomène constaté. Les structures A et D difirent une par 
rapport il l'autre seulement par la couche P'. Du point de vue des résultats, on constate une 
assez grande différence. Ce test nous révèle l'influence de la résistivité du substrat sur la 
propagation du signal, surtout pour la zone proche de l'interface oxyde-semiconducteur. 
Pour le mode S (signal synchrone injecté sur la ligne secondaire), nous n'avons pas 
constaté une réduction du délai car le signal de haute fréquence ne se propage pas bien sur 
cette ligne. Cette dernière est construite sur la couche poly-Si (technologie Mite1 1 . 5 ~ )  
de haute résistivité (25 Qlcarrées), ce qui introduit des atténuations importantes au signal. 
5.2.2. Lignes de géométrie variable ou avec des discontinuités 
La géométrie de l'interconnexion est aussi importante que le substrat pour la propagation 
du signal. Dans un deuxième circuit démonstrateur, nous analysons des lignes qui sont en 
général placées directement sur la couche N-epi et dont la longueur est de 1.2mm. Au 
chapitre 2. nous avons fait une description sommaire des traces caractérisées. La 
propagation du signal est analysée par deux méthodes: oscillateur en anneau et détection 
de phase. Les modules correspondants sont présentés au chapitre 4 (figures 4.8, 4.10 et 
4.11). 
5.2.2.1 Mesure de délai à l'aide des oscillateurs en anneau 
Quatre lignes Llosc à L4osc sont analysées avec des modules oscillateurs, «osc3a». Dans 
ces circuits, la période d'oscillation dépend du délai sur Sinterconnexion de longueur 
1.2mm insérée dans la boucle. Les valeurs enregistrées sont présentées au tableau 5.4. Un 
moduIe contenant une ligne courte, de longueur 200pm (valeur minimale obtenue pour 
fermer la boucle de I'oscillateur) est utilis6 comme référence. LES autres lignes ajoutent un 
délai supplémentaire dans le système. Pour calculer ce d6lai supplémentaire, on soustrait 
les valeurs enregistrées de celles obtenues du module de référence. La chaîne de 
configuration (figure 4.11) aide à sélectionner successivement Ies modules de test. Le 
signal généré à l'intérieur de la puce passe à travers une chaîne de quatre diviseurs de 
fréquence. À la sortie du circuit, nous avons enregistré des périodes 16 fois plus grandes 
que les valeurs du tableau 5.4. Pour contrôler ce circuit, on dispose d'un total de quatre 
lignes indépendantes. La puissance de sortie pour les inverseurs XI et X3 est contrôlée par 
Vpl et Vnl (pour les branches P et N respectivement) et X2 par Vp2, Vn2 (figure 5.3). La 
séparation des lignes de contrôle offre plus de souplesse dans le test. 
Par exemple, on peut faire varier la fréquence d'oscillation par l'intermédiaire de Vp2Nn2. 
En même temps, on peut ajuster indépendamment la puissance de l'inverseur X3 qui 
injecte le signal sur la ligne. Ainsi, nous avons la possibilité d'extdre une matrice de 
résultats (comme au tableau 5.4) qui nous permet de caractériser la variation du temps de 
propagation (temps de montée et temps de descente du signai) pour XI, X2 et X3 en 
fonction du potentiel sur les lignes de contrôle. 
Ligne mesurée ( Ll osc, LZosc, LSosc, L4osc) 
5.3 Oscillateur dans le module "osc3a'' 
Un tel ajustement indkpendant de la période d'oscillation et des temps de montée et de 
descente n'était pas possible à la section 5.2.1. Dans une analyse sommaire, on peut 
constater une augmentation du délai sur la ligne de section variable, L3osc, par rapport à 
la ligne Llosc. Les résultats de simulation du chapitre 2 (tableau 2.1) montrent une 
réduction du délai pour cette géométrie quand l'élément actif (dans ce cas X3) est très 
puissant et injecte un signal avec des transitions rapides (inférieures à 300ps). Par contre, 
quand X3 est de faible puissance de sortie, les mêmes simulations montrent le phhomène 
contraire, c'est-à-dire une augmentation du ddlai (délai sur L3osc par rapport au Llosc). 
Le résultat de test est conforme aux simulations. Dans le circuit de test basé sur une 
technologie MOS à 1.5pm, il n'est pas possible d'obtenir des transitions de durée 
inférieure A 300~s '  donc on s'attend à ce que le phhomène de réduction du délai pour la 
ligne de largeur variable ne survienne pas. C'est ce que le tableau 5.4 confirme. 
La ligne Uosc,  placée au-dessus d'une trace poly-Si secondaire, sur laquelle on injecte 
aussi un signal synchrone, refait l'un des tests du circuit 1 (structure D) en utilisant cette 
fois le module «osc3a». Les résultats confirment une fois de plus l'influence du substrat 
sur les paramètres de la ligne. La période d'oscillation pour le module «osc3a» contenant 
la ligne L4osc est dans tous les cas, inférielire à celle enregistrée avec Llosc. En 
minimisant le couplage entre l'interconnexion et le substrat, le délai du signal diminue. 
Le tableau 5.4 est utile pour extraire les temps de montée et un temps de descente à la 
sortie de chaque inverseur XI, X2 et X3 pour différentes valeurs du niveau de contrôle 
V o n -  Le délai introduit par une porte inclut un temps de montée (t,) et un temps de 
descente (k). La somme de tous ces paramètres C Xi, XZ, X3('m + ' d )  = T , donne la 
période d'oscillation. Pour chaque inverseur, Vp contrôle la montée du signal et V, la 
descente. Les celluIes X1 et X2 fonctionnent dans le même régime de charge à la sortie, 
c'est à dire l'entrée du module suivant. Les délais sur X1 et X2 pour la partie r n ~ n t a n t e ~ . ~  
et la partie descendante5+' du signal sont hl(Vpl). tdi(Vni) et hl(Vp2)  hi(Vnî). 
L'inverseur X3 a comme charge de sortie la ligne mesurée et ensuite I'entr6e du module 
suivant (Xljyl, figure 5.3). Les variables qui décrivent le délai correspondant aux fronts 
montant et descendant sont h2 et td2 (&(Vpl) et td2(Vn1)). 
5.4. On utilise la convention suivante: dans la definition de $, et h, le sens de la transition est celui à la 
sortie de l'inverseur auquel ce délai correspond; par exemple, t, est le d&i entre le front descendant du 
signal & l'entrée de l'inverseur et le front de montée à la sortie. 
Afin de calculer les temps de délai hl (Vpl ) ,  bl(Vnl) et  hl(Vp2), hl(Vn2). nous avons 
développé un ensemble d'équations en utilisant les valeurs mesurées du tableau 5.4. 
La forme générale de ces équations est: 
oii T(VplpVnl,Vp2,Vn2) est la période d'oscillation correspondante à la polarisation 
(VpllVnl,Vp2,Vn2), valeur obtenue à partir du tableau 5.4. Les temps de délai pour la 
partie montante ( h l  pour X1 et X2, tm2 pour X3) et celui pour la partie descendante du 
signal (tdl pour X1 et X2, b2 pour X3) sont calculés à partir de ce système d'équations. 
Certaines valeurs dans le tableau 5.4 seront utilisées dans un système d'équations pour 
extraire les paramètres tml, tdl, & et'td2 pour différentes valeurs de polarisation Vp, Vn. 
Par exemple, pour Vpl=Vp2=0 et Vn1=Vn2=5. L2osc, on a l'équation: 
3*(hl (O)+bl(5))=2.00 (5.2) 
et parce que la ligne L2osc est très courte, nous pouvons considérer bz = tmi et td2 = tdl. 
Ensuite, pour Vpi=Vp2=0 et Vn1=Vn2=5 et Llosç, on a une deuxième 6quation: 
2 * ( h  (o)+b1 (5))+(h2(0)+b2(5))=2.437 (5.31 
Tab1ea 5.4 Période d'oscillation pour les modules aosc3m contenant les Iignes Llosc 
à Llosc; valeurs mesurées (ns). 
Nous avons obtenu pour le tableau 5.5 les valeurs de référence sous forme de somme 
tmi(0)+h1(5), qui sont respectivement les délais sur X1 et X2 pour la partie montante et 
descendante du signal quand Vp=OV et V,=5V et sous forme de &(0)+td2(5), les valeurs 
correspondantes pour X3. Par la suite, nous avons calculé les variations de t, et td 
(séparément) en fonction du niveau de contrôle (tableau 5.6). 
Vp2- Vn2 
Vpiy Vni 
OV'  5v 
avec Llosc, ligne de longueur l.2rnm et 
4pm de large 
3SV,  
1 S V  
2.5V , 
2.5V 
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Tableau 5.5 Somme des temps de montée et de descente pour les lignes Llosc et 
L2osc 
( ligne L2osc (1=200um) 1 0.67 ns ( 0.67ns 1 
T a  5.6 Paramètres t,-,,l et tdl du signal à la sortie de !'inverseur X2 en fonction 
ligne Llosc (1=1.2mm) 
de la polarisation Vp2 et V* respectivement et en fonction de leurs référence t,,,l(0) 
0.67ns 1. I O  ns 
Avec le système d'équations obtenu l'aide de l'équation 5.1 et le tableau 5.4, nous 
n'avons pas la possibilité de séparer les éléments t, et td. Pour cela il nous faut une autre 
relation comme par exemple le rapport entre t, et td. Par la suite de simulations effectuées, 
nous avons obtenu un rapport td td  d'environ 1.6. Conformément aux mêmes simulations. 
pour différentes tensions de contrôle, ce rapport varie entre 1.5 et 1.8. Les tensions de 











5.2.2.2 Mesure du temps de délai avec les modules détecteurs de phase 
Analysons maintenant le module «phd» qui permet d'extraire expCrimentalement ce 
rapport. Pour effectuer ce type de test, nous avons équilibré les courants pour les sorties N 
et P (à l'aide des niveaux de contrôle c<bias-P» et <<bi -N»,  figures 4.10 et  4.12). On 
choisit d'abord une polarisation adéquate pour une de ces lignes (par exemple "bias-IV). 
Pour cela, la configuration du circuit permet d'injecter le signal généré à l'int6rieur de la 
puce dans le module détecteur de phase sélectionné. Le niveau sur "bis-IV' est acceptable 
si la tension mesurée à la sortie P se situe dans un domaine linéaire (entre V,, et Vdd). Par 
la suite, la configuration du circuit est modifiée pour arrêter le générateur interne. Les 
sorties P et N du module "phd" sont connectées ensemble. Maintenant, on ajuste la tension 
sur la ligne de contrôle "bias-P" jusqu'à ce que les sortie P et N seront à Vdd/2. Dans ce 
cas les deux sources de courant dans les sections P et N (module "phd") sont équilibrées. 
Après cette procédure, nous pouvons séparer de nouveau les sorties P et N du détecteur de 
phase et commencer les tests en choisissant différentes configurations qui valident 
successivement les quatre sources de signal et les quatre détecteurs de phase. Avec un 
multimètre, nous avons enregistré les tensions à la sortie du module '&phd". Ces résultats 
sont présentés au tableau 5.7. La fréquence de l'oscillateur est maintenue constante 
(320MHz) par Vpl,Vnl et avec les lignes de contrôle Vp2 et Vn2, on varie la puissance de 
l'inverseur X2 (figure 4.12) qui injecte le signal sur la ligne mesurée. Nous voulons 
transformer les tensions enregistrées dans le tableau 5.7 dans des temps de délai sur les 
lignes correspondantes (incluant la propagation sur l'inverseur X2, figure 4.12). 
1 1  1 
Tableau 5.7 Valeurs mesurées aux sorties du module "phd" -détecteur de phase 
Sortie mesurée; 
Conditions I Ligne mesurée 
1 Vdd-Vout~ (V) Llphd 
2 V d d - V ~ ~ ~  (v) ~ 2 p  hd 
-- -- 
1 1 Vdd-VoutN (V) ) d  
4 v d d - V o U ~  (v) Uphd(b) 
5 V d d - V o ~ ~  (v) L6p hd(b) 
pas de signal sur L6phd(a) et (c) 
l 6  l v d d - v o u ~  (v); signal synchrone sur L6phd(c) / L6phd(b) 
1 1 signai synchrone sur L6phd(a) 1 
1 Cas 1 Sat ie  mesurte 1 Ligne mesur& 
À partir du tableau 5.5. nous avons obtenu les paramètres tol=tm1(0)+h1(5)=O.67 ns et 
~2=tm2(0)+b2(5)=1.10 ns. Si on considère (en première approximation le rapport 
b=1.5, obtenu par simulation), nous pouvons séparer les valeurs q,,,(0)=0.4ns (pour la 
ligne L2osc) et &(0)=0.662ns. Pour une polarisation sur la ligne de contrôle de X2, Vn2 
= OV, à la sortie N du module «phd» nous avons mesuré les tensions suivantes: 0.57V 
quand le module avec L3phd est sélectionné et 0.98V pour le module avec Llphd (tableau 
5.7). Ces tensions, mesurées à la sortie N correspondent aux temps de montée 
hl(0)=0.4ns et h(0)=0.662ns. Les deux points sont marqués dans le graphique de la 
figure 5.4. Dans le chapitre 4.3.2.3 (figure 4.14), suite à des simulations, nous avons 
constaté que pour des faibles différences de ddlai, la variation du niveau de sortie N du 
«phd» et linéaire avec la variation h. Pour cette raison, nous avons réuni dans le 
graphique 5.4 les deux points "a" et "b" par une droite. 
5.4 Variation du niveau de tension à la sortie N du détecteur de phase "phd" 
en fonction du temps de montée du signal à la sortie de X2 (noeud B, figure 4.12) 
Utilisant le graphique de la figure 5.4 et les valeurs du tableau 5.7, nous pouvons extraire 
les temps de montke correspondants aux autres lignes (L2phd. L4phd et L6phd). 
Le résultat de ce calcul est présente au tableau 5.8. 
Tableau 5.8 Temps de montée h, (ns) calculés à partir des résultats de test rapportés 
au tableau 5.7 et du graphique 5.2 
Suite à l'analyse de ces valeurs, nous avons tir6 quelques conclusions: 
- la ligne L2phd qui contient plusieurs changements de direction (voir les 
caracdristiques à la section 4.3.2.3), offre une réduction de délai de 3% à 
15% (en fonction de la puissance de sortie de l'inverseur X2 - tension de 
contrôle Vp2) par rapport à la ligne simple Llphd; 
- les résultats correspondants à la ligne L4phd montrent aussi une réduction de 
délai par rapport aux valeurs de la ligne Llphd. Cette interconnexion 
(L4phd) est constitué de 30 segments sur la couche métal 1 et de 30 segments 
sur la couche métal 2, intercalés et connectés par 60 "via", d'une longueur 
totale de 1.2mm. Même s'il y a plusieurs éléments de discontinuité sous 
forme de "via" entre les deux couches de rnCtal, discontinuités qui peuvent 
défavoriser la propagation du signal, on a enregistré une rdduction du délai 
car le couplage vers le substrat est diminué dans Ies zones de méta1 2; 
- l'interconnexion L6phd(o) est accompagnée par deux autres lignes sur 
lesquelles on peut injecter un signal synchrone dans le même sens que le 
signal utile (L6phd(a)) ou dans le sens contraire (L6phd(c)) (voir l'exeinple 
de la figure 5.5). Entre deux traces voisines L6phd(b) et l'un ou l'autre de 
L6phd(c) ou L6phd(a) il y a un échange d'énergie par effet capacitif et 
inductif. Il semble que l'effet capacitif domine, puisque pour l'ensemble des 
lignes L6phd (longueur 1.2mm, largeur 4 ~ m  et espacement 2pm) il y a un 
transfert d'énergie entre les traces voisines qui conduit ii une amélioration de 
la propagation sur L6phd(b) (cas 6 et 7 du tableau 5.8); 
Notons cependant que nous n'avons pas constaté une différence entre les cas 6 et  7. Cela 
signifie que pour l'ensemble des lignes LGphd, le sens de propagation d'un signal sur une 
ligne voisine n'influence pas de façon significative le délai sur fa trace mesurée, L6phd(b). 
ligne L6phd(a)- 
ligne L6phd(c) 
source signal sel. 
F i ~ u r e  5.5 Ensemble d'interconnexions L6phd dans Ie circuit démonstrateur 2 
Le rapport entre la tension mesurée à la sortie-N (Vdd-VauW ) et la tension mesurée à la 
sortie-P (VmtP) pour la ligne Llphd et avec polarisation Vp2=û, Vn2=5V (voir le tableau 
5.7) est de 2.4. Il semble que ce rapport se situe autour d'une valeur égale au rapport 
(tdtd) au carré. Dans les modules «phd» du circuit démonstrateur 2, les tailles des 
transistors P (figure 4.12, M3 et M4) et des transistors N (transistors Ml et M2) sont 
Wp=22pm et Wn=l6pn, les mêmes que celles utilisées dans l'inverseur X2. Comme le 
transistor N est dans ce cas plus puissant que le transistor P, il est normal que le délai t, 
sur X2 et la ligne T (figure 4.12) soit plus grand que td. Également, dans le module "phd", 
quand les sources de courant sont équilibrées, les transistors Ml et M2 actionnent plus fort 
à la sortie-N que les transistors M3 et M4 à la sortie-P du module "phd". Afin de vérifier 
cette hypothèse, nous présentons un résultat de simulation effectué sur le schéma de la 
figure 4.12. Les trois courbes dans la figure 5.6 correspondent aux trois valeurs de ligne T: 
longueurs 100p.m, 1.2mm et 2.2mm. 
Firru.ire 5.6 Résultats de simulation pour le circuit de la figure 4.12 
Nous pouvons remarquer dans cette figure le signal à l'entrée de l'inverseur X2, A la sortie 
de la Iigne T et les formes d'ondes à la sortie du module "phd". Pendant les tests, nous ne 
pouvons pas visualiser les formes d'ondes il la sortie du module "phd", mais plutôt on peut 
mesurer les valeurs moyennes avec un multimètre. Pour la courbe " A  le rapport entre ces 
deux tensions de sortie est de valeur 1.9. La différence entre Ia valeur de ce rapport obtenu 
par la suite des tests (de valeur 2.4) et celle de simulation peut avoir des causes multiples. 
Par exemple, il y a des différences entre les modèles des transistors (celui du circuit 
démonstrateur et celui du fichier HSPICE); l'instrument de test ajoute une capacité 
appréciable à la sortie du module détecteur de phase. En conséquence, pour le circuit 
démonstrateur mesuré, le rapport entre les tensions mesurées sur les sorties P et N du 
module "phd" exprime de façon approximative le rapport (tJh) au carré. Pour égaliser les 
deux rapports, il fallait utiliser dans le module "phd" du circuit de test des transistors 
MOS-P plus larges afin d'équilibrer M l ,  M2 avec M3, M4. 
Enfin, avec les modules détecteurs de phase conçus dans le circuit démonstrateur 2, nous 
avons réussi de mettre en évidence les faibles différences de délai du signal (différence de 
t,J sur les lignes Llphd, LLphd, L3phd, Uphd et L6phd. Cette information nous a permis 
de tirer des conclusions importantes concernant la propagation du signal numérique sur 
différents types de ligne. 
CHAPITRE VI 
CONCLUSIONS 
Dans cet ouvrage nous avons proposé un modèle pour une ligne simple placée dans un 
environnement semiconducteur. Cette ligne est modtlisée par une cellule RLGC 
kquivalente qui contient des éldments variables en fonction de la fréquence. En effet, cette 
variation reflet l'existence d'une zone de transition entre deux domaines de fréquence. Les 
deux domaines mentionnés correspondent aux deux modes de propagation (ondes lentes et 
quasi-TEM) mentionnés au chapitre 2. Les limites de la zone de transition dépendent de la 
rksistivité du substrat: plus le matériel semiconducteur est de haute résistivité et ses 
caractéristiques s'approchent de celles d'un bon diélectrique, plus cette zone de transition 
se déplace vers des fréquences proches de zéro. Dans certains cas, il est possible que la 
bande de fréquence du signal propagé coïncide avec cette zone de transition entre les deux 
modes de propagation et que le modele proposé soit utile. Par exemple, pour les substrats 
analysés de résistivité de 10 Qcm à 100 !km, cette zone se situe entre 23MHz et 16GHz. 
Le memoire poursuit avec l'étude du délai sur les interconnexions. Nous constatons 
l'influence de l'élément inductif du modèle (L) sur le délai du signal dans des conditions 
des lignes Iongues, du substrat de haute résistivité et du signal de fréquence supérieure à 
1GHz. En même temps, les pertes dans le substrat exprimées par l'élément G du modèle, 
affectent la propagation du signal d'une façon considérable. Nous avons constaté ce 
phénomène dans les simulations présentées au chapitre 2 et  également dans les tests 
effectués. 
tin autre but était la mise au point des méthodes de mesure de délai à travers des 
interconnexions de circuit intégré avec précision et dans des conditions réelles. Nous 
avons développé dans ce mémoire deux méthodes de test. Grâce aux services offerts par la 
Société Canadienne de Micro-électronique, nous avon eu la possibilité de concevoir deux 
circuits démonstrateurs afin d'implanter les structures de test. Les mesures de délai dans 
les circuits de test ont été effectuees avec une précision de l'ordre de dizaines de 
pjcosecondes. 
Les modules conçus pour ces deux circuits sont réalisés sur une nouvelle structure ayant 
une architecture de type Mer-De-Portes (MDP). Cette architecture offre quelques 
avantages dont on a parlé au chapitre 3, comme par exemple la flexibilité et la densité. Elle 
présente une architecture compacte et symétrique (transistors de même taille). Les 
transistors sont placés un à côté de l'autre, sans une isolation définie au niveau de la 
structure. Les espacements nécessaires pour l'isolation de chaque transistor sont éliminés 
et le circuit est dkfini par les couches de métal, ce qui rend la structure MDP approprié 
pour des pré-diffusées. Nous avons montré ensuite que cette structure a des bonnes 
performances et qu'elle assure le fonctionnement des blocs à des frequences d'environ 
GOOMHz. 
Au chapitre 3, nous avons proposé quelques améliorations à la structure MDP. 
Premièrement, l'ajout d'un canal entre les rangées PN rend possible l'utilisation d'un 
routeur de canal classique. Deuxièmement, un canal supplémentaire entre les transistors P 
et N réduit d'une manière considérable les congestions de routage dans la direction 
horizontale. La conception de la nouvelle structure a visé également des améliorations au 
niveau des performances dynamiques du circuit. Elle a été implantée dans les circuits 
d&nonstrateurs développés. 
Les résultats de test (chapitre 5) offrent des informations importantes sur l'aspect délai et 
les éléments qui ont une influence majeure sur la propagation d'un signal numérique dans 
une ligne intégrée. 
Comme nous I'avons mentionné au début de ce mémoire, I'andyse micro-ondes des 
circuits intégrés rapides est un sujet très complexe qui peut être décamposé selon plusieurs 
ktapes de recherche. L'ampleur du travail requis est dû aux multiples phénomènes en jeu et 
aux interconnexions complexes entre les éléments distribués passifs et actifs du circuit. 
Pour cette raison, nous avons étudié le problème dans sa globalité. Dans une première 
phase, nous avons considBr6 qu'il faut caractériser l'influence du substrat semiconducteur 
sur les paramètres d'une interconnexion. Par la modélisation de lignes isolées sur un 
circuit intégré, nous avons réussi à intégrer, dans une cellule RLGC, de façon simple, 
l'influence du substrat semiconducteur sur les paramètres électriques d'une ligne de 
circuit intégré. La cellule RLGC obtenue peut être adaptée facilement dans des travaux 
futurs des cas spécifiques. On envisage une étude sur des lignes couplées pour lesquelles 
il faut tenir compte du phénoméne de diaphonie. Ce modèle devrait tenir compte aussi de 
la conductivité du substrat. La cellule RLGC obtenue dans ce mémoire pourrait être 
utilisée en ajoutant des corrections sur certains paramètres. Par exemple, il serait 
nécessaire de corriger la valeur de l'inductance dans la cellule RLGC (paramètres Le et q). 
Par la suite, on devrait ajouter la capacité parasite entre les traces voisines, ainsi qu'une 
inductance mutuelle (qui est en général en relation directe avec I'inductance présente de la 
celluIe RLGC). 
La seconde phase de notre travail a consisté à simuler des interconnexions des circuits 
numériques en utilisant le modèle de ligne discuté plus tot. Cette analyse a permis 
d'identifier certains cas où les interconnexions dans les circuits numériques de haute 
vitesse doivent être modélisées avec la cellule RLGC au complet. Pourtant, ce modele sert 
aussi aux applications de type analogique. Les résultats obtenus dans le chapitre 2 peuvent 
Eue utilisés comme point de départ dans l'étude des configurations spécifiques aux 
circuits intégrés analogiques (par exemple des inductances intégrées). 
Le modèle simplifié RCG est dédié aux simulations de circuits numériques. Il présente 
l'avantage d'être plus proche du cas réel du circuit que les modèles RC ou C. avec un 
minimum de complexité. 
Quant à la définition de la nouvelle structure MDP, l'objectif principal était la mise au 
point d'une architecture flexible et performante, qui sert comme support dans le cadre du 
développement d'un routeur et pour la conception des circuits de test. Elle accepte 
l'utilisation combinée de routage dans un canal et a l'intérieur des cellules. 
À cette fin, nous avons défini quelques principes pour la construction d'une cellule et nous 
avons prévu des canaux à l'intérieur et à l'extérieur de chaque rangée de transistors. 
Les différents types de routage de la figure 3.3 démontrent la versatilité de la structure face 
au routage afin de maximiser les performances du circuit en fonction du type d'application 
(en fonction des critères de vitesse, de denslté et de bruit). La description de la structure 
MDP, telle que décrite à l'annexe 2, permet aux utilisateurs de transférer facilement d'une 
technologie à l'autre la librairie de cellules. Nous recommandons I'utilisation de cette 
structure dans des travaux futurs pour la génération de circuits MOS, surtout pour des 
modules dynamiques. 
Cette structure offre la possibilité de développer un algorithme de routage à l'intérieur de 
la ceIlule (adapté aux applications et considérant les critères de vitesse, densité et bruit). 
Cet algorithme serait utile au dkveloppement d'un générateur des ceIlules. 
Les m6thodes de test présentées au chapitre 4 ont été utiles dans l'analyse comparative de 
délai. Elles ont permis de mesurer de faibles différences de délai dans les signaux pour un 
ensemble des lignes. Nous avons dû limiter le nombre de configurations de ligne 
analysées pour des contraintes technologiques et  i cause de la surface de circuit 
disponible. Il est important d'analyser le délai sur des lignes d'une diversité plus grande 
que celle présentée, comme par exemple des traces de longueur variable allant jusqu'à 
lcm, placées sur des substrats différents (des circuits basés sur différentes technologies). Il 
est également intéressant de trouver d'autres configurations (comme par exemple la 
structure A) qui permettent d'améliorer de façon significative Ia propagation du signai. 
Les modules de mesure de délai basés sur ces méthodes peuvent être améliorés: par 
exemple, on peut équilibrer les transistors N et P du détecteur de phase afin de mesurer 
avec plus de précision le rapport entre le délai du signal correspondant 2 la transition 
montante et celui de la transition descendante. 
Comme nous l'avons spécifié dans l'article publiC à ISCAS'97 (Florin, Savaria et  Bois 
1997), le détecteur de phase présenté peut être utilisé également dans d'autres applications 
(par exemple pour mesurer et balancer le "skew" dans les circuits intégrés). 
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Cette annexe présente un exemple de description d'une image MDP que l'on peut 
transférer dans différentes technologies. Comme on l'a déjà mentionnd à la section 3.3, ce 
fichier comporte trois parties. La première, "TECHNOLOGY", constitue une liste des 
paramktres concernant les règles de dessin pour chaque technologie reconnue. Après avoir 
initidisé certains paramètres, on fait le calcul effectif des élkments de géométrie qui 
constitueront l'image. Ceci est réalisé dans la deuxième section où se trouvent les 
équations (section "EQUATIONS"). Une fois les dimensions et les distances nécessaires 
connues, h l'aide des fonctions graphiques, on dessine dans une troisième étape les 
éléments physiques. Cette description est hiérarchique. Au niveau le plus bas, on trouve la 
description des transistors, éléments de contact ou "via" et d'autres celIules similaires. 
Ces éléments sont par la suite utilisés aux niveaux supérieurs: d'abord, la description des 
cel1uIes logiques simples et puis des modules de plus en pIus complexes. Dans cette 
annexe, nous voulons prksenter le mécanisme utilisé pour la génération d'une image 
paramétnsable. Les fonctions "putbox", "wire" et "putcell" sont définies localement et 
elles sont utilisées comme exemple générique pour l a  construction de la librairie. 
Bas6 sur la même technique et en utilisant le langage GPE propre au logiciel CAO de la 
Société Design Workshop, un fichier descriptif d'une image paramétnsable a été créé par 
M. Nemmour, dans le cadre du projet DW-2000. 
Ce qui suit est un exemple du fichier descriptif d'une bibliothèque paramétrée. 
TECHNOLOGY "MITEL15"; 
# Mite1 l5 technology rules 
# column layer-namelayer-no 
# 3 Poly 1 (gate) 3 
# 4 Ntdiffusion4 
# 5 Pi-diffusion 5 
# 6 Contact 6 
# 7 Metal 1 7 
# Rule no. value(um) description 
LI-I 1.5 # minwidth-1 
L1-2 2 # minspacing-1-1 
L2-i 3 # minwidth-2 
. .. ....... . 
L12-2-2 1.5 h i n s p a c i n g  12- 1 2-shortLines 
ENDTECHNOLOGY "MITEL1 5"; 
TECHNOLOGY "MITEL12" ; 
.,.... (similaire à la liste précédente, avec des diffdrentes valeurs); 
ENDTECHNOLOGY "MïïEL12"; 
EQUATIONS; 
# Nombre des chemins disponibles au dessus des transistors nrnos(CHN) et pmos(CHP) 
C H N 4  
CHP=5 
# Nombre de chemins disponibles sur metall entre les transistors nmos et pmos; 
NCINT=2 
# Dimension de la cellule contact (CTI) et via (VIA1) 
CT 1 =max[L6-7+L73-1*2 , L6-1 +L6-2-lX2] 
VIAl=rnax[Lll-liL12-3Q , Ll l-i+L73-2*23 
# Grid horizontal -(distance entre les contacts placés sur la zone active); 
GRTDHI =max[CTl + L 7 2  , VIA1 +L12-2-21 
# Grid vertical et largeur des transistors nmos,pmos = GRIDVl 
GRIDVI =L6-6*2+L3-l +L6J ........ etc. 
# Autres variables à calculer 
XC 1, GATEBOXN, GATEBOXP, YCN1, YCP 1, HACTN 1, HACTPI , HNDIFF1, 




#l'appel de la fonction "putbox" signifie l'ajout d'un rectangle des dimensions x l ,  y l ,  
# x2,y2 sur la couche définie par l'instruction "layer:=numéro de la couche". 




putbox(XC1 ,Y CN1 ,GRIDVl ,HACTN); 
layer := 4; 
putbox[XCl,PWYC,GRIDVl ,HNDIFFl); 
layer := 2; 
putbox(XC 1 ,PWYC,GRIDV 1 .HPWELL); 
layer := 3; 
putbox(O,O,CTl ,CTl); 
putbox(-L3~1/2.0,GATEBOXN/2.O,L3~1 ,GATEBOXPI); 





# 0 t h  ce11 : "pmos" , "ct" , "via", "viact" ; 
# l'appel de la fonction "wire(largeur, x l ,  yl, x2, y2)", ajoute un fil dans l'image; 
# la fonction "putcell(T/R/FV/FH Xt,Yt, nom de la cellule)" signifie le placement d'une 
#cellule; les indices TIWFVIFH nous indiquent une Translation vers la position Xt,Yt. 
#etlou Rotation etlou miroir (flip) Verticale ou Horizontale. 
#f###############f 
ceIl "inv2A"; # inverseur de taille double 
putceIl(T O,O,"nmos"); 
putcell(T 2'0, "nmos"); 
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