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$X_{1},$ $X_{2},$ $\cdots$ , $\Theta$ ,
$j(x|\theta)$ , $f(s| \theta)=\prod_{j}^{n_{=1}}f(x;|\theta)$
$l(x|\theta)=\log f(x|\theta)$ , $l’(x| \theta)=\frac{\partial}{\partial\theta}l(x|\theta)$

















(2.2) $\lim_{narrow\infty}\{nI(\theta)-I_{T}(\theta)\}\geq I(\theta)\gamma^{2}(\theta)$ ,
(2.3) $Var(T_{n}) \geq\frac{1}{nI}+\frac{1}{n^{2}I}(\gamma^{2}+4\frac{\Gamma^{2}}{I})+2\frac{\dot{b}}{n^{2}I}+o(n^{-2})$.
, $b(\theta)$ , , $\perp_{n}b\theta 1_{=E(T_{n}}-\theta$) , $\dot{b}=\frac{d}{d\theta}b(\theta))$
$\Gamma$ , .

















, , . , , –
2
17
, $narrow\infty$ , $0$ ,
$\beta(T_{n},\theta,\epsilon)=\lim-\log Pr(|T_{n}-\theta|>\epsilon)\underline{1}$
$uarrow\infty$ $n$
, (Bahadur[l]). , ? exponential
rate , inaccuracy rate ,
. , $\epsilonarrow 0$ ,
. , .
31 .
(1) (3.1) $\lim_{narrow}\sup_{\infty}-\frac{1}{n}\log Pr(|T_{n}-\theta|>\epsilon)\leq\inf\{K(\theta’, \theta):|\theta’-\theta|>e\}$ .
, $K(\theta’, \theta)$ , Kullback . , , Bahadur bound
, $B(\theta, \epsilon)$ .
(2) (RC) , 2 , . (Fuu[7])
(i) $\theta\in\Theta$ , $K(\theta’, \theta)$ , $\delta$ $N_{\theta,\delta}$ $\theta’$ ,
convex .
(ii) $\theta\in\Theta$ , N , $A(x, \theta)$ ,
$\theta’,$ $\theta’’\in N_{\theta,\delta}$ , $E(A^{2})<\infty,$ $|l’(x|\theta’’)-l’(x|\theta’)|\leq A|\theta’’-\theta’|$
(iii) $\theta\in\Theta$ , 2 $u=u(\theta)>0,$ $w=w(\theta)>0$
, $0<e<u$ , $Pr\{l’(x|\theta+\epsilon)>0\}>0$ ,
$Pr\{l’(x|\theta-\epsilon)<0\}>0$ , , $\phi(t, \theta,\epsilon)=E[exp\{tl’(x|\theta+\epsilon)\}]$
, $(t, \epsilon)\in(-u, u)x(-w, w)$ .
(iv) $( \frac{\partial}{\partial l})(\frac{\partial}{\partial\theta})\phi(t, \theta, \epsilon)$ , $(t, \epsilon)\in(-u, u)x(-w, w)$
, .
(v) $n$ $s$ , MLE $\hat{\theta}_{\hslash}$ , $l_{n}’(s|\theta)=0$ , .
(3.2) $\lim_{earrow 0}\sup\lim_{rarrow}\sup_{\infty}-\frac{1}{n\epsilon^{2}}\log\alpha(T_{n}, \theta, \epsilon)\leq\frac{I(\theta)}{2}$
(3.3) $e arrow 0narrow\lim 1jm_{\infty}-\frac{1}{n\epsilon^{2}}\log\alpha(\hat{\theta}_{\hslash}, \theta, \epsilon)=\frac{I(\theta)}{2}$
(33) , Bahadur ,








$\lim_{narrow\infty}-\frac{1}{n}\log Pr(\overline{X}_{\hslash}\geq a)=-\log[\inf_{t\geq 0}E(e^{t(X-a)})]$ .
(v)
$l’(s|\theta’)\geq 0$ if $\theta’\leq\hat{\theta}_{n}$




$\lim_{\hslash\vee\infty}-\frac{1}{n}\log Pr(\hat{\theta}_{\hslash}-\theta>\epsilon)=-\log[\inf_{t\geq 0}\phi(t, \theta,\epsilon)]$
$\lim_{narrow\infty}-\frac{1}{n}\log Pr(\hat{\theta}_{n}-\theta<-\epsilon)=-\log[\inf_{t\leq 0}\phi(t, \theta, arrow\epsilon)]$
(ii)
$E(l’(x|\theta+\epsilon))=-\epsilon I+o(\epsilon)$
(iii) $\frac{\partial}{\partial 1}\phi(t, \theta, \epsilon)=0$ $\tau_{\theta}(\epsilon)$ .
N (iii)(iv) $\tau_{\theta}(\epsilon)=\epsilon+o(\epsilon)$ .
$\inf_{1\geq 0}\phi(t, \theta, e)=\phi(\tau_{\theta}(\epsilon), \theta, \epsilon)$ $-\log[\phi(\tau_{\theta}(\epsilon), \theta, \epsilon)]$















$\lim_{earrow 0}-\frac{1}{\epsilon^{2}}\beta(X_{(\})},\epsilon, \theta)=2f(0)^{2}$ .
, $\sigma^{2}$ , .
, , .
, , , exponential rate
.
3.4 ( $Jures\dot{c}ov\overline{a}$ and KaUenberg[ll])







(1) (RC) , (ii) (iv) , , (3.4)
.
(ii)’ $\theta\in\Theta$ , $N_{\theta,\delta}$ , $A_{4}(x, \theta)$ ,
$\theta’,$ $\theta’’\in N_{\theta,\delta}$ , $E(A_{4}^{2})<\infty,$ $|l^{(4)}(x|\theta’’)-l^{(4)}(x|\theta’)|\leq A_{4}|\theta’’-\theta’|$
(iv)’ $( \frac{\partial}{\partial\ell})^{4}(\frac{\partial}{\partial\theta})^{4}\phi(t, \theta, \epsilon)$ , $(t, \theta)\in(-u, u)x(-w, w)$ ,
.




(3.5) $\lim_{earrow 0}\frac{1}{\epsilon^{4}}\{B(\theta, e)-\beta(T_{n}, \theta, \epsilon)\}\geq\frac{1}{8}I^{2}\gamma^{2}$.
$=\hat{\theta}_{\hslash}$ , .
(35) , Bahadur
. , MLE , .
3.1 exponential rate
$\lim_{narrow\infty}C_{n}=1$ $C_{\hslash}$ , , C,
exponential rate , Bahadur ,
.
31 $U(O, \theta)$ , MLE $X_{(n)}$
$\frac{n+1}{n}X_{(n)}$ . 2 $n$
$\alpha(X_{n}, \theta, \epsilon)=(\frac{\theta-\epsilon}{\theta})^{n}$
$\alpha(\frac{n+1}{n}X_{n}, \theta, \epsilon)=(\frac{n}{n+1})^{u}(\frac{\theta-e}{\theta})^{i1}$
exponential rate $\log\frac{\theta}{\theta-\epsilon}$ . Bahadur bound
. , $\alpha(\cdot, \theta, e)$ , $\frac{n+1}{n}X_{(n)}$ .
, MLE , . ,
21 Rao-Efron .
3.2 exponential rate ,
3.3 3.4 , 2 ,
. , , , ,
. , , , ,
, .
3.2 (Jures\v{c}ova and kallenberg[ll])
$X_{1},$ $X_{2},$ $\cdots,$ $X_{n}$ , $N(\theta, 1)$ .









, $\overline{X}_{n}$ . ,
$\alpha(T_{\hslash}, \theta,\epsilon)=Pr(H_{n}=1, |X_{1}-\theta|>\epsilon)+Pr(H_{n}=0, |Y_{\hslash}-\theta|>\epsilon)$
$Y_{n},$ $Z_{\hslash},$ $H_{\hslash}$
$\alpha(T_{\hslash}, \theta,\epsilon)=\frac{2}{n}\Phi(-\epsilon)+2(1-\frac{1}{n})\Phi(-\epsilon\sqrt{n-1})$.
, $\Phi(\cdot)$ , .
$\alpha(T_{n}, \theta,\epsilon)\geq\frac{2}{n}\Phi(-\epsilon)$
$\beta(T_{\hslash}, \theta, \epsilon)\leq\lim_{narrow\infty}-\frac{1}{n}\log\frac{2}{n}\Phi(-e)=0$
, exponential rate , $0$ . , $\overline{X}_{n}$ $T_{n}$ ,




$(RC)(v)$ 3.1 , , (3.3)












$\sqrt{n}(\tilde{\theta}_{n}-\theta)arrow L\{\begin{array}{l}N(0,l)N(0,\alpha^{2})\end{array}$ $ifif$ $\theta=0\theta\neq 0$
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