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Resumen 
En el presente trabajo, se describe el estado actual de la investigación que se está llevando a cabo acerca 
de segmentación de series de tiempo. Su enfoque está centrado en utilizar mecanismos de atención visual 
que permitan localizar  patrones de forma conocidos dentro del campo visual. Una vez localizados, 
mediante mecanismos de lógica difusa se obtienen los valores correspondientes de sus variables miembro 
(intervalo de tiempo, rango de valores y patrón de forma).  Esto se almacena en una base de datos 
estándar. La base de datos resultante sirve como puente entre la descripción lingüística y las bases de 
datos que alojan las series de tiempo. Este puente sirve tanto para la descripción automática de las series 
de tiempo como para la consulta en lenguaje de alto nivel a la base de datos resultante. Se sobrentiende 
que tal esfuerzo puede resultar en programas menos eficientes si los comparamos con aquellos regidos 
por algoritmos numéricos dedicados y específicos; con esta investigación se busca es ampliar el 
entendimiento de la segmentación de percepciones visuales de modo que resulte en sistemas de bases de 
datos de series de tiempos más amigables para la minería de datos. 
1. Introducción 
Hoy en día, existen numerosos sistemas de bases de datos que almacenan series de tiempo. Básicamente, 
una serie de tiempo es una tabla que almacena pares de datos de la forma [fecha, valor]. Un valor para el 
eje de tiempo; un valor para el eje valor. 
La incorporación de características inteligentes a dichos sistemas es un campo prometedor. La idea es 
facilitar las consultas hacia el sistema. Hasta ahora, la mayoría de los procedimientos para la toma de 
decisiones están basados en la observación humana, y soportados por software estadístico, de minería de 
datos, o de procesamiento de ellos. 
Tales características inteligentes deberían incluir la posibilidad de operar con información lingüística, 
razonamiento y respuesta a consultas difusas. Para incorporar a los sistemas todos estos aspectos, 
necesariamente se deberían formalizar percepciones humanas.  
Frente a una serie de tiempos, una persona posee percepciones referidas al eje tiempo, a los valores de la 
serie, a sus patrones y formas, a las asociaciones entre patrones o entre series de tiempo, entre otros. 
Técnicamente hablando, estas percepciones pueden ser representadas por palabras. Su significado estará 
definido por el contexto. El contexto,  definido por los diferentes dominios o aspectos de las bases de 
datos que contienen series de tiempo. Así, tenemos una jerarquía conceptual del tipo Dominio-Contexto-
Palabras.   
Entre los dominios típicos para una serie de tiempos, podemos enumerar: 
 Dominio "tiempo" (intervalos de tiempo, posición absoluta, posición relativa, intervalos 
periódicos o estacionales) 
 Dominio de los valores de la serie de tiempo (en cuanto al "tamaño") 
 Dominio de los patrones de forma de las series de tiempo 
 Dominio del conjunto de las series de tiempo (atributos o elementos) 
 Dominio de las posibilidades (o valores de probabilidad) 
   
En cuanto a las consultas a tales sistemas, éstos deberían dar respuesta a preguntas con contenido lógico 
vago, realizar inferencias y brindar pronósticos. Todo basándose en la percepción. Ejemplos de consulta a 
tales sistemas podrían ser: 
 con respecto a búsquedas:  "hallar pozos porductores de petróleo con alto porcentaje de agua" 
 con respecto a pronósticos: "¿cuál será el incremento del precio en los cosméticos si el costo del 
barril de petróleo supera un X %?" 
 con respecto a optimización/pronósticos: "¿qué productos, cuándo y qué monto comprar para 
obtener máximo beneficio el año que viene ? " 
Esta clase de preguntas sugiere que, para la realización de tales sistemas, deberían extenderse los 
métodos tradicionales de análisis de series de tiempo. Y como tales métodos están incluidos dentro del 
ámbito de la minería de datos, también deberían adaptarse las tareas más habituales de minería de datos. 
Deberían ser adaptadas para poder manipular información lingüística, conceptos vagos y percepción de 
patrones a fin de facilitar la interacción con los usuarios.  Como tareas a considerar mencionamos: 
segmentación, clustering, clasificación, resumen, detección de anomalías, patrones frecuentes, pronóstico 
y descubrir reglas de asociación. [5]. 
Una aproximación al problema de segmentación. Un ejemplo introductorio. La Figura 1 durante es 
nuestro patrón. La consigna: En la figura 2 trate de ubicarlo dónde podría estar. 
En la Figura 2 se indican posibles ubicaciones del patrón de la Figura 1. Las zonas marcadas serían 
aquellas detectadas por mecanismos de atención visual.  
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Figura 1: Un patrón cualquiera. 
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Figura 2:  patrones parecidos dentro de la serie de 
tiempos. 
Con este simple acto, hemos entendido una consigna, registrado el objeto a buscar, y lo logramos ubicar 
tres patrones del mismo tipo, en diferentes posiciones y de distinto tamaño. 
Al ubicar los patrones dentro de la serie de tiempos, también hemos segmentado la serie de tiempos. 
 
2. Identificación del problema 
Utilizando mecanismos de atención selectiva (visual search), lograr conceptuar gráficas de series de 
tiempo generando un resumen de conceptos que sean útiles tanto para el sistema experto de diagnóstico 
como la generación de un resumen descriptivo de la curva en términos humanamente entendibles. 
 
3. Estado de la tecnología 
En la introducción no se ha hecho hincapié en el tiempo que demanda el proceso de reconocimiento. 
Cuando se trata de sistemas de reconocimiento de series de tiempos, se pueden distinguir dos grupos: 
aquellos que trabajan en línea (reconocimiento dinámico) y aquellos que trabajan fuera de línea o por 
lotes. Los trabajos acerca sistemas de reconocimiento de series de tiempo en línea, se centran en 
optimizar el tiempo de reconocimiento ([6], [9], [10], [11], [12], [13], [26], [32] y [41]). En cambio, los 
   
trabajos acerca de sistemas fuera de línea ([5], [7], [8] y [22]) amplían la idea de extracción y 
codificación de conceptos. 
Algunos trabajos a destacar. En [6], se aborda por un lado el estado actual de representación de series de 
tiempo y por el otro, la codificación dinámica de series de tiempo (SAX, Symbolic Aggregate 
approXimation); en [11], una caracterización dinámica apta para determinar la forma  de la serie de 
tiempos basándose en mecanismos de inferencia difusa. Y en [8], Agrawal propone un lenguaje para 
hacer consultas de series de tiempo (SDL, Shape Definition Languaje). 
Con respecto a la percepción visual, existen numerosos trabajos de Neurociencia ([1], [2], [3], [14], [15], 
[16], [18], [23], [24], [25], [26]). Estos aportan teorías de cómo nuestro sistema de visión logra percibir 
objetos dentro de nuestro campo visual y de cómo se aíslan elementos de la escena mediante los 
mecanismos de atención selectiva. 
En [21], Sharkley expone argumentos a favor de la computación conexionista (redes neuronales 
artificiales) para modelar aspectos cognitivos del cerebro, centrándose más específicamente en modelos 
con aprendizaje supervisado. Menciona entre otras cosas, la programación extensional, para aclarar que 
tales modelos deben ser ajustados previamente por el investigador, el cual intenta confrontar datos 
cognitivos experimentales contra el modelo. 
En lo que respecta a modelos conexionistas, numerosos trabajos modelan diferentes aspectos del 
cognitivismo. De entre ellos, se han considerado unos pocos, dentro de la familia backpropagation, SOM, 
Hopfield, Cognitron, Neocognitron (principalmente [17], [27], [28], [29], [30], [31], [33], [34], [35], [36], 
[37], [38], [39], [40],  [45]), por ser afines al tipo de reconocimiento que se pretende llevar adelante en 
esta tesis.  
Los aspectos más abstractos del cognitivismo pueden encontrarse principalmente en trabajos de 
Neurociencia. En general, se diseñan experimentos con animales de laboratorio ([20]) o con personas 
([4], [18], [19], [22], [23], [24]) para obtener mediciones (datos). Estas mediciones sirven para proponer 
modelos de funcionamiento de nuestro cerebro. Estos modelos sirven de base para plantear modelos 
conexionistas que pueden ser implementados en computadores. 
4. Esbozo de la solución 
Se desarrollará un software que sirva como banco de pruebas, que permita experimentar con los tópicos 
investigados. Se piensa construir un sistema que segmente series de datos y sea capaz de describirlas, 
atender consultas o ejecutar reglas de lógica difusa. 
El sistema contaría con modos de aprendizaje y modos de producción. El modo de aprendizaje permitiría 
interactuar con el sistema de reconocimiento y clasificación de patrones de curvas. El modo producción 
permitiría explorar una base de datos que contenga series de tiempos, recibir consultas acerca de ellas y 
emitir resúmenes. 
El problema más difícil es la búsqueda de los patrones en el campo visual, contemplando mecanismos de 
atención selectiva. El entrenamiento de la red neuronal está incluido en este problema. 
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