Abstract. We present efficient algorithms to generate all edge-magic and vertex-magic total labelings on cycles, and all vertex-magic total labelings on wheels. Using these algorithms, we extend the enumeration of the total labelings on these classes of graphs.
Introduction
Consider a wireless network in which every device must be able to connect to a subset of the other devices in the network using a unique channel to prevent collisions. One way to create such a channel assignment is to give numeric labels to the devices and channels in such a way that the labels of two devices and the communication line between them sum to a consistent value across every pair of devices in the network. In this case, knowing the labels of the two communicating devices gives the identification number of the communication line between them [1] .
This solution is an example of an edge-magic total labeling (EMTL). EMTLs are one application of the "magic" concept of magic squares to graphs. Given a simple undirected graph G = (V, E), let λ be a mapping from the numbers 1 through |V | + |E| to the elements (vertices and edges) of G such that each element has a unique label. An edge-magic total labeling is a labeling λ in which the weight of each edge is the same. The weight of an edge is obtained by the sum of the label of the edge and the labels of its two endpoints and denoted by w(e). If the weight is the same for every edge, it is termed the magic constant of the labeling, and is given by h. For an example of an EMTL with h = 20, see Fig 1(a) .
A vertex-magic total labelling (VMTL) is a labeling λ in which the weight w(v) of each vertex is the same. The weight of a vertex is obtained by adding the sum of the labels of the incident edges to the label of the vertex itself. If the weight is the same for every vertex in the graph, it is called the magic constant and is given by k. For an example of an VMTL with k = 20, see Fig 1(b) .
A totally magic labeling is a labeling λ which is simultaneously both a vertexmagic total labeling and an edge-magic total labeling. The magic constants h and k are not necessarily equal. The class of totally magic graphs (those which admit a totally magic labeling) is much more restricted than the edge-magic or vertexmagic graphs. Figure 2 gives an example of a totally magic labeling on the cycle C 3 . The only known connected totally magic graphs are K 1 , K 3 , and P 3 . There are however an infinite number of disconnected totally magic graphs, as any graph consisting of a union of 2n + 1 (n ≥ 0, n ∈ Z) disjoint triangles is a totally magic graph [1] . There are additional types of magic labelings described beyond EMTLs, VMTLs and totally magic labelings. For a more complete treatment, see Gallian's dynamic survey [2] . Depending on which labels are assigned to vertices and which to edges, it is possible to achieve labelings with different magic constants on the same graph. A lower bound for a VMTL is obtained by applying the largest |V | labels to the vertices, while an upper bound is found by applying the smallest |V | labels to the vertices. Summing the weights of every vertex in a VMTL gives us v∈V w(v) = |V |k. Every vertex label contributes to one weight (the weight of that vertex) while every edge label contributes to two weights (the weights of its two end points). Thus |V |k = v∈V λ(v) + 2 e∈E λ(e). By applying either the |V | smallest or largest labels to the vertices, we can obtain the inequality
which gives basic limits on the magic constant of a graph without taking into account the structure of the graph [3] . Once the structure of the graph is taken into account, additional limits may be found. The set of integers which are delimited by these upper and lower bounds is the feasible range. The values which are the magic constant for some VMTL of a graph form the graph's spectrum. Therefore the spectrum is a subset of the feasible range.
In this paper we focus on finding all non-isomorphic VMTLs for cycles and wheels. Section 2 presents previous results with respect to vertex-magic total labelings on cycles and wheels. Sections 3 and 4 detail the enumeration algorithms and results for cycles and wheels respectively. Open problems for further research are presented in Section 5.
Background
Throughout this paper, we focus primarily on two classes of graph, the cycles and the wheels. The cycle C n is given by the vertex set v 1 , v 2 , . . . , v n ∈ V (G), and edge set e i ∈ E(G) where for 1 ≤ i < n, e i = {v i , v i+1 } and e n = {v 1 , v n }. Cycles are regular graphs (graphs in which every vertex has the same degree) as every vertex has degree 2. The wheels W n consist of a cycle C n together with an additional dominating vertex. A dominating vertex is a vertex which is adjacent to every other vertex in the graph. Figure 3 shows a sample wheel graph (W 6 ) and illustrates the naming scheme we will use while discussing parts of a wheel. Except for W 3 , the wheels are not regular graphs.
Cycles
Every vertex-magic total labeling on a cycle (and indeed any regular graph) has a mirrored dual labeling. This property allows us, given an original labeling λ on graph G, to obtain the dual labeling λ given by λ (v) = |V | + |E| + 1 − λ(v) for all vertices v ∈ V (G) and λ (e) = |V | + |E| + 1 − λ(e) for all edges e ∈ E(G). The resulting magic constant k is given by k = 6n + 3 − k for cycles [4] . Consequently, the distribution of VMTLs by magic constant is symmetrical over the feasible range, and the presence of a VMTL achieving a magic constant in the upper half of the feasible range may be inferred by the presence of the dual labeling achieving the corresponding magic constant in the lower half of the feasible range.
Cycles also have a one-to-one correspondence between their edge-and vertexmagic total labelings. To obtain an EMTL λ e from a vertex-magic total labeling [4] . Figure 1 shows this correspondence graphically. Due to this relationship with EMTLs (which were developed earlier than VMTLs), previous work has been done to enumerate the edge-magic (and therefore also the vertex-magic) total labelings on cycles. The cycles C 3 through C 10 were completely enumerated by Godbold and Slater [5] . We confirm these calculations, and also count the number of VMTLs/EMTLs on the cycles C 11 through C 18 .
Godbold and Slater show that a VMTL exists for every feasible magic constant for C n when n > 4 [5] . Our enumeration breaks down the results for cycles by magic constant. The wheel graph W 6 demonstrating the naming convention we adopt for the elements of a wheel.
Wheels
As the wheel W n consists of a cycle C n together with a dominating hub vertex, W n has n + 1 vertices and 2n edges. The vertices v 1 through v n refer to the vertices of the cycle, with the rim edges r 1 through r n corresponding to the cycle edges e 1 through e n . The spoke edges are those which connect the hub to a cycle vertex, and are given by
We demonstrate this naming scheme graphically in Figure 3 .
A general conjecture on VMTLs is that having vertices in a graph which differ widely with regard to their degrees prevents that graph from having a vertexmagic total labeling. This holds for wheels, which have a high-degree hub, as shown by MacDougall, Miller and Wallis in [3] .
MacDougall et al. give two different methods of computing a feasible range for wheel graphs, and the true feasible range is given by the most restrictive maximum and minimum values. In addition to the bounds on the feasible range given earlier, the feasible range on wheels can been further bounded from below by k ≥ (n+1)(n+2) 2
and above by k ≤ 7n + 6 once you take the structure of the wheel into account. For the wheels W n with n > 11, the minimum magic constant is larger than the maximum magic constant, so no VMTL can exist. MacDougall et al. also enumerate the VMTLs on wheels for W 3 (which is also the complete graph K 4 ), W 4 , and W 5 [3] . We extend these results, counting W 6 through W 10 .
Cycle Algorithm
A naïve method to generate all vertex-magic total labelings for a graph is to simply try all (|V | + |E|)! permutations of the mapping of the labels onto the elements of the graph, and check to see if each result is a VMTL. Not only does this rapidly become infeasible on its own, as the size of the cycle increases it will also allow isomorphic copies of the same labeling to be generated independently. As such, every successfully generated VMTL must be compared to every other previously generated VMTL in order to remove duplicate copies. Our general approach is to apply vertex and edge labels working iteratively around the cycle. In the cycle VMTL generation algorithm, we remove cases of rotational symmetry by assigning the smallest vertex label to v 1 , and then handle the reflective symmetry by making sure that λ(e 1 ) < λ(e n ). Since v 1 must receive the smallest vertex label, it cannot be larger than n + 1 or there will be insufficient labels to label the remaining vertices.
Since we are interested in calculating the number of VMTLs for each magic constant, the algorithm we develop takes both n (the size of the cycle) and k (the magic constant) as input.
We say that a label is a determined label if it contributes its value to the weight of a vertex for which every other contributing label is known. Assuming we know the magic constant we are trying to reach, there is only one possible value for the determined label. There are three conditions on a determined label λ(x) which allow us to terminate the recursion tree at this node and backtrack. These conditions are: Figure 4 gives a partial labeling and illustrates a determined label. In this example, if the desired magic constant is 20, then x must be 11. However, if the desired magic constant is 15, then x would have to be 6. Since 6 has already been used in this labeling, it would not be a valid partial labeling for k = 15. If in a cycle we have magic constant k, then λ(e 2 ) = k − λ(v 2 ) − λ(e 1 ). Then, once we know λ(v 3 ) and λ(e 2 ), we are able to determine λ(e 3 ).
Our algorithm aims to obtain determined labels as quickly as possible. If a given label being applied in the algorithm is determined and the partial labeling is infeasible, then the entire computation subtree rooted at that partial labeling can immediately be excluded. Even in the worst-case scenario, where none of the determined labels eliminates a partial labeling, the use of a determined label reduces the branching factor at a position in the computation tree from 1 ≤ i ≤ |V | + |E| to 1.
Before the algorithm itself is called, the global variables n and k are set with the size of the cycle and desired magic constant respectively, and the available list is initialized to every label being currently available. The actual algorithm begins with an initialization phase (by a call to initializeCycle()) which sets the labels of a vertex and two edges (v 1 , e 1 , and e n ). The initialize function then calls extendCycle(2) which recursively labels the remaining vertices and edges. Execution completes when there is only one vertex (v n ) remaining without a label. A linked list of unused labels is maintained at all times. This way, the more complete the partial labeling becomes, the fewer potential labels must be considered for each non-determined element.
The initialization function starts the labeling by attempting every possible label for vertex v 1 and edge e 1 . We require that λ(v 1 ) be the minimal vertex label in order to remove rotational symmetry. The maximum possible label for v 1 is n + 1 due to the fact that since v 1 receives the minimum vertex label, we must retain n−1 labels greater than λ(v 1 ) for the other vertices. This determines the label for edge e n . In order to remove reflective symmetry, we require λ(e n ) > λ(e 1 ). The initialization function then calls the extend function with parameter 2. The pseudocode for the initialization function can be found in Figure 5 .
The extend method takes a single parameter -the position (t) in the cycle which is to be generated. A single loop applies, in turn, every unused label greater than λ(v 1 ) to vertex v t . Applying a label to v t determines the label for e t . The extend method then calls itself with parameter t + 1. The recursion terminates when t = n. At this point there is only one unlabeled element, v n , which is obviously determined. If the single remaining label is the required label, then the VMTL is successfully completed and the Print() method is called. Print() is a generic function which can be used to perform any operation on the completed VMTL. In the case of enumeration, a count of the number of VMTLs is incremented. Figure 6 gives the pseudo-code for the extend function.
In order to obtain results more quickly, the algorithm is parallelized to run on multiple different processors. Each process is given an integer value as a command-line argument which acts as a static value for the first element to be assigned a label. Instead of iterating through all available values, the algorithm simply uses the supplied label. As the runtime increases for larger graphs, the problem is distributed to more processors by supplying two seed values which determine the first two elements to receive labels. Table 1 gives the total number of EMTLs/VMTLs on the cycles C 3 through C 18 , of which C 11 through C 18 had not previously been enumerated. Table 2 give the number of unique labelings broken down by magic constant.
Results

Wheel Algorithm
Wheel graphs have a clear relationship to the cycles so the algorithm for generating all unique VMTLs on wheel W n bears a similarity to the algorithm for cycle C n . However, the extra vertex and additional n edges complicate the process. Table 2 . The number of unique VMTLs for cycle graphs C 3 through C 10 broken down by magic constant (k). (Note that the duals have not been included.) As with the cycle algorithm, our wheel VMTL generation algorithm applies vertex and edge labels working iteratively around the edge of the cycle portion of the wheel. We remove rotational symmetry by assigning the smallest spoke label to s 1 . As with cycles, reflective symmetry is removed by ensuring that λ(r 1 ) < λ(r n ). We use the s 1 instead of the v 1 to remove rotational symmetry for the wheel in order to trim the computation tree of partial labelings which will result in a hub with excessive weight more efficiently. Since s 1 must receive the smallest spoke label, it cannot be larger than 2n + 2 or there will be insufficient labels to label the remaining spokes.
Determined labels continue to be an asset to remove subtrees of the computation tree. In this case, we require three labels in order to determine a fourth.
As in the case of the cycles, before the algorithm itself is called, the global variables n and k are set with the size of the wheel and desired magic constant respectively, and the available list is initialized to every label being currently available. The actual algorithm begins with an initialization phase (by a call to initializeWheel()) which labels s 1 , e 1 , e n , and v 1 in such a way as to prevent isomorphic labelings from being generated. The initialize function then calls extendWheel(2) which recursively labels a spoke, exterior vertex, and rim and calls itself until only s n , v n , and the hub remain, which are then labeled by a call to finalizeWheel(). Also like the cycle algorithm, a linked list consisting of the unused labels is maintained in order to improve efficiency as the partial labeling becomes more complete.
The initialization function starts the labeling by attempting every possible label for spoke edge s 1 and rim edge r 1 . Every possible label greater than λ(r 1 ) is applied to r n , thus removing reflective symmetry. This determines the label for vertex v 1 . The initialization function then calls the extend function with parameter 2. The pseudocode for the initialization function is given in Figure 7 .
The extend function takes a single parameter t which gives the position of the wheel currently being expanded and applies every possible label greater than λ(s 1 ) to s t . The extend function then applies every possible label to v t which determines the label for r t . The finalize function is called when t = n.
In order to prune the computation tree more effectively, we keep a close watch on the weight of the hub vertex through the variable hubW eight. Due to its high degree, its weight can easily exceed the desired magic constant. Every time a label is applied to a spoke, the partial hub weight variable is updated. Once in each iteration of the extend method, we check to ensure that the minimum weight the hub can achieve is less than or equal to the desired magic constant. The minimal weight is given by the partial weight plus the smallest unused label (applied to the hub) and the n − t smallest unused labels which are greater than λ(s 1 ). If the minimal hub weight is larger than the desired magic constant, the partial labeling fails and the next set of labels is considered. The pseudocode for the extend function can be found in Figure 8 .
The finalize function tries every available label for s n which is greater than λ(s 1 ). This determines the labels for both v n and the hub. If these last labels can be successfully applied, then the Print() method is called which increments the number of labelings. Figure 9 gives the pseudocode for the finalize function. Table 3 gives the total number of VMTLs on the wheels W 3 through W 10 , of which W 6 through W 10 had not previously been enumerated. Results on W 11 are currently pending completion. Table 4 gives the number of unique labelings broken down by magic constant. Of particular note is the fact that W 9 does not have a VMTL for k = 58 even though it is in the feasible range as given by MacDougall, Miller, and Wallis in [3] . Goemans gave a counting argument showing why no VMTL on W 9 can have k = 58 after we posed the problem of the missing labeling [6] .
Results
Conclusion and Open Problems
As there are EMTLs/VMTLs for all cycles C n with n ≥ 3, the number of unique labelings on larger cycles remain an open problem. It is desirable, however, to determine a formula which gives the number of EMTLs/VMTLs on a cycle of size n without having to actually count them.
In addition to the wheels, MacDougall, Miller and Wallis present other related classes of graphs which have similar size restrictions [3] . sample graphs for three of these related classes: fans, t-fold wheels, and friendship graphs. Fig. 10 . Examples of graphs in three classes related to the wheels: a) t-fold wheel, b) friendship graph, c) fan.
