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ABSTRACT
Bao, Tao Ph.D., Purdue University, December 2014. Reliable Data Processing En-
abled by Program Analysis. Major Professor: Xiangyu Zhang.
Errors pose a serious threat to the output validity of modern data processing,
which is often performed by computer programs. In scientific computation, data are
collected through instruments or sensors that may be exposed to rough environmental
conditions, leading to errors. Furthermore, during the computation process data may
not be precisely represented due to the limited precision of the underlying machine,
leading to representation errors. Computational processing of these data may hence
produce unreliable output results or even faulty conclusions. We call them reliability
problems.
We consider the reliability problems that are caused by two kinds of errors. The
first kind of errors includes input and parameter errors, which originate from the
external physical environment. We call these external errors. The other kind of errors
is due to the limited representation of floating point values. They occur when values
cannot be precisely represented by machines. We call them internal representation
errors, or internal errors. They are usually at a much smaller scale compared to
external errors. Nonetheless, such tiny errors may still lead to unreliable results and
serious problems.
In this dissertation, we develop program analysis techniques to enable reliable
data processing. For external errors, we propose techniques to improve the sam-
pling efficiency of Monte Carlo methods, namely execution coalescing and white-box
sampling. For internal errors, we develop efficient monitoring techniques to detect
instability problems at runtime in floating point program executions.
11. INTRODUCTION
Data processing is becoming increasely important in the emerging big data era. How-
ever, errors pose a serious threat to the reliability of its output. In scientific com-
putation, data are collected through instruments or sensors that may be exposed to
rough environmental conditions, leading to errors. Furthermore, during the compu-
tation process data may not be precisely represented due to the limited precision of
the underlying machine, leading to representation errors. Computational processing
of these data may hence produce unreliable output results or even faulty conclusions
– we call these reliability problems.
Reliability problems are commonly observed in the real world. They may have
substantial impact on various aspects. For example, long term rainfall prediction
is often realized by software operating on sea surface temperature (SST) data [71].
Due to the difficulty and cost of deploying sensors, SST data contain uncertainty and
errors, which can lead to different prediction results. The explosion of the Ariane 5
rocket launched by the European Space Agency in 1996 was caused by computation
error. The rocket was on its first voyage, after a decade of development costing $7
billion. The destroyed rocket and its cargo were valued at $500 million. The defect
originated from an error in converting a floating point value to a signed integer [4,
48]. Moreover, during the Gulf War in 1991, the Patriot missiles failure to intercept
an incoming missile, causing 28 casualties and around 100 injuries, was due to the
accumulated loss of precision in computation. As revealed in a U.S. Government
Accountability Office report [60], the range gates prediction of where the Scud will
next appear is a function of the Scuds known velocity and the time of the last radar
detection. The conversion of time from an integer to a real number cannot be any
more precise than 24 bits. This conversion results in a loss of precision causing a less
accurate time calculation. Consequently the predicted position drifted away from the
2target. As a separate example, software facilitating financial decision making is often
required to model underlying errors explicitly [57].
In this dissertation, we consider the reliability problems that are caused by two
kinds of errors. The first kind includes input and parameter errors. These errors
originate from the external physical environment – we call them external errors in
this dissertation. Problems due to external errors are traditionally studied as input
uncertainty problems, or uncertainty problems. The other kind of errors is due to the
internal representation of floating point values. They occur when values cannot be
precisely represented by machines – we call them internal representation errors, or
internal errors. They are usually at a much smaller scale compared to external errors.
Nonetheless, such errors are propagated and accumulated, and eventually may lead
to serious problems when they become comparable to the program values. We define
such problems due to internal errors as instability problems.
1.1 Research Challenges
Handling External Errors Traditionally, research on uncertainty problems is con-
ducted on the underlying mathematical models [73]. However, modern data process-
ing uses more complex models and relies on computers and programs, rendering
mathematical analysis difficult. Realizing the importance of uncertain data process-
ing, researchers have recently proposed database techniques to store, maintain and
query uncertain data [39, 68]. However, more sophisticated data processing is often
performed outside a database. Addressing uncertainty from the software engineer-
ing and program analysis perspectives becomes natural. Continuity analysis [15] is a
static technique to analyze if a given program output varies in a continuous way as
the input changes. While the analysis has been shown to work on simple programs
like sorting algorithms, applying the technique to programs with complex computa-
tion remains a challenge. Lineage tracing [74] or taint analysis [18, 59] tracks the set
of inputs used to compute individual outputs through program dependence tracking.
3Hence, users can focus their attention on the relevant inputs when analyzing uncer-
tainty. However, it does not provide direct help, as it cannot identify if an input in
the lineage set is more important than another.
Sampling is a very important and low-cost approach to handling external errors.
Specifically, Monte Carlo (MC) methods provide a simple and effective means of
studying the errors in the input data [14, 39, 70]. They randomly select input values
from predefined distributions and aggregate the computed outputs to yield statistical
insights on the output space. However, MC methods usually require computing a
large number of samples, or trials, in order to draw reliable conclusions, which is
costly in practice.
In this dissertation, we propose two techniques to improve the efficiency of MC
methods. The first technique – execution coalescing – involves packing multiple MC
trials into one execution. It exploits the common work across multiple MC trials
and coalesces the work so that it is done only once, yet the results of that work
can be used independently in each trial. The second technique is called white-box
sampling; it leverages program analysis to selectively take samples in the input error
range, in order to expose the different possible outputs induced by the errors. The
program analysis component will instruct the sampling process about when it is safe
to stop sampling within an input sub-region and when more samples need to be
taken because the program behavior varies significantly. For instance, if errors induce
control flow changes, which can be detected by execution monitoring, the program
behavior usually changes substantially and more samples will need to be taken. The
design goal is to substantially supersede the widely-used Monte Carlo process – which
takes random samples – in terms of both efficacy and efficiency.
Handling Internal Errors Instability problems due to internal errors cannot be
handled by sampling methods, as the error ranges are too small to be representable.
Researchers have developed various techniques to address the problem. Interval arith-
metic [54, 56] and affine arithmetic [21, 23, 25, 30] are program analyses that model
4errors as ranges or affine formulas in order to reason about stability. Program trans-
formation was proposed to improve their precision and stability [3, 10]. Abstract
interpretation and theorem proving techniques [19, 31, 50] were developed to reason
about stability statically. Robustness analysis [16] tries to statically prove that a
floating point program is free from stability problems. However, it only handles sim-
ple programs as the mathematical complexity and the iterative nature of many real
world floating point programs are beyond the capability of compile time techniques.
In particular, stability problems are often input dependent, which makes dynamic
analysis a more plausible solution.
One state-of-the-art technique [10] is a dynamic analysis that makes use of a bi-
nary instrumentation engine to enhance a floating point program on the fly in order
to perform high precision computation. That is, upon executing a single-precision op-
eration, the instrumentation executes a corresponding high-precision operation. The
results of the two precision levels are compared to detect possible stability issues.
However, high-precision operations are very expensive. The reported time overhead
in [10] is 167x-1016x. Furthermore, most existing techniques [10,16,70] treat instabil-
ity as bugs and focus on identifying buggy statements so that developers can fix them.
They disclose the unstable statements/expressions using static/dynamic analysis or
testing, then try to fix them using better precision in computation or changing the
underlying algorithm to acquire a stable version.
The input range in which a floating point program is unstable is usually a very
small portion of the input domain. Different from traditional functional bugs, insta-
bility bugs are fundamentally inevitable with the limited precision of machine rep-
resentation. Using high-precision computation or more stable implementation could
mitigate them but are unlikely to fix them completely. Fortunately, compared to
functional bugs, instability bugs are predictable. Evidence can be collected during a
floating point program execution to predict if the execution is stable.
In this dissertation, we leverage the observations that instability problems caused
by internal errors only occur in a very small portion of the entire input domain and
5that they are fundamentally inevitable. We develop lightweight on-the-fly predictors
to predict instability problems. For most inputs, it is sufficient to predict based on
the values generated during execution, which is very lightweight. For example, if x
and y are very close to each other in a predicate x < y, then internal errors may cause
problems.
1.2 Dissertation Statement
In this dissertation, we aim to develop program analysis techniques to address the
reliability problems in data processing programs. To handle the uncertainty problems
caused by external errors, we propose techniques to improve the sampling efficiency
of Monte Carlo methods. For instability problems due to internal representation
errors, we develop efficient monitoring techniques to detect the problems at runtime
in floating-point program executions.
1.3 Contributions
This dissertation makes the following contributions that address the aforemen-
tioned challenges in order to enable reliable data processing.
• We propose techniques to improve the efficiency of Monte Carlo methods in
order to handle external errors. We present vector-based program evaluation
rules, namely execution coalescing, as the first technique. It packs multiple
Monte Carlo trials into one execution, which coalesces the common work be-
tween the trials while producing unique and correct results for each individual
trial. Experimental results show that it speeds up the execution time of 30
sample runs by an average factor of 2.3 without precision lost, or by up to 3.4
with negligible precision lost.
• While the execution colaescing technique improves the efficiency by packing
multiple trails, we propose another technique – white-box sampling – in order
6to reduce the number of trails in MC methods. We identify the possible sources
of discontinuity in a program, called discrete factors. We propose algorithms
to sample in input error bounds selectively, based on the values of discrete
factors, to guide the sampling process. Our results show that the technique is
very effective for real-world programs. It can achieve the precision of a high
sampling rate with the cost of a lower sampling rate.
• In addition to the techniques that handle external errors, we also present exe-
cution runtimes to detect instability problems that are due to internal errors.
Instability problems cannot be handled by sampling methods, since the error
ranges are too small to be representable. We analyze the characteristics of float-
ing point instability bugs and disclose their differences from functional bugs. We
propose a novel online prediction technique. The technique approximates errors
with single bits to allow for efficient representation and propagation. Our eval-
uation shows that the predictor is effective and efficient. With an appropriate
threshold, it can correctly determine that over 99.999996% of the input space
is stable, with 691% overhead on average, which is 14 times cheaper than a
high-precision-always system, such as [10].
• We further improve the efficiency of our online predictor by vectorization. We
develop a prototype: RFINDER. Our evaluation shows that RFINDER has
comparable effectiveness to the error-tagging approach in detecting instability,
but with a much lower overhead (3.6 times smaller, averaging 189%). RFINDER
correctly classifies executions on over 99.99% of the inputs of the programs we
studied as stable. With appropriate threshold, it does not miss any true unstable
executions.
1.4 Dissertation Outline
The rest of this dissertation is organized as follows. Chapters 2 and 3 describe
two techniques, execution coalescing and white box sampling, for handling external
7errors. A runtime predictor that predicts the stability of an execution is presented
in Chapter 4, and its improved version using vectorization is proposed in Chapter 5.
Chapter 6 discusses the related works. Last, Chapter 7 concludes the dissertation.
82. COALESCING EXECUTIONS FOR FAST
UNCERTAINTY ANALYSIS
External errors are pervasive in modern scientific data processing. Raw inputs are
acquired by physical instruments that have precision limitations, leading to input
errors. Parameters used in data processing programs may be provided by human
scientists based on their experience, leading to uncertainty. Consequently, uncertainty
analysis which analyzes the impact of data uncertainty is becoming more important.
In particular, Monte Carlo (MC) methods provide a simple and effective means
of studying uncertainty. MC methods execute software with many samples from the
uncertain inputs and observe the statistical behavior of the output.
In this chapter, we describe the execution coalescing technique which aims to
improve the efficiency of MC methods.
2.1 Introduction
MC methods usually require computing independent solutions, or trials, for a
large number of samples. In the context of uncertain data processing, often only part
of the data are uncertain. Hence, the sample runs have a lot redundancy, dictated by
the certain part of the input, i.e. the part that remains the same across sample runs.
Eliminating redundant execution caused by a certain part of the input is not a
new challenge. Classic solutions include partial evaluation (program specialization)
[44,46,67] and memoization. However, they fall short for our purpose. In particular,
partial evaluation generates specialized versions of a program that can run faster. For
example, suppose a function has multiple input parameters, and some of the parame-
ters often take the same values. Specialized versions of the function can be generated
9by replacing those parameters and computation related to them with concrete values
at compile or binding time.
float foo (float * A, float x) {
    float t = 10.0 – x;
    float s=0, y;
    for (int i=0; i<10; i++) {
          y=(t+i)*A[i];
          s=s+y;
    }
    return s;
}    
float foo (float * A) {
    float s=0, y;
    for (int i=0; i<10; i++)  {
          y=(5.0+i)*A[i];
          s=s+y;
    }
    return s;
















float foo (float * A) {
    y=5.0*A[0];
    s=y;
    s=s+6.0;     //s=s+(5.0+1)*1.0
    s=s+14.0;   //s=s+(5.0+2)*2.0
    y=8.0*A[3]
    s=s+y;
    … 










(a) Original function (b) After specialization on x=5.0 (c) Trace based specialization on A
Fig. 2.1. Program specialization. Assume A[0] and A[3] are uncertain; other A[i]=i.
Consider the program in Fig. 2.1 (a). Suppose variable x often takes the value 5.0.
Specialization creates the version in (b). Specialization is harder where only part of
an array is uncertain. Recent work specializes execution traces [67], working at the
array element level, but such techniques unroll loops and generate linear code [43].
Supposing A[0] and A[3] are uncertain in our example, figure (c) shows the program
after trace based specialization Observe that statements 2, 3, 4, and part of 5 are
concretized as their outcomes are certain. Trace based specialization is intended for
use on functions, whereas we need to specialize whole programs. Section 2.6 shows
that when only one input element is uncertain, up to 98.84% of the executed instruc-
tions for some programs operate on uncertain data and are hence not concretizable.
This implies the specialized programs will have a huge static size.
We propose a technique called execution coalescing that packs multiple MC trials
into one execution. The approach allows users to mark program inputs that should
receive samples from a random distribution. Using this information, our approach
automatically finds work that is common across multiple trials and coalesces it so
that the common work is only done once, but the results of that work can still be
used independently in each trial. In particular, a variable is associated with a vector
if it is directly or indirectly computed from uncertain input. Assume its size is n.
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    float t = 10.0 – x;
    float s=0;
    for (int i=0; i<10; i++) 
          y=(t+i)*A[i]
          s=s+y;
    for (int i=0; i<10; i++) 
          y=(t+i)*A[i]
          s=s+y;
















{1.0, 6.0, 11.0} 
Trace State
Fig. 2.2. Coalesced execution. Assume three samples are taken for A[0] and they
are {-1.0, 0.0, 1.0}. The state shows the left hand side values after each statement
execution.
The ith element in the vector corresponds to the value of the variable in the ith
sample run. Operations on uncertain values are carried out on individual elements
in the vectors. One step forward in the packed execution is equivalent to stepping
forward in the n sample runs simultaneously. Variables that are certain have only
one value. In this case, stepping forward in the n sample runs is done by executing
only one operation instead of executing n instructions simultaneously, which allows
eliminating redundancy.
Consider the program in Fig. 2.1 (a). Assume the random values -1.0, 0.0 and
1.0 are chosen for A[0] in three separate trials. The coalesced execution of these
trials together is shown in Fig. 2.2. These different values are shown as a vector at
the first instance of line 5. Furthermore, the instances of line 6 also have vector values
as they rely on the uncertain input and may yield different results for each trial. In
contrast, because the values generated at other places are shared across all trials, the
state of the variables is represented by individual values. Note that if the three trials
are executed independently, the shared evaluations must be repeated three times. For
example, line 2 needs to execute three times without coalescing but only once with
it.
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Recent advances in hardware and software enable efficiency in execution coalesc-
ing. Our technique tracks uncertain values that need to be associated with a vector
through program dependence tracking, which is often the dominant overhead factor.
Recent work [65] shows that such analysis can be implemented efficiently. Moreover,
the Intel Streaming SIMD Extensions (SSE) instruction set for x86 architectures al-
lows operating on a vector of values in one cycle. Our technique is mostly transparent
to users. They only need to indicate which input values are uncertain and their dis-
tributions. It has no specific requirements for the subject programs and hence can be
adapted to other applications such as combinatorial testing. Our current implemen-
tation supports both C and Fortran programs.
In summary, our contributions of this chapter are summarized as follows.
• We present vector based program evaluation rules for packing multiple MC
trials into one execution. It coalesces the common work between trials while
producing unique and correct results for each individual trial. The semantics
handles conditional statements on uncertain values. If necessary, it executes
both branches, one after the other. It also handles uncertain pointers.
• We conduct formal analysis on the possible savings of our technique that allows
the user to estimate benefits in different use cases.
• We devise optimizations to remove unnecessary uncertainty on the fly to further
improve cost effectiveness. The optimization allows the user to exchange preci-
sion for efficiency. Our evaluation shows that high performance can be achieved
with little lost of precision.
• We have implemented the approach and evaluated it to examine the impact and
utility of different parameters that characterize efficacy in reducing the runtime
costs of Monte Carlo techniques.
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2.2 Semantics
In this section, we formally define execution coalescing and discuss some important
properties.
P ∈ L ::= s
s ∈ Stmt ::= s1; s2 | skip | x ← e
| if (x) then s1 else s2 endif
| while (e) s endwhile
e ∈ Expr ::= x | c | x1 binop x2 | x1 binop c | input() | ...
x ∈ V ar ::= {x, y, . . .}
c ∈ Const ::= {true, false, 0, 1, 2, . . .}
input() ::= ⊥ → (c | normal(c, c) | uniform(c, c) | ...)
Fig. 2.3. Simple kernel language L with Monte Carlo sampling.
Our system is built on top of GCC and hence supports multiple programming
languages. For generality, our formal discussion is facilitated with a simple kernel
language presented in Fig. 2.3. The kernel language includes no-ops, assignments,
conditional execution via if statements, looping with while statements, binary op-
erators, and both constant and variable values. It explicitly models program input
through the input() function. The function returns a certain value or a distribution.
The simplest form is a uniform distribution over a range. For the moment, the kernel
language does not model functions, arrays and pointers.
With Certain Control Flow. We first introduce how the technique works assum-
ing control flow is certain. In other words, we assume predicates do not operate on
uncertain variables, and hence different trials follow the same control flow. For in-
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Trial ::= {1, ..., N}
σ ∈ Store ::= V ar → Const
Γ ∈ SampleStore ::= V ar → (Trial→ Const)
µ ∈ SampleMask ::= P(Trial)
Fig. 2.4. Definitions for evaluation.
Table 2.1. Evaluation rules with certain control flow.
statement condition action name
x ← input()
input() returns σ(x) = c; Γ (x) = ⊥
Input-Certain
constant c
input() returns ∀i ∈ Trial,
Input-Uncertain
distribution d Γ (x, i) = random(d)
Γ (x1) 6= ⊥, ∀i ∈ Trial,
Binop-Both-UncertainΓ (x2) 6= ⊥ Γ (x, i) = Γ (x1, i)
binop Γ (x2, i)
Γ (x1) 6= ⊥, ∀i ∈ Trial,
Binop-1st-Uncertainx ← Γ (x2) = ⊥ Γ (x, i) = Γ (x1, i)
x1 binop x2 binop σ(x2)
Γ (x1) = ⊥, σ(x) = σ(x1)
Binop-Both-Certainbinop σ(x2);
Γ (x2) = ⊥ Γ (x) = ⊥
... ... ...
stance, in a matrix multiplication program, if only the matrix elements are uncertain,
execution always follows the same path.
Fig. 2.4 presents the definitions relevant to program state. Symbol N represents
the number of sample runs we want to coalesce. We assign a unique id for each sample
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run. Trial represents the set of ids. Symbol σ represents the regular store, which is a
mapping from variables to constants. To allow coalescing, we introduce an extra store
in the sample space, denoted as Γ . It maps a variable to a mapping from a sample
run id to a value. Intuitively, for each variable, it stores the values of the variable for
each sample run if the variable is uncertain. We call the mapping the vector value
of the variable, whereas the value in the regular store is the regular value. Symbol µ
is used in the presence of uncertain control flow, which will be discussed in the next
section.
The evaluation rules are presented in Table 2.1. They specify the actions for
evaluating a statement when the conditions are satisfied. The rule names are provided
in the last column. We allow two types of input through the explicit input() method.
In rule Input-Certain, if the statement reads a certain input value to variable x,
x is associated with the value in the regular store and with ⊥ in the sample store,
meaning that x is undefined in the sample store. Note that x might have had an
uncertain value before the assignment. Rule Input-Uncertain specifies that if the
input is uncertain, i.e., the input method returns a distribution, N samples will be
taken and stored to the sample space.
The remaining three rules specify evaluation of the assignment of a binary opera-
tion. Rule Binop-Both-Uncertain applies when both source operands x1 and x2 have
uncertain values. According to the rule, the left-hand-side variable x maps to a vector
storing the results of the binary operation on the corresponding elements in the two
source vectors. If x1 is uncertain and x2 certain, rule Binop-1st-Uncertain applies
and x has a vector value. Each vector element is computed from the corresponding
vector element in x1 and the value of x2 in the regular store. If both source operands
have certain values (rule Binop-Both-Certain), the resulting value is computed from
the regular values and updated to the regular store, and the sample store of x is reset
to undefined. Other rules are similarly derived and hence elided. Fig. 2.2 shows an
example of such evaluation.
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Table 2.2. Evaluation rules with uncertain control flow. We use JsK to denote the
action of evaluating a statement s. We use Γ (x, µ) as the shorthand for ∀i ∈ µ, Γ (x, i).
Γ (x, µ) = true Js1K If-UC-True
∃i ∈ µ, µT = {i ∈ µ,
If-UC-Both
if (x) Γ (x, i) = true Γ (x, i) = true};
then s1 ∃j ∈ µ, µF = µ− µT ; push(µ);
else s2 Γ (x, j) = false µ = µ
T ; Js1K;
µ = µF ; Js2K;
µ = pop();
... ... ...
input() returns σ(x) = c;
Input-Cconstant c Γ (x) = ⊥
µ = Trial
input() returns Γ (x, µ) = c
Input-C-Maskx ← input() constant c
µ ⊂ Trial




Γ (x1, µ) = ⊥ Γ (x, µ) = σ(x1)
Binop-C-Const-Mask
binop c
µ ⊂ Trial binop c
... ... ...
continued on next page
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continued
Γ (x1) = ⊥ σ(x) =
Binop-Both-CΓ (x2) = ⊥ σ(x1) binop σ(x2);
µ = Trial Γ (x) = ⊥
x ← x1 Γ (x1, µ) = ⊥ Γ (x, µ) =
Binop-Both-C-Maskbinop x2 Γ (x2, µ) = ⊥ σ(x1) binop σ(x2)
µ ⊂ Trial
Γ (x1, µ) 6= ⊥ ∀i ∈ µ, Γ (x, i) =
Binop-Both-UC
Γ (x2, µ) 6= ⊥ Γ (x1, i) binop Γ (x2, i)
... ... ...
while (x) s
Jif (x) then s;
While
endwhile
while (x) s endwhile
else skipK
With Uncertain Control Flow. In real programs, there are often predicates op-
erating on uncertain values. In such cases, it is uncertain which branch will be taken.
To handle these cases, upon encountering an uncertain predicate, we split the coa-
lescing into two sub-coalescings: one with the sample runs following the true branch,
called the true coalescing, and the other with those following the false branch, called
the false coalescing. We evaluate them one after the other. At the merge point of the
two branches, the two subcoalescings conjoin to the original coalescing. If uncertain
predicates nest, a subcoalescing may further split into smaller subcoalescings1. We
have to make sure the evaluations of the split subcoalescings of the same predicate
are isolated, otherwise a definition in the true branch evaluation may reach a use in
the following false branch evaluation of the same predicate, leading to errors.
Table 2.2 presents an important subset of evaluation rules. We enhance program
state with a sample mask µ, whose definition is in Fig. 2.4. It identifies which trials
are being evaluated along the current path. We only need to compute the values
1Such splittings are bounded because subcoalescings with only one trial cannot be split.
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for these trials in the current path. Other trials require separate computation along
different paths.
The first two rules describe the evaluation of an if statement predicating on
uncertain values. The first rule If-UC-True specifies that even though the predicate
operates on a vector value, if the vector elements are universally true, we only evaluate
the true branch. Rule If-UC-Both specifies that if predicate x has both true and
false values, we divide the current mask µ into two submasks µT and µF , each
identifying those trials that follow the true and false branches, respectively. The true
branch statement s1 evaluates with µ
T and s2 evaluates with µ
F . Note that although
the stores are not explicitly specified in the rule, they update in evaluation order. In
other words, the evaluation of s2 operates on stores that have been updated in s1’s
evaluation. The two submasks facilitate isolation, i.e. preventing the evaluation of s2
from seeing values produced in s1.
The next three rules describe input behavior. Rule Input-C specifies that we
save the certain input to the regular store only when µ is the universal set Trial,
meaning the current coalescing has not been split, i.e. the current path is certain.
Rule Input-C-Mask specifies that although the input is certain, the assignment is
performed on the sample store if µ is a subset. More intuitively, the rule dictates
that if the evaluation is for a split coalescing, we cannot save the value to the regular
store even though it is certain. Because it is certain only regarding the sample runs
indicated by µ, it might have a different value in other sample runs.
The next three rules are for the assignment of a binary operation. Rule Binop-
Both-C specifies that if both operands are certain and the sample mask is the uni-
versal set, we update the regular store of x and reset the sample store. In contrast,
from Binop-Both-C-Mask, if the sample mask is only a subset, we update the sam-
ple store although both operands are certain. Note, we test if an operand is certain
regarding the current mask, i.e. Γ (x, µ) = ⊥, instead of Γ (x) = ⊥. The reason
is that Γ (x, Trial − µ) might have been defined in the evaluation along the other
split branch, which has no implications on whether x is certain along this branch.
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Rule Binop-Both-UC specifies that if both source operands are uncertain, we up-
date the sample store, constrained by µ. Rule Binop-C-Const-Mask is similar to
Binop-Both-C-Mask. Observe that any assignment along a split path (µ ⊂ Trial)
only updates the sample store but never the regular store, which ensures that uses
of the regular store in rule Binop-Both-C-Mask in a split branch never see values
defined in the other branch, but rather those before the split.
Rule While evaluates a while statement to an if statement so that the rules for
the if statement can be used.
1 r ← input();
2 h ← input();
3 if (p ← h > 40)
4 then r ← r + 2
5 s ← r× h
6 if (q ← s > 500)
7 then s ← 500
8 else r ← r− 1
9 s ← r× h
10 endif;
11 output(s)
Fig. 2.5. Example for uncertain control flow. The program computes salary s from
rate r and work hours h. The rate is higher (line 4) if a person works for more than
40 hours. The salary has a cut-off value 500 (lines 6 and 7). If a person works for
less than 40 hours, the rate is reduced (line 8).
Example. Consider the program in Fig. 2.5. It computes a person’s salary based on
the rate and the hours she/he works. Table 2.3 presents a sample evaluation. The first
column shows the control flow, the second and third columns show the regular store
and the sample store, and the last column shows the rules applied. Here, we coalesce
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five sample runs. At the beginning, the sample mask is the universal set. The input
at line 2 is uncertain, so we take 5 samples. At line 3, we apply rule If-UC-Both, and
the mask is divided. The 1st, 3rd, and 5th sample runs evaluate in the true branch,
and the 2nd and 4th runs in the false branch. At line 4, even though r holds a certain
value, the sample store updates for the 1st, 3rd, and 5th runs. At line 6, the mask
further divides into two submasks. Hence, the assignment at line 7 only updates the
value for the 5th run to 500 as highlighted. After the true branch evaluates, the false
branch evaluates. At line 8, rule Binop-C-Const-Mask applies so that the 2nd and
4th elements of r’s vector update. Note that the values are computed from r’s value
in the regular store σ, and hence the definition to r at line 4 has no effect on line 8.
At line 11, the submasks join. Observe, at the end the values in the sample store are
identical to those acquired in the corresponding independent sample runs.
Safety. In the following, we present the safety claim of our technique. It is critical
to show that the coalesced execution is equivalent to the N independent MC trials.
Note that an independent MC trial is a regular program execution. Assume random
sampling is deterministic for each uncertain input, i.e., given the same random seed
and a distribution, the same N samples are generated. We further define the ith
independent trial as the execution with each uncertain input taking the ith sample
in the sequence of N . For instance, the first MC trial in Table 2.3 corresponds to the
execution taking the inputs r = 8 and h = 45.
Property 1 Execution coalescing is safe. In particular, at the end of program eval-
uation,
(1) if a variable x has Γ (x) ≡ ⊥, it must have the same value across the N indepen-
dent MC trials and the value is identical to σ(x);
(2) if Γ (x) 6= ⊥, Γ (x, i) must be identical to the value of x in the i-th MC trial.
The property holds for our kernel language. The proof is elided. For real programs,
it holds when we do not consider exceptions and interrupts. We leave it to our future
work to extend the technique to handle such cases.
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Table 2.3. Sample execution for program in Fig. 2.5. h 7→ {..., 525} means h has
value 52 in the 5th sample run.
control flow σ Γ µ rule
1 r ← input () r 7→ 8 {1,2,3,4,5} Input-C
2 h ← input ()
h 7→ {451, 302, {1,2,3,4,5}
Input-UC
483, 254, 525}
3 if (p ← h > 40)
p 7→ {T1, F2, {1,2,3,4,5}
If-UC-Both
T3, F4, T5}
4 then r ← r + 2
r 7→ {101, 103, {1, 3, 5}
Binop-C-Const-Mask
105}
5 s ← r× h
s 7→ {4501, {1, 3, 5}
Binop-Both-UC
4803, 5205}
6 if (q ← s > 500) q 7→ {F1, F3, T5} {1, 3, 5} If-UC-Both
7 then s ← 500
s 7→ {4501, { 5}
Assgn-Const-Mask
4803,5005}
8 else r ← r− 1
r 7→ {101,72, {2, 4}
Binop-C-Const-Mask
103,74, 105}
9 s ← r× h




An alternative for handling uncertain control flow is to fork a process so that the
two branches are evaluated by the parent and the child processes, respectively. How-
ever, it is expensive to join the two processes at the merge point. If we choose not to
join the processes, any following evaluation without uncertainty must be duplicated.
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2.3 Cost Benefit Model
The computational benefits of execution coalescing depend on a combination fac-
tors. In this section, we present a model for estimating the benefits.
Without coalescing, all MC trials are executed independently. Let’s first consider
the case that all trials execute along the same control flow. If there are N trials, with
each trial executing I instructions, the total number of instructions S(N) is given as
follows.
S(N) = NI (2.1)
In comparison, the cost of execution coalescing, in terms of executed instructions,
is decided by the following factors.
• The number of trials that are coalesced. Let it be N .
• For each instruction, our technique has to check if it operates on uncertain
variables. Let the slow down factor for such checking be K.
• We represent the percentage of instructions operating on uncertain values as T .
Hence, in the coalesced execution, I(1 − T ) instructions need to execute just
once for the n trials. For each of the remaining IT instructions, the operation is
performed on vectors, which is equivalent to executing the instruction N times.
• There is a constant bookkeeping overhead factor M when executing an instruc-
tion on a vector.
Combining all these components yields the expected cost presented in equation 2.2.
C(N,K, T,M) = KI +NMTI = (K +NMT )I (2.2)












Execution coalescing is beneficial when B > 1. A few observations can be made
from equation 2.3.
• N needs to be larger than K and MT needs to be smaller than 1. In our
implementation, K is often a constant in the range 4-10. Hence, we need to
coalesce enough executions to make the technique beneficial.
• If MT < 1, B increases as N increases, reflecting that if more trials are co-
alesced, each executed instruction that is shared across trials has a greater
reduction in overall work. It is bounded by 1
MT
.
• The benefit increases as the uncertain percentage T decreases. This reflects
that as fewer instructions operate on uncertain values, more of the execution
can be coalesced across trials. It is bounded by N
K
.
The above analysis allows us to decide if execution coalescing is appropriate and
tune the configuration of N (and T if possible). For instance, assume M = 1.20 and
T = 0.90. Since MT = 1.08 > 1, it is guaranteed that coalescing provides no benefit.
Moreover, assume M = 1.20, T = 0.33, and K = 4.0. If we want to achieve a speed
up B = 2, we should use N = 40.






U is the ratio between the instructions that are unique in a trial over those common
in all trials, describing the percentage of uncertain control flow. We assume U is a
constant over all trials. The derivation of the inequality is omitted for space. From
the equation, to satisfy B > 1, the following condition must hold.
U <
1−K/N −MT
KM − 1 (2.5)
While we can configure N to reduce the effect of K/N in the condition, the
technique must not be beneficial if U > 1−MT
KM−1 . Intuitively, our technique cannot be
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beneficial when the ratio between the divergent control flow and the common control
flow is higher than a threshold.
2.4 Handling Practical Issues
In this section, we discuss how to support more complex features that are not
modeled by our language.
Table 2.4. Evaluation rules for uncertain array indices.
statement condition action name
A[x] = c
Γ (A) = ⊥ ∀i ∈ µ,
Arr-Const-Wr-UC
Γ (x, µ) 6= ⊥ Γ (A[Γ (x, i)], i) = c
y = A[x]
Γ (A) = ⊥ Γ (x, µ) 6= ⊥ ∀i ∈ µ, Γ (y, i) =
Arr-Rd-UC∀i ∈ µ, Γ (A[Γ (x, i)], i)
Γ (A[Γ (x, i)], i) 6= ⊥
Table 2.5. Example for uncertain array indices. Assume the sample mask is {1, 2};
σ = {A[0] 7→ 3, A[1] 7→ 9}; Γ = {i 7→ {01, 12}, j 7→ {11, 02}}.
instruction wrong correct
1 A[i] = 5 σ = {A[0] 7→ 5, Γ = {..., A[0] 7→ {51},
A[1] 7→ 5} A[1] 7→ {52}}
2 A[j] = 7 σ = {A[0] 7→ 7, Γ = {..., A[0] 7→ {51, 72},
A[1] 7→ 7} A[1] 7→ {71, 52}}
Uncertain Array Indices. Extra effort is needed when uncertain values are used
as array indices. We cannot simply perform the array operation on the regular store
with the addresses specified by the vector value of the index, even though that seems
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to be the most straightforward solution. Instead, the operation has to be performed
on the sample store. Specifically, a vector v needs to be created for each address
specified by the uncertain index. Only the i-th element of the vector created for the
i-th address gets updated. The reason is that the i-th address should only be used in
the evaluation of the i-th trial.
Consider the example in Table 2.5. Indices i and j are uncertain. Both can take
values 0 and 1 but take different values within the same trial. The second column
shows that if we follow the naive approach, after evaluating line 1, A[0] and A[1] map
to 5 in σ. After line 2, both map to 7. The state after line 2, however, is wrong
and does not correspond to the coalescing of the two trials. Proper evaluation should
yield that at line 1, both A[0] and A[1] map to vector values, and only the 1st trial
in A[0] and the 2nd trial in A[1] are set to 5. Similarly, after line 2, only the 2nd
trial in A[0] and the 1st trial in A[1] are set to 7. The state correctly represents the
coalescing of the two independent trials.
We present some of the array access rules in Table 2.4. We currently do not support
uncertain base addresses (A has to be certain). Uncertain pointers are supported in
the same way because they are essentially no different than uncertain array indices.
Functions. We fully support function calls. For those called-by-reference, in the
callee, we use the references to access the vector values for the arguments. For those
called-by-value, right before entering the callee’s body, we copy the vector values of
the actual arguments to the sample store of the formal arguments.
For library functions taking uncertain arguments, since we do not have their source
code, we cannot transform the functions to operate on uncertain values. Our solution
is to wrap the function call in a loop that iterates through each trial in the sample
mask. Each iteration calls the function with the regular values in a trial (extracted
from the sample store). The results are written to the corresponding elements in the
result vector. Fig. 2.6 shows an example.
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z= lib foo (x,y)
1 for (each i ∈ µ)
2 Γ (z, i)= lib foo (Γ (x, i), Γ (y, i));
Fig. 2.6. Calling a library function.
2.5 Optimizations
We observe that during coalesced execution, there are variables that are considered
uncertain, having vector values, but the values in the vector are identical or have
only negligible differences. We can reduce the vector to a single value so that the
subsequent computation with these variables can be re-coalesced. Such cases can be
caused by:
• An uncertain value going through an operator representing a many-to-one map-
ping. Multiple inputs to the operator can lead to the same output. Sample
scenarios include: multiply by 0 (e.g. y ← x × 0), modulo operation (e.g.
y ← x%10), bit operations (e.g. y ← x & 0xfff), and comparisons (e.g.
p ← (x > 10)). Note that our evaluation rules are suboptimal for these cases
because y is uncertain as long as x is uncertain, disregarding the values in the
vector of y.
• Floating point round-off, overflow, and underflow can also lead to identical
values in vectors. For instance, consider the following statement.
y ← x+ 1.0e9
And assume Γ (x) = {0.0021, 0.0052, 0.0073}. Since the floating point repre-
sentation can only hold a fixed number of the most significant digits (suppose
it can hold 7 digits), the contribution from x is then rounded off, leading to
Γ (y) = {1.0e91, 1.0e92, 1.0e93}.
• Recall that when we encounter an uncertain predicate, we first evaluate a subset
of trials along the true branch and then the remaining trials along the false
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branch. Any assignments inside these branches are performed on the sample
store. It is possible that a variable is defined with the same value in the two
branches.
There are also cases where floating point values in a vector are highly similar
although they are not completely identical. We hence develop a general solution to
leverage the above observations. Given a significance threshold k, if the differences
between the first value in a vector Γ (x) and any other values in the vector are less
than k, we re-coalesce the vector to a single value. The threshold based recoalescing
provides a means to trade a configurable degree of precision for increased efficiency by
decreasing T in equation 2.3 (the uncertain ratio). Note that when k = 0, we only
merge identical values, no precision is lost.
2.6 Empirical Evaluation
Our system is built in GCC, based on the GIMPLE IR. Since our technique operates
on vectors, we leverage SIMD (Single Instruction, Multiple Data) instructions for
better performance. In particular, we use packed floating point instructions, such as
addition, subtraction or computing square roots, from the SSE2 extension of SIMD
instructions. Note that the benefit of SSE2 instructions is limited by the width of
the SSE registers, which is 128-bit for our machine. In other words, we can only pack
two double precision floating point values at a time.
Our experiments are performed on an Intel quad core Xeon 1.86GHZ machine
with 4GB RAM. We use SPEC CFP2000 as the benchmark set, which includes both
C and Fortran programs. We excluded 2 programs. In particular, 189.lucas is a pro-
gram that identifies prime numbers and hence uncertainty analysis is not applicable.
177.mesa is omitted because we have not supported direct assignments of aggregate
types such as assignments of struct. We have total 12 programs (3 in C and 9 in
Fortran).
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Our first experiment evaluates the benefits of execution coalescing together with
its space overhead but without the optimization removing unnecessary uncertainty.
For each program, we vary the number of coalesced trials (factor N in eqn 2.3 in
Section 2.3) among 1, 10, 20, and 30. We also vary the percentage of input marked
as uncertain, which will affect the percentage of instructions operating on uncertain
values (T in eqn 2.3), among 1 input, 1%, 5%, 10%, 15%, and 20% of the input. For
each uncertain input, we select samples from 50%-100% of the original value following
a uniform distribution. The reason that we select samples smaller than the original
is that larger samples may fall out of the legal range.
Detailed results are presented in Table 2.6. Details for 30 samples are omitted
for space. The native columns show the original time. The T% columns show the
percentage of statements operating on uncertain values. The K columns show the
normalized overhead when only one sample is taken, which corresponds to running
the program on the original input (w/o uncertainty) with the overhead of checking and
propagating uncertainty (the K factor in eqn 2.3). The B columns show the benefit
factor (i.e. the speedup) with the subscripts representing the number of samples.
For 172.mgrid and 301.apsi, the columns under 1% uncertain input present data
for marking all inputs as uncertain due to their small number of inputs. We also
summarize the results in Fig. 2.7, showing the variation in the benefit over the number
of samples, taking the average over the percentage of uncertain input. Note that we
put in the data for 30 samples. Fig. 2.8 further shows the variation in benefit over
uncertain input, taking the average over the number of samples. Fig. 2.9 summarizes
the normalized space overhead (details omitted for space). From the table and the
figures, we make the following observations.
• Coalescing can speed up MC simulations by an average factor ranging from
0.6 to 5.2 with an average of 2.3 when 30 samples are coalesced. We expect
the number to be high if memory is large enough to fit more samples. The
average overhead of checking and propagating uncertainty (K) ranges from 2.1






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 2.7. Change in speedup over the number of samples.
Fig. 2.8. Change in speedup over uncertain input.
is similar to dynamic information flow tracking and the state of the art [65]
reports an average 2 times speedup if their aggressive optimizations are applied,
we speculate our overhead can be similarly reduced in the future. The large
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Fig. 2.9. The normalized space overhead.
K implies that we have to coalesce sufficient trials to make it beneficial (see
eqn 2.3).
• The speedup increases as the number of coalesced samples increases. It de-
creases as more inputs are marked as uncertain. The decrease is not that sub-
stantial for some programs. When T is large, we can hardly benefit with 10
samples.
• The space overhead ties closely with the number of coalesced samples. It could
be high when coalescing a large number of samples. We use the standard shadow
memory allocation strategy [58] to allocate shadow space for a page when any
address in that page is used by the original program. We expect a more sophis-
ticated strategy would reduce the overhead.
The second experiment shows the effect of optimizing away the unnecessary uncer-
tainty. Here, we randomly select one configuration: 10 samples and 1 single uncertain
input. We vary the re-coalescing threshold k, i.e. if the variations of all elements in















































































































































































































































































































































































































































































































presents the speedup results. Table 2.7 presents the resulting output errors due to
re-coalescing. We do not collect output errors for the programs that do not benefit
from the optimization. Observe, the optimization is not always applicable, depend-
ing on program semantics. In such cases, we have to pay the overhead for testing
variations, which explains the slight degradation for 183.equake in Fig. 2.10. For
some programs, it substantially improves the speedup factor, e.g. from 1.25 to 3.4
for 168.wupwise, with little lost in precision. Note that a larger k leads to a better
speedup. The precision lost also slightly increases. Our experience with the few other
randomly selected configurations also shows similar results.
Fig. 2.10. Speedup by re-coalescing with different thresholds.
The third experiment observes the effectiveness of MC simulation. Here, we
vary the uncertain inputs and observe the output variations. We randomly select
183.equake. The program simulates the propagation of elastic waves in large basins.
An unstructured mesh consists of nodes and linear tetrahedral elements is used to
model the earthquake area. The program is to compute the displacements for each
individual node. We vary the altitude of a node from 100% to 80% (of its original
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value) 2 and observe the outputs. Fig. 2.11 presents the outputs with the most sub-
stantial displacement values and their variations over the input changes. Each curve
represents one output. We can observe that many of these outputs change irregularly
and substantially. Traditional uncertainty analysis based on monotonicity, linearity,
and continuity would fail in this case. Furthermore, we observe that a few percent
change of the inputs may lead to substantial output changes. The variations could








100% 95% 90% 85% 80%
Fig. 2.11. Output variations for 183.equake.
Case Study. In the following, we further study the case and explain the substantial
and irregular output variations by connecting them to uncertain control flow and
uncertain array indices.
For each node i, its position is defined by a tuple of (latitude, longitude, altitude)
stored in (c[i][0], c[i][1], c[i][2]), where c[i][2] is the altitude. The altitude of node 977
is −11.2. We look at the 10 samples from 95% to 77% of the original altitude value
to explain the impact.
2We used the provided test input and varied node 977, which is randomly selected from those in the
source of the quake.
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Initially, we have a vector for the altitude of node 977, σ = {c[977][2]7→ −11.2};
Γ = { c[977][2]7→ {−10.641, −10.4162,..., −8.62410} }.
/* Search for the node closest to the point source */
244 bigdist1 = 1000000.0;
247 for (i = 0; i < ARCHnodes; i++) {
248 c0[0] = c[i][0];
249 c0[1] = c[i][1];
250 c0[2] = c[i][2];
251 d1 = distance(c0, Src.xyz);
254 if (d1 < bigdist1) {
255 bigdist1 = d1;
256 Src.sourcenode = i;
257 }
264 }
Fig. 2.12. Code snippet I from 183.equake.
One step of the computation selects the closest node to the given earthquake source
point stored in Src.xyz in the above code in Fig 2.12. All the nodes are traversed
with a loop between line 247 and 264 (shown above). In the 979th iteration, at
line 250, c0[2] receives the vector of {−10.641,−10.4162, ..., −8.624}. Upon returning
from the function distance(), d1 at line 251 gets the vector values of {0.6751, 0.9982,
1.4223, 1.9464, ..., 6.0729, 7.19810}. The variable bigdist1 is holding a value of 4.657.
Therefore, we encounter an uncertain predicate (d1 < bigdist1) at line 254. The
sample mask µ is divided into two submasks µT = {1, 2, ..., 7} and µF = {8, 9, 10}.
According to the evaluation rules in Table 2.2, we compute the values of bigdist1
and Src.sourcenode in both branches with µT and µF respectively. After line 257,
the values in the sample stores are joined together, i.e. bigdist1 7→ {0.6751, 0.9982,
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1.4223, 1.9464, ..., 4.6578, 4.6579, 4.65710}, Src.sourcenode 7→ {9771, 9772, 9773, ...,
9738, 9739, 97310}.
After the loop, the node closest to the source point is selected and stored in
variable Src.sourcenode. Now we have Src.sourcenode 7→ {9771, 9772, 9773, ...,
9738, 9739, 97310}. Thus, for the first 7 trials, the computed source node is node 977
while for the last 3 trials it is node 973.
Another code snippet in Fig 2.13 shows that uncertain array indices also add to
the irregularity. Variable cor holds a certain value at line 2. When it equals 977 or
973, the coalescing splits after evaluating the branch at line 293. For instance, when
cor equals 973 at line 293, we get a submask of {8, 9, 10} so only the 8th, 9th and
10th elements of vertices[j][k]’s vector get updated, according to the evaluation rules
in Table 2.4. Similarly, the 1st to 7th elements of the vector will get updated when
cor equals 977.
289 for (i = 0; i < num_elems; i++) {
293 if (cor == Src.sourcenode) {
...
298 vertices[j][k] = c[cor][k];
306 }
307 }
Fig. 2.13. Code snippet II from 183.equake.
In later phases, the sub-coalescings are further divided because of other predi-
cates. This implies that we observe discontinuity or different trends between outputs
belonging to different sub-coalescings because they go through different computation.
In contrast, outputs belonging to the same sub-coalescing often have continuity or
even monotonicity. These explain the curves in Fig. 2.11, where monotonic segments
are observed but irregularity exists across segments.
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2.7 Related Work
Parallelized Monte Carlo Approaches have been made to improve the efficiency
of Monte Carlo techniques by parallelizing them in the context of specific appli-
cations [2, 9]. In contrast, our approach is fully automated and works on already
developed programs. Additionally, we don’t rely on parallelization to improve run-
ning time, instead we reduce the common, redundant work across Monte Carlo trials.
Hence, it is orthogonal to parallelization. This has the further benefit of avoiding the
subtleties of working with random number generators in a parallelized setting, which
can lead to unintuitive biases unless care is taken [34].
Partial Evaluation & Memoization Partial evaluation generates a new version
of a program where additional assumptions about runtime behavior allow more ag-
gressive optimization [44]. Memoization caches the results of a function for given
input such that the results can be reused instead of reevaluating the function. As
noted in Section 2.1, these are useful in program optimization, but they cannot real-
istically handle the combining of multiple disparate executions.
Delta Execution Delta execution [20] eliminates redundancy across different state
explorations in model checking. Each type in the program is wrapped in a container
type that maintains a vector of the original type. At runtime, each operation trans-
lates to operations on these container types. Their technique closely ties into model
checking. The savings largely come from the places specific to model checking, such
as state comparison to avoid repeated state exploration. Furthermore, they handle
control flow splitting differently. Leveraging state management in the model checker,
they allow split branches to work on isolated stores. Branches are not merged until
the end of a method. In comparison, we cannot afford checkpointing and restora-
tion; thus our split branches operate on the same stores and achieve isolation through
careful evaluation rules. We also aggressively merge split branches at the join point.
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A variant of delta execution also relates [72]. While our approach enables exe-
cution of one program on multiple inputs at once, the variant enables execution of
multiple programs on one input at once, efficiently finding differences.
Uncertainty Analysis Uncertainty and sensitivity analyses compose one client
field of Monte Carlo techniques. Other efforts have been proposed to provide a means
of partially automating these analyses in an efficiently. These approaches range from
using model checking and theorem proving [15, 33], automated differentiation [7] to
controlled perturbation [36]. These approaches have difficulty in handling data struc-
tures with heterogeneous data (certain and uncertain) or multiple uncertain variables,
which is noted as one of the reasons to use sampling based approaches [35].
2.8 Summary
In this chapter, we propose a technique that can coalesce multiple Monte Carlo
sample executions into one. We leverage the observation that these sample runs often
share a lot of common executions and hence coalescing avoids repeating the common
executions. Coalescing is achieved by allowing the program to operate on a single
value if it is the same across all the coalesced runs, and on a vector otherwise. Our
technique executes both the true and false branches of a predicate in an isolated
fashion if its vector values can be both true and false. Pointers, array indices, and
function calls on vector values are also handled safely such that the coalesced run
produces the same results as independent runs. Our evaluation shows that we can
speed up the runtime of 30 sample runs by an average factor of 2.3 without precision
lost or by up to 3.4 with negligible precision lost.
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3. WHITE BOX SAMPLING IN UNCERTAIN DATA
PROCESSING
In this chapter, we continue our focus on improving the efficiency of Monte Carlo
(MC) methods, but from a different perspective. Traditional MC methods tend to
treat a program as a blackbox. In this chapter, we show that through program
analysis, we can expose the internals of sample executions, in a white-box fashion, so
that the sampling process can become more selective and focused. In particular, we
develop a sampling runtime, called white-box sampling, that can selectively sample in
input error bounds to expose discontinuity in output functions. It identifies all the
program factors that can potentially lead to discontinuity and hash the values of such
factors during execution in a cost-effective way. The hash values are used to guide
the sampling process so that the number of trails can be greatly reduced while still
achieving a high precision.
3.1 Introduction
Traditional MC methods randomly select input values from predefined distribu-















Fig. 3.1. Three sample problems caused by discontinuity.
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space. While continuous functions are relatively easier to be approximated by MC
methods, as data processing is realized by complex programs, outputs are often no
longer continuous functions of the uncertain inputs. Discontinuity poses significant
challenges. Some of the problems are illustrated in Fig 3.1. These figures show how
the output changes according to the variation of an uncertain input. Points represent
samples. The first problem in (a) is that from the samples, it is hard to determine
if the output is continuous (curve A) or discontinuous (B). The second problem in
(b) is that even though we know that the curve is discontinuous, it is yet difficult to
determine where the discontinuity occurs. In this case, it could occur at any locations
such as the three shown in the figure, resulting in curves aαb, aβb, and aγb, respec-
tively. The third problem in (c) is more problematic as the four samples appear to
follow a simple mathematical function (a straight line through a and b) but indeed
there is a discontinuous segment in between a and b. In many cases, these segments
are so small that they are prone to being omitted by random sampling. In fact, we
observe that a tiny discontinuous segment along a simple linear function was the root
cause for misclassifying an irrelevant protein as a cancer biomarker in our experiment.
Traditional black-box MC approaches can be made adaptive by comparing the
output values of two samples to determine if additional samples are needed, that is,
additional samples will be acquired in between two samples if their corresponding
outputs differ substantially. However, such methods are sub-optimal. They have
difficulties in handling the case in Fig. 3.1 (c). Also, unnecessary samples may be
acquired for a continuous function if its slope is large.
We propose a white box sampling techinique, which aims to guide the sampling
process through a lightweight dynamic analysis. Output discontinuity for given un-
certain inputs can be disclosed with a small number of samples. Discontinuous points
break an output curve (i.e the curve representing how output varies according to the
uncertain input) into a set of continuous segments, which can be easily approximated
with a traditional MC process. Our observation is that for many data processing
tasks implemented by programs, discontinuity is mainly caused by language artifacts
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such as conditional statements and type casting, instead of the intrinsic mathematical
functions. Hence, the idea is to monitor MC sample execution, particularly, the value
changes of these artifacts, and use the monitored values to direct the MC process to
selectively collect more samples where discontinuity is likely to happen.
At a high level, the technique works as follows. During a sample execution, the
technique generates a hash value that aggregates the execution of the language arti-
facts that could potentially lead to discontinuity. If two sample runs have the same
hash value, implying the same control flow and identical discrete coefficients, the
output functions in the two runs have the same mathematical form, suggesting conti-
nuity in the range delimited by the two samples. If the hash values differ, indicating
discontinuity, an additional sample is taken in between the two original samples. The
process continues to inspect the two sub-ranges divided by the new sample, until all
sub-ranges become continuous or the discontinuous points are sufficiently narrowed
down.
Our contributions of this chapter are highlighted as follows.
• We formally define the problem and identify the possible sources of discontinuity
in a program, called discrete factors.
• We propose a novel dynamic analysis that hashes the values of discrete factors
during an execution. The hash values can be leveraged by MC algorithms to
achieve selective sampling. We also propose a more sophisticated version of the
analysis that hashes only the discrete factors relevant to the selected output. It
allows us to avoid considering changes in irrelevant discrete factors to prevent
unnecessary samples.
• We propose the basic selective MC algorithm and its two extensions. One
extension takes two sampling intervals as configuration, and aims to achieve the
precision of the small interval with the cost of the large one. The other extension
aims to achieve optimal sampling given a fixed budget (i.e. the number of
samples allowed). We also study the safety of the algorithms.
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• We observe that in real world programs, there are small code regions in which
control flow differences do not cause discontinuity. Such differences are mostly
intentional for purposes such as optimization. We develop a profiler to identify
such code regions and prove their continuities. Our algorithms can thus avoid
hashing these regions.
• We evaluate our technique on a set of SPEC2000 floating-point programs and a
biology data processing program. The results show that the proposed white-box
sampling technique can identify discontinuity effectively and efficiently.
3.2 Discontinuity and Discrete Factors
Given an execution that is derived from a concrete input, we assume part of the
input is uncertain. Our ultimate goal is to understand how the program output
changes within the input error bound.
We use x1, x2, ... to denote multiple uncertain inputs. An example for such
uncertain input is a real number in the input array received from a sensor. We only
consider real number inputs unless stated otherwise. Program execution is hence
denoted as a function over the uncertain input P (x1, ...xn).
In this chapter, we aim to develop a white-box MC method that can quickly and
effectively determine the shape of the output function, especially the discontinuity of
the function, as continuous portions can be easily approximated by a regular MC
process.
We first precisely define the term continuity. To simplify the discussion, we assume
there is only one uncertain input in the definition, even though our technique supports
multiple uncertain inputs.
Definition 3.2.1 (Continuity) P (x) is said to be continuous at a point x = c if the
following holds: For a value  > 0, however small, there exists some value δ > 0
such that for any x within the error bound and satisfying c− δ < x < c+ δ, we have
P (c)−  < P (x) < P (c) + .
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P (x) is discontinuous at x = c if the above condition is not satisfied. P (x) is
said to be continuous if it is continuous throughout the error bound of x.
Intuitively, if P is continuous regarding the uncertain input x, then any small
change to the value of x can only cause a small change to the output value P (x).
Discrete Factors. Our goal is to identify the discontinuity, which cannot be easily
exposed by sampling the output. Some of the problems are illustrated by Fig. 3.1 and
discussed in Section 3.1. Our observation is that the internals of a sample execution
provide a lot of hints to the discontinuity of the output function. We define the term
discrete factor to represent such program artifacts.
Definition 3.2.2 A discrete factor is an operation that has real values as operands
and produces a discrete value as result.
In most cases, discrete factors are the root cause for output discontinuity. We
assume uncertain input values are continuous in their error bound. To induce discon-
tinuity on output, these continuous inputs have to go through some discrete factors
and result in different discrete values. The basic idea of our technique is hence to mon-
itor the execution of discrete factors to detect discontinuity and guide the sampling
process. Next, we discuss the most common discrete factors that we have observed
over a set of real world programs.
Type cast. A continuous floating-point value can be casted to a discrete type, such
as integer, leading to the discontinuity in the final output. Besides explicit casting,
implicit casting may also be automatically performed by a compiler when necessary,
such as when discrete operations (e.g. mod) are applied to floating-point values.
Discrete mathematical library functions. Data processing programs usually make
heavy use of third-party mathematical library functions. Some of these functions
are discrete, such as SIGN(v), which returns 1 if v is positive, -1 if negative, and 0
otherwise. They may eventually lead to disruptions along the output curve.
Control flow. Modern programming languages allow developers to manipulate
control flow through constructs such as if-then-else statements and loops. These
44
constructs are the key elements that allow data processing to go beyond the traditional
pure mathematical modeling. However, they substantially increase the difficulty of
uncertainty analysis by introducing discontinuity. In particular, if a value computed
from uncertain inputs is used in a predicate and the predicate guards the following
computation leading to the output, there is a good chance discontinuity is introduced.
The reason is that the branch outcome may vary depending on the uncertain values,
leading to different mathematical forms of the output. In our experience, control flow
is the dominant discrete factor.
Consider the following example.





The predicate at line 2 makes x = 2.0 a discontinuous point. On its left (x < 2.0),
the curve takes on the shape of f(x) = 3.0 − x; on the right including the point
x = 2.0, f(x) = x+ 3.0.
Besides discrete factors, discontinuity may also arise from the intrinsic mathemat-
ical model. For example, f = 1
x+1.0
is discontinuous at x = −1.0; f = tan(x) is





We observe that in real world programs, such operations are often guarded by
predicates or the input domains are specified in such a way that the discontinuous
points are excluded. For the above f = 1
x+1.0
example, a predicate is often used to
guard against x = −1.0 to avoid runtime exceptions. As a result, the mathematical
discontinuity also manifests itself as a control flow discontinuity.
There are also other programming language artifacts that do not have correspon-
dence in the mathematical world, such as arrays, pointers, and bit operations. How-
ever, these artifacts themselves cannot initiate discontinuity such that they are not
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considered as discrete factors. For example, if the computation of an output involves
an array element A[i] which is affected by the uncertain input. Assume the influence
is through the array index i, which is of the (discrete) integer type. There must be a
preceding discrete factor, such as an explicit or implicit type cast because the uncer-
tain input is of floating-point type. Therefore, as long as we track the value change
of that factor, we capture the discontinuity propagated through the array element.
Given the definition of discrete factors, we have the following theorem that serves
as the foundation of our technique. Given an execution, we denote the output as
a mathematical function of the uncertain input o(x). Here o(x) is limited to be
an elementary function and it takes real number inputs only. One can consider the
function is constructed by setting the uncertain input as a symbolic variable and then
performing symbolic execution concurrently with the concrete execution.
Theorem 3.2.1 Given two sample executions, if all of their discrete factors produce
the same discrete values, they must have the same output function o(x).
Intuitively, if the two executions have the same discrete values, they must have
taken the same program paths and all the pointers and array indices must be identical
to ensure the same data dependences. As a result, the symbolic output functions must
be identical. The formal proof is elided.
Infeasibility of Using Symbolic Analysis. Note that one might formulate the
challenge as a dynamic test generation problem that generates uncertain input values
to explore the different values of the discrete factors. For example, exploring all
the possible program paths within the input error bound may be able to expose the
discontinuity caused by control flow. However, we found that this is impractical for
real world data processing programs for the following two reasons. (1) Path condition
functions are often of high order. We found that 10 out of 11 SPEC CFP 2000
programs we have studied have high order (≥ 2) path conditions 1. More importantly,
they are mostly in a complex form, involving functions such as square root, sin/cos,
1We acquire such numbers through profiling, without conducting any mathematical reduction.
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and fraction. These path conditions go beyond the capability of existing solvers.
(2) The entailed symbolic execution is too expensive for our target scenario. The
reasoning is as follows: if a technique causes X times slow down, one may choose to
collect X MC samples instead of using the technique.
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   else














(a) program (b) sampling steps (c) curves and samples
o(x)
t(x)












 [e, f] [f, d]
H(e)=0•T  H(f)=1•F•T H(f)=1•F•T  H(d)=1•F•T






Fig. 3.2. An illustrative example. The dots in (c) represent the samples. The high-
lighted statements in (a) represent discrete factors. A node in (b) represents a sam-
pling region with the hash values of the lower and upper bounds. The numbers denote
the steps. H(a) denotes the hash value of sample a and operator ‘·’ denotes hash ag-
gregation (e.g. “0 · T” denotes the hash of y = 0 and the predicate at line 3 having
the true value).
We use an example to illustrate the technique. Fig. 3.2 (a) shows the program.
Variable x is uncertain; its value is within an error bound [a,b] around the original
value 1.5. The output function o(x) may take different forms, depending on the value
of x. If x < 1.0 (line 3), o(x) = 1 (line 4). If x ≥ 1.0, depending on the comparison
t(x) > 0.3 (line 6), it may take the form o(x) = 0.3 (line 7) or o(x) = 0.75 (line 9).
Function t(x) is of a high order, rendering techniques relying on constraint solving in-
applicable. The curves for t(x) and o(x) are depicted in Fig. 3.2 (c). Our technique
aims to leverage program analysis to guide collecting a small set of samples that
disclose the shape of the output function o(x), particularly its discontinuity.
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Our technique first identifies all the discrete factors in the program. They are
places that operate on real values and produce discrete values, and thus the root
causes of the discontinuity. In this program, lines 3 and 6 are discrete factors as they
operate on real values and produce boolean outputs, and the type cast at line 2 is
also a discrete factor.
During a sample execution, we generate a hash value that is the aggregation of
the values of all the discrete factors encountered. Two sample runs having the same
hash value suggests (likely) continuity. Note that the states of the two executions
are still largely different despite the identical hash value. For example, the floating
point computation that is data dependent on the uncertain input may very likely have
different values. If the hash values differ, an additional sample is taken in between
the two original samples and the technique continues to inspect the two sub-ranges
divided by the new sample, until a threshold is reached. Assume we start with two
samples a and b (step (1) in Fig. 3.2 (b)). Readers can refer to Fig. 3.2 (c) for the
samples and their corresponding outputs. The order of sampling is denoted by the
alphabetical order of the samples. Line 3 has different branch outcomes in the two
sample runs, resulting in different hashes. An additional sample c is then taken at
the mid-value of a and b, dividing the region into two subregions [a,c] and [c,b]. The
technique first considers [a, c] (step (2)) and divides it with an additional sample d.
Subregion [a, d] is further divided by e (step (3)). The hash values of a and e are
identical. The process ceases to collect more samples in [a, e]. Instead, it collects
more in [e, d] until a small sampling interval threshold is reached at B©, disclosing the
discontinuous point at x = 1.0. Note that the ranges with the same hash value (and
thus no samples needed in between), such as [a, e], denote the savings brought by our
technique. A uniform sampling scheme with the threshold as small as the interval of
[e, f ] (at point B©) requires a lot more samples.
Practical Challenges. In order to make the technique work for real world programs,
we need to further overcome the following challenges.
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• Discrete factors in two sample runs may behave differently. However, such
differences may not be relevant to the output variable, and hence they should
not cause additional samples. For example in Fig. 3.2 (a), the discrete factor
at line 2 has nothing to do with o(x) and should be excluded from hashing.
Similarly, if z is the output variable instead of o, the control flow differences in
lines 3-9 should be excluded. We develop a slice-based hashing algorithm that
hashes only the discrete factors in the dynamic slice of the output variable on
the fly.
• In reality, developers may write programs in such a way that control flow vari-
ations do not lead to discontinuity. It would lead to redundant samples if not
properly handled. We observe that such effects are usually present in small code
regions. We develop a profiler to identify regions from the whole code base and
prove that they must be continuous. Thus, we can avoid hashing the control
flows in these regions.
• It may not be safe to skip sampling when two hashes are identical. Consider the
example in Fig. 3.2. The two hashes of d and c are identical (point C© in Fig. 3.2
(b)). If additional samples are not taken in between (e.g. g), we will miss the
two discontinuous points in that subregion. Therefore, we need to study the
safety of omitting sampling.
The following sections describe the technique in details and our study of the above
practical problems.
3.4 Basic Hashing Semantics
In this section, we discuss the basic hashing semantics that hashes the values of all
the discrete factors encountered during program execution. Recall that two identical
hashes (of two respective sample runs) indicate that the mathematical forms of the two
output functions are identical (Theorem 3.2.1), assuming a perfect hashing scheme.
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The discussion is limited to one uncertain input for simplicity, while our technique
supports multiple uncertain inputs.
Program P ::= s
Stmt s ::= s1; s2 | skip | x` := e | while x ./` 0 do s |
if x ./` 0 then s1 else s2 | exit
Expr e ::= x | v | sample(r1, r2)` | e1 binop` e2 |
discrete(f, e) | x ./` 0
V alue v ::= n | r | b
V ar x, Function f ∈ Identifier n ∈ Z r ∈ Real
` ∈ Label b ∈ Boolean
Fig. 3.3. Language.
Language. To facilitate formal discussion, we introduce a kernel language. The
syntax is presented in Fig. 3.3. Note that relational operations are normalized to
x ./ 0, with ./ denoting a relational operator. The reason is that we need to study
the real values (not the boolean values) of relational expressions. Such values are
explicitly denoted by x after normalization. For instance, a conditional statement
“if y < 1.0 ...” is normalized to “x := y−1.0; if x < 0”. It allows us to reason about
the value of y − 1.0.
We support three kinds of values: integers, real values, and boolean values. Real
values could be uncertain. A sample(r1, r2) expression represents a sample within
the error bound of [r1,r2]. We explicitly model discrete functions as discrete(f, e).
The expression denotes the discrete value generated by applying function f to a real
value e. Type casts and the sign(x) method are examples of such discrete functions.
Operational Semantics. The semantics is presented in Fig. 3.4. The expression
rules have the form of σ : e
e−→ θ, e′ . Given the store σ, an expression e evaluates to
a hash value θ and a new expression e′. The variable expression x, sample expression
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E ::= E; s | [·]s | x := [·]e | if [·]e then s1 else s2 | [·]e binop e |
v binop [·]e | discrete(f, [·]e) | [·]e ./ 0
Definition:
Store σ : V ar → V alue Hash θ ∈ Z
getSample(`, r1, r2) : sample a value at ` within error bound [r1, r2]
Expression Rules σ : e
e−→ θ, e′
σ : x
e−→ ⊥, σ(x) σ : sample(r1, r2)` e−→ ⊥, getSample(`, r1, r2)
σ : v ./` 0
e−→ `T , T if v ./ 0 σ : v ./` 0 e−→ `F , F if ¬(v ./ 0)
σ : v1 binop v2
e−→ ⊥, v3 where v3 = v1 binop v2
σ : discrete(f, r)
e−→ n, n where n = f(r)
Statement Rules σ : s
s−→ σ′, s′
σ : x :=` v
s−→ σ[x 7→ v], skip σ : skip; s s−→ σ, s
σ : if T then s1 else s2
s−→ σ, s1 σ : if F then s1 else s2 s−→ σ, s2
σ : while e do s
s−→ σ, if e then s; while e do s else skip
Global Rules σ, θ, s → σ′, θ′, s′
σ : e
e−→ θe, e′
σ, θ, E[e]e → σ, θ / θe, E[e′]e
σ : s
s−→ σ′, s′
σ, θ, E[s]s → σ′, θ, E[s′]s
[H-EXPR] [H-STMT]
Fig. 3.4. Hashing semantics.
sample(r1, r2), and the binary operation v1 binop v2 are not discrete factors so that
their evaluation generates a void hash value, denoted as ⊥. Observe that we don’t
hash uncertain input values despite the fact that they are the origin of execution
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differences. In contrast, the hash for a relational expression v ./` 0 is a unique integer
representing the label of the expression ` and the branch outcome. Intuitively, if these
relational operations are used in conditional statements or loops, the hash values
capture the execution control flow. The hash for a discrete function is the generated
discrete value.
Statement rules are standard. The global rules are of the form σ, θ, s → σ′, θ′, s′ ,
in which σ is the store and θ the global hash. Rule [H-EXPR] specifies an evaluation
step regarding expression e. It aggregates the hash value θe generated by the expres-
sion evaluation to the global hash θ. Operator / denotes the hash operation. In our
implementation, we use addition as the hash operation 2. For the void hash ⊥, we
have θ /⊥ = θ.
Rule [H-STMT] specifies one step in evaluating a statement.
According to the hashing semantics, we essentially aggregate the branch outcomes
of all the predicate instances encountered during execution and the values of all the
discrete functions, including those embedded in an expression. It features low runtime
overhead as it only entails additions at selected places. This is critical for practicality
of white-box sampling because if the technique were heavy-weight, one could simply
collect many random samples.
3.5 Sampling Algorithms
In this section, we discuss a number of sampling algorithms and their safety.
The first one is a greedy but unsafe algorithm that aggressively avoids collecting
unnecessary samples. The second one is an improved algorithm that provides certain
guarantee. The third one works with a fixed sampling budget (i.e. the number
of samples is pre-defined). All these algorithms assume single uncertain input for
simplicity. Our technique supports multiple uncertain inputs.
2Addition is not a perfect hash scheme. However, our experience shows that such a simple scheme
is sufficient.
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Input : a pair of sample points χ1 and χ2.
sampleDriver (χ1,χ2)
1: θ1 := P (χ1)
2: θ2 := P (χ2)
3: return χ1 · sampleInside(χ1, θ1, χ2, θ2) · χ2
Input : two samples and their hashes;
Output : a sequence of sample points in (χ1, χ2);
Definition : τ denotes the termination threshold;
sampleInside (χ1, θ1, χ2, θ2)
4: if θ1 = θ2 ∨ |χ1 − χ2| < τ
5: return nil
6: else {
7: χm := (χ1 + χ2)/2
8: θm := P (χm)
9: return sampleInside(χ1, θ1, χm, θm) · χm·
10: sampleInside(χm, θm, χ2, θ2)
11: }
Algorithm 1: Greedy Algorithm.
Greedy Algorithm. Algorithm 1 describes a greedy algorithm. It takes two sam-
ples as input and generates a sequence of samples, including the two inputs. Ideally,
the samples sufficiently expose discontinuity.
Function sampleDriver(χ1, χ2) represents the overall process. It first executes
the two input samples to produce two hash values. It then calls function sampleIn-
side(). The function returns the needed samples inside the range (χ1,χ2), excluding
the two samples themselves. The final output is the resulting sequence from sam-
pleInside() prepended with χ1 and appended with χ2.
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In function sampleInside(), the algorithm tests if the two provided hashes are
the same. If so, it aggressively ceases to collect more samples in between the two
given samples (line 4). Another termination condition is that even the two hashes
are different, if the distance of the two provided samples is less than a pre-defined
threshold τ (line 4), no more samples are collected. Otherwise, it computes another
sample representing the mid value of the range (line 7), and then recursively calls
sampleInside() for the two subregions. The resulting subsequences are concatenated
with the mid-sample (lines 9 and 10).
An example can be found in Fig. 3.2 (c). Given the initial samples a and b, part
of the sampling sequence is a · e · f · d · c · ....







Fig. 3.5. Design space. A is a uniform MC sampling process with a small interval, B
a process with a large interval, and C our two-threshold algorithm.
Two-Threshold Algorithm with Guarantee. Given two sample runs with the
same hash values, assuming a perfect hashing scheme, it is unfortunately intractable
to determine if it is safe to avoid sampling in between. No matter how small the
range delimited by the two samples is, it is always possible to have a conditional
statement predicating on an expression that is not monotonic in the region (e.g. line
6 in Fig. 3.2) such that even though the predicate has the same branch outcome at the
two sample points (e.g. d and c in Fig. 3.2), it may have a different branch outcome
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somewhere in between (e.g. g in Fig. 3.2), rendering a sampling decision based on
the hash values at the boundaries unsound. Note that the mathematical form of the
expression is likely a high order function in practice such that reasoning about its
monotonicity analytically is infeasible. Next, we describe an algorithm that provides
certain guarantee while retaining the advantage of white-box sampling.
Definition 3.5.1 We say a discontinuous point d (i.e. a value in the range of the
uncertain input that causes discontinuity in the output) is detected if and only if there
exist two samples χi and χi+1 in sequence such that:
(1) d ∈ [χi, χi+1];
(2) there is not another discontinuous point d′ ∈ [χi, χi+1];
(3) their hashes θ(χi) 6= θ(χi+1).
Intuitively, a discontinuous point is detected if its presence is captured by two
samples with different hash values and there are no other discontinuous points in
between the two samples.
Theorem 3.5.1 A regular MC process that performs uniform sampling with an in-
terval τ guarantees to detect any discontinous point that has a distance ≥ τ to its
neighboring discontinous points.
Proof: Let d be such a discontinuous point and dp, ds be its immediate preceding
and succeeding discontinuous points, respectively. There must be two neighboring
samples χp and χs such that χp ∈ [dp, d] and χs ∈[d, ds]. Assuming a perfect hashing
scheme and all mathematical library functions are continuous, θ(χp) 6= θ(χs), d is
detected. 2
A uniform MC with a small interval τs has strong guarantee but also a high cost,
as denoted by point A in the design space in Fig. 3.5. In contrast, a uniform MC
with a large interval τl has weak guarantee but a low cost (point B).
We develop a MC algorithm that can achieve the benefits of both A and B (i.e.
point C in Fig. 3.5). The algorithm takes two sampling intervals τl and τs, denoting
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the large and small intervals, respectively. It has a low cost close to B and the practical
precision close to A, that is, it can detect a set of discontinuous points close to A in
practice. In the theoretically worst case, it provides the same guarantee as B.
The idea is to continue taking additional samples in between two samples that
have the same hash value, if the distance between the two samples is larger than τl
(i.e. the larger interval provided). It is described in Algorithm 2. It has the same
driver as the greedy algorithm. The only difference is at line 4 in sampleInside (),
which is the termination condition of sampling.
Definition: τl denotes the termination threshold for
regions with the same hash;
τs denotes the termination threshold for
regions with different hashes
sampleInside (χ1, θ1, χ2, θ2)
4: if (θ1 = θ2∧|χ1−χ2| < τl) ∨ (θ1 6= θ2∧|χ1−χ2| < τs)
5: return nil
6: else {
7: /*the same as lines 7-10 in Algo. 1*/
8: }
Algorithm 2: Two-Threshold Algorithm.
In the example in Fig. 3.2, with τl = 0.5 and τs = 0.15, we get the sequence of
samples as described in (b), in which an additional sample g is taken in [d,c] such
that all discontinuous points are detected.
Safety In Practice. While in the worst case, the two-threshold algorithm with
thresholds τl and τs can only provide the same guarantee as a standard uniform
sampling algorithm with the large threshold τl, in practice, we observe that the al-
gorithm is almost as precise as a standard algorithm with the small threshold τs (see
Section 3.8). In this section, we discuss the reasons behind this.
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Intuitively, we observe that the majority of the discrete factors are monotonic.
Recall that a discrete factor d turns a real value to a discrete value. We denote the
real value of a discrete factor as a function dr(x) of the uncertain input x. Assume
through sampling, we observe that two sample runs have the same hash. They must
have the same discrete values for all the discrete factors, including that of d. If dr(x)
is monotonic within the range delimited by the two samples, it is easy to infer that
the discrete value of d for each input value within the range must be the same 3.
For example, if the value of z in the predicate of a conditional statement “if z ./
0...” is monotonic in the range [χ1, χ2] and it produces the true value in both sample
runs, it must consistently produce the same true value for any samples in between.
The aggregated effect of all such monotonic predicates is that the same control flow
must be taken for all samples inside the range; similarly, all the discrete co-efficients in
the output function must also have the same value, ensuring the same mathematical
form of the output function and also the continuity within the range.
Formally, the real function of a discrete factor dr(x) does not need to be monotonic
within the entire error bound of x to ensure safety. Instead, we introduce the notion
of live range of a discrete factor, which is essentially a sub-range in the error bound of
x. A discrete factor may have multiple live ranges. As long as all discrete factors are
monotonic in each of their live ranges, not necessarily the entire error bound, safety
is ensured.
Definition 3.5.2 A sub-range [χ1, χ2] of the uncertain input error bound is a live
range of a discrete factor d if and only if for any χt ∈[χ1, χ2], all the discrete factors
encountered during program execution P (χt) before d must have the same discrete
value.
A live range has the following property.
Property 2 The real function dr(x) of a discrete factor d must have the same math-
ematical form in its live range.
3An implicit assumption is that discrete operations themselves are always monotonic, which is true
in practice. For instances, type casts and comparisons are monotonic operations.
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Fig. 3.6. Function z(x) of the discrete factor at line 7 has two live ranges: one
corresponds to y>=0 being true and the other being false. They represent two
functions z(x) = x− 2.0 and z(x) = −x− 2.0.
The property can be easily derived from the definition of live range.
Intuitively, within the entire input error bound, there may be inputs that induce
different control flow paths leading to a discrete factor and different discrete co-
efficients computed along these paths, hence, the real function of the factor may be of
different forms. A live range represents an input sub-range that has the same form.
Example. Consider the example in Fig. 3.6 (a). There are two discrete factors: the
comparisons at lines 2 and 7. For line 2, there is only one live range, which is the
entire error bound [1.0, 3.0]. The real function has only one form y(x) = x − 2.0.
For line 7, there are two live ranges, [1.0,2.0] and (2.0,3.0] as the preceding discrete
factor at line 2 has different values for the two ranges. The factor hence has two
mathematical forms as shown in Fig. 3.6(b). 2
With the above definitions, we have a sufficient condition for safety.
Theorem 3.5.2 If the real functions of all discrete factors are monotonic in their
live ranges, it is safe to skip samplings within two samples with the same hash value.
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The theorem can be proved by contradiction. The proof is elided for brevity. The
theorem essentially demands that the individual mathematical forms of a discrete
factor be monotonic. It substantially lowers the requirement on monotonicity to
ensure safety: a discrete factor does not need to be monotonic in the whole sampling
range, but rather its individual live ranges. In practice, live ranges could be very
small.
For example in Fig. 3.6, although z(x) is not monotonic in the whole sampling
region [1.0,3.0], it is monotonic in the two live ranges. According to Theorem 3.5.2,
even the greedy algorithm is safe for this program.
Although we have reduced the safety problem to the problem of determining
monotonicity of discrete factors in their live ranges, solving the monotonicity problem
analytically is still very challenging given the mathematical complexity of the real
functions of discrete factors and the resource constraint imposed by the design goal
of competing with random sampling. We instead perform empirical study to observe
the monotoniciy in practice. We make the following observations. Empirical support
can be found in Section 3.8.
1. The majority (94-100%) of the discrete factors are indeed monotonic in their live
ranges. Live ranges could be very small (<10% of the entire sampling region for
complex programs). This suggests that we may have very few safety violations
in practice. We make the following speculation. Data processing algorithms
are developed by humans and humans are usually not good at reasoning and
controlling fluctuating functions. Therefore, they use many conditional state-
ments to divide such complex functions into monotonic regions that they can
easily reason about. We plan to conduct study of code patterns in the future
to deepen our understanding.
2. Some discrete factors have non-monotonic real functions (0-6%), but most of
them always produce the same discrete value and thus don’t lead to any false
negatives in sampling. The majority of the cases are caused by a pattern similar
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to the following: the non-monotonic function is the addition of a slowly changing
function with large values and a fluctuating function with very small values.
Hence, despite the non-monotonicity, after discretization, the same value is
always yielded.
3. There are some very rare cases (2 in total in our study) that are both non-
monotonic and yielding different discrete values. They are the real threats to
safety. However, the corresponding program was written in such a way that
there exist correlated predicates that guard the non-monotonicity.
Our observations are limited to the benchmarks and the experimental setup. How-
ever, even in the worst scenario that the real functions of discrete factors are not
monotonic in their live ranges and they yield different values after discretization, the
two-threshold algorithm is still able to provide certain level of guarantee.
Ensuring the safety of avoiding sampling in between two runs with the same hash
represents only one aspect of the overall soundness. The termination threshold τs
also indicates that we may not detect segments that are smaller than τs. It may be
feasible to design a more sophisticated termination condition: the process terminates
only when the difference between the sequences of discrete factors of two sample runs
is minimal, for instance, their control flow paths differ by only one predicate. The
challenge lies in balancing complexity and the entailed overhead as we are competing
with the very cheap uniform sampling. We will leave it to our future work.
Fixed Budget Algorithm. We have also developed a best-effort algorithm that
tries to perform optimal sampling given a fixed budget (i.e. a fixed number of samples
allowed). The algorithm starts in the same way as the greedy algorithm but employs
a priority queue to select the next sample point. When enqueued the subregions are
prioritized based on: (1) if they have different hash values; (2) their sizes. At each
step it dequeues one subregion to further sample in between from the priority queue,
until the budget is used up.
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Input : a pair of sample points χ1 and χ2 and a budget B.
sampleDriver (χ1,χ2, B)
1: θ1 := P (χ1)
2: θ2 := P (χ2)
3: Q.enqueue(< χ1, θ1, χ2, θ2 >)
4: return χ1 · χ2 · sampleInside(Q,B)
Input : a priority queue Q and a budget B;
Output : a sequence of sample points in (χ1, χ2);
Definition : τ denotes the termination threshold.
sampleInside (Q,B)
5: < χ1, θ1, χ2, θ2 >:= Q.dequeue()
6: if θ1 = θ2 ∨ |χ1 − χ2| < τ ∨ B.overbudget()
7: return nil
8: else {
9: χm := (χ1 + χ2)/2
10: θm := P (χm)
11: Q.enqueue(< χ1, θ1, χm, θm >)
12: Q.enqueue(< χm, θm, χ2, θ2 >)
13: return χm · sampleInside(Q,B)
14: }
Algorithm 3: Fixed-budget Algorithm.
3.6 Hasing Slices
In the algorithms discussed in the previous section, a global hash value is computed
for an execution. However, this may be too restrict in practice. In some cases, even
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though two executions have different hash values, the difference may not be relevant
to the output.
In this section, we discuss a more sophisticated hashing algorithm that hashes only
the discrete factors relevant to the output. It maintains a hash value for each variable
on the fly, denoting the set of discrete factors that have been directly/indirectly used
to compute the current value of the variable (i.e. discrete factors in its dynamic slice
[1]). When we determine whether a mid-sample is needed, we compare the hash values
associated with the output variable. It is worth mentioning that although conceptu-
ally we are hashing the discrete factors in output dynamic slices, the computation is
peformed on the fly without explicitly computing any dynamic slices.
The semantic rules are presented in Fig. 3.7. We introduce a hash store Γ that
maps a variable to its hash value. A stack S is used to propagate hash values through
control dependences. Each stack entry is the hash value of a predicate. We extend
the syntax of expression in Fig. 3.3 to include a pair consisting of a value and its
hash, which is the hash aggregation of all discrete factor values in the slice of the
value. This special type of expressions is not part of the source code. They only
occur during evaluation.
The expression rules have the form of σ,Γ : e
e−→ e′ . in which Γ is the hash
store. For a variable expression x, if its hash value is void, it evaluates to a regular
value; if not, it evaluates to its value and the corresponding hash.
A sampling expression evaluates to a sample value acquired from outside and its
label ` as the hash. Note that it is the only place that initiates a non-void hash. It
is analogous to the introduction of a taint in the taint analysis. In the subsequent
execution, a value is related to the uncertain input if it has a non-void hash.
For a relational operation, if the lhs value is a pair, meaning that it is relevant to
the sample input, the evaluation result is a pair consisting of the comparison outcome
and the aggregation of the lhs hash and the operation’s hash. If the lhs value is a
singleton, the evaluation produces the singleton comparison outcome. Note that we
omit the rules for the false cases for brevity.
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Definition:
HashStore Γ : V ar → Hash CDStack S ::= θ
Expr e ::= ... | 〈v, θ〉
Expression Rules σ,Γ : e
e−→ e′
σ,Γ : x
e−→ σ(x) if Γ(x) = ⊥ σ,Γ : x e−→ 〈σ(x),Γ(x)〉 if Γ(x) 6= ⊥
σ,Γ : sample(r1, r2)
` e−→ 〈getSample(`, r1, r2), `〉
σ,Γ : 〈v, θ〉 ./` 0 e−→ 〈T, θ / `T 〉 if v ./ 0
σ,Γ : v ./` 0
e−→ T if v ./ 0
σ,Γ : 〈v1, θ1〉 binop 〈v2, θ2〉 e−→ 〈v3, θ1 / θ2〉 where v3 = v1 binop v2
σ,Γ : 〈v1, θ1〉 binop v2 e−→ 〈v3, θ1〉 where v3 = v1 binop v2
σ,Γ : v1 binop v2
e−→ v3 where v3 = v1 binop v2
σ,Γ : discrete(f, 〈r, θ〉) e−→ 〈f(r), θ / f(r)〉
σ,Γ : discrete(f, r)
e−→ f(r)
Statement Rules σ,Γ,S : s s−→ σ′,Γ′,S ′, s′
σ,Γ,S : x :=` 〈v, θ〉 s−→ σ[x 7→ v], Γ[x 7→ θ / last(S)],S, skip
σ,Γ,S : x :=` v s−→ σ[x 7→ v], Γ[x 7→ last(S)],S, skip if last(S) 6= ⊥
σ,Γ,S : x :=` v s−→ σ[x 7→ v], Γ,S, skip if last(S) = ⊥
σ,Γ,S : if 〈T, θ〉 then s1 else s2 s−→ σ, Γ,S · (last(S) / θ), s1; endif
σ,Γ,S : if T then s1 else s2 s−→ σ, Γ,S, s1
σ,Γ,S · θt : endif s−→ σ, Γ,S, skip
Global Rules σ,Γ,S, s s−→ σ′,Γ′,S ′, s′
σ,Γ : e
e−→ e′
σ,Γ,S, E[e]e → σ,Γ,S, E[e′]e
σ,Γ,S : s s−→ σ′,Γ′,S ′, s′
σ,Γ,S, E[s]s → σ′,Γ′,S ′, E[s′]s
[S-EXPR] [S-STMT]
Fig. 3.7. Slice hashing semantics.
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For a binary operation, if either value is a pair, the resulting value is also a pair,
including the aggregated hash value.
For a discrete function application, if the parameter is a pair, the generated dis-
crete value is aggregated to the hash.
The statement rules have the form of σ,Γ,S : s s−→ σ′,Γ′,S ′, s′ , in which S is
the stack to allow hash computation through control dependence. For an assignment
statement, if the rhs value is a pair, the evaluation updates both the store and the
hash store. The hash of the lhs variable is the aggregation of the rhs expression hash
θ and the hash of its control dependence, which is the last entry in S. If the rhs value
is a singleton and its control dependence hash is not void, the hash stored is updated
with the control dependence hash. It means that although the assigned value is not
computed from the sample input, the execution of the assignment is guarded by a
predicate relevant to the sample input.
For a conditional statement, if the evaluation of the relational operation yields
a pair, the stack is appended with the aggregation of the predicate’s own control
dependence hash, i.e. the last entry of S, and the relational expression hash θ. Since
the aggregated hash becomes the new last entry in S, future evaluations occur inside
the branch will use it as their control dependence hash, reflecting that evaluations
inside a branch of a conditional are control dependent on the predicate of the con-
ditional. The evaluation also appends a special statement endif to the end of the
branch. Evaluation of an endif statement leads to the removal of the last entry in
S, meaning evaluations beyond the end of a branch are no longer control dependent
on the predicate. Note that the LIFO nature of the stack captures the nesting effect
of the control dependence.
If the evaluation of the relational operation yields a singleton, there is no need to
append a new entry to the stack or the endif statement to the end of the branch,
denoting the irrelevance of the predicate. Note that any statements evaluated inside
the branch nonetheless have their control dependence hash inherited from the current
last entry of S.
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Table 3.1. Evaluation of the program in Fig. 3.2(a) with sample 2.2.
trace val hash S
1. x=sample(1.5) 2.2 1 ⊥
2. y=(int) x 2 1 / 2 ⊥
3. if x-1.0<0 F 3F / 1 ⊥ · (3F / 1)
6. if t(x)-0.3>0 T 6T / 1 / (3F / 1) ⊥ · (3F / 1) · (6T / 1 / 3F / 1)
7. o=0.3 0.3 6T / 1 / 3F / 1 ⊥ · (3F / 1) · (6T / 1 / 3F / 1)
endif ⊥ · (3F / 1)
endif ⊥
10. z=1+y 3 1 / 2 ⊥
Example. Table 3.1 presents an example evaluation of the program in Fig. 3.2(a)
with a sample χ = 2.20. Observe that at line 1, the hash is 1, the label of the
statement. At line 2, the hash is the aggregation of x’s hash and the generated
discrete value 2. At line 3, the hash is the aggregation of x’s hash and the branch
outcome 3F ; it is also appended to S. The entry is removed from S at the second
endif . At line 6, the hash is the aggregation of x’s hash, the branch outcome 6T , and
the control dependence hash. At line 7, the hash of o is inherited through control
dependence. At line 8, the hash of z is inherited from y.
Safety. We have the following sufficient condition for safety.
Theorem 3.6.1 (Safety-Slice) Given two input samples χ1 and χ2, assume the
slice hashes of the output variable are identical in the two runs. For a discrete factor
that generates a discrete value from a real value, let the real value be denoted as a
function dr(x) over the uncertain input x. If
(1) all dr(x) are monotonic in their live ranges;
(2) all memory addresses remain unchanged within the range,
then the output function must be continuous in [χ1, χ2].
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1 x := sample(3.0);
2 y := 0.0;
/*f(2) = f(4) = 1, f(3) = −1*/
3 if f(x) < 0
4 y:=y + 1.0;
5 o:=x− y;
1 x := sample(0.5);
2 A[5] := ...;
3 if x >= 0.5




Fig. 3.8. Examples for safety issues.
Condition (1) requires all discrete factors in the execution, not only in the slice,
to be monotonic. Consider the example in Fig. 3.8 (I), function f is non-monotonic.
In the two initial sample runs with x = 2.0 and x = 4.0, the false branch of line
3 is taken. As a result, statement 4 is not executed. The dynamic slice of o at 5
contains lines 1 and 2 in both runs, without including line 4. As a result, all discrete
factors in the slices are monotonic. However, we can easily see that it is unsafe to
skip sampling. Condition (1) precludes such cases.
Condition (2) is to preclude array indices or pointers differences (note that our
discussion here goes beyond the language in Fig. 3.3). They could cause output
discontinuity. Consider the example in Fig. 3.8 (II). Assume the two initial samples
to be x = 0.4 and x = 0.6. The slice of o at 6 contains only line 2 in both runs. The
two discrete factors: the predicate at line 3 and the cast at line 4 are both monotonic.
However, the output function is not continuous, as its value is defined at line 5 when
x = 0.5. Condition (2) excludes such cases by ensuring that memory addresses do
not change with different samples.
The proof is omitted. Intuitively, since all predicates are monotonic and all mem-
ory addresses do not change, there cannot be any new dependences in the output slice
for any sample in between. According to our experience, the two conditions mostly
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hold in practice. Note it is currently not affordable to analytically validate them on
the fly.
Deciding Global Hashing or Slice Hashing. Slice based hashing is more ex-
pensive due to the more complex instrumentation, although it can avoid redundant
samples caused by irrelevant discrete factors. Hence, it would only be beneficial when
there are enough irrelevant discrete factors to discount its higher instrumentation cost.
We use the following method to predict the applicability of slicing based approach.
We run the program twice with the same sample input, one with global hashing and
the other with slice hashing. If the number of the discrete factors in the global hash
and that in the slice hash differ substantially, we will proceed with the slice based
approach.
3.7 Continuous Cores
A basic assumption of our technique is that if two sample runs produce different
hash values, there must be discontinuity between the two samples. However, it may
not be the case in practice. Developers can write programs in such a way that the
output function is continuous even though the control flow varies. In this section, we
discuss how to detect program regions that have such characteristics and prove that
they are continuous despite control flow differences. Then the hashing algorithms can
avoid collecting predicate hashes inside these regions.
Consider the example in Fig. 3.9 (I). It is a coding pattern used a few times in
178.galgel. The output function is f(x) when x < c. It becomes f(c) when x = c
and remains that value for x > c. The developer hoists the computation of f(c) from
the else branch to outside of the loop for better performance. Observe the output
function is continuous. However, if the initial two sample runs are for x = c− 1 and
x = c+ 1, they have different control flow.








1 o = A[0]
2 for i := 1 to c
3 if o < A[i]
4 o:=A[i];
(I) (II)
Fig. 3.9. Real continuous core examples from 178.galgel. Variable o denotes the
output; c denotes a compiler time constant; f(x) is a continuous function. The first
line in (I) represents the precondition.
Definition 3.7.1 A continuous core is a conditional statement s (including its
branches) that is modeled as o = s(I) with input I the set of variables used in s
and defined outside, output o the variable computed by s and used later by other
statements, and s(I) is a continuous function in the domain of I, despite control flow
variations.
The definition also covers loop statements, which are a special case of conditional
statement.
We develop a profiling technique to detect candidates of continuous cores. Basi-
cally, the profiler first detects predicates that may evaluate to different branch out-
comes in their live ranges. For each predicate live range in which the predicate
evaluates to both true and false, at its immediate post-dominator (i.e. the joint point
of the two branches), the profiler inspects the values of all the variables that are de-
fined inside the conditional and use by others outside the conditional within the live
range, to check if they appear continuous. If so, they are continuous core candidates.
We elide the details of the profiler for brevity.
Given a continuous core candidate, we then prove the continuity in the presence of
control flow variation. The technique in [15] tries to prove statically that a program
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is continuous regarding a given set of variables. We adapt the technique to handle
the conditional statements identified by our profiler. The key idea is to first prove
the two branches of the conditional statement to be continuous, and then ensure that
the two continuous functions have identical output value at the boundary input value
at which the branch outcome changes. Intuitively, it means that the two branch
functions yield outputs infinitely close to the same value as the input gets infinitely
close to the boundary value.
Consider the example in Fig. 3.9 (I). The statements in the true and false branches
are both continuous on their own. And observe that at the bounary point x = c, both
branches yield the same output value, ensuring continuity.
Other Patterns. There are a few other coding patterns that give rise to continuous
cores. Fig. 3.9 (II) shows another very common core in 178.galgel. It returns
the maximum value of an array. Observe that the program is continuous, i.e. the
output changes continuously with the uncertain input. For example, assume an array
A[0 − 2] = {1.0, 2.0, 3.0}, and A[1] is uncertain and it varies within range [2.0, 4.0].
When A[1] changes from 2.0 to 4.0. The output function over the uncertain input
o1(A[1]) = 3.0 when A[1] changes from 2.0 to 3.0 and then o2(A[1]) = A[1] when A[1]
changes from 3.0 to 4.0. Observe that o1 and o2 have the same value at the boundary
A[1] = 3.0, hence they together denote a continous function.
To prove the pattern is continuous. We completely unroll the loop. Each unrolled
iteration has the following form, with oi the output defined at the ith iteration.




Observe that the functions from both branches are continuous by themselves, and
they have the same value oi = A[i] at the boundary oi−1 = A[i]. We have encountered
a few more core patterns. They can be proved similarly.
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3.8 Empirical Evaluation
Our system consists of several components. A modified compiler, to instrument
programs to compute the hash values, is built on top of GCC. The sampling driver is
written in Python. Our system supports both C/C++ and Fortran.
Our experiments are performed on an Intel i7 2.70GHz machine with 4GB RAM
installed. We use SPEC CFP 2000 and one biochemical data processing program
(deisotope) as the benchmark set. Three programs from SPEC CFP 2000 are ex-
cluded. 189.lucas is a program that identifies prime numbers and hence uncertainty
analysis is not applicable. 177.mesa and 179.art are excluded as they take discrete
inputs. We have totally 12 programs (3 C and 9 Fortran). We randomly select the
uncertain inputs. For an uncertain input value v, we assume its error bound to be
[50%*v, 150%*v].
Table 3.2. Program characteristics.
program LOC pred. non-poly # of
order funcs in pred. segments
168.wupwise 5K -2 ∼ 2 cos, log, sqrt 1
171.swim 466 0 1
172.mgrid 463 -1 ∼ 2 abs, sqrt 1
173.applu 4K -1 ∼ 17 abs, sqrt 1
178.galgel 27K 2 abs, sqrt 100+
183.equake 2K -1 ∼ 3 sin, cos, sqrt 6
187.facerec 3K 2 abs, sin, sqrt 5
188.ammp 14K 2 sin, cos, sqrt 1
191.fma3d 60K -3 ∼ 6 sin, abs, sqrt 1
200.sixtrack 47K -1 ∼ 2 sin, abs, sqrt 1
301.apsi 7K -1 ∼ 14 sin, abs, sqrt 2 - 4
deisotope 2K 2 4
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Table 3.2 shows the basic characteristics of the programs. It includes the lines
of code, the order of predicate functions (regarding the uncertain input), the non-
polynomial mathematical primitives involved in these functions and the number of
(continuous) segments in the output curve. We acquire the predicate function orders
and the non-polynomial primitives through profiling.
As we can see from the table, a number of programs have high order predicate
functions. Note that, our profiler works by computing the order of the lhs value from
the orders of the rhs values. Hence, it has to approximate in some situations. Given
h(x) = (1/f(x))(g(x)) in which f(x) is a function of order 1 and g(x) of order 2, we
conservatively assume the result h(x) will have the order of 1. Moreover, most of the
programs have non-polynomial primitive functions involved, such as trigonometric
functions or square root. This supports our earlier discussion about the difficulty of
applying symbolic techniques to analyzing the path conditions.
Also observe that 7 out of the 12 benchmarks are continuous. However, it does
not mean our technique is not useful for them. Black-box MC approaches will have
difficulty in determining if there are small discontinous segments along the output
curve (case (c) in Fig. 3.1).
Monotonicity of Discrete Factors. In the first experiment, we study the mono-
tonicity of discrete factors. We check the changes of the monotonicity for each live
range of every discrete factor. We collect 1000 samples for each program using a
regular MC algorithm to conduct our study. Table 3.3 shows the results. Column 2
contains the number of discrete factors in each program. Some of the programs have
continuous cores so that their numbers are after excluding the predicates in the cores.
The “mono.” column shows the percentage of the discrete factors that are monotonic
in their live ranges. The “¬ mono. ∧ fixed-val” column presents the percentage
of the discrete factors that are not monotonic but always yield the same value after
discretization. The “¬ mono. ∧ diff-val” column presents the number of those that
are neither monotonic nor yielding the same discrete value. These are the cases that
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Table 3.3. Monotonicity of discrete factors.
program # d- mono. ¬ mono. ∧ ¬ mono. ∧ avg. live
factor fixed-val diff-val range
168.wupwise 0* - - - -
171.swim 0* - - - -
172.mgrid 0 - - - -
173.applu 52 100% 0 0 100%
178.galgel 3219K* 98.68% 1.32% 0 4.37%
183.equake 23043K 99.97% 0.03% 1 9.96%
187.facerec 1891K 94.46% 5.54% 1 7.42%
188.ammp 8070K 100% 0 0 100%
191.fma3d 1521 100% 0 0 100%
200.sixtrack 40364K 100% 0 0 100%
301.apsi 301333K 100% 0 0 2.94%
deisotope 121K 99.99% 0.01% 0 29.25%
*The numbers are after precluding continuous cores.
could lead to safety issues. The last column shows the length of live ranges as the
percentage of the entire error bound.
The discussion of the results can be found in Section 3.5. The results imply that
it is highly unlikely for our algorithms to miss samples when they cease to collect
samples due to identical hash values. There are only two potentially harmful discrete
factors being observed (one in each of 183.equake and 187.facerec), both predi-
cates. However, they did not cause any problem because there exists another predicate
(after the problematic predicate) that happened to have different branch outcomes at
the boundary of the non-monotonic live range of the problematic predicate functions,
entailing different hashes and thus more samples in between.
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Table 3.4. Efficiency of the basic (global) hashing and the slice based hashing. The
results are based on the greedy algorithm
program native
basic slice
time o/h # of smpls time o/h # of smpls
168.wupwise 2.05 2.14 4% 2 6.56 220% 2
171.swim 0.15 0.15 1% 2 0.36 142% 2
172.mgrid 3.31 3.32 0% 2 11.13 236% 2
173.applu 0.06 0.07 6% 2 0.23 271% 2
178.galgel 0.69 0.70 10% 416 3.34 384% 416
183.equake 0.20 0.21 6% 66 0.36 81% 66
187.facerec 1.23 1.25 2% 117 4.12 235% 12
188.ammp 2.72 2.73 0% 2 3.51 29% 2
191.fma3d 0.02 0.02 0% 2 0.06 200% 2
200.sixtrack 2.22 2.27 2% 2 12.60 468% 2
301.apsi 1.75 1.77 1% 167 9.02 415% 24
deisotope 0.02 0.02 0% 55 0.04 90% 20
AVERAGE 2.67% 231%
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Runtime Overhead and the Greedy Sampling Algorithm. The second ex-
periment is to evaluate the runtime overhead of the two hashing semantics. The
results are shown in Table 3.4. Columns 3-5 present the results for the basic (global)
hashing scheme. Observe that it is highly efficient (an average of 2.67% overhead for
each sample run).
Columns 6-8 present the results for the slice-based hashing scheme. Observe
that it is more expensive, with an average overhead of 231%. This is due to its
more heavy-weight instrumentation. Another reason is that we haven’t tried hard
to optimize our implementation yet. Observe that it makes differences on three
programs: 187.facerec, 301.apsi and deisotope. For deisotope, it reduces the
number of samples from 55 to 20, while still precisely exposes all the discontinuous
points. For 187.facerec and 301.apsi, the reductions are much larger (from 117 to
12 and from 167 to 24 respectively) and easily pay off the extra overhead.
The reason for not observing more beneficial cases for the slice-based approach is
that most of the benchmarks have very cohesive coding structure. They tend to have a
very small number of outputs, and most intermediate computation directly/indirectly
contributes to these outputs. We speculate for larger scale scientific programs, when
more functionalities are integrated into a program, we will have a better chance to
observe the benefit. Note that here we present the results of the two hashing schemes
only for evaluation and comparison purpose. As discussed earlier (in Section 3.6), we
have an easy method to predict which hashing scheme should be used and the user
is supposed to just apply one approach.
It is also worth mentioning that the overheads are not affected by the sampling
algorithms.
We observe that the greedy algorithm is very effective for most programs. For
those that are continuous in the entire input error bound, the algorithm was able
to identify that the hashes of the initial two sample runs are identical, it then stops
collecting more samples right away. Except 178.galgel, the discontinuous points of
all programs are precisely detected by both the basic and slice hashing schemes (i.e.
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each continous point is delimited by two samples with different hashes). This is not
surprising because according to the study of the monotonicity and Theorem 3.5.2, we
almost never miss discontinuous points when we stop collecting more samples due to
identical hash values.
Effectiveness of the Sampling Algorithms. In the third experiment, we study
the effectiveness of the three proposed sampling algorithms. We first collect 10000
uniform samples using a regular MC to acquire a very precise output curve, called
the ideal curve. Then we measure the error of the curves generated by the different
algorithms regarding the ideal curve as shown in Fig. 3.10. In this experiment, we
focus on the programs that have discontinuity.
Fig. 3.10. The shaded area between the two curves represents the error.
Table 3.5 shows the number of samples needed for each algorithm and the cor-
responding relative errors. A relative error is the error of the curve acquired by our
approach divided by the error of the curve generated by the same number of uniform
samples. For example, the relative error of 183.equake for the greedy algorithm is
0.11 means that the error of the curve with the 66 greedy samples is only 11% of
the error of the curve with 66 uniform samples. For the two-threshold algorithm, the
two thresholds are τl = 2% and τs = 0.1% of the error bound, equivalent to collect-
ing 50 and 1000 samples, respectively. For the fixed budget algorithm, because the
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Table 3.5. Effectiveness of the three sampling algorithms. |χ| is the number of




|χ| err |χ| err |χ| err
178.galgel 416 0.58 462 0.58 250 0.76
183.equake 66 0.11 101 0.07 50 0.35
187.facerec 71 0.50 102 0.54 50 0.45
301.apsi 24 0.80 76 0.26 40 0.40
deisotope 55 0.12 93 0.52 45 0.13
AVERAGE 0.42 0.39 0.42
curves of different programs are very different, we use roughly half the number of the
two-threshold samples as the budget.
From the results, we observe the following. All three algorithms are effectively
producing more precise curves compared to those generated by uniform sampling. In
some cases, the error of our approach is only 7% of the error of uniform sampling.
The relative error of 178.galgel appears not so impressive as the others. But we will
see from our later case study that the regular MC misses many discontinuous points
while we don’t. It is not reflected in the relative error because the missing segments
are so small that their contributions to the error are also small. The relative error
of 301.apsi is larger than others because the continuous segments are curvy and
our algorithms avoid collecting samples inside continuous segments. Note that our
algorithms anyway capture all the discontinuous points.
The greedy algorithm requires less number of samples compared to the two-
threshold algorithm and the relative errors of these two approaches are comparable.
Sometimes, the greedy algorithm has a smaller number of samples but larger relative
error (183.equake) because it does not collect samples in continuous segments such
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that its curve has a worse fit. Sometimes, the two-threshold algorithm has a larger
relative error even though it collects more samples (deisotope). The reason is that
the curve is simple enough such that even uniform sampling has low absolute errors.
To better understand the benefit of our algorithms, we gradually increase the
number of uniform samples from a number smaller than the samples of our methods
(say 50) to 10000 and depict the change of sampling precision (i.e. the error between
the approximate curve and the ideal curve) with respect to the number of samples.
We then project the results from our algorithms to such figures. The results are shown
in Fig. 3.11. In the figures, the y axis represents the precision with 0 denoting the
highest precision (with 10000 samples) and 1 the lowest precision (with 50 samples).
We can clearly see our approaches can achieve the precision of a high sampling rate
with the cost of a low sampling rate. For examples, in 178.galgel, with around 450
samples (both greedy and 2-threshold), we can achieve the precision of 1600 uniform
samples. For 183.equake, with 60 samples (greedy), we can achieve the precision of
600 uniform samples.
Effect of Different Uncertain Inputs. So far, our uncertain inputs are randomly
selected. In this experiment, we study the effect of selecting different uncertain inputs
and observe if our results still hold. We observe that for most of our programs, inputs
are uniform, e.g. they are elements of an array. Picking a different uncertain input
has little effect on the sampling results. For each program, we randomly selected
a few inputs and the results were more or less the same. The only exception is
301.apsi. Its input is not an array, but rather a set of parameters that have different
meanings. Since there are 39 different inputs in 301.apsi, we randomly pick three
of them, the samples generated by our greedy algorithms are 24, 167, 76, and the
corresponding relative errors are 0.80, 0.49, 0.26, respectively. Observe that our
methods are consistently better than MC approaches. For the majority of the cases,
the benefits are substantial. There is one case that the relative error is close to 1
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Fig. 3.11. The comparisons between our algorithms and uniform MC.
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Fig. 3.12. Curves plotted from the samples identified by different methods for program
178.galgel.
output is a simple function of that particular uncertain input such that even a regular
MC provides good approximation.
Case Studies. In the last experiment, we present our experience with a few cases.
Program 178.galgel is an interesting case, with which our algorithms generate
over 400 samples. Fig 3.12 shows the output functions computed by different ap-
proaches. Let us first focus on the actual curve that is generated by 10000 uniform
samples and supposed to be the oracle. The curve has many small missing segments,
but otherwise appears continuous. Observe in the zoom-in view, at around 120%,
those overlapping dots are essentially a sequence of tiny continuous segments sepa-
rated by missing segments. By inspecting the code, we observe that the program is
not stable for the inputs falling in missing segments. It fails to converge and produces
no result. Our algorithms are able to closely approximate the real curve. We also
collect 500 and 1000 random samples in uniform distribution for comparison. From
the zoom-in view, one can observe that a number of points are missing from the lower
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two curves. However, this is not the worst scenario. When using the traditional MC,
people may tend to begin with a small number of samples. Due to the fact that the
curve has very large continuous segments and the missing segments are often much
smaller, it is very likely that the missing segments are completely missed, leading
to wrong conclusions. These results clearly show the benefit of white-box sampling.
Observe from Table 3.4 that it only requires 416 samples (greedy) and has only 10%
overhead (basic).
Another example comes from the LC-MS (Liquid Chromatography Mass Spec-
trometry) process [75], which is an effective technique used in real-world cancer
biomarker discovery. A biomarker is a protein which undergoes changes in concen-
tration in diseased samples. To detect biomarkers, proteins from cancer patients and
normal people are labeled differently and digested into smaller pieces called peptides.
After the LC-MS process, each peptide would ideally lead to two peaks, or a doublet.
One of them corresponds to the normal peptide marked with a light label and the
other corresponds to the cancer sample marked with a heavy label. The intensity
ratio of the doublet indicates the relative concentration of proteins from which the
peptides were generated.
deisotope is a program carries out the data processing in LC-MS process. It takes
raw data from serum then produces the matching doublets with their intensities.
However, this program is highly sensitive to data uncertainty. A tiny variation
in the input may lead to different doublets being generated. Sample outputs are
shown in Fig. 3.13(a). The x-axis represents the variation of an input provided by
the scientist according to their experience (and thus uncertain) from 50% to 150% of
its original value, and the y-axis shows the computed intensity of outputted peaks.
We can observe that the intensity of the peaks changes substantially, leading to the
potential change of the biomarker. Or it may even disappear, meaning a different set
of doublets is generated.
Removing false positives caused by uncertainty is very critical since the results
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(a) Output variation over the input changes.






(b) Different curves plotted by white-box and traditional MC methods, with the
actual curve shown on the top.
Fig. 3.13. Case study of deisotope.
81
in wet-bench experiments. Sampling provides a reasonably low-cost method to inspect
the effect of uncertainty.
Without loss of generality, we select one of the peaks in the outputted doublets for
a close study. Fig. 3.13(b) shows the change of its intensity, by varying the uncertain
input from 100% to 150% of its original value. Observe with 20 samples, our technique
is able to precisely model the curve while a traditional MC with 30 samples cannot.
Observe that on the left, the traditional MC approach misses the small segment. This
corresponds to a missing doublet that causes an irrelevant protein being misclassified
as the biomarker.
3.9 Summary
In this chapter, we develop a white box sampling technique that allows scientists
to selectively and efficiently sample discontinuous points in output functions, given
input error bounds. It works by analyzing program execution. In particular, it ef-
ficiently hashes the values of certain program artifacts called discrete factors during
sample execution that are the root causes of the discontinuity in output. It then com-
pares the hashes of multiple runs to determine if additional samples are needed. We
propose two hashing schemes and three sampling algorithms with different tradeoffs
in precision and cost. We also carefully study their safety. For programs in which
control flow differences (across multiple sample runs) are intentional and hence do
not affect continuity, we use a profiler to identify such code regions and statically
prove that they are continuous so that we don’t need to hash their runtime values.
Our results show that the technique is very effective for real-world programs.
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4. ON-THE-FLY DETECTION OF INSTABILITY
PROBLEMS
In the previous two chapters, we have discussed our dynamic program analyses that
improve the efficiency of Monte Carlo methods in order to handle external errors. In
scientific computation, internal errors that are caused by floating point value repre-
sentation also pose a threat to output validity. Since the machine representation of
floating point values has limited precision, internal representation errors may be in-
troduced during program execution. These errors may get propagated and magnified
by the following operations, leading to serious problems, e.g., control flow path may
be undesirably altered and faulty output may be emitted – we call them instability
problems.
Due to the different nature of the problems, instability bugs that are due to inter-
nal errors cannot be handled by sampling methods, such as the techniques discussed
in previous chapters, since the error ranges are too small to be representable. In this
and the following chapters, we analyze the characteristics of floating point instability
problems and present our solutions. We leverage the observations that instability
problems caused by internal errors only occur in a very small portion of the entire
input domain and they are fundamentally inevitable. Based on such observations,
we develop lightweight on-the-fly predictors to predict instability problems in floating
point program executions.
4.1 Introduction
Modern data processing are realized through computer programs. But the ma-
chine representation of floating point values has precision limitations. When a value
cannot be precisely represented, an error is implicitly introduced. For instance,
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when reading an input number of 0.9997 into a 32-bit single precision variable, the
best representable value is 0.999700009822 · ··. We hence have an initial error of
−0.000000009822 · ··. When we add a very small value to a very large value, the
small value may be too small to make a difference in the represented result, leading
to an error. Such errors are propagated and accumulated, and eventually may lead
to serious problems when they become comparable to the program values.
Most existing techniques treat instability as bugs and focus on identifying buggy
statements so that developers can fix them. We observe that the input range in
which a floating point program is unstable is usually a very very small portion of
the input domain. In other words, even a naive implementation may work fine in
most cases. While this explains why many people are willing to stay with their
unstable implementations, it also suggests that using high precision computation [10]
or crafting a more stable implementation [70] may not pay off. With a traditional
view of debugging, one may argue that we should nonetheless fix an instability bug
despite its low probability to occur. However, different from traditional functional
bugs, we observe that instability bugs are fundamentally inevitable with the limited
precision of the machine representation. Using high precision computation or more
stable implementation could mitigate them, but are unlikely to fix them completely
(we will further elaborate this observation in Section 4.2). Fortunately, compared to
functional bugs, instability bugs are predictable. Evidence can be collected during a
floating point program execution to predict if the execution is stable.
Moreover, many existing techniques are too expensive to be used on-the-fly for
real world tasks. For example, the state of the art technique using high precision [10]
causes 167–1016 times slowdown.
Hence, we argue that to tackle instability problems, instead of following the tradi-
tional way of finding and fixing bugs, we shall develop efficient prediction technique
that runs together with the original program. Upon detecting a potentially unstable
execution, the execution should be automatically restarted with a higher precision.
This approach avoids paying the substantial overhead of high precision computation
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for most inputs, and saves the human efforts in developing more stable implementa-
tion, which may not be feasible in many cases.
In this chapter, we develop a stability predictor that is practically conservative,
sufficiently precise, and much more cost-effective compared to using high precision
libraries (HPL) [10]. The technique does not explicitly compute errors as doing so
incurs high overhead. Instead, it detects possible places where an error becomes
substantially inflated regarding the corresponding value, and then tags the value
with single bit to denote that it has an inflated error. It then tracks inflation bit
propagation, taking care of operations that may cut off such propagation. It reports
instability if any inflation bit reaches a critical execution point, such as a predicate,
where the inflated error may induce substantial execution difference, such as following
different execution paths.
In summary, our contributions of this chapter are as follows.
• We analyze the characteristics of floating point instability bugs and disclose
their differences from functional bugs. Such differences serve as the basis of our
work.
• We propose a novel online prediction technique. The technique approximates
errors with single bits to allow efficient representation and propagation. Its low
cost compared to existing techniques allows us to screen out stable executions,
which are the most common cases, while its conservativeness allows us to still
capture all the true instability problems in practice.
• We study the completeness and the soundness of the technique.
• We have overcome a number of challenges when applying the technique to real-
world programs, including handling specific floating point programming pat-
terns that could introduce a lot of false warnings, e.g. convergence tests in
iterative methods.
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• Our evaluation shows that the predictor is very effective. With threshold
τc=48
1, it can correctly determine over 99.999996% of the input space is stable
with 691% overhead on average, which is 14 times cheaper than a high-precision-
always system such as [10]. Even with a more conservative threshold (τc=36),
it can still correctly detect over 99.9997% of the input space is stable. With
τc=48, our technique reports instability for 7.5-93 times more inputs compared
to the ground truth, due to its conservativeness, which however only counts as
1.5E-11% - 3.3E-6% of the input domain.
4.2 Motivation
Consider the example in Fig.4.1(a). Mathematically, the code snippet computes
z = (x−1)4 (in its expanded form) and makes decision according to the result at line
4. Assume that the input value is x = 1.84089642. In the ideal world, it produces
z = 0.5000000112886329660976, and thus prints “hit” at the end. However, when we
execute it on a 32-bit x86 machine, we get “miss” instead as some of the intermediate
values cannot be precisely represented. The representation errors get propagated and
enlarged, and eventually falsify the branch outcome at line 4. A plausible solution
is to use data types with higher precision as in Fig.4.1 (b), in which the previous
single-precision variables are refined with the double-precision type. The modified
program produces the expected result with the original input. However, it produces
wrong outputs with two other slightly different inputs x = 1.8408964152537146 and
x = 1.8408964152537148. In fact, such unstable cases can always be found for any
finite precision.
Another solution is to devise a numerically stable version of the underlying al-
gorithm, as in Fig.4.1 (c). It produces correct output for some inputs that induce
wrong outputs in Fig.4.1 (a) and (b). For instance, it produces the correct result






















Fig. 4.1. Various code snippets that compute z = (x− 1)4.
for x = 1.8408964152537148. However, it remains problematic for some other inputs
including x = 1.8408964152537146.
To further study the effect of these improvements on precision, we execute the
three versions with a large number of input samples that are evenly distributed within
the range from 0.0 to 2.0, with the interval of 1E-16. A sample run is considered
problematic if its output differs from the ideal one that is emulated using the high
precision library (HPL) [10]. We then count the number of problematic cases. These
numbers represent the precision of the corresponding versions. Fig.4.2 shows the
results, with wave-lines representing the problematic cases. Observe that the majority
of the problematic runs occur around the intersections of the curve y = (x − 1)4 −
0.5, which is the mathematical function of the predicate at line 4, and the x -axis.
We zoom-in one of the two intersections, namely [1.84, 1.85]. Out of the 100,000
billion samples in this range, there are about 3 billion problematic samples for the
single-precision version in Fig.4.1 (a). The number gets down to 8 for the double-
precision version in Fig.4.1 (b). Two problematic cases are still observed with the
stable approach in Fig.4.1(c).
Observations. Based on the previous discussion, we summarize the characteristics
of the instability problem as follows.
• The instability problem cannot be completely evaded by using more precise











Fig. 4.2. Problematic ranges for versions in Fig.4.1.
overhead. Developing a more stable implementation requires in-depth under-
standing of the program and a lot of human efforts. In many cases, such more
stable implementation may not be easily achievable.
• A floating point program only suffers from the instability problem for a very
small input range. Consider Fig.4.2. Even the implementation with the lowest
precision, i.e. case (a), only causes problems with the likelihood of 0.003%
within the small input sub-range [1.84, 1.85]. It works properly for most inputs.
This partially explains why there are so many unstable programs being used in
reality. For example, we observe that four of the SPEC programs we analyzed
are unstable. Detailed results are presented in Section 4.7.2.
• For a deterministic functional bug, a program must fail given the same failure
inducing input. In contrast, given a particular input that leads to instability
in a floating point program, we can evade the problem for the particular input
using more precise data types and operations, which can be done automatically.
• Instability problems are predictable. For example, a very straightforward sign
of such problems is that some of the internal computations have a value very
close to zero, such as the subtraction entailed by the comparison at line 4 in
Fig. 4.1.
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Solution Overview. Hence, instead of testing/analyzing a program exhaustively to
expose potential instability problems caused by representation errors and fixing them
like fixing functional bugs, as advocated in existing work [10,16,21,70], we propose to
develop an efficient runtime detection technique to predict on-the-fly if an execution is
stable in the presence of representation errors. If not, the user could choose to restart
the program execution with the high precision support. It avoids using high precision
all the time, which is very expensive, leveraging the observation that low precision
suffices most of the time.
The basic idea is to monitor program execution and detect instruction executions
that lead to substantial growth of relative error, i.e. the ratio between an error and
its corresponding value. Such detection is performed without explicitly computing
errors because doing so is very expensive. Instead, it is approximated by observing
the operand and result values of an operation, especially their exponents. Intuitively,
if the operands have large exponents but the result has a small one and the differences
exceed a threshold, we consider the relative error has encountered an inflation. The
subtraction at line 4 in Fig. 4.1 is an example for such operations. In practice, these
operations occur quite often while only very few of them really cause problems. In
most cases, the inflated relative errors are suppressed/masked during execution such
that they cannot cause any problems. For example, if a small value with an inflated
relative error is added to a large value, the relative error is suppressed, because the
relative error of the result returns to a very low level. Hence, our technique not
only detects error inflation, but also tracks propagation of inflated relative errors
and checks if they can reach critical execution points, e.g. predicates, without being
suppressed. Note that when an inflated error reaches a predicate, it may induce a
different execution path, leading to undesirable outcome, as illustrated in the example.
If our technique detects that an inflated relative error can reach any critical execu-
tion point, the execution is flagged as unstable. The technique provides the capability
of automatically switching to executing a high precision version of the program, which
is automatically generated at compile time.
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4.3 Problem Definition
Our goal is to develop a cost-effective technique to determine if an execution is
stable in the presence of representation errors. According to the previous discussion,
representation errors are inevitable due to the limited precision in computation. How-
ever, in most cases, they are not substantial enough to cause any problems. Therefore,
we first need to define the criterion when such errors become un-acceptable. In exist-
ing work [10,21], this is usually determined by observing final output errors. However,
it remains difficult to determine how much output difference should be considered un-
acceptable.
In this chapter, we define an execution is unstable if the actual execution (with


















Fig. 4.3. Discrete difference examples.
Discrete differences are differences of discrete types, such as int and bool. Sample
discrete differences include control flow differences and array index differences. An
execution is unstable if its control flow in the actual world is different from that
in the ideal world; or an array index generated by a type cast of a floating point
value has different values in the two worlds. The intuition is that if we consider the
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output of an execution as a mathematical function over inputs, the function becomes
discontinuous, or has different continuous forms in the input space, due to discrete
differences. Consider the examples in Fig. 4.3. In (a), if y is very close to 1.0, the
representation error may change the branch outcome so that the mathematical form
of the output could be either z = x + 1.0 or z = x − 1.0. In (b), if f(x) is very
close to 1.0, the representation error may cause i = 0 or i = 1. Consequently, the
mathematical form of the output could be either z = 1.0 ∗ x or z = 2.0 ∗ x.
Besides places that may have discrete differences, there are some mathematical
functions that are intrinsically discontinuous so that small input changes could also





, · · ·. When x is around those values, representation errors could cause sub-
stantial output differences. In practice, we observe that programmers usually insert
predicates to guard these functions against discontinuous inputs, to avoid uncontrol-
lable output variations. As a result, the discontinuity manifests itself as discrete
difference of the predicate. Hence, our discussion will focus on discrete differences.
The problem statement, however, implies expensive detection techniques as it
requires detecting any changes in the discrete domain of a program execution. With
the concept of discrete factors introduced in Section 3.2, we can simplify the problem
statement to make it more tractable. A discrete factor is an operation that has floating
point values as operands and produces a discrete value as result. Discrete factors are
the interface between the continuous and the discrete domains. Since representation
errors originate from the continuous domain, they can only cause discrete differences
by inducing different discrete values at discrete factors. As a result, we only need
to monitor execution of discrete factors instead of all program artifacts with discrete
types. Therefore, we have the following refined problem definition.
We consider an execution unstable if the errors of the floating point operands at
any discrete factor are large enough to induce a different discrete value.
As such, we only need to detect discrete differences at discrete factors.
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Floating Point Representation and Errors Since representation precision lim-
itations are the root cause of the instability problem, we take a brief review of the
floating point representation.
According to the standard of the 32-bit single precision floating point format
representation defined in IEEE 754 [37], a decimal value f is represented as follows.
f = (1− 2s)× (1 +m× 2−23)× 2e−127
Variable s is the sign bit (zero or one), m is the significand, which is also called
mantissa, and e is the exponent. Fig. 4.4 shows this representation.
Sign (1bit)
31 030 23 22
Exponent(8 bits) Significand (fraction, 23bits)
s e m
...
Fig. 4.4. Floating point representation.
Observe that there are 8 exponent bits denoting the exponent range [-127,128].
There are altogether 24 mantissa bits, including a hidden leading bit of “1”, so that
any values that require more significand bits to represent cannot be precisely repre-
sented.
Table 4.1. Definitions.
x, y, z: 32-bit single precision floating point program variables so that
their precision is limited by the format specification.
xˆ: the precise value of x (with infinite precision).
∆ˆx: the error of x (with infinite precision).
∆x: the relative error of x.
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During execution of a floating point program, errors are generated and propa-
gated as follows. Floating point constants in the source code may not be precisely
represented such that initial errors are introduced at compile time. At runtime, when
floating point values are loaded from files or the standard input, they are usually con-
verted from strings so that representation errors may also be introduced. As shown
in Table 4.1, we denote the value of a variable x in the ideal world (with infinite
precision) as xˆ. The symbol x also denotes the value in the actual world (with error).
Hence, we have xˆ = x+ ∆ˆx.
The initial errors are further propagated to the internal of program execution
through operations. In particular, the error of the result of an operation includes
those inherited from the operands, and the representation error of the result value
itself.
For example, assume two variables x and y with errors.
zˆ = xˆ+ yˆ = (x+ ∆ˆx) + (y + ∆ˆy) = (x+ y) + (∆ˆx + ∆ˆy) (4.1)
The sub-expression x + y denotes the addition in the actual world and ∆ˆx + ∆ˆy
denotes the inheritance of the operand errors. Note that it is possible that the results
of the two sub-expressions themselves cannot be precisely represented so that further
representation errors are introduced.
Explicitly monitoring errors requires representing and computing errors that are
usually in a very small scale, which is expensive. Therefore, we introduce the notion
of relative error.
Definition 4.3.1 The relative error of a variable x, denoted by ∆x, is computed as
|∆ˆx/x|.
Given a discrete factor x > y, if the relative error of x− y is larger than 1.0, the
factor may have different discrete outcomes in the actual world and the ideal world.
This is because the error of x− y is larger than x− y itself and may have a different
sign. As such, the relational expression (x− y > 0) has a different boolean outcome.
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For a discrete factor i = (int)x, if the relative error of x− (float)i has a larger than
1.0 relative error, the factor may have different discrete outcomes as well.
One can easily infer from the floating point format representation (Fig. 4.4) that
an initial relative error, i.e. the relative error of a constant or an input v, is bounded
by 1/2(# of mantissa bits of v)-1 because the error is bounded by the value represented
by the least mantissa bit. As we will show later, floating point operations except
subtractions (or additions of operands with opposite signs) lead to no growth or very
slow growth of relative errors. It is unlikely that they can grow so large (e.g. larger
than 1) over time to induce discrete differences. Instead, most unstable executions
have involved sudden inflation of relative errors caused by subtractions (or additions
of operands with opposite signs).
According to the IEEE 754 standard, the result of an subtraction/addition needs
to be normalized by left-shifting, to remove the leading zeros after the operation.
The relative error inherited from the operands thus get inflated during this process.
Assume a subtraction operation x − y. After the operation, the significand bits are
left-shifted by d bits, the relative error inherited from the operands, (∆ˆx−∆ˆy)/(x−y)
may very likely become 2d times larger than the relative errors of x and y, because
x − y is 2d times smaller than x or y, suggested by the left shifting. The d left-
shifted bits are also called the cancelled bits [47]. Note that cancelled bits can be
cost-effectively monitored by comparing the exponents of the computation result and
the larger operand, particularly, d = max(ex, ey) − ex−y, with ex the exponent of x.
An example can be found in Section 4.4.
Therefore, our technique is based on detecting inflation of relative errors by mon-
itoring cancelled bits of each operation.
4.4 Propagation of Relative Errors
Detecting relative error inflation alone is not sufficient. A simple approach that
detects occurrences of cancellation [47] reports instability for any execution of a few
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SPEC CFP programs according to our study. This is because cancellation is common
even in stable executions. We observe that a lot of inflated errors are not problematic
because they are suppressed by other operations in the following execution. For
example, in 183.equake, a lot of cancellations originate from an expression c+=a-b
inside a loop when a and b are very close. However, the errors from a-b are always
suppressed by the large value of c, i.e. the inflated relative error by a-b becomes
trivially small after the addition with the large c. Hence, a key step in our technique
is to monitor propagation of inflated errors to determine if they can be propagated
to a discrete factor and cause discrete differences, without being suppressed.
Due to the efficiency concern, we cannot afford computing the true relative errors
and monitoring their changes during execution. Instead, we develop a cost-effective
algorithm to abstract the process. In particular, we tag a value with an inflation
bit when we observe the relative error of the value is inflated by cancellation. We
develop a set of rules to propagate the inflation bits. These rules respect the semantics
regarding relative errors such that during an operation, a result value inherits the bit
from its operand(s) if and only if the operation does not suppress the error. In this
case, the relative error of the result is comparable to that of the operand.
Program P ::= s
Stmt s ::= s1; s2 | skip | x := e | x = f2i(y) | x = y ./ 0 |
while x do s | if x then s1 else s2 | fail
Expr e ::= x | v | e1 op e2 | sin(e)
BinOp op ::= + | − | ∗ | /
V alue v ::= n | r | b
V ar x ∈ Identifier n ∈ Z r ∈ Real b ∈ Boolean
Fig. 4.5. Language.
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Language. To facilitate formal discussion, we introduce a kernel language. The
syntax is presented in Fig. 4.5. We model three kinds of discrete factors: the type
cast from a floating point value to an integer f2i, relational operations that are nor-
malized to y ./ 0, with ./ denoting a relational operator, and discrete mathematical
library functions. We normalize relational operations to study the real values (not
the boolean values) involved in these expressions. Such values are explicitly denoted
by y after normalization. For instance, a conditional statement “if t < 1.0 ...” is
normalized to “y := t− 1.0; x = y < 0; if x”. It allows us to explicitly reason about
the value of y and its error.
We model three kinds of values, i.e. integer, real, and boolean, and the commonly
used binary operators. We model one mathematical function sin() to demonstrate
how we handle library functions.
Operational Semantics. The semantics is presented in Fig. 4.6. The expression
rules have the form of σ,Γ : e
e−→ e′ , with store σ and error store Γ. The error
store indicates if a variable is holding a value with an inflated relative error, that is,
the ratio between the actual error and the value is large. The resulting value of an
evaluation is tagged with the inflation bit. The evaluation of a variable yields the
value from the store, tagged with the bit from the error store. The evaluation of a
value yields the value itself tagged with F , meaning its relative error is small.
The result of the addition of two values tagged with T (i.e., with inflated errors)
is also tagged with T . Intuitively, if both operands have significant errors, the re-
sulting error of the addition is also significant (Rule [ADD-TT]). According to Rule
[ADD-TF], if one operand v1 is tagged with T and the other v2 tagged with F , the
exponents of the two operands are compared. If the exponent of v1, denoted as ev1 is
much smaller than ev2 , particularly when their difference is larger than a pre-defined
threshold τs, the tag of the result value is set to F . Intuitively, this corresponds to
when a value with an inflated error is added to a much larger value with a trivial
error, the inflated error is suppressed. Rule [ADD-FT] is similar.
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E ::= E; s | [·]s | x := [·]e | if [·]e then s1 else s2 | [·]e op e |
v op [·]e | x := f2i([·]e) | x := [·]e ./ 0 | sin([·]e)
Definition:
Store σ : V ar → V alue ErrStore Γ : V ar → Boolean
ex, sx: the exponent, and the sign of x respectively.
vb: b indicates if a value v carries an inflated relative error.
Expression Rules σ,Γ : e
e−→ e′
σ,Γ : x
e−→ σ(x)Γ(x) σ,Γ : v e−→ vF
σ,Γ : vT1 + v
T
2
e−→ (v1 + v2)T [ADD−TT]
σ,Γ : vT1 + v
F
2
e−→ (v1 + v2)b where b = ¬(ev2 − ev1 > τs) [ADD−TF]
σ,Γ : vF1 + v
T
2
e−→ (v1 + v2)b where b = ¬(ev1 − ev2 > τs) [ADD− FT]
σ,Γ : vF1 + v
F
2
e−→ (v1 + v2)b where b = (max(ev1 , ev2)− ev1+v2 > τc)
[ADD− FF]
σ,Γ : vb11 ∗ vb22 e−→ (v1 ∗ v2)b3 where b3 = b1|b2 [MULTI]
σ,Γ : sin(vb)
e−→ vb11 where v1 = sin(v), and
b1 =

T |cos(v) · v /sin(v)| > 2τc
F |cos(v) · v /sin(v)| < 2−τs
b otherwise
[SIN]
continued on next page
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continued
Statement Rules σ,Γ : s
s−→ σ′,Γ′, s′
σ,Γ : x := vb
s−→ σ[x 7→ v], Γ[x 7→ b], skip
σ,Γ : skip; s
s−→ σ, Γ, s
σ,Γ : x := f2i(vT )
s−→ σ, Γ, fail
σ,Γ : x := f2i(vF )
s−→ σ, Γ, fail if (ev − ev−(int)v > τc)
σ,Γ : x := f2i(vF )
s−→ σ[x 7→ (int)v], Γ[x 7→ F ], skip otherwise
σ,Γ : x = vT ./ 0
s−→ σ, Γ, fail
σ,Γ : x = vF ./ 0
s−→ σ[x 7→ v ./ 0], Γ[x 7→ F ], skip
σ,Γ : if bT then s1 else s2
s−→ σ, Γ, fail
σ,Γ : if TF then s1 else s2
s−→ σ, Γ, s1
σ,Γ : if FF then s1 else s2
s−→ σ, Γ, s2
σ,Γ : while x do s
s−→ σ, Γ, if x then s;while x do s else skip
Global Rules σ,Γ, s → σ′,Γ′, s′
σ,Γ : e
e−→ e′
σ,Γ, E[e]e → σ,Γ, E[e′]e
σ,Γ : s
s−→ σ′,Γ′, s′
σ,Γ E[s]s → σ′,Γ′, E[s′]s
[G-EXPR] [G-STMT]
Fig. 4.6. Operational semantics.
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If both operands are tagged with F , we test if the addition causes any cancelled
bits. If the number of cancelled bits is larger than a pre-defined threshold τc, we
consider there is an inflation of the relative error associated with the result value and
tag the result with T . In later sections, we will study the soundness and completeness
of the semantic rules and the effect of threshold selection. Subtractions are handled
in a way similar to additions and thus their rules are omitted.
For multiplications, the tag of the result is the disjunction of the tags of the
operands (Rule [MULTI]). Intuitively, multiplying a value v1 with a significant error
with another value v2 enlarges both the value and its error with the same factor and
hence the relative error remains the same. Divisions are similarly handled.
For the library function sin(), since the function behaves differently with different
inputs, i.e. sometimes small input errors induce large output changes whereas in other
cases, large input errors induce trivial output differences, we have to tag the result










cos(x)× (∆x × x)
sin(x)
From the above equation, we can observe that the inflation of the relative error is
∆sin(x)/∆x = cos(x) · x/sin(x). According to Rule [SIN], if the inflation factor is
larger than 2τc , which corresponds to having more than τc cancelled bits, the tag is set
to T . Observe that in some cases, the inflation factor can be smaller than 1 and close
to 0, in such a case, it suppresses the operand error instead. Therefore, if the factor
is smaller than 2−τs , with τs the threshold for suppression in Rules [ADD-TF/FT],
the tag is reset to F . For other cases, the operand tag is propagated to the result.
We handle other mathematical library functions in a similar fashion. Note that the
input ranges that cause the different behavior can be pre-computed based on the
thresholds so that we simply determine if the operand value falls in these ranges at
runtime, without performing the expensive trigonometric function evaluations.
For an assignment statement, the value is saved in the store and the corresponding
tag is saved in the error store. If the assignment is a type cast, depending on the
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tag and the value, the statement is evaluated differently. More specifically, if the
floating point operand is tagged with T , meaning that the relative error is significant,
discrete differences may be induced. Hence the execution is considered unstable. If
the operand is tagged with F , but the value is very close to the boundary of a discrete
value, which can be detected by observing the cancelled bits of (v-(int)v), discrete
differences may be induced and the execution is considered unstable. If the right-
hand-side (RHS) of an assignment is a relational operation v ./ 0, the execution is
considered unstable if v is tagged with T . The predicate in a conditional statement
is similarly handled.
The global rules are standard.
Example. Table 4.2 shows the propagation of relative errors in part of 183.equake.
The code snippet computes the determinant det for a given Jacobian matrix in a.
Two separate executions are presented. In Execution 1, some of the values in array
a have been tagged with T upon entering the function, denoted as shaded cells. For
example, a[0] and a[1] at lines 1 and 2, respectively, hold inflated relative errors from
previous computation. Since their values are very small, the relative errors ∆a[i] are
very large, inf in both cases (with double precision). As a result, the computation
results at lines 1, 2, and 3 also carry inflated errors, and thus are tagged with T as
well according to Rules [MULTI] and [ADD-TT]. The errors get suppressed at line
5 because of Rule [ADD-TF], where the operand det tagged with T is added to a
large value t2 tagged with F .
In Execution 2, initially values in array a are all tagged with F . Cancelled bits
are detected during the computation at line 3 by Rule [ADD-FF]. The two operands
and their relative errors are as follows2.
det = 22.1090526719999829..., with ∆ˆdet = 1.3E−15. t1 = −22.109052671999997...,
with ∆ˆt1 = −1.1E − 15.
2Note that our technique does not compute actual errors or relative errors. Here we present error

























































































































































































































































































































































































































































































































































































































































































When performing det + t1, there are 50 cancelled bits. The result is det =
−0.0000000000000142..., with ∆ˆdet = 1.8E − 16 and ∆det = ∆ˆdet/det ≈ 0.013, which
is roughly 250 times of the relative errors of the operands. Note that ∆det∗250 ≈ 0.068
and ∆t1 ∗ 250 ≈ 0.056.
The inflated error is propagated afterwards, which eventually flows into the dis-
crete factor at line 9. The execution is hence considered unstable.
4.5 Soundness and Completeness
In Section 4.3, we define the problem as detecting if errors can induce discrete dif-
ferences at discrete factors. In this section, we discuss the soundness and completeness
of our method regarding the problem definition. Recall that we use inflation bits to
approximate significant relative errors. As a result of the approximation, the pro-
posed technique is neither sound nor complete. Next, we discuss the conditions that
affect completeness and soundness. Note that we will show in Section 4.7 that with
appropriate threshold settings, the technique does not miss detecting any unstable
executions in practice, and the input subranges in which instability is detected are
trivial compared to the whole input ranges.
The discussion consists of two parts. The first one discusses the essence of can-
celled bits and the second part discusses the propagation rules.
4.5.1 The Essence of Cancelled Bits
Cancelled bits have been used as an indicator for instability in existing works [10,
47], in which executions are considered unstable if there is any operation causing a
large number of cancelled bits. However, this causes a lot of false warnings because
a lot of inflated errors are suppressed and thus do not cause any problems. Hence in
our approach, we only use them to detect inflation of relative errors, and we further
track the propagation and suppression of inflated errors. In the following, we discuss
a few issues critical to our method.
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I1: Cancelled Bits May not Mean Relative Error Inflation. Consider a
subtraction x − y. The relative error of the result is |(∆ˆx − ∆ˆy)/(x − y)|. The
occurrence of d cancelled bits during the subtraction means that x − y is around 2d
times smaller than the maximum of x and y. If |∆ˆx − ∆ˆy| has an exponent close to
that of ∆ˆx or ∆ˆy, the result’s relative error is around 2
d times larger than that of the
operand. However, observe that if ∆ˆx − ∆ˆy is close to 2d times smaller than ∆ˆx and
∆ˆy, which is similar to having close to d cancelled bits if ∆ˆx − ∆ˆy were performed
with finite precision, the inflation does not happen. In practice, the event of ∆ˆx− ∆ˆy
being 2d times smaller is independent of the event of x − y having d cancelled bits,
as ∆ˆx and ∆ˆy are mainly caused by precision limitations. It is hence unlikely these
two events happen simultaneously.
However, we do observe this becomes problematic in some rare cases, particularly
when x and y are semantically equivalent. It means x and y are computed from the
same inputs, through the same/equivalent sequences of operations, even though they
may be computed separately. In this case, x = y and ∆ˆx = ∆ˆy. Our technique will
detect a large number of cancelled bits caused by x− y. However, there is no relative
error inflation.
Fig. 4.7 shows one example from 187.facerec. It scans a large image to locate
the part that is the most similar to a small image. The best fit position with the
highest similarity is recorded in pos. The algorithm has two rounds. In the first round
(lines 1-6) it iterates through each position at a given stride and identifies the best
fit position. Then it performs the second scan (lines 9-14) around the best position
found in the first round, but at a smaller stride. During this process, it is likely that
variables current and similarity have exactly the same value (and the same error)
in the predicate at line 12, when pos identified in the first round coincides with LLX
and LLY at line 11. In this case, current and similarity are semantically equivalent,
as they are from the same inputs and go through the same sequence of operations.
The cancellation does not lead to any relative error inflation.
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/* first scan with grid spacing given by Step */
pos = (0, 0); similarity = 0.0;
1 for (LLY = StartY; LLY <= EndY; LLY += Step) {
2 for (LLX = StartX; LLX <= EndX; LLX += Step) {
3 current = GraphSimFct (LLX, LLY, ...);
4 if (current > similarity) {
5 similarity = current; pos = (LLX, LLY);
6 } } }
/* second scan around best position found previously */
7 StartY = pos(2)-((Step+1)/2); EndY = ...;
8 StartX = pos(1)-((Step+1)/2); EndX = ...;
9 for (LLY = StartY; LLY <= EndY; LLY += Scale) {
10 for (LLX = StartX; LLX <= EndX; LLX += Scale) {
11 current = GraphSimFct (LLX, LLY, ...);
12 if (current > similarity) {
13 similarity = current; pos = (LLX, LLY);
14 } } }
Fig. 4.7. Pseudocode snippet from 187.facerec.
Note that we cannot simply preclude all addition/subtraction operations that yield
0 because if x and y are not semantically equivalent, x− y = 0 means large inflation.
In fact, this is the common case.
I2: Only Addition and Subtraction Can Cause Inflation. According to the
operational semantics in Fig. 4.6, we only detect cancelled bits in addition and sub-
traction operations. It is hence important to show that other binary operations cannot
cause inflation. In the following discussion, we assume two variables x and y with the
same sign, and ∆x = ∆y = τ for simplicity. Note that ∆x = |∆ˆx/x|.
For multiplication x ∗ y, we have the following.
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xˆ · yˆ = (x+ ∆ˆx) · (y + ∆ˆy) = x · y + x · ∆ˆy + y · ∆ˆx + ∆ˆx · ∆ˆy
∆x·y = | xˆ·yˆ−x·yx·y | = |x·∆ˆy+y·∆ˆx+∆ˆx·∆ˆyx·y |
6 |x·∆ˆy







Observe that normally the sub-expression [1] in the above formula is orders of
magnitude smaller than the other two sub-expressions and hence can be ignored.
Moreover, since | ∆ˆy
y
| = ∆y = τ and | ∆ˆxx | = ∆y = τ , we have
∆x·y 6 ∆x + ∆y = 2τ
It shows that the growth of the relative error in multiplication is normally bounded
by a factor of 2. In practice, the growth is usually much smaller than 2.
















Note that since τ is a very small number, usually slightly larger than 0, the growth
factor of the relative error is a number slightly larger than 1.
Consider addition (of two operands with the same sign).
∆x+y =
|(x+ ∆ˆx + y + ∆ˆy)− (x+ y)|
|x+ y| =
|∆ˆx + ∆ˆy|
|x+ y| ≤ τ
The relative error does not grow.
Therefore normally relative errors can only get inflated by subtractions (or ad-
ditions of operands with different signs). Note that even in subtractions, if the two
operands are not very close, inflation does not happen either.
I3: Unstable Executions Always Involve Inflation In Practice. An impor-
tant question is whether inflation (i.e. evidenced by a large number of cancelled
bits) is a necessary condition of unstable execution. In theory, it is not true as er-
rors can gradually aggregate through operations and eventually become comparable
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to the corresponding values, leading to discrete differences. Such examples can be
constructed. However, in the programs we have studied, we haven’t encountered any
case in which an unstable execution is caused by incremental growth of errors (i.e.
without the presence of inflation)3. The reasons are as follows. The growth of errors
is usually very slow without inflation based on our above discussion in I2. Moreover,
error aggregation may enlarge or diminish errors.
4.5.2 Soundness and Completeness of Propagation Rules
The semantic rules in Fig. 4.6 are unsound due to the approximation. For instance,
upon the addition of two operands tagged with T , the result value is always tagged
with T (Rule [ADD-TT]). If the two operands are semantically equivalent except that
they have different signs, their errors will be exactly the same but with different signs.
Consequently, they cancel each other out. However, this cannot be detected by our
approximation. Also, according to the rules for type cast and relational operations,
we consider an execution unstable if a T tag can reach a discrete factor. However, a
significant relative error (as indicated by T ) does not necessarily induce any discrete
difference. It also depends on the signs of the actual error and the value. For instance,
assume a value v in the actual world is slightly larger than 0.0. A type cast to the
integer domain gets 0. If ∆ˆv has a positive sign, even though it is comparable to the
value, it does not cause discrete difference between the actual world and the ideal
world. Unfortunately, it is infeasible to track signs without computing explicit error
values.
In practice, the completeness of our technique is largely affected by the conser-
vativeness of the two thresholds τc and τs. Recall that τc decides the occurrence of
inflation and τs determines if an inflated error is suppressed when a smaller operand
with T tag is added to a much larger operand. The two thresholds are currently
3We used the high precision library (HPL) to precisely compute the error for each value encoun-
tered during execution. For each discrete difference observed by the HPL method, we could always
backtrack to an inducing inflation (with τc=48).
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configured based on our experience. In Section 4.7, we study the effect of different
threshold configurations empirically. Our experiment shows that when appropriate
thresholds are set, our technique does not miss any unstable executions.
Fig. 4.8. An example for missing unstable execution. In the ideal world, a = 0,
x = 0.5 and hence y = T , which is different from the actual world result in (b).
However, our approximation cannot catch the instability problem. Symbol 1.2 means
the second sub-step in statement 1.
However, since our technique only uses one bit to approximate error related infor-
mation for a value, there are cases in which even conservative thresholds fail to catch
unstable executions. Consider the example in Figure 4.8. According to Rule [ADD-
TF], the propagation is cut off at step 1.3 when the smaller value 0 with inflation is
added to the large value 1 without inflation. As a result, the execution is considered
stable although y has a different boolean value from that in the ideal world. The
root cause is that the single inflation bit is insufficient to model that the actual error
is much larger than the value 0 at step 1.3. A scheme that tags a value with more
bits and has more sophisticated propagation rules may mitigate this problem. We
will leave it to our future work. In our empirical study, we haven’t encountered such
cases.
4.6 Handling Practical Challenges
A fundamental assumption of our technique is that an execution is unstable if
errors can cause discrete differences. The intuition is that discrete differences leads
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to different forms of the output mathematical function such that output values have
discontinuous differences. However, due to the flexibility of modern programming
languages and the nature of certain computation, discrete differences may not always
lead to discontinuous output differences.
Continuous Cores Continuous core was defined in Section 3.7 and in [6] as a
program region (usually a conditional statement and its branches) in which control
flow variations do not cause output discontinuity. In our context, we should not
consider an execution unstable if errors cause (discrete) control flow differences inside
continuous cores.
Fig. 4.9 (a) shows a continuous core code snippet from [6]. It returns the maximum
value of an array. Note that while [6] focuses on studying the effect of continuous
cores on external input uncertainty, we focus on their effect on execution stability in
the presence of internal representation errors. In the former case, input errors are
usually large enough to be representable, sometimes comparable to the input values,
whereas representation errors are introduced because they are not representable. In
the example, assume an array A[0 − 2] = {1.0, 2.00000000001, 2.0}. Observe the
comparison A[1] < A[2] at line 3 (in the second iteration of the loop with o ≡ A[1]) in
the actual world. The subtraction A[1]−A[2] causes a large number of cancelled bits.
The relative error is hence considered inflated. It is propagated immediately to the
predicate at line 3, which is a discrete factor. Hence, according to our semantics, the
execution is considered unstable because a different branch outcome may be taken in
the ideal world.
However, the execution is stable. Because even if the predicate has different branch
outcomes in the two worlds, A[1] and A[2] are so close to each other that selecting
either one has little effect on the rest of the execution. Particularly, The relative error
of the output value o is essentially |(Aˆ[2]−A[1])/A[1]| (assuming A[1] was selected in
the actual world), which is a very small value. Therefore, we shall suppress warnings
inside the continuous core.
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1 o = A[0]
2 for i := 1 to c
3 if o < A[i]
4 o:=A[i];





Fig. 4.9. Continuous core examples.
Fig. 4.9 (b) shows another example we have found in practice. Assume x = 2.0
and y = 2.00000000000001 and their correspondences in the ideal world are xˆ =
2.0000000000001 and yˆ = 2.0. In the actual world, the subtraction in line 10 has a
large number of cancelled bits and the result is immediately used in the predicate.
Hence, the execution is flagged unstable. In fact, the cancelled bits do correctly
indicate the control flow differences between the actual world and the ideal world.
However, the control flow differences are not important for the rest of the execution.
More particularly, in both worlds, the output o has a value slightly smaller than 1.
We use a profiling technique similar to that in [6] to identify potential continuous
core candidates. We manually inspect these candidates, which are in a small number
(less than 20 in the largest program and only a few on average) and have fixed coding
patterns such as selecting the maximum/minimum value from a set. We annotate
the true cores. During execution, our runtime takes the annotations and suppresses
warnings inside the annotated regions.
Predicates in Convergence Tests In practice, a lot of computation tasks are
iterative. An iterative method is supposed to generate a sequence of improving ap-
proximate solutions that eventually converge. Ideally, an iterative algorithm must
be supported by a mathematically rigorous convergence analysis; however, heuristic-
based iterative methods are also common. In the latter case, the methods may not
converge. The implementation of an iterative algorithm must have a termination
predicate that usually compares a value representing the solution generated by the
109
current iteration and the value by the previous iteration. If their difference is small
enough, the procedure is considered converged. If the algorithm is not provably con-
vergent, a constant iteration bound is usually provided such that an execution is
considered not converging if the solution difference is still large when the iteration




4 x=F(x); /* F() is the iterative function*/
5 i++;
6 if (i>bound) exit(non-convergent);
7 } until (|x-old|< t);
Fig. 4.10. Iterative algorithm example.
Since the termination threshold is usually a very small floating point value, er-
rors may induce different branch outcomes at the convergence test (e.g. line 7 in
Fig. 4.10). If the algorithm is provably convergent, which can be inferred from the
absence of an iteration bound from the program, we suppress any warnings generated
at the convergence predicate. Intuitively, assume the procedure terminates at the ith
iteration in the actual world but at the (i+ c)th iteration in the ideal world, with c a
positive or negative integer. The solutions in the two worlds do not differ much due
to the iterative nature of the computation.
If the algorithm is not provably convergent, we have to take special care. We
handle the following two sub-cases differently. Our discussion is based on the template
in Fig. 4.10.
• If the (bound−1)th instance of the convergence test is flagged unstable, i.e. the
result of |x− old| − t is tagged with T , we consider the execution unstable. As-
sume the predicate at line 7 takes the true branch in the ideal world (and hence
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the procedure terminates), the significant error may induce a different branch
outcome in the actual world (and hence the procedure gets to the (bound)th
iteration and then fails to terminate at line 6). In other words, the output has
discrete difference (i.e. having a convergent solution vs. no solution). It is
similar when line 7 takes the else branch in the ideal world.
• If the convergence test is detected to be unstable at the ith instance with i <
bound− 1, we consider the execution stable and suppress the warning. This is
because although the significant error may cause different branch outcomes at
the particular instance of line 7, the difference only leads to different iterations
of computation, which only cause continuous output differences.
While these are the prominent challenges we have encountered when applying the
technique to a set of real world programs, there may be others given the expressiveness
of modern programming languages.
4.7 Evaluation
We implement the predictor by performing source code instrumentation on subject
programs. We modify GCC-4.7.2 to instrument programs on GIMPLE IR. C/C++
and Fortran languages are naturally supported through the GCC frontend. Instru-
mented binaries execute at their original precision, with the add-on runtime system
that monitors relative error inflation and propagation. Upon detecting an instability
issue, the tool allows automatically switching to high precision. Particularly, pro-
grams are restarted with the high precision version which is statically generated by
program transformation in the compiler.
We perform experiments to evaluate the efficiency and the effectiveness of our
technique. We compare our technique with the state-of-the-art technique that relies
on HPL [10], in which high precision values are stored in addition to original val-
ues, and side-by-side comparisons are performed to ensure execution stability. When
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implementing the HPL technique, we choose 128-bit quad double types as the HPL,
which are slightly faster than using the GNU MPFR library as in [10].
Our experiments are performed on an Intel Core-i7 2.80GHz machine with 8GB
RAM.
4.7.1 Performance
We evaluate the runtime overhead for the aforementioned three approaches, HPL,
approximate and the proposed predictor. We use SPEC CFP 2000, a biochemical
data processing program deisotope from [6], and poly from the motivating example in
Fig. 4.2 (c), as the benchmark. We use the test input data set for SPEC programs
except 191.fma3d. The execution time for 191.fma3d was too short with the test
input, leading to difficulties in overhead measurement. Hence we used the larger
training input for this program. The results are shown in Table 4.3. Column 2 shows
the native execution time. Columns 3-4 present the results of HPL. Observe that the
method is expensive, causing 109 times slow down on average. Such overhead is lower
than what was reported in [10].
Columns 5-6 show the results of the approximate approach that monitors errors.
The average slowdown is 34 times, which is about 3 times faster than the HPL
approach.
The last two columns present the result by the proposed predictor. We collect the
data with τc = 48. It incurs a slowdown between 3.18 and 22.80, with an average of
7.91. It is 14 times faster than HPL. One outlier is 172.mgrid, which degrades the
performance by over 20 times. Note that 172.mgrid also incurs large overhead in the
HPL approach. The reason is that it is floating point computation intensive. Any
instrumentation to the program introduces large performance penalty. Excluding this
program, the average slowdown for the predictor is 6.84x. This offers more practical




native HPL approximate ours
time time s/d time s/d time s/d
168.wupwise 1.46 106.69 73.08 41.69 28.55 9.50 6.51
171.swim 0.17 11.27 66.29 4.81 28.29 1.02 6.00
172.mgrid 1.96 855.14 436.30 88.38 45.09 44.69 22.80
173.applu 0.06 8.32 138.67 2.33 38.83 0.52 8.67
177.mesa 0.36 16.25 31.86 10.44 29.00 1.40 3.89
178.galgel 0.56 46.73 83.45 18.92 33.79 4.63 8.27
179.art 0.37 15.97 43.16 5.77 15.59 2.97 8.03
183.equake 0.14 10.11 72.21 3.74 26.71 0.82 5.86
187.facerec 1.09 109.58 100.53 29.06 26.66 6.18 5.67
188.ammp 1.90 108.77 57.25 40.07 21.09 6.05 3.18
189.lucas 0.72 81.05 112.57 23.63 32.82 6.47 8.99
191.fma3d 11.97 1187.68 99.22 510.35 42.64 85.08 7.11
200.sixtrack 1.41 249.56 176.99 73.52 52.14 11.05 7.84
301.apsi 1.17 121.58 104.09 65.20 55.82 8.35 7.15
deisotope 0.02 0.50 33.00 0.39 19.50 0.13 8.67
AVERAGE 109.46 34.07 7.91
†time is in seconds; s/d stands for slowdown.
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Breakdown of Execution Time We further investigate the distribution of exe-
cution time for our predictor to understand the overhead of individual pieces. The
breakdown is measured by computing the differences between enabling and disabling
each component in the predictor. The results are shown in Fig. 4.11. Tag propaga-
tion, colored in red, dominates the execution time for the majority of the programs.
It contributes to 35% to 70% of the whole execution. For each floating point opera-
tion, we have to compute the addresses of the operand tags and the result tag, load
the tags, and perform tag operation. The purple portion in each bar represents the








native misc detection propagation
Fig. 4.11. Breakdown of the overhead.
4.7.2 Effectiveness
In this experiment, we compare the effectiveness of the different approaches. We
only report results for the programs that have instability problems. For the other
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programs, all the three approaches correctly detect that they are stable. The exper-
iment is similar to that in Fig. 4.2. We take a large number of samples in a small
input sub-domain of each program. For each sample, we run the three techniques to
detect if it is stable. In HPL, if any discrete differences are observed at discrete factors
between the regular precision version and the high precision version, the execution
is considered unstable. In the approximate approach, an execution is unstable if the
floating point values at discrete factors could cause discrete differences when they are
aggregated with the computed errors.
For our predictor, we also present the results with different settings of threshold τc,
which is the threshold for deciding inflation (Rule [ADD-FF]). The other threshold
τs that detects suppressions (Rule [ADD-FT/TF]) is always set to 4. The results
are not sensitive to τs and thus we omit the data regarding the different settings of
τs.
The results are shown in Table 4.4. The second column shows the different meth-
ods/configurations. The overall rows indicate the total samples collected and the
sampling domain. These samples are selected in a very small range around the orig-
inal input. The third column shows the number of unstable samples. The fourth
column shows the percentage of unstable samples over the total number of samples.
The last column shows the unstable sample ranges. Some are not continuous, meaning
the range may have stable and unstable sub-ranges.
We have the following observations. (1) Even SPEC programs are unstable. Con-
sider galgel. In many samples, the high precision version produces results but the
corresponding regular precision version fails to produce any results, or vice-versa.
Note that the unstable samples reported by HPL are essentially true positives. (2)
Our detector reports 7.5-93 times more problematic cases with the setting of τc = 48,
when compared with the ground truth (i.e. the results by HPL). However, the per-
centage of the reported cases over the entire input range is very very small. This
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Table 4.4. Comparisons of the detected problematic ranges with different predictors.
program approach # of cases % detected range
equake HPL 3 3.00E-12% [0.8690799016130847, 0.8690799016130848]
approx 158 1.58E-10% [0.8690799016130779, 0.8690799016130936]
ours(τc=36) 1155972 1.16E-6% [0.8690799014974877, 0.8690799016130848]
ours(τc=40) 72247 7.22E-8% [0.8690799016058602, 0.8690799016130848]
ours(τc=44) 4516 4.52E-9% [0.8690799016026333, 0.8690799016130848]
ours(τc=48) 279 2.79E-10% [0.8690799016130570, 0.8690799016130848]
ours(τc=50) 71 7.10E-11% [0.8690799016130778, 0.8690799016130848]
ours(τc=52) 20 2.00E-11% [0.8690799016130829, 0.8690799016130848]
overall 1E+14 [0.8650, 0.8750]
facerec HPL 849 8.49E-10% [0.596265750063108, 0.596265750064926]
approx 4217 4.22E-9% [0.596265750061204, 0.596265750066312]
ours(τc=36) 59457611 5.95E-5% [0.596265720335802, 0.596265779793411]
ours(τc=40) 2716295 2.72E-6% [0.596265748204800, 0.596265751922657]
ours(τc=44) 232165 2.32E-7% [0.596265749946110, 0.596265750181511]
ours(τc=48) 12613 1.26E-8% [0.596265750056901, 0.596265750071028]
ours(τc=50) 2643 2.64E-9% [0.596265750062749, 0.596265750066600]
ours(τc=52) 296 2.96E-10% [0.596265750063257, 0.596265750065373] †
overall 1E+14 [0.5900, 0.6000]
galgel HPL 57695 5.77E-8% [0.8184459012000007, 0.8184459012253359]
approx 4797213 4.80E-6% [0.8184459002708479, 0.8184459022880854]
ours(τc=36) 255406459 2.55E-4% [0.8184458871521804, 0.8184459127084799]
ours(τc=40) 126738078 1.27E-4% [0.8184458934897399, 0.8184459061871598]
ours(τc=44) 37972131 3.80E-5% [0.8184458998299998, 0.8184459039575860]
ours(τc=48) 3278089 3.28E-6% [0.8184459002196792, 0.8184459020723309]
ours(τc=50) 1801215 1.90E-6% [0.8184459013178548, 0.8184459020723309] †
ours(τc=52) 1233455 1.23E-6% [0.8184459019084903, 0.8184459020723309] †
overall 1E+14 [0.8184, 0.8185]
deisotope HPL 2 2.0E-12% [1.1156381266106556, 1.1156381266106557]
approx 18 1.8E-11% [1.1156381266106556, 1.1156381266106573]
ours(τc=36) 167157 1.7E-7% [1.1156381265939401, 1.1156381266106557]
ours(τc=40) 10447 1.0E-8% [1.1156381266096111, 1.1156381266106557]
ours(τc=44) 653 6.5E-10% [1.1156381266105905, 1.1156381266106557]
ours(τc=48) 40 4.0E-11% [1.1156381266106518, 1.1156381266106557]
ours(τc=50) 7 7.0E-12% [1.1156381266106551, 1.1156381266106557]
ours(τc=52) 5 5.0E-12% [1.1156381266106553, 1.1156381266106557]
overall 1E+14 [1.1100, 1.1200]
† following a detected range indicates that there are false negatives for the current setting of τc.
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implies in most cases (over 99.999996%4), our technique can correctly predict that
an execution is stable, with low overhead. (3) Our detector has comparable effective-
ness as the approximate approach with τc = 48. Note that the proposed predictor
is 5 times faster. (4) The number of false positives of our technique grows when
τc decreases because it admits more inflations. However, even with the most con-
servative setting, the percentage of the unstable cases is still very small. Note that
the maximum possible τc is 53 because there are 53 bits for the significand in the
representation of a double precision variable. (5) There are false negatives when τc
gets close to the maximum. When having τc = 52 it misses some unstable cases for
187.facerec and poly. It also fails to capture some unstable cases for 178.galgel
with τc greater than 48. Our detector does not miss any true positives with τc = 48.
For programs other than 178.galgel, a more aggressive threshold τc = 50 does not
cause any false negatives. Observe that 178.galgel has a lot of unstable executions,
which may suggest that one should use a more conservative setting when the number
of warnings is high.
Continuous core and convergence test annotations are important for our technique.
For the first four programs in Table 4.4, it always reports unstable for every execution,
if there is no annotation of continuous cores. Convergence tests are commonly used
in 178.galgel. Without the convergence test annotations, we receive a lot of false
warnings for this program. In both cases, all the false warnings are issued within
some continuous cores or right at some convergence test predicates.
4.8 Summary
We develop an online technique to monitor and predict floating point program
execution instability problems. We observe that in practice, only a very small por-
tion of inputs can lead to unstable execution and hence the expensive high precision
computation based approaches do not pay-off for most inputs. We abstract inflation
4This lower bound is from galgel with τc = 48. The problematic range is only 3.28E − 6% of the
input range such that 99.999996% of the inputs are correctly predicated as stable.
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of relative errors as one bit, monitor the propagation of such bits, and check if they
can reach discrete factors. If so, the inflated errors may induce discrete differences
at these factors and hence the execution is flagged unstable. The key challenge is to
detect places where the inflation bit propagation is cut off, indicating the error is no
longer inflated compared to its value. We discuss the soundness and completeness of
the technique and the practical challenges that we have overcome.
Our experiments show that the technique can correctly classify over 99.999996%
inputs as stable with a specific threshold setting (τc=48) while a traditional technique
that solely detects error inflation mis-classifies majority of inputs as unstable for
some of the programs we studied. Compared to the state of the art high precision
computation based approach, our technique is much more efficient (with an average
overhead reduction of 14 times) and can report all the unstable executions. Due to
approximation, our technique classifies 7.5-93 times more inputs as unstable (τc=48),
when compared to the ground truth. However, these inputs only count for 1.5E-11% -
3.3E-6% of the input domain. In other words, in majority cases, our technique has the
same effect as the high precision approach. Therefore, users can use our technique to
make prediction with a lower cost. For the very rare cases that are considered unstable
by our predictor, our technique provides the capability of automatically switching to
high precision.
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5. IMPROVING RUNTIME DETECTION OF
INSTABILITY PROBLEMS BY VECTORIZATION
In this chapter, we further study the pros and cons of the runtime predictor proposed
in the previous chapter, in addition to other existing techniques that handle instability
problems. We propose RFINDER1, an improved runtime predictor to overcome the
limitations in our previous predictor. It tracks propagation of unstable state such
that it can distinguish unreliable outputs from the reliable ones. The key novelty
of RFINDER is to transform a floating point value to a vector of three floating
point values with the same precision such that the differences between the values
encode the presence of a substantial error. Original floating point operations are also
transformed to vector operations such that error propagation and suppression are
implicitly performed.
5.1 Introduction
According to the discussion in previous chapter and in [5], execution instability
is input-dependent. In fact, it shows that even poorly written programs using single
precision can produce stable outputs in over 99% of their input ranges. This partially
explains why these programs are still being used by people. More importantly, the
study shows that the nature of instability problems is different from logical floating
point bugs. In particular, instability problems cannot be completely fixed by changing
implementation if limited precision is still used. However, they can be mitigated by
using more precise types. If the user is willing to use the very expensive infinite
precision, they can be completely evaded. These observations suggest that a promising
direction of tackling floating point instability is to develop on-the-fly predictors that
1RFINDER stands for “Runtime Floating-point INstability Detector by vEctoRization”.
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can efficiently predict if an execution is stable; if not, the program can switch to higher
precision until stable results are produced. In [5], such a predictor was proposed. It
detects the places where substantial errors are introduced and then tags the affected
value with an error bit. It further monitors error bit propagation. If a tagged value
reaches some critical execution point, such as a predicate, it reports an unstable
execution because the error in the value may induce undesirable state change (e.g.,
taking an undesirable path). Although the technique is effective in detecting true
unstable executions, it has a number of limitations. (1) It is too expensive to be an
on-the-fly predictor (680% overhead); (2) It terminates an unstable execution right
away, even though part of the outputs are still valid in many cases. (3) Using a single
bit to simulate error propagation is not sufficient in handling complex operations.
More discussion can be found in Section 5.2.3.
In this chapter, we propose a novel online predictor that leverages vectorization
to detect instability, called RFINDER. In particular, it uses a vector of three values
(of the same precision) to represent a floating point value, with the first one the
actual value and the other two references. Initially, all three values in a vector are
identical. When RFINDER detects that a substantial error is introduced, which can
be achieved by looking at the actual operand and result values, an error representing
an upper bound of the real error is injected to the reference values to make them
different from the actual value (i.e. the first element in vector). The value differences
encode the fact that the actual value cannot be trusted. The three values in a vector
will go through the same sequence of operations disjointedly. In some sense, one can
consider the original execution is split into three disjoint executions on values that
closely resemble each other. Error propagation is implicitly achieved by leveraging
the fact that different values in an operand vector often lead to different values in
the result vector. Instability is detected by checking if the three values have different
effects at critical execution points (e.g., selecting different branches at a predicate).
Facilitated by its vector based semantics, RFINDER does not need to terminate
unstable execution. Instead, it tracks the values that are affected by instability. At
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the end, it can distinguish the unstable outputs from the stable ones, which is critical
for long running data processing tasks as re-executing them with higher precision may
not be a good option.
Our contributions of this chapter are summarized as follows.
• We propose a novel vectorization based runtime instability detector.
• We precisely formulate the technique. The semantics features handling error
propagation in the presence of control flow errors.
• We discuss the important factors that affect the completeness and soundness of
the technique.
• We develop a prototype RFINDER. Our evaluation shows that RFINDER has
comparable effectiveness with the error tagging approach in detecting instability,
but with a much lower overhead (3.6 times smaller, averaging 189%). RFINDER
correctly classifies executions on over 99.99% of the inputs of the programs we
studied as stable. With appropriate threshold, it doesn’t miss any true unstable
executions. Furthermore, RFINDER correctly recognizes that more than 75%
of the outputs from the unstable executions are still valid, in 3 out of the 5
unstable programs. Our case study shows that RFINDER correctly detects
instability in a widely used k-means data mining algorithm implementation,
which changes more than half of the clustering results.
5.2 Motivation
In this section, we use an example to demonstrate different existing techniques,
and discuss their pros and cons.
In Column 1 of Fig. 5.1, we show a program with instability problems. It performs
a few steps of computation and then makes decisions at lines 7, 12 and 14. Based on




b = a + 1;
c = foo(b);
   foo(t): {
      p = t + 1;
      return p;
   }
d = c – b;
if (d <= 0)
  o1 = d + 10;
e = –d;
e = d + e;
e = e * d;
f = e – 40;
if (f < 0)
  o2 = 20;
g = d – 0.5;
if (g > 0)












































































































† Due to space limitations, we use r to denote the large number 254, or
18014398509481984. Other large values are represented relative to r.
I. with high precision library (HPL); II. with interval analysis (IA); III. by tagging
a bit denoting inflated relative error [5]; and IV. the vector approach proposed in
this chapter. [v1, v2] denotes a range whereas 〈v, v1, v2〉 denotes a three value vector;
rF in the Tag column means value r is tagged with an error bit of the false value;
the solid arrow means a relative error inflation and the dashed arrow with scissor
means error bit suppression; o1, o2 and o3 are outputs of the program. They are
initialized to 0. Output values with red boxes are reported as unstable. Shaded
sub-executions mean that they are flagged as unstable by IA and Tag. All the
outputs in the shaded areas are considered unstable.
Fig. 5.1. Detecting instability with different techniques.
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the variables are of the 64-bit double-precision type. We execute the program on an
x86 platform, and list the observed intermediate results in Column 2 (Actual).
We show how the four techniques labeled by I-IV (IV being the proposed approach
in this chapter) detect instability in Columns 3-6. In addition, we also show the
instrumentation by the different approaches in Table 5.1. For each variable x in the
program, one or more additional variables are introduced to facilitate the analyses,
such as x1 and x2 for the interval analysis. They are explained in the second row of
Table 5.1.
5.2.1 Using High Precision Libraries (HPL)
HPL is similar to [10]. A high precision version of the program is generated using
128-bit quadruple-precision type. Since 128-bit floating point operations are not
natively supported by existing x86 hardware, they have to be emulated by software.
High precision execution can be considered as an oracle such that instability can
be detected by comparing the high precision results with the corresponding actual
results. Column I.HPL in Fig. 5.1 shows the trace for the high precision execution. In
particular, line HPL-4 (i.e. line 4 in the HPL column) shows that the high precision
value of p is 254 +2 whereas the actual execution has 254. Observe that the predicates
at lines 7 and 14 in the actual execution are unstable as they have different branch
outcomes from the HPL execution. At the end, actual outputs o1 and o3 are unstable,
as marked with red boxes in Column Actual.
Limitations. Because high precision operations are software-emulated, each taking
dozens to hundreds of native instructions. HPL usually causes hundreds of times
slow-down, even with the state-of-the-art implementations [5, 10].
5.2.2 Interval Analysis (IA)
Idea. An alternative approach is to perform interval analysis [56]. For a variable x, it

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































value xˆ always falls within the interval. When reaching a discrete factor, it checks if
all the values in the interval produce the same discrete result. If not, the execution
is considered unstable. For example, assume there is a predicate f(x) > 0 and x is
bounded by [x1, x2]. It implies that the ideal value xˆ is in the range. IA needs to
find out if f(t) > 0 always produces the same result, where t ∈ [x1, x2]. If so, the
execution is stable at the predicate, otherwise unstable.
The instrumentation for IA is shown in the first column of Table 5.1. At line 3, the
actual argument b is passed to the formal argument t. Correspondingly, its interval
is also passed at line 3.1. Note that to compute the conservative bounds of d = c− b,
at line 6.1, the lower bound d1 is computed by subtracting the upper bound b2 from
the lower bound c1. At lines 10.1 and 10.2, since multiplication is not monotonic in
general, the technique has to compute all the four possible values from the intervals
of the operands, and then select the minimal and maximal ones as the new bounds.
Example and Limitations. The execution result of IA is shown in Column II in
Fig. 5.1. We have the following observations. First, the computed bounds themselves
may not be precisely represented such that IA has to further round-up or -down to
ensure safety. For example, at line 2, the ideal upper bound would be r + 1, which
cannot be precisely represented. It is thus rounded-up to its next representable value
r + 4. Similar loss of precision happens at line 4. Second, IA considers all the
remaining computations untrusted once it detects an unstable predicate, e.g. line 7.
Third, it easily introduces a lot of false positives due to its conservativeness. For
example, it reports a false alarm for the predicate f < 0 at line 12, because the
interval for f , [−104, 24], is too loose for the ideal value −40. In fact, it was shown
in [21] that IA generates too many false positives to be useful in practice. Fourth, it
is costly to maintain safe bounds. (e.g., the computations at lines IA-10.1 and IA-10.2
in Table 5.1).
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5.2.3 Error Tagging Approach (Tag)
Relative Error Inflation and Cancelled Bits. According to the IEEE 754 stan-
dard, the result of a subtraction/addition needs to be normalized by left-shifting, to
remove the leading zeros after the operation. The relative error inherited from the
operands thus gets inflated. Assume after a subtraction z = x−y, the significand bits
are left-shifted by d bits, the relative error inherited from the operands, (∆ˆx− ∆ˆy)/z,
may very likely become 2d times larger than the relative errors of x and y, because
z is 2d times smaller than x or y, suggested by the left shifting. The left-shifted bits
are also called the cancelled bits [47]. Note that cancelled bits can be cost-effectively
monitored by comparing the exponents of the result and the larger operand, particu-
larly, d = max(ex, ey)− ez, with ex the exponent of x. In the Tag approach [5], when
the number of cancelled bits in addition/subtraction is larger than some pre-defined
threshold τc, the relative error is considered inflated. A basic assumption of the
approach is that only those values with inflated relative errors can cause instability.
Error Bit Propagation and Error Suppression. The approach tags each float-
ing point value with an error bit, which is set when inflation is detected, indicating
the value has an inflated relative error. It then propagates these error bits during
execution to determine if they could reach any discrete factors. An important ob-
servation is that inflated relative errors may be suppressed during their propagation.
Particularly, if a small value with an inflated relative error is added to a large value,
the relative error is suppressed, because the relative error of the result returns to a
very low level. This again could be efficiently determined by comparing the exponents
of the operands.
Consider the instrumentation in the Tag column of Table 5.1. Lines 4.1-4.5 denote
the error bit propagation for the addition at line 4. Line 4.1 means that the result
is tagged with true if both operands are tagged with true. Lines 4.2 and 4.3 handle
the case that only one operand is tagged2. In this case, the relative error (of the
2In the rest of the chapter, when we say a value is tagged, it means that the value is tagged with
true by default.
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tagged operand) may be suppressed. If the difference between the operand exponents
e1 and et is larger than a pre-defined threshold τs, the relative error is suppressed and
the result tag p′ has the false value. Otherwise, it inherits the true value from the
operand. Line 4.5 handles the case where neither operand is tagged. In this case,
the technique detects if there is relative error inflation. If so, the result is tagged.
Such instrumentation has to be added for each subtraction/addition operation. For
multiplications and divisions such as line 10, since neither inflation nor suppression
could happen, the result error bit is simply the union of the operand error bits.
Example and Limitations. The Tag column in Fig. 5.1 shows how the technique
works on our example. Initially values are tagged with F (lines 1 to 5). At line 6, a
relative error inflation is detected as there are 53 cancelled bits, larger than τc = 48,
a generally effective threshold reported in [5]. We have the following observations.
First, similar to IA, it terminates an execution when it detects any unstable discrete
factor. At line 7, it detects that a tagged variable (i.e. dT ) is used in a predicate, and
hence terminates without producing any outputs. However, if the execution continued
as shown in the shaded area, part of the outputs would still be correct, such as o2
according to the result in HPL.
Second, although Tag is much faster than HPL and IA [5] by avoiding the expen-
sive high precision computation or bound computation, it is still too expensive to serve
as an on-the-fly predictor. For example, the instrumentation for addition/subtraction
involves nested branches (Tag-4.1 to 4.5 and Tag-6.1 to 6.5 in Table 5.1) which could
lead to poor instruction pipeline performance. Acquiring exponents requires multi-
ple bit level operations. The fine-grained interleaving of the boolean type error bit
propagation and the original floating point type computation prevents aggressive in-
struction scheduling, causing performance penalty.
Third, using single bits to denote the presence of inflated relative errors and sim-
ulate their propagation is insufficient to model complex program behaviors, especially
regarding error suppression. Line 14 in the Tag column in Fig. 5.1 is such an example.
While the execution at line 14 shall be unstable according to the HPL result, Tag
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misclassifies it as stable. In particular, d has a tagged value of 0T at line 6, indicating
that it has an inflated relative error. In normal cases, absolute error is much smaller
than the actual value even when the corresponding relative error is inflated. However
at line 6, the error 1.0 (according to the HPL result) is even larger than the value
of d itself. Unfortunately, this information cannot be represented by the single error
bit. As a result, when the tagged value of d = 0T is used at line 13 with the other
much larger operand 0.5, the bit is reset, denoting a relative error suppression that is
problematic, because the error of d is even larger than the operand of 0.5.
We summarize the observations as follows. (1) Focusing on relative error inflation
is effective and critical to efficiency as error propagation tracking is only needed for
values with inflated errors. (2) A cost-effective solution should avoid interleaving
integer/boolean type instrumentation and floating point computation as much as
possible; (3) Single bits are insufficient to simulate error suppression; (4) Outputs
generated after an execution is flagged unstable may still be valid.
5.3 Our Approach
We develop a new approach based on the aforementioned observations to address
the limitations of existing approaches. In particular, it first uses lightweight monitor-
ing to detect relative error inflation as the Tag approach [5]. Once such inflation is
detected for a variable z, instead of using a single error bit to denote the presence of
an inflated relative error, we introduce two additional reference values z1 and z2 with
z1 = z− δ and z2 = z+ δ, δ being an approximate upper bound of the absolute error
of z. The execution then continues with a vector of values 〈z, z1, z2〉. Intuitively, the
original execution is now transformed into three parallel and disjoint sub-executions
that operate on the actual value z, and the reference values, respectively. The key
idea is to use the value differences between the actual value and the reference values
to replace the bit in Tag to encode the presence of an inflated error. The three values
(in a vector) will go through the same sequence of original floating point operations
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separately. Inflated error propagation is implicitly performed by the operations. Note
that the two reference values are not intended to be conservative bounds of the ideal
value as in the IA approach and their computations do not interact with each other.
Upon a discrete factor, we check if z, z1, and z2 produce the same discrete value. If
not, it considers the discrete factor unstable.
Implicit Error Propagation and Suppression. The technique uses concrete
reference values to model inflated (relative) error propagation. It easily supports
normal error propagation in which operand(s) with inflated error(s) lead to result
with an inflated error, because the different values in the operand vectors will lead to
different values in the result vector. More importantly, it allows error suppression to
occur automatically and implicitly. In particular, assume a subtraction z = x−y with
x much larger than y, and x does not have any inflated error but y does such that it
is denoted by a vector of different values 〈y, y1, y2〉. Note that y1 and y2 are close to
y in normal cases. Thus, x is also much larger than y1 and y2 such that z = x − y,
z1 = x − y1, and z2 = x − y2 yield the same (represented) value, equivalent to the
error of y being suppressed. We will present an example later. On the other hand,
in some cases, if either y1 or y2 is much larger than y and even comparable to x, z,
z1 and z2 would yield different values, correctly modeling that the error cannot be
suppressed in this case even x is much larger than y.
z
z1
z2z δ δ 
z
Fig. 5.2. Detecting unstable execution with reference values.
Reference Values. As mentioned earlier, when relative error inflation is detected on
a variable z, we introduce two reference values: z1 = z − δ and z2 = z + δ, with δ an
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approximate upper bound of the absolute error of z. The reason we use two reference
values instead of one is that we do not know if the ideal value is larger or smaller
than the actual value. The bound δ is inferred from the operands of the computation
that causes the inflation. Assume it is a subtraction z = x − y. When inflation
happens, the (absolute) error of z inherited from the operands x and y become non-
trivial compared to z. Let τc be the threshold to detect inflation, meaning that the
subtraction causes relative error inflation if z is left-shifted by at least τc bits after
the operation (See Section 5.2.3). The intuition is that when the first τc significand
bits of the two operands are identical, we consider the resulting value cannot be
trusted, which is equivalent to that the absolute error of z can be as large as the
value represented by the τc-th significand bit of the larger operand (i.e. the first bit
that differs in the operands), which can be represented by 2max(ex,ey)−τc+1. This is the
δ we use.
Rescuing Valid Outputs from Unstable Execution. Our approach does not
terminate execution when an unstable predicate is encountered. Instead, it “poisons”
the values computed in the branch guarded by the predicate, by introducing errors
to the references of those values. Again, value differences in a vector encode that the
actual value cannot be trusted. As such, values not affected by unstable predicates
remain clean and trustable. Note that we cannot achieve this goal by simply extending
the Tag approach to tag all definitions in an unstable branch. More details will be
disclosed in Section 5.4.
Example. Consider our previous example. Column Vec-Seq in Table 5.1 shows the
instrumentation. We represent each value as a vector, such that those without inflated
errors have a vector of three identical values whereas those with inflated errors have a
vector of different values. Particularly, lines 4.1-4.5 mean that if there is relative error
inflation, δ is injected to p1 and p2, otherwise the two references of p are computed
from the corresponding values in the operand vectors. We use τc = 48 in the example,
a generally effective threshold reported in [5]. Note that for the multiplication at line
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10, the references of e are directly computed from the corresponding references from
the operand vectors.
The analysis results are shown in Column IV.Vec in Fig. 3.13(b). Initially, the
vectors at lines 2-5 have identical values. At line 6, due to inflation, δ = 254−48+1 = 128
is injected such that d1 = 0− δ = −128 and d2 = 0 + δ = 128. It allows detection of
the unstable predicate at line 7 because d and d2 yield different branch outcomes.
The execution does not terminate at unstable predicates. Inside the unstable
branches, it updates only either the actual value or the reference values depending on
the branch outcome. For example at line 7, the actual value of d = 0 yields true, it
only updates the actual value of o1 but not the reference values (lines Vec-Seq-7.8
and 7.9 in Table 5.1), simulating the effect that the actual execution takes the true
branch but the ideal execution takes the empty else branch. In contrast the actual
value of g = −0.5 yields false at line 14, the reference values are updated but not
the actual value. We would like to point out that by performing partial updates the
values in vectors in unstable branches become more diverse, indicating they cannot
be trusted. In contrast, the value of o2 at line 12 can be trusted even it is computed
after some unstable predicate has been encountered. Recognizing this is infeasible for
IA or Tag.
Observe that our approach correctly emulates the error suppression at line 11.
More importantly, it avoids the problematic suppression at line 13 in the Tag ap-
proach. Note that although d at line Vec-13 has an actual value 0 and a much larger
operand 0.5, the references of d are much larger than the operand such that error
suppression does not happen. As a result, it correctly captures the instability at line
14 whereas the Tag approach cannot.
Leveraging Hardware Support for Vectors. The approach allows us to leverage
the native support for vectors. In particular, each original instruction is rewritten
to an vector instruction. Note that the operations on individual vector elements
are performed simultaneously on separate FPUs such that they do not require any
additional cycle(s). Such vectorization is shown in the Vec column in Table 5.1.
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Vectorization is feasible because the reference values are going through the same
operations as the actual value. We only need to perform extra work when detecting
error inflation and checking discrete factors. Note that there is no extra work at
lines 3.1, 5.1, 8.1 and 10.1 in Column Vec, compared to those in Column Vec-Seq,
leading to cost-effectiveness.
5.4 Semantics
Program P ::= s
Stmt s ::= s1; s2 | skip | x := e | x := f2i(y) |
if x ./ y then s1 else s2 |
while x ./ y do s | fail
Expr e ::= x | v | e1 op e2 | sin(e)
BinOp op ::= + | − | ∗ | /
V alue v, w ::= n | r | b
V ar x, y ∈ Identifier n ∈ Z r ∈ Real b ∈ Boolean
Fig. 5.3. Language.
In this section, we formally discuss the semantics. We introduce a language to fa-
cilitate the discussion. The syntax is presented in Fig. 5.3. We model two kinds of
discrete factors: f2i denoting a type cast from a floating point value to an integer
and ./ denoting a relational operation on floating point values. We model three kinds
of values, i.e. integer, real and boolean, and the commonly used operations on these
values, such as binary operations and mathematical functions, which are modeled by
a representative function sin(e).
The semantics is presented in Fig. 5.4. The related definitions are presented close
to the top. In particular, the store σ is a mapping from a variable to a vector of three
values with the first the actual value and the latter two the references. To make our
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E ::= E; s | [·]s | x := [·]e | if [·]e then s1 else s2 | [·]e op e |
v op [·]e | x := f2i([·]e) | x := [·]e ./ 0 | sin([·]e)
Definition:
Store σ : V ar → 〈V alue, V alue, V alue〉 Mode ρ ::= S | U | UI
σ: the store of values.
ρ: the current execution mode, which is one of the stable mode S, the unstable mode
U and the inverted unstable mode U I .
R(ρ): an auxiliary statement which restores the current execution mode to ρ.
ex: the exponent of x.
τc: the pre-defined threshold for determining relative error inflation.
Σ(s): the set of variables defined along all paths of s. Σ(s) ::= ⊥ | > | {x1, x2, ...}
> means there is at least a path that defines a different set of variables.
Expr e ::= ... | 〈v, v1, v2〉
Expression Rules σ : e
e−→ e′
σ : v
e−→ 〈v, v, v〉 [INIT]
σ : x
e−→ σ(x) [VAR]
σ : 〈v, v1, v2〉+ 〈w,w1, w2〉 e−→ 〈v + w, v1 + w1 − δ, v2 + w2 + δ〉
where δ =
 2max(ev ,ew)−τc+1 max(ev, ew)− ev+w > τc0 otherwise [ADD]
σ : 〈v, v1, v2〉 ∗ 〈w,w1, w2〉 e−→ 〈v ∗ w, v1 ∗ w1, v2 ∗ w2〉 [MUL]
σ : sin(〈v, v1, v2〉) e−→ 〈sin(v), sin(v1), sin(v2)〉 [SIN]
Statement Rules σ, ρ : s
s−→ σ′, ρ′, s′
σ, ρ : x := 〈v, v1, v2〉 [ASSIGN]
s−→

σ[x 7→ 〈v, v1, v2〉], ρ, skip if ρ = S
σ[x 7→ 〈v, x1, x2〉], ρ, skip
let σ(x) = 〈x0, x1, x2〉 if ρ = U
σ[x 7→ 〈x0, v1, v2〉], ρ, skip
let σ(x) = 〈x0, x1, x2〉 if ρ = UI
continued on next page
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continued
Statement Rules σ, ρ : s
s−→ σ′, ρ′, s′
σ, ρ : skip; s
s−→ σ, ρ, s [SKIP]
σ, ρ : y := f2i(〈v, v1, v2〉) [F2I]
s−→
 σ[y 7→ (int)v], ρ, skip if (int)v = (int)v1 = (int)v2σ, ρ, fail otherwise
σ, ρ : if 〈v, v1, v2〉 ./ 〈w,w1, w2〉 then s1 else s2 [IF]
let b = v ./ w, b1 = v1 ./ w1, b2 = v2 ./ w2
if (Σ(s) 6= >) if (Σ(s2) 6= ⊥)
∨ (Σ(s2) = ⊥) ∧ (Σ(s) = >)
s−→ σ, ρ, s1 s−→ σ, ρ, s1 if b = b1 = b2 = T [IF-1]
s−→ σ, ρ, s2 s−→ σ, ρ, s2 if b = b1 = b2 = F [IF-2]
s−→ σ, U, s1;R(ρ) s−→ σ, U, s1; fail if (b = T ) ∧ (ρ = S) [IF-3]
∧ (b1 6= T ∨ b2 6= T )
s−→ σ, UI , s1;R(ρ) s−→ σ, U, s2; fail if (b = F ) ∧ (ρ = S) [IF-4]
∧ (b1 6= F ∨ b2 6= F )
s−→ σ, ρ, s1 s−→ σ, ρ, s1; fail if (b = T ) ∧ (ρ 6= S) [IF-5]
∧ (b1 6= T ∨ b2 6= T )
s−→ σ, ρ, s2 s−→ σ, ρ, s2; fail if (b = F ) ∧ (ρ 6= S) [IF-6]
∧ (b1 6= F ∨ b2 6= F )
σ, ρ : R(ρ0)
s−→ σ, ρ0, skip [RESTR]
σ, ρ : while v ./ w do s [WHILE]
s−→ σ, ρ, if v ./ w then s;while v ./ w do s else skip
Global Rules σ, ρ, s → σ′, ρ′, s′
σ : e
e−→ e′
σ, ρ, E[e]e → σ, ρ, E[e′]e
σ, ρ : s
s−→ σ′, ρ′, s′
σ, ρ, E[s]s → σ′, ρ′, E[s′]s
[G-EXPR] [G-STMT]
Fig. 5.4. Operational semantics. The transition for an if statement is determined by
the condition on the top and the condition on the right.
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presentation easier, we extend the syntax of expression to represent a vector of values
such as 〈v, v1, v2〉.
Expression Rules The expression rules have the form of σ : e
e−→ e′ . Rule
[INIT] shows initially any value v, including constants in program source and val-
ues from external input, is expanded to a vector of three identical values. Addition
of two vectors 〈v, v1, v2〉 and 〈w,w1, w2〉 (Rule [ADD]) is performed by adding the
corresponding elements. Moreover, it tests if the addition of v and w causes relative
error inflation by observing the number of cancelled bits, which can be derived from
d = max(ev, ew) − ev+w, with ev the exponent of v (Section 5.2.3). If d is greater
than a pre-defined threshold τc, we consider relative error inflation has occurred. The
error of the result now becomes non-trivial so that we start monitoring its effect. To
do so, we inject an absolute error δ to the reference values, with δ = 2max(ev ,ew)−τc+1
(see Section 5.3 for the computation of δ). Subtraction is handled in the same way
and thus its rule is omitted.
In Rule [MULT], the values in the operand vectors are multiplied respectively,
denoting the propagation of errors, if injected previously. The rule for division is
similar.
For an external library function invocation, the function is evaluated on the re-
spective values in the vector (Rule [SIN]). Note that although we do not model
normal (non-library) function calls, such calls are treated differently. In particular,
vector values are passed into callees and directly evaluated there. We cannot handle
library functions in this way as we cannot change library code to support vectors.
Statement Rules Existing techniques such as interval analysis [40, 56] and error
tagging [5] consider an execution untrusted when unstable discrete factors are encoun-
tered. However, part of outputs from an unstable execution may still be valid. To
distinguish valid outputs from untrusted ones, we need to handle unstable predicates
carefully in statement rules.
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Challenges in Handling Unstable Predicates. A naive solution is to continue
execution when an unstable predicate is encountered and mark any value defined in
the unstable branch untrusted. However, this is problematic. Consider the example
in Fig. 5.5(b). Assume the predicate is unstable such that it takes the true branch in
the ideal execution but the else branch in the actual execution. If we simply follow
the path in the actual execution, since the else branch is empty, no variable is marked
untrusted, while A[2] should be marked as its value becomes different from that in
the ideal execution after the conditional. 2
We develop a solution based on vectors. The basic idea is to perform partial
updates on the elements in vectors, guided by branch outcome. For easy presentation,
let us assume for the moment that conditional statements have a non-empty then
branch and an empty else branch. If an unstable predicate takes the then branch in
the actual execution, we follow the branch outcome but only update the first elements
in the vectors defined in the branch to simulate the effect that the ideal execution
takes the empty else branch. As such, the differences between the actual values (i.e.
the first elements) and the intact reference values encode that the actual values cannot
be trusted. On the other hand, if it takes the else branch in the actual execution, we
force the execution to take the then branch instead but only update the references in
the vectors. For example in Fig. 5.5(b), the vector value of A[2] after the conditional
statement is 〈A[2]0, k ∗ A[2]1, k ∗ A[2]2〉 with 〈A[2]0, A[2]1, A[2]2〉 the original vector
value. Conditional statements having an empty then branch and a non-empty else
branch can be handled similarly.
Handling Different Forms of Conditional Statements. Previous discussion
assumes conditional statements have only one branch. When the conditional with
an unstable predicate has two non-empty branches, it is more complex to handle.
The challenge is that the actual execution and the ideal execution take different
branches, which may update different sets of variables. As such, following only one
branch and performing partial update based on the variables accessed in the branch
is insufficient. Consider the example in Fig. 5.5(c), if we only execute one branch, we
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will only recognize either A[2] or A[3] is unstable. However, neither can be trusted.
Ideally, our semantics would execute both branches, perform partial updates in the
branches, and merge the results. Unfortunately, it entails very complex execution
control and hence much higher runtime overhead. In RFINDER, we will simply
terminate execution when such cases are encountered. In contrast, if both branches
update the same set of variables, following only one branch is sufficient, RFINDER
can handle such cases.
11 if v < w then
12 A[2] := k ∗A[2];
13 else
14 A[2] := 0;
21 if v < w then
22 A[2] := k ∗A[2];
23 else
24 skip
(a) Σ(11) = {A[2]} (b) Σ(24) = ⊥
31 if v < w then
32 A[2] := k ∗A[2];
33 else
34 A[3] := k ∗A[3];
41 if v < w then
42 if s < t then
43 A[2] := k ∗A[2];
44 else skip
45 else
46 A[2] := k ∗A[2];
(c) Σ(31) = > (d) Σ(41) = Σ(42) = >
Fig. 5.5. Various if statements and their Σs.
We develop a static analysis to determine the form of conditional statements. Such
information is used by RFINDER at runtime. The analysis computes Σ(s), which
contains a set of variables if and only if these variables must be defined along all paths
inside a (compound) statement s. It has the > value if the variables defined along a
path is different from any other path. The inference rules are shown in Fig. 5.6. If
a variable is defined in a statement s, the variable is added to Σ(s) ([P-ASSIGN]
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Σ ::= ⊥ | > | {x1, x2, ...}
Σ(s) ∪ ⊥ = Σ(s) Σ(s) ∪ > = >
Σ(skip) = ⊥
[P-SKIP]
Σ(s1) = A Σ(s2) = B
Σ(s1; s2) = A ∪B
[P-SEQ]
Σ(x := e) = {x}
[P-ASSIGN]
Σ(x := f2i(y)) = {x}
[P-F2I]
Σ(s1) = A Σ(s2) = B A = B
Σ(if x ./ y then s1 else s2) = A
[P-IF-1]
Σ(s1) = A Σ(s2) = B A 6= B
Σ(if x ./ y then s1 else s2) = >
[P-IF-2]
Σ(s) = ⊥
Σ(while x ./ y do s) = ⊥
[P-WHILE-1]
Σ(s) 6= ⊥
Σ(while x ./ y do s) = >
[P-WHILE-2]
Fig. 5.6. Preprocessing of Σ(s) which is the set of defined variables for statement s.
and [P-F2I]). For a compound statement s1; s2, its Σ is the join of Σ(s1) and Σ(s2)
([P-SEQ]). For a conditional statement, it checks the equivalence of Σ sets in both
branches. If equivalent, the conditional inherits the set. We call it balanced-two-
branch conditional. Otherwise, Σ(s) = >. If s has only one branch, it is called
one-branch conditional, otherwise unbalanced-two-branch conditional. In Fig. 5.5(d),
since the if statement at line 42 is unbalanced, line 41 is also unbalanced.
Now we are ready to discuss the statement rules. We introduce three execution
modes: stable mode S, unstable mode U and inverted unstable mode UI , indicated
by ρ. Initially execution starts with the stable mode. It switches to U or UI when
entering a branch of unstable predicate. Statements are then evaluated under U/UI
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mode until it reaches the immediate post-dominator. The execution mode determines
how vectors are updated.
The [IF] rule set consists of six sub-rules. The transition is determined by the
conditions on the top and on the right. If the vector comparison yields the same
branch outcome, the predicate is stable and execution continues with the branch
under the same mode ([IF-1] and [IF-2]). When the actual branch outcome b differs
from any of the other two outcomes b1 and b2, the predicate is unstable. If the current
mode is S, and the else branch does not define any variable (Σ(s2) = ⊥) or the two
branches define the same set of variables (Σ(s) 6= > with s the conditional statement),
the true branch is followed, and the mode is set to U when the actual branch outcome
is true ([IF-3]), or UI when the actual branch outcome is false ([IF-4]). Note that
as part of the rules, an operation is inserted at the end of the branch to restore the
mode to its original ([RESTR]). If the current mode is not S, we encounter nested
unstable predicates. In such cases, we inherit the execution mode of the top level
unstable predicate ([IF-5] and [IF-6]). Note that since unstable predicates are rare
during execution, the complex control in the semantics does not induce high overhead.
For assignments, depending on the mode, partial update is performed on the first
element or the reference elements ([ASSIGN]). Execution is terminated when it
encounters other kinds of discrete factors such as type casts ([F2I]).
5.4.1 Soundness and Completeness
Similar to the Tag approach in Chapter 4 and [5], our technique is neither sound
nor complete. In this section, we discuss the important factors that affect soundness
and completeness, and explain why such limitations are not problematic in practice.
Relative Error Inflation. An important assumption of our technique is that the
relative error of a value remains trivial until inflation is encountered. This assumption
is theoretically unsound because the relative error may become non-trivial through
slow but lengthy accumulation. It was shown in [5] that instability always associates
141
with error inflation in practice. The completeness of our technique is also largely
affected by the threshold τc which decides if there is an inflation. With a lower
threshold, more cases that involve cancelled bits will be monitored. We study the
effect of threshold settings empirically in Section 5.6 and we find that there exists
a specific threshold, with which RFINDER does not miss any unstable execution in
practice and the number of false positives induced is reasonably low.
Error Injection in Reference Values. Recall when a relative error inflation is
detected on a variable z, we introduce two reference values z1 = z − δ and z2 =
z + δ, with δ = 2max(ex,ey)−τc+1 being an intended upper bound of the absolute error
(Section 5.3). The real absolute error could be a lot smaller, which is in fact the case
in most situations. As such, later when we check if vector values produce an identical
discrete value at discrete factors, we may have false positives. Unfortunately it is









Fig. 5.7. Unstable discrete factor y = f(x) > 0 missed.
Instability Detection at Discrete Factors. Instability is detected by checking
if an actual value and its references yield the same discrete result. However, there
are cases in which this strategy may miss unstable predicates. First, since the two
references are not guaranteed to be the bounds of the ideal value, the ideal value
may fall out of the range of values in the vector. Fig. 5.7(a) shows such an example,
it denotes a discrete factor y = f(x) > 0 with f(x) a continuous function (in the
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ideal world) that varies with x. In the example, the precise value xˆ falls out of the
range specified in the vector; y yields false in the ideal world but true in all the
three values in the vector, suggesting a false negative. This is actually related to the
conservativeness of δ, which is computed based on τc. Our results show that there
exists a general τc setting good for the benchmarks we consider.
Second, f(x) may be a non-monotonic function. As such, even though the precise
value falls in the range specified by the vector, it may produce a different discrete
value. Fig. 5.7(b) shows such an example. However, since x, x1 and x2 are very close
to each other in practice, it is very rare for f(x) to be non-monotonic in such a tiny
range. We have not encountered such cases.
5.5 Implementation and Optimizations
We implement RFINDER by source instrumentation using GCC-4.7.2. to support
C/C++ and Fortran. We leverage the Advanced Vector Extensions (AVX) on x86 64
architecture to support vectors. It features instructions operating on 256-bit vector
registers, called ymm registers, which can store four double precision floating point
values. We only use the lower 192 bits. We modify the lexical analysis of GCC.
Each floating point variable is replaced with a 256-bit type supported by GCC. A
floating point array is replaced with an array of vectors. Operations on floating point
operands are replaced accordingly. For example, the addsd instruction for adding
two 64-bit floating point operands is replaced with the corresponding vector operation
vaddpd. After lexical analysis, we further instrument the GIMPLE IR code to support
functionalities such as error inflation detection and discrete factor monitoring.
Vectorizing External Library Functions. According to our semantics, an ex-
ternal library function call on vector parameters is conducted by calling the function
on the individual vector elements one by one (Rule [SIN]). This entails unpacking a
vector to an array of floating point values, calling the function multiple times, and
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1 double ∗ px = &x;
2 unsigned long ∗ plx =
(unsigned long ∗) px;
3 unsigned long lx = ∗plx;
4 lx = lx >> 52;
5 int ex = lx & 0x7FF; // ex
...
6 int ey = ly & 0x7FF; // ey
7 int ez = lz & 0x7FF; // ez
// max(ex, ey) > τc?
8 if (ex < ey) ex = ey;
9 int cb = ex− ez;
10 if (cb > 0x30) ...
21 unsigned long lx = movq(x);
22 unsigned long lz = movq(z);
23 long ex = lx & 0x7FF00...0;
24 long ez = lz & 0x7FF00...0;
25 long cb = ex− ez;
26 if (cb > 0x300...0) ...
Fig. 5.8. Optimizing code snippet that detects relative error inflation in z = x− y; x,
y and z are in 64-bit double precision. Assume the inflation threshold τc is 48 = 0x30.
packing the results back to a vector. For better performance, we re-implement a set
of frequently used library functions to make them support vector parameters directly.
For example, sign(x, y) in Fortran returns the value of x with the sign of y. We im-
plement their vector version that operates on 256-bit vectors with AVX instructions,
as shown in Fig. 5.9. Type m256d is a primitive type of 256 bits natively supported
by GCC. Constant sign mask has its 255th, 191th, 127th and 63th bits set to 1 and
the rest 0. The function takes two vectors. Inside the function body, the first line
negates the mask and then performs boolean-and with v1, masking off all the sign
bits in the vector. In the second line, the mask is boolean-anded with v2 to get the
sign bits in v2, which are further or-ed with the unsigned value of v1 to produce the
final result.
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const m256d mask = {−0.,−0.,−0.,−0.}; // − 0. = 1 << 63
m256d sign vec(m256d v1,m256 v2) {
m256d v1 nosign = mm256 andnot(mask, v1);
m256d sign = mm256 and(mask, v2);
return m256 or(v1 nosign, sign); }
Fig. 5.9. Pseudocodes that implement 256-bit version of sign().
Optimizing Relative Error Inflation Detection. Inflation detection has to be
performed on each addition/subtraction operation. Hence, its efficiency is critical.
An implementation strictly following the semantics leads to inefficiency. Consider the
snippet in the left of Fig. 5.8 that detects inflation for z = x − y. Recall that we
compute the number of cancelled bits by comparing the exponents of operands x, y
and result z through max(ex, ey)−ez (lines 1-9), which is then compared with τc (line
10). To extract the exponent of a floating point value, bit shifting is used. However,
bit shifting cannot be performed on floating point values in C semantics. Hence, a
type-cast from floating point to long integer has to be performed. Unfortunately,
GCC does not support moving a value from a floating point register to a regular
register. The generated code has to first store the variable to memory, acquire the
address (line 1), type cast the pointer to long integer pointer (line 2), and load the
value to a long integer register (line 3). We notice that moving values from a floating
point register to a regular register is in fact supported by the instruction set. Hence,
we use inlined assembly to implement the functionality. For readability, we show the
equivalent source code in the right of Fig. 5.8. Note that lines 21 and 22 directly
use instruction movq to move floating point values to regular registers. Furthermore,
we observe that bit shifting is not needed. Lines 23-24 mask off the sign bit and the
significand bits and lines 25 and 26 perform detection directly on the remaining bits.
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5.6 Evaluation
We evaluate efficiency and effectiveness of RFINDER and compare it with HPL [5,
10] and Tag in Chapter 4 and [5]. HPL uses 128-bit quadruple precision. We use the
programs in [5] for comparison, including SPEC CFP2000 and a biochemical data
processing program deisotope. In addition, we include a widely used data-mining
program k-means. We use an Intel Core i7-2640M 2.80GHz machine with 8GB RAM.
5.6.1 Performance
In the first experiment, we evaluate the runtime overhead of RFINDER. We use the
test inputs from SPEC. For deisotope and k-means, we use the inputs that come
with the programs. The results are shown in Table 5.2. Column 2 shows the native
execution time. Columns 3 and 4 present the overhead for HPL and Tag. Observe
that the average slow-down of HPL exceeds 100. The average overhead for Tag is
681%.
The last two columns present the time and overhead of RFINDER. We collect the
data with τc = 48, which is the threshold used in detecting relative error inflation
(Section 5.3). The average overhead is 189%, which is 3.6 times smaller than that in
the Tag approach. The higher overhead in some of the programs (e.g. 172.mgrid)
is due to the relatively more error inflations.
We further study the breakdown of execution time for RFINDER. We run the
program with vector instructions but without detecting instability. It means that a
program is transformed to its vector version, where floating point values are stored
in 256-bit vectors and operated with AVX instructions. The three values in a vector
are always identical. This is to study the overhead of vectorization. The results are
shown in the vec-only columns. The average overhead is 94%. While theoretically
AVX instructions should not cost additional cycles, there are a few possible reasons
for the slow-down. First, the processor we use (CPUID: 06 2AH) is an early version
supporting AVX instructions. According to the Intel Manual, the latencies for AVX
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Table 5.2. Performance (o/h stands for overhead).
program
native HPL Tag vec-only RFINDER
time(s) o/h o/h time(s) o/h time(s) o/h
168.wupwise 5.82 7208% 551% 8.82 51% 16.44 182%
171.swim 0.31 6529% 500% 0.83 171% 1.13 267%
172.mgrid 10.78 43530% 2180% 18.18 69% 48.13 347%
173.applu 0.17 13767% 767% 0.35 109% 0.50 202%
177.mesa 1.49 3086% 289% 2.41 62% 3.14 110%
178.galgel 1.87 8245% 727% 3.83 105% 6.34 239%
179.art 1.35 4216% 703% 3.14 133% 4.19 211%
183.equake 0.63 7121% 486% 1.09 74% 1.39 121%
187.facerec 3.56 9953% 467% 8.31 134% 10.43 193%
188.ammp 7.57 5625% 218% 10.21 35% 14.25 88%
189.lucas 0.96 11157% 799% 2.07 115% 2.94 205%
191.fma3d 44.58 9822% 611% 94.49 112% 149.14 235%
200.sixtrack 6.08 17599% 684% 9.97 64% 14.90 145%
301.apsi 5.48 10309% 615% 10.63 94% 13.81 152%
deisotope 0.02 3200% 767% 0.04 100% 0.06 180%
k-means 0.03 4520% 528% 0.05 72% 0.07 133%
AVERAGE 10202% 681% 94% 189%
instructions in our processor are higher than later versions [38]. Second, we suspect
the compiler is not able to perform aggressive optimizations for AVX instructions
because they are relatively new. We anticipate RFINDER will have lower overhead
in the future with new hardware and better compiler support.
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5.6.2 Effectiveness
In this set of experiments, we measure the effectiveness of RFINDER. We an-
notate continuous cores similarly as in [5]. Continuous core was defined in [6] as a
program region in which control flow variations do not cause output discontinuity
such that unstable predicates inside continuous cores do not indicate that the execu-
tion is unstable. The number of annotations is very small (i.e. less than three) for
most programs.
Execution Instability The experiment is setup as follows. For each program, we
collect 1E+14 samples within an input range. We execute the program on these
sample inputs with HPL, Tag, and RFINDER. We extend HPL to also compute the
actual floating point values with 64-bit precision such that they can be compared with
their high precision versions to collect the ground truth. For Tag and RFINDER, we
collect data for three configurations with different τc values. The results are shown
in Table 5.3. We only focus on the programs with instability problems reported. For
each program, the input sample range and the total number of samples are shown in
the first row labeled Overall. Then each row following that presents the detection
results for a configuration. The second column shows the configuration. The third
column shows the number of samples in which instability is reported (i.e. at least
one unstable discrete factor has been encountered), and its percentage over the total
sample number is presented in the fourth column. The last column shows the detected
problematic range that contains those unstable samples. Note that the reported range
may contain both stable and unstable sub-ranges. Symbol † next to the detected
problematic range indicates that there are false negatives when compared with the
ground truth.
We have the following observations. (1) RFINDER has comparable effectiveness
as Tag. For the majority of the cases, the detected range by RFINDER is very
similar or identical to the one by Tag. Both of them can correctly determine that
over 99.99% of the samples lead to stable executions. However, the overhead of
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Table 5.3. Comparisons of the detected problematic ranges with different predictors.
program approach # of cases % detected range
equake
Overall 1E+14 [0.8650, 0.8750]
HPL 2 2.00E-12% [0.8690799016130847, 0.8690799016130848]
Tag(τc=44) 4516 4.52E-9% [0.8690799016026333, 0.8690799016130848]
Tag(τc=48) 279 2.79E-10% [0.8690799016130570, 0.8690799016130848]
Tag(τc=52) 20 2.00E-11% [0.8690799016130829, 0.8690799016130848]
RFINDER(τc=44) 9008 9.01E-9% [0.8690799016126333, 0.8690799016135340]
RFINDER(τc=48) 540 5.40E-10% [0.8690799016130563, 0.8690799016131102]
RFINDER(τc=52) 18 1.80E-11% [0.8690799016130823, 0.8690799016130840] †
facerec
Overall 1E+14 [0.5900, 0.6000]
HPL 849 8.49E-10% [0.596265750063108, 0.596265750064926]
Tag(τc=44) 232165 2.32E-7% [0.596265749946110, 0.596265750181511]
Tag(τc=48) 12613 1.26E-8% [0.596265750056901, 0.596265750071028]
Tag(τc=52) 296 2.96E-10% [0.596265750063257, 0.596265750065373] †
RFINDER(τc=44) 231736 2.32E-7% [0.596265749946744, 0.596265750181473]
RFINDER(τc=48) 13514 1.35E-8% [0.596265750056384, 0.596265750071838]
RFINDER(τc=52) 491 4.91E-10% [0.596265750063310, 0.596265750065614] †
galgel
Overall 1E+14 [0.8184, 0.8185]
HPL 57695 5.77E-8% [0.8184459012000007, 0.8184459012253359]
Tag(τc=44) 37972131 3.80E-5% [0.8184458998299998, 0.8184459039575860]
Tag(τc=48) 3278089 3.28E-6% [0.8184459002196792, 0.8184459020723309]
Tag(τc=52) 1233455 1.23E-6% [0.8184459019084903, 0.8184459020723309] †
RFINDER(τc=44) 35374266 3.54E-5% [0.8184459000255354, 0.8184459039575922]
RFINDER(τc=48) 3262178 3.26E-6% [0.8184459002230361, 0.8184459020723749]
RFINDER(τc=52) 1265228 1.27E-6% [0.8184459019084903, 0.8184459020723749] †
deisotope
Overall 1E+14 [1.1100, 1.1200]
HPL 2 2.00E-12% [1.1156381266106556, 1.1156381266106557]
Tag(τc=44) 653 6.53E-10% [1.1156381266105905, 1.1156381266106557]
Tag(τc=48) 40 4.00E-11% [1.1156381266106518, 1.1156381266106557]
Tag(τc=52) 5 5.00E-12% [1.1156381266106553, 1.1156381266106557]
RFINDER(τc=44) 651 6.51E-10% [1.1156381266105907, 1.1156381266106557]
RFINDER(τc=48) 40 4.00E-11% [1.1156381266106518, 1.1156381266106557]
RFINDER(τc=52) 0 0.0% †
k-means
Overall 1E+14 [0.5640, 0.5650]
HPL 233 2.33E-10% [0.56446068002405417, 0.56446068002405649]
Tag(τc=44) 100819 1.01E-7% [0.56446068002355170, 0.56446068002455988]
Tag(τc=48) 6064 6.06E-9% [0.56446068002402601, 0.56446068002408664]
Tag(τc=52) 325 3.25E-10% [0.56446068002405417, 0.56446068002405741]
RFINDER(τc=44) 100819 1.01E-7% [0.56446068002355170, 0.56446068002455988]
RFINDER(τc=48) 6064 6.06E-9% [0.56446068002402601, 0.56446068002408664]
RFINDER(τc=52) 325 3.25E-10% [0.56446068002405417, 0.56446068002405741]
Symbol ‘†’ indicates that there are false negatives.
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RFINDER is 3.6x smaller than Tag. (2) Similar to Tag, RFINDER may also
suffer from false negatives when using a large τc that gets too close to the maximum
(i.e. 53). Note that using a larger τc means that we have more restrict condition in
determining relative error inflation. Observe that when τc = 52, RFINDER misses
some unstable cases for 187.facerec, 178.galgel and deisotope. (3) Threshold
τc = 48 is the best configuration for the benchmarks considered. It reports the
smallest number of unstable samples without any false negatives. (4) With τc = 48,
although the number of detected unstable samples is 15-269 times larger than the
ground truth, these samples only denote a trivial part of the input range. This implies
it is highly unlikely for RFINDER to produce false warnings. In contrast, according
to [5], interval analysis and techniques based on solely detecting error inflations report
a lot more false positives.
Valid Outputs in Unstable Executions An important feature of RFINDER
is to recognize valid outputs in unstable executions. In this experiment, we report
the number of unstable predicates encountered in an unstable execution and how
often RFINDER can proceed. Recall that RFINDER may have to terminate the
execution when it encounters an unstable discrete factor, if the two branches define
different variables (Section 5.4). The results are shown in Columns 2-4 in Table 5.4.
Column 2 lists the average number of unstable predicates encountered in an unstable
execution, whereas Column 3 shows how often RFINDER can continue. Column 4
shows the classification of the predicates that RFINDER can proceed. Observe that
RFINDER can successfully handle all unstable predicates in most programs except
for 178.galgel. And most of the predicates that RFINDER can proceed belong to
one-branch predicates (i.e. empty true branch or empty else branch).
We also report how many valid outputs are recognized in the unstable executions
in Columns 5-9 in Table 5.4. In particular, the number of unstable executions is
presented in Column 5. Column 6 shows the number of unstable executions in which



















































































































































































































































































































executions in which only part of the outputs are recognized as unstable. Column
8 presents the average percentage of outputs recognized as unstable. For example
in 187.facerec instability only affects 25% of the outputs; 75% of the outputs can
still be trusted. For 178.galgel and 183.equake, none of the outputs can be trusted
because there is an unstable predicate present in the computation path of all outputs.
K-means is an interesting case: in 6064 out of the 9096 unstable executions, 60%
outputs are unstable; but in the other 3032 executions only 1% are unstable. The
last column shows the ground truth, which is the percentage of truly unstable outputs,
acquired by comparing the outputs from HPL and those from the actual executions.
We consider an output unstable if its relative error is larger than 2−τc . Observe
that RFINDER may recognize larger set of unstable outputs. However, detailed
comparison discloses that it never misclassifies a truly unstable output as stable.
5.7 Summary
In this chapter, we propose RFINDER, a technique to detect runtime instability
in floating point computation. It transforms a floating point value to a vector of
three values and encodes the presence of an inflated relative error by injecting value
differences into a vector. Error propagation and suppression are performed implicitly
by vectorized floating point operations. Instability is detected by checking if all vector
elements lead to the same discrete result at discrete factors. Evaluation shows that
RFINDER can correctly identify most executions as stable and never misses a true
unstable execution with a specific configuration. Its overhead is 3.6 times lower than




The instability problem has been studied for a long time. The most prominent
difference between our work and many existing works is that existing techniques treat
it as a debugging problem. They try to locate the unstable statements using various
analysis, report them to the users, and hope they will get fixed. However, our study
shows that instability will not happen for most parts of the input domain and they
can be suppressed by higher precision. Hence, we aim to develop an efficient on-the-
fly predictor to assure stability for most executions, and only switch to using high
precision computation when necessary. Also, a key advance of our work is to leverage
the concept of discrete factors to have a more precise error reporting criterion that is
critical for a low false positive rate.
Interval arithmetic [54, 56] uses an error range to represent a value. It updates
ranges in a conservative way, leading to over-sized ranges. Hence, people further pro-
pose affine arithmetic [23, 25, 30] to represent errors as affine forms to allow better
precision. However, they are very expensive and their goal is in-house testing and
debugging. The state of the art [21] has 3-5 orders of magnitude slow down and only
supports small programs. Researchers have proposed using high precision library
to precisely compute values and errors during execution [3, 10]. In particular, the
state-of-the-art [10] is a dynamic analysis that makes use of a binary instrumentation
engine to enhance a floating point program on the fly to perform high precision com-
putation. That is, upon executing a single precision operation, the instrumentation
executes the corresponding high precision operation. The results of the two preci-
sion levels are compared to detect possible instability issues. However, high precision
operations are very expensive (e.g. [10] has 2 orders of magnitude slow down). In
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contrast, our predictor has only 7.91 times slowdown. And our precision loss is small
in the picture of the entire input domain. Monte Carlo Arithmetic (MCA) exploits
randomness in floating point arithmetic [61]. It executes a program multiple times
by randomizing floating point arithmetic operators and operands. It studies roundoff
errors statistically from the results. The CADNA library [42] performs stochastic esti-
mations of errors also by randomly selecting rounding modes at each operation. With
randomization approach, it can miss instability problems in certain situations [45].
It is also expensive (90x slowdown for SPEC with CADNA library according to our
experiment). In [47], a dynamic technique detects instability by monitoring bit can-
cellations was proposed. It is very expensive and has a large volume of false positives.
There are also a large body of work on abstract interpretation, SMT solving, model
checking, and code perturbation to tackle the representation error problem [11, 19,
24, 29, 31, 41, 50, 51, 55, 70]. Particularly, robustness analysis [16] tries to statically
prove that a floating point program is free from instability problems. While it is
quite successful in handling simple programs, the mathematical complexity and the
iterative nature of many real world floating point programs are difficult to address
by the technique. Moreover, as instability problems are input dependent and rarely
happen, dynamic analysis like ours have the advantage of allow running the low
precision program in most cases for efficiency and switching to high precision on
demand. It is especially prefereable when completely fixing instability problems is
difficult.
Recently in [17], a heuristic search algorithm is proposed to search for error-causing
inputs that can maximize result errors due to representation errors. It aims to support
precision allocation, auto-tuning and error analysis. In [22, 64], two techniques are
proposed to reason about the required precision to compile a given program with given
output requirements. In [22], a sound algorithm is introduced to guarantee precision
and correctness of programs. While in [64], it recommends a type instantiation that
uses lower precision to produce an accurate enough answer for better performance.
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The work in [8] detects logical floating point bugs (e.g. divided-by-zero, underflow),
which is different from instability problems by nature.
6.2 External Errors
Uncertainty analysis and MC method. While theotically most existing work
on internal errors such as affine arithmatic [21] and interval arithmatic [56] can be
extended to handle external errors, they lack the capability of precisely disclosing
output variations because they approximate the errors. The output of affine analysis
and interval analysis is usually output value ranges. In constrast, the sample-based,
or Monte Carlo approaches are more widely used [35, 39, 53] in handling external
errors. Variance reduction techniques such as importance sampling were applied to
improve the sampling quality [13]. Several techniques were proposed to improve the
efficiency of MC methods by parallelizing/packing MC trials [2, 9, 69]. MC methods
are also used in identifying critical input and code regions [14], and detecting bugs in
numerical programs [70]. The proposed work in this dissertation is complementary
to those efforts by reducing the sheer number of needed samples.
Other approaches to uncertainty analysis include model checking [33], automated
differentiation [7, 26], distribution propagation [68] and controlled perturbation [36].
They are either too heavy weight or have difficulty handling heterogenous data (cer-
tain and uncertain) and program artifacts such as control flow.
Static analysis for program continuity and robustness. The technique in [15]
shares a similar scenario of analyzing continuity for programs. It uses static analysis
to soundly reason about continuity, by proving whether a given program encodes a
continuous function. On top of [15], it further analyzes and quantifies the robustness
of a program to input uncertainty in [16]. These techniques, in addition to the ones
in [32, 49, 62, 63], are static. In contrast, our work is dynamic. For many real-world
programs, continuity and robustness cannot be statically proved as they depend on
the concrete inputs and input errors. These techniques and ours are synergetic. In
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fact, we adapt their technique to prove continuity of continuous cores identified by
our dynamic analysis.
Others. Taint analysis [18,59], information flow tracking [52], or lineage tracing [74]
are dynamic analyses that track or even quantify information flow during program
execution. They can be used to correlate inputs and outputs. However, uncertain
data processing requires direct reasoning about how input changes lead to output
changes, which demands reasoning across multiple executions.
White-box fuzzing [27, 28] is an effective technique for dynamic test generation.
It analyzes program executions also in a white-box fashion, but based on symbolic
execution and constraint solving techniques. In theory, it can be applied to explore
the different values of the discrete factors for a given program. However, due to the
complexity of high order path conditions and the huge overhead, it is impractical for
real world uncertain data processing.
There are more recent works that target on different aspects of uncertainty prob-
lems. In [66], a static analysis is proposed to analyze probabilistic programs that
sense, manipulate, and control based on uncertain data. In [12], researchers present
an abstraction to help developers operate on and reason with uncertain data.
156
7. CONCLUSION
In this dissertation, we propose several techniques, enabled by program analysis, to
handle the reliability problems caused by external and internal errors.
Monte Carlo methods provide a simple and effective means of studying the uncer-
tainty due to external errors. We propose two techniques to improve the efficiency
of Monte Carlo methods. One technique we proposed is called execution coalescing,
which packs multiple Monte Carlo sample executions into one. We leverage the obser-
vation that these sample runs often share significant amounts of common executions,
and hence, coalescing avoids repeating the common works. Coalescing is achieved
by allowing the program to operate on a single value, if it is the same across all the
coalesced runs, or on a vector otherwise. Our evaluation shows that we can speed up
the runtimes of 30 sample runs by an average factor of 2.3 without precision lost, or
by up to 3.4 with negligible precision lost.
The second technique we proposed to handle external errors is called white-box
sampling. It aims to reduce the number of MC trails by performing selectively sam-
pling within given input error bounds. It works by analyzing program execution; in
particular, it efficiently hashes the values of certain program artifacts called discrete
factors during sample execution, which are the root causes of the discontinuity in out-
put. It then compares the hashes of multiple runs to determine if additional samples
are needed. We propose two hashing schemes and three sampling algorithms with
different tradeoffs in precision and cost; we also carefully study their safety. For pro-
grams in which control flow differences (across multiple sample runs) are intentional
and hence do not affect continuity, we use a profiler to identify such code regions
and statically prove that they are continuous, so that we do not need to hash their
runtime values. Our results show that the technique is very effective for real-world
programs.
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In addition to the techniques that handle external errors, we also present execution
runtimes to tackle instability problems that are caused by internal errors. Different
from uncertainty problems that are caused by external errors, instability problems
cannot be handled by sampling methods, since the error ranges are too small to
be representable. We develop two online predictors to monitor the floating point
program execution and to predict the instability problems. In practice, only a very
small portion of inputs can lead to unstable execution; hence, expensive high precision
computation based approaches do not pay-off for most inputs. We formally define an
unstable execution as an execution in which errors cause discrete differences. This
definition allows us to avoid explicitly computing errors, which is very expensive. For
the first predictor, we abstract the inflation of relative errors as one bit, monitor the
propagation of such bits, and check if they can reach discrete factors. If so, then the
inflated errors may induce discrete differences at these factors; hence, the execution
will be flagged as unstable. The key challenge is to detect places where the inflation
bit propagation is cut off, indicating that the error is no longer inflated compared
to its value. The second predictor transforms a floating point value to a vector of
three values and encodes the presence of an inflated relative error by injecting value
differences into a vector. Error propagation and suppression are performed implicitly
by vectorized floating point operations. Instability is detected by checking if all vector
elements lead to the same discrete result at discrete factors. We discuss the soundness
and completeness of the two techniques as well as the practical challenges that we
have overcome. Our experiments show that both techniques can correctly classify
over 99.999996% of inputs as stable with a specific threshold setting (τc=48) whereas
a traditional technique that solely detects error inflation misclassified a majority of
inputs as unstable for some of the programs we studied. Compared to the state-
of-the-art high precision computation based approach, our technique is much more
efficient and can report all the unstable executions. The first predictor incurs an
average overhead of 6.91 times slowdown, while the second predictor further reduces
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