Abstract. The paper proposes a way of mining peculiarity rules from multiply statistical and transaction databases. We introduce the peculiarity rules as a new type of association rules, which can be discovered from a relatively small number of the peculiar data by searching the relevance among the peculiar data. We argue that the peculiarity rules represent a typically unexpected, interesting regularity hidden in statistical and transaction databases. We describe how to mine the peculiarity rules in the multi-database environment and how to use the RVER (Reverse Variant Entity-Relationship) model to represent the result of multi-database mining. Our approach is based on the database reverse engineering methodology and granular computing techniques.
. Aronis et al. introduced a system called WoRLD that uses spreading activation to enable inductive learning from multiple tables in multiple databases spread across the network [3] .
Database reverse engineering is a research topic that is closely related to multi-database mining. The objective of database reverse engineering is to obtain the domain semantics of legacy databases in order to provide meaning of their executable schemas' structure [6] . Although database reverse engineering has been investigated recently, it was not researched in the context of multi-database mining. In this paper we take a unied view of multi-database mining and database reverse engineering. We u s e t h e R VER (Reverse Variant Entity-Relationship) model to represent the result of multi-database mining. The RVER model can be regarded as a variant of semantic networks that are a kind of well-known method for knowledge representation. From this point of view, multi-database mining can be regarded as a kind of database reverse engineering.
A challenge in multi-database mining is semantic heterogeneity among multiple databases since no explicit foreign key relationships exist among them usually. Hence, the key issue is how to nd/create the relevance among different databases. In our methodology, w e u s e granular computing techniques based on semantics, approximation, and abstraction [7, 18] . Granular computing techniques provide a useful tool to nd/create the relevance among dierent databases by changing information granularity.
In this paper, we propose a way of mining peculiarity rules from multiply statistical and transaction databases, which is based on the database reverse engineering methodology and granular computing techniques.
Peculiarity Rules and Peculiar Data
In this section, we rst dene peculiarity rules as a new type of association rules and then describe a way of nding peculiarity rules.
Association Rules vs. Peculiarity Rules
Association rules are an important class of regularity hidden in transaction databases [1, 2] . The intuitive meaning of such a rule is that transactions of the database which contain X tend to contain Y . So far, two categories of the association rules, the general rule and the exception rule, h a v e been investigated [13] . A general rule is a description of a regularity for numerous objects and represents the well-known fact with common sense, while an exception rule is for a relatively small number of ob jects and represents exceptions to the well-known fact. Usually, the exception rule should be associated with a general rule as a set of rule pairs. For example, the rule \using a seat belt is risky for a child" which represents exceptions to the general rule with common sense \using a seat belt is safe".
The peculiarity rules introduced in this paper can be regarded as a new type of association rules for a dierent purpose. A peculiarity rule is discovered from the peculiar data by searching the relevance among the peculiar data. Roughly speaking, a data is peculiar if it represents a peculiar case described by a relatively small number of objects and is very dierent from other objects in a data set. Although it looks like the exception rule from the viewpoint of describing a relatively small number of objects, the peculiarity rule represents the well-known fact with common sense, which is a feature of the general rule.
We argue that the peculiarity rules are a typical regularity hidden in statistical and transaction databases. Sometimes, the general rules that represent the well-known fact with common sense cannot be found from numerous statistical or transaction data, or although they can be found, the rules may be uninteresting ones to the user since data are rarely specially collected/stored in a database for the purpose of mining knowledge in most organizations. Hence, the evaluation of interestingness (including surprisingness, unexpectedness, peculiarity, usefulness, novelty) should be done before and/or after knowledge discovery [5, 9, 12] .
In particular, unexpected (common sense) relationships/rules may be hidden a relatively small number of data. Thus, we may focus some interesting data (the peculiar data), and then we nd more novel and interesting rules (peculiarity rules) from the data.
For example, the following rules are the peculiarity ones that can be discovered from a relation called Japan-Geography (see Table 1 ) in a Japan-Survey in Japan). Hence, rule 2 is generated by using the peculiar data for both Tokyo and Osaka as well as their granules (i.e. \small" for ArableLand and Forest, and \high" for PopulationDensity).
Finding the Peculiar Data
There are many ways of nding the peculiar data. In this section, we describe an attribute-oriented method.
Let X = fx 1 ; x 2 ; . . . ; x n g be a data set related to an attribute in a relation, and n is the number of dierent values in an attribute. The peculiarity of x i can be evaluated by the Peculiarity Factor, PF(x i );
(1) It evaluates whether x i occurs relatively small number and is very dierent from other data x j by calculating the sum of the square root of the conceptual distance between x i and x j . The reason why the square root is used in Eq. (1) is that we prefer to evaluate more near distances for relatively large number of data so that the peculiar data can be found from relatively small number of data. Table 2 shows an example for the calculation. On the other hand, if X is a data set of a symbolic attribute and/or the background knowledge for representing the conceptual distances between x i and x j is provided by a user, the peculiarity factor is calculated by the conceptual distances, N(x i ; x j ): Table 3 shows an example in which the binary neighborhoods shown in Table 4 are used as the background knowledge for representing the conceptual distances of dierent type of restaurants [7, 15] . However, all the conceptual distances are 1, as default, if background knowledge is not available. After the evaluation for the peculiarity, the peculiar data are elicited by u s i n g a threshold value, threshold = mean of P F (x i ) + 2 variance of P F (x i ) (3) where can be specied by a user. That is, if P F (x i ) i s o v er the threshold value, x i is a peculiar data.
Based on the preparation stated above, the process of nding the peculiar data can be outlined as follows:
Step 1. Calculate the peculiarity factor P F (x i ) in Eq. (1) for all values in a data set (i.e. an attribute).
Step 2. Calculate the threshold value in Eq. (3) based on the peculiarity factor obtained in Step 1:
Step 3. Select the data that is over the threshold value as the peculiar data.
Step 4. If current peculiarity level is enough, then goto Step 6: Step 5. Remove the peculiar data from the data set and thus, we get a new data set. Then go back t o Step 1: Step 6. Change the granularity of the peculiar data by using background knowledge on information granularity if the background knowledge is available.
Furthermore, the process can be done in a parallel-distributed mode for multiple attributes, relations and databases since this is an attribute-oriented nding method.
Relevance among the Peculiar Data
A peculiarity rule is discovered from the peculiar data by searching the relevance among the peculiar data. Let X(x) a n d Y (y) be the peculiar data found in two attributes X and Y respectively. W e deal with the following two cases:
{ I f t h e X(x) a n d Y (y) are found in a relation, the relevance between X(x) and Y (y) i s e v aluated in the following equation:
That is, the larger the product of the probabilities of P 1 and P 2 ; the stronger the relevance between X(x) a n d Y (y). { If the X(x) a n d Y (y) are found in two dierent relations, we need to use a value (or its granule) in a key (or foreign key/link) as the relevance factor, K(k), to nd the relevance between X(x) and Y (y). Thus, the relevance between X(x) and Y (y) i s e v aluated in the following equation:
Furthermore, Eq. (4) and Eq. (5) are suitable for handling more than two p e c uliar data found in more than two attributes if X(x) ( o r Y (y)) is a granule of the peculiar data.
Mining Peculiarity Rules in Multi-Database
Building on the preparatory in Section 2, this section describes a methodology of mining peculiarity rules in multi-database.
Multi-Database Mining in Dierent Levels
Generally speaking, the task of multi-database mining can be divided into two levels:
1. Mining from multiple relations in a database. 2. Mining from multiple databases.
First, we need to extend the concept of foreign keys into foreign links because we are also interested in getting to non-key attributes for data mining from multiple relations in a database. A major work is to nd the peculiar data in multiple relations for a given discovery task while foreign link relationships exist.
In other words, our task is to select n relations, which contain the peculiar data, among m relations (m n) with foreign links.
We again use the Japan-Survey database as an example. There are many relations (tables) in this database such as Japan-Geography, Economy, AlcoholicSales, Crops, Livestock-Poultry, Forestry, Industry, and so on. Table 5 and Table 6 show t w o of them as examples (Table 1 is another one (Japan-Geography)). The method for selecting n relations among m relations can be briey described as follows: Step 2. Find the value(s) of the focused key corresponding to the mined peculiarity rule in Step1 and change its granularity of the value(s) of the focused key if the background knowledge on information granularity i s a v ailable. For example, \Tokyo" and \Osaka" that are the values of the key attribute region can be changed into a granule, \biggest cities". Step 3. Find the peculiar data in the other relations (or databases) corresponding to the value (or its granule) of the focused key.
Step 4. Select n relations that contain the peculiar data, among m relations (m n). In other words, we just select the relations that contain the peculiar data that are relevant to the peculiarity rules mined from the main table.
Here we need to nd the related relations by using foreign keys (or foreign links). For example, since the (foreign) key attribute is Region for the relations in the Japan-Survey database, and the value in the key, Region = Hokkaido, w h i c h i s related to the mined rule 1 ; we search the peculiar data in other relations that are relevant to the mined rule 1 by using Region = Hokkaido as a relevance factor. The basic method for searching the peculiar data is similar to the one stated in Section 2.2. However, we j u s t c heck the peculiarity of the data that are relevant to the value (or its granule) of the focused key in the relations. Furthermore, selecting n relations among m relations can be done in a parallel-distributed cooperative mode.
Let \j" denote a relevance among the peculiar data (but not a rule currently, and can be used to induce rules as to be stated in Section 3.2). Thus, we can see that the peculiar data are found in the relations, Crops, Livestock-Poultry, On the other hand, the peculiar data are also found in the relations, AlcoholicSales and Economy, corresponding to the value of the focused key, Region = biggest-cities: In the relation, Alcoholic-Sales, Region(biggest-cities) j (Sake-sales(high) & RiceOutput(high)). In the relation, Economy, Region(biggest-cities) j TertiaryIndustry(high). Furthermore, the methodology stated above can be extended for mining from multiple databases. For example, if we found that the turnover was a marked drop in some day from a supermarket transaction database, maybe we cannot understand why. However, if we search a weather database, we can nd that there was a violent typhoon this day in which the turnover of the supermarket was a marked drop. Hence, we can discover the reason why the turnover was a marked drop.
A challenge in multi-database mining is semantic heterogeneity among multiple databases since no explicit foreign key relationships exist among them usually. Hence, the key issue is how to nd/create the relevance among dierent databases. In our methodology, we use granular computing techniques based on semantics, approximation, and abstraction for solving the issue [7, 18] .
Since this project is very new, we just nished the rst step. Our future work includes developing a systematic method to mine the rules from multiply databases where there are no explicitly foreign key (link) relationships, and to induce the advanced rules from the RVER models discovered from multiple databases.
