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PREFACE 
A map may own a fixed point if domain and range of the map has 
non-empty intersection. In case the intersection of the domain and range 
of a map is empty, there can not be any fixed point. The Brouwer fixed 
point theorem,Banach Contraction Principle, Schauder fixed point 
theorem and several other classical results are all for self mappings. In 
recent years these results have been extended when domain and range 
of the space need not be the same, but domain is a subset of range. One 
such extension of Banach Contraction Principle is due to Assad and 
Kirk [7] which asserts that every set-valued contraction mapping of a 
closed subset of an entire complete metrically convex metric space into 
the space has a fixed point. This theorem due to Assad and Kirk [7] has 
inspired intense actively around it which form the subject of this 
dissertation. 
This dissertation consists of four chapters. Each chapter is 
divided into sections and subsections. The number S.l indicates the 
section I of chapter S whereas 3.1.2 indicates 2 definition or lemma or 
theorem of section of J of Chapter 3. The numbers in bracket refers to 
references listed in the bibliography. Each chapter begins with a brief 
introduction to its contents. 
The Chapter 1 is introductory in nature wherein the notion of 
multifunction is introduced and discussed considerably to the extent of 
definitions, illustrative examples, continuity, Hausdorff metric and 
relevant related results. We conclude the chapter by discussing Nadler 
Contration Principle[41], Bose and and Mukherjee [12] and then 
finally Assad and Kirk [7] theorem which forms the central theme for 
rest of the dissertation. 
The Chapter 2 deals with fixed point theorems stablished by 
altering distances between the points. The first half of the chapter is 
devoted to such fixed point theorems for self mapping which includes 
the work of Khan et al[34],Pathak and Sharma [42] and Sastry and 
Babu [48].The last half of the chapter deals with such theorems for non-
self mappings which incorporates the results due to Assad [5], Abdalla 
and Zaheer [8] and others. 
The results imbodied in Chapter 3 are inspired by a well known 
fixed theorem due to Rhoades [44]. The most general result of this 
chapter is due Imdad et al [26] for two pairs of non-self mappings. 
While proving their results, they have adopted the notions of 
'coincidentally commuting property and compatible mappings' to non-
self setting. Besides main results, related results, application and 
illustrative examples are also discussed. 
The last chapter of dissertation is devoted to fixed point theorem 
for non-linear non-self hybrid contraction wherein the most general of 
the presented result is due to Imdad et al[27 ] involving two hybrid pair 
of mappings. In order to established such results Imdad et al[27 ] need 
to formulate the definition of quasi-coincidentally commuting mappings 
and coincidentally idempotent pair. In process several earlier results 
due to Ahmad and Imdad[l,2], Ahmad and Khan[3 J, Itoh [28] and 
Khan[32] are generalized and modified. This chapter concludes with an 
illustrative example. 
In the end, we have given a bibliography which by no means is 
an exhaustive one but lists only tose papers and books which are 
referred in this exposition. 
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CHAPTER - 1 
MULTI-VALUED MAPPINGS AND NADLER'S 
CONTRACTION PRINCIPLE 
1.1 PRELUDE 
The study of fixed point theorems of multivalued mappings 
was initiated by Kakutani [35, 1941] in finite dimensional spaces 
which was established in an endeavour to extend Brouwer [10] fixed 
point theorem to multi valued mappings. Later, this theorem was 
extended to infinite dimensional Banach spaces by Bohnenblust and 
Karlin [11, 1951] and to locally convex spaces by Fan in [19, 1952]. 
Here, we opt to include the statements of these classical results. 
Before stating the results, here one needs to recall that a multi-
valued function F : X ^ Y is said to have fixed point if x^ e^Fx^ j for 
x^eX, whereas for the definition of upper semi continuous 
multifunction one can see Definition 1.3.1 discussed a little later. 
Kakutani Theorem 1.1.1 [35, 1941] Every upper semi continuous 
multifunction of a non empty closed bounded convex subset of R" 
with non-empty closed convex values has a fixed point. 
Bohnenblust and Karlin Theorem 1.1.2 [11, 1951] Every upper 
semi continuous multi-valued self mapping of non-empty compact 
convex subset of a Banach space with non-empty closed vonvex 
values has a fixed point.  
Brouwer's fixed point theorem states that any continueous self-mapping 
of unit balls in R"has a fixed point. 
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Fan's Theorem 1.1.3 |19, 1952]. Every upper semicontinuous 
multi-valued mapping of a non-empty compact convex subset of a 
locally convex Hausdorff topological vector space with non-empty 
close convex values 
Here one needs to note that above three theorems are the 
extensions of celebrated theorems due to Brouwer [10], 
Schauder[57] and Tychnoff [58] respectively to the setting of 
multifunction from single valued mappings. In recent years this 
theorem have been generalized and improved in various ways which 
are beyond the scope of this dissertation. An exhaustive and recent 
literature of this kind is available in the books of Singh et.al [54], 
Istratescu [29] and Smart [53]. 
Fixed point theorems for multi-function are utilized to prove 
results in variational inequalities control theory besides settling 
problems in economics and games theory. 
On the other hand development of geometric fixed point theory 
for multifunction was initiated by Nadler Jr. [41,1965] which is in 
fact the subject matter of this dissertation.This work due to Nadler 
[41] has further been pursued by Markin [39], Assad and Kirk [7], 
Browder [9],Himmelberg [21],Lami-Dozo [36],Lassonde [37] and 
Schauders theorem asserts that every continuous self map of a convex 
compact subset of a Banach space has atleast one fixed point 
Tychnoff theorem states that selfmap of a compact covex subset of a 
locally convex topological vector space has a fixed point. 
several others. 
Though this dissertation is devoted to fixed point theorems for 
non-self mappings yet with a view to make this presentation self 
contained and more readable,we first prove Nadler Contraction 
Principle [41] besides its extension to non-self set-valued setting 
which is due to Assad and Kirk [7]. 
1.2 MULTI - VALUED MAPPINGS 
Here we discuss the concept of multi-valued mappings besides 
discussing illustrative examples and related results. Also, we include 
the proof of one or two such result. 
DEFINITION 1.2.1. A map is said to be multi-valued map (or 
point to set map or set-valued map) F from a nonempty set X to 
nonempty set Y if it associates to every point of X to a nonempty 
subset F(x) of Y. Indeed the subset F(x) of Y is the image of x 
under F. The map F is called proper if there is atleast one x e X 
with F(x) ^ ()). As in the case of single valued mapping, one can 
define 
Graph (F) = {(x,y) : y e F(x)} 
which is sometime fruitfully utilized to deal some specific situation. 
In case F is proper G(x,y) is a non-empty subset of the product 
space X x Y and x e Fx iff (x,y)GG. 
The domain of the multi-valued map F is the projection of graph 
(F) on X whereas, the image of F, is the subset of Y defined by 
Im (F) = u F(x) 
x€Dom(F) 
is the projection of graph (F) on Y. 
Alternately, a multi-valued map F from set X to set Y is a subset 
FcXxY. The inverse of F:X-^ Y is a multi-valued map 
F"': Y->X defined by (y,x) eF"' if and only if (x,y)eF. The value of 
F are the sets F(x) = {y eY|(x,y)6F} where 
F-'(Y)= {xeX|(x,Y)eF} 
for y eY. Thus the value of F"' for y eY is F"'(y). For A c X the set. 
F(A)= U F(x)={yeY|F- ' (y)nA^(t ,} 
is called the image of A under F whereas for B c Y, the set B c Y the 
set 
F-'(B)= y F-'(y)= {xeXIFxnB^ct,} 
the image of B under F ' is called the inverse image of B under F. 
A set valued map is called strict if the images F(x) are 
non-empty for all x e X. Let K be a non-empty subset of X and let 
F be a strict multi-valued map from K to Y then it may be useful to 
extend it to the set valued map F^ from X to Y defined by 
F(x) when x e K 
(j) when X i K, 
whose domain ( i.e. Dom (F^) ) is K. 
When F is multi-valued map from X into Y and K c X, one can 
denote by F|^as it's restriction to K. 
DEFINITION 1.2.2. Let F : X -> Y be a multi-valued mapping. 
Then F is said to be hyperunivocal map if for x,, x^  e X such that 
F(x,) n F(x^) ^<^^ F(x,) = F(x,). 
DEFINITION 1.2.3. Let X and Y are non-empty set and F 
: X —)• Y be a multi-valued mapping. Then it is said to be hyperinjective 
if for x,, X, € X such that 
• 1 ' " 2 
F(x,) n ¥{x^) ?i (j) =^ X, = x .^ 
DEFINITION 1.2.4 Let F:X -^Y be a multi-valued map from X to 
Y.Then it is said to be quasi-surjective if F(X) = Y 
EXAMPLE 1.2.5. Let 1 = [0,1] and let F : I ^ I be defined as 
F(x) = (y : 0 <y < x}. 
Then F is a multi-valued map. 
EXAMPLE 1.2.6. Let P = {(x,y) : 0 < x < 1 and 0 < y < 1} and let F 
: P —>• P be defined as follows : 
F(x,y) is the line segment in V from the point (x,0) to the point (0,y) 
for each x,y e P. Then F is a multi-valued map. 
EXAMPLE 1.2.7. If f: X -> Y be a single valued map then f is a 
multi-valued map whose domain is img (f). Multi-valued map f is 
strict if f is surjective and single valued if f is injective. 
EXAMPLE 1.2.8. Let F be a set-valued map from R into itself 
which is defined as 
{1/x} if x ^ O 
{0} if x = 0. 
Then F is hyperinjective. 
EXAMPLE 1.2.9. A multi-valued map F : R^  -> R^  and 0 be a 
fixed point in R\ Let F(x) be the set of points other than 0 on the 
straight line joining x to 0. 
This determine a hyperunivocal multi-valued map F with domain 
R^  - {0}. 
THEOREM 1.2.10. Let F be a multi-valued map from X to Y and 
let {A_}.^, be a family of non-empty subsets of X. Then 
(a,) If A, c A ^ ^ F ( A , ) c i F ( A , ) . 
( b , ) F ( u , ^ , A , ) = ^, , ,F(A,) . 
(c,) F(n,^, A,) c n,^, F(A,). 
(d,) F(x \ A.) 3 F(X) \ F(A.). If further F is hyperinjective then 
F(X \ A,) = F(X) \ F(A,). 
PROOF. Here, we include the proof of (d,) only. 
Let us suppose that y G F(X)\F(A.).Then yeu^^^ F(x) \ u^^^ F(x). 
This means that yGF(x) for some XGX but x 9^Aj.Implying thereby 
y G F(x) for some x G X\A, , therefore y G U ^ ^^^^. F(x).So that y G 
F(X\A.),hence F(x \ A.) => F(X) \ F(A.). 
If F is hyperinjective,then y G F ( X \ A . ) this implies that there 
exists XG X,\A. such that y G F(X) but y ^ F(A.).Therefore y G 
F(X)\F(A.).Hence F(X \ A,) - F(X) \ F(A,). 
THEOREM 1.2.11. If F, and F^ are two set-valued maps from X 
to Y and A is a non-empty subset of X. Then 
(e,) (F, u F , ) A = F , (A)uF , (A) . 
(f,) (F, n F,)A c F,(A) n F,(A). 
(g,) (F, x F,)A c F,(A) x F,(A). 
(h,) (F, o F,)A = F,(F,(A)). 
THEOREM 1.2.12. If F, and F^  are two hyperunivocal multi-valued 
maps from X to Y, then F, n F, and F, x F, are also hyperunivocal. 
THEOREM 1.2.13. If one of the multi-valued maps F, and F. 
from X to Y is hyperinjective.Then the maps F, n F2 and F,x F^ are 
hyperinjective. 
THEOREM 1.2.14. Let F be a multi-valued map from X to Y and 
{B.}.^, be a family of non-empty subsets of Y. Then 
(i,) I f B . c B , =>F-'(B,)cF-'(B2). 
(),) F-'( u . , B ) c u , F-'(B.). 
(k,) F-'(n , B ) = n , F-'(B ). 
1.3 CONTINUITY OF MULTI-VALUED MAPS 
In this section, we discuss the notion of continuity of multi-valued 
maps. We approach continuity via lower semi continuity and upper 
semi continuity. Besides, we furnish some examples and mention 
some properties of u.s.c. and l.s.c functions. In passing, we also 
state some results which inter relates these two notions.First of all 
we introduced the notion of upper semi continuity and lower semi 
continuity which are necessary for our subsequent discussion. 
DEFINITION 1.3.1. A multi-valued map F from a metric space X 
to a metric space Y is said to be upper semi continuous (abbreviated 
as u.s.c.) at x^ iff for any neighbourhood U of F(Xp) there exists 5 > 
0 such that for all x e B^(x„,5 ) the image F (x) is contained in U. 
DEFINITION 1.3,2. A multi-valued map from a metric space X 
to a metric space Y is called lower semi continuous (abbreviated as 
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l.s.c.) at Xy G Dom (F) iff for any y e F{x^^) and for any sequence 
of elements x e Dom(F) converging to x^  there exist a sequence 
of element y^^ GF (X^^ ) which converges to y. 
DEFINITION 1.3.3. A multi-valued map is said to continuous 
at XQ e X if it is both upper semi continuous as well as lower 
semi continuous at x .^ It is said to be continuous on X if it is 
continuous at every point of X. 
Notions of upper semi continuity and lower semi continuity 
are independent as substantiated by the following examples. 
EXAMPLE 1.3.4. Let X = Y = [0,1] and define F by 
1/2 X if 0 < x < l / 2 
F(x)= < [1/4,3/4] if x = l / 2 { 
l/2(x+l) if l / 2 < x < l . 
Then F is u.s.c but not l.s.c. 
EXAMPLE 1.3.5. Let F : R ^ R be a multi-valued function 
defined by 
[-1,1] if x = 0 
F(x) = I 
{0} if X ^ 0. 
F is u.s.c at 0 but not l.s.c. at that point. 
EXAMPLE 1.3.6. A multi-valued F from [0,1 ] to itself, defined 
as 
[0,x] if 0 < X < 1 
F(x) = I 
{0} if x = 0. 
is l.s.c. but not u.s.c. 
THEOREM 1.3.7. A multi-valued map F : X -> Y is l.s.c. iff F" 
'(G) is open for each open subset G of Y. 
THEOREM 1.3.8. A multi-valued map F from a metric space X 
into a metric space Y with compact values is u.s.c. iff the inverse 
image of every open subset G of Y, is open in X. 
PROOF. Suppose that F is u.s.c. If F"'(G) == ^ then there is nothing 
to prove. Let F^(G) ^ (j) and let x^ , e F+(G). Then ¥(x^) c G. Since 
G is open therefore it is a neighbourhood of each of it's points. 
Therefore G is a neighbourhood of F(x^). Then by the definition of 
upper semi continuity, there exists 5 > 0 such that for all x G B^(XQ, 
8), F(x) (z G. Which implies that B^(x^, 5) c F+(G) and so F*(G) 
is an open neighbourhood of each of it's points and hence F^(G) is 
open. 
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Conversely suppose that, for each open set G in Y, the set 
F\G) is open and F(x) is compact then G is a neighbourhood of 
F(Xp). Hence F^(G) is a neighbourhood of x^  and we have for all 
XpSF^G, there exists 5 > 0 such that B^Cx ,^ 5) c: F^(G). 
Therefore, for all x € 6^,(^0' ^) ' ^ ^ F*(G), which implies that 
F(x) c G, for all x € B^(x,j, 6). and hence F is u.s.c. 
Now, in passing we mention some properties of l.s.c. and u.s.c. 
multi-valued maps. 
(1, ) The composition of two u.s.c. (l.s.c.) multifunction remains an 
u.s.c. (l.s.c.) multifunction. 
(m, ) The arbitrary union of a family of l.s.c multi-valued maps is 
also l.s.c. where as merely the finite union of u.s.c. multi-valued 
mappings is u.s.c. 
(nj ) The intersection of a family of u.s.c.multi-valued maps is 
u.s.c. 
1.4. FIXED POINT THEOREMS FOR MULTIFUNCTIONS 
In this section, we opt to present the proof of fixed point 
theorem for multi-valued mappings by Nadler Jr. [41], which is 
refered as Nadler's Contraction Principle. This work due to Nadler 
Jr. [41] has further been pursued by Reich [46], Bose and Mukherjee 
[12] for generalized multi-valued contraction mapping which 
includes a fixed point theorem due to Wong [60]. 
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Before presenting the results we collect the required 
definitions, notations and results so as to make our exposition 
self contained. 
NOTATION AND CONVENTION 1.4.1. First of all, we 
borrow the conventions and notations adopted by Nadler [41]. 
Let (X,d) be a metric space, with two non-empty subsets A and 
B of X and XeX. Then 
(o ) CB(X) = {A: A is non-empty closed and bounded subset 
o fX) , 
(p,) C(X) : {A : A is non-empty compact subset of X}, 
(q,) d(A,B) = inf {d(a,b) : aeA, beB}, 
(r,) d(x,A) = inf {d(x,b): beB}, 
(s,) H(A,B) = max ({sup d(a,B) : aeA}, {sup d(A,b): beB}). 
It is well known that CB(X) is a metric space with the 
function H which is known as Hausdorff metric on X. 
LEMMA 1.4.2. Let K be a non-empty closed subset of a 
metrically convex metric space (X,d). If x, y eK then there exists 
a point z e 5 K (boundary of K) such that 
d(x,y) = d(x,z)) + d(z,y) 
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LEMMA 1.4.3. If A,B e CB(X) and a € A, then for each positive 
number a there exists a, b € B such that 
d(a,b) < H (A,B) + a. 
LEMMA 1.4.4. Let {A^ }^ be a sequence of sets in CB(X) and 
suppose lim_^^^H(A_ ,^A(,) = 0 where A(JGCB(X) . Then if x_^ 6 A_^ , n= 
1,2,... and if lim x = x,„ it follows that x„ G A.. 
' ' n->a; n 0 ' 0 0 
DEFINITION 1.4.5 (Assad and Kirk[7]). A metric space (X,d) is 
said to be metrically convex if for each x,yGX,with x ^ y there 
exists ZGX,X ?!: Z ^ y such that d(x,z) + d(z,y) = d(x,y). 
DEFINITION 1.4.6 Let (X,d) be a metric space and CB(X) be a 
closed and bounded subset of X, A function F:X->CB(X) is said 
to be multi valued contraction mapping of 
H(Fx,Fy) < a d(x,y) for all x,yeX and a < 1. 
EXAMPLE 1.4.7 [41] Let X = [0, 1] and F:X->X such that 
H'^711-1/2 + 1. 1/2SXS1 
Define F:X^CB(X) by F(x) = {0} u {f(x)} for each XeX. Then 
one can easily check that F is a multi-valued contraction mapping 
and the set of fixed points of F is {0, 2/3}. 
THEOREM 1.4.8 Let X be a metric space.Let A and B are two 
subset of X. Then H(A,B) is a metric on CB(X). 
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DEFINITION 1.4.9. Let (X,d) be a metric space and CL(X) be the 
closed and bounded subset of X. Let F.:X->Y (i = 1,2) be mappings 
satisfying 
H(F,(x), F^(y)) < a, d(x,F,(x)) + a, d(y,F2(y))+ 2i^ d(y,F,(x)) + a, 
d(x,F3(y)) + a, d(x,y) 
for any x, y GX where a,, a^ , a,, a^  and a. are non-negative numbers 
and a,+a2+a3+a_,+a.< 1 and a, = a, or a^  = a.. 
The following is the natural extension of the classical Banach 
contraction principle to the setting of multi-functions due to Nadler 
[41] which has inspired intense activity around it in recent years. 
Here we opt not to prove Nadler Contraction Principle but include a 
proof of a fixed point theorem due to Bose and Mukherjee [12] 
establised for a pair of multi-valued mappings satisfying generalized 
contraction condition. 
1.4.10. NADLER'S CONTRACTION PRINCIPLE 
Every multi-valued contraction mapping on a complete metric 
space has a fixed point. 
THEOREM 1.4.11. Let (X,d) be a complete bounded metric space 
and let F.: X ->CL(X), i = 1, 2 be a multi-valued mappings satisfying 
condition (1.4.9). Then Fj and F, have a common Fixed Point. 
Proof. Let x_ eX. Consider the sequence (x } where x, ,G F,(X, ) 
U ' ^ 11^ 2 i i+ l 1^ 211'' 
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,1/2. 
and X2„,2eF2(x2,„2)- Suppose that H(F,(x,,), F/x , ) ) = 0. Then 
obviously F, and F^ have a common Fixed point. Assume that 
H(F,(XQ), FJCX,)) ^ 0. Then by definition if a number h > H(F,(XQ), 
F2(x,)) there exists X2GF2(X,) such that d(X|, X2)< h. Let 
h = p-'H(F,(x,), F^Cx,)) where p = (a, + a^  + a3 + a, + a.)' 
Then 
d(x„ X,) < p-'H(F,(x„), F^Cx,)) 
< p-'[a,D(x,,F,(x,,) + a,D(x,,F^(x,)) :-a3D(x,, F,(x„))+ 
a^D(x„, F,(x,)) + a,d(x„, x,)] 
< p-'[a,d(xQ, x,) + a,d(x,, x^ ) + a3d(x,,, x,) + a^d(x,, x )^ + 
a,d(x^, x,)]. 
so that d(x,, x^) < (a, + a^  + a.)/(p - a^- a^)d(x,,, x,). 
Proceeding in the similar fashion, there exists x^e Fj(x2) such 
that 
d(x2, X3) < (a^ + a3+ aj/(p - a, - a3)d(x,, x^). 
One can have 0 < r, s < 1 if a = a, and 0 < rs < 1 when a, = a, 
. ' 4 ] 2 
or a, = a, 
3 4 
where 
r = (a, + a^  + a.)/(p - a, - a.) and s = (a^ + 33 + a.)/(p - a, - a^). 
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Moreover 
^(X2n.i'>^2n.2)^ (rs)" rd(x^, X,) and 
d(x,„ ,x,„ , , )<(rs)"d(x„,x,) . 
Obviously the sequence {xj is Cauchy and hence converges to 
some point ue X. Consider D(u , F,(u)). 
D ( u , F » ) < d(u, x,,^,) + D(x„,,, F » ) 
< d(u, x„^,) + H(F,(xJ, F,(u)) ( n is even) 
< d(u, x.,,,) + a,d(x„, x„,,) + a^D(u, F,(u)) + 
a3d(u, x„,,)+ a,d(x„, u) + ap(u,F2(u)) + 
a.d(x,,, u). 
Taking limit n->oc, one can have 
D(u, F^(u)) < (a^+ aJD(u, F,(u)) i.e. D(u, F^(u)) = 0. 
Since ¥^{u) is closed one obtains UGF2(U). In the similar fashion it 
can be shown that UGF| (U) . 
REMARK 1.4.12. In the above theorem one may consider any 
complete metric space instead of a bounded complete metric spaces 
if one replaces 'CL(X)' by 'CB(X)',notice that by setting F^=¥^ and 
a,=3^=33=3^=0 in the above theorem, one deduces the Nadler's 
Contraction Principle[4 1] .The last theorem of this chapter is in 
complete metrically convex space for non-self multifunctions due 
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to Assad and Kirk. [7] which has inspired most the developments 
presented in rest three chapters of this dissertation.In fact due to 
convexity property,the significant weaicening could be made 
regarding domain and range of the mappings. 
THEOREM 1.4.13. Let (X,d) be a complete and convex metric 
space, K a non-empty closed subset of X. F is a contraction mapping 
from K into CB(X). If F(x) c K for each x e 6K then there exists 
XQ e K such that x^  e F(xJ, that is F has a fixed point in K. 
PROOF. The following proof is due to Assad and Kirk [ ].One can 
construct the sequence {x^ }^ in K in the following way. 
Let XQGK and x'|eF(x,|).If x'|6K, let X|=x', otherwise select a 
point X , G 5 K such that d(X(,,x,) + d(x,,x',)=d(X(,,x',).Thus x, GK 
and by Lemma 1.4.3, one may choose x'^e F(x,) so that 
d(xV,x',)<H(F(x,„F(x,)) + a. i v 2'' - "^' ^ " 0 ' ' ' -"I' 
Now put x^= x'2 if x'2 e K, otherwise let x^  be a point of 5K 
such that 
d(x,,X2) + d{x,,x\) = d(X|,x'2). 
By induction one may obtain sequences {xj, {x'J such that for 
n = 1,2,3, 
n' ' '• 11J 
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(u,) d(x'„,,,x'„) < H(F(x„,F(x,..,))+a" 
where 
(w,) d(x ,x ,,)+d(x ^,,x' J = d(x ,x' ^ if x' , ,g K. 
V K ^ ii' n + l ' '^  n+l ' 11+1' ^ n' n + l ' n+l 
Now define 
P = {x. G{xJ:x. = x'. , i = 1,2,3,....} 
Q = {X, G{x„}:x, = x' , i = 1,2,3,....}. 
Note that two cosecutive terms of {x } cannot be in Q.Hence 
X eO for some n, implies x .eP.Now for n > 2 one can consider 
the distance d(x_ ,^x_^ ,^).The following cases arise. 
Case 1. X eP and x ,^ e P, then 
n 11+1 ' 
d( x„, x„,,) < d(x'„^„x',) < H(F(x,„F(x„.,))+a" 
< a d(x ,x ,)+a". 
Case 2. x eP and x ^.eO, then 
n 11+1 ^ ' 
d( X , x ^,) < d(x ,x' ^,) 
^ n ' I1+I-' ^ i i ' i i +K 
= d(x' ,,x' ) 
'^  11+1' 11' 
< H(F(x,,.,,F(xJ)+a" 
< ad(x_ ,^x_, ,)+a". 
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Case 3. x^eQ and X^^^,GP, then 
d( X , X ^,) < d(x , x' ) + d(x' ,x ^ 
- d(x , x' ) + d(x' ,x' ^,) 
< d(x,,, x'„) + H(F(x^.„F(x„))+a" 
< d(x„, x\) +a d(x,,.,,xj+a" 
< ad(x^.,,x'J+a" 
= ad(x'„.,,x'„)+a" 
< H(F(x„.^,F(x„.,)) + a"-' + a" 
< ad(x „x ,) + a"-' + a" 
thus for n > 2 we have 
ad(x ,x ,) + a" or 
d( X., x„,) < { 
ad(x „x ,) + a"-' + a" 
^ n-2' n-K 
Now it can be shown by induction that for n > 1 
d( X , x ,) < a"'^6,where 
V n ' i i + l ' ' 
5 =a"'^ max {d(x„,x,),(x,,X2)}. 
This implies that {xj is Cauchy sequence and since X is complete 
and K is closed,{xJ converges to a point x^^ eK. Also there exists 
a subsequence {x } of {x } each of whose term is in P. Thus 
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x_^  eF(x_^ i), k =1,2,3 by (t|),and since x^^ ,-> x^ as k -^ oc in 
the Hausdorrf metric. It follows that x^ € F(Xy), by Lemma 1.4.4. 
Hence x^ is the fixed point of F. This completes the proof. 
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CHAPTER - 2 
FIXED POINT THEOREMS BY ALTERING DISTANCES 
2.1 INTRODUCTION 
The literature on common fixed point theorem is so vast that it is 
not possible to attempt an exhaustive survey of all the existing 
results.Here, we restrict out attention to these fixed point theorems 
which are established by altering distances between the points.In this 
direction Delbosco [17] and Skof [50] have established fixed point 
theorems for self maps of complete metric space by altering distances 
between the points with the aid of increasing continuous function. Khan 
et al [34] improved some fixed point theorems of Rakotch [45], Reich 
[46] and Fisher [20] in a complete metric space which has been 
generalized and improved in several ways by various authors such as 
Pathak-Sharma[42], Sastry-Babu [52] and several others. The results of 
this kind forms the subject matter for section 2.3. Assad [5] generalized 
the results due to Khan, Swalch and Sessa [49] for non-self mappings in 
complete metrically convex metric spaces. Recently Zaheer and Abdalla 
[8] extended the result due to Khan et al [34] to a pair of non-self 
mappings employing the notion of weak commutativity due to Hadzic 
[22] which generalizes earlier results due to Khan et al [34], Assad [5] 
and some others. 
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2.2 PRELIMINARIES 
Before presenting the specific results, we collect the relevant 
definitions and results so as to make this exposition more readable. 
DEFINITION 2.2.1. Let (X,d) be a metric space and let K be a non-
empty subset of X. A pair of mappings F, T: K->X satisfy the condition 
(l)[d(Fx,Fy)] < b {(t)[d(Tx,Fx)] + (t)[d(Ty,Fy)]} 
+ c min {())[d(Tx,Fy)], (|)[d(Ty, Fx)]} (2.2.1.1) 
for all X, yGK with x ^ y, b, c > 0, 2b+c < 1 and let (j): R^-^R^ be a 
increasing continuous function with the property 
(t)(t) = Oifandonly ift = 0. (2.2.1.2) 
Then a flinction F satisfying condition (2.2.1.1) is called generalized 
T-contractive. 
DEFINITION 2.2.2 (Hadzic [22]). Let (X,d) be a metric space and K 
be a non-empty subset of X with F, T:K^X. The pair {F,T} is said to 
be weakly commuting if, for each x, yeK, such that x = Fy and TyeK, 
we have 
d(Tx, FTy) < d(Ty, Fy). 
By setting K = X, this definition reduces to that of Sessa [49]. 
DEFINITION 2.2.3 (Hadzic & Gajic [23]). Let (X, d) be a metric 
space and K be a non-empty subset of X with F, T:K^X. The pair 
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{F,T} is said to be compatible if, for every sequence {Xn}, from K and 
from the relation, 
Ji':^ <„d(TXn, Fxn) = 0 and Tx^eK, neN, it follows that 
;,"!!,, d(Ty„,FTx„) = 0 
for every sequence y,, in K such that y„ = Fxn, neN. 
Note that for K = X, this definition reduces to corresponding 
definition of G.Junck.[30]. 
2.2 SELF MAPPING CONTEXT 
In this section, we collect some fixed point theorems due to Khan 
et al. [34], Pathak-Sharma [42] and Sastry and Babu[48] for self-
mappings in a complete metric space established by altering distances 
between the points. 
Here, we plan to present the results in the order they are developed 
and include a proof of the most general result available which is due to 
Sastry and Babu [48], besides discussing some related examples which 
are helpful to get more insight into the results and their interplay. 
THEOREM 2.3.1 (Khan, Swaleh and Sessa [34]). Let T be a self-
mapping of a complete matric space (X,d). If (j):R'^ ^R"^  be an increasing, 
continuous function satisfying property (2.2.1.2). Furthermore, let a, b, 
c, be three decreasing function from R'AjO) into [0,1) such that 
a(t)+2b(t)+c(t)<l for every t>0. Suppose that T satisfies the following 
condition 
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(t)(d(Tx,Ty)) ^a(d(x,y)) ())(d(x,y))+b(d(x,y)) {(t)(d(x,Tx))+(|)(d(y,Ty) 
+c(d(x,y)) min{(|)(d(x,Ty)), (l)(d(y,Tx))} (2.3.1.1) 
for all x,y e X with x 7^  y .Then T has a unique fixed point. 
The next two theorems are contained in Pathak and Sharma [42]. 
THEOREM 2.3.2 (Pathak and Sharma [42]). Let T be a self maping 
of a complete metric space, (j):R'*^ ->R* an increasing, continuous function 
satisfying condition (2.2.1.2). Let a, b be two decreasing functions from 
(0,oo) into [0,1) such that a(t)+b(t)<l/2 for eveiy t > 0. Suppose T 
satisfies the condition. 
(|)(d(Tx,Ty)< a(d(x,y)){(t)(d(x,y))+c[(j)(d(Tx,y)) ^{d(xjy))f'} 
+b(d(x,y)){<j)(d(x,Tx))+(t)(d(y,Ty))} (2.3.2.1) 
for x,y6X and ce[0,l] such that a(t) (1+c) <l. Then T has a unique 
fixed point. 
THEOREM 2.3.3 (Pathak and Sharma [42]). Let (X,d) be a metric 
space, T:X—>-X satisfying the following conditions. 
(a2) Assume for some XOGX, the sequence { T " } has a limit point 
ZGX. 
(b2) Let there exists a continuous function '^.R -^^ R"^  satisfying (2.2.1.2) 
(C2) For all distinct x,y in X, the inequality. 
(i)(d(Tx,Ty)) < a{(t)(d(x,y))+a[(|)(d(x,Ty)) (|)(d(y,Tx))]'^ 2} 
+(l-a)/2[(l)(d(x,Tx))+(|)(d(y,Ty))] 
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holds, with 0 <_a < 1 and a > 0. Then T has unique fixed point z . 
REMARK 2.3.4. As noticed in [42], a (0) is not defined in the context 
of Theorem 2,3.2 as one needs to assume that (2.3.2.1) holds for x ?t y . 
Also the condition a (t).(l+c) <1 is superfluous in view of a(t) + b(t)< V2 
for every t >0 . 
REMARK 2.3.5 The condition of Theorem 2.3.3 fails to ensure the 
uniquenessof the fixed point. To substantiate this , consider X = 
{0,1,2,3 }. Define T : X - ^ X 
by T(0) = 0 and T(n) = 1 for x=l,2 Let ()) (t) = t for all t > 0 . 
ThenT satisfies 
(2.3.3.1) with a = 1 and a = 1 but has two fixed point namely Oand 1. 
Indeed this two remarks are contained in [42]. 
Now, we state and prove the most general existing result of this type due 
to Sastry and Babu [48] which is proved with a view to obtain 
conditions to ensure the uniqueness of fixed points in Theorems 2.3.2 
and 2.3.3 . In process , Theorem 2.3.1 due to Khan et al [34] and such 
related results are generalized and improved . 
THEOREM 2.3.6. Let (X,d) be a complete metric space and T:X^X 
and (1):R"^ —>R^  is an increasing continuous function satisfying (2.2.2.2). 
Furthermore, assume that there exists non-negative constants a,b, 
and c in [0,1] such that 
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(i)(d(Tx,Ty)) < a (l)(d(x,y))+c[(()(d(x,Ty)) ^(d{y,Tx))f' +b/2 
[(t)(d(x,Tx)) + (t)(d(y,Ty))] (2.3.6.1) 
for all x,yGX. Then 
(d2). for xeX, the sequence {T" } converges to a fixed point of T if 
a+b<l and a+c <1 
(e2). T has at most one fixed point in X if a+c<l. 
PROOF. We outline the proof of the theorem briefly as follows. Let 
XoeX. Define the sequence {Xn} by Xn=T" forn=l,2,3 Ifx„=Xn+i 
for some neN then T " == T"^  for m > n and hence if z = T" , we have 
Xo Xo - Xo ' 
Tz = z. 
Coni 
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Now suppose Xn^ X|,+i for all neN. One can write an = cl(Xn, Xp+i) 
and pn = <t>(otn)- Then, from (2.3.6.1) one obtains 
P, = (|)(a,) = (t)(d(x,,X2)) = (l)(d(Tx,T(Tx))). 
< a(l)(d(x,Tx))+c[(l)(d(x,T',)) (l)(d(Tx,Tx))]'^V 
b/2[())(d(x,Tx)) + (t)(d(Tx,T2))] 
< (2a+b)/(2-b) P„ 
so that Pi < kPo where k = (2a+b)/(2-b) < 1, as a+b <1. 
In general, one can show that P„<kpn-i (2.3.6.2) 
Hence p,, < k" Po so that p,, iO as n->c». 
From (2.3.6.2), p„ < Pn-i so that an<a„.i forn= 1,2,3 
Thus ttpi a, say. Then p„ = (j)(a„)Nl'(t)(a) so that 
(j)(a) = 0 and hence a = 0. Thus ttnio. (2.3.6.3) 
Now, we proceed to show that {x,,} is Cauchy sequence. 
Otherwise, there exists an e>0 and sequence {m(k)} and {n(k)} such 
thatm(k)<n(k),d(x,^k),x,n(k))^G and d( Xn(k)-1» Xm(i;) ) < G . 
Therefore, 
(t)(G)<(l)(d(Xn(k), Xn,(k))) 
< a(|)(d(x„(kH.x„i(k,.|)) + c[(j)(d(x„(k).i, x„i(k,)) (t)(d(x„,(k).|, Xn(k)))]'^ ' 
+b/2 [{t)(d(x„(kH, x,„k,))+(t)(d(Xn,(kH, x„,(k)))] (2.3.6.4) 
One can have 
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e< (Xn(k), x,„(k)) < d(x„(k„ x„(k).|) + d(x„(k)-i, X^M) < otndo+G 
so that from (2.3.6.3) 
i ;^^ d(x„(,„ x„,,0 = e (2.3.6.5) 
Letting k—^ oo in (2.3.6.4.), using (2.3.6.5) and triangle inequality, one 
gets 
(|)(G) < a (|) (G)+c(l)(e) = (a+c) (]) (e) < ())(G) 
a contradiction. 
Hence, {x,,} is Cauchy sequence and due to the completeness of 
X, Xn—>z as n->oo for some zeX. To show that z = Tz. If it is not so 
,then 
(t)(d(Tz, z)) = l;':;^ (t)(d(Tx, T r ' )) 
Now by (2.3.6.1), one gets 
(|)(d(Tz,Tx^^ ))<.a(t)(d(z,Tx )) + c[())(d(z,Tx''' )).<})(d(Tx , TS ))]"" 
+b/2[(])(d(z,Tz)) + (t)(d(Tx ,Tx"^' ))] 
Which letting n-^cc reduces to 
())(d(Tz,z)) < b/2 (d(z,Tz)) < (t)(d(z,Tz)) 
yeilding thereby z = Tz. Which establish that z is the fixed point of T. 
The uniqueness of the fixed point follows from (2.3.6.1). Since 
a+c<l. hence (e2) follows. 
The next result for continuous self-map on a metric space shows 
that Theorem 2.3.6 is true under further restriction that a(l+a)<l. 
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THEOREM 2.3.7. Let Tbe a continuous self mapping of a metric space 
satisfying (2.3.3.1) with (t):R*->R^ an increasing continuos function 
enjoying (2.2.1.2.). Further, assume that there exists non-negative 
constant a, b and c such that a+b < 1 and a+c < 1 satisfying the 
inequality. 
(|)(d(Tx,Ty)) < a (t)(d(x,y))+c[(t)(d(x,Ty)) (j) (d(y,Tx))]'^-+ 
b/2 [(|)(d(x,Tx))+({)(d(y,Ty))] (2.3.7.1) 
for all distinct x, y in X. Then z is the unique fixed point of T. 
PROOF. In order to prove the theorem ,one can define the sequence 
n {Xn} by Xn = TXQ. If Xn = Xn+i for somc neN then z = x„ and one can 
have Tz = Txn = Xn+i = Xn= z. Hence, z is a fixed point of T. 
Next assume Xn^ x„+i for every n€N,then by (2.3.7.1), one gets 
(|)(d(Tx,T(Tx)) < a ({) (d(x,Tx)) + c [(l)(d(x, Tx )) (|)(d(Tx,Tx))] "^+ 
b/2 [(t)(d(x,Tx))+ (t)(d(Tx,Tx))]. 
So that 
(t)(d(Tx,Tx )) < (2a+b)/(2-b) ())(d(x,Tx)) < (|)(d(x,Tx)), as a + b < c 
One can write Pn = (t'(d(X|„ x,i+i)). Then,in view of above conclusions 
(Pn} is strictly decreasing sequence, with limit, say, p. Let k(n) be a 
sequence of positive integers (by 32) such that {TXQ } converges to z. 
Therefore, by the continuity of (() and T one obtains 
P = n->oo (J) (d(xi„ 
nh Xk(n)+l)) n—>oo 
(j) (d(Xk,n), TXk,n))) 
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= (t)(d(z,Tz)) 
If (3 ?^  0, then by the continuity of T, 




= (j) (d(Tz, T I )) < (j) (d(z,Tz)) = P 
implying thereby (3=0 so that Tz = z. 
Uniqueness of the fixed point T follows trivially by the inequality 
(2.3.7.1). 
By setting c = 0 and a = 1 with (j)(t) = t for all t > 0 in the above 
theorem one deduces the following theorem due to Edelstein [18]. 
COROLLARY 2.3.8. Let T be a continuous self map on a metric space 
(X,d) such that for some Xo eX the sequence {TXQ} has a limit point 
zeX. Let there exists a continuous function (t):R^ ->R"*^  with (t)(t)=t for all 
t=0. Furthermore, for all distinct x,y in X the inequality 
d(Tx,Ty) < d(x,y)+b/2 [d(x,Tx)+d(y,Ty)] 
holds . Then z is a unique fixed point of T. 
If we choose c = 0 and b = 1-a in the Theorem 2.3.7 then the 
following theorem due to Khan et al [34] is deduced. 
COROLLARY 2.3.9. Let T be a continuous self map of a metric space 
(X,d) such that for some XOGX the sequence {TXQ} has a limit point 
zeX. Let there exists a continuous function (j):R"^ —>R* satisfying 
(2.2.1.2). Furthermore, for all distinct x,y in X the inequality. 
(|)(d(Tx,Ty)) < a(|)(d(x,Tx))+ (l-a)/2 [(t)(d(x,Tx))+(t)(d(Tx, Tx ))] 
holds, where 0<_c <1. Then z is the unique fixed point of T. 
2.3 ILLUSTRATIVE EAMPLES 
Let a,b and c respectively denotes the supremum of the funtions 
a(t),b(t)and c(t) over (0,c») such that a(t)+b(t)+c(t) < t for every t > 0. It 
is easy to note that if (2.3.1.1) holds for distinct x,y eX. then (2.3.6.1) 
also holds for all x,y€X. Moreover, a(t)+b(t)+c(t)<l(for all t>0).This 
implies that a+b+c<l.There fore Theorem 2.3.6 implies Theorem 2.3.1 
as a+b+c <1 implies a+b<l and a+c<1.0n the other hand if 
a+b+c=l,then we conclude that Theorem 2.3.6 implies Theorem 2.3.1 
unless a+b<l and a+c<l .Thus Theorem 2.3.6 is a partial generalization 
of a Theorem 2.3.1.The following example presents a situation where 
Theorem 2.3.6 is applicable whereas Theorem 2.3.1 is not. 
EXAMPLE 2.4.LLet X=[0,2] with the usual metric. Define 
T:X -^X by 
r 2-x if 0 < y < I 
Tx = 
' ^ if 1 < X < 2 
2 
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())(t) = t for all t > 0, a(t)=l/2, b(t) = c(t) = 1/4 for t > 0. Then (2.3.1) 
holds but a(t)+b(t)+c(t) = 1 so that Theorem 2.3.1 is not applicable. 
However, (2.3.6.1) holds with a = 1/2 and b = c = 1/4 so that Theorem 
2.3.6 is applicable since a+b < 1 and a+c < 1. 
EXAMPLE 2.4.2. Let X = {1,2,3 } with the usual metric, Tn=n for 
all neX, <^(t) = t for all t >0, a = 0, b=c=l. Then T satisfies (2.3.6.1) and 
T has more than one fixed point. 
EXAMPLE 2.4.3. Let X = {0,1} with the usual metric, T0=1, T1=0, 
(t)(t)=t for t > 0 and a = 0, b = c = 1. Then T satisfies (2.3.4.1) and T 
doesnot have a fixed point. 
EXAMPLE 2.4.4. Let XJ,^ be as in example 2.4.2. Let a,b,c€[0,l] 
with a+b<l and a+c=l. Then (2.3.6.1) holds and T has more than one 
fixed point. 
EXAMPLE 2.4.5. Let X,T,^ be as in example 2.4.3. Let a,b,ce[0,l] 
with a+b=l and a+c<l. Then (2.3.6.1) holds and T does not have a fixed 
point. Let a, b, c be three constants in [0,1] for which (2.3.6.1 ) holds 
for all x,yeX. Then the following four situations will arise. 
Case L If a + b = 1 and a + c =1, then one cannot predict any thing 
about the existence and uniqueness of fixed point (Examples 2.4.2 and 
2.4.3). 
Case 2. If a + b < 1 and a + c =1, then T may have more one fixed point 
(Example 2.4.4). 
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Case 3. If a + b = 1 and a + c <1, then T has almost one fixed point 
(Example 2.4.5). 
Case 4. If a + b < 1 and a + c < 1, then T has a unique fixed point by 
Theorem 2.3.6. 
2.4 FIXED POINT THEOREM VIA ALTERING DISTANCES 
In this section, we present fixed point theorems due to Abdalla 
and Zaheer [8], which are established by altering distances between the 
points employing the weakly commuting (i.e.. Definition 2.2.2) as well 
as compatibility (i.e., Definition 2.2.3). In process results due to Khan et 
al [34] and Assad [5] are deduced as special cases. 
In what follows, O denotes a family of mappings from R"^  into 
itself enjoying(2.2.1.2). The main theorem due to Abdalla and Zaheer 
[8] runs as follows. 
THEOREM 2.5.1. Let (X,d) be a complete metrically convex metric 
space and K a non-empty closed subset of X with F, T: K—>X 
satisfying(2.2.1.1). Suppose that 
(f2) aKcTK, FKcTK, 
(g2) TxGaK=>FxeK, 
(h2) F and T are weakly commuting, 
(i2) T is continuous at K. 
If (j): R"^ ->R"^  be an increasing continuous function satisfying (2.2.1.2), 
then F and T have unique common fixed point z in K. 
PROOF. One needs to construct the sequences {Xn} and {yn} in the 
following way. Let xedK. Then there exists a point XQEK such that x = 
Txo as ^KcTK. From TXOG^K and the implication Txe5K => FxeK, 
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one can conclude that FxoeKnFKcTK. Let Xi€K be such that 
yi=Txi=FxoeK. Let y2=Fx|. Suppose y2eK, then y2GKnFKcTK, 
which implies that there exists a point X2eK such that y2 = Tx2. Suppose 
y2«2K, then there exists a point peSK such that 
(l(Tx,, p) + d(p, y2) = d(Tx,, yz). 
Since peSKcTK, there exists a point X2eK such that p = Tx2 and so 
d(Txi, TX2) + d(Tx2, y2) = d(Tx,, yj). 
Let y3 = Fx?. Thus, repeating the above arguments, one obtains two 
sequences {Xn} and {yn) such that 
G2) Yn+i = Fx,„ 
(k2) yneK=>yn = TXn, or 
(I2) yn «S K => Txn G dK, and 
d(Txn_i Tx„) + d(Tx,„ y,,) = d(Tx„_i, y,,). 
Write 
P=(Tx,G{Tx„}:TXi = yi}, 
Q= {Txj6{Txp}:Txi;tyi}. 
Obviously, the two consecutive terms of {Txn} cannot lie in Q. Let us 
denote tn = d(Txn, TXn+i).The following three cases are distinguished. 
CASE 1 . If Txn, Tx„+ieP, then 
(|)(tn) = (l)[d(TXn, Txn+i)] = (j) [d(Fx„_i, Fx,,)] 
< b [(t)(d (Tx„_,, Fx„i)) + (|)(d (TXn, Fx,0)] 
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+ c min {(t)(d (Tx„_i, Fx„)), ^{d (Tx,„ Fxn-i))}. 
< b[(t)(d (Tx„_,, Tx„)) + (t){d( Tx,„ Tx„.,))] 
+ c min {(|)(d( Tx,,-!, Tx„+i)), ({)(d (Tx„, Txn))}. 
< b (1) (t,_,) + b (t) (t„) + c min {(t)(d(Tx„_,, Tx,,,)), (})(0)}, 
<b(j)(tn_,) + b(t)(tn) 
so that 
<t) ( tn)<7^( l ) ( tn- l ) 1-D 
CASE 2 . If TxneP, Tx„+i eQ. Note that 
d ( T x „ , TXn+ i ) + d ( T X n + | , Yn+l) = d ( T X n , Yn+l) 
or d(Tx,„ Tx„+,) < d(Tx,„ y,,, i) = d(y„, y„+1), 
hence, 
(l)(tn) = (l)(d(Tx,„ Tx„„))<(j)(d(y„, y,Hi))<(t)(d(Fxn_,, Fx,)) 
< b {(t)(d(Txn-,, Fx„_,)) + (j)(d(Tx„, Fx„))} 
+c min {(j)(d(Txn-i, Fx„) (l)(d(Tx„, Fxn-i))} 
< b {(|)(d(Tx„_,,Tx„)+(l)(d(Tx„ Txn.,))} 
+ c min {(d(Tx,_,, Tx„+i)) (t)(d(Txn, Tx,))} 
<b{(t)(tn_,) + (|)(d(y,„y,„))} 
= b(t)(t„ ,^) + b(i)(d(y,„y„+i) 
which yields 




^ ( tn) < (t) ( d ( y n , y n . l ) ) < f j ^ j (J* ( t n - l ) -
CASE 3. If TxnGQ, Tx„+ieP and so Tx„_ieP. Since Txn is a convex 
linear combination of Tx,,-] and yn, it follows that 
d(Txn, Txn+,) < max {d(Tx„_,, Tx„.,), d(yn, Tx„.,)} (2.5.1.1) 
If d(Txn-i,Txn+i)<d(yn,Txn+,), then d(TXn,Txn+,) < d(yn, Tx„+,) and hence 
(j) ( tn ) = (j) ( d ( T X n , T X „ . , ) ) < (j) ( d ( y n , T x „ . , ) ) 
= (l)(d(yn, y„+,)) = (l)(d(Fx„_,, Fx„)) 
< b{(|)(d(Tx„_,,FXn-,)) + (l)(d(TXn, FXn))} 
+c min {(({)(d(Tx„_i, Fx,,)), (l)(d(TXn, Fxn_i))} 
<b{())(d(Tx„_,, Tx„))+(j)(d(Tx,„ Tx„.,))} 
+c min{(j)(d(Tx„_i, Txn+i)), (|)(d(Txn, Txn))} 
<b())(d(Txn-,,yn)) + b(|)(t.O 
+ c min {(j)(d(y„,Tx„+,)), (t)(d(Tx,„ y,,))} 
< b (j) (d(Tx„_,, y„)) + b(j) (tn) + c (j) (d(Txn, yn)), 
so that 
( 1 - b ) ()) (t„) < H (d(TXn_,, yn)) + C (}) (d(TXn, yn)) 




(1-b) (1) (tn) < b (t) (d(Tx„_,, y„)) + c (j) (d(Txn-,, yn)) 
<(b+c)())(d(Tx„_,,y„)) 
Mtn) < ^ (j) (d(Tx„_,, yn)) (2.5.1.2) 
1 - b 
Now, 
<|)(d(Txn-i,y„))=(l)(d(yn-i, yn))= '\> (d(Fx„-2, Fxn_i)) 
< b{(l)(d(Tx„_2, Fxn_2)) + (t) (cI(TXn-i, FXn-i))} + c mill 
{(j)(d(Tx„_2, FXn- , ) ) , ^ ( d (TXn- , , FXn-2))} . 
< b (j) (d(Tx„_2, Tx„_,)) + b <) (d(Tx„_,, yn)) + c xO. 
So that 
( j ) (d(TXn_, ,yn))<-—- (t)(tn-2) 
1-b 
which in turn yields 
^ (tn) < 
^b + C^ 
V l - b y 1-b. 
(|) (tn-2). 
From (2.5.1.1), if d (yn, Txn+i) < d(Tx„_,, Txn+i), then 
d ( T X n , TXn+ i ) < d ( T X n _ | , T X n + i ) , 
and hence, 
()) ( tn) = (|) ( d ( T x , „ T X n . , ) ) < (|) [ d ( T X n _ , , T X n . , ) ] 
= (j) [d(Fx„_2, Fx,0] 
< b { (t)(d(TXn-2, Fxn_2)) + (j) (d(Tx„, Fxn))}+c min 
{ ( l ) (d(TXn-2, FXn) ) (j) ( d ( T X n , FXn_2))} 
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<b(|)(V2) + b(t)(tn) + C(t)(tn-l), 
SO that 
(l-b)(t)(tn) <b(t)(t„_2) + C(j)(tn-,) 
Therefore, noting that, by Case 2, (j) (t„_i) < (j) (1^2), one can conclude that 
(1-b) (t) (tn) < b (j) (t„_2) + C (j) (t,_2 ) < (b+c) (j) (tn_2), 
so that 
^ (tn) < i^] ^ (tn-2) 
Thus, in all cases, 
(t) (tn) < 





a + c^  
and for n = 2, (j) (t2) < (j) (to) or <t> (ti) rb+c^ 
V i - u y Vl-by 
^b + c^ . . . . fh + c^^ 
l-hj So that (j) (t2) < ())(ti)< — (t)(to). 1-b; 
Thus in general, we conclude 
, , , /"b + cVV , , 
(l)(tn)< - — Ht,,). 
U - b ; 
On letting n ^00, ^ (t,,) -^ 0 and hence due to (2.2.1.2), one can have 
tn= d(TX|„ Tx„+i)^' 0 as n ^^ 00. 
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Thus, {TXn} is a Cauchy sequence and hence converges to a point z in 
K. Now, there exists a subsequence { Tx^^ } of {Tx,,} such that {Tx j^^  } 
is contained in P. For convenience, we write (Tx^j^ } = {Txn}. Since T 
is continuous, {TTx,,} converges to Tz. 
Using the weak commutativity of F and T, (due to TXn = Fxn-i and 
Txn-i eK), one can write 
d(TTx„, FTxn-i) < d (Fx„_i, TXn-i) = d(TXn, Tx„_i). 
Which on letting n->c», reduces to d(Tz, FTx„_i) —>• 0, which amount to 
say 
(FTxn-i}-> Tz as n->oo. 
Now, consider 
(f) (d(FTxn_,,Fz)) < b{())(d(TTx„_,, FTx„_,)) + (j) (d(Tz, Fz))}+ 
c min { (t) (d(TTx„_,, Fz)), (() (d(Tz, FTx,,,,))} 
which on letting n->oo, reduces to 
({) (d(Tz, Fz)) < b (j) (d(Tz, Fz)), 
yielding thereby (j) (d(Tz, Fz)) = 0 which implies that Tz = Fz. 
To show that Tz = z, consider 
(1) (d(Txn, Tz)) =(t)(d(Fx„_,,Fz)) 
< b {(t)(d(Tx„._,, Fx„_,)) +(|)(d(Tz, Fz))} + c min 
{(t)(d(Tx„.,,Fz)),(j)(d(Tz,Fx„_,))} 
< b (j) (d(Tx,_i, Tx,0) + b<\, (d(Tz, Tz)) + c min 
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{(d(Tx„_,,Tz))())(d(Tz,Tx„))} 
< b (j) (V,) + c min {(l)(cl(Tx„_,, Tz)), (]) (d(Tz, Tx,))}, 
so that 
(j) (d(TXn,Tz))< b (|)(tn-i) + c min ((j) (d(Tx,_,, Tz)) (j) (d(Tz, Tx^))} 
which on letting n —> oo, reduces to 
(}) (d(z, Tz)) <.c (}) (d(z, Tz)), 
yielding thereby ())(d(z,Tz))=0, so that z = Tz. 
Thus, z is a common fixed point of F and T. To establish the 
uniqueness of the common fixed point z, let w be another fixed point of 
F and T, then 
(1) (d(w, z)) = (}) (d(Fw, Fz)) 
< b{(j)(d(Tw, Fw)) + (j) (d(Tz, Fz))} + c min 
{(})(d(Tw,Fz)),())(d(Tz,Fw))}. 
< b{(t)(d(w,w))+()) (d(z, z))} + {(|)(d(w,z)), (t)(d(z,w))}. 
So that (j) (d(w, z)) < c (j) (d(w, z)) a contradiction, which implies that, w 
= z Hence z is the unique fixed point in K. This completes the proof 
By setting T = IK we find the improved version of the Theorem 
3.1 due to Assad [5] which runs as follows: 
COROLLARY 2.5.2. Let (X, d) be a complete metrically convex 
metric space and K a non-empty closed subset of X, with T : K—>X 
such that 
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({)(d(Tx, Ty)) ^b{(l)(d(x,Tx))+(l)(d(y,Ty))} + c min{(j)(d(x,Ty)),(|)(d(y, 
Tx)) satisfying tiie condition TxeX for every xedK besides (j): R^->R^ 
being an increasing continuous function satisfying (j)(t) = 0 iff t = 0. 
Moreover, if b and c are decreasing function from R"^  \{0}-> (0, 1) such 
that 2b(t) + c(t) < 1 for every t > 0, b, c, > 0 then T has unique fixed 
point. 
Now one can extend Theorem 2.5.1 further by assuming that a 
pair {F,T} is compatible and T is continuous at K. Such theorem runs as 
follows. 
THEOREM 2.5.3. Let (X, d) be a metrically convex metric space and 
K a non-empty closed subset of X. Let F, T:K->X be such that F is 
generalized T-contractive satisfying (f2), (g?). 
(m2) F and T are compatible mappings, 
(n2) T is continuous at K. 
If (j) : R^—>R"^  is an increasing continuous function satisfying 
(2.2. L2), then there exists a unique common fixed point z in K. 
PROOF. Proceeding as in Theorem 2.5.1, one can show that the 
sequence {Txn} converges to a point z in K. Again, one assumes that a 
subsequence (Tx^i^ } of {Tx„) is contained in P. As earlier, for 
convenience, write {Tx„ } = {Tx,,}. 
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Since Tx,, = Fxn^ i and TX,I_IGK and d(Fxn-i, Txn_i) = 
d(TXn, Txn-i) -^ 0, as n-^oo, it follows that, from the compatibility of F 
and T, 
I,":;, d(TTx,„FTx„_,) = 0 
and from the continuity of T, it follows that {FTxn_i} —> Tz as n -^ oo. 
Now, arguing in the manner similar to Theorem 2.5.1, one can 
show that z = Tz = Fz. The uniqueness follows from Theorem 2.5.1 This 
completes the proof. 
-3 
CHAPTER - 3 
RHOADES TYPE FIXED POINT THEOREMS 
3.1 INTRODUCTION 
As mentioned earlier Assad and Kirk [7] initiated the study of 
fixed point theorems for non-self set-valued mappings in metrically 
convex metric space. Inspired from this work Rhoades [44] proved a 
fixed point theorem for non-self mappings employing a generalized 
contraction type condition. Som and Mukherjee[47] extended Rhoades 
theorem [44] to a pair of non-self mappings. Inspired from Som et ai 
[47] recently Imdad et al [26] established yet another extension to the 
theorem of Rhoades for a pair of non-self mappings in Banach space. 
While proving their result Imdad et al [44] adopted the notion of R-
weakly commuting and coincidentally commuting mappings to the non-
self setting and utilize the same to prove their common fixed point 
theorems for non-self mappings. Only recently, Imdad et ai [26] 
extended such theorems for two pairs of non-self mappings which unify 
earlier results due to Assad [6] Rhoades [44], Som and Mukherjee [47], 
Imdad et al [26] and several others. 
In this chapter, we state and prove the most general existing result 
due to Imdad et al [26] and deduce the other relevant resuhs due to 
Assad [6], Rhoades [44] , Som and Mukherjee [47] and Imdad et al [26] 
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as corollaries. Some illustrative examples to demonstrate the validity of 
hypotheses of these result are also furnished. 
3.2 PRELIMINARIES 
In this section, we collect some definitions relevant to our 
subsequent discussion. 
DEFINITION 3.2.1. Lei (X,d) be a metric space and K be a non-
empty subset of X. A pair of non-self mapping (F,T) defined on a non-
empty subset K of X is said to be pointwise R-weakly commuting on K 
if for given x, y GK with x = Fy and Ty GK, there exists R > 0 such that 
d(Tx,FTy) < Rd(Ty, Fy). (3.2.1.1) 
The pair will be called R-weakly commuting on K if for each 
X GK, (3.2.1.1) holds for some R > 0. 
Notice that by setting R = 1 in Definition 3.2,1, one deduces the 
definition of weak commutativity on K due to Hadzic and Gajic [23] 
whereas for R=l and K=X the weak commutativity due to Sessa [49]. 
Also by setting K = X,in Definition 3.2.1, one gets the definitions of 
pointwise R-weak commutativity and R-weak commutativity due to 
Pant [43]. Here it is worth noting that the pointwise R-weak 
commutativity is more general than compatibility. 
DEFINITION 3.2.2. Let K be a non-empty subset of a metric space X 
with F, T: K -> X. Then the pair (F,T) will be called coincidentally 
commuting if Tx,Fx eK and Tx = Fx=>FTx = TFx. 
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Note that for K = X, this definition reduces to corresponding 
definition of Jungck and Rhoades [31] for self-mappings. 
DEFINITION 3.2.3. A subset K of a linear space X is said to be 
starshaped if there exists atleast one point psK such that for each xeK 
andt6[0,l], (l-t)p + txGK. 
DEFINITION 3.2.4( Dotson |I6|). Let K be a non-empty subset of a 
normed linear space X. A mapping T:K->X is said to be demiclosed if 
{XnjcK, Xp-^x and TXn->yeX then Tx = y. 
DEFINITION 3.2.5. Let K be a nonempty subset of a metric space 
(X,d) and S,G,F,T:K -> X. If these maps satisfy the condition 
d(Fx,Gy) < h mcix {d (Tx, Sy)/2, d (TxJ^ x), d (Sy, Gy), 
[d(Tx,Gy>^^(Sy,Fx)]/q}. (32.5.1) 
for all x, yeK, 0 < h(l+h) < k <1 and q > l+2k then (F, G) is called a 
generalized (S,T) contractive mapping of K into X. If we also add h=l 
then it is said to be a (F, G) generalized (S,T) non-expansive mapping 
of K into X. 
3.3 RESULTS 
The main result of this section is a common fixed point theorems 
due to Imdad et al [26] involving two pairs of non-self mappings on a 
complete metrically convex metric space, satisfying the contraction 
condition (3.2.5.1) which is indeed an analogous to that condition in 
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Rhoades [44]. While proving this result the notion of coincidentaily 
commuting pair is utilized. 
THEOREM 3.3.1. Let (X,d) be a complete metrically convex metric 
space and K a non-empty closed subset of X. If (F, G) be a generalized 
(S, T) contraction pair of K to X satisfying : 
(as) a K c S K n T K , FKnKcSK, GKnKcTK. 
(bs) TxGaK=>Fx G K, SxGaK=>GxGK. 
(C3) (F,T) and (G,S) are weakly commuting pairs. 
(ds) One of F, G, S, and T is continuous. 
Then F, G, S and T have a unique common fixed point z. Further z 
remains the unique common fixed point of both the pairs separately. 
PROOF. In order to prove this theorem one needs to construct two 
sequences {Xn} and {y„! in the following way. Let XG5K. Since 
5KcTK, there exists a point XOGK such that x = TXQ. From the 
implication TxG5K=>Fx()GKnFKcSK. Let X|GK be such that yi = Sx) 
= FXQGK. Since yi = Fxo, there exists a point y2= Gxi such that 
d(y,,y2) = d(Fxo, Gxi). 
Suppose y2GK. Then y^GKnGKcTK which implies that there exists a 
point X2GK such that y^  = Tx2. Otherwise, if y2^K, then there exists a 
point P G 5 K such that 
d(Sx,,p) + d(p,y2) = d(Sx,,y2). 
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Since pe5KcTK, there exists a point XTGK such that p = Tx2 and so 
d(Sx,, Tx,) + d(Tx2, y2) = d(Sx,, yj). 
Let y3 = Fx2 be such that d(yi, y2) = d(Gxi, Sxi). 
Thus repeating the earlier arguments one obtains two sequences {xn} 
and {yn} such that 
(63) y2n= GX2„-l, y2n+l = Fx.,, 
(f3) y2nGK=> y2n = Tx2n or y2n€ K =^ Tx2nedK. 
d(SX2n-l, TX2„) + d(TX2n, y2n) = d(SX2n-l, y2n) 
(g3) y2n+ieK => y2n+i = Sx.n+i Of y2n+i ^K => Sx2n+i€aK and 
d(TX2n, SX2n+l) + d(SX2n+l. y2n+l) = d(TX2n. y2n+l)-
Let us write 
Po = (Tx2i e (Tx2nl :Tx2i= y2i} 
Pi = {Tx2ie !Tx2n):Tx2i^y2i} 
Qo = {SX2i+|6 {Sx2n+i}: SX2i+i = y2i+l} 
and Qi = {8x21+1 e {8x2,,+!}: 8x21+1 ^^  y2i+i} 
Note that (Tx2n, 8x2,1+1) ^ P| x Qi because if Tx2n G P I , then 
y2n ^ Tx2n and one infers that TX2„G5K which implies that y2n+i = 
Fx2nGK. Hence y2n+i = 8x2,1+1 eQo. Similarly one can argue that 
(SX2n-l, TX2n) 5? Ql xP , . 
Now the following cases are distinguished. 
Case 1. If (Tx2n, 8X2,I+I)GP() X QO, then 
47 
d2n = d(TX2n, 8X2,,+ !) = d(FX2n, GX2n-l) 
< h max {d(TX2„, SX2n-l)/2, d(TX2n, FX2n), d(SX2n-l , GX2n-l) , 
fd(Tx2n, GX2n-l) + d(FX2n, SX2n~l)] /q}. 
< h mca {d(Tx2n, SX2n-l)/2, d(TX2n, SX2n+l), d(SX2n-l , TX2n), 
[d(Tx2n, Tx2n) + d(FX2n, TX2n) + d(TX2n, SX2n- l ) ] /q} . 
< h max {d(Tx ) / 2 , d(TX2n, SX2n+l), d(SX2n-l , TXsn), 
[d(SX2n-h TX2„) + d(Tx2n, 8X2,,+1) + d(TX2n, TX2n) ] /q} . 
< h d ( T X 2 „ , SX2n-l) = l'ld2n-l. 
Similarly if (Sx2n-i, Tx2„) e Qo x Po, one can show that 
d2n-l = d(SX2n- | , TX2n) < H d(SX2„- | , TX2n-2) < h d2n_2-
Case 2. If (Tx2n, Sx2n+i) e Po X Qi, then by (g3) one can have 
d(TX2n, SX2n. 1) < d(TX2n, y2„+l) = d(y2n, y2n+l) 
and it follows from Case 1 that 
d2n = d(TX2„, SX2n+l) = h d(TX2n, SX2n-l) = h d2n-| . 
Similarly if (Sx2n-i, 1x2,0 e Qi x PQ, then one can have 
d2n-| = d(TX2n, 8X2,, | ) = d(FX2n-2, GX2n-|) 
< h max{d(TX2,_2,SX2n-l) /2 ,d(FX2n-2,TX2n-2) ,d(Gx2n-l ,8x2n-l) 
[d(TX2n^2, GX2n-l)+d(PX2n-2, 8 x 2 n - l ) ] / q } . 
< h m a x { d ( T X 2 , „ 2 , Sx2,v-|)/2, d(SX2n-l,TX2n-2),d(TX2n, 8X2n-l) 
[d(TX2n-2, GX2n-|) + d(SX2„-l , SX2n- l ) ] /q} . 
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< h m<2X{d(TX2n-2, SX2n-l)/2, d(SX2n-l,TX2n-2),d(TX2n, SX2n-l) 
d(TX2n-2, GX2n_l ) /q} . 
< h d(Sx2„_i , Tx2„-2) = h d2„-2-
Case 3. If (Tx2n, Sx2n+i)ePi x Qo, then Sx2n-ieQo. Since Tx2n is a 
convex linear combination of Sxi,,-! and y2„, it follows that 
d(TX2n, SX2„+i) < max {d(Sx2n-l , Sx2n+|) , d(y2n, SX2n+l)}. 
Now, if d(Tx2n, Sx2„+i) < d(y2n, Sx2„+i), then 
d(TX2n, SX2n+l) < d(y2,„ SX2n^l) = d(FX2„, GXon-i) 
< h m a x { d ( T x 2 n , SX2n-l)/2,d(TX2n, FX2n),d(SX2n-l, GX2„-l) 
[d(Tx2„, Gx2„ i) + d(Fx2„, Sx2n-i)]/q} 
< h Wav{d(TX2n, SX2„-l)/2,d(TX2n,SX2n+l),d(SX2n-l, TX2n) 
[d(TX2n, y2n) + d(SX2n+l, SX2n- | ) ] /q} 
< h ma\-{d(TX2n, SX2„-l)/2,d(TX2n,y2n+l),d(TX2n, SX2n-l), 
[d(TX2,„ y2n) + d(SX2n-l , SX2n+l)] /q}. 
Now by noting that 
d(SX2n-l,SX2n+l)+d(TX2n, y2n)<d(SX2n-l,TX2n)+d(TX2n,SX2n+|)+d(TX2n, y2n) 
< d(SX2n-i, y2n)+d(TX2n, Sx2n+|) 
d(TX2n. Sx2n+l) < h d(SX2n-l , y2n) 
< h- d(Tx2„_2, Sx2n-i). ( By Case 2 ) 
Otherwise if d(Tx2n, 8x2,,. i) < d(Sx2n-i, 8x2,1+1) then 
49 
d(TX2n, Sx2n+l) < d(SX2„_|, SX2„+|) 
< d(SX2n-l, y2n) + d(y2n, Sx2n+l) 
< d(SX2n-|, y2n) + h d(y2„, SX2n-l) 
< h d(TX2n-2, SX2n-l)+h^ d(TX2n-2, Sx2n-l) 
< h ( l + h ) d ( T X 2 n - 2 , SX2n-l) 
< kd(TX2n-2, SX2n_|). 
Thus in all the cases 
d(TX2n, SX2n+!) < k lllBX {d(SX2n-|, TX2n), d(TX2n-2, SX2n-!)} 
whereas d(Sx2n+i, TX2+2) < k max{d(Sx2n-i, Tx2n), d(Tx2n, Sxjn+i)}. 
Now, on the lines of Assad and Kirk [7], it can be shown by induction 
that for n > 1. 
I t ] 
d(TX2n, SX2n.|) < k'^  5 and d(SX2n+l, TX2n+2) < k 2 • 5 
-J 
where 6 = k ^ max {d(Txo, Sxi), d(Sxi, TX2)}. Thus the sequence {TXQ, 
Sxi, Tx2, Sx3 Sx2n_i. Tx2n, Sx2n+i } is Cauchy and there exists 
atleast one subsequence iTx2n,, ) or {Sx2n|^  +1} which is contained in PQ 
or Qo respectively. Suppose there exists a subsequence {Tx2ni, } which 
is contained in PQ for each keN,then due to continuity of S, {STx^ } 
converges to Sz. On using weak commutativity of the pair (G,S) one can 
write 




d(Sz, GSx2„^ _,) -^ 0 as k ^oo 
Now to show that Sz = z, consider 
d(FX2n,^ , GSX2n,. -i ) ±h mOX { d(TX2n,, , SSX2n,^  -1 )/2, 
d(TX2nk .FX2„ J,d(SSX2n;,-, ,GSX2n,,-lUd(TX2nk ,GSX2nk-l) 
+d(SSX2„^_,, FX2n^)]/q}. 
which on letting k —> c», reduces to 
d(z, Sz) < h max {d(z,Sz)/2,d(z,z),d(Sz,Sz), [d(z,Sz)+d(Sz,z)]/q} 
< h max {d(z,Sz)/2, 2d(z,Sz)/q} 
yielding thereby Sz = z. 
Furthermore, one can consider 
d(Fx2n;^, Gz) < h max {d(Tx2nk , Sz)/2, d(Tx2n,^  , Fx2n^ ), 
d(Sz, Gz), [d(Tx2n^ , Gz) + d(Sz, Fx2nk )]/q} 
which on letting k ^ oo, reduces to 
d(z, Gz) < h max {0, 0, d(z, Gz), d(z, Gz)/q}, 
implying thereby Gz = z . 
Since Gz = z, this means that z is in the range of G and then from the 
relation 
G (K)nKeTK, there exists a point z' GK such that Tz' = z. Then, 
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d(Fz',z) = d(Fz',Gz) 
< h max (d(Tz', Sz)/2, d(Tz', Fz'), d(Sz, Gz), 
[d(Tz',Gz) + d(Sz,Fz')]/q}. 
< h max { 0, d(z, Fz'), 0, d(z, Fz')/q}. 
yielding thereby Fz' = Tz' = z. Also one can write 
d(Fz, TFz') = d(FTz' ,TFz')<d(Tz' ,Fz ' ) = 0 
which implies that Tz = Fz . 
In order to show that Fz = z , one considers 
d(Fz, z) = d(Fz, Gz) < h max {d(z, Fz)/2, 0, d(z, Fz)/q} 
yielding thereby Fz = z = Tz = Gz = Fz . 
Thus z is a common fixed point of F, G, S and T. In case T is 
continuous, a similar proof can be outlined, hence it is omitted. 
Next, let us assume that F is continuous, then the sequence 
{FTx2nK } converges to Fz. Since the pair (F,T) commutes weakly, 
therefore, as earlier, it follows that {TFx2n,^ } converges to Fz. 
Now consider. 
d(F(Fx2„^ ), Gx2n^ _i) < h max {d(TFx2n;^, 8x2^^ _, )/2, 
d ( T F x 2 n ^ , FFx2nk) ,d (SX2n ,^ - l , Gx2n,^- i ) , 
[ d ( T F X 2 n , , G x 2 n , _ , ) + d ( S x 2 n , _ , , 
FFX2„, )]/q 
which on letting k —>• 00, reduces to 
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d(Fz, z) < h w^x{d(Fz,z)/2,d(Fz,Fz),d(z,z), [d(Fz,z)+d(z,Fz)]/q} 
< h max{d(Fz,z)/2, 0,0, 2d(Fz, z)/q), 
implying thereby Fz = z. Similarly, 
d(Tz, Gx2„^_,) Sd(Tz, TFX2„^  ) + d(TFx2n^ , FTx2n, ) + 
d ( F T X 2 n ^ , F ' x 2 n J + d(F2x2n^,GX2nk- l ) 
<d(Tz , TFX2nJ + d(FX2n^ ,TX2„, ) + 
d(FTX2n^,F2x2nk)+"^«^{d(TFx2nk,SX2n^_,)/2, 
d(TFX2n,,, F^X2n,^), d(SX2n,,-l,GX2n,,-l), 
[d(TFx2n;, ,GX2„^_,)+d(Sx2n^_, ,F2x2nk)]/q} 
which on letting k -> co, reduces to 
d(Tz, z) < d(Tz, Fz) + d(z, z) + d(Fz, Fz) + hmax {d(Fz, z)/2, 
d(Fz, Fz), d(z,z), [d(Fz,z) + d(z, Fz)]/q} 
< d(Tz,z)+ h max (d(Fz, z)/2, 2d(Fz, z)/q}. 
yielding thereby Tz = z in view of, Fz = z. 
Note as earlier since F(z) = z, it means that z is in the range of F 
and then due to the relation FKnKcSK, there exists a point z" in K such 
that Sz" = z. 
Now consider 
d(z, Gz") = d(Fz, Gz") 
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< h max {d(Tz, Sz")/2, d(Tz, Fz), d(Sz", Gz"), 
[d(Tz,Gz") + d(Sz"+Fz)]/q} 
< h max {0,0, d(z,Gz"), d(z, Gz")/q) 
yielding thereby Gz" = z. Since the pair (G,S) commute weakly, 
therefore 
d(GSz", SGz") < d(Sz", Gz") = 0 
yielding thereby GSz" = SGz" which implies Gz = Sz . 
In order to prove Gz = z, consider 
d(z, Gz) = d(Fz, Gz) 
<h max{d(Tz, Sz)/2,d(Tz,Fz),d(Sz,Gz)[d(Tz,Gz)+d(Sz, Fz)]/q} 
< h max {0,0, d(z,Gz), d(z, Gz)/q}. 
yielding thereby Gz = z = Fz = Sz = Tz, which shows that z is a 
common fixed point of F, G, S and T. If one assumes G to be 
continuous, a similar proof can be outlined, hence it is also omitted. If 
{Sx2n,^+i} is contained in Qo, then the proof goes on similar lines, 
hence it is also omitted. 
The unicity of common fixed point of the pair (F,T), (G,S) and F, 
G, S and T follows easily by contraction condition (3.2.5.1). This 
completes the proof 
By setting F = G and S = T = Ik in the Theorem 3.3.1, we deduce 
the following theorem due to Rhoades[44]. 
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COROLLARY 3.3.2. Let X be a Banach space, K a non-empty closed 
subset of X,with F:K->X, satisfying the condition 
d(Fx, Fy) < h.max {d(x,y)/2, d(x,Fx), d(y,Fy), [d(x,Fy)+d(y,Fx)]/q} 
for all x, yeK, 0 < h < 1, q > l+2h, and if for each xedK=> FxGK,then 
F has a unique fixed point in K. 
Restricting S = T = I^ , in the Theorem 3.3.1 (cf. Imdad et al [26]), 
then one obtains the following theorem due to Som and Mukherjee [47]. 
COROLLARY 3.3.3 Let K be a non-empty closed subset of a Banach 
space X with F, G:K->X satisfying the condition 
d(Fx, Gy) < h.max{dix,y)/2, d(x,Fx), d(y,Gy), [d(x,Gy)+d(y,Fx)]/q} 
for each x,yGK and 0 < h(H-h) < k < 1 and any real number q > l+2k, 
and for each xe5K, FxeK, GxeK. Then F and G have a unique fixed 
point in K. 
By setting F = G and S = T in Theorem 3.3.lone obtains a recent 
result due to Imdad et al [25]. 
COROLLARY 3.3.4. Let X be a Banach space, K a non-empty closed 
subset of X with F,T:K-^X such that F is a generalized T contractive 
mapping of K into X. i.e. 
d(Fx,Fy) < h max {d(Tx,Ty)/2, d(Tx,Fx), d(Ty,Fy), 
[d(Tx,Fy)+d(Ty,Fx)]/q} 
for all x,y eK, 0 < h < 1, q > 1 +2h, and ^ ^ ^o^^l ^^^O-ih. 
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(hs) aKcTK, FKnKcTK 
(13) TxeaK, =>FxeK 
(J3) TK is closed in X. 
Then there exists a coincidence point zeK. Moreover, if (F,T) is 
coincidentally commuting, then z remains a unique common fixed point 
ofTandF. 
The next result is due to hndad et al [26] wherein the closedness 
of TK and SK or FK and GK are exploited to relax the continuity 
requirements beside minimizing the commutativity requirement to 
merely points of coincidence. 
THEOREM 3.3.5. Let (X, d) be a complete metrically convex metric 
space and K a non-empty closed subset of X. If (F,G) be a generalized 
(S,T) contraction of K to X satisfying (as), (b^) and 
(ks) TK and SK or FK and GK are closed subspace of X. 
Then 
(I3) (F,T) has a point of coincidence 
(m3) (G,S) has a point of coincidence. 
Moreover, if the pairs (F,T) and (G,S) are coincidentally 
commuting, then F,T, G and S have a unique common fixed point. 
PROOF. Proceeding as in the proof of Theorem 3.3.1 one assumes that 
there exists a sequence {Tx2n,, } which is contained in Po and TK, SK 
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are closed subspaces of X. Since {Tx2n|. } is a Cauchy sequence in TK 
it converges to a point UGTK. Let v€T""u. Tiien u=Tv. Since {Sx2n|^  +i} 
is a subsequence of Cauchy sequence, {Sx2nK+i} it converges to u as 
well. By (3.2.5.1). 
d(Fv,TX2nJ= C1(FV, GX2n,,_l) 
< h wax{d(Tv,Sx2n^ _i )/2,d(Tv,Fv),d(Sx2n,, _i, Gxjn^ -i I 
[d(Tv, Gx2„,_,)+d(Fv, Sx2n,,-,)]/q} 
which on making k-^oo, reduces to 
d(Fv,u) <hmax {d(u,u)/2, d(u,Fv), d(u,u), [d(u,u)+d(Fv,u)]/q} 
yielding thereby Fv = u.Thus one gets Fv = u = Tv which establishes 
(I3). 
Further, since Cauchy sequence {Zn} converges to UGK and u = Fv, 
ueFKnKczSK, there exists a weK such that Sw = u. Again using 
(3.2.5.1) one gets 
d(Sw, Gw) = d(u,Gw) = d(Fv, Gw) 
<hmax {d(Tv, Sw)/2, d(Tv, Fv), d(Sw, Gw), 
[d(Tv, Gw) + d(Sw, Fv)]/q} 
< h max {0,0, d(Sw, Gw), d(Sw, Gw)/q} 
implying thereby Sw = Gw which establishes (m^). 
In case FK and GK are closed subspaces, then ueFKnK^SK or 
GKnKcTK.The analogous arguments establish (I3) and (m^) 
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both.Next,if one assumes that there exists a subsequence {8x2,1^+1} 
contained in QQ with TK as well as SK are closed subspaces of X, then 
noting that {Sx2n|^+i} is Cauchy in SK, the forgoing argument 
establishes (I3) and (mj). 
In an attempt to prove Theorem 3.3.1 for point wise R-weakly 
commuting pairs, one can have the following. 
THEOREM 3.3.6. Let (X,d) be a complete metrically convex metric 
space, K a non-empty closed subset of X and F, G, S, T: K->X such 
that (3.2.5.1), (33) and (b3) are satisfied, suppose that 
(ns) (T,F) and (G,S) are pointwise R-weakly commuting pairs 
(03) Maps T,F,S, and G are continuous on K. 
Then T,F,S and G have a unique common fixed point. 
PROOF. Proceeding as in the proof of Theorem 3.3.1, suppose that 
there exists a subsequence {Tx2n,^  } "which is contain in PQ. Further 
subsequence {Tx2n,^  } and {Sx2n|^+i} both converges to zeK as K is a 
closed subset of complete metric space (X,d).Since Tx2n. =Gx2nK-i 
and Sx2n,^_iG K, the pointwise R-weakly commutativity of (G,S) 
implies. 
d(SGX2n;,-,,GSX2,^_,)<R, d(GX2n^_,, SX2„^_,) (3.3.6.1) 
for some Ri > 0. Also 
d(SGx2n, _, ,Gz)<d(SGx2n, -, ,GSx2„, _, )+d(GSx2n, _, ,Gz) (3.3.6.2) 
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Making k -> oo in (3.3.6.1) and (3.3.6.2) and using continuity of G and 
S, one gets d(Sz, Gz) < 0 whicii implies Sz = Gz. Since y2nk+i'^ 
Fx2n|^and Tx2n,^  eK, the pointwise R-weakly commutativity of (F, T) 
implies 
d(TFx2n^ , FTx2nk ) < R2 d(Fx2n;,, Txjn^ ) for somc R2 > 0. 
besides 
d(TFX2n^ ,FZ) < d(TFX2n, , FTx2nk ) + d( FTx2nk ,FZ) 
Therefore,as previouly,the continuity of T and F implies d(Tz,Fz) < 0 
giving thereby Tz = Fz , as k -> oo . 
If one assumes that there exists a subsequence {Sx2n,^+i} is 
contained in Qo, then analogous argument establish the earlier 
conclusions. The rest of the proof is identical to that of Theorem 3.3.5 
after noting that at coincidence points the notion of point wise R-weak 
commutativity and coincidentally commuting property are equivalent, 
hence it is omitted. 
3.4 AN APPLICATION 
This section deals with a theorem which is proved as an 
application of Theorem 3.3.1 which is contained in Imdad et al [26]. 
While proving this result the notion of starshaped subset is utilized. 
THEOREM 3.4.1. Let K be a non-empty weakly compact starshaped 
subset of a Banach space X with (F,G) a generalized (S,T) non-
expansive mapping of K into X satisfying the conditions, (as), (bs), (C3) 
59 
and (da) of Theorem 3.3.1. If (1-F) and (I-G) are demiclosed, then F,G, 
S and T have a common fixed point ZGK provided S and T are 
continuous. 
PROOF. Let us choose peK such that (1-t) p + t x GK for all XGK and 
all 
te (0,1). Let us take k,,- 1-1/n (n=2,3,4...) and define 
Fn, Gn: K ^ X by FnX = (l-kp) p + k,, Fx and GpX = (l-k,,) p + kn Gx for 
all xeK.It is easy to verify that (F„,Gn) is a generalized (S,T) contracfive 
mapping of K into X and F,i,Gn satisfy conditions (a^), (b^), (C3) and (d^) 
of Theorem 3.3.1 Since weak topology is Hausdorff and K is weakly 
compact one can conclude that K is weakly closed and hence strongly 
closed. Now by Theorem 3.3.1, for each n > 2 Fn, Gp ,S and T have a 
unique common fixed point, say Zn^K. Now, it follows that {Zp} has a 
weakly convergent subsequence and one can assume that {Zn} itself 
converges to zeK weakly. Since weakly convergent sequences are norm 
bounded, therefore one can find a constant M > 0 such that 
llznil < M for all n >2. 
Now for every n >2, one can have 
| | ( I -F )zJ | =||z„-[k-'{Fz_^-(l-k„)p}] 
z , - [ k - ' F z „ - k - ' ( l - k J p ] 
( l - k ; ' ) z , + ( k - ' - l ) p 






( l - k ; ' ) ( z , - p ) 
(lkJI+l|p||) 
(M + ||p||) since | |zJ|<M. 
Since k"'^- 1 as n—>oo we can have (I-F) Zn —> OGK.AISO, Zn-> zeK 
and (I-F) is demiclosed, it follows that (I-F)z = 0 giving thereby Fz = z. 
Similarly using the demiclosedness of (I-G) one can show that Gz = z. 
Since for each n > 2, Tz,, = z,, and Sz„ = Zn, therefore taking the limit as 
n—>oo, one obtains Sz = Tz = z as S and T are continuous. This complete 
the proof. 
3.5 ILLUSTRATIVE EXAMPLES 
Let us begin this section with examples contained in Khan et al 
[33] wherein authors have demonstrated the inter-play of Rhoades[44] 
contraction to some other mapping conditions due to Assad 
[6],Chung[14] and Matkowski-Wegrzyk[38].We conclude this chapter 
by including an example due to Imdad et al [26] which demonstrates the 
validity of the hypothesis and degree of generality of Theorem 3.3.1 
over Corollary 3.3.2( due to Rhoades. [44]),Corollary 3.3.3 (due to Som 
and Mukherjee [47]) and Theorems 3.3.1 and 3.3.3 (due to Imdad et al 
[26]). 
EXAMPLE 3.5.L Let X be the set of reals with the Euclidean metric 
and let K = (-2} u[0,4]u{5} and T:K->X be defined by 
0 if x = 5 
Note that Tx^K for 0 < x < 4. Also the requirement Tx€K for any 
xedK holds as dK= {-2,0,4,5}, and T(aK) = {-2,0,1}. 
Now, the following cases arise: 
Case 1. for 0 < x, y < 4, one can have 
d(Tx, Ty) = |Tx-Ty| = |-l/2 x+l/2y| = l/2|x-y|. 
d(x,y)/2 = |x-y|/2, d(x,Tx) = |x-Tx|=|x+1/2x1=3x72, d(y,Ty) = |y-Ty| = 
|y+l/2y|=3y/2. Then 
d(Tx,Ty) = 1/2 lx-y| < 6/5 max {x,y}= 4/5 max {3x/2, 3y/2} 
= 4/5 max {|x-y|/2, 3x/2,3y/2}. 
Case 2. when 0 < x < 4 and y=5, then 
d(Tx,Ty) = (Tx-Ty| = |-l/2x+0| = x/2, 
d(x,y)/2 = |x-y|/2 = 1/2 (5-x), d(x,Tx) - |x-Tx| = |x+l/2x| = 3x/2, 
d(y,Ty) = |y-Ty| = |5-0| = 5. Then 
Case 3. for 0 < X < 4 and y= -2, then 
d(Tx,Ty) = |Tx-Ty| = |-l/2x-l|=l+x/2, 
d(x,Tx) = |x-Tx| = |x+l/2x| = 3x/2, d(y,Ty) = |y-Tyh | -2- l | = 3, 
d(x,y)/2 =l/2|x-y| = '/2|x+2|. Then 
d(Tx,Ty) = l + l/2x<-^ 
Case 4. for x = 5 and yt=^2, #ien 5 
. - . fx + 2 3x ,1 . , 
= - .3 = -max'^ , — ,3^ if x < 2 
1 2 2 J 
d(Tx,Ty) = |Tx-Ty(=|0-l 1=1, d(x,y)/2 = l/2|x-y| = l/2|5+2(=7/2, 
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d(x,Tx) = |x-Tx| = |5-0|=5, d(y,Ty) = |y-Ty|=|-2-l|=3. Then 
d(Tx,Ty) = 1< 4/5 • 5 = 4/5 max {7/2,5,3}. 
Thus in all the cases, the contraction condition of Rhoades [44] is 
satisfied for h = 4/5. Before making a comparision with related 
conditions one needs to recall the following contraction condition from 
the literature. 
(p3) [ Meir- Keeler condition,[40] ] Given G > 0 there exists a 5 > 0 
such that for any x , yeX, x ?^ y 
(A) G < d( X, y) < e + 5 implies that d(Tx, Ty) <e 
(qs) [ Boyd -Wong condition, [13] ] For any x,yGX, x 9^  y 
(B) d( Tx ,Ty) < (j) (d(x,y)) 
where (j) :[0,co) -> [0, oo ) is upper semi continuous from the right 
and 
(|)(t) < t for any t > 0. 
(vy) Given e > 0 there exists a 6 > 0 such that for any x , yeK, x 9ty 
(C) G < d( X, y) < G + 6 implies that d(Tx Ty) < G. 
(S3) Strict contration 
(D) d( Tx Ty) < d(x,y) ,x^y 
In Strict sence (C) is more than (A) but interestingly (A) and (C) 
equivalent in metrically convex space [38, Theorem l].One can also 
note that if T satisfies any one (A),(B)or(C) then T satisfies (D) 
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[cf.Meir- Keeler [40]].Now going back to Example 3.5.1 one that T does 
not satisfies (D) because for x=5 and y=4 one gets 
d(T5,T4) =2 > 1 = (5,4). 
Consequently the contraction conditions (A),(B), and (C) are not 
satisfied. 
The following example establishes the utility of Theorem 3.3.1 
over the Corollary 3.3.2,Corollary 3.3.3, Theorem 3.3.5 and Theorem 
3.3.6. 
EXAMPLE 3.5.2.Consider X= [l,oo) with Euclidean metric d and K = 
[1,3]. Define F,G,S,T : K -> X, as 
Fx = C'' ' -^-- and Tx =/2'^'*-' '^'^^2 
^ ^ 12 2<.\<3 ^ " " ^ ^ \7 2<x<3 
G x - / " ^ ' - ^ - - a n d <;Y = f2x^- l l<x<2 
UX (2 2<x<3 3 " 0 ^X \7 2<x<3 
Clearly TKnSK = [1,31 ]n[1,127] = [1,31] and hence 
aK={l,3}cTKnSK. Further FKnK = [l,4]n[l,3]cz[l,127] = SK 
and GKnK = [l,8]n[l,3]c[l,31] = TK. 
AIso,Tl = leaK=>Fl = l eKandSl = leaK,Gl = l eK 
whereas T3 = / G ^ K . 
Note that all four maps F,G,S and T are not continuous at x = 2, 
whereas both the pairs (F,T) and (G,S) are coincidentally commuting as 
FT1=1=TF1 and SGI = 1 =GS1 
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Moreover, for x, ye(2,3] one can have d(Fx, Gy) = 0 < h d(Tx, 
Sy)/2 whereas for xe[l,2] and ye(2,3], one can have 
_ 1 d(Tx,Sy) 
d(Fx, Gy)= 1 x'-2 
x 2 - 2 x ^ + 2 x ^ - 4 
x ^ + 2 x ^ + 2 
x ^ + 2 
Lastly for X, ye [1,2] 
- L,2 ,,3 _ i d(Fx,Gy)= I X-y^ | = 11 
^f 3 X" +y-^ 
1 d(Tx,Sy) 
x'-+y^ ^ 
Therefore condition (3.2.5.1) i^ ^^  sMsfied if one choose 
h = max \ , -\. Also FK, TK, GK and SK are closed in X. 
x^+2 x - + y \ 
Thus all the conditions of Theorem 3.3.5 are satisfied and 1 is the 
unique common fixed point of F, G, S and T. One may note that 1 is 
also a point of coincidence for both the pairs (F,T) and (G,S). However 
Corollary 3.3.2 due to Rhoades [44] cannot be used in the context of 
mapping F. Otherwise for x, y e [ 1,2], one gets 
2 ^ d(Fx, Fy) = I x'-y" | = 2|x + y | | x -y | >-d(x.y) 
because 2 | x + y | > 4, which is indeed a contradiction. Note that 
l,3eaK, Tl = 1 eaK, Fl = 1 GK and T3 = 7eaK. Similarly a 
contradiction is also realized in case of mapping G as one gets 
2|x-y| 
d(Gx, Gy) = I x^-y-' | = 
2 2 
X + xy + y > h d(x,y)/2 
which is a absurd as earlier. 
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Secondly one can note that the Corollary 3.3.3( due to Som and 
Mukherjee [47]) can not be used for mappings F and G. Otherwise for 
x,yG[l,2] one must get 
d(Fx, Gy) = I X V I = T l " 9 
x-y ±_ 
Since, x,ye[l,2] and x ^ y, without loss of gei^erality, let us 
assume x < y, then one can write x < x', y < y =^ I x-y | < | x -y I < 2 
I x^-y^ I /1 x-y 1 > 1. In veiw of this argument, one cannot find an h with 
0 < h < 1 satisfying 
d(Fx, Gy) < h d(x, y)/2. 
which, also establishes the utility of Theorem 3.3.1 over the Corollary 
3.3.3( Som and Mukherjee [47]). On the other hand Theorem 3.3.1 
cannot be used in the context of this example because all the involved 
four maps are discontinuous. Also both the pairs (F,T) and (G,S) are not 
I 
weakly commuting. Otherwise for x = 2"^  
d(TFx, FTx) = 5 > 32^^ = d(Tx, Fx). 
whereas for x = 2'^ ^ 
d(GSx, SGx) = 5 > 32 "^  = d(Sx, Gx) 
Also Theorem 3.3.6 ( due to Imdad et al [26]) can not be used in context 
of this example because all the four involved maps are discontinuous. 
Thus Theorem 3.3.6 seems to promise situationally more utility than 
Theorem 3.3.1 and Theorem 3.3.5. 
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CHAPTER - 4 
FIXED POINT THEOREMS FOR NON-LINEAR 
HYBRID CONTRACTIONS 
4.1 INTRODUCTION 
As discussed in Chapter 1 Assad and Kirk [7] established some 
fixed point theorems for non-self set valued contractive type mappings. 
In recent years this work due to Assad and Kirk [7] has inspired several 
authors to prove various extension and generalization of such results. 
For the work of this kind one can be referred to Itoh [28], Khan [32], 
Khan and Ahmad [3], Ahmad and Imdad [1,2] and Imdad et al [27]. In 
fact Itoh [28] extended the results contained in Assad and Kirk [7] to 
generalized contractive mappings whereas in succession Khan [32] 
extended the results due to Itoh [28] to a pair of set-valued mappings. In 
recent years Ahmad and Khan [3], Ahmad and Imdad [2] and Imdad et 
al[27] proved several results involving single valued as well as set-
valued mappings which are improvement over certain earlier results. 
Such results are referred to as Hybrid fixed point theorems in the 
literature. The contents in this chapter are in fact the systematic 
description of the results contained in Itoh [28], Khan [32], Khan and 
Ahmad [3] and Ahmad and Imdad [2]. Due to the limited space it will 
not possible to state and prove all such results. Here we begin by 
establishing most general result due to Imdad et al [27] wherein the most 
general contractive condition is employed besides offering some 
modifications in some of the earlier results. As a consequence, 
sharpened and modified versions of earlier results due to Itoh [28], Khan 
[32], Khan and Ahmad [3] and Ahmad and Imdad [2] are deduced. 
4.2 PRELIMINARIES 
Before presenting the results, we need to recall definitions so as 
to make our presentation more self-contained. 
DEFINITION 4.2.1 (Jungck and Rhoades [31]). Let T:K->X and 
F:K^>CB(X) then the pair (F,T) is said to be weakly compatible iff 
Tx={Fx}=> TFx = FTx provided XGFy and TyeK. 
DEFINITION 4.2.2 (Itoh and Takahashi (241). The maps 
T:K^CB(X) and F:K->X are said to be commuting if TF(K) c FT(K) 
whenever FXGK and TxeK for all xeK. 
Inspired from Definition 4.2.1 and 4.2.2, Imdad et al [27] 
introduced the following. 
DEFINITION 4.2.3 [ 27). The maps T:K->X and F:K^CB(X) are said 
to be quasi-coincidentally commuting if for all coincidence points x of 
(T,F), TFx (z FTx whenever FxcK and TxeK for all x in K. 
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DEFINITION 4.2.4.1Imclad et. at [27] ] A mapping T:KcX ->X Is said 
to be coincidentally idempotent w.r.t. mapping F:X->-CB(X) if T is 
idempotent at the coincidence points of the pair (F,T). 
4.3 RESULTS 
In this section, we present a common fixed point theorem due to 
Imdad et al [27] for two pairs of non Hnear non-self hybrid contraction 
mappings on a complete metrically convex metric space satisfying a 
quite general contractive condition . This result presents a modified and 
sharpend versions of certain results due to Ahmad and Imdad ([1], 
Theorem 4.1). In process related results due to Ahmad and Imdad ([2], 
Theorem 3.1) and Ahmad and Khan ([3], Theorem 3.1). 
THEOREM 4.3.1. Let K be a non-empty closed subset of a complete 
metrically convex metric space (X,d)- Let F,G:K->CB(X) and S, 
T:K—>X satisfying 
H(Fx, Gy) < a d(Tx,Sy) + ^ max {l/2[d(Tx,Fx)+d(Sy,Gy)], 
l/2[d(Tx,Gy)+d(Sy,Fx) ]} (4.3.1.1) 
for all x,yeK where a, p > 0 such that (^ Q^  + PX^ + ^a + P)^^ (4.3.1.2) 
(2-P)' 
If 
(a4) aKcS(K)nT(K), F(K)nKcS(K), G(K)nKcT(K), 
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(b4) TxeaK=i. FxcK, SxeaK^GxcK, 
(C4) Either T ( K ) an d S(K ) or F (K ) and G ( K ) are closed 
subspaces of X . 
Then (F,T) and (G,S) have a point of coincidence each. Moreover, if the 
pair (F,T) is quasi-coincidentaily commuting and T is coincidentally 
idempotent w.r.t F, then F and T have a common fixed point. Also if the 
pair (G,S) is quasi coincidentally commuting and S is coincidental ly 
idempotent w.r.t. G, then S and G have a common fixed point. 
PROOF. First of all, one needs to construct the sequence {Xn} and 
{yn} in the following way. Let xe5K. Since 5KcTK, there exists a point 
XosK such that x = TXQ. From the implication TXF5K=>FXCK, we 
conclude that FxocKnFKcSK. Let X) eK be such that yi=Sxi GFXQCK. 
Since yi eFxo, there exists a point y2eGx) such that 
d(y,,y2) < H(Fxo, Gx,)+((2-p)/(2+2a+p))0. 
Suppose y2GK. Then y2eKnGKcTK which implies that there 
exists a point X2eK such that y2=Tx2. Otherwise if y2^K, then there 
exists a point pG^K such that 
d(Sx,,p)+d(p,y2) = d(Sxi,y2). 
Since peSKcTK, there exists a point X2GK such that p = Tx2 and so 
d(Sx,,Tx2)+d(Tx2,y2) = d(Sx,,y2). 
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Let y3eFx2 be such that 
ci(y2,y3) < H(Gx,,Fx2) + ((2-P)/(2+2a+p))02. 
Thus repeating the foregoing arguments, one obtains two sequences 
{Xn} and {yn} such that 
(d4) y2n e GX2n-1, y2n+1 e FXjn. 
(e4) y2n e K=>y2n = Tx2n or y2n ^  K => Tx2n e dK 
a n d d(SX2n-l, TXjn) + d(TX2n, y2n) = d(SX2n-| , y2n), 
(f4) y2n+l G K , y2n+l = SX2n+l Or y2n+l € K , Sx2n+1 e S K 
a n d d(TX2n, SX2„+l) + d(SX2n+l, y2n+l) = d(TX2n, y2n+l), 
(g4) d(y2n-, , y2n) < H(GX2„- , , FX2n-2) + , ^ " ^ 6 ^ " " ' 
2 + 2a + p 
d(y2n, y2n.l) < H(Fx2n, GX2n_l) + ~ T ^ Q ^ " • 
2 + 2a-t p 
Let us write, 
Po = {Tx2ie{Tx2n} :Tx2i = y2i}, 
Pi = {Tx2ie{Tx2n}:Tx2i;^y2i}, 
Qo = {SX2i+|e{SX2n+l} : SX2i+l =y2i+l}, 
and Qi = {Sxji+iG {Sx2n+i} : Sx2i+i ^y2i+i}. 
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Notice as earlier that (Tx2n, Sx2n+i)^  Pi x Q\ and (Sxin-i- Txin) 
g Qi X P]. Again, the following cases arise: 
C A S E 1. If (TX2n, SX2n+l) G Po X Qo, thCH 
d(TX2n,SX2n.l) = d(y2n, Yin..) < H(Fx2n, 0X2. -0 + , ^ " ^ ^ 
< a d(TX2n, SX2n-l) + P WOX { l/2[d(TX2n,FX2n)+d(SX2n.l. GXjn-l)], 
l/2[d(TX2n,GX2n-l)+d(SX2n-l,FX2n)]} + , \ ^ 6^" 
2 + 2a + p 
< a d(TX2n, SX2n-l) + P mOX {l/2[d(TX2n,y2n+l)+d(SX2n.|, y2n)], 
l/2[d(TX2n,y2n)+ci(SX2n.„y2n.l)]} + , \ ^ ^ 
2 + 2a + p 
< a d(TX2n, SX2n-l) + P mOX {l/2[d(TX2n,SX2n+l)+d(SX2n-l,TX2n)], 
l/2[d(Tx2„,TX2„)+d(SX2n.I,SX2n.,)]} + , \ ^ , 6^" 
2 4-2a + p 
< a d(TX2n ,SX2n-l) + ^ mOX { l/2[d(TX2n,SX2n+l)+d(SX2n-l,TX2n)], 
l/2[d(Sx2n-l,TX2n)+d(TX2„,SX2„.,)]} + ^ \ ^ 9^" 
2+2a+p 
<ad(Tx2n,Sx2n-l)+P/2d(TX2n,SX2.,)+P/2d(SX2n.l,TX) + - ^ - ^ 0 2 n 
2 + 2a + P 
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^2-p^ 2a + (3 2 - P n2n 
V ^ y 
d(TX2n,SX2n + , ) < ^ — - d ( T X 2 n , S X 2 n _ , ) + — — ^ e 
2 2+2a+p 
so that 
d(TX2n, SX2n+l) < ] ^ d(TX2n, SX2n-l) + 26 
2n-I 
2 + 2a + p 
Similarly if (Sx2n-i.Tx2n) e Qox Po^  then one can show that 
d(SX2n- l ,TX2n)< 
^2a + P^  
V 2 - P y 
d(TX2n-2, SX2n-l) + 26 
2 n - l 
2 + 2a + p 
CASE 2. If (Tx2n, Sx2n+i) G PQX Q,, then by (f4), we have 
d(Tx2n,Sx2n+i) < d(Tx2n,y2n+i) = d(y2n,y2n+i) and it follows from Case 1 
that 
d(TX2n, SX2„+|)< - — - d(SX2n-l,TX2n)+———-
v ^ 2 - p ; 2 + 2a + p 
Similarly, if (Sx2n-i, Tx2n) e Qi x Po then as earlier one can have 
d(SX2n-l,TX2n) < 2a + p' V 2 - P J d(TX2n-2,SX2n-l) + 
20 2n-l 
2 + 2a + P 
CASE 3. If (Tx2n, Sx2n+i) s P| X Qo, then Sx2n-i = y2n-i- Proceeding as 
in Case 1, one gets 
d(TX2n, SX2n+l) = d(TX2 111 y2n+l / 
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< d(TX2n, y2n) + d(y2n, y2n+l) 
< d(Tx2„, y2n) + a d(Sx2n-i, Tx2n) + P mca{ 
l/2[d(Sx2x-l,y2n) + d(Tx2n,Sx2n+l)l 
l/2[d(Sx2n-l,y2n) + d(Tx2n,Sx2n+l)]}+- ^ " ^ Q^" 
2 + 2a + p 
< d(SX2n-l, y2n) + « d(SX2n-l, y2n) + P mOX 
{l/2(d(SX2x.l,y2n)+d(TX2n,Sx2n.|)], 
l / 2 [ d ( S X 2 „ . , , y 2 n ) + d ( T X 2 n , S X 2 „ . , ) ] } + — ^ - ^ e ^ " 
2 + 2a + p 
< d(SX2„-l, y2n) + a d(SX2„_l, y2n) +B/2 d(SX2n-I, y2n) 
+P/2 d(TX2n, SX2n.,) + , ^ , ^ 9^" 




f2 + 2a + pV.^ . ( 2-p 
d(SX2n-l, y2n) + 
\ ^ J 2 + 2a + p 
0 2n 
SO that 
d(TX2n, SX2n+l)< 2 + 2a + p 2-p d(SX2n- l ,y2n)+^ ^ 9^" 2 + 2a + p 
Now since Sx2n-i ~ yin-\ and Tx2n ^  y2n as in Case 2, one gets 
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d(SX2n- l ,TX2n)< 
2a + p 
2 - p , d(TX2n-2, SX2n-l) + 
29 2n- l 
2 + 2 a + p 
Now combining above two inequalities one obtains 
d(TX2n,SX2n+l) < 
2 + 2a + P 
2-p 
2a + P 
2 - P . 
d(TX2n-2, SX2n-l) + 




2 + 2 a + p 
Thus if put Z2n = Tx2n, Z2„+i = Sx2n+i, tiien one gets, 
d(Zn, Zn+|)< < 
2 + 2 a + p . , , 2 6 " 
d ( Z n _ i , Z n ) + : 
2-p 2 + 2 a + P 
, 2 9 " - ' 29 " 
2-P 2+2a+P 
Now on the Hnes of Itoh [28], it can be shown that the 
sequence {Zn} is Cauchy and there exists at least one subsequence 
{Tx2nK } or {Sx2n^ +1} which is contained in PQ or Qo respectively. 
Firstly, let us assume that there exists a subsequence {Tx2n, } 
which is contained in Po and T(K) as well as S(K) are closed subspaces 
of X. Since {Tx2n,^  } is Cauchy in T(K) it converges to a point U€T(K). 
Let zeT~'u, then Tz = u whereas the sequence {Sx2nL,+i}, being a 
subsequence of {Zn} also converges to u. Now using (4.3.1.1), one gets 
d ( F z , T X 2 n , ) < H ( F z , G x 2 n , - , ) 
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<ad(Tz,Sx2n^_,)+P/m^{l/2[d(TzfzMSx2nk_,'Gx2n^_,)], 
l/2[d(Tz, Gx2n^_, M^^, Sx2n^_, )]} 
<(xd(u Sx2nk_, )+>m{l^[d(uJ^zMSx2nk_, ,Tx2n^ )], 
l^[d(u,Tx2n,MSx2n,_,^z)]} 
which on letting n^oo, reduces to d(Fz,u) < p/2 d(Fz,u) 
yielding thereby u = TzeFz as Fz is closed. 
Since the Cauchy sequence {Zn} converges to ueK and ueFz, 
uGF(K)nKcS(K) there must exists weK such that Sw = u. By using 
(4.3.1.1), one gets 
d(Sw, Gw) = d(Tz, Gw) < H(Fz, Gw) 
< a d(Tz, Sw) + p max {l/2[d(Tz,Fz)+(Sw,Gw)], 
l/2[d(Tz,Gw)+d(Sw,Fz)]} 
< p/2 d(Sw,Gw) 
implying thereby SWGGW. 
In case F(K) and G(K) are closed subspaces of X then due to 
ueF(K)nK<=S(K) or ucG(K)nKc:T(K), the earlier arguments again 
establishes the desired conclusions. 
If one assumes that there exists a subsequence {Sx2nk+i} 
contained in Qo and T(K) and S(K) are closed subspaces of X then by 
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observing that {Sx2nk+i} is a Cauchy sequence in S(K), the analogous 
arguments estabhsh that TZGFZ, SWGGW. 
Since z is a coincidence point of (F,T) therefore using quasi 
coincidentally commuting condition and coincidentally idempotent 
property of T w.r.t. F one can write 
u = Tu = T(Tz) e TFz c FTz = Fu 
which shows that u is a common fixed point of T and F. Similarly 
using the quasi-coincidentally commuting property of (G,S) and 
coincidentally idempotent of S w.r.t. G, one can show that G and S have 
a common fixed point.This complete proof. 
By setting S=T=I|^ ,one deduces a sharpend version of a well known 
fixed point theorem due to Khan [32] for a pair of set-valued mappings 
as contractive condition is substantially improved. 
COROLLARY4.3.2. Let (X,d) be a complete metrically convex metric 
space, K a non-empty closed subset of X with F,G:K->CB(X), 
satisfying the conditions 
(h4) aKcK, F(K)nKc K, G(K)nKcK, 
(i4) XGdK^ FxcK, xeaK=^GxcK, 
and 
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H(Fx, Gy) < a d(x,y) + ^ max {l/2[d(x,Fx)+d(y,Gy)], 
l/2[d(x,Gy)+d(y,Fx)]} 
for all x,yGK where a, p > 0 such that l^^ + PX^ + ^ a + P)^^ 
(2-P) 2 
(J4) Either F(K) and G(K) are closed subspace of X. 
Then F and G have a common fixed point. 
By setting S = T in the Theorem 4.3.1. we get a modified and 
improved version of Theorem 3.1 due to Ahmad and Imdad [2]. Note 
that the cotraction condition of this Corollary is more general that of 
[, Theorem 3.1 ] besides other modifications. 
COROLLARY 4.3.3. Let (X,d) be a complete metrically convex metric 
space and K a non-empty closed subset of X, F,G:K-^CB(X) and 
T:K—>X satisfying 
(k4) aKcTK, FKnKcTK, GKnKcTK, 
(I4) Txe5K=:>FxciK, GxcK, 
and 
H(Fx,Gy) < a d(Tx,Ty)+p max {l/2[d(Tx,Fx)+d(Ty,Gy), 
l/2[d(Tx,Gy)+(Ty,Fx)]} 
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for all x,yeK where a, P > 0 such that 
(2a+P). (2+2a+P)/(2-P)^ < I 
(1114) Either TK, SK or GK are closed subspaces of X. 
Then F,T and G have a point of coincidence each. Moreover, if 
the pairs (F,T) and (G,T) are quasi-coincidentally commuting and T is 
coincidentally idempotent w.r.t. F as well as G then F, G and T have a 
common fixed point. 
By setting F = G and S = T in the Theorem 4.3.1, one deduces a 
modified and improved form of Theorem 3.1 due to Ahmad and Khan 
[3]. 
COROLLARY 4.3.4. Let (X,d) be a complete metrically convex metric 
space, K a non-empty closed subset of X, F:K->CB(X) and T:K-^X 
satisfying 
(ru) aKcTK, FKnKcTK, 
(04) TxEaK=i>Fxc=K, 
H(Fx,Fy) < a d(Tx,Ty)+p max {l/2[d(Tx,Fx)+d(Ty,Fy), 
l/2[d(Tx,Fy) + d(Ty,Fx)]}, 
for all x,yGK where a, p > 0 such that (2a+P) .(2+2a+p)/(2-p)^ < 1 and 
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(p4) Either TK or FK is closed subspace of X. 
Tiien F and T have a point of coincidence each. Moreover, if 
(F,T) is quasi-coincidentally commuting and T is coincidentally 
idempotent w.r.t. F, then F and T have a common fixed point. 
The next theorem presents a modified and sharpened form of 
Theorem 3.2 due to Ahmad and Imdad [1]. 
THEOREM 4.3.5. Let K be a non-empty closed subset of complete 
metrically convex metric space (X, d), F, G: K->CB(X) and S,T : K-^X 
such that (4.3.1.1), (4.3.1.2), (34) and (b4) are satisfied. If 
(q4) The pairs (T,F) and (S,G) are compatible, 
(r4) All the four maps are continuous on K. 
Then there exists a point z in K with SzeGz and TzeFz. 
Moreover, (T,F) have a common fixed point provided T is 
coincidentally idempotent w.r.t. F whereas (S,G) have a common fixed 
point if S is coincidentally idempotent w.r.t. G. Also F, G, S, and T have 
a common fixed point z provided TTz = z and SSz = z. 
PROOF. Proceeding as in the proof of Theorem 4.3.1, let us assume 
that there exists a subsequence {Tx2nt. ) which is contained in PQ. 
Further subsequence {Tx2n,, } and {Sx2n,,+1} both converge to some 
z eK as K is complete being a closed subset ofX. 
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Since Tx2n. e Gx2n, _inK and Sx2n. _ieK the compatibility of the 
pair (G,S) implies I^T,, dCSTx.n,, GSx2n,_,) = 0 
Now 
d(STX2n^ , GZ) < d (STX2„^ , G S x 2 n k - , ) + H(GSX2n^_ , , GZ) 
and making k->oo, one gets d(Sz, Gz) < 0, yielding thereby SZGGZ. 
Since y2ni.+i ^ ^'^in^ '^^ ^^^ ^^2nk ^ ^ ' ^^^ compatibility of the pair 
(F,T) implies 
k'^ood(Ty2,,„,FTx2„,) = 0. 
Therefore, as previously, the continuity of T and F implies 
d(Tz, Fz) < 0, yielding thereby TZGFZ. In case there exists a 
subsequence {Sx2n,, +i} contained in Qo then on similar lines one can 
complete the proof. 
If T is coincidentally idempotent w.r.t. F then TTz = Tz, hence 
TZGK. Thus ZGK and TzeKnFz. Since, on coincidence points, weak 
commutativity and compatibility are equivalent, therefore, by weak 
commutativity d(TTz,FTz)<d(Tz, Fz) implying thereby Tz =TTZGFTZ. 
Similarly if S is coincidentally idempotent w.r.t. G then one can prove 
thatSw=SSwGGSw. 
If TTz = z and SSz = z then one can easily show that z is a common 
fixed point of S, T, F and G. 
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By restricting S = T and F = G in tiie Theorem 4.3.5 one deduces 
an improved version of Theorem 3.2 due to Ahmad and Khan [3]. 
COROLLARY 4.3.6. Let (X,d) be a metrically convex metric space, K 
a non-empty close subset of X, F:K->CB(X) and T:K->X satisfying 
(k4), (U) and contractive condition in the Corollary (4.3.4) and 
(S4) The pair (F,T) is compatible, 
(t4) F and T are continuous on K. 
Then there exists a point ZGK with TzeFz. Moreover (F,T) have 
a common fixed point provided T is coincidentally idempotent w.r.t. F. 
Also F and T have a common fixed point z provided that Tz is fixed 
under T. 
Motivated from Dhage [15], Imdad et al [27] presents a modified 
version of certain results which include relevant results due to Ahmad 
and Imdad [2] and Khan [32] giving an entirely different proof. 
THEOREM 4.3.7. Let (X,d) be a complete metrically convex metric 
space, K a non-empty compact subset of X with F, G: K->CB(X) and 
T:K—)>X satisfying. 
(U4) aKcTK, (FKuGK)nKcTK, Tx E5K=^FXUGXCK 
with 
H(Fx,Gy)<M(x,y), (4.3.7.1) 
when M(x,y) > 0, for all x, yeK, where 
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M(x,y) = a d(Tx,Ty) + p max {l/2(d(Tx,Fx)+d(Tx,Gy)], 
l/2[d(Tx,Gy)+d(Ty,Fx)]}, 
and a, P are non-negative reals with 
(2a+P) (2+2a+P) / (2-P)^ < 1 (4.2.7.2) 
Suppose tliat T is compatible with each F and G and T, F and G 
are continuous on K. Then F, G and T have z as a common point of 
coincidence. Further, F, G and T have common fixed point provided Tz 
remains fixed under T. 
PROOF. Keeping in view of the conclusions of Theorem 4.3.5 with S = 
T, it is sufficient to show that F, G and T have a common coincidence. 
Let us claim that M(x,y) = 0 for some x, yeK, otherwise the function. 
f(x,y) = H(Fx,Gy) / M(x,y), 
is continuous and satisfies f(x, y) < I for (x,y)eK x K. Since K x K is 
compact, there exists, u,veK such that f(x,y) < f(u,v) = a < 1 for 
X, yeK. Consequently, H(Fx, Gy) < a M(x,y) for x, yeK and some 
0 < a < 1. Therefore in view of (4.3.7.2) it is obvious to conclude. 
(2ca+cp) (2+2ca+cp) / (2-cp)^ < 1. 
Therefore, by Theorem 4.3.5 (with restriction S = T), one gets 
TzeFznGz for some zeK and deduces M(z,z) = 0, contradicting 
M(z,z) > 0. Therefore M(x,y) = 0 for some x,yGK which implies 
TxeFx, and Tx - TyeGy. If M(x,x) = 0 then TxeGx and if M(x,x)^0, 
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then (4.3.7.1) implies d(Tx, Gx) < 0 yielding TxeGx. Similarly in either 
of the cases M(y,y) = 0 and M(y,y) > 0, TyeFy. Thus F, G and T have a 
common coincidence. 
Theorem 4.3.7 deduces a modified and sharpened version of 
Theorem 3.1 due to Khan [32] by setting T = I|, whereas the same 
(i.e.Theorem 4.3.7) with F = G deduces a theorem due to Ahmad and 
Khan [3]. Also, by choosing F=G and T = I^  one deduces the refined 
form of the main result of Itoh [28]. In what follows,we give the 
complete description of all three separately. 
COROLLARY 4.3.8. Let (X,d) be a complete metrically convex metric 
space and K be a non-empty compact subset of X. Let (F,G) be a 
generalized contractive pair of K into CB(X), with F and G are 
continuous on K. If for any xe<9K, (FKuGK)riKc=K, xedK=> 
FxuGxck, then there exists a common fixed point of F and G in K. 
COROLLARY 4.3.9. Let (X,d) be a complete metrically convex metric 
space and K be a non-empty compact subset of X with F:K-^CB(X) and 
T:K->X satisfying, 
(V4) 5KcTK, FKnKcTK, Tx G S K ^ F X C K , 
with H(Fx,Fy) < M(x,y), 
if M(x,y) > 0, for all x,yeK where 
M(x,y) = ad(Tx,Ty)+p max {l/2[d(Tx,Fx)+d(Ty,Fy)], 
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l/2[d(Tx,Fx)+d(Ty,Fx)]} 
where a, p are non-negative reals with (2a+p) (2+2a+p) / (2-p) < 1. 
Suppose that T is compatible with F and F as well as T are continuous 
on K. Then F and T have z as a common point of coincidence. Further F 
and T have common fixed point, provided that Tz remains fixed under 
T. 
COROLLARY 4.3.10. Let (X,d) be a metrically convex metric space, 
K a non-empty compact subset of X and F:K^CB(X) satisfying. 
(W4) dKoK, FKnKcK, x e aK=i>FxcK, 
with H(Fx,Fy) < M(x,y) 
when M(x,y) > 0 for ail x,yeK where 
M(x,y) = ad(x,y)+p max {l/2[d(Tx,Fx)+d(Ty,Fy)], 
l/2[d(Tx,Fy)+d(Ty,Fx)]}, 
and a, p are non-negative reals with (2a+p) (2+2a+P) / (2-P)^ < 1. 
Then F has a common fixed point. 
4.4 AN ILLUSTRATIVE EXAMPLE 
Now, we furnish an example due to Ahmad and Imdad [2] to 
demonstrate the validity of the hypotheses of Theorem 4.3.1 over earlier 
results especially those contained in [1,3,6 ]. 
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Let X be the set of reals equipped with Euclidean metric and 
K = {-3} u [0,1]. Define the mappings. 
f - 3x, X6[0,l] f -3.1x, xe[0,l] 
Tx= Sx = [ 
1, x = - 3 1, x = -3 
( [-x/2,0] xe[0.1] ( [-x/4,0] xe[0,3/3,l] 
Fx= vp'-;i» andGx = 
^ {0} • '" {0}, xe{-3}U[3/3.1,l] 
It is easy to see that TK = [-3,0] u{ 1}, SK = [-3.1,0]u{ 1}, 
and dK = {-3,0,1} a TKnSK. Furthermore 
FK = [-1/2,0] => KnFK = {0} cSK, 
GK = [-3/12.4,0] ^ K DGK = {0} cTK. 
Now, Tl = -3eaK => Fl = {0} c K, 
TO = OeaK=:^FO={0}cK, 
T(-3)=lGaK=^F(-3)={0}c:K, 
and S(3/3.1) = -3eaK^G(3/3.1) = {0} cK, 
S(0) = OeaK =^ G(0) = {0} c K, 
S(-3)=leaK=>G(-3)={0}cK. 
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By routine calculations, one can show that (F,G) is a generalized (S,T) 
contraction pair with a = 1/3, P= y =1/24, and also that the pairs (F,T) 
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