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Abstract The Cottingham formula expresses the lead-
ing contribution of the electromagnetic interaction to
the proton-neutron mass difference as an integral over
the forward Compton amplitude. Since quarks and glu-
ons Reggeize, the dispersive representation of this am-
plitude requires a subtraction. We assume that the
asymptotic behaviour is dominated by Reggeon ex-
change. This leads to a sum rule that expresses the
subtraction function in terms of measurable quantities.
As shown in [1], the evaluation of this sum rule leads to
mp−nQED = 0.58± 0.16MeV. The present article describes
the underlying analysis in detail.
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1 Introduction
In the framework of the Standard Model, the fact that
proton and neutron have nearly the same mass is ex-
plained as consequence of an approximate symmetry:
isospin [2]. The symmetry is broken explicitly because
the two lightest quarks neither have the same charge nor
the same mass. The violation of the symmetry is very
weak, because the e.m. coupling e as well as the differ-
ence between mu and md are small. The weak interac-
tion provides the neutron mass with an imaginary part
and generates a shift of the real part as well, but these
effects are tiny and will be neglected. The Standard
Model then reduces to QED+QCD. In that framework,
the expansion of the mass difference between proton
and neutron in powers of e starts with
mp −mn = mQCD +mQED +O(e4) , (1)
where mQCD is what remains if e is turned off and is
proportional to mu − md, while mQED stands for the
term of order e2. It is well-known that the splitting
of the physical masses into an electromagnetic and a
2strong part is not unique. In our analysis, the ambiguity
shows up through the scale of the logarithm occurring
in the e.m. renormalization of the quark masses and
will be discussed in detail.
As shown by Cottingham [3], the leading contribu-
tion of the e.m. interaction to the mass of a particle
is given by an integral over the spin averaged forward
Compton scattering amplitude,
T µν(p, q) =
i
2
∫
d4x eiq·x〈p|T jµ(x)jν(0)|p〉 . (2)
This amplitude is determined by QCD. If the mass of
a particle is expanded in powers of the e.m. coupling
constant e, the explicit expression for the term of order
e2 is formally given by1
mγ =
ie2
2m(2π)4
∫
d4q
1
q2 + iǫ
T µµ(p, q) . (3)
There are two problems with this formula: (i) The
short distance properties of QCD imply that the ampli-
tude T µµ(p, q) does not fall off rapidly enough at large
values of q for the integral to converge. (ii) T µµ(p, q) does
not obey an unsubtracted dispersion relation – causality
alone determines the Compton amplitude through the
structure functions of lepton-nucleon scattering only up
to a subtraction function. The asymptotic behaviour in
the deep inelastic region is now fully understood on the
basis of asymptotic freedom, but the properties of the
subtraction function are still under debate.
Elitzur and Harari [4] pointed out that if the ex-
change of Reggeons correctly describes the asymptotic
behaviour in the limit ν → ∞ at fixed q2 – an as-
sumption we refer to as Reggeon dominance – then the
subtraction function obeys a sum rule which fully de-
termines it through the cross section of lepton-nucleon
scattering. Their paper appeared in 1970, at a time
when the origin of the ∆I = 1 mass differences within
the isospin multiplets was totally mysterious: evalua-
tions of the Cottingham formula invariably led to the
conclusion that the proton should be heavier than the
neutron and hence unstable.
In 1975 Gasser and Leutwyler [5] then showed
that the mystery disappears if the popular conviction,
according to which the strong interaction conserves
isospin, is dismissed. They showed that a coherent pic-
ture of isospin breaking can be reached within the
Quark Model, provided the masses of the two lightest
quarks are not only very small but also very different.
1We fix the normalization of the one-particle states with
〈p′, s′|p, s〉 = 2p0(2pi)3δ3(p′−p)δs′s and m is the mass of the
particle. The spin averaged matrix element of the operator O
is abbreviated with 〈p|O|p〉 ≡ 1
2
∑
s
〈p, s|O|p, s〉.
At that time, the experimental results on deep inelas-
tic scattering were consistent with the scaling laws of
Bjorken [6]. The implications of Reggeon dominance
were worked out in this framework, using models to
substitute the lack of experimental information in part
of phase space, with the resultmQED = 0.7±0.3MeV [5].
Lattice calculations of the proton-neutron mass dif-
ference are very demanding and became feasible only
in the 21st century. Early calculations were consistent
with the result obtained from the Cottingham formula,
but more recent evaluations indicate higher values for
mQED – we will compare the available results with the
outcome of our calculation in section 23.
In 2012, Walker-Loud, Carlson and Miller [7] per-
formed a new evaluation of the Cottingham formula.
They claimed that the analysis in [5] is inconsistent and
replaced our sum rule by a model where the subtrac-
tion function T1(0, q
2) is parametrized with a simple
algebraic formula. This paper triggered renewed inter-
est and several authors investigated the matter [8–11].
We will discuss these works in section 24. A critical
examination of some of the claims made in [7] can be
found in appendix E of [12] and in [13, 14].
The discovery of QCD and asymptotic freedom led
to a fully transparent picture for the properties of the
Compton amplitude in the region where both ν and q2
are large and where the divergence of the Cottingham
formula arises [15–18]. In the letter [1], we showed that
the formal relation (3) can be rewritten in such a way
that the divergences are under full theoretical control,
exclusively concern the contribution from the subtrac-
tion function and are absorbed in the e.m. renormal-
ization of quark masses and QCD coupling constant.
The aim of the present paper is to describe the analysis
underlying these statements in detail.
The presentation is organized as follows. In a first
part, sections 2–7, we discuss the mathematical un-
derpinnings: decomposition of the Compton amplitude,
dispersion relations, sum rule for the subtraction func-
tion, Wick rotation, mass formulae. The second part,
sections 8–13, deals with the operator product expan-
sion, which governs the behaviour of the amplitudes at
large momenta. The renormalization of the mass differ-
ence is discussed in sections 14 and 15, whereas the data
concerning the structure functions used in our work and
the numerical determination of the subtraction function
and of the mass difference are described in sections 16–
22. Sections 23 and 24 compare the outcome of our
analysis with results obtained on the lattice and with
other recent evaluations of the Cottingham formula. A
summary and conclusions are provided in section 25.
The Appendices contain material concerning the oper-
ator product expansion as well as a detailed derivation
3of the sum rule for the subtraction function that plays
a central role in the present work.
2 Lorentz invariance, kinematic zeros
Causality ensures that the time-ordered amplitude is
unique up to contact terms and the ambiguity can be
fixed in such a manner that T µν(p, q) is Lorentz cova-
riant.2 Together with symmetry under space reflections,
this property implies that the Compton amplitude can
be decomposed as
T µν(p, q) = Agµν+B pµpν+Cpµqν+C′pνqµ+Dqµqν ,
(4)
where A,B,C,C ′, D only depend on the two variables
q2 and ν = p · q/m. Current conservation imposes the
constraints
A+mν C + q2D = 0 , mν B + q2C = 0 , C′ = C . (5)
Since the physical spectrum of QCD does not contain
massless particles, the amplitude T µν(p, q) cannot have
a pole at q2 = 0. Hence the second relation shows that
B vanishes for q2 = 0 and can therefore be represented
as B = −q2T2/m2. Setting T1 = D and solving the
constraints (5) for A and C, this leads to the decompo-
sition
T µν(p, q) = T1(ν, q
2)Kµν1 + T2(ν, q
2)Kµν2 , (6)
Kµν1 = q
µqν − gµνq2,
Kµν2 =
1
m2
{(pµqν + pνqµ)p · q − gµν(p · q)2 − pµpνq2}.
Crossing symmetry, T µν(p, q) = T νµ(p,−q), implies
that T1 and T2 are even in ν.
A popular alternative decomposition identifies the
two independent amplitudes instead with Tˆ1 = −A and
Tˆ2 = m
2B. It is related to the one specified above by
Tˆ1 = q
2T1 + ν
2T2 , Tˆ2 = −q2T2 . (7)
The problem with this choice is that, in contrast to
T1, T2, the amplitudes Tˆ1, Tˆ2 contain kinematic zeros.
This makes it difficult to determine their asymptotic
behaviour. That is important because analytic func-
tions are fully determined by their singularities only if
the asymptotic behaviour is known. In dispersion the-
ory, theoretical constraints are needed to determine the
asymptotic properties of the amplitudes.
To illustrate the problems encountered when work-
ing with amplitudes that are not free of kinematic zeros,
consider the “Born terms”, i.e. the poles generated by
2Lorentz transformations and P,T symmetry of the Compton
amplitude are discussed in detail in Appendix B of Ref. [12].
the one-particle intermediate states. Their residues are
determined by the elastic form factors of the nucleon.
The Cauchy formula implies that an analytic function
of the variable z is determined uniquely by its singular-
ities (poles, cuts) and by its behaviour for z →∞. The
amplitudes T1 and T2 are analytic in ν at fixed q
2. The
Born terms concern the contributions from the nucleon
poles at ν = ± q2/2m. They are fixed uniquely by the
requirement that they disappear for ν →∞ [12]:
T el1 (q
2, ν)=
4m2q2{G2E(q2)−G2M (q2)}
{4m2ν2 − (q2 + iǫ)2}(4m2 − q2) , (8)
T el2 (q
2, ν)=− 4m
2{4m2G2E(q2)− q2G2M (q2)}
{4m2ν2 − (q2 + iǫ)2}(4m2 − q2) .
For notation, in particular also for the definition of the
Sachs form factors GE and GM , we refer to [12].
For the alternative decomposition (7), the elastic
part of Tˆ1 does not disappear when ν → ∞. In terms
of Regge poles, the elastic part of Tˆ1 contains a fixed
pole at α = 0, with a residue that is determined by
the nucleon form factors: Tˆ1 picks up asymptotic con-
tributions that do not have anything to do with the
phenomena that dominate the high energy behaviour
of the Compton amplitude – they merely reflect the
fact that the amplitude Tˆ1 contains kinematic zeros.
It is not advisable to work with such amplitudes – for
further discussion of the problems encountered in the
presence of kinematic zeros, we refer to [14, 19, 20].
As pointed out in the letter [1], the operator product
expansion shows that, up to normalization, the leading
spin 2 contributions in T1 and T2 are the same: in the
combination
T¯ (ν, q2) = T1(ν, q
2) + 12T2(ν, q
2) , (9)
these contributions drop out. For this reason, the anal-
ysis of the asymptotic behaviour simplifies considerably
if the pair T1, T2 is replaced by the pair T¯ , T2, which
is also free of kinematic zeros.
3 Dispersion relations
The dispersion relations express the Compton ampli-
tude in terms of the structure functions. These repre-
sent the Fourier transform of the current commutator:
V µν(p, q)=
1
4π
∫
d4xeiq·x〈p|[jµ(x), jν(0)]|p〉 , (10)
V µν(p, q)=V1(ν, q
2)Kµν1 + V2(ν, q
2)Kµν2 .
The structure functions are experimentally accessible
only for q2 ≤ 0 and it is customary to replace q2 by
Q2 ≡ −q2. In the standard notation, where the struc-
ture functions are denoted by F1(x,Q
2), F2(x,Q
2) with
4x = Q2/2mν, V1 and V2 are given by:
V1=
FL
2xQ2
, V2 =
F2
2xν2
, (11)
FL=F2 − 2xF1 .
For T¯ , the structure function V¯ = V1+
1
2V2 is relevant:
V¯ =
F¯
2xQ2
, (12)
F¯ =FL +
2m2x2
Q2
F2 .
We assume that the Compton amplitude exhibits
Regge behaviour for ν → ∞: T¯ ∝ να, T2 ∝ να−2. Ac-
cordingly, the dispersion relation for T¯ requires a sub-
traction while T2 obeys an unsubtracted dispersion re-
lation:
T¯ (ν, q2)= S¯(q2) + T¯ el(ν, q2) (13)
+2(ν2 − ν20 )
∫ ∞
νth
ν′dν′
V¯ (ν′, q2)
(ν′2 − ν20 )(ν′2 − ν2 − iǫ)
,
T2(ν, q
2)=T el2 (ν, q
2) + 2
∫ ∞
νth
dν′ν′
V2(ν
′, q2)
ν′2 − ν2 − iǫ . (14)
S¯(q2) represents the subtraction function, ν20 is the sub-
traction point in the variable ν2 and the lower limit
corresponds to the threshold for inelastic reactions,
νth = (2mMpi + M
2
pi − q2)/(2m). The elastic part of
T¯ is given by T¯ el = T el1 +
1
2T
el
2 .
As such, the choice of the subtraction point is ar-
bitrary (provided that ν20 < ν
2
th
), but as pointed out
in [1], it is convenient to set ν20 = − 14Q2 rather than to
subtract at ν0 = 0. As will be seen below, this choice
simplifies the asymptotic behaviour of the subtraction
function for Q2 →∞. Replacing the variable of integra-
tion ν′ by x = Q2/(2mν′), the dispersive representation
then takes the form
T¯ (ν,−Q2)= S¯(−Q2) + T¯ el(ν,−Q2) (15)
+ (Q2 + 4ν2)
∫ xth
0
dx
m2F¯ (x,Q2)
(Q2 +m2x2)(Q4 − 4m2x2ν2 − iǫ) ,
T2(ν,−Q2)=T el2 (ν,−Q2) +
∫ xth
0
dx
4m2F2(x,Q
2)
Q4 − 4m2x2ν2 − iǫ .
with xth = Q
2/(Q2 + 2mMpi +M
2
pi).
4 Reggeon dominance
While T2 is fully determined by the form factors and the
structure functions because it obeys an unsubtracted
dispersion relation, the representation for T¯ involves a
subtraction function, which causality alone leaves un-
determined. This illustrates a venerable theorem which
concerns the implications of causality for the structure
functions [21–23]. The theorem states that the values
of V¯ (ν, q2), V2(ν, q
2) in the space-like region q2 ≤ 0 de-
termine these functions in the time-like region, up to a
polynomial in the variable ν. The implications for the
dispersive analysis of the Compton amplitude are dis-
cussed in [24].
In Regge language, integer powers of ν are called
fixed poles: the continuation from the space-like to
the time-like region is unique up to fixed poles. Regge
asymptotics excludes such contributions in V2, but the
continuation of V¯ into the time-like region is unique
only up to a term that depends on ν exclusively through
the step function:
V¯ fp(ν, q2) = ǫ(ν)σ(q2) , (16)
where σ(s) vanishes for s < 0. In T¯ , the ambiguity
shows up in the form
T¯ fp(q2) =
∫ ∞
0
ds
σ(s)
s− q2 − iǫ , (17)
which is independent of ν and thus only affects the sub-
traction function. Since the ambiguity amounts to a
superposition of free propagators, it is evident that the
Fourier transform of V¯ fp vanishes outside the light-cone.
The nontrivial part of the theorem is that the values of
the structure functions in the space-like region, where
they can be measured, fully determine the amplitude in
the time-like region up to contributions of this partic-
ular type.
In QED, the electrons Reggeize [25], but the pho-
ton remains elementary [26]. QCD, however, does sat-
isfy the criteria for Reggeization formulated in [26]: the
gluons as well as the quarks have this property [27,28].
In the meantime, the graphs that need to be summed
up to study the high energy properties of the scattering
amplitudes within QCD perturbation theory have been
identified and Reggeon field theory has been developed
for the analysis of exchanges of more than one Reggeon,
in particular also of the cuts generated by these [29–32].
It is generally assumed that the asymptotic be-
haviour of the Compton amplitude is indeed governed
by Reggeon exchange. The exchange of Reggeons gen-
erates contributions which at high energies are of the
form
T¯ R(ν, q2) = −
∑
α>0
πβα(q
2)
sinπα
{(−s)α + (−u)α} , (18)
where s = m2 + 2mν + q2 and u = m2 − 2mν + q2
represent the square of the centre of mass energy in the
s- and u-channels, respectively. In general, the power
α depends on t: α(t) moves on a Regge trajectory. In
our context, however, only the forward scattering am-
plitude is of interest, so that only the intercept α = α(0)
is relevant. For the Compton amplitude of the proton
5or the neutron, the Pomeron yields the dominant con-
tribution; it involves a superposition of terms of the
above form with intercepts in the vicinity of α = 1. The
Reggeon with the quantum numbers of the f2 and an
intercept in the vicinity of α = 12 represents the most
important non-leading contribution. In the difference
between the amplitudes relevant for proton and neu-
tron, the Pomeron drops out – the Reggeon with the
quantum numbers of the f2 then represents the leading
term.
We assume that the Reggeons dominate the asymp-
totic behaviour [5]:
lim
ν→∞
(T¯ − T¯ R) = 0 . (19)
This amounts to the assumption that the amplitude T¯
does not contain a fixed pole at α = 0. We do not know
of a physical phenomenon that could produce a fixed
pole at α = 0 in T¯ . Neither causality nor the short-
distance singularities nor the Reggeons generate terms
of this sort.
The constraints imposed on the subtraction function
by causality and unitarity have been analyzed within
the alternative dispersive framework set up in [33].
Model-independent bounds for the subtraction function
S1(q
2) are derived and it is shown that the results ob-
tained in [12] from Reggeon dominance at low values of
Q2 are consistent with these. An extension of this work
to the higher values of Q2 investigated in the present
paper would be most welcome, as it would allow to
subject Reggeon dominance to a further test. Model-
independent bounds on the subtraction function S¯(q2)
would be particularly interesting, because the operator
product expansion of this quantity is free of the short
distance singularities associated with operators of spin
2 – asymptotic freedom fully determines the asymptotic
behaviour of S¯.
5 Sum rule for the subtraction function
As pointed out in [5], Reggeon dominance determines
the subtraction function in terms of the cross sections of
inelastic scattering. In [12], a sum rule for the subtrac-
tion function S1(−Q2) ≡ T1(0,−Q2) was derived that
represents the inelastic part of this quantity in terms
of integrals over the cross sections. We now derive an
analogous sum rule that expresses the subtraction func-
tion S¯(−Q2) as an integral over the structure function
F¯ (x,Q2) – an immediate consequence of the dispersion
relation (15) and Reggeon dominance (19). The deriva-
tion is not trivial, however, because the Reggeons gen-
erate singularities at x = 0. The leading singularity in
F¯ is of the form:
F¯R(x,Q2) =
∑
α>0
bα(Q
2)x1−α , (20)
bα(Q
2) = 2Q2(α+1)βα(−Q2) .
For this reason, taking the limit ν → ∞ in the disper-
sion relation (15) requires some care: the limit cannot
simply be exchanged with the dispersion integral
T¯ disp(ν,−Q2) = (21)
(Q2 + 4ν2)
∫ xth
0
dx
m2F¯ (x,Q2)
(Q2 +m2x2)(Q4 − 4m2x2ν2 − iǫ) ,
because, in the vicinity of x = 0, the term 4m2x2ν2
fails to dominate over Q4. Since the elastic part of the
amplitude tends to zero for ν →∞, the Reggeon domi-
nance hypothesis (19) amounts to the requirement that
the subtraction function cancels the limiting value of
the difference between the dispersion integral and the
asymptotic representation:
S¯ = − lim
ν→∞
(T¯ disp − T¯ R) . (22)
The limit is worked out in Appendix C. The result takes
the form of a sum rule that expresses the subtraction
function S¯ in terms of the structure function F¯
Q2S¯(−Q2)=
∫ xth
0
dx
F¯ (x,Q2)− F¯R(x,Q2)
x2
−
∑
α>0
bα(Q
2)
αxα
th
−m2
∫ xth
0
dx
F¯ (x,Q2)
Q2 +m2x2
. (23)
A Finite Energy Sum Rule variant of this relation was
proposed by Elitzur and Harari [4]. The above formu-
lation shows that the sum rule is perfectly consistent
with the scaling violations required by QCD – contrary
to statements made in [18].
6 Wick rotation
We now return to the mass formula (3). In the decom-
position introduced above, the trace of the Compton
amplitude is given by
T µµ(p, q) = −{3q2T¯ (ν, q2)+2(ν2− 14q2)T2(ν, q2)} . (24)
The integration in (3) runs over all q2, space-like as
well as time-like. For the integral to converge, it needs
to be regularized, for instance by replacing the photon
propagator 1/q2 with Λ2/(Λ2 − q2)/q2.
In the rest frame of the particle, ν coincides with the
component q0 of the photon momentum. Cottingham
[3] observed that the time-ordered amplitude is analytic
in q0 and that the path of integration over this variable
may be rotated into the imaginary axis, at fixed three
6momentum q – without crossing any singularities of the
integrand in (3) (Wick rotation).
Setting q0 = iQ4 and identifying Q1, Q2, Q3 with
the space components of the physical momentum, mγ
takes the form of a euclidean integral extending over
the four-vector Qµ:
mγ =
e2
2m(2π)4
∫
d4Q
Q2
Λ2
Λ2 +Q2
{3Q2T¯+2(Q24− 14Q2)T2} .
(25)
The result for the renormalized mass difference is in-
dependent of the form used for the regularization. It is
customary to use a cutoff in momentum space: restrict
the integration to the euclidean sphere Q2 ≤ Λ2 and
write the regularized Cottingham formula as
mΛγ =
e2
2m(2π)4
∫
Q2≤Λ2
d4Q
Q2
{3Q2T¯ + 2(Q24 − 14Q2)T2} . (26)
In this formula, the amplitudes T¯ and T2 are to be
evaluated at ν = iQ4, q
2 = −Q2.
7 Decomposition of the mass shift
In the framework of QCD+QED, the mass of a par-
ticle is determined by the bare parameters that occur
in the Lagrangian and the cutoff used to regularize the
theory. If the electromagnetic interaction is turned off,
only the QCD coupling constant, the quark masses and
the cutoff are relevant. To order e2, the e.m. interac-
tion changes the mass not only by the above integral,
but in addition by the contribution ∆mΛ, which arises
from the change in the bare parameters needed for the
mass of the particle to stay finite when the cutoff Λ is
removed – the bare quantities depend on Λ as well as
on e. The e.m. part of the mass is obtained by adding
this contribution to the integral in equation (26):
mQED = lim
Λ→∞
{mΛγ +∆mΛ} . (27)
Inserting the dispersion relations (15) in formula
(26), we obtain a representation of the e.m. part of the
mass as a sum of four terms:
mQED = mel +mF¯ +mF2 +mS¯ . (28)
In each one of these, the integrals over the direction of
the vector Qµ can be done explicitly.
In the first term, which collects the contributions
from T¯ el and T el2 , this leads to a set of integrals over
the form factors of the nucleon, which are known very
accurately – an explicit expression for mel is given, for
instance, in [12].
The second and third term arise from the dispersion
integrals over the structure functions F¯ and F2, respec-
tively. With the above choice of the subtraction point,
the integrands are proportional to the factor Q2− 4Q24,
in both cases. Taken by itself, the angular integral of
this factor over the directions of the vector Qµ van-
ishes. Moreover, when Q2 becomes large, the remainder
of the integrand becomes independent of Q4. Hence the
angular integration suppresses the contributions arising
from large values of Q2 – these integrals approach finite
limits when the cutoff is removed:
mF¯ =4N
∫ ∞
0
dQ2
∫ xth
0
dx
yf(y)F¯ (x,Q2)
x2(1 + 4y)
, (29)
mF2 =− 23N
∫ ∞
0
dQ2
∫ xth
0
dx
f(y)F2(x,Q
2)
x2
. (30)
The normalization constant is given by
N =
3αem
8πm
, (31)
the variable y stands for y = Q2/(4m2x2) and the ex-
plicit expression for the function f(y) reads
f(y) =
1 + 4y
2
√
1 +
1
y
− 3 + 4y
2
. (32)
The suppression of the angular integrals relevant formF¯
and mF2 manifests itself in the fact that the function
f(y) rapidly falls off when y becomes large:
f(y) =
1
16y2
+O(y−3) . (33)
The angular integral can be done explicitly in the
fourth term as well, but there, it does not suppress the
contributions from large values of Q2, so that the cutoff
must be retained:
mS¯=lim
Λ→∞
{
N
∫ Λ2
0
dQ2Q2S¯(−Q2) +∆mΛ
}
. (34)
Together with the sum rule (23), the above formu-
lae fully specify the e.m. part of the mass difference
between proton and neutron, in terms of measurable
quantities. The next four sections concern asymptotic
properties of the Compton amplitude that are not of
direct relevance for the Cottingham formula – the con-
tributions generated by short distance singularities of
spin 2, for instance. If the reader is more interested in
the numerical outcome of our analysis for the mass dif-
ference, he or she may go directly to section 12.
78 Operator product expansion
The behaviour of the amplitudes T¯ and T2 at large mo-
menta is determined by the short-distance properties
of the matrix element 〈p|T jµ(x)jν (0)|p〉, which can be
analyzed by means of the operator product expansion
(OPE) [34]. The asymptotic freedom of QCD implies
that perturbation theory can be used to work out the
leading terms of this expansion [15–18]. For the time-
ordered product of two currents, the behaviour at short
distances z = x− y is of the form
T jµ(x)jν(y) →
z→0
∑
n
C˜nµν(z)On(X) , (35)
where On enumerates the renormalized gauge invariant
local operators of QCD and X = 12 (x + y). The ex-
pansion starts with the operators of lowest dimension.
The Wilson coefficients C˜nµν(z) vanish unless On has
the same flavour quantum numbers as the product of
two e.m. currents. The symmetry of QCD under P, T
and C also prevents some operators from contributing
to the expansion. The coefficients depend in a nontriv-
ial manner on z only through z2: they are polynomials
in the components of the vector z, with coefficients that
depend on z2.
In momentum space, the OPE governs the be-
haviour at large momenta. We denote the Fourier trans-
form with respect to z by T˜µν :
T˜µν(q,X) =
i
2
∫
d4z eiq·zT jµ(x)jν (y) . (36)
The limit z = λz¯, λ → 0 in coordinate space corre-
sponds to the limit q = λq¯, λ→∞ in momentum space.
We refer to this limit as q → ∞. In this notation, we
have
T˜µν(q,X) →
q→∞
∑
n
Cnµν(q)On(X) . (37)
The coefficients Cnµν(q) represent the Fourier trans-
forms of those in equation (35) and are polynomials
in the components of q, with coefficients that depend
on q2. This immediately implies that the coefficients
occurring in the expansion of the invariant amplitudes
T1(ν, q
2), T2(ν, q
2) are polynomials in ν. The expansion
thus also holds for imaginary values of ν.
A contribution from the unit operator only occurs
in the disconnected part and does not show up in the
scattering amplitude. In QCD, the relevant operators
of lowest dimension are f¯f with f = u, d, . . . They have
spin zero and are of engineering dimension 3. Chiral
symmetry, however, suppresses the contributions from
these operators: their Wilson coefficients are propor-
tional to the masses mu,md, . . . It is convenient to in-
clude the mass factor and to work with the operator
Of0 = mf f¯ f , which is of dimension 4. Lorentz invari-
ance implies that the spin averaged matrix elements of
the operators of lowest dimension can be expressed in
terms of the following linearly independent operators,
which either have spin 0 or spin 2:
Of0 =mf f¯ f , (38)
Of2αβ =
1
2 if¯{γαD
↔
β + γβD
↔
α − 12gαβγλD
↔
λ}f ,
OG0 =tr{GµνGµν} ,
OG2αβ =tr{GαλG λβ } − 14gαβtr{GλµGλµ} .
Accordingly, the leading terms in the operator product
expansion of T˜µν(q,X) are given by
T˜µν(q,X) →
q→∞
∑
f
{
Cf0µνO
f0 + Cf2 αβµν O
f2
αβ
}
(39)
+CG0µν O
G0 + CG2 αβµν O
G2
αβ .
While the dependence on q resides in the Wilson coef-
ficients, the operators only depend on X .
9 Leading Wilson coefficients
Lorentz invariance and current conservation imply that
the Wilson coefficient of the scalar operator Of0 is pro-
portional to the kinematic tensor K1µν specified in
equation (6): the contribution from this operator is of
the form
Cf0µν O
f0 = K1µν c
f
1O
f0 , (40)
where the coefficient cf1 depends on q
2. The contribution
from OG0 is of the same structure.
For operators with spin 2, the situation is not that
simple. As shown in Appendix A, Lorentz invariance
and current conservation determine the form of their
Wilson coefficients only up to two functions of q2, which
we denote by c2(q
2) and c3(q
2). According to equation
(A.3), the contribution from Of2αβ is of the form:
Cf2 αβµν O
f2
αβ = c
f
3 (qµqν − gµνq2)Of2αβqαqβ (41)
+ cf2 (gµαO
f2
νβ + gναO
f2
µβ − gµνOf2αβ)(qαqβ − 12gαβ) ,
and analogously for the contribution from the lowest
dimensional gluonic operator of spin 2. This shows that
kinematics determines the Wilson coefficients of the
lowest dimensional operators in terms of six functions,
cf1 , . . . , c
G
3 , that depend on q
2.
The amplitude we are interested in represents the
spin average of the one-particle matrix element
Tµν(p, q) = 〈p|T˜µν(q,X)|p〉 . (42)
8(Since the initial and final momenta are the same, the
matrix element is independent of X). Inserting the ex-
pansion (39), we obtain:
Tµν(p, q) →
q→∞
∑
f
{
Cf0µν〈p|Of0 |p〉+ Cf2 αβµν 〈p|Of2αβ |p〉
}
+CG0µν 〈p|OG0 |p〉+ CG2 αβµν 〈p|OG2αβ |p〉 . (43)
For scalar operators, the matrix element is a con-
stant, while for spin 2, it depends on the momentum of
the particle:
〈p|Of0 |p〉= 〈Of0 〉 , (44)
〈p|Of2αβ |p〉=(pˆαpˆβ − 14gαβ)〈Of2 〉 , pˆα =
pα
m
.
According to equation (40), the contributions from
the spin zero operators are proportional to the kine-
matic tensor K1µν . For the spin 2 terms, a short calcu-
lation is needed to verify that it can be expressed as a
linear combination of K1µν and K2µν :
Cf2 αβµν 〈Of2αβ〉=(− 12K1µν +K2µν) cf2 〈Of2〉
+K1µν(ν
2 − 14q2) cf3 〈Of2 〉 . (45)
The terms arising from the lowest dimensional gluonic
operator of spin 2 are of the same form.
The corresponding asymptotic representations for
T1(ν, q
2) and T2(ν, q
2) are given by the coefficients of
K1µν and K2µν , respectively:
T1(ν, q
2) →
q→∞
∑
fc
f
1 (q
2)〈Of0 〉+ cG1 (q2)〈OG0〉 (46)
− 12
∑
fc
f
2 (q
2)〈Of2 〉 − 12 cG2 (q2)〈OG2〉
+(ν2 − 14q2){
∑
fc
f
3 (q
2)〈Of2 〉+ cG3 (q2)〈OG2 〉} ,
T2(ν, q
2) →
q→∞
∑
fc
f
2 (q
2)〈Of2 〉+ cG2 (q2)〈OG2〉 . (47)
While the leading term in the asymptotic behaviour of
T2(ν, q
2) only depends on q2, T1(ν, q
2) contains a term
proportional to ν2.
The advantage of working with the amplitude T¯ now
becomes visible: T1 and T2 contain a common spin 2
contribution. In the combination T¯ = T1 +
1
2T2, this
term drops out – only the one proportional to the factor
ν2 − 14q2 remains:
T¯ (ν, q2) →
q→∞
∑
fc
f
1 (q
2)〈Of0 〉+ cG1 (q2)〈OG0 〉 (48)
+(ν2 − 14q2){
∑
fc
f
3 (q
2)〈Of2 〉+ cG3 (q2)〈OG2〉} .
As noted above, the angular integration suppresses con-
tributions that are proportional to this factor – this is
the reason why in the decomposition (28) only mS¯ con-
tains a divergence.
10 Difference between proton and neutron
For the mass difference between proton and neutron,
only the difference between the Compton amplitudes of
the two particles is needed. As far as the asymptotic be-
haviour is concerned, we thus only need the difference
between the spin averaged matrix elements of proton
and neutron. In the isospin limit, the neutron matrix
elements of the gluonic operators OG0 and OG2αβ coin-
cide with those of the proton. In reality, sincemu differs
from md, the proton and neutron matrix elements of
the gluonic operators are slightly different, but in the
mass difference between proton and neutron, this gen-
erates an effect of second order in isospin breaking and
will be neglected. This simplifies matters considerably.
Only the matrix elements of non-singlet operators are
relevant – operator mixing does not affect these.
Throughout the remainder of this paper, we focus
on the difference between the Compton amplitudes of
proton and neutron, without explicitly indicating this
in the notation: in the following, T¯ and T2 stand for
T¯ p−n and T p−n2 , respectively.
11 Perturbation theory
To leading order of the QCD perturbation series, the
Wilson coefficients are the same as for free quarks. The
explicit expressions are readily obtained by simply re-
placing the nucleon in the above relations with a free
quark of charge Qf =
2
3 or − 13 . If the strong interac-
tion is turned off and the e.m. interaction is accounted
for only to leading order, the Compton scattering on
a quark is elastic. The Sachs form factors are given by
GE = GM = Qf , so that the formulae (8) reduce to
T f1 = 0 , T
f
2 =
4m2fQ
2
f
(q2 + iǫ)2 − 4m2ν2 . (49)
In the limit q → ∞ relevant for the OPE, the sec-
ond term in the denominator becomes negligible com-
pared to the first: for space-like momenta, T f2 tends to
4m2fQ
2
f/Q
4. The spin averaged quark matrix elements
of the operators Of0 and Qf2αβ are readily worked out;
they yield 〈Of0 〉 = 2m2f and 〈Of2 〉 = 4m2f . The leading
terms in the expansion of the coefficients cf1 , c
f
2 , c
f
3 in
powers of g2 can then be read off from the asymptotic
relations (46) and (47) [18, 35]:
cf1 (−Q2)=
Q2f
Q4
+O(g2) , (50)
cf2 (−Q2)=
Q2f
Q4
+O(g2) ,
cf3 (−Q2)=O(g2) .
9In this calculation, the spin of the operators occurring
in the OPE does not play an important role. Appendix
B contains an alternative derivation of these relations,
which is based on the short distance expansion of the
quark propagator and explicitly exhibits the spin struc-
ture.
The higher order terms in the expansion of the Wil-
son coefficients have been studied in detail, also for the
gluonic operators [15–18, 35] – for a thorough review,
we refer to [36]. The qualitative features of the asymp-
totic structure are intimately related to the fact that
the dimension of the spin 2 operators is anomalous.
The correction of order g2 in the perturbative expan-
sion of the quantity Q4cf2 (−Q2) falls logarithmically if
Q2 becomes large. With the renormalization group, the
leading logarithms can be summed up to all orders.
The contributions from the singlet operators undergo
mixing, but as noted above, for the difference between
proton and neutron, only the nonsinglet operators are
relevant. The matrix element of the term involving cf2
falls off with
∑
f
cf2 (−Q2)〈Of2 〉p−n →
Q→∞
C2
Q4
(
ln
Q2
Λ2
QCD
)−d2
, (51)
where ΛQCD is the renormalization group invariant scale
of QCD, while d2 is related to the anomalous dimension
of the operator Of2αβ and depends on the number of
flavours:
d2 =
32
3(33− 2Nf ) . (52)
The formula (51) holds provided Q is large, not only
compared to ΛQCD, but compared to all of the quark
masses. In the intermediate range where Q is large com-
pared to ms, but not large enough to activate the de-
grees of freedom of the heavy quarks, it should hold
approximately, with Nf ≈ 3.
Since the perturbation series of cf3 (−Q2) only starts
at order g2, the asymptotic behaviour is suppressed by
a factor of lnQ2/Λ2
QCD
:
∑
f
cf3 (−Q2)〈Of2 〉p−n →
Q→∞
C3
Q4
(
ln
Q2
Λ2
QCD
)−1−d2
. (53)
The scalar operator f¯f is of anomalous dimension
as well, but the same is true of mf and the anoma-
lies cancel: the operatormf f¯ f is renormalization group
invariant. This implies that, in the Wilson coefficient
cf1 (−Q2), the correction of order g2 does not pick up a
logarithmic enhancement if Q2 becomes large and there
is nothing to be summed up:∑
f
cf1 (−Q2)〈Of0 〉p−n →
Q→∞
C
Q4
. (54)
Note that the above relations only account for the
leading logarithms. The perturbation series of the coef-
ficient cf1 (−Q2) does contain contributions of order g2
that are not enhanced by a logarithm – their role in the
context of the Cottingham formula will be discussed in
section 15.
Inserting the asymptotic expressions for the Wilson
coefficients in equations (47) and (48), we obtain:
T¯ (ν,−Q2) →
Q→∞
C
Q4
+
C3(
1
4Q
2 + ν2)
Q6
(
ln
Q2
Λ2
QCD
)−1−d2
,
T2(ν,−Q2) →
Q→∞
C2
Q4
(
ln
Q2
Λ2
QCD
)−d2
. (55)
While the coefficient C is determined by the spin av-
eraged matrix elements of a renormalization group in-
variant operator,
C =
∑
f Q
2
f 〈mf f¯f〉p−n , (56)
C2 and C3 are related to the matrix elements of the
spin 2 operator Of2αβ , which do depend on the renor-
malization convention used.
12 Moments of the structure functions
Let us now compare the dispersive representation (15)
with the asymptotic formulae (55) obtained from per-
turbation theory. Since the form factors rapidly tend to
zero when Q2 becomes large, the elastic part of the
amplitudes does not show up in the asymptotic be-
haviour. The dispersion integrals approach moments of
the structure functions:
Mk(Q
2) =
∫ xth
0
dxFk(x,Q
2) , k = 2, L (57)
M¯(Q2) =
∫ xth
0
dxF¯ (x,Q2) .
In our decomposition of the dispersive representation,
the asymptotic behaviour (55) boils down to a set of
conditions on the subtraction function and on the low-
est moments of F¯ , F2 and FL:
S¯(−Q2) →
Q2→∞
C
Q4
, (58)
M¯(Q2) →
Q2→∞
C3
4m2
(
ln
Q2
Λ2
QCD
)−1−d2
, (59)
M2(Q
2) →
Q2→∞
C2
4m2
(
ln
Q2
Λ2
QCD
)−d2
, (60)
ML(Q
2) →
Q2→∞
C3
4m2
(
ln
Q2
Λ2
QCD
)−1−d2
. (61)
In the literature, the perturbative predictions for
the moments have been compared in detail with experi-
ment [36]. The parametrization we will be using for
10
the structure functions is based on the DGLAP equa-
tions [37–39]. These ensure that the behaviour of the
Compton amplitude in the deep inelastic region is con-
sistent with perturbation theory.
13 Prediction for the constant C
Neglecting isospin breaking effects of second order, the
neutron matrix elements of e2d¯d agree with the proton
matrix elements of e2u¯u and vice versa. The constant
C can thus be expressed in terms of proton matrix ele-
ments:
C =
4mu −md
9
〈p|u¯u− d¯d|p〉 . (62)
The matrix element of the operator u¯u − d¯d also
determines the leading contribution to the QCD part
of the proton-neutron mass difference (see e.g. [40]):
mQCD =
mu −md
2m
〈p|u¯u− d¯d|p〉 {1 +O(mu −md)} .
(63)
This shows that the constant C is related to the value
of the proton-neutron mass difference in the absence of
the e.m. interaction:
C =
2(4mu −md)
9(mu −md) mmQCD +O(mu −md) . (64)
Once we have determined the e.m. part, the ob-
served mass difference will provide us with a value of
mQCD and hence also with a value of the constant C.
Actually, however, the precise value of C is not cru-
cial in our context. For our purpose, the crude esti-
mate mQCD ≈ −2MeV is good enough. The quark mass
ratio r = (4mu − md)/(md − mu) is determined by
mu/md, but is not yet known very firmly. The FLAG
result mu/md = 0.513(39) (for Nf = 2 + 1 + 1) [41]
implies r = 2.16(42). There is a totally independent
determination of the mass ratio Q, based a low energy
theorem for the decay η → 3π [42–44]. A recent anal-
ysis of the data on this basis leads to Q = 22.1(7)
[45]. Combining this result with the well-determined
ratio ms/mud = 27.23(10) [41], we obtain mu/md =
0.450(25) and r = 1.46(25). As pointed out in [45], the
origin of the difference could be identified by calculat-
ing the corrections to the low energy theorem on the
lattice, but this yet needs to be done. The outcome for
the constant C is tiny. With the value r = 1.46, we
obtain:
C ≈ 6 · 10−4GeV2 . (65)
The reason why the value turns out to be so small is
that C vanishes in the chiral limit. It implies that C
is small compared to C2 and C3. Accordingly, it takes
very large values of Q2 for the singularities generated
by the operators of spin 0 to finally dominate over those
associated with operators of spin 2.
14 Renormalization
The asymptotic behaviour of the subtraction function
in equation (58) implies that the corresponding contri-
bution to mQED is logarithmically divergent. The lead-
ing divergence is determined by the coefficient C:∫ Λ2
0
dQ2Q2S¯(−Q2) →
Λ→∞
C lnΛ2 . (66)
A logarithm also occurs in the electromagnetic renor-
malization of the bare QCD coupling constant and of
the bare quark masses (see e.g. [40]):
∆g = − e
2g3
256π4
∑
fQ
2
f ln
Λ2
µ2
, (67)
∆mf =
3e2
16π2
Q2fmf ln
Λ2
µ2
. (68)
The scale µ of the logarithm is a matter of convention –
picking a value for µ amounts to fixing the ambiguity in
the decomposition (1) of the mass difference into con-
tributions arising from the e.m. and strong interactions,
respectively.
In the difference between the masses of proton and
neutron, the e.m. renormalization of the coupling con-
stant only yields a contribution of second order in
isospin breaking – we are neglecting such effects. The
renormalization of the quark masses, on the other hand,
does not drop out in the difference. In the Lagrangian,
the corresponding counter term reads
∆L =∑f∆mf f¯f . (69)
The corresponding shift in the mass of a particle is given
by −〈p|∆L|p〉/2m. Accordingly, the change in the pro-
ton mass generated by the renormalization of mu and
md is given by
∆mp = − 1
2mp
{〈p|u¯u|p〉∆mu + 〈p|d¯d|p〉∆md} . (70)
Again neglecting effects of second order in isospin
breaking, the neutron matrix elements can be expressed
in terms of those of the proton:
∆mn = − 1
2mn
{〈p|d¯d|p〉∆mu + 〈p|u¯u|p〉∆md} . (71)
Collecting terms and neglecting second order isospin
breaking effects, we obtain the following expression for
the counter term ∆mΛ = ∆mp −∆mn:
∆mΛ = − αem
24πm
(4mu −md)〈p|u¯u− d¯d|p〉 ln Λ
2
µ2
. (72)
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Comparison with the expression (62) for the constant
C that determines the asymptotic behaviour of the sub-
traction function shows that the two quantities are re-
lated by
∆mΛ = −NC ln Λ
2
µ2
, (73)
where the normalization factor N is specified in equa-
tion (31). As it should be, the logarithm in the integral
(66) over the subtraction function thus cancels the one
in the renormalization (68) of the quark masses: the
leading divergences occurring in the expression (34) for
mS¯ drop out.
15 Subleading divergence
As mentioned above, the asymptotic formulae (55) only
account for the leading logarithms – they are valid only
up to corrections of order g2. This applies, in particular
also to the Wilson coefficient of the spin 0 operator
that is responsible for the logarithmic divergence of the
Cottingham formula. The correction of order g2 gives
rise to a theoretical issue, which does not appear to be
covered in the literature and which we briefly wish to
address.
When Q2 becomes large, the effective strength of the
interaction decreases in proportion to 1/ lnQ2. Those
corrections of order g2 in the Wilson coefficients or in
the counter term ∆mΛ that do not pick up a logarith-
mic enhancement are asymptotically small compared
to the leading terms. This does not ensure, however,
that the corresponding contributions to mS¯ remain fi-
nite when the cutoff is removed: the corresponding con-
tributions instead grow in proportion to
∫ Λ2
dQ2
1
Q2 lnQ2
= ln lnΛ2 . (74)
The coefficient of order e2g2 in the renormalization
of the quark masses in QCD+QED is known [46, 47]:
µ
dmf
dµ
=−γm(g, e)mf , (75)
γm(g, e)=γ0
g2
4π2
+ γ1
g4
16π4
+O(g6) (76)
+
3e2Q2f
8π2
{1 + g
2
12π2
+O(g4)}+O(e4) ,
where γ0 = 2 and γ1 =
101
12 − 518Nf are the well-known
coefficients relevant for mass renormalization in QCD.
The counter term ∆mΛ considered above is related to
the term of order e2 in equation (76).
On the other hand, the contributions of order g2
in the Wilson coefficient were considered by Shifman,
Vainshtein and Zakharov, more than 40 years ago [48].
Equations (4.15) and (4.18) in this reference indicate
that, in the notation used above, the coefficient C picks
up the same correction as the counter term,
C → C
{
1 +
g2
12π2
+O(g4)
}
. (77)
As this amounts to combining results obtained within
two different regularization schemes (cutoff in euclidean
momentum space, dimensional regularization) it must
be taken with a grain of salt, but it does indicate that
the divergences of the type ln lnΛ2 cancel. Irrespective
of the regularization used, the renormalization of cou-
pling constants and quark masses must remove the di-
vergences also at the subleading level.
Numerically, the perturbative corrections are not
important, because, as pointed out above, chiral sym-
metry suppresses the entire contribution to the mass
difference from the region where perturbation theory
applies. In that region, the corrections are even smaller
than the leading terms – they are in the noise of our
calculation and we neglect them. The limit Λ → ∞ in
formula (34) can then be done explicitly. The result can
be written in the form
mS¯ = N
∫ ∞
0
dQ2Q2
{
S¯(−Q2)− C
(µ¯2 +Q2)2
}
, (78)
with µ¯ = µ exp(− 12 ).
16 Input used for the structure functions
For the numerical evaluation of the inelastic contribu-
tions, we need a representation for the difference be-
tween the structure functions of proton and neutron,
and not only for the relatively well explored quantity
F2, but also for the longitudinal component FL, which
is known less well. At low values of Q2, we closely fol-
low the analysis of [12] and distinguish three different
regions in the centre of mass energy W =
√
s (numeri-
cal values for W and Q2 are given in GeV units):
(i) For the range W < 1.3, we rely on the parametri-
zations of the structure functions of MAID and
DMT [49–51] – we refer to these as MD. Both
of them are accessible on the MAID home page
[52]. We identify the central values of the structure
functions in this region with the mean of the two
parametrizations and use the difference as an error
estimate (half of the difference would suffice to cover
the two). The green error band in Fig. 1, shows the
corresponding representation of the structure func-
tion F¯ for Q2 = 1.
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Fig. 1 Structure function F¯ versus W at Q2 = 1 (GeV
units for Q2 and W ). For W < 1.3 and 1.3 < W < 3, we
use the representations labeled MD [49–52] and BC [53, 54],
respectively. In the region W > 3 we rely on two different
parametrizations: the Regge representation AI [55] and the
ABM table. For further explanations, see text.
(ii) In the interval 1.3 < W < 3, we make use of
the representation due to Bosted and Christy (BC)
[53,54]. It contains a wealth of information, but suf-
fers from several shortcomings that are discussed in
detail in section 5.1 of [12]. Part of the problem orig-
inates in the fact that the longitudinal cross section
is more difficult to measure than the transverse one.
In [53, 54] it is assumed that the ratio R = σL/σT
of the neutron cross sections is the same as for the
proton. In the region where the Pomeron dominates,
this holds to good accuracy, but we need the dif-
ference between the two, where Pomeron exchange
drops out. The assumption amounts to using an ap-
proximation and introduces a systematic error that
is not easy to estimate.
In our opinion, the procedure used in [12] to cope
with the uncertainties in the region 1.3 < W < 3
is on the conservative side and we adopt it in the
present work: we treat the transverse and longitu-
dinal cross sections as independent and assign an
uncertainty in σp−nT and σ
p−n
L of 8% of σ
p
T and 8%
of σpL, respectively. In part of phase space, this may
well overestimate the uncertainties considerably – a
reanalysis of the data in the resonance region would
be most welcome. The structure of the brown error
band reflects the resonances occurring in this region.
(iii) For W > 3, Q2 < 1, we rely on the parametriza-
tion of the proton structure functions due to Alwall
and Ingelman (AI) [55]. It represents the amplitude
as a sum of a contribution from the Pomeron and
one from the Reggeon with the quantum numbers of
the f2. In the difference between the proton and neu-
tron amplitudes, the Pomeron drops out. We assume
that the couplings of the f2-Reggeon to proton and
neutron are approximately SU(3)-symmetric and at-
tach an uncertainty of 30% to the representation for
the difference between proton and neutron obtained
on this basis. The blue band in Fig. 1 shows the cor-
responding uncertainty range at Q2 = 1. For details,
we refer to section 5.1 in [12].
(iv) In the region W > 3, Q2 > 1, we use the solution
of the DGLAP equations constructed by Alekhin,
Blu¨mlein and Moch, who obained numerical values
for the structure functions over a wide range: 1 ≤
Q2 ≤ 2 · 105 and 10−7 ≤ x ≤ 0.99. The values of
F2(x,Q
2) and FL(x,Q
2) are listed for the proton as
well as for the neutron on a grid of 60 × 98 points.
We thank Johannes Blu¨mlein for providing us with
this table, which we refer to with the acronymABM.
The underlying analysis is described in [56–58].
In the deep inelastic region, asymptotic freedom
leads to very strong constraints, particularly for the
structure function FL. The strength of these con-
straints is clearly visible at leading order of the per-
turbative expansion, where FL is given by an in-
tegral over F2. The DGLAP equations extend this
relationship to higher orders, by means of the renor-
malization group. In our framework, the properties
of FL play a crucial role in the evaluation of the sum
rule for the subtraction function. The theoretical
constraints on this quantity are very important for
our analysis, particularly also because the raw ex-
perimental information for FL is much weaker than
the one for F2.
The black dots in Fig. 1 show the numbers obtained
for W and F¯ from the entries for x, F2 and FL, at the
lowest value of Q2 listed in the ABM table, Q2 = 1, and
W > 3. While the result agrees very well with AI for
W > 5, the two representations do differ at lower values
ofW . Since the DGLAP equations rely on perturbation
theory, we should not be surprised to find deviations at
low momenta, i.e. in the region where Q2 as well as W
are small.
17 Polarizabilities, S¯(0)
Two low energy theorems relate the values of T1 and T2
at q = 0 to the polarizabilities of proton and neutron:3
T1=T
el
1 −
κ2
4m2
− m
αem
βM +O(ν
2, q2) . (79)
T2=T
el
2 +
m
αem
(αE + βM ) + O(ν
2, q2) ,
3For a derivation see e.g. appendix B.8 in [12]).
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where κ is the anomalous magnetic moment of the par-
ticle (these relations hold separately for proton and neu-
tron). The dispersion relation for T2 converts the second
one into the Baldin sum rule [59], which expresses the
sum αE + βM as an integral over the cross section for
photoproduction. For the combination T¯ = T1 +
1
2T2
we are working with, the low energy theorem involves
the difference between the electric and magnetic polar-
izabilities:
T¯ = T¯ el − κ
2
4m2
+
m
2αem
(αE − βM ) +O(ν2, q2) . (80)
It fixes the value of the subtraction function S¯(q2) at
q2 = 0 in terms of the polarizabilities:
S¯(0) = − 1
4m2
κ2 +
m
2αem
(αE − βM ) , (81)
For q2 = 0, our sum rule for the subtraction function
thus represents an analog of the Baldin sum rule: it de-
termines the value of the difference between the electric
and magnetic polarizabilities rather than their sum, in
terms of the structure functions. While the Baldin sum
rule directly follows from the unsubtracted dispersion
relation for T2, the one for αE − βM relies on Reggeon
dominance.
The integrals over the structure functions relevant
for the evaluation of the subtraction function in the
dispersion relation for T1 at small values of Q
2 were
analyzed in detail in section 5 of [12]. As shown there,
the prediction for the electric polarizability comes with
comparatively small uncertainties:4
αp−nE = −1.7(4) [12] . (82)
The averages for proton and neutron quoted by the Par-
ticle Data Group yield αp−nE = −0.6(1.2) [60]. The fact
that experiment agrees with the prediction within er-
rors provides a test of Reggeon dominance.
For a review of the currently available information
about the polarizabilities, in particular also of the anal-
ysis based on chiral effective theories, we refer to [61,62].
In the framework of χPT, the representation of the vir-
tual Compton scattering amplitude has been worked
out to first nonleading order [63]. In this reference, the
low energy singularity generated by the ∆(1232) reso-
nance is explicitly accounted for. It will be of consider-
able interest to compare the result of this analysis for
the slope of the subtraction function at Q2 = 0 with
the solution of the sum rule that follows from Reggeon
dominance constructed in the present paper.
The Baldin sum rule and the data on photoproduc-
tion imply that the sum αE + βM is known more accu-
rately than the individual terms. For this reason, it is
4As usual, the polarizabilities are given in units of 10−4 fm3.
useful to treat αE ± βM as the two independent quan-
tities. The results quoted for proton and neutron in the
compilation of Melendez et al. lead to
(αE + βM )
p−n=−1.20(45) [64] , (83)
(αE − βM )p−n=−0.4(3.1) [64] . (84)
Combining the prediction (82), which is based on
Reggeon dominance, with the result (83) obtained from
photoproduction, we obtain a prediction for the mag-
netic polarizability, which is slightly more accurate than
the one given in [12]:
βp−nM = 0.5(6) . (85)
There were early attempts at calculating the electric
polarizabilities on the lattice [65–67], based on turning
on a constant external electric field, but they did not
reach a level where the results could be compared with
the experimental determinations in a meaningful way.
The very recent lattice determination of the magnetic
polarizabilities, however, which makes use of a constant
external magnetic field, does yield a remarkably precise
value for βp−nM ,
βp−nM = 0.80(28)(4) [68] , (86)
in good agreement with our predicton in equation (85).
In connection with the proton-neutron mass differ-
ence, the polarizabilities are of interest because they
determine the value of the subtraction function S¯(q2)
at q2 = 0, according to (81). The prediction (82) for
αp−nE and the experimental value (83) of (αE+βM )
p−n
imply
S¯(0) = −1.71(77)GeV−2 . (87)
The uncertainty is significantly smaller than the one
obtained from the experimental value of (αE−βM )p−n:
S¯(0) = −0.2(2.6)GeV−2 [64] . (88)
On the other hand, combining the lattice result (86)
for the magnetic polarizability with the experimental
value (83) of (αE + βM )
p−n, we obtain a result for the
subtraction function at the origin that is even slightly
more precise than the prediction:
S¯(0) = −2.22(60)GeV−2 . (89)
The fact that, within errors, this result agrees with the
prediction (87) amounts to a more stringent test of the
Reggeon dominance hypothesis than the one discussed
above. It is important to pursue the determination of
the polarizabilities; in particular, the pioneering lattice
result which provides such a test calls for confirmation.
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18 Subtraction function at low Q2
Next, we discuss the solution of the sum rule (23) for
Q2 < 1, where the parametrizations listed in (i) – (iii)
suffice. Fig. 2 displays the contributions arising from
the various regions of phase space.
The interval of integration in (23) is split into three
parts that correspond to the regions where we are using
the representations MD, BC and AI, respectively. The
values of x where W = 1.3 and W = 3 are denoted
by xa and xb, respectively. In the first two parts, the
integration over the term F¯R/x2 can explicitly be done
– we book these contributions together with the term
involving the Reggeon residues in S¯AI . For Q
2 < 1, the
solution of the sum rule then takes the form
S¯= S¯MD + S¯BC + S¯AI , (90)
S¯MD=
∫ xth
xa
dx
F¯ (x,Q2)
x2(Q2 +m2x2)
,
S¯BC=
∫ xa
xb
dx
F¯ (x,Q2)
x2(Q2 +m2x2)
,
Q2S¯AI=
∫ xb
0
dx
F¯ (x,Q2)− F¯R(x,Q2)
x2
−
∑
α>0
bα(Q
2)
αxαb
−m2
∫ xb
0
dx
F¯ (x,Q2)
Q2 +m2x2
.
The term S¯MD(−Q2) includes the most prominent low
energy phenomenon, the resonance ∆(1232). Isospin
conservation ensures that the couplings of this state to
proton and neutron are the same, so that the resonance
does not show up at all in the subtraction function rel-
evant for the difference between the two. Indeed, as
shown by the green band, the contributions from this
region are small.
In the region of the higher resonances, we rely on
the BC representation of the structure functions. The
brown error band indicates the price to pay with the
error estimate specified in section 16: the largest un-
certainty in our evaluation of the mass difference stems
from there.
The blue band depicts the function SAI. Since the
Regge representation AI we are using in this region is
restricted to Q2 < 1, the band stops at Q2 = 1.
The plot shows that the contributions from MD and
AI are negative, while the one from BC is predomi-
nantly positive. The net central value of S¯(−Q2), which
is indicated by the black line, is rather small and neg-
ative, but the uncertainty attached to it (gray error
band) excludes positive values only in the vicinity of
Q2 = 0.
The cyan-coloured wedge labeled A represents the
tangent Q2S¯(−Q2) = Q2S¯(0) + . . . calculated with the
value of S¯(0) in equation (89) (lattice result for mag-
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Fig. 2 Subtraction function at low values of Q2 (GeV units,
Q2S¯ is dimensionless). The black line and the gray region de-
pict central value and error band attached to our result for
Q2 ≤ 1. It represents the sum of the contributions from the
regions W ≤ 1.3 (MD), 1.3 ≤ W ≤ 3 (BC) and 3 ≤ W (AI),
which are discussed in the text. This part of our represen-
tation for the subtraction function stops at Q2 = 1 because
it relies on a Regge representation that is not valid beyond
this point. The cyan-coloured wedge labeled A represents the
tangent at Q2 = 0 obtained with the magnetic polarizability
of [68], see equation (89).
netic polarizability plus Baldin sum rule). It confirms
that at small values of Q2, the subtraction function is
negative.
19 Intermediate values of Q2
The representations of MD and BC are valid also for
Q2 > 1, but for AI, this is not the case. We instead
rely on ABM. The formula for the corresponding con-
tribution to the subtraction function is the same as for
AI, but the representation for F¯ consists of a numerical
table rather than an algebraic parametrization like the
one of AI.
The leading term in equation (20) stems from the
Reggeon with the quantum numbers of the f2 and α ≃
0.55. In order to determine the corresponding coefficient
bα, we focus on small values of x and approximate the
numbers for F¯ obtained from the ABM table at a given
value of Q2 with an approximation of the form
Fˆ = x1−α(bα + b
′
αx+ b
′′
αx
2) . (91)
The coefficients bα, b
′
α, b
′′
α depend on Q
2. We determine
them by minimizing the sum of the squares of the differ-
ences between the parametrization and the ABM val-
ues over a suitable interval. At very small values of x,
the numerical noise in the entries of the table hides
the signal while if x is too large, the approximation
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Fig. 3 Behaviour of the structure function F¯ for small x.
The black dots represent the values extracted from the ABM
table while the red curves show the polynomial fits (91).
used breaks down – we find that 10−4 < x < x1 with
x1 = 3 · 10−2 represents a suitable range. In the grid
of x-values used in the ABM table, this range contains
points # 15 to 25. We fix the parameter b′′α with conti-
nuity at point # 24 and treat the coefficients bα, b
′
α as
free parameters. For a given value of Q2, the minimiza-
tion then fixes these. In particular, the procedure de-
termines the Reggeon residue, which according to (20)
is given by βα =
1
2Q
−2(α+1)bα.
Fig. 3 compares the fit (red curves) with the values
of F¯ obtained from the ABM data (black dots), for var-
ious values of Q2, including the lowest and highest ones
listed in the table. In the region where the Pomeron
dominates, the values of F¯ p and F¯n are nearly the
same. It is difficult to reliably determine the difference
between the two from the data on inelastic scattering,
even if the DGLAP equations provide a strong theo-
retical constraint. In the ABM table, the problem also
manifests itself directly: for Q2 > 3.5, the results for
bα exhibit fluctuations which are generated by the lim-
ited numerical accuracy of the entries and are visible in
Fig. 3. On the other hand, it is questionable, whether
the ABM data can be trusted down to Q2 = 1, because
the DGLAP equations rely on perturbation theory. For
these reasons we assign an overall relative error of 30%
to the numbers for the difference between the structure
functions of proton and neutron obtained from ABM.
Fig. 4 compares the Reggeon residue extracted from
the ABM table with the values for this quantity ob-
tained from the parametrization of AI. For better visi-
bility, the value of βα is plotted on a logarithmic scale.
The figure shows that, at Q2 = 1, where the two rep-
resentations meet, the results agree within errors: the
two entirely different sources match, both in sign and
in size.
Concerning the evaluation of the sum rule for the
subtraction function, the only difference compared to
the preceding section is that the AI representations for
F¯ and bα are replaced by those obtained on the basis
of ABM. The black dots in Fig. 5 show the outcome
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Fig. 4 Residue of the leading Reggeon. The plot shows the
results obtained for the function βα, in GeV units. Below
Q2 = 1, the values are based on AI [55], while above that
point, they rely on ABM. To make them visible despite the
very rapid fall-off, a logarithmic scale is used for βα.
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Fig. 5 Subtraction function at intermediate values of Q2.
The black dots represent the values for Q2S¯ obtained from
MD, BC and ABM for Q2 > 1 and the error bars indicate
the uncertainty estimates we attach to these. The shaded red
band shows the Vector Meson Dominance parametrization of
our results in that region, while the dashed red lines represent
the extrapolation of this band for Q2 < 1. The significance
of the remaining entries is indicated in the caption of Fig. 2.
– the error bars are obtained by adding those of the
contributions from W < 1.3 (MD), 1.3 < W < 3 (BC)
and W > 3 (ABM) in quadrature. For comparison, the
figure also shows the behaviour of the subtraction func-
tion for Q2 < 1, taken over from Fig. 2.
20 Vector Meson Dominance
As discussed in detail above, the asymptotic freedom
of QCD implies that the subtraction function obeys
the asymptotic condition (58): S¯ → C/Q4 when Q2
becomes large. The constant C does not represent an
unknown, but can be expressed in terms of the mass
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difference in QCD. Since C is suppressed by chiral sym-
metry, it is tiny: C ≈ 6 · 10−4GeV2.
In the subtraction function, the numerical noise
mentioned above starts becoming visible at Q2 ≈ 3.5
and, for Q2 > 6, it hides the signal completely: there,
S¯ vanishes within errors.
In order to interpolate between the values of Q2
where the ABM table provides significant information
and the region where asymptotics sets in, we make use
of the Generalized Vector Dominance Model of Saku-
rai and Schildknecht [69], parametrizing the subtraction
function in terms of the contributions from ρ, ω and φ.
In the difference between proton and neutron, only the
off-diagonal terms survive:
S¯VMD(−Q2) = 1
m2ρ +Q
2
{
cω
m2ω +Q
2
+
cφ
m2φ +Q
2
}
.
(92)
The asymptotic condition requires the two terms in the
bracket to nearly cancel:
cω + cφ = C . (93)
This leaves a single parameter free, say cω. We deter-
mine this parameter by fitting the model to the val-
ues obtained from MD + BC + ABM in the region
2 < Q2 < 3.5. This range excludes values of Q2 be-
low 2, where the validity of the DGLAP equations is
questionable as well as the region Q2 > 3.5, where the
fluctuations show up. The minimum occurs at
cω = −0.74(49)GeV2 . (94)
The red band in Fig. 5 shows this fit.
Since the Q2-dependence of the VMD parametriza-
tion reproduces our results very well, the outcome for
mS¯ is not sensitive to the range used in the fit – as long
as it does not extend into the region Q2 > 6, where the
numerical fluctuations take over. The dashed red lines
indicate the behaviour of the VMD parametrization at
low values of Q2. Remarkably, although only input for
Q2 > 2 was used, it shows a reasonable behaviour also
at low energies. In fact, the central VMD parametriza-
tion runs within the error band obtained from the ex-
perimental information in the region Q2 < 1. Evalu-
ating the representation (92) at Q2 = 0, for instance,
and using the relation (81) between S¯(0) and the po-
larizabilities, we obtain αp−nE − βp−nM = −1.1(7). This
is about four times more accurate than the available
experimental information (84) and perfectly consistent
with it.
We emphasize, however, that the particular form
of the parametrization used to interpolate between low
and high values of Q2 does not play a significant role.
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Fig. 6 Moments of the structure functions F2 and FL. The
full lines represent the two moments specified in equation
(57), while the dashed ones correspond to the asymptotic
formulae (60), (61) obtained from the operator product ex-
pansion. For better visibility, the entries forML are stretched
with a factor of 10.
A parametrization of the form proposed by Erben et
al. [8],
SESTY(−Q2) = c0 + CQ
2
(m20 +Q
2)3
, (95)
is adequate as well, because it does have the proper
asymptotic behaviour. Fixing m0 at the central value
used in that reference, treating c0 as a free parameter
and fitting it to the values of S¯ obtained fromMD + BC
+ ABM in the region 2 < Q2 < 3.5, the result for the
subtraction function can barely be distinguished from
the one obtained with the VMD parametrization.
21 Asymptotics
Fig. 6 shows the moments M2 and ML obtained from
the representation of the structure functions we are us-
ing – on a logarithmic scale, so that the entire range
covered by the ABM data can be seen. Visibly, the mo-
ment ML is significantly smaller than M2 – this is to
be expected, because the structure function FL violates
Bjorken scaling (at leading order of the perturbative ex-
pansion, the structure functions obey the Callan-Gross
relation FL = 0 [70]). The dashed lines show the asymp-
totic behaviour predicted by the operator product ex-
pansion. The relations (60) and (61) fix the momentum
dependence ofM2 andML up to the Wilson coefficients
C2 and C3, which represent matrix elements of a spin
2 operator. The results obtained from the ABM analy-
sis are well described by setting Nf = 3 and using the
value ΛQCD = 247MeV, for which the leading order ex-
pression for the running coupling constant agrees with
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Fig. 7 Asymptotic behaviour of the subtraction function.
The red line shows the VMD parametrization of our results
for Q4S¯, while the red dots indicate the asymptotic behaviour
that follows from the OPE. The blue lines represent the cor-
responding results for the quantity Q4Sinel1 that plays the
same role in traditional analyses of the Cottingham formula
(Q2 as well as S¯ and S1 are given in GeV units). The star
indicates the point where Q =MZ .
observation at µ = MZ . Fitting the numerical results
for the moments in the range between Q2 = 5 · 103 and
the upper end of the table provided by ABM, we obtain
C2 = 0.34GeV
2 , C3 = 0.072GeV
2 . (96)
Fig. 6 shows that the asymptotic formulae indeed yield
a good approximation all the way down to Q2 ≈ 100.
This property is built in: the ABM analysis is based
on the DGLAP equations which in turn rely on per-
turbation theory. In the region where the effective cou-
pling constant becomes small, the leading terms must
dominate. The figure also confirms that ML disappears
more rapidly than M2 by one power of the logarithm,
but both moments only fall off very, very slowly.
Fig. 7 shows the behaviour of the structure function
S¯ at large values of Q2, on a logarithmic scale. The red
line represents the VMD parametrization (92) of our
central result. To make the asymptotic behaviour vis-
ible, the vertical axis is stretched with the factor Q4.
The quantity Q4S¯ approaches the Wilson coefficient C,
which is determined by the proton matrix elements of
the spin 0 operator 19 (4mu −md)(u¯u− d¯d) and is indi-
cated by the dashed red line. As discussed in section 15,
C picks up a correction of O(g2). The red dots represent
the values of the function
Q4S¯as = C
{
1 +
g2
12π2
}
. (97)
The correction is too small to make a visible difference
(at the mass of the Z-boson, which is marked with a
star, it increases the value of C by about 1%).
Traditionally, the subtraction function is identified
with a multiple of S1(−Q2) ≡ T1(0,−Q2). The relation
between this object and the subtraction function we are
working with is readily established by comparing the
dispersion relations obeyed by T¯ and T1. The quantity
to compare S¯ with is the inelastic part of S1,
Sinel1 (−Q2) ≡ T1(0,−Q2)− T el1 (0,−Q2) . (98)
The comparison of the two dispersion relations yields
Sinel1 (−Q2)= S¯(−Q2)−∆S(−Q2) , (99)
∆S(−Q2)=m
2
Q2
∫ xth
0
dx
2F2(x,Q
2)− FL(x,Q2)
Q2 +m2x2
.
In Fig. 7, our result forQ4Sinel1 (obtained by subtracting
the term Q4∆S from the result for Q4S¯) is shown as
a blue line. For large values of Q2, the integral over
2F2−FL becomes proportional to 2M2(Q2)−ML(Q2).
With the asymptotic formulae for the moments, the
asymptotic behaviour of Sinel1 thus takes the form
Q4Sas1 = C− 12C2
(
ln
Q2
Λ2
QCD
)−d2
+ 14C3
(
ln
Q2
Λ2
QCD
)−1−d2
. (100)
This shows that, while the asymptotics of S¯ is governed
by the matrix elements of a scalar operator, Sinel1 picks
up additional contributions proportional to the Wilson
coefficients C2 and C3, which represent matrix elements
of a spin 2 operator.
The qualitative difference in the asymptotic be-
haviour of Q4S¯ and Q4Sinel1 originates in the fact that
(i) the approximate chiral symmetry of QCD sup-
presses the coefficient C, while C2, C3 are not sup-
pressed – they are larger than C by two to three
orders of magnitude;
(ii) while the contribution proportional to C is inde-
pendent of Q2, those from C2 and C3 fall off loga-
rithmically.
Although, eventually, C dominates Q4Sinel1 as well,
asymptopia is reached only if Q2 is so large that the
logarithmic suppression of the spin 2 contributions wins
over the chiral suppression of those with spin 0 – from
Q2 = 102 to Q2 = 103, the value of Q4Sinel1 only shrinks
by about 10%.
The counter term ∆mΛ only removes the leading
and subleading divergences associated with C. The ad-
ditional divergence proportional to C2 does not have
anything to do with renormalization and is of purely
technical nature: equation (60) shows that the same di-
vergence also shows up in the asymptotic behaviour of
T2. In the sum of the contributions from S
inel
1 and T2,
the spin 2 divergences cancel [18]. It is difficult, how-
ever, to specify the contribution from Sinel1 by itself: the
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asymptotic formula (100) shows that this contribution
diverges unless the non-leading term proportional to C3
is removed as well as the leading one. Our framework
avoids these problems.
22 Numerical evaluation of the mass difference
22.1 Form factors, mel
The elastic contribution to the e.m. part of the mass
difference is determined by the form factors. In early
work, the experimental information about these was ad-
equately described by the dipole formulae (see e.g. ap-
pendix A of [12]). They yield 0.63MeV for the pro-
ton and −0.13MeV for the neutron, so that the elastic
contribution to the self-energy difference amounts to
mel = 0.76MeV [5]. In the meantime, the precision to
which the form factors are known has increased signif-
icantly [71–74]. Using this information, we obtain
mel = 0.75± 0.02MeV . (101)
The error bar covers the results obtained with the three
parametrizations of [71–73]. This indicates that, in the
difference between the e.m. self-energies of proton and
neutron, the departures from the dipole formulae only
generate a change of the order of a percent. The un-
certainties in the result for the mass difference gener-
ated by the elastic part are totally neglible compared
to those from the inelastic contributions.
22.2 Contribution from the subtraction function
The contribution to mS¯ depends on the scale µ used
in the e.m. renormalization of the quark masses. For
definiteness, we use µ = µ2 ≡ 2GeV. If µ is taken dif-
ferently, the mass difference changes by 2NC ln(µ/µ2).
In the region 0 < Q2 < 1 our representation of the
subtraction function is based on the parametrizations
MD, BC and AI (gray band in Fig 5). Inserting this
representation in formula (78) we obtain
mS¯(0 <Q
2<1) = −0.034(68)MeV . (102)
The central value is negative and reduces the elastic
contribution by about 5%. The error is twice as large,
however, so that small positive contributions from this
region are not excluded.
Since the integrand of mS¯ is proportional to Q
2S¯,
small values of Q2 are suppressed; the fictitious spike
occurring there in the parametrization of BC (see
Figs. 3–5 in [12]) does not affect the result very strongly,
but an improved analysis of the structure functions in
the resonance region above the ∆(1232) would allow
reducing the quoted uncertainty.
In the region 1 < Q2 < ∞, we use the VMD
parametrization of S¯ and obtain
mS¯(1<Q
2<2) = −0.040(27)MeV , (103)
mS¯(2<Q
2<∞) = −0.092(61)MeV .
To account for the correlations between the contribu-
tions from the various regions, we determine the net
error in mS¯ by evaluating the integral in equation (34)
for the upper and lower edges of the error band. This
leads to
mS¯ = −0.17(16)MeV . (104)
22.3 Contributions from the dispersion integrals
Finally, we evaluate the convergent integrals mF¯ , mF2
in equations (29) and (30). In these integrals, the small
x region does not require special care. As mentioned
above, the angular integration suppresses the contri-
butions from the deep inelastic region. In fact, a very
strong suppression also occurs at low values of Q2. Nu-
merically, these integrals are tiny:
mF¯ =−0.0004(4)MeV , (105)
mF2 =−0.0039(10)MeV .
22.4 Result for mQED and mQCD
Collecting the various contributions, the part of the
proton-neutron mass difference that is due to the
e.m. interaction becomes
mQED = 0.58± 0.16MeV . (106)
The observed mass difference then yields
mQCD = −1.87∓ 0.16MeV . (107)
The result for mQCD provides a more precise estimate
for the leading Wilson coefficient:
C = 5.7(1.1) · 10−4GeV2 . (108)
We have repeated the entire calculation with this input
instead of the crude estimate used for this constant. At
the quoted accuracy, the results stay put.
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23 Comparison with Lattice calculations
Within QCD, the lattice approach allows a determina-
tion of the mass spectrum with steadily increasing pre-
cision, not only for the mesons but also for the more dif-
ficult case of the baryons. The inclusion of the e.m. in-
teraction gives rise to a serious problem, however, be-
cause this interaction is of long range – enclosing the
system in a box distorts the results through finite size
effects that need to carefully be sorted out. In com-
parison with the extensive documentation available for
lattice determinations of the quark masses within QCD,
the literature containing numerical results for mQED is
rather scarce. Fig. 8 collects the results we found. Visi-
bly, the likelihood for the results listed to represent sta-
tistically independent measurements of the same phys-
ical quantity is quite small. Indeed, not all of the errors
shown include an estimate for the systematic uncertain-
ties. Also, not all of the listed papers have appeared in
print. Some of the results are obtained from a calcu-
lation that simulates QCD+QED, others stay within
QCD, calculate the part due to the difference between
mu and md and determine the part that comes from
the e.m. interaction by comparing the calculated part
with the experimental value. It is well-known that the
splitting into two parts depends on the convention used,
but this is a theoretical problem that does not require
numerical simulations.
Our numerical result for mQED is dominated by
the elastic contribution; the remainder is significantly
smaller and negative. The most recent lattice results
listed in Fig. 8 are instead larger than the elastic con-
tribution: the remainder is positive and comparable to
the elastic term. Clearly, our result is not consistent
with that.
24 Comparison with other evaluations of the
Cottingham formula
We are aware of four recent estimates for the proton-
neutron mass difference based on evaluations of the
Cottingham formula: Walker-Loud, Carlson and Miller
(WCM) [7, 10], Erben, Shanahan, Thomas and Young
(ESTY) [8], Thomas, Wang and Young (TWY) [9] and
Tomalak [11]. The first three propose models for the
subtraction function S1(−Q2), using the experimental
information concerning the difference between the mag-
netic polarizabilities of proton and neutron to deter-
mine the value of S1(0) and making a simple algebraic
ansatz for the momentum dependence. A detailed com-
parison of the models proposed by WCM and ESTY
with the results obtained from Reggeon dominance at
low values of Q2 can be found in [12].
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Fig. 8 Electromagnetic part of the mass difference between
proton and neutron (MeV units). The upper part shows lat-
tice results [75–83], the lower part contains results obtained
with the Cottingham formula [5, 7–9, 11, 40], including the
outcome of our analysis.
Tomalak [11] also uses the available experimental in-
formation about the magnetic polarizabilities, but in-
stead of making an ansatz for the momentum depen-
dence of the subtraction function, he calculates it on
the basis of the assumption that – once the contribu-
tions from the Reggeons are removed – the amplitude
Tˆ1 = q
2T1+ν
2T2 obeys an unsubtracted dispersion rela-
tion [84]. Although this assumption resembles Reggeon
dominance, we consider it very unlikely that it is cor-
rect. For q2 = 0, for instance, the amplitude Tˆ1 reduces
to ν2T2. The asymptotic behaviour of this quantity was
investigated by Damashek and Gilman [85] and, inde-
pendently, by Dominguez, Ferro Fontan and Suaya [86].
Their work indicates that f = ν2(T2 − T R2 ) tends to a
nonzero constant when ν becomes large. The assump-
tion used in [11] instead implies that f tends to zero.
At any rate, this hypothesis implies a constraint on the
imaginary part of T2 at q
2 = 0, i.e. on the cross section
of photoproduction: it leads to a sum rule that requires
an integral over the cross section to cancel the Thom-
son term. We do not know of an argument that would
support this assumption.
Incidentally, the assumption used in [11] corre-
sponds to a special case of the universality hypothesis of
Brodsky, Llanes-Estrada and Szczepaniak [87–89], who
do not impose the condition that the difference Tˆ1− TˆR1
tends to zero for ν →∞, but postulate that it becomes
independent of q2. We cannot see any reason for this to
be the case in QCD (see also [90–92]).
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24.1 Contributions from the elastic part
Since T2 obeys an unsubtracted dispersion relation, the
corresponding Born term is readily obtained by saturat-
ing the dispersion integral with the contributions from
the nucleon poles. For T1, however, the Born term is not
unique – various different expressions are used in the lit-
erature. They all obey a subtracted dispersion relation,
but differ in the choice of the subtraction function.
Dispersion theory offers a unique solution: since an-
alytic functions are determined by their singularities
and their behaviour at infinity, it suffices to impose the
condition that the Born term vanishes for ν → ∞. We
refer to the resulting expression as the elastic part of the
amplitude. It is explicitly given in formula (8) (the un-
subtracted dispersion relation used to specify the Born
term for T2 automatically ensures that it disappears if
ν becomes large). Accordingly, the elastic part ofmQED,
which we denote by mel, is an unambiguous notion as
well. It is obtained by replacing the amplitudes in (26)
by their elastic parts and removing the cutoff – the elas-
tic contributions are convergent.
WCM [7] instead represent the elastic part of the
mass difference with two terms.5 The sum of the two,
δMel + δM
sub
el , differs from mel by
∆mel = −3αemm
2π
∫ ∞
0
dQ2Q2
(GE −GM )2
(4m2 +Q2)2
. (109)
Numerically, ∆mel is small: using the parametriza-
tion of Kelly [72], we obtain ∆mpel = −0.051MeV,
∆mnel = −0.064MeV. In the difference between proton
and neutron, these numbers even partly cancel.
At the precision at which the nucleon form fac-
tors can nowadays be measured, it matters whether the
standard expression for mel or the quantity mel+∆mel
is determined. For the decomposition (28) to be valid, it
is essential that the nucleon form factors exclusively oc-
cur in mel – any other representation of the elastic part
must be compensated by a corresponding correction in
the term arising from the subtraction function.
24.2 Contributions from the subtraction function
As demonstrated in the preceding sections, the inelas-
tic contributions to mQED are totally dominated by the
one from the subtraction function S¯. The differences in
the values quoted for the elastic contributions are small
compared to those from inelastic processes. Hence we
can compare the various determinations of the mass dif-
ference that rely on dispersion theory by comparing the
corresponding representations for S¯.
5For a critical examination of their line of reasoning, we refer
to Appendix E in [12] and to [13, 14].
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Fig. 9 Subtraction function versus Q2, in GeV units. The
bands labeled MD+BC+AI and VMD indicate our represen-
tation in the region below and above Q2 = 1, respectively.
The wedge A depicts the tangent at Q2 = 0 obtained with
the magnetic polarizability of [68], B: model [7], C: model [8],
D: parametrization of [8] applied to S¯.
The bands labeled B and C in Fig. 9 show the
models for the subtraction function of WCM [7] and
ESTY [8], respectively. They are obtained from the rep-
resentations proposed for S1 in these references, merely
converting numbers for Sinel1 into numbers for S¯ by
means of equation (99). The width of the bands exclu-
sively shows the uncertainties arising from the experi-
mental information used for the magnetic polarizabili-
ties – those associated with the freedom in the choice
of the model would widen it further. In the Q2 range
shown in the figure, both models are consistent with
our analysis, but come with significantly larger errors
(as the lower edge of band C runs within our band of
uncertainties, it cannot be seen in Fig. 9).
The input used in models B and C for the value of
the subtraction function at Q2 = 0 is the same – it
is based on the experimental determination of the po-
larizabilities of the nucleon. At small values of Q2, our
uncertainties are smaller because the predictions ob-
tained from Reggeon dominance for the polarizabilities
of the neutron [12] are more precise than the experi-
mental values. An improved measurement of the polar-
izabilities would be most welcome as it would subject
Reggeon dominance to an important test. In this con-
nection, we also refer to the new lattice results on the
magnetic polarizabilities discussed in section 17.
At large values of Q2, the uncertainty band attached
to model C is more narrow than the one of B, because
the parametrization is improved: asymptotically, model
C does reproduce the leading term in the operator prod-
uct expansion of Sinel1 . As can be seen in Fig. 7, however,
the nonleading spin 2 contributions disappear only ex-
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tremely slowly. In the parametrization of model C, these
are neglected.
The net result obtained with model C for βp−nM =
−0.5(1.6) is mC
QED
= 0.95(25)MeV [8]. The correspond-
ing outcome for the contribution from the subtraction
function is obtained by removing the elastic part as well
as those from the convergent dispersion integrals. With
the entries for the elastic contributions listed in Table
I of [8] and the values given in equation (105) for the
tiny terms mF2 and mF¯ , this yields
mC
S¯
= 0.19(25) . (110)
The value obtained by integrating the subtraction func-
tion of model C only over the low energy region is nearly
the same: mC
S¯
(Q2< 2) = 0.20(29)MeV. This indicates
that in the evaluation of model C in [8], the contribu-
tion from Q2 > 2 is nearly cancelled by the counter
term, but we cannot verify this within our own frame-
work. Since the parametrization of S1 used in model
C neglects the non-leading contributions in the asymp-
totic formula (100), it does not make sense to insert
the corresponding representation for S¯ in the expres-
sion (78) for mS¯ – the integral diverges. Also, the blue
line in Fig. 7 shows that for Sinel1 , asymptopia sets in
extremely slowly, because the contributions generated
by the short distance singularities of spin 2 fall off only
logarithmically.
The numerical results for the subtraction function
used by TWY and Tomalak are very similar to model
C and they also lead to similar results for the e.m. part
of the mass difference: mQED = 1.04(11)MeV (TWY)
and mQED = 1.09(30)MeV (Tomalak). The difference
mainly arises from the input used for βp−nM . Note that
the value βp−nM = −1.12(40) used by TWY comes with a
remarkably small error and disagrees with the Reggeon
dominance prediction (85) by 2.5 σ. This is puzzling,
because the determination of βp−nM in TWY is based on
the lattice data of Blum et al. [76] – as shown in Fig. 8,
these data are perfectly consistent with the range for
mQED obtained from Reggeon dominance.
The ambiguities related to the fact that the func-
tion Sinel1 approaches asymptotics only very slowly do
not arise if the parametrization of model C is used to
represent S¯ rather than Sinel1 . We refer to this option as
model D: the momentum dependence of S¯ is described
by the function specified in equation (95), m0 is iden-
tified with the scale m20 = 0.71GeV
2 occurring in the
dipole representation of the nucleon form factors [10]
and the parameter c0 is fixed with the experimental
value S¯(0) = −0.2(2.6)GeV−2 given in equation (88),
which is based on the determination of the polarizabili-
ties in [64]. The blue shaded region in Fig. 9 shows that
the subtraction function obtained with this variant of
the models proposed in [7–9] agrees perfectly well with
our analysis, but comes with a much larger error. In-
serting the parametrization of model D in formula (78),
we obtain
mD
S¯
= −0.05(61)MeV . (111)
The regionQ2 > 2 does not contribute much to the cen-
tral value, but is responsible for a substantial fraction
of the error: mD
S¯
(Q2>2) = −0.02(28)MeV.
C and D have the same behaviour at very small
and very large values of Q2 – they only differ in the
form of the interpolation used in between. The exam-
ple shows that – if only the leading terms in the OPE
of the subtraction function are accounted for, the out-
come is very sensitive to the form of the interpolation:
replacing C by D lowers the central value of mS¯ by
0.24MeV and thus lowers the outcome for the central
value of the mass difference to mQED = 0.71MeV. This
is within the uncertainty range attached to our result
(106). The sensitivity to the form chosen for the in-
terpolation arises because the subtraction function S1
reaches asymptotics only very slowly.
Our analysis is not affected by this ambiguity, be-
cause we calculate the subtraction function in the re-
gion Q2 < 3.5 on the basis of the experimental infor-
mation about the structure function F¯ and rely on the
theoretical information about the asymptotics only at
higher energies. As pointed out in section 20, the con-
tribution arising from the region Q2 > 2 is nearly inde-
pendent of the form of the parametrization used there,
provided only that it obeys the theoretical constraints
imposed by asymptotic freedom.
25 Summary and conclusions
1. Dispersion theory determines the amplitude in
terms of its physical singularities (poles, cuts), provided
the asymptotic behaviour is known. The use of ampli-
tudes that contain kinematic zeros is best avoided, be-
cause these make it very difficult to sort out the asymp-
totic behaviour. We work with the invariant amplitudes
introduced by Cottingham which do not contain such
deficiencies and which we denote by T1, T2.
2. In the framework of dispersion theory, the elastic
part of T1, T2 is an unambiguous notion, determined by
the requirement that it is analytic except for the poles
generated by the elastic reaction and disappears when
ν → ∞. Accordingly, the elastic contribution to the
Cottingham formula is unambiguous.
3. As we do not know the error matrix occurring in
the determinations of the form factors, we are not in a
position to give a reliable estimate for the uncertainties
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in mel. We instead rely on the results obtained with
the three different parametrizations in [71–73], which
are covered by
mel = 0.75± 0.02MeV . (112)
A determination of mpel, m
n
el and m
p−n
el on the basis of
the information about the nucleon form factors avail-
able today would reduce the error considerably, but
at the precision to which the inelastic contributions
can currently be determined, the uncertainty quoted in
(112) is too small to affect the error estimate attached
to our result for mQED.
4. The leading terms of the operator product ex-
pansion of the Compton amplitude involve contribu-
tions arising from short distance singularities related
to operators of spin 0 as well as spin 2. We make use
of the fact that the leading spin 2 contributions to T1
and T2 only differ in normalization: in the combina-
tion T¯ ≡ T1 + 12T2, they drop out. Replacing the pair
{T1, T2} by {T¯ , T2} simplifies the analysis considerably.
5. A further simplification occurs if the dispersion
relation for T¯ is not subtracted at ν = 0, but at
ν = 12
√
q2. This ensures that the contributions from
the dispersion integrals over Im T¯ and ImT2 both con-
tain the factor ν2 − 14q2. The point here is that in the
Cottingham formula, only the angular average matters.
Since the angular average of ν2− 14q2 vanishes, the con-
tributions from the dispersion integrals are suppressed
– numerically, these contributions are tiny. In our de-
composition of the amplitude, only the elastic term and
the integral over the subtraction function can generate
significant contributions to the mass difference.
6. The quarks and gluons Reggeize. The exchange
of Reggeons generates moving poles. For large values of
ν at fixed q2, a Reggeon contributes with T¯ ∝ να and
T2 ∝ να−2, where α is the value of the trajectory α(t)
at t = 0. Since there are trajectories with α > 0, the
dispersion relation for T¯ must be subtracted. The one
for T2 does not require a subtraction.
7. We assume that the asymptotic behaviour of T¯
is dominated by the contributions from the Reggeons,
which we denote by T¯ R. More precisely, we require that
T¯ − T¯ R tends to zero when ν → ∞ and refer to this
assumption as Reggeon dominance. A nonzero limiting
value would represent a fixed pole – we are thus as-
suming that Reggeization is complete and only moving
poles occur. Note that the dispersion relations for T¯
and T2 imply the presence of contributions that fall off
with the power ν−2. In T2, these contributions corre-
spond to a fixed pole at α = 0 – Reggeon dominance is
perfectly consistent with fixed poles of this sort.
8. Reggeon dominance implies a sum rule that deter-
mines the subtraction function S¯ in terms of the struc-
ture function F¯ . The explicit expression given in (23)
shows that neither the nucleon form factors nor the
structure function F2 enter. A variant of this sum rule
was proposed by Elitzur and Harari, long ago [4], on
the basis of duality and finite energy sum rules.
9. The value of S¯(q2) at q2 = 0 is related to the
polarizabilities of the nucleon. As is well known, the
sum of the electric and magnetic polarizabilities is de-
termined by a sum rule involving the cross section for
photoproduction. Reggeon dominance implies separate
sum rules for the electric and magnetic polarizabilities.
The prediction obtained for the difference between the
magnetic polarizability of proton and neutron [12] is in
agreement with experiment, but this represents only a
rather weak test of Reggeon dominance, because the un-
certainties in the experimental result are rather large.
The errors attached to the recent lattice result of [68]
are much smaller – it is encouraging that Reggeon domi-
nance passes this more stringent test as well. More work
on the polarizabilities, particularly those of the neutron,
would be most welcome.
10. Theory fixes the asymptotic behaviour of the
subtraction function: if Q2 becomes large, S¯ tends to
C/Q4, where the constant C is given by the proton
matrix element of the operator 19 (4mu−md)(u¯u− d¯d).
This also holds for S1(q
2) = T1(0, q
2), the subtraction
function commonly used in dispersive analyses of the
Compton amplitude, but the short distance singulari-
ties related to operators of spin 2 generate a significant
difference in the asymptotic behaviour. Fig. 7 compares
the momentum dependence of S1 and S¯ on a logarith-
mic scale and shows that, in contrast to S¯, the asymp-
totics of S1 sets in only very, very slowly.
11. An important part of the calculation concerns
the determination of the residue of the Reggeon with
the quantum numbers of the f2, which dominates the
asymptotic behaviour of the difference between the am-
plitudes of proton and neutron. Fig. 4 shows that the
result obtained at low values of Q2 from the Regge rep-
resentation of [55] matches the outcome of the Regge
fit to the numerical ABM table remarkably well.
12. With the values for the subtraction function ob-
tained from the solution of the sum rule, our net result
for the e.m. part of the mass difference between proton
and neutron reads
mp−n
QED
= 0.58± 0.16MeV . (113)
The conclusions reached in Ref. [5] are thus confirmed:
mQED is dominated by the elastic contribution. The un-
certainty in the result obtained forty five years ago,
mQED = 0.7(3)MeV [5], is reduced by about a factor
of two. In the present analysis, the uncertainty is pre-
dominantly due to the contributions from the resonance
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region above the ∆(1232). It could be reduced by an
improved experimental determination of the structure
functions in that region, particularly for the neutron.
13. It is by no means puzzling that the inelastic
contributions are so small: (a) the angular integration
suppresses the contributions from the dispersion inte-
grals, (b) in the deep inelastic region, the subtraction
function is nearly the same for proton and neutron – in
the chiral limit, there is no difference, (c) in the region
where Reggeon exchange dominates, the leading term,
the Pomeron, is the same, (d) isospin symmetry en-
sures that the most important resonance, the ∆(1232),
contributes equally to proton and neutron and (e) the
leading terms of the chiral perturbation series are also
the same.
With the experimental value of the mass difference,
the above result implies that the part due to the differ-
ence between mu and md is given by
mp−n
QCD
= −1.87∓ 0.16MeV . (114)
14. The lattice results for these quanitities did not
yet reach a level of coherence to be covered by the
FLAG report, but the method is steadily being im-
proved and, in the long run, should provide reliable
numbers. Fig. 8 indicates that the most recent lattice
values are larger than the outcome of the present work.
If the value of mp−nQED should turn out to be larger than
1MeV, we would have to conclude that the Compton
amplitude does not fully Reggeize: the amplitude T1
would then contain a fixed pole that invalidates the
Reggeon dominance hypothesis. We would then be left
with a puzzle: what is the physical origin of this fixed
pole?
16. The evaluations of the Cottingham formula
in [7–9] lead to values for mQED around 1MeV. In
these references, a simple algebraic ansatz is used to
parametrize Sinel1 , the inelastic part of the subtraction
function T1(0, q
2). Fig. 7 shows that, in contrast to these
parametrizations, Sinel1 approaches asymptotics only ex-
tremely slowly.
The mismatch with the asymptotics disappears if
the ansatz is assumed to be valid for S¯ rather than
Sinel1 . The central value obtained for mQED then drops
by 0.24MeV and winds up slightly below the elastic
contribution, in agreement with what we find. On the
other hand, quite apart from the sensitivity to the pre-
cise form of the assumptions underlying those models,
the uncertainties in the result for mQED are much larger
than ours, because the experimental determination of
βp−nM , which plays a key role in that approach, is subject
to large uncertainties.
The grace files used for the figures can be found in
the attached ancillary files.
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A Form of the Wilson coefficient for spin 2
Lorentz invariance implies that a tensor Cµναβ(q) that
is symmetric under µ↔ ν and α↔ β and only depends
on the four-vector qµ is of the form:
Cµναβ(q) = a gµνgαβ + b {gµαgνβ + gναgµβ} (A.1)
+c gµνqαqβ + d gαβqµqν + e {gµαqνqβ + gµβqνqα
+gναqµqβ + gνβqµqα}+ f qµqνqαqβ ,
where a, b, c, d, e, f can only depend on q2. Current
conservation, qµCµναβ(q) = 0, fixes a, b, c in terms of
d, e, f :
a+ q2d = 0 , b+ q2e = 0 , c+ 2e+ q2f = 0 . (A.2)
On account of the tracelessness of Oαβ , the coefficient
d drops out in the sum Cµναβ(q)O
αβ . To simplify the
notation, we replace the coefficients e, f by c2, c3, with
e = 12c2, f = c3. The contribution from an operator of
spin 2 to the OPE then takes the form:6
Cµναβ(q)O
αβ = c3 (qµqν − gµνq2)Oαβqαqβ (A.3)
+c2 (gµαOνβ + gναOµβ − gµνOαβ)(qαqβ − 12gαβq2) .
This shows that, while Lorentz invariance and current
conservation fix the Wilson coefficients belonging to op-
erators of spin 0 in terms of a single function c1(q
2),
those associated with operators of spin 2 involve two
such functions: c2(q
2) and c3(q
2).
6Hill and Paz [35] use a different normalization. In our nota-
tion, they work with THPµν = 2Tµν and normalize the spin 2
operator formed with the derivatives of the quark fields differ-
ently: Of2 HPαβ =
1
2
Of2αβ . The Wilson coefficients are related by
cf1 = c
HP
1 /(2q
4), cf2 = −c
HP
3 /(4q
4), cf3 = (c
HP
2 + c
HP
3 )/(4q
6).
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B Operator product expansion for free quarks
For free quarks, the time-ordered product of two cur-
rents can be decomposed as
T jµ(x)jν(y)=
∑
fQ
2
f tr{γµSf (x− y)γνSf (y − x)}1
+
1
i
∑
fQ
2
fN{f¯(x)γµSf (x− y)γνf(y)
+f¯(y)γνS
f (y − x)γµf(x)}
+Njµ(x)jν(y) , (B.1)
where Sf (z) is the quark propagator and N stands for
normal ordering. In this expression, the singularities ex-
clusively reside in the propagator – the matrix elements
of the normal ordered products are regular at x = y.
The short distance expansion of the propagator starts
with
Sf (z) = − γαz
α
2π2(−z2 + iǫ)2 +
imf
4π2(−z2 + iǫ) +O(z
−1) .
(B.2)
The leading singularity is contained in the first line of
equation (B.1) and is proportional to (−z2+iǫ)−3 – the
matrix elements thereof represent the disconnected part
of the amplitude. We are interested in the singularities
of the connected part, i.e. in the terms that contain
one quark propagator and two quark fields. To analyze
these, we set x = X + 12z, y = X − 12z and expand in
powers of z. The expansion of the connected part starts
with
T jµ(x)jν(y) =
ǫµναβz
α
π2(−z2 + iǫ)2
∑
fQ
2
f f¯γ
βγ5f (B.3)
− z
αzβ
2π2(−z2 + iǫ)2
∑
fQ
2
f (gµαO
f
νβ + gναO
f
µβ − gµνOfαβ)
+
gµν
2π2(−z2 + iǫ)
∑
fQ
2
f mf f¯ f +O(z
−1) ,
where Ofαβ stands for
Ofαβ = if¯γα∂
↔
βf . (B.4)
We have dropped the normal ordering prescription as
well as the argument of the quark fields – it is under-
stood that the quark bilinears occurring here are to be
normal ordered and evaluated at the point X .
The operator Ofαβ contains components with spin 0,
1 and 2:
Ofαβ=O
f0
αβ +O
f1
αβ +O
f2
αβ (B.5)
Of0αβ=
1
4gαβO
f λ
λ ,
Of1αβ=
1
2 (O
f
αβ −Ofβα) ,
Of2αβ=
1
2 (O
f
αβ +O
f
βα − 12gαβOf λλ ) .
Neither the axial vector f¯γβγ5f nor the spin 1 operator
Of1αβ contribute to the spin average. The equation of
motion relates the spin 0 part to the scalar operator
f¯f ,
Of λλ = 2mf f¯ f , (B.6)
and Of2αβ is what becomes of the spin 2 operator speci-
fied in equation (38) when g is set equal to zero. Drop-
ping terms that do not contribute to the spin average
of the connected part, we obtain
T jµ(x)jν (y)=− z
αzβ
2π2(−z2 + iǫ)2 × (B.7)
×∑fQ2f (gµαOf2βν + gναOf2βµ − gµνOf2αβ)
− 2zµzν + gµνz
2
4π2(−z2 + iǫ)2
∑
fQ
2
fmf f¯ f +O(z
−1) ,
We denote the Fourier transform with respect to z
at fixed X = 12 (x+ y) by
T˜µν(q,X) =
i
2
∫
d4z eiq·zT jµ(x)jν(y) . (B.8)
The OPE determines the behaviour of this quantity at
large momenta. With the formulae
i
4π2
∫
d4zeiq·z
1
−z2 + iǫ =
1
−q2 − iǫ (B.9)
i
4π2
∫
d4zeiq·z
zαzβ
(−z2 + iǫ)2 =
−qαqβ + 12gαβq2
(−q2 − iǫ)2 ,
the various terms occurring in (B.7) yield:
T˜µν(q,X) =
qαqβ − 12gαβq2
(−q2 − iǫ)2
∑
fQ
2
f (gµαO
f2
νβ + gναO
f2
µβ − gµνOf2αβ)
+
qµqν − gµνq2
(−q2 − iǫ)2
∑
fQ
2
fmf f¯f +O(q
−3) . (B.10)
The spin 2 part is indeed of the same structure as the
coefficient of c2 in equation (A.3): for free quarks, the
spin 2 coefficients are given by
cf2 (q
2) =
Q2f
(−q2 − iǫ)2 , c
f
3 (q
2) = 0 . (B.11)
Finally, comparison of the term proportional to Of0 =
mf f¯f with equation (40) shows that for free quarks,
the coefficient cf1 is given by
cf1 (q
2) =
Q2f
(−q2 − iǫ)2 . (B.12)
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C Derivation of the sum rule
To calculate the limiting value of the dispersion integral
(21), we first use partial fractions and split the integral
into two parts:
T¯ disp = −S¯a + T¯ disp′ , (C.1)
S¯a = −m
2
Q2
∫ xth
0
dx
F¯ (x,Q2)
Q2 +m2x2
,
T¯ disp
′
=
4m2ν2
Q2
∫ xth
0
dx
F¯ (x,Q2)
Q4 − 4m2x2ν2 − iǫ .
The reason for denoting the first term by −S¯a is that it
is independent of ν and hence amounts to a contribution
to the subtraction function.
To perform the limit in the remainder, we decom-
pose the structure function into two parts with F¯ =
(F¯ −FR)+FR. In the difference F¯ − F¯R, the terms pro-
portional to x1−α cancel. We assume that the remainder
is sufficiently smooth for x → 0, so that (F¯ − FR)/x2
is integrable and the integration can be interchanged
with the limit.7 This leads to
T¯ disp
′ → −S¯b + T¯ disp′′ , (C.2)
S¯b =
1
Q2
∫ xth
0
dx
F¯ − F¯R
x2
,
T¯ disp
′′
=
∑
α>0
bα(Q
2)
Q2
Jα , Jα =
∫ xth
0
dx
x1−α
ξ2 − x2 − iǫ ,
with ξ = Q2/(2mν). The integral Jα represents a hy-
pergeometric function. What remains to be done is to
work out the behaviour of this function at small values
of ξ.
This can be done by making use of the known prop-
erties of the hypergeometric functions. Alternatively,
one may observe that the contributions from the crit-
ical region x ∼ ξ remain the same if the integral is
extended to infinity – it can then be done explicitly.
On the interval xth < x < ∞, on the other hand, the
limit can be interchanged with the integral, which can
then be done explicitly as well. The result reads
Jα = − π
2 sin 12πα
e−
1
2
ipiαξ−α +
1
αxα
th
+O(ξ2) . (C.3)
The first term is proportional to να. The Reggeon
amplitudes specified in equation (18) have the same
behaviour when ν becomes large. Indeed, one readily
checks that the two expressions agree, so that
lim
ν→∞
(T¯ disp
′′ − T¯ R) = −S¯c (C.4)
S¯c = −
∑
α>0
bα(Q
2)
αxα
th
.
7If the singularity is more complicated, the sum rule does not
get lost, but the explicit form must be adapted.
Collecting terms, the formula (22) yields S¯ = S¯a+ S¯b+
S¯c. This agrees with the expression (23) for S¯ quoted
in section 5.
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