Abstract. We prove the existence of extremal domains for the first eigenvalue of the LaplaceBeltrami operator in some compact Riemannian manifolds of dimension n ≥ 2, with volume close to the volume of the manifold. If the first (positive) eigenfunction φ 0 of the Laplace-Beltrami operator over the manifold is a nonconstant function, these domains are close to the complement of geodesic balls of small radius whose center is close to the point where φ 0 attains its maximum. If φ 0 is a constant function and n ≥ 4, these domains are close to the complement of geodesic balls of small radius whose center is close to a nondegenerate critical point of the scalar curvature function.
Statement of the result
Article [7] is a first study on the possibility to construct extremal domains for the first eigenvalue of the Laplace-Beltrami operator in a Riemannian manifold. In that work are introduced all basic definitions and properties of extremal domains for the first eigenvalue of the LaplaceBeltrami operator, and the examples of domains obtained have small volume. In this article we will give an existence result for extremal domains of great volume in a compact riemannian manifold. We will be interested in domains obtained by taking the complement of small domains contained in the interior of the manifold: M \Ω, where Ω has a small volume and Ω ⊆M . For the sake of completeness, we start recalling the basic facts of extremal domains (for other details see [7] ).
Assume that we are given (M, g) a compact n-dimensional Riemannian manifold, n ≥ 2, with or without boundary ∂M . In the case ∂M = ∅, then ∂M is supposing to be an n − 1-dimensional Riemannian manifold. Let Ω 0 be a domain in the interior of M and let us consider the domain M \Ω 0 . Definition 1.1. We say that {M \Ω t } t∈(−t0,t0) , Ω t ⊆M , is a deformation of M \Ω 0 if there exists a vector field Ξ (such that Ξ(∂M ) ⊆ ∂M ) for which M \Ω t = ξ(t, M \Ω 0 ) where ξ(t, ·) is the flow associated to Ξ, namely dξ dt (t, p) = Ξ(ξ(t, p)) and ξ(0, p) = p .
The deformation is said to be volume preserving if the volume of M \Ω t does not depend on t.
Let us denote by λ t the first eigenvalue of −∆ g on M \Ω t with 0 Dirichlet boundary condition on ∂Ω t . In the case where ∂M = ∅, then we ask also one of the following boundary condition :
(1) 0 Dirichlet boundary condition on ∂M , or (2) 0 Neumann boundary condition on ∂M . We will suppose the regularity of ∂M . Observe that both t → λ t and the associated eigenfunction t → u t (normalized to have L 2 (M \Ω t ) norm equal to 1) are continuously differentiable.
Definition 1.2.
A domain M \Ω 0 is an extremal domain for the first eigenvalue of −∆ g if for any volume preserving deformation {M \Ω t } t of M \Ω 0 , we have
According to the condition taken at the boundary (if the boundary is not empty) we will talk about extremal domains under the 0 Dirichlet boundary condition at ∂M or extremal domains under the 0 Neumann boundary condition at ∂M . Let φ 0 be the first eigenfunction of the Laplace-Beltrami operator over the manifold M (1) ∆ g φ 0 + λ 0 φ 0 = 0 in M with 0 Dirichlet or 0 Neumann boundary condition (if ∂M = ∅), normalized to have L 2 -norm equal to 1. Here λ 0 is the first eigenvalue of −∆ g on M . If the volume of Ω is very small, it is natural to expect that the first eigenfunction of the Laplace-Beltrami operator over M \ Ω will be close to φ 0 . We remark that we have to distinguish two cases of behaviour of φ 0 (and then also of the first eigenfunction over M \ Ω), according with the condition at the boundary :
• CASE 1. If ∂M = ∅ and φ 0 satisfy the 0 Dirichlet condition on ∂M then φ 0 is a positive non constant function, and then attains its maximum in at least a point of the manifold, say at p 0 . Moreover λ 0 > 0.
• CASE 2. If ∂M = ∅, or if ∂M = ∅ and φ 0 satisfy the 0 Neumann condition on ∂M , then φ 0 is a constant function
.
and λ 0 = 0. When we will consider the first eigenfunction of the Laplace-Beltrami operator over M \ Ω, where Ω ⊂M , we will take at ∂M the same boundary condition of φ 0 , distinguishing always the two cases.
For all ǫ > 0 small enough, we denote by B ǫ (p) ⊂ M the geodesic ball of center p ∈ M and radius ǫ. We denote byB ǫ ⊂ R n the Euclidean ball of radius ǫ centered at the origin.
Now we can state the main result of our paper : Theorem 1.3. In the CASE 1 assume that p 0 is a nondegenerate critical point of the first eigenfunction φ 0 of the Laplace-Beltrami operator over M , and in the CASE 2 assume that p 0 is a nondegenerate critical point of Scal, the scalar curvature function of (M, g). In the CASE 2 we will assume also n ≥ 4. Then, for all ǫ > 0 small enough, say ǫ ∈ (0, ǫ 0 ), there exists a smooth domain Ω ǫ ⊂ M such that :
(i) The volume of Ω ǫ is equal to the Euclidean volume ofB ǫ .
(ii) The domain M \Ω ǫ is extremal in the sense of definition 1.2. Moreover there exist a constant c > 0 and for all ǫ ∈ (0, ǫ 0 ) there exists p ǫ ∈ M such that the boundary of Ω ǫ is a normal graph over ∂B ǫ (p ǫ ) for some function w ǫ , with dist(p ǫ , p 0 ) ≤ c ǫ .
and w ǫ C 2,α ∂Bǫ(pǫ)) ≤ c ǫ 2 in the CASE 1 and n ≥ 3 w ǫ C 2,α ∂Bǫ(pǫ)) ≤ c ǫ 2 log ǫ in the CASE 1 and n = 2 w ǫ C 2,α ∂Bǫ(pǫ)) ≤ c ǫ 3 in the CASE 2 and n ≥ 5 w ǫ C 2,α ∂Bǫ(pǫ)) ≤ c ǫ 3 log ǫ in the CASE 2 and n = 4
We remark that the theorem do not give any information in the CASE 2 for the dimensions 2 and 3. In fact our methode to prove the main theorem is based, for the CASE 2, on the approximation of some Green function to the first eigenfunction of the Laplace-Beltrami operator outside a perturbed ball. When the dimension of M is at least 4, we are able to compute the first coefficients of the local expansion of that Green function and this allows us to obtain the estimations we need. But for the dimensions 2 and 3, global terms depending on the manifold do not allow us to obtain a local expansion of that Green function. This is the reason for which we didn't obtain information on extremal domains of big volume in the CASE 2 for the dimensions 2 and 3.
Characterization of the problem
In order to prove our theorem we need the following result that caracterizes extremal domains of the form M \Ω in a Riemannian manifold M . The following result gives a formula for the first variation of the first eigenvalue for some mixte problems under variations of the domain.
We have the : Proposition 2.1. The derivative of t −→ λ t at t = 0 is given by
where dvol g is the volume element on ∂Ω 0 for the metric induced by g and ν 0 is the normal vector field about ∂Ω 0 .
Proof :
We denote by ξ the flow associated to Ξ. By definition, we have
for all p ∈ ∂Ω 0 . Moreover, if we take the 0 Dirichlet boundary condition on ∂M then equation (2) is valid also on ∂M . On the other hand, if we take the 0 Neumann condition on ∂M then we have (3) g(∇u t (ξ(t, p)), ν t ) = 0 for all p ∈ ∂M , where ν t is the unit normal vector about ∂M .
Differentiating (2) with respect to t and evaluating the result at t = 0 we obtain
on ∂Ω 0 . Now u 0 ≡ 0 on ∂Ω 0 , and hence only the normal component of Ξ plays a rôle in this formula. Therefore, we have
The same reasoning is also valid on ∂M if we take the 0 Dirichlet boundary condition on ∂M . In this case, by the fact that Ξ(∂M ) ⊆ T (∂M ) we have
On the other hand, if we take the 0 Neumann condition on ∂M then taking a system of coordinates x = (x 1 , ..., x n ) such that ν t = −∂ x 0 on ∂M and differentiating (3) with respect to t and evaluating the result at t = 0 we obtain
on ∂M , where we used the fact that ν t don't depend on t on ∂M together with the facts that ∂ x 0 u 0 = 0 on ∂M and that g(Ξ, ν 0 ) = 0 in ∂M because Ξ(∂M ) ⊆ T (∂M ).
We differentiate now with respect to t the identity
and again evaluate the result at t = 0. We obtain
in Ω 0 . Now we multiply (8) by u 0 and (7), evaluated the result at t = 0, by ∂ t u 0 , subtract the results and integrate it over Ω 0 to get :
where we have used (4), (5) or (6), the fact that u 0 = 0 on ∂Ω 0 , and the the fact that u 0 = 0 or g(∇u 0 , ν 0 ) = 0 on ∂M to obtain the last equality. The result follows at once from the fact that u 0 is normalized to have L 2 (Ω 0 ) norm equal to 1. Observe that in the previous argument ∂M can be empty.
This result allows us to characterize extremal domains for the first eigenvalue of the LaplaceBeltrami operator under some particular 0 mixte boundary conditions, and state the problem of finding extremal domains into the solvability of an over-determined elliptic problem. The proof of the following proposition is a consequence of the previous result; because it is very similar to the proof of Proposition 2.2 in [7] we don't report it here. Proposition 2.2. Given a smooth domain Ω 0 contained in the interior of M , the domain M \Ω 0 is extremal if and only if there exists a constant λ 0 and a positive function u 0 (if ∂M = ∅ then we take 0 Dirichlet (CASE 1) or 0 Neumann (CASE 2) boundary condition on ∂M ) such that
where ν 0 is the normal vector field about ∂Ω 0 .
Therefore, in order to find extremal domains, it is enough to find a domain M \Ω 0 (regular enough) for which the over-determined problem (9) has a nontrivial positive solution. In this article we will solve this problem to find solutions whose volumes are close to the volume of our compact manifold.
Rephrasing the problem
Following the approach of [7] , we introduce the following notation. Given a point p ∈ M we denote by E 1 , . . . , E n an orthonormal basis of the tangent plane to M at p. Geodesic normal coordinates x := (x 1 , . . . , x n ) ∈ R n at p are defined by
We recall the Taylor expansion of the coefficients g ij of the metric X * g in these coordinates.
Proposition 3.1. At the point of coordinate x, the following expansion holds :
Here R is the curvature tensor of g and
are evaluated at the point p.
The proof of this proposition can be found in [11] or also in [8] .
It will be convenient to identify R n with T p M and S n−1 with the unit sphere in T p M . If
Given a continuous function f : S n−1 −→ (0, ∞) whose L ∞ norm is small (say less than the cut locus of p) we define
The superscript g is meant to remind the reader that this definition depends on the metric.
Our aim is to show that, for all ǫ > 0 small enough, we can find a point p ∈ M and a function v :
and the over-determined problem
with 0 Dirichlet (CASE 1) or 0 Neumann (CASE 2) boundary condition on ∂M if ∂M = ∅, has a nontrivial positive solution, where ν is the normal vector field about ∂B g ǫ(1+v) (p). Observe that, considering the dilated metricḡ := ǫ −2 g, the above problem is equivalent to finding a point p ∈ M and a function v :
Vol Bḡ 1+v (p) = VolB 1 and for which the over-determined problem
with 0 Dirichlet (CASE 1) or 0 Neumann (CASE 2) boundary condition on ∂M if ∂M = ∅, has a nontrivial positive solution, whereν is the normal vector field about ∂Bḡ 1+v (p). We can simply consider φ =φ (naturally it will not have the norm equal to 1, but depending on ǫ) and
In what it follows we will consider sometimes the metric g and sometimes the metricḡ, in order to simplify the computation we will meet.
4. The first eigenfunction of −∆ g outside a small ball
We remark that the positive solution of the problem
)-norm equal to 1, a priori is not known. In this section we will be interested in that solution.
Let p ∈ M , let c be a constant, and let Γ p be a Green function over M with respect to the point p defined by
with 0 Dirichlet boundary condition (for the CASE 1) or 0 Neumann boundary condition (for the CASE 2) at ∂M if ∂M = ∅,, and normalization
where δ p is the Dirac distribution for the manifold M with metric g at the point p, i.e.
We remark that Γ p exists because
It is easy to check that for each dimension n of the manifold it is possible to chose the constant c n in order to have the following expansions in local coordinates x of Γ p in a neighborhood of the point p :
where a, a ′ ∈ R and b ∈ R n , andg(·, ·) is the scalar product in R.
It is useful to consider the weighted space C k,α ν (M \ {p}), defined as the space of functions in C k,α (M \ {p}) such that, in the normal geodesic coordinates x around p,
where R 0 is chosen in order to have the existence of the local coordinates x ∈B R0 .
Let us consider ϕ ∈ C 2,α m (S n−1 ), where m is meant to point out that functions have (euclidean) mean 0 over S n−1 , and let H ϕ be a bounded harmonic extension of ϕ to R n \B 1 :
whereg is the euclidean metric and we identified ∂B 1 with S n−1 . We have the :
Lemma 4.1. The following inequality holds :
It is easy to check that
is the solution of (16). Let us fix |x|. We have
Let us try to estimate ϕ j L ∞ (S n−1 ) . From (17) we have
and by the Sobolev embedding theorem we have that W 2k,2 (S n−1 ) ⊆ L ∞ (S n−1 ) when 4k > n−1. We conclude that there exists a positive number P (n) depending only on the dimension n such that
and we can conclude that there exists a constant c such that
From (18) we get
It is easy to check that for |x| ≥ 2
and this allows us to conclude that for |x| ≥ 2 there exists a constant c such that
By the maximum principle this inequality is valid also for 1 ≤ |x| ≤ 2. Standard elliptic estimates apply to give also
Finally, (19) and (20) give the following estimate
This completes the proof of the Lemma.
Let us define a continuous extension of H ϕ to R n in this way :
and let us denote
Let χ be a cutoff function identically equal to 1 for |x| ≤ R 0 << 1 (R 0 is chosen in such a way that B g R0 (p) belongs to the x-coordinate neighborhood of p) and identically equal to 0 in
The main result of this section is the following : Proposition 4.2. Let us suppose n ≥ 3 and ν ∈ (2 − n, min{4 − n, 0}). For all ǫ small enough there exist
, is a positive solution of (13) where
Moreover the following estimations hold :
• If φ 0 is not a constant function (CASE 1) then there exists a positive constant c such that
• If φ 0 is a constant function (CASE 2) then there exists a positive constant c such that
Proof. First we prove that
By definition
Let us consider a sequence of functions
then, from the last two relations and (26), it follows (25). This allows us to search λ in the form
Let us chose φ ǫ in the form
Then φ ǫ satisfy the first equation of (13) 
. This equation can be considered over M \ {p} if we takeH ϕ,ǫ instead of H ϕ,ǫ , and a continuous extension ∆ g H ϕ,ǫ of the function ∆ g H ϕ,ǫ (similarly to the continuous extensioñ
We need the following :
, where the subscript ⊥ is meant to point out that functions are L 2 -orthogonal to φ 0 and the subscript 0 is meant to point out that functions satisfy the 0 Dirichlet (in the CASE 1) or 0 Neumann (in the CASE 2) boundary condition on ∂M if ∂M = ∅, is an isomorphism for ν ∈ (2 − n, 0) and ǫ small enough.
Proof. Let us suppose that ν ∈ (2 − n, 0) and n ≥ 3. In [?] is proved that for all f ∈ C 0,α ν−2 (B 1 \ {0}) there exists a unique solution u ∈ C 
is equivalent, in terms of existence and unicity of solutions, to the problem
Considering that the difference between the coefficients of the metricǧ and the metricg can be estimate by a constant times R 2 0 , the operator ∆ǧ + R 2 0 λ 0 is a small perturbation of the operator ∆g when R 0 is small. By the previous claim, we conclude that there exists a positive R 0 (small enough) such that, when ν ∈ (2 − n, 0) and n ≥ 3, for all f ∈ C 0,α
Let now consider the solution of
with 0 Dirichlet boundary condition at ∂M , whereχ is a cut-off function equal to 1 for |x| ≤ R 0 /2 and equal to 0 for |x| ≥ R 0 . We remark that this equation is well defined in M , because the singularity of f at p is balanced by (∆ g +λ 0 ) (χ u). Moreover the right hand side term is orthogonal to φ 0 if f has such a property. Hence, there exists a solution v ∈ C 2,α ⊥,0 (M ) to (30), and we have that
We proved then that for ν ∈ (2 − n, 0) and n ≥ 3 and for all f ∈ C 0,α
This result is still true for the operator ∆ g + λ 0 + ǫ n−2 ν when ǫ is small enough, because such an operator is a small perturbation of the operator ∆ g + λ 0 . The raisoning done do not change if we consider the 0 Neumann boundary condition on ∂M instead of the 0 Dirichlet boundary condition. This completes the proof of the Lemma.
To semplify the notation let us define
By the last result, if we chose µ in order to verify
, and for all ǫ small enough, and then
, satisfies the first equation of (13) . From (31) we get
from which it follows the expansion of µ:
We want now to give some estimations on the function w. By the previous results and Lemma 4.1 we have the following estimations :
In particular we get
This give us an estimation for the function w that we found before:
We have proved the following : (22) is a positive solution of the first equation of (13) . Moreover there exists a positive constant c such that
Now we have to make attention to the second equation of (13). Let us define
We remark that N represents the boundary value of the solution of the first equation of (13) that we found above, is well defined in a heighborhood of (0, 0, 0) in (0, +∞) × R × C 2,α m (S n−1 ), and takes its values in C 2,α (S n−1 ). It is easy to compute the differential of N with respect to Λ and ϕ at (0, 0, 0) :
Then we can estimate N (ǫ, 0, 0) :
Here we have again to distinguish the different cases, according on the behaviour of the function φ 0 . If φ 0 is not a constant function (CASE 1) we have (using the expansion (15) of Γ p )
The same estimate is obtained if φ 0 is a constant function (CASE 2) and n = 3. In the CASE 2 and n = 4 we get
∀β < 2 and when n ≥ 5 :
The implicit function theorem applies to give the :
, let w be the function found in the first intermediate result, and let ǫ be small enough. Then there exist (Λ ǫ , ϕ ǫ ) in a neighborhood 22) is a positive solution of (13)). Moreover the following estimations hold :
• If φ 0 is not a constant function (CASE 1) then
Putting together the first and the second intermediate result, we get the following existence result: for all ǫ small enough there exist (Λ ǫ , ϕ ǫ , w ǫ ) in a neighborhood of (0, 0, 0) in
and from (43) we obtain
Moreover :
and from (33)
This completes the proof of the result.
For the case n = 2 we can generalise the previuos proposition, obtaining the:
Let we suppose n = 2 and ν ∈ (0, 1). For all ǫ small enough there exist
, whereχ is some cut-off funtion equal to 1 in a neighborhood of the origin, such that the function
Moreover the following estimations hold : there exists a positive constant c such that
Proof. We will follow the proof of the previous proposition, adapting it to the case of dimension 2. First we prove that
Let we consider a sequence of functions
where K is a constant chosen in order to make the function u * continuous. It is easy to check that for ǫ small enough
then, from the last two relations and (26), it follows (39). This allows us to search λ in the form
where µ = o(1).
Let we chose φ ǫ in the form
. Then φ ǫ satisfy the first equation of (13), with λ as in (40), if and only if the quantity (41)
is identically equal to 0 over M \ B g ǫ (p). This equation can be consider, after opportune extension of functions like in equation (28), over M \ {p}.
The operator
where the subscript ⊥ is meant to point out that functions are L 2 -orthogonal to φ 0 and the subscript 0 is meant to point out that functions satisfy the 0 Dirichlet (in the CASE 1) or 0 Neumann (in the CASE 2) boundary condition on ∂M if ∂M = ∅, andχ is some cut-off funtion equal to 1 in a neighborhood of the origin, is an isomorphism for ν ∈ (0, 1). The same result holds for the operator To semplify the notation let we define
We remark that Γ ∈ C 0,α ν−2 (M \ {p}) when ν ∈ (0, 1). Equation (41) becomes
By the last result, if we chose µ in order to verify , and for all ǫ small enough, and then
satisfy the first equation of (13) . From (42) we get
We want now to give some estimations on the function w. By the previous facts and Lemma 4.1 we have the following estimations :
where we used the fact that for ǫ small enough and ν ∈ (0, 1) we have ǫ 2−ν < ǫ < ǫ log ǫ. This give us an estimation on the function w that we found before:
We have proved the following :
is a positive solution of the first equation of (13) . Moreover there exists a positive constant c such that
Now we have to make attention to the second equation of (13). Let we define
We remark that N represents the boundary value of the solution of the first of (13) we found above, is well defined in a heighborhood of (0, 0, 0) in (0, +∞) × R × C 2,α m (S n−1 ), and takes its values in C 2,α (S n−1 ). The differential of N with respect to Λ and ϕ at (0, 0, 0) is :
and we have 36) is a positive solution of (13)). Moreover the following estimation holds :
The two intermediate results complete the proof of the Proposition.
Observe that, beeing the problem of finding eigenfunctions linear, we can consider as φ ǫ in dimension 2 the following function
This will semplify our reasoning because that function, considered in the coordinates y = ǫx, converges, in a sense to be made precise, to the function −φ 0 (p) log |y| when ǫ tends to 0.
Perturbing the complement of a ball
The following result follows from the implicit function theorem.
Proposition 5.1. Given a point p ∈ M , there exists ǫ 0 > 0 and for all ǫ ∈ (0, ǫ 0 ) and all function v ∈ C 2,α (S n−1 ) satisfying v C 2,α (S n−1 ) ≤ ǫ 0 , and
where v := v 0 + v and φ is a solution to the problem
which is normalized by setting
In addition φ, λ and v 0 depend smoothly on the functionv and the parameter ǫ.
Proof :
We begin by proving that given a point p ∈ M , there exists ǫ 0 > 0 and for all ǫ ∈ (0, ǫ 0 ) and all functionv ∈ C 2,α (S n−1 ) satisfying
and
where v := v 0 +v. Let us define the dilated metricḡ = ǫ −2 g. Instead of working on a domain depending on the function v = v 0 +v, it will be more convenient to work on a fixed domain 
where χ is a cutoff function identically equal to 0 when |y| ≤ 1/2 and identically equal to 1 when |y| ≥ 3/4.
Hence (using the result of Proposition 3.1) the coordinates we consider from now on are y ∈B 1 and in these coordinates the metricĝ := Y * ḡ can be written aŝ
where the coefficients C ij ∈ C 1,α (B ǫ ) are functions of y depending on ǫ v = v 0 +v and the first partial derivatives of v. Moreover, C ij ≡ 0 when ǫ = 0 andv = 0.
are smooth maps.
Condition (46), when ǫ is small enough and not zero, is equivalent to
that makes sense also for ǫ = 0. When ǫ = 0 andv ≡ 0, the metricĝ = (1 + v 0 ) 2g is nothing but the Euclidean metric. We define
Observe that N also depends on the choice of the point p ∈ M .
We have N (0, 0, 0) = 0.
It should be clear that the mapping N is a smooth map from a neighborhood of (0, 0, 0) in
We claim that the partial differential of N with respect to v 0 , computed at (0, 0, 0, 0), is given by
Indeed, this time we haveĝ = (1 + v 0 ) 2g sincev ≡ 0 and ǫ = 0 and hence
The claim then follows at once.
Hence the partial differential of N with respect to both ψ and v 0 , computed at (0, 0, 0) is precisely invertible from R into R and the implicit function theorem ensures, for all (ǫ,v) in a neighborhood of (0, 0) in [0, ∞) × C 2,α m (S n−1 ), the existence of a (unique) v 0 ∈ R such that N (ǫ,v, v 0 ) = 0. The fact that v 0 depends smoothly on the parameter ǫ and the functionv is standard. Now that we have, for all 0 < ǫ < ǫ 0 and all functionv of mean 0, a function
it is easy to find a solution (φ,λ) to the problem (44) and to multiply it by a constant in order to verify the normalization condition. The fact thatφ andλ depend smoothly on the parameter ǫ and the functionv is standard.
We will denote the function φ = φ(ǫ, p,v) found in the previous proof as φ ǫ,v , without noting the dependence on the point p. The same for the eigenvalue :
in a neighborhood of ∂B g ǫ (p). We keep the same notation over all the following paragraphs : for a general f considered in a neighborhood of ∂B g ǫ (p) we will denotê f = Y * f
We define the operator F :
whereν denotes the unit normal vector field to ∂B 1 and (φ, v 0 ) is the solution of (44) provided by the previous result. Recall that v = v 0 +v. Schauder's estimates imply that F is well defined from a neighborhood of
m (S n−1 ). Our aim is to find (p, ǫ,v) such that F (p, ǫ,v) = 0. Observe that, with this condition, φ will be the solution to the problem (11).
Some estimates
We want now to give some estimates on F (p, ǫ, 0). In other words we are considering the case whenv = 0. We keep the notations of the proof of the previous result. If in addition v 0 = 0, we can estimateĝ
The implicit function theorem immediately implies that the solution of
Let us consider the normal coordinates x around p. Using the result of Proposition 3.1 is possible to show that
where
A straightforward calculation allows us to obtain the expansion of Γ p . Recall that
From the definition of the Green function Γ p we can obtain its expansion near p. For n ≥ 5 we have
When n = 4 we have
for all α < 2, where a, a ′ are constants and b ∈ R n . In the above expressions we used the notation
Observe that to find such an expression we used the fact that R(X, X) ≡ 0, the symmetries of the curvature tensor for which if either i = k or j = ℓ then R ikjℓ,m = 0, and the second Bianchi identity
Remark that for n = 2 or n = 3 is not possible to give a precise expansion of the Green function near p using only the local part of the equation that defines Γ p .
The main result of this section is the :
Proposition 6.1. In the CASE 1 (i.e. the case where φ 0 is not constant) there exists a constant c > 0 such that, for all p ∈ M and all ǫ ≥ 0 small enough we have
Moreover there exists a constant C n depending only on n, such that for all a ∈ R n the following estimates hold
In the CASE 2 (i.e. the case where φ 0 is a constant function) and for n ≥ 4 there exists a constant c > 0 such that, for all p ∈ M and all ǫ ≥ 0 small enough we have
Moreover there exists a constant C n (depending only on n), such that for all a ∈ R n the following estimates hold:
Proof : Let ǫ be small enough, andv = 0. We know that v 0 = O(ǫ 2 ), then from proposition 4.2 it follows that for all ǫ small enough there exists (Λ ǫ , ϕ ǫ , w ǫ ) in a neighborhood of (0, 0, 0) in 
if n ≥ 3, and by From the expression of φ ǫ,0 it follows that in the CASE 1 we have
for n ≥ 3, and
for n = 2. Then all the estimates for the CASE 1 follow at once from this computation together with the fact that, whenv ≡ 0, the unit normal vectorν about the boundary is given by For the CASE 2 the situation is much more complex. We remark that if φ 0 is constant, then
Let us compute now
We remark that the previous term is equal to
For this reason we will compute
Recall thatΓ
in a neighborhood of ∂B 1 , then from (48) and (49) (keeping in mind that v 0 = O(ǫ 2 )) we obtain easily the expression ofΓ p (y) in power of ǫ. Observe that, in the expansion ofΓ p , terms which contain an even number of coordinates, such as y i y j y k y ℓ or y j y ℓ etc. do not contribute to the result since, once derived with respect to r they continue to contain an even number of coordinates, and multiplied then byg(y, a), their average over S n−1 is 0. Then, considering only terms which contain an odd number of coordinates we have for n ≥ 5:
We make use of the identities in the Appendix to conclude that there exists a costant C
where we have
Remark that when n = 5 such a constant is 0. For n = 4 we have
and then we set C The last term we have to compute is
As before we have
In the Proposition 4.2 we proved that in the CASE 2
for n = 4 and
for n ≥ 5 (keep in mind that we are estimating the gradient of the dilated functionŵ ǫ ). Remember that ν ∈ (2 − n, 4 − n) because n ≥ 4. It follows that we can choose ν in order to have
with β = 4 for n ≥ 5 and β = 3 for n = 4. Let us consider nowĤ ϕǫ,ǫ . We do not know the expression ofĤ ϕǫ,ǫ in a neighborhood of ∂B 1 , but we can know its value on ∂B 1 . From the equalityφ ǫ = 0 on ∂B 1 , using the the estimate on the functionŵ ǫ , we have that
on ∂B 1 , for n ≥ 5. For n = 4 :
Let us define an harmonic extension ofg(y, a) to R n \B 1 :
It is easy to check that G a (y) = |y| −ng (y, a)
We observe that the functions G a andĤ ϕǫ,ǫ , by Lemma 4.1 converge to 0 when |y| → +∞. Then
Using the expansion ofĤ ϕǫ,ǫ that we found with the identities in the Appendix, we conclude that there exists a constant C
n = 0 such that (52)
for n ≥ 5, and for n = 4 (53)
Summarizing we conclude that in the CASE 2
and there exists a constant C n depending only on n, such that for all a ∈ R n the following estimates hold : for n ≥ 5
and for n = 4
Remark that C n = 0 for all n ≥ 4. This completes the proof of the result.
Linearizing the operator F
Our next task will be to understand the structure of L 0 , the operator obtained by linearizing F with respect tov at ǫ = 0 andv = 0. We will see that this operator is a first order elliptic operator which does not depend on the point p.
Let us define in R n \ {0}
For allv ∈ C 2,α m (S n−1 ) let ψ be the (unique) bounded solution of
By the Lemma 4.1, |ψ(y)| −→ 0 when |y| → ∞. We define
We will need the following result :
is a self adjoint, first order elliptic operator. The kernel of H is given by V 1 , the eigenspace of −∆ S n−1 associated to the eigenvalue n − 1. Moreover there exists c > 0 such that
where V 0 is the eigenspace associated to constant functions.
Proof :
The fact that H is a first order elliptic operator is standard since it is the sum of the Dirichlet-to-Neumann operator for ∆g and a constant times the identity. In particular, elliptic estimates yield
The fact that the operator H is (formally) self-adjoint is easy. Let ψ 1 (resp. ψ 2 ) the solution of (54) corresponding to the function w 1 (resp. w 2 ). We compute
Let us consider w = j≥1 w j the eigenfunction decomposition of w. Namely w j ∈ V j . We can define ψ j to be the bounded solution of
With this alternative formula for H, it is clear that H preserves the eigenspaces V j and in particular, H maps into the space of functions whose mean over S n−1 is 0. Moreover, it is easy to see that V 1 is the only kernel of the operator. In fact,
and then H(w j ) = 0 if and only if j = 1. This completes the proof of the result.
The main result of this section is the following :
The operator L 0 is equal to H.
Proof : By definition, the operator L 0 is the linear operator obtained by linearizing F with respect tov at ǫ = 0 andv = 0. In other words, we have
It is easy to see that F (p, 0, 0) = 0. In fact, we saw that the first eigenfunction φ ǫ,0 over
, where the estimations of Proposition 6.1 hold because v 0 = O(ǫ 2 ). If we consider this expressions only in a neighborhood of ∂B g ǫ(1+v0) (p) and the parameterization Y given in the proof of the Proposition 5.1 with coordinates y in a neighborhood of ∂B 1 , it is easy to see that the function φ 0 = Y * φ 0 is equal to the constant functionφ 0 = φ 0 (p) when ǫ = 0 and then, by the expansion of the function Γ p and the estimations on (Λ ǫ , w ǫ , ϕ ǫ ), we have that when ǫ = 0 the functionφ ǫ,0 (y) is equal to φ 1 (y). In a neighborhood of ∂B 1 the metricĝ converge, for ǫ = 0, to the euclidean metric, and from this it follows that F (p, 0, 0) is the normal derivative of φ 1 at ∂B 1 minus its euclidean mean, hence equal to 0. Our next step is to compute F (p, 0, sw), and for this we have to study F (p, ǫ, sw). Writinḡ v = sw, we can consider a parameterization Y of B g 2ǫ (p) given by the following expression :
whereḡ is the dilated metric ǫ −2 g, y belongs to the euclidean ballB 2 of radius 2 centered at 0, χ 1 is a cutoff function identically equal to 1 when 0 < |y| ≤ 4/3 and identically equal to 0 when 5/3 ≤ |y| ≤ 2, χ 2 is a cutoff function identically equal to 1 when 3/4 ≤ |y| ≤ 4/3 and identically equal to 0 when 0 < |y| ≤ 1/2 and 5/3 ≤ |y| ≤ 2, and v 0 = v 0 (p, ǫ, sw). We set
It is an extension of the metricĝ that we defined before onB 1 . We remark that φ ǫ,0 := Y * φ ǫ,0 is a solution onB 2 of ∆ĝφ ǫ,0 +λ ǫ,0φǫ,0 = 0 whereλ ǫ,0 =λ ǫ,0 = ǫ 2 λ ǫ,0 . If we setφ ǫ,0 (y) = φ ǫ,0 (ǫ y) in a neighborhood of ∂B 1 , where x = ǫ y are the normal coordinates near p that we defined in paragraph 3, we have (57)φ ǫ,0 (y) =φ ǫ,0 ((1 + v 0 + sw(y)) y) , on ∂B 1 . Writing the first eigenfunction of −∆ḡ on Bḡ 1+v (p) as φ = φ ǫ,0 + ψ andλ =λ ǫ,0 + τ , we find that
where we can normalize as (59) . Therefore, ψ and τ vanish when s = 0. We seṫ
Differentiating (58) with respect to s and evaluating the result at s = 0, we obtain
where v 0 is evaluated at s = 0. Observe that φ ǫ,0 on ∂Bḡ 1+v (p) is equal toφ ǫ,0 on ∂B 1 , then the second equation of (61) follows from (57).
Differentiating (59) with respect to s and evaluating the result at s = 0, we obtain that ψ is L 2 -orthogonal to φ ǫ,0 on Bḡ 1+v0 (p). Hence
whereψ is the solution of (61) L 2 -orthogonal to φ ǫ,0 . Differentiating (60) with respect to s and evaluating the result at s = 0, we obtain (62)
where the metricĝ is evaluated at s = 0. Since the discrepancy between the metricĝ and the euclidean metricg at ∂B 1 can be estimated by a constant times ǫ 2 when s = 0, and the euclidean average ofw is 0, we get thatv
and then from the Taylor expansion of v 0 with respect to s we get
Now, inB 4/3 \B 1 , we havê
where we denoted v 0 (p, ǫ, 0) = v 0 | s=0 = v 0 (0). To complete the proof of the result, it suffices to compute the normal derivative of the functionφ when the normal is computed with respect to the metricĝ. We use polar coordinates y = r z where r > 0 and z ∈ S n−1 . Then the metricĝ can be expanded inB 4/3 \B 3/4 aŝ
whereh is the metric on S n−1 induced by the Euclidean metric. It follows from this expression, together with the estimation of v 0 , that the unit normal vector field to ∂B 1 for the metricĝ is given byν = (1 + sw)
where ∂ zj are vector fields induced by a parameterization of S n−1 . Using this, we conclude that
on ∂B 1 . When ǫ = 0 we have thatφ ǫ,0 (y) = φ 1 (y). It follows that F (p, 0, sw), up to terms of the order O(s 2 ), is given by the term
minus its euclidean mean, where the limit is understood in the pointwize sens. We need the following result.
Lemma 7.3. Evaluate v 0 at s = 0. Let ν ∈ (2 − n, 0) if n ≥ 3 and ν ∈ (0, 1) if n = 2. Let H ϕ be the function defined in the paragraph 4. For all ǫ small enough there exist a constantτ and
, where χ is a cut-off function equal to 1 in Bḡ R0/ǫ (p) and equal to 0 out of Bḡ 2R0/ǫ (p) and ψ is defined by (54). Moreover the following estimations hold :
Proof. Let us chooseψ in the form
, where χ is a cut-off function equal to 1 in Bḡ R0/ǫ (p) and equal to 0 out of Bḡ 2R0/ǫ (p). Thenψ satisfy the first equation of (61), if and only if :
For n ≥ 3 and ν ∈ (2 − n, 0), the operator
, where the subscript ⊥ is meant to point out that functions are L 2 -orthogonal to φ ǫ,0 , and the subscript 0 is meant to point out that functions satisfy the 0 Dirichlet (CASE 1) or 0 Neumann (CASE 2) condition on ∂M and the 0 Dirichlet condition on ∂Bḡ 1+v0 (p), is an isomorphism. For n = 2 and ν ∈ (0, 1) the same result holds for the operator
whereχ is a cutoff function equal to 1 in a neighborhood of the origin. The proof of this facts has been given in paragraph 4.
Equation (66) becomes (∆ḡ +λ ǫ,0 ) η = A + B + C By the last result, if we choseτ in order to verify (67) (66) for all ǫ small enough, for all constant K and all function ϕ, and theṅ
satisfy the first equation of (61).
We want now to give some estimations on the function η. By the previous results and Lemma 4.1 we have the following estimations :
In particular we get thatτ
This give us an estimation on the function η that we found before:
Summarizing, we have proved the following : For all ϕ ∈ C 2,α m (S n−1 ), for all constant K, for all ǫ small enough, there exists a function η(ǫ, K, ϕ) ∈ C 2,α ν,⊥,0 (M \ Bḡ 1+v0 (p)) such that (65) is a positive solution of the first equation of (61). Moreover there exists a positive constant c such that
Now we have to make attention to the second equation of (61). Let us define
We remark that Z, that represents the boundary value of the solution of the first of (61) we found above, is well defined in a heighborhood of (0, 0, 0) in (0, +∞) × R × C 2,α m (S n−1 ), and takes its values in C 2,α (S n−1 ). It is easy to compute the differential of Z with respect to K and ϕ at (0, 0, 0) :
∂ ϕ Z(0, 0, 0) (φ) =φ. We can estimate Z(ǫ, 0, 0) :
The implicit function theorem applies to give the following : Let ǫ be small enough; then there exist (K ǫ , ϕ ǫ ) in a neighborhood of (0, 0) in R × C
The last norm is overχ R ⊕ C 2,α ν (M \ {p}) if n = 2. This completes the proof of the result. Using the previous lemma, we have that for ǫ small enough
for n ≥ 3 and
for n = 2, because the estimation of η ǫ is given on the weighted Holder spaces. The statement of the Proposition 7.2 then follows at once from the fact that ∂ r φ 1 is constant while the term w ∂ 2 r φ 1 + ∂ r ψ has mean 0 on the boundary ∂B 1 . This completes the proof of the proposition. Now we denote by L ǫ the linearization of F with respect tov, computed at the point (p, ǫ, 0). It is easy to check the : Lemma 7.4. There exists a constant c > 0 such that, for all ǫ > 0 small enough we have the estimate F (p, ǫ, sw) is given by (63) minus its mean, in the metricĝ. F (p, ǫ, 0), up to terms of order O(ǫ 2 ), is given by ∂ rφǫ,0 (y) at ∂B 1 minus its the mean, in the metricĝ evaluated at s = 0. The proof of the Lemma follows at once from Proposition 6.1 and Lemma 7.3.
The proof of the main result
We shall now prove that, for ǫ > 0 small enough, it is possible to solve the equation
Unfortunately, we will not be able to solve this equation at once. Instead, we first prove the : Proposition 8.1. There exists ǫ 0 > 0 such that, for all ǫ ∈ [0, ǫ 0 ] and for all p ∈ M , there exists a unique functionv =v(p, ǫ) and a vector a = a(p, ǫ) ∈ R n such that In view of the result of the previous Proposition, it is enough to show that, provided that ǫ is small enough, it is possible to choose the point p ∈ M such that a(p, ǫ) = 0. We claim that, there exists a constantC > 0 (only depending on n) such that Θ(a(p, ǫ)) = −ǫC ∇ g φ 0 (p) + O(ǫ 2 ) in the CASE 1 and n ≥ 3 Θ(a(p, ǫ)) = −ǫ log ǫC ∇ g φ 0 (p) + O(ǫ) in the CASE 1 and n = 2 Θ(a(p, ǫ)) = −ǫ 3C ∇ g Scal(p) + O(ǫ 4 ) in the CASE 2 and n ≥ 5 Θ(a(p, ǫ)) = −ǫ 3 log ǫC ∇ g Scal(p) + O(ǫ 3 ) in the CASE 2 and n = 4
For all b ∈ R n we compute The claim then follows from the estimates in Proposition 6.1 and the fact that 
Appendix
We recall here some results demonstrated in [7] . Scal ,t x t x σ dvolg = 1 n Volg(S n−1 ) Scal ,σ
Proof : We find that
Scal ,t x t x σ dvolg = 0 unless the indices t and σ are equal. Then
Scal ,t x t x σ dvolg = Scal ,σ S n−1 (x σ ) 2 dvolg = 1 n Volg(S n−1 ) Scal ,σ
