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We prove a noncommutative rsion of a theorem of Schiitzenberger on the factorization of 
variable-length codes. As consequences, we obtain a positive answer to a weak form of the 'fac- 
torization conjecture, a complete characterization f maximal and finite codes and a noncom- 
mutative xtension of an invariance property due to Hansel and Perrin. 
1. J~ntroduction 
A (variable-length) code is a free subset of a free monoid; more formally, it is the 
basis of some free submonoid. The theory of these codes (not to be confused with 
error-detecting codes) was first developed by M.P. Schiitzenberger. A major pro- 
blem in this theory is to factorize codes, that is, considering the characteristic formal 
power series of a code (in the noncommutative formal power series algebra), to find 
a factorization of that series, or of its commutative image. 
Let A be some finite set and A* the free monoid generated by A. Let C be a code 
an g denote also by C its characteristic series, which is an element of the Z-algebra 
~_%.. ~ of noncommutative formal power series on A. Let ~o :Z((A)) ~ Z[[A]] be the 
canonical homomorphism. Schiitzenberger showed that, if C is a maximal and finite 
code, then there exists in the algebra of commutative polynomials, Z[A], a fac- 
torization of the form 
9(C) - 1 = PS(a(A)  - 1)(d+ (~o(A) - 1)Q) 
where 
(i) S = 1 if and only if C is a pref ix  code. 
(ii) P = 1 if and only if C is a suf f ix  code. 
::_) d is the degree of C. 
S~: :25] and also [14] and [1]. 
C'ur main result (Theorem 1 of Section 2) is a noncommutative rsion of this 
result: for such a code, there exists in the algebra of noncommutative polynomials 
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Z(A)  a factorization 
C-  1 = P(d(A - 1)+ (A - 1)Q(A - 1))S 
with the same conditions on P, S and d. 
This result gives also a positive answer to a weak form of the factorization conjec- 
ture of Schfitzenberger: for such a code, there exist noncommutative polynomials 
X and Y, with coefficients 0 or 1, such that 
C-  1 =X(A  - 1)Y. (1) 
Theorem 1 implies that such a factorization exists, at least with X, Y with integer 
coefficients. 
Another result (Theorem 2 of Section 2) allows us to characterize completely 
maximal and finite codes: a subset C of A*, not containing the empty word, is a 
maximal and finite code, if and only if there is a factorization of the form (1) for 
some polynomials X, Y in Z~A). 
For other work on the factorization conjecture, see Restivo [22], C6sari [5], 
Perrin [18], Bo~ [3] and Perrin and Schfitzenberger [19]. In the latter is shown that, 
for any code C, the quotient 
(~o(C)- 1)/(~o(A)- 1) 
has nonnegative coefficients if and only if C is commutatively equivalent to a prefix 
code (i.e. there is some prefix code C' such that Q(C)= Q(C')), and that this is the 
case for very pure codes. The commutative equivalence was proved also for a special 
class of codes by Mauceri and Restivo [17]. A weaker form of this problem is the 
so-called triangle conjecture, which was studied by Perrin and Schfitzenberger [20], 
Hansel [12], Pin and Simon [21], De Felice [10] and finally by Shor [26], who 
showed that it is false in general. So the commutative quivalence is not true in 
general, but the problem remains open for finite and maximal codes (conjecture 
from Schfitzenberger). 
In the last section, we give some applications of Theorem 1. The main one is a 
noncommutative rsion of a probabilistic invariance property due to Hansel and 
Perrin [13]: the Bernoulli measure of the set of contexts of a word with respect o 
a given maximal and finite code does not depend on that word. This result may be 
obtained as a corollary of an algebraic result on the set of contexts of a word (see 
Section 7, Corollaries 3 and 4). 
For a general survey about codes, see the book of Berstel and Perrin [1]. 
The proof of Theorem 1 uses a double technique: 
(1) The use of the structure of the minimal ideal of the syntactic monoid of 
C* (the submonoid generated by C); this structure is given by the theorem of 
Suschkewitsch, and its use in coding theory was introduced by Schiitzenberger. It 
allows to establish equations of the form 
A* = YC*X+ Z 
where X, Y, Z are finite subsets of A* (eqs. (3.2) and (3.3)). 
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This equation is another weak form of the factorization (indeed, by inversion, (1) 
may be written as A*= YC*X). The proof of these equations uses a generalization 
of an idea of Bo~ [3], who studied some special class of codes. 
(2) These equations are treated in the polynomial algebra nd its field of fractions, 
using mainly the euclidean algorithm of Cohn [8] and the techniques he developped. 
We need also some arithmetical lemmas on polynomials with integer coefficients 
ar.d on the factorization of polynomials which are equal to a scalar modulo the right 
ide;~3 generated by A -  1: Gauss' lemma, applications to continuant polynomials. 
Gne byproduct of the proof presented here is a new proof of Schiitzenberger's 
factorization theorem [25]: the probabilistic and linear techniques of [25] are re- 
placed by the use of the factoriality of Z[A], see [23] and Section 6. 
A weak form of these results is already in [23] and [24]. 
2. Results  
Let A be a finite alphabet and A* be the free monoid generated by A. An element 
of .4* is called a word, and the neutral element of A is the empty word, denoted 
by . An element of A is called a letter. The length of a word w is denoted by [w[. 
?~ code C is a subset of A* such that for any words Ul .... , un, ol,..., op in C 
verifying 
Ul  " '"  ~dn = D1 " "Op 
one has n =p and u, = oi for any i in {1, . . . ,n}. 
In other words, any word in C* (= the submonoid generated by C) has only one 
factorization in elements of C. 
A code is called maximal if it is not a proper subset of any code. 
A code C is prefix (resp. suffix) if no word in C is a left (resp. a right) factor 
of another word in C. Note that either of these conditions implies that C is a code, 
if ~.~ C (see [1], [11], [15]). 
Denote by ©(A) (resp. ©((A))) the algebra of noncommutative polynomials (resp. 
formal power series) generated by A over ©. An element P of ©(A) is a finite linear 
combination of words 
P = (P, w) w, (P, w) Q 
w~A* 
while an element S of ©<(A)> is an infinite linear combination 
s= (S,w)w, (S,w)eQ. 
w~A* 
-~ series S is invertible in ©((A>> if and only if its constant term is nonzero, that 
ia. ~f (S, 1 )~ 0. A particular case is a series of the form S = 1 - T, where (T, 1)= 0. 
Tken the inverse of S is 
(1- T) -1: E Tn. 
n-~O 
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This sum will also be denoted by T*: 
T*= ~, T n. 
n>O 
A subset L of A* will be identified with its characteristic series 
L=~w.  
w~L 
Note that if C is a code, then the sum 
E c" 
n>0 
is the characteristic series of C*; hence the star notation is unambiguous: 
c*= c"=(1-c )  -I. 
n_>O 
Let C be a maximal and finite code. Let M be the syntactic monoid of C* (that 
is, the quotient monoid of A* by the biggest congruence for which C* is a union 
of classes, see [11], [15]) and let 
0 : A*--*M 
be the canonical monoid homomorphism. Note that, by definition of M and 0 
C*=O-Io(C*). 
By Kleene's theorem ([11, [111, [151), M is a finite monoid. Hence M contains an 
ideal J which is contained in any ideal of M: this ideal is called the minimal ideal 
of M. By Suschkewitsch's theorem ([61, [151), J is equal to the disjoint union of the 
minimal right (resp. left) ideals of M; furthermore, for any minimal right (resp. left) 
ideal R (resp. L) of M, the intersection RNL is a group; these groups are all 
isomorphic. 
By a theorem of Schiitzenberger ([111, [15], [251), C* intersects all ideals of A* (C 
being maximal). Hence o(C*) intersects J. In particular, there exists some minimal 
right (resp. left) ideal R (resp. L) of M such that o(C*) intersects the group 
G = R (3 L. The intersection 
H = G CI o(C*) 
is then a subgroup of G (being a subsemigroup of a finite group). By definition 
d = [G : H] 
is the degree of the code C. One shows that d does not depend on R and L. A code 
of degree 1 is called synchronizing. 
Remark. The degree of C may defined in various ways. One elegant way is to con- 
sider infinite words, that is, mappings 2[ -*A. Then, define the decomposition i C 
of such an infinite word (in an evident way). The degree of C is then the minimum 
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number of decompositions of the periodic infinite words ([2], [27]). It is always > 1, 
C being maximal. 
Our main result is 
Theorem 1. Let C be a finite and maximal code. Then there exist polynomials 
X, Y Z in Z(A)  such that 
C -  1 =X(d(A - 1)+ (A - 1)Z(A - I))Y 
and 
(i) d is the degree o f  C, 
(ii) C is prefix (resp. suffix) i f  and only i f  Y = 1 (resp. X = 1). 
Note that one has then in particular: C -1  =X' (A -  1)Y' for some polynomials 
X', Y'. This last statement admits a converse, which is the following result. Note that 
this result also implies the 'if' part of condition (ii) in Theorem 1. 
Theorem 2. Let C~N(A)  without constant term (i.e. (C, 1)=O). Suppose 
C-  - =X(A  - 1)Y for  some polynomials X, Y in Q(A).  Then C is a finite and 
ma:~ :'.:',al code. Furthermore, i f  Y ~ Q (resp. X ~ ©), then C is a prefix (resp. suffix) 
code. 
We prove first Theorem 2. For this, define an algebra homomorphism 
n :Q(A)~© by r~(a) = 1/card(A) for each letter a in A. 
Furthermore, for any series S in ©¢~(A)), define the support of S to be the follow- 
ing subset of A*: 
supp(S) = {w~A*](S,  w) :~0}. 
Procf of Theorem 2. Because 1 - C=X(1 -A )Y  and because 1 - C is invertible in 
~((z:?. by assumption, X and Y are also invertible in Q((A)), hence (1 -  C)-1= 
Y- l t~-A) -~X -~. Hence 
(1 -A ) - I  = Y (1 -C) - Ix .  
Note that 
(1 -A) -~= ~ An=A * and (1 -C) -~= ~ C n. 
hEN nEN 
Thus 
Th: ~mplies that any word in A* may be written as ycl ""CnX for some y in 
sup_r_,. Y), Cl... c n in supp(C) and x in supp(X). Then take any word w in A* and u 
a word longer than deg(X), deg(Y). One has 
uwu = YCl "" cnx, 
172 C. Reutenauer 
hence, by the choice of u, w is factor of ci ... cn. Thus any word is factor of SOme 
word in the submonoid generated by supp(C); said otherwise: this submonoid in- 
tersects any ideal of A*. In the terminology of [4], supp(C) is a complete subset of 
A*. Hence, by [4], one has 
zt(supp(C))_> 1.
But, because C-  1 =X(A - 1)Y and zr(A)= 1, one has also 
= i .  
Because the coefficients of C are nonnegative, we obtain 
1 = zr(C) _> ~z(supp(C)) _> 1. 
Hence C= supp(C). Thus C is a complete and finite subset of A* with rffC) = 1. 
Hence C is a maximal code, by [4]. 
Suppose now that Y~ ©. Then by (2.1), any word is a left factor of some word 
in C*, that is, C* intersects any right ideal of A*. By a theorem of Schiitzenberger 
([1], [15]), C is therefore a prefix code. [] 
Remark. If in Theorem 2, one puts the additional hypothesis X, Ye N(A), then the 
proof is easier (and already known): indeed, (2.1) implies then that the coefficients 
of ~n~N Cn are 0, 1: hence C is a code (and the coefficients of X, Y are 0, 1). 
Recall that the 'factorization conjecture' of Schtitzenberger just tells that such a 
factorization (with X, Y >__ 0) always exists, when C is a finite and maximal code. 
We give a corollary to Theorems I and 2, which characterizes completely finite 
and maximal codes. 
Corollary. Let C be a finite set of  words not containing the empty word. Then the 
following conditions are equivalent: 
O) C is a finite and maximal code. 
(ii) There exist polynomials P, S in Z(A) such that 
C -  1 = P (A-  1)S. 
The following sections are devoted to the proof of Theorem 1. 
3. Some equations 
Let C be a finite and maximal code, CCA*, M the syntactic monoid of C* (the 
submonoid of A* generated by C) and ~o : A*--,M the canonical monoid homomor- 
phism. Recall that M is finite, hence has a minimal ideal J, that J intersects 
M'=~o(C*) and that C*=Q-I(M'). 
By the theorem of Suschkewitsch, there is some minimal right (resp. left) ideal 
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R (resp. L) of M such that M'  intersects the finite group G = R CI L; then H = M' CI G 
is a subgroup of G, whose index is d = [G : HI ,  the degree of the code C. 
Let xl,...,)ca, Y~,..., Yd be words in Q-~(G) such that each Q(x,) is the inverse of 
Q(Yi) in G, that Q(Xl)=Q(yl)=e (the neutral element of G) and that the classes 
Ho(xl), . . . ,  HL°(Xd) (resp. Q(y~)H, ..., O(Ya)H) are all the right (resp. left) classes of 
G rood. H. 
Le.: j, 1 <_j<_d, and w a word. Then there exists one and only one i, 1 <_i<_d, such 
that x: wyj ~ C*. Indeed, the latter condition is equivalent o Q(xiwyj)eM', and 
because Q(xi)eR, Q(yj)EL, hence Q(x, wyj)~ G, it is still equivalent to Q(xiwyj)eH. 
But ~o(xi wyj) ~ H ¢~ eo( wyj) = Q(YiXi wyj) ~ Q( yi)H; this proves the claim. 
We use now, to establish eqs. (3.2) and (3.3), some techniques already used in [14] 
and [25]. 
Define S;={ulxiu~C*} and Pj= {oloyjeC*}. Further, let S,=S~\ S;C + and 
pj=Pj\  C+P; where C+ =C* \  1. 
Note that each word u in S; is of the form u = sc~ ... cn for some proper right fac- 
tor s of some word in C and some c, , . . . ,  c, in C (n_> 0); if further u is in S,, then 
n = 0 and u =s. It implies that Si is finite. Similarly, PI is finite. 
Now, if a word w is in the product SiC*Pj, then xtwyseC*. Conversely, if 
x;,;, L eC*  and w is not factor of any word in C, then weS, C*P s. This and the 
previous claim imply the existence of some finite set of words Gj such that 
A*= ~ S,C*PsUG s (disjoint union). (3.1) 
I <_t<_d 
But the product S,C*Pj is unambiguous, that is, smp=s'rn'p' with s,s'eSi, 
m,m'eC*, p ,p 'eP s implies s=s', m=m' and p=p'. Indeed, one has then 
xismpyj =x~s'm'p'yj, so one may conclude by unique factorization. 
That unambiguity may be formulated otherwise: in Z((A>>, the product SiC*Pj is 
a series with coefficients 0, 1. So, by (3.1) we obtain, in 7/<<A>>, for any j :  
A*= ~ S,C*Pj+Gj (3.2) 
l <_t<_d 
where Gj is a finite subset of A*. 
Symmetrically, for any i: 
A*= ~ S iC*P j+D i 
l<_]<_d 
where Dt is a finite subset of A*. 
Now, when is C prefix, then for any words u, o 
U, UO E C*  ~ t) ~ C* ,  
se ~. [1], [11] or [15]. 
Hence, if C is prefix, S; = C* (because Xl e C*), thus 
C prefix = $1 = 1. 
(3.3) 
(3.4) 
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Symmetrically 
C suffix = Pl = I. 
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(3.5} 
4. Proof of Theorem 1 
A polynomial P e Q(A) is called primitive if P ~ 0, P ~ Z<A) and if its coefficient~ 
have no nontrivial common divisor in Z. 
For each nonzero polynomial Pe~(A) ,  there exists a unique positive rationa] 
number c(P), the content of P, such that P/c(P) is primitive. We shall write 
P = c(P)P. 
Note that, for any nonzero polynomial P
P primitive *~ c(P)= 1, 
P ¢. Z(A) *~ c(P) ~ ~. 
Lemma 4.1 (Gauss lemma). (i) I f  P, Q are primitive, then so is their product PQ. 
(ii) For any nonzero polynomials P, Q, one has 
c(PQ)=c(P)c(Q) and i~Q=pO_. 
The proof of this lemma is similar to the proof in the commutative case; so we 
omit it. 
We shall use the fact that Q(A) possesses a 'universal field of fractions', U, such 
that Q(A) is a subalgebra of U, see Cohn [8, chapter 7]. 
This (skew) field possesses the following property. 
Proposition 4.2 (Cohn [9, corollary, p. 30]). Let PI,P2,P3,P4 be nonzero poly- 
nomials uch that P1P21P3=P4 in U. Then there exist polynomials QI, 9-2, Q3, Q4 
such that 
PI = Q1Q2, P2 = Q3 Q2, P3 = Q3 Q4, P4=Q1Q4 . 
We use in fact the following arithmetical version of this result. 
Corollary 4.3. Let P1,P2,P3,P 4 be nonzero polynomials in Z(A) such that 
PIP21P3 =P4 in U. Then there exist polynomials Q1, Q2, Q3, Q4 in Z(A) such that 
PI=QIQ2, P2=.O302, P3=Q304, P4=QIQ4 .
Proof. By Proposition 4.2, we have P1 = QI Q2, P2 = Q3 Q2, P3 = Q3 Q4, P4 = Ql Q, 
for some nonzero polynomials QI, Q2, Q3, Q4 in Q(A). Let ci =c(Qi), i= 1,2, 3, 4 
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Then by Lemma 4.1: 
C(Pl)=ClC2, c(P2)=C3C2, c(P3)=c3c4, c(P4)=ClC4. 
Thus c(P4)= c(P1)c(P3)/c(P2). As by hypothesis c(Pi)e N, this relation implies the 
following factorizations in N: 
c(P1)=dld2, C(PE)=d3d2, c(P3)=d3d4, c(P4)=dld4. 
.-hermore, again by Lemma 4.1: 
P,=O_IQ:, P:=0302, P3=P_.3C2,, P4=OlO,. 
Thus, as P= c(P)P: 
Pl=dlQld2~_.2, P2=d3~3d29_.2, P3=d303d4~_.4, P4=dl(~ld40.4 • 
This proves the lemma. [] 
We use now eq. (3.2). Let 
S= E S,, P= E Pj, Q= 
1 <_i<_d l <-j<_d 
~.:_:'~ by (3.2), we have dA*=SC*P+Q or 
dA* - Q = SC*P. 
Furthermore, by (3.2), A*=SC*P1+G1 or 
A* -  G 1 = (1 -A) - ! (1  - (1 -A)GI ) .  Thus 
(1 - A)SC* = (1 - (1  - A)G,)P~-I. 
(Note that 1 e P1, hence P1 is invertible in Q(<A>>.) 
Hence, by (4.1), 
d-(1-A)Q=(1-(1-A)G1)P~- IP  or 
P = e~ (1 - (1 - A)G 1)-1(d- (1 - A)Q). 
1 <_j<_d 
(4 .1 )  
A*-GI=SC*PI.  But in ©(A)), 
(Again, note that 1 eP~ implies by (3.2) that 1 cGl ,  hence 1 - (1 -A)G 1 is inverti- 
ble in ©((A)).) 
This relation holds in Q((A)}, hence in the universal field of fractions U' of ©{(A)), 
hence also in U (because U may be canonically embedded in U', see [8, ex. 7.6.4]). 
Hence, we may apply Corollary 4.3 to this relation and we derive the existence of 
polynomials E, F, G, H in 2~(A) such that 
P~=EF, 1 - (1 -A)GI=GF,  d - (1 -A)Q=GH,  P=EH. (4.2) 
We shall use the following lemma, in which (A -  I) denotes the right ideal 
-- 1)•(A) of Z(A). 
Lemma 4.4. Let X, YeZ(A)  and aeZ,  a¢O, such that Xymamod(A - 1). Then 
X- f i ,  Y -ymod(A  - 1), for some fl, ye~_ with a=py.  
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This lemma will be proved in the next section. 
By the lemma nd eq. (4.2), we have G = 4-1 mod(A - 1), hence H = + d mod(A - 1). 
Replacing eventually H by -H ,  we obtain 
P=E(d+(A - 1)R) (4.3) 
where R ~ Z(A) .  
We use now eq. (3.3) for i=1,  and obtain A*=SIC*P+DI .  As A*-D I - - -  
(1 -A) - I (1 - (1 -A)D I ) ,  we have by (4.3) and inversion 
C-  1 =E(d+ (A - 1)R)(1 - (1 -A )D~) - I (A  - 1)S~. 
Applying Corollary 4.3, we derive the existence of polynomials X, Y, Z, T in Z(A)  
such that 
E(d+(A - 1 )R)=XY,  1 - (1  -A )D 1 =ZY,  
(4.4) 
(A - 1)S~ = ZT,  C -  1 = XT .  
We may assume that rt(Y)_>0, where n is as in Section 2. This implies, by Lemma 
4.4, 
Y= 1 + (A - 1)Y', Z= 1 + (A - 1)Z' (4.5) 
for some Y', Z' in Z(A) .  Hence (A - 1)Sx = T+ (A - 1 )Z 'T  which shows that 
T=(A-  1)T', T '~7/ (A) .  (4.6) 
Now we compute X. For this, we use the cont inuant  po lynomia ls  of Cohn [7]: let 
x l , . . . ,  xn be polynomials and define P , (X l , . . . , x i )  by 
p0 = 1, Pl(Xl) =XI, 
pt(xl, . . . ,X i )=Pi_ l (X  1, . . . ,Xi_1)xi+Pi_E(Xl,  ...,Xi_2) for 2<_i<_n. 
For example, 
p2(x l ,xE)=XxX2+ 1, p3(x l ,xE,  xa)=X~X2X3+Xl +x3. 
We shall simply write P(Xl, ..., Xi) for pz(x 1, . . . ,  xi). 
We use the following 
Proposition 4.5 (Cohn [7, 4(iii)]). Let  U, V, U" V '  be nonzero po lynomia ls  uch that 
UV" = U" V. Then there exist po lynomia ls  UI , xl , .. . , Xn, V1 such that 
deg(xl), ..., deg(xn_ 1) -  > 1 and that either 
or 
u= Ulp(x~, .. . ,  x,) ,  
u'= Ulp(xi,""" ' X~ m 1 ) ' 
U = U l p (x l , . . . ,  x n_ 1), 
U' = UI P(xa , ... , xn), 
V'=p(x ,_  l, 
V=p(x , ,  ... ,x l )  
V'  = p(x , ,  . . . , x1) V1, 
V=p(xn-1 ,  ... , x l )  Vl. 
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This proposition may be explained by the following identity 
p(x l  . . . .  , xn)P(Xn _ 1, . . . ,  x l ) = P(Xl , .. . , x , _  1)P(x~, . .. , xl ), (4.7) 
see [7]. The technical condition on the degrees comes from the fact that the xi 's are 
the successive quotients of the euclidean algorithm of Cohn [7] applied to U and 
U' (x,, which is the first quotient, may be scalar). 
V~,e shall use the following 
Lemma 4.6. Let  x l , . . . , x  n be po lynomia ls .  Then P(X1, .... Xn) and p(x ,  . . . .  ,X1) 
either are both zero or have the same content.  
Furthermore, we use the following result, where (A -  1) denotes the right ideal 
(A - 1)©(A) of ©(A). 
Lemma 4.7. Let  xl . . . .  , x n be po lynomia ls  such that deg(xj),..., deg(x n_ l) > 1 and 
that both p (x , ,  . . . , x l )  and P(Xn- i  . . . .  ,Xl) are congruent  to a scalar mod(A-  1). 
Then 
p(x  , . . .  , x . ) -  p (x . ,  . . . ,  x l  ) 
a:.L ~ 
P(xl  . . . .  , x~- l ) - -P (X ,_ l ,  . . . , x l )  mod(A - 1). 
These two lemmas will be proved in the next section. 
By (4.4) and (4.5), we have the relation 
E(d+ (A - 1)R) =X(1 + (A - 1) Y'). 
We apply Proposition 4.5, Lemma 4.4 and the previous lemmas to this relation and 
derive the existence of polynomials U, K, L, M, N, V~ ©(A) such that 
E=UK,  d+(A-1)R=LV,  X=UM,  I+(A-1)Y '=NV,  
KL  = MN,  c(K) = c(N) ,  c(L) = c(M) ,  (4.8) 
K and N (resp. L and M) are congruent to the same scalar mod(A - 1). 
Recall that for any polynomial S, we denote by g the unique primitive polynomial 
such that S = c(S)$. 
As D~ is a characteristic polynomial, 1 -  (1 -A )D1 is primitive. Hence by (4.4), 
Y and Z are primitive. Thus, NV= 1 +(A-1)Y '= Y is primitive and, by Gauss' 
lemma, c(N)c (V)=l ;  furthermore I+(A-1)Y '=f i [~ .  Hence by Lemma 4.4, 
P=e+(A-  1)V' with e=+l  and V'e7 / (A) .  
On the other hand, C -  1 is primitive, hence so is X, by (4.4). It implies, by (4.4), 
v.~ d+ (A - 1)R is primitive. Thus, by (4.8) and Gauss' lemma, d+ (A - 1)R =/S,~'. 
2=,is implies, by Lemma 4.4, that L=ed+ (A-  1)L' for some L' in Z(A). 
But L and M are congruent to the same scalar mod(A - 1)Q(A), hence so are also 
/S and Aqt (as c(L )= c(M)) .  This shows that M=ed+ (A - 1)M' with M 'e  ©(A); ac- 
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tually, as (A - 1 )M '=~I -ed~Z(A)  and as A - 1 is primitive, we obtain M'~Z(A) ,  
by Gauss's lemma. 
As X is primitive, we have X= X,  hence, by Gauss' lemma and (4.8), X= 01gl, 
so that 
X= U( td  + (A - 1)M'). (4.9) 
Using (4.4), (4.6) and (4.9), we obtain 
C-  1 = U( td  + (A - 1)M')(A - 1)T' 
where U,M', T" are in Z(A> and e=_+l. 
This shows that 
C-  1 =x(ed(a -  1) + (A - 1)z(A - l ) )y  
with e = + 1, x = + U, y = +_ T', n(x) >_ 0 and n(y) >_ O. 
For any polynomial P, let 
(p, w)lwl 
W 
Note that A(PQ)=A(P)n(Q)+ n(p)~.(Q). 
As A(C)>0 and n(A-  I)=0, we obtain e= I (because O<~.(C- I)=n(x)edn(y)), 
which proves the formula of Theorem I. 
Suppose now that C is prefix. Then St = I by (3.4). Hence by (4.4), ZT=A - I, 
which implies by (4.6), A- I=Z(A- I )T ' .  Hence y=_T '=±l ,  and because 
n(y)>_0, we obtain y= I. 
Suppose that C is suffix: then PI = I by (3.5). Then E= ±I by (4.2), hence by 
(4.8), ±I = OR ~, which implies O= ±I. As x= ±O and n(x)_>0, we obtain x= I. 
This proves Theorem I. 
5. P roo f  o f  the lemmas 
Before proving Lemma 4.4, we prove the following result. 
Lemma 5.1. Let X, Y, Z be polynomials uch that Y~ O, deg(Z) _ deg(Y) and that 
XY+ Z is congruent o a scalar mod(A - 1)Q(A). Then so is also X. 
Proof .  (1) If P is a polynomial and w a word, define the polynomial Pw -1 by 
pw- l=~u(P ,  uw)u.  Note that if P is a word, then Pw- l=u if P=uw and 
Pw -l = 0 if P does not end with w. Note also that deg(Pw -l)_< deg(P) -  Iwl, where 
[w I is the length of w. Let P, Q be polynomials and w a word. Then there is some 
polynomial P '  such that 
(PQ)w -1 =P(Qw-1)+P ', deg(P') < deg(P) or P=P'=O.  (5.1) 
Indeed, this is easily verified when P, Q are words, and extends by linearity to 
polynomials. 
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(2) Let 
XY+ Z=d+ (A  - 1)T (5.2) 
where de  © and Te  ©(A). Choose a word w with (Y, w) g:0 and [w I = deg(Y). Note 
that in this case Yw -1 =(Y, w)=a -1, say. 
By (5.1), we have (XY)  w-  l = X(Yw-  l ) _ X ' ,  deg(X') < deg(X) (we may suppose 
v~ n~ and ((A - 1)T)w -1 = (A - 1)(Tw-1) + e, e e ©. Hence, because (XY+ Z)w- l  _ ~ -  ~:  
, "A -  1)T)w -1 ,~ , we have 
(Y ,  w)X-  x '+  Zw -~ = (A - 1)(Tw -~) +f  
where f= e + dw-  ~ e ©. It implies 
X= otX ' -  otZw -1 + ct(A - 1)Tw -I + off (5.3) 
Put the right-hand side in the initial equality, obtaining 
d+ (A - 1)T= otX'  Y -  a(Zw -1) Y+ a(A - 1)(Tw -1 ) Y+ ~fY+ Z 
so that 
ctX 'Y+ Z-  ot (Zw -1 )Y+ a fY= d -  a (A  - 1)(Tw -1 )Y+ (A - 1)7'. 
N~e that deg(Z)< deg(Y), so that Zw -~ is a scalar; hence we have an equation of 
type (5.2) with X '  instead of X. By induction on deg(X), we conclude that X '  is con- 
gruent to a scalar mod(A-  1)©(A), hence so is X, by (5.3) and the fact that 
Zw -1 e©.  [] 
Proof of Lemma 4.4. By assumption, we have XY= a + (A  - 1)U where a e 7/ \  0 
and UeZ(A) .  By Lemma 5.1, we obtain X=f l+(A  - 1)T for some fl in Q and T 
in ©(A). Hence a+(A-1)U=f lY+(A-1)TY  which shows that f l~0 (because 
a~0)  and that Y= y + (A - 1)S for some )p in © and S in ©(A). Now, X and Y are 
7/  i~ x_,A), put a= 1 for some letter a and b=0 for the other letters; it shows that 
i5. ~Y. Furthermore, X- f l=(A-  1)Teie(A), so that Te-g(A)  by Gauss' lemma. 
S:'.:itarly S e 7/(A). The relation a =BY is clear. [] 
We come now to the proof of the results about continuant polynomials. Recall 
that 
P(x l  , . . . ,  x,,) = P(Xl  , . . . ,  xn -  1)xn + P(Xl , . . . ,  xn -  2). (5.4) 
In fact, as noted in [7], p(x~,  . . . ,  x,,) may be obtained by the 'leapfrog construc- 
tion': consider the monomial x l ' "xn  and all monomials obtained by erasing some 
x ,x , .  ~ in it and by iterating this process. Then p(x l  . . . .  , Xn) is just the sum of these 
monomials (without multiplicities). This shows that we also have 
p(x l ,  . . .  , x , , )  = x l  p (x2  . . . .  , x, , )  + p(x3 ,  . . .  , x , , ) .  
Bu ~. we shall use the symmetric relation: 
p(x,~, . . . ,  xl  ) = xnp(x~ _ 1, . . . ,  x l  ) + P(Xn-  2, . . . ,  XI). (5.5) 
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Proof of Lemma 4.6. Induction on n. 
For n = 0 or 1, the result is clear. 
Let n_>2. If P(X1, . . . ,  X n_ !) and p(xn_  1, . . . ,  x l )  are nonzero, then we conclude by 
induction, Gauss' lemma and the relation (4.7). Otherwise, p(x l , . . . , x , , _~)= 
p(xn_  1, . . . ,  x l )=0 by induction. Then, by (5.4) and (5.5) we obtain p(X1, ... ,Xn)= 
P(Xl,.. . ,Xn_2) and P(Xn,...,X1)=P(Xn_E,...,XI). Again, we conclude by in- 
duction. [] 
Proof of Lemma 4.7. (1) We have deg(xi), ..., deg(xn_ 1)-- > 1. We show that this im- 
plies that the degrees of 1, P(Xl),  P(X2, x l ) , . . . ,  p (xn_  i , . . - ,  Xl) are strictly increasing. 
This is surely true for the two first polynomials. Let i , 2<_ i<_n- I .  Then by (5.5) 
P(X i ,  " . , XI ) = x iP (X ,  - 1 , . . ' ,  X l  ) + p(x,  _ 2, " ' " ,  XI)" 
By induction, deg(p(x,_ i, ..., xl)) > deg(p(xt_2,..., xl)). This implies that 
deg(p(x i ,  . . .  , x l ) )  = deg(x ip (x i _  j , ... , Xl)) > deg(p(x i _  l , ... , x l  )). 
This proves the claim. 
(2) We show the lemma by induction on n. Note that if the condition on the 
degrees is fullfilled for x l , . . . ,  Xn, then a fortiori for x l , . . . ,  xn_ 1. 
By assumption, p(xn,  . . . ,  x l )  is congruent to some scalar a and P(Xn_ 1, . . . ,  x l )  to 
some scalar fl mod(A-  1). Now by Lemma 5.1, eq. (5.5) and the degree inequality 
of 1., we obtain that Xn is congruent to some scalar y mod(A - 1). By (5.5) again, 
we have 
P(Xn - 2, --', Xl) = P(Xn, " " , X1 ) -- Xn P (Xn  - 1, " ' " ,  X1) 
which shows that P(Xn_ 2, . . .  ,Xl) is congruent to ct -y f l .  By induction we conclude 
that p(x  1, . . . ,Xn_ i )=- f l  and p(x  1, . . . ,Xn_E)=-a - f l y .  Hence by (5.4) P(Xl ,  . . . ,Xn) - -  
fly + a--  fly = a, as desired. [] 
6. Comments 
Theorem 1 gives the following formula, for each maximal and finite code C: 
C-  1 = X(d(A  - 1) + (A  - 1 )Z(A  - 1)) Y. 
In all known cases, especially in the Perrin's family of nonsynchronizing, indecom- 
posable, prefix and nonsuffix codes [18], or in the Vincent's family of nonsyn- 
chronizing, indecomposable, nonprefix and nonsuffLx codes [27], the polynomials 
X, Y, Z have nonnegative coefficients, and have even a combinatorial interpretation. 
This raises the question (related to the factorization conjecture) whether this is 
always true or not. In the case where C is biprefix (i.e. prefix and suffix), one has 
c -  1 =d(A  - 1)+ (A - 1 )Z(A  - 1). 
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This was already known, moreover the polynomial Z has a special combinatorial in- 
terpretation, see [1], [5], [18]. 
Schfitzenberger's factorization theorem may be easily deduced from the equations 
of Section 3. Indeed, from (3.2), (3.3) and (4.1), one has 
dA*-  Q = SC*P, 
A* -  G! = SC*P1, 
A* - D l = $1C*P. 
These three formulas easily imply 
C -  1 =PI(1 - (1 -A )G~) - I (d (A  - 1)+ (A - 1)Q(A - 1))(1 -D l (1  - -  A ) ) - I s I  . 
Taking the commutative image, we thus obtain 
a(c ) -  1 = 
Q(P1)o(SI)(o(A) - 1)(d + (~o(A) - 1)~o(Q)) 
1 + (o (A) -  !)T 
(6.1) 
for some polynomial T in 7/[A]. As 77[A] is factorial and as 7?[A]/(o(A)- 1) is a free 
co~-,mutative Z-algebra, the polynomial 1 +(Q(A) -1 )T  splits in 3 factors, which 
di;-~de respectively o(P1), o(Sl) and d+(Q(A) - I )o (Q)  and which are equal to 
+ 1 rood o(A) - 1. To force + 1, one uses the operator A (as at the end of Section 4) 
and to obtain conditions (i) and (ii) of Schfitzenberger's theorem as stated in the in- 
troduction, one uses the conditions (3.4) and (3.5) (ibid.). 
7. Applications 
As a first application of Theorem 1, we give a noncommutative rsion of a 
theorem of Schfitzenberger [25]. 
CeroIlary 1. Let C be a maximal and f inite code. I f  the polynomial C -  1 has no 
more than two irreducible factors in Z(A),  then C has two o f  the three fol lowing 
properties: 
(i) C is prefix. 
(ii) C is suffix. 
(iii) C is synchronizing. 
Note that if C -  1 has only one irreducible factor, then C = A and C has (trivially) 
the three properties. 
The second application gives some information on the cardinality of a code. 
C~roilary 2. Let C be a maximal and finite code. Then 
IC] = 1 mod(]A[ -  I). 
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Proof.  By Theorem 1, C -  1 =P(A - 1)S for some polynomials P, S in 7/(A). It suf- 
fices to apply to this equation the algebra homomorphism defined by a ~ 1 for any 
letter a to obtain the corollary. [] 
Remark. There is some connection with the Schreier formula: if H is any subgroup 
of finite index of the free group G generated by A and C any basis of H, then 
I c I  = 1 + ( I z  I - 1)[G : H] .  
In fact, if t is any ]A I-ary complete tree with c external nodes and d internal nodes, 
then 
c -  1 + ( IA I -  1)d. 
The Schreier formula may be obtained using this relation (see [16, Propositions 1.3.7 
and 1.3.9]). 
The analogy now becomes apparent if one notes that a maximal and finite prefix 
code on A may be viewed as a complete IA[-ary tree (see [1, Chapter 2]). 
Let C be any code and x a word. A context of x in C is a couple of words (p, s) 
such that 
pxs = c1"'" cn (n > 0, ci in C) 
where p is a proper left factor of cl and s is a proper right factor of c,, (if x = 1, one 
admits (I, 1) as a context). 
This definition is illustrated by the following diagramm 
I p I x I s 
Cl C2 Cn 
The context series of x is then the sum 
p®s 
(p, s) 
extended to all contexts (p, s) of x in C; it is an element of the complete tensor 
product 
Z((A} ® Z((A)). 
If C is finite, it is an element of Z(A)®Z(A) (such an element will be called a 
polynomial). 
Example. If x is the empty word, its context polynomial is 
1®1+ Y. p®s. 
pseC 
p,s~ l 
Corollary 3. Let C be a maximal and f inite code, with C -  1 = P(A - 1)S, P, S ~ 7/(A) 
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(cf. Theorem 1). Let J be the ideal of  Z(A> ®Z(A)  generated by (A - 1)® 1 and 
I®(A-  1). Then any context polynomial is equal to P®Smod J. 
Proof .  Let  x be any word. Define a linear mapping 
A : Z((A )) ~ 2[~(A)~ ® 7/((A)) 
by 
A(w)= ~ u®v, for any word w. 
UXO= TW 
We have ;t(A*)=A*®A*, as is easily seen. Furthermore, by definition of the 
context polynomial X= Z p®s of x, we have ~.(C*) = Z C*p®sC*, hence ;t(C*) = 
(c*® 1)x(1 ® c*). 
Define for any formal power series S and any word w the series 
Sw-]= ~ (S, uw)u and w-IS= ~ (S, wu)u. 
uEA*  uEA*  
The mappings S~ Sw -1 and S ~ w-IS are linear (and where already used in the 
proof of Lemma 5.1). Moreover, if S=u is a word, then uw -l is 0 unless u ends 
with the suffLx W, u = u'w say, in which case uw- l= u'. A symmetric remark may 
be 5one for w-lu. Note that if S is a polynomial, then so are Sw -] and w-IS. 
Let S, m,p be words. Then 
Z(smp) = (s® 1)2(m)(1 ®p) + 2(s)(1 ® mp)+ (sm® 1)2(p) 
+ E 
X = blO 
U ,O~ I 
(su -1 ®o- lm .p) + (s. mu-]®o-lp)  
+ ~ (umo, x)(su-l®o-]p) 
U, O~ 1 
(where (umo, x) is the coefficient of x in the series umo: it replaces the subscript 
x= ~rno under the last E,  so that the formula becomes linear in m). 
52~e shortest proof of this formula is the following diagramm, representing the 
sir_ ~ossibilities for x to be a factor of the word stop: 
s m P 
I I 
I 
- - I  I 
2 t l 
l I 
I I 
4 15 
i I 
' I i 
6 
~he above formula being linear in each of s, re, p, it is still true for any series 
S, M, P instead of s, m, p. 
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We have A*=SC*P,  hence 
A*®A* = 2(A*) = 2(SC*P) 
= (S@ 1);t(C*)(1 ®P)  + 2(S)(1 ®C'P)  + (SC*® 1)z(e) 
q- E (Su-I@t)-Ic*" P)-F( S" C'u-l® t)-lP) 
X w- U0 
U,U:~ 1 
+ (uC*o, x)(Su- 1 ® o- P). 
u,o~l  
Note that the last summand is a polynomial, because (uC*o, x) vanishes if u, o are 
long words. Furthermore, 2(C*) = (C*® 1)X(1 ®C*)  where X is the context poly- 
nomial of x. Let d= Ixl. Then for Iol<d 
o- lC  *= o-1(1 + C+ ... + C d-I + cdc  *) 
is the sum of a polynomial and of o- 1C a" C*. Similarly, for [ u t < d, C 'u -  1 is the 
sum of a polynomial and of C*. CdU -l. All this implies that 
A*®A* = (SC*® 1)X(1 ® C'P)  + A(S)(1 ® C'P)  + (SC*® 1)2(P) 
q" E (Su-l@ o-Ice" C*P)q-(SC*. Cdu-I®o-IP)+R 
X -.~ ll O 
U,V~I  
where R is some polynomial. Now, we multiply by P (1 -A)®I  on the left and 
1 ®(1 -A )S  on the right, and note that P(1 -A )SC*= 1 = C'P(1 -A )S ;  we obtain 
P®S = X+ (P(1 - A) ® 1);t(S) + ~.(P)(1 ® (1 - A)S) 
+ ~ (P(1 -A ) .  Su - l®o- lcd)+(Cau- l®v- lP  •(1 -A )S)  
XmldO 
U,O~I 
+ (P(1 -A )® 1)R(1 ®(1 -A )S) .  
This implies the corollary. I7 
As a consequence of the previous result, we obtain an invariance property, due 
to Hansel and Perrin [13]. They proved it in a more general case, for codes that are 
nondense (instead of finite; however, see the remark). 
Let n" A*~+ be a Bernoulli morphism, that is, a multiplicative monoid 
homomorphism such that is a probability on A. 
The average length of C is the number 
Iwl 
w~C 
Corollary 4 (Hansel, Perrin [13]). Let C be a maximal and finite code and x any 
word. Then the sum ~, n(p)n(s) extended to all contexts (p, s) o f  x in C is equal to 
the average length of  C. 
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proof. We extend rc to an algebra homomorphism 7/<A)®Z<A)-,tR+ by 
rt(a® 1)= z~(1 ®a)= zr(a) for any letter a. Then the above sum is just the image of 
the context polynomial of x. By Corollary 3, this number does not depend on x, 
because zr(A)= 1. Hence it is equal to 
~z(1 ® 1) + ~ rc(p@s) 
psEC 
p,s~l 
(task. x= 1). As re(C)= 1 = rc( l®l) ,  this is equal to 
 (p)rc(s) 
ps~C 
s~l  
which is the average length of C. [] 
Remark. A nondense code is a code C which does not intersect all ideals of A*. This 
condition extends finiteness and is itself a finiteness condition, see [1], [13]. Cor- 
ollary 4 is still true for such codes, as shown in [13]. The techniques used here allow 
to obtain this result if one uses the following fact: if L is a nondense subset of A*, 
then --wEL x~ rt(W) converges, see [15, proof of Lemma 6.4.10]. Then use the formula 
(3.2): A* = SC*Pa + G1. As S, Pa and G1 are subsets of the set of all factors of C, 
the.- are nondense. Now, the proof of Corollary 3 may be adapted to obtain Cor- 
ollary 4 in this more general case. 
The previous remark raises the following question: if C is a nondense and maxi- 
mal code, is it possible to write 
C-  1 = P(A - 1)S 
for some polynomials P, S with bounded coefficients and nondense support? and 
if C is moreover ational, is it possible to take P, S rational? 
A positive answer would be of interest, because one had then a complete char- 
ac'~erization of nondense (resp. rational) and maximal codes: indeed, Theorem 2 
mz~- be extended, with a similar proof. 
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