Click-through rate (CTR) prediction has been one of the most central problems in computational advertising. Lately, embedding techniques that produce low-dimensional representations of ad IDs drastically improve CTR prediction accuracies. However, such learning techniques are data demanding and work poorly on new ads with little logging data, which is known as the cold-start problem.
INTRODUCTION
The essence of online advertising is for the publisher to allocate ad slots in a way that maximizes social welfare. In other words, an ideal ad auction mechanism allocates, for each user, the best slot to the best ad, the second slot to the second best ad and so on. In order to determine which ad is the most valuable to this user, a key parameter is the so-called click-through rate also known as the CTR. A typical ad auction mechanism then allocates according to a descending order of the product of bid times its CTR. Since the bids are inputs from the advertisers, the main effort of the publisher is to estimate an accurate CTR for each ad-user pair in order to ensure optimal allocation. The same argument applies for conversion rate (CVR) if the publisher cares about how much these clicks successfully turn into business transactions. As a result, academia and major internet companies invest a considerable amount of research and engineering efforts on training a good CTR estimator.
A leading direction for predicting CTR has been the one that makes use of recent progress on deep learning [3, 9, 24, 46] . These deep models can be typically decomposed into two parts: Embeddings and Multi-layer Perceptrons (MLP) [46] . First, an embedding layer transforms each field of raw input into a fixed-length realvalued vector. Typical usage of the embedding is to transform an ad identifier (ad ID) into dense vectors, which can be viewed as a latent representation of the specific ad. It has been widely known in the industry that a well-learned embedding for an ad ID can largely improve the prediction accuracy, compared to methods with no ID input [3, 9, 13, 24, 46] . Next, embeddings are fed into sophisticated models, which can be seen as different types of MLP. These models include Factorization Machine (FM) [25, 26] , the extended family of FFM [13] that use inner products of embeddings to learn feature interactions; deeper models such as Wide&Deep [3] , PNN [24] , NFM [11] and DeepFM [9] that learn higher-order relations among features. These methods have achieved state-of-the-art performance across a wide range of CTR prediction tasks.
Despite the remarkable success of these methods, it is extremely data demanding to learn the embedding vectors. For each ad, a large number of labeled examples are needed to train a reasonable ID embedding. When a new ad is added to the candidate pool, it is unlikely to have a good embedding vector for its ID with the mentioned methods. Moreover, for "small" ads with a relatively small number of training samples, it is hard to train their embeddings as good as for the "large" ads. These difficulties can all be regarded as the cold-start problem ubiquitous in the literature. The cold-start problem has become a crucial obstacle for online advertising. For example, Figure 1 shows that in the KDD Cup 2012 dataset 1 of search ads, 5% of ads accounted for over 80% of samples, while the rest of 95% small-sized ads had a very small amount of data. Therefore, being good at cold-start can not only benefit the revenue but also improve the satisfaction of small advertisers.
In light of these observations, we aim to develop a new method that can warm up cold advertisements. Our high-level idea is to learn better initial embeddings for new ad IDs that can 1) yield acceptable predictions for cold-start ads and 2) to speed up the model fitting after a small number of examples are obtained. We propose a meta-learning approach that learns how to learn such initial embeddings, coined Meta-Embedding in this paper. The main idea of the proposed method includes leveraging a parameterized function of ad features as the ID embedding generator, and a two-phase simulation over old IDs to train the generator by gradient-based metalearning to improve both cold-start and warm-up performances.
To start with, we list two important desiderata that we pursue: (1) Better at cold-start: When a new ad with no labeled data comes, one should make predictions with a smaller loss; (2) Faster at warming-up: After observing a small number of labeled samples, one should speed up the model fitting so as to reduce the prediction losses for subsequent predictions. In order to achieve these two desiderata, we design a two-phase simulation over the "large" ads in hand. The simulation consists of a cold-start phase and a warm-up phase. At the cold-start phase, we need to assign an initial embedding for the ID with no labeled data. At the warm-up phase when we have access to a minimal number of labeled examples, we update the embedding accordingly 1 http://www.kddcup2012.org/c/kddcup2012-track2 to simulate the model fitting procedure. In this way, we can learn how to learn.
With the two-phase simulation, we propose a meta-learning algorithm to train the Meta-Embedding generator. The essence of our method is to recast CTR prediction as a meta-learning problem, in which learning each ad is viewed as a task. We propose a gradientbased training algorithm with the advantage of Model-Agnostic Meta-Learning (MAML) [5] . MAML is successful for fast-adaptation in many areas, but it trains one model per task, so it cannot be used for CTR predictions if there are millions of tasks (ads). To this end, we generalize MAML into a content-based embedding generator. We construct our unified optimization objective that balances both cold-start and warm-up performance. Then the generated embedding cannot only yield acceptable predictions with no labeled data, but also adapt fast when a minimal amount of data is available. Lastly, our method is easy to implement and can be applied either offline or online with static or streaming data. It can also be used to cold-start other ID features, e.g., the user ID and the advertiser ID.
Note that all the models and experiments in this paper are under the general online supervised learning framework where the system passively collects data. So we do not address the trade-off of exploration and exploitation [17, 20, 22, 32, 34? ], nor do we design interviews as in active learning [6, 10, 23, 47] . But our methodology can be easily extended to these cases.
To summarize, the contributions of this paper are as follows:
• We propose Meta-Embedding that learns how to learn embeddings for new ad IDs to address the cold-start problem. It generates initial embeddings for new ad IDs with the ad contents and attributes as inputs. To the best of our knowledge, it is the first work that aims to improve the performance of various state-of-the-art CTR prediction methods for both cold-start and warm-up phases for new ads under a general supervised learning framework.
• We propose a simple yet powerful algorithm to train the Meta-Embedding generator using gradient-based meta-learning by making use of second derivatives when back-propagating.
• The proposed method is easy to implement in the online cold-start setting. Once the embedding generator is trained, it can take the place of trivial random initializer for new ID embeddings so as to warm up cold-start for the new ad.
• We verify the proposed methods on three large-size realworld datasets. Experimental results show that six existing state-of-the-art CTR prediction methods can all be drastically improved when leveraging Meta-Embedding for both coldstart new ads and warm-up small-sized ads.
BACKGROUND AND FORMULATIONS
CTR prediction is a supervised binary classification task. Each instance (x, y) consists of the input features x and the binary label y. A machine learning system should approximate the probability p = Pr(y = 1 | x) for the instance with input x. In most cases, the inputs x can be splitted into three parts, i.e.,
(1) i, the ad identifier (ID), a positive integer to identify each ad; (2) Figure 3 : Meta-Embedding is easy to deploy. It is compatible with the standard updating scheme. From left to right, it first initializes the embedding before observing any labeled data. The second block is when we observe the data, receive the prediction loss, and update the embedding for the first time. The third block is when we apply the adapted embedding and receive losses again. We are motivated to find a good embedding generator that can reduce all these losses, to warm up cold-start.
(3) v, other features which do not necessarily relate to the ad, may have multiple fields, such as the user features and contextual information.
So we predict p by a discriminative function of these three parts,
Because the ID is an index, it has to be encoded into real-value to apply gradient-based optimization methods. One-hot encoding is a basic tool to encode it into a sparse binary vector, where all components are 0 except for the i th component is 1. For example,
where n is the number of IDs in all. If followed up by a matrix multiplication, we will have a low-dimensional representation of the ID, i.e., given a dense matrix Φ ∈ R n×m , then
is the resulted m-dimentional dense real-valued vector for ID i. In this way, the ID is turned into a low-dimensional dense vector. However, due to the fact that there are often millions of IDs, the one-hot vector can be extremely large. So nowadays it is more usual to use the look-up embedding as a mathematically equivalent alternative. For ID i, it directly looks up the i th row from Φ, Given Φ the embedding matrix and ϕ [i] the embedding for ID i, we can get a parameterized function as the discriminative model,
For readability, we refer to the function f θ as the base model throughout this paper, where θ is its parameters. Figure 2 (a) shows the structure of such a model. The Log-loss is often used as the optimization target, i.e.
In offline training where a number of samples for each ad ID are available, θ and Φ are updated simultaneously to minimize the Log-loss by Stochastic Gradient Descent (SGD).
What if there comes an ID i * that the system has never seen before? It means that we have never got labeled data for the ad, so the corresponding row in the embedding matrix remains an initial state, for example, random numbers around zero. Therefore the testing accuracy would be low. It is known as the ad cold-start problem.
To address this issue, we aim to design an embedding generator. The structure is shown in Figure 2 (b). Given an unseen ad i * , the generator inputs the features u [i * ] of the ad, and can somehow output a "good" initial embedding as a function of these features,
The problem is, how to train such an embedding generator? For what objective do we update its parameters? To accomplish our final goal of warming up cold-start, we propose a meta-learning based approach which learns how to learn new ad ID embeddings. Specifically, the parameters w in the embedding generator are trained by making use of previously learned ads through gradient-based meta-learning, which will be detailed in Section 3.
LEARNING TO LEARN THE ID EMBEDDINGS FOR NEW ADS
We propose Meta-Embedding, a meta-learning based method for learning to learn the ID embeddings for new ads, to solve the ad cold-start problem. First, we recast the CTR prediction problem as meta-learning. Then, we propose the framework of learning to learn ID embeddings and introduce our meta-learner induced by both the pre-trained model and a Meta-Embedding generator. Finally, we detail the model architectures and hyper-parameters.
Recasting CTR prediction as Meta-Learning
Recall that the final goal for CTR predictions as shown in (1) is to learn a predictive function f (·) with inputs of an ID and two sets of features. Only after the ID is transformed into a real-valued vector can we begin to learn the parameterized base model f θ (ϕ [i] , ·, ·) as in (5) . Therefore, for a given ad, the embedding of ID implicitly determines the hidden structure of the model. To look at it from a meta-learning perspective, we introduce a new notation to write the predictive model for a fixed ID i aŝ
Note that д [i] (·, ·) is exactly the same function as f θ (ϕ [i] , ·, ·), whose parameters are θ and ϕ [i] .
In this way, we can see CTR prediction as an instance of metalearning by regarding the learning problem w.r.t each ad ID as a distinguished task. For IDs i = 1, 2, · · · , the tasks t 1 , t 2 , · · · are to learn the task-specific models д [1] , д [2] , · · · respectively. They share the same set of parameters θ from the base model, and meanwhile maintain their task-specific parameters ϕ [1] , ϕ [2] , · · · .
Consider that we have access to prior tasks t i with IDs i ∈ I, the set of all known IDs, as well as a number of training samples for each task. The original (pre-)training on this data gives us a set of well-learned shared parameters θ and task-specific parameters ϕ [i] for all prior IDs i ∈ I. However, for a new ID i * I, we do not know ϕ [i * ] . So we desire to learn how to learn ϕ [i * ] with the prior experience on those old IDs. This is how we see the cold-start problem of CTR prediction from a meta-learning point of view.
Meta-Embedding
In this section, we put forward Meta-Embedding that captures the skills of learning ID embeddings for new ads via meta-learning.
In the previous section, we introduced the shared parameters θ and task-specific parameters ϕ i for old items i ∈ I. As far as θ is usually trained previously with an extremely large amount of historical data, we are confident about its effectiveness. So, when training the Meta-Embedding, we freeze θ and do no update it during the whole process. The only thing matters for the cold-start problem in this paper is how to learn the embeddings for new IDs.
Recall that the task-specific parameter ϕ [i] is unknown for any unseen ID. So we need to use a shared functional embedding generator to take its place. For a new ad with ID i * , we let
as the generated initial embedding for simplicity of notations. Then the model induced by the generated embedding is
So here д meta (·, ·) is a model (a meta-learner) that inputs the features and outputs the predictions, without involving the embedding matrix. The trainable part is the meta-parameter w from h w (·). Now we describe the detailed procedure to simulate cold-start with old IDs as if they were new ads. Consider that for each task t i w.r.t an old ID i, we have training samples
, where N i is the number of samples for the given ID.
To begin with, we randomly select two disjoint minibatches of labeled data, D a
, each with K samples. It is assumed that the minibatch size is relatively small, i.e., K << N i /2.
3.2.1 Cold-start phase. We first make predictions using д meta (·, ·) on the first minibatch D a
, as, for the j th sample from batch D a
Then we have the average loss over these samples
By far, we have done with the cold-start phase: we generated the embedding ϕ init [i] by the generator h w (·), and evaluated it on the first batch of data to get a loss l a . .
By computing the gradient of l a w.r.t the initial embedding ϕ init
and take a step of gradient descent, we get a new adapted embedding
where a > 0 is the step size of gradient descent. Now we have an adapted new embedding trained with a minimal amount of data. Then we test it on the second batch. We make predictions and compute the average losŝ
3.2.3 A unified optimization objective. We suggest to evaluate the goodness of the initial embeddings from two aspects:
(1) The error of CTR predictions for the new ad should be small; (2) After a small number of labeled examples are collected, a few gradient updates should lead to fast learning.
Surprisingly, we find that the two losses l a and l b can perfectly suit these two aspects respectively. On the first batch, since we make predictions with generated initial embeddings, l a is a natural metric to evaluate the generator in the cold-start phase. For the second batch, as the embeddings have been updated once, it is straight-forward that l b can evaluate the sample efficiency in the warm-up phase.
To unify these two losses, we propose our final loss function for Meta-Embedding as a weighted sum of l a and l b ,
where α ∈ [0, 1] is a coefficient to balance the two phases.
As l meta is a function of the initial embedding, we can back-prop the gradient w.r.t the meta-parameter w by the chain rule:
where
Although it involves second derivatives, i.e., a Hessian-vector, it can be efficiently implemented by existing deep learning libraries that allows automatic differentiation, such as TensorFlow [1] . Finally, we come to our training algorithm, which can update the meta-parameters by stochastic gradient descent in a mini-batch manner, see Alg.1. A demonstration of training procedure w.r.t each single ID (the inner for-loop of Alg.1) is also shown in Figure 4 .
Note that Meta-Embedding not only can be trained with offline data set, but also can be trained online with minor modifications by using the emerging new IDs as the training examples.
Algorithm 1 Train Meta-Embedding by SGD
Input: f θ : the pre-trained base model. Input: I: the set of all existing IDs. Input: α: hyper-parameter, the coefficient for meta-loss. Input: a, b: step sizes.
1: Randomly initialize w 2: while not done do
3:
Randomly sample n IDs {i 1 , . . . , i n } from I 4:
Generate the initial embedding: ϕ init
Sample mini-batches D a Evaluate loss l a (ϕ init
Compute adapted embedding: ϕ ′
Evaluate loss
Compute loss: l meta,i = αl a (ϕ init
Update w ← w − b i∈ {i 1 , ...,i n } ∂l meta, i ∂w
Architecture and hyper-parameter
Finally, we discuss how to choose the architecture of the embedding generator along with the hyper-parameters.
Raw inputs of item features
Dense embeddings (Reused from the base model) (not trainable here)
Simple composition (e.g. Average-pooling) Output Layer (Fully-connected) parameters w Figure 5 : An example of the Meta-Embedding generator, with frozen reused embedding layers reused from the base model and lightweight compositional layers.
Architectures of h w (·).
In principle, we want the embedding generator to be simple yet strong. So we suggest using the neural network as the parameterized function. Any common net architecture can be used for Meta-Embedding.
Here we would like to show an instance of the generator whose effectiveness is tested in our experiments, see Figure 5 . It is simple and lightweight, thus can be a basic choice if anyone would like to start using Meta-Embedding.
The input of the generator network is the ad feature u [i] . However, we do not need to train the generator from scratch. Recall that, in the base model, there is already embedding layers for ad features, so we can directly reuse these layers. We suggest freezing the weights of the reused layers so as to reduce the number of trainable parameters. The embeddings from different fields can be aggregated by average-pooling, max-pooling, or concatenating. Finally, we use a dense layer to get the outputs, which is the only trainable part of the generator. We can have numerically stable outputs by using three tricks on the final layer: 1) use the tanh activation, 2) do not add the bias term, and 3) use L2 regularization to penalize the weights.
The hyper-parameter α.
The coefficient α ∈ [0, 1] balances the cold-start loss and the warm-up loss. Since the warm-up phase usually involves more time steps then the cold-start phase in practice, we suggest to set it to a small value so that the meta-learner will pay more attention to the warm-up phase to achieve fast adaptation. Empirically, we found that our algorithm is robust to the hyper-parameter. We simply set α to 0.1 for all our experiments.
EXPERIMENTS 4.1 Datasets
We evaluate Meta-Embedding on three datasets:
MovieLens-1M 2 : One of the most well-known benchmark data. The data consists of 1 million movie ranking instances over thousands of movies and users. Each movie can be seen as an ad in our paper, with features including its title, year of release, and genres. Titles and genres are lists of tokens. Other features include the user's ID, age, gender, and occupation. We first binarize ratings to simulate the CTR prediction task, which is common to test binary classification methods [15, 39] . The ratings at least 4 are turned into 1 and the others are turned into 0. Although this dataset is not a dataset for CTR prediction, its small size enables us to easily verify the effectiveness of our proposed method.
Tencent CVR prediction dataset for App recommendation: The public dataset for the Tencent Social Ads competition in 2018 3 with over 50 million clicks. Each instance is made up by an ad, a user and a binary label (conversion). Each ad has 6 categorical attributes: advertiser ID, ad category, campaign ID, app ID, app size, and app type. Other features are user attributes, including the user's gender, age, occupation, consumption ability, education level, and city.
KDD Cup 2012 CTR prediction dataset for search ads 4 : The dataset contains about 200 million instances derived from the Tencent proprietary search engine, soso.com. Each ad has three features: keywords, title, and description, all as lists of anonymized tokens. Other features consist of the query (also a list of tokens), two session features and the user's gender and age.
Base models
Because our Meta-Embedding is model-agnostic, it can be applied upon various existing models that in the Embedding & MLP paradigm. To show the effectiveness of our method, we conduct experiments upon the following representative models:
• FM: the 2-way Factorization Machine [25] . Originally it uses one-hot encodings and matrix multiplications to get embedding vectors, while in our implementation we directly use look-up embeddings. For efficiency, we use the same embedding vectors for the first-and the second-order components.
• Wide & Deep: proposed by Google in [3] which models both low-and high-order feature interactions. The wide component is a Logistic Regression that takes one-hot vectors as inputs. The deep component has embedding layers and three dense hidden layers with ReLU activations.
• PNNs: Product-based Neural Networks [24] . It first feeds the dense embeddings into a dense layer and a product layer, then concatenates them together and uses another two dense layers to get the prediction. As suggested by their paper, we use three variants: IPNN, OPNN, and PNN*. IPNN is the PNN with an inner product layer, OPNN is the PNN with an outer product layer, and PNN* has both inner and outer products.
• DeepFM [9] : a recent model that learns both low-and highlevel interactions between fields. It feeds embeddings into an FM and a deep component, and then concatenates their outputs and gets the final prediction by a dense layer. The deep component gets three ReLU layers as suggested in [9] . These base models share the common Embedding & MLP structure. The dimensionality of embedding vectors of each input field is fixed to 256 for all our experiments. For natural language features in MovieLens and the KDD Cup dataset, we first embed each token (word) into a 256-dimensional word-embedding, then use AveragePooling to get the field-(sentence-)level representation. In other words, after the embedding layer, every field is embedded into a 256-dimensional vector respectively. 
Experiment Set-Up

Dataset splits.
To evaluate the performance of cold-start advertising in the two phases, we conduct the experiments by splitting the datasets. First, we group the advertisements by their sizes:
• Old ads: the ads whose number of labeled instances is larger than a threshold N . Since the volumes of the three datasets are different, we used N of 300, 20000, and 5000 for MovieLens-1M, Tencent CVR data, and KDD Cup data, respectively. • New ads: the ads whose number of labeled instances is less than N , but larger than N min > 3 × K, where K is the minibatch size mentioned in Section 3. The reason for setting the minimum number of samples is to guarantee that after cutting 3 × K samples for the warm-up phase, there still remains a number of samples for testing. N min is set to 80, 2000, and 2000 for the three datasets, respectively.
The summary of the data split can be seen in Table 1 . We set the thresholds to make the number of new ads be close to the number of old ads, although the data size of new ads is much smaller.
Experiment pipeline.
To start with, we use the old ads to pretrain the base models. Then we use them to conduct offline training for Meta-Embedding. After training, it is tested over new ads. For each new ad, we train on 3 mini-batches one by one as if they were the warming-up data, named batch-a, -b, and -c, each with K instances. Other samples for new ads are hold-out for testing.
The experiments are done with the following steps:
0. Pre-train the base model with the data of old ads (1 epoch). The training effort for Meta-Embedding is very small compared to the pre-train step. We train it with 2 × K samples per epoch/ad, so the number of samples involved is only (# of old IDs) ×K × 2 × 2. The actual number could be found in Table 1 .
Evaluation metrics.
We take two common metrics to evaluate the results, Log-loss and AUC (Area Under Curve). All the metrics are evaluated only on the hold-out set.
To increase readability, we will show the relative improvements in percentage over the baseline cold-start score:
where "base-cold" refer to cold-start scores produced by the base model with random initialized embeddings for unseen IDs. Thus, for LogLoss, it is better if the percentage is more negative. For AUC, the percentage is positive, the larger the better. Note that this "basecold" is a strong baseline because it has all the warm contents to use, and is the commonly used in industry.
Experiment results
For each experiment, we took three runs and reported the averaged performance. The main experimental results are shown in Table 2 . Inner PNN We first see the results on MovieLens-1M. Figure 6 exhibits the detailed performance of each tested model. We observed that when using Meta-Embedding, most models yielded better AUC and LogLoss results comparing to the random initialization baseline. Although the hyper-parameter of coefficient α was set to 0.1 so the major attention was on the warm-up loss, it still performed really well in the cold-start phase. For example, when using Wide&Deep, IPNN and DeepFM as the base models, Meta-Embedding provided with a LogLoss reduction of over 15% in the cold-start phase. After three times of warm-up updates, Meta-Embedding still outperformed the baseline, thus we are confident that Meta-Embedding increases the sample efficiency for new ads.
On the two larger datasets, Meta-Embedding also achieved considerable improvements as shown in Table 2 . Due to the space limitation, we only show part of the detailed results: Figure 7 shows the AUC improvements on the Tencent CVR prediction dataset, and Figure 8 shows the LogLoss on the KDD Cup search ad dataset.
An interesting finding is that the relative improvement was more significant on smaller datasets (MovieLens) than the larger ones. The reason might be that the shared pre-trained model parameters θ may not be good enough for the small data. Therefore, there could be a larger improvement space for cold-start ads. For example, MetaEmbedding can sometimes double the improvement compared to the random initialization baseline.
For most of the experiments, the scores were greatly improved by replacing random initialization with Meta-Embedding. But there were also some cases where the performances were mixed. For example, for MovieLens with FM as the base model, Meta-Embedding had similar AUC with the baseline. But the LogLoss of Meta-Embedding was smaller, so we can still be sure that Meta-Embedding can help FM. For Wide & Deep in the Tencent CVR data (Figure 7) , the baseline tended to surpass Meta-Embedding after the third warm-up update. However, it only happens for this dataset only. We think it was due to the "Wide" component which directly used raw inputs. We conjecture it mainly because this dataset had categorical inputs only. In the other two datasets, there are sequential inputs, so the "Wide" component can not dominate the performance.
Overall, we observe that Meta-Embedding is able to significantly improves CTR predictions for cold-start ads, and can work for almost all the tested base models and datasets in our comparisons.
RELATED WORK
A. Methods addressing the cold-start problem. There are two types of methods. The first type actively solve cold-start by designing a decision making strategy, such as using contextual-bandits [2, 17, 20, 21, 32, 34] , or designing interviews to collect information for the cold item or user [6, 10, 23, 47] .
This paper belongs to the second type which treats cold-start within an online supervised learning framework. It is common to use side information for the cold-start phase, e.g., using user attributes [27, 31, 38, 44] , item attributes [8, 19, 29, 30, 36, 38, 44] , or relational data [18, 42, 45] . These methods can be viewed as our "base-cold" baseline with different inputs and model structures without using ad IDs. They can certainly improve the cold-start performance comparing to classic methods that do not use those features. But they do not consider the ad ID neigher do they optimize to improve the warm-up phase. On the contrary, our method not only uses all available features, but also aims to improving both cold-start and warm-up performance.
For online recommendation, a number of studies aid to improve online learning and accelerate model fitting with incremental data. To name some, [12, 28, 33] adjust matrix factorization factors with incremental data; [41] uses a rating comparison strategy to learn the latent profiles. These methods can learn faster with a small amount of data, but they could not be directly applied if there is no sample for new ads. Moreover, these methods are mostly designed for matrix factorization, so it is not straight-forward to apply them to deep feed-forward models. Different from these methods, MetaEmbedding improve CTR prediction in both the cold-start and warm-up phase, and is designed for deep model with an Embedding & MLP structure. Dropout-Net [38] handles missing inputs by applying Dropout to deep collaborative filtering models, which can be viewed as a successful training method for pre-training the base models. But since this paper focuses on general CTR predictions than collaborative filtering, we did not include it in our experiments.
B. Meta-Learning. It learns how to learn new tasks by using prior experience with related tasks [5, 35, 37] . It led to an interest in many areas, such as recommendations [36] , natural language processing [14, 40] , and computer vision [4, 5] .
We study how to warm up cold-start ads. In meta-learning literature, this problem relates to few-shot learning [16] and fast adaptation [5, 7] . Specifically, we follow similar spirit of MAML [5] , a gradient-based meta-learning method which learns shared model parameters across tasks and achieves fast adaptation towards new tasks. However, MAML cannot be applied directly to CTR prediction because it is designed to learn one model per task, which is unacceptable if there is millions of tasks (ads).
A recent work of Vartak et al. [36] also utilizes meta-learning for item cold-start. It represents each user by an averaged representation of items labeled by the user previously. Our approach does not model user activity and focus on learning to learn ID embeddings.
In natural language processing, there is another so-called "MetaEmbedding" that learns word-embeddings for a new corpus by aggregating pre-trained word vectors from prior domains [14, 40, 43] . It is specific for NLP and do not has common spirit with ours.
CONCLUSION AND DISCUSSION
In this paper, we proposed a meta-learning approach to address the cold-start problem for CTR predictions. We propose MetaEmbedding, which focuses on learning how to learn the ID embedding for new ads. Built on the pre-trained base model, we suggest a two-phased simulation over previously learned ads to train the Meta-Embedding generator. We seek to improve both cold-start and warm-up performance by leveraging a unified loss function for training. Afterward, when testing, the trained generator can initialize the ID embeddings for new ads, which yields significant improvement in both cold-start and warm-up phases. To the best of our knowledge, it is the first work aiming to improve CTR prediction for both cold-start and warm-up phases for new ads under a general online supervised learning framework. We verified MetaEmbedding on three real-world datasets over six state-of-the-art CTR prediction models. Experiments showed that, by replacing trivial random initialization with Meta-Embedding, the cold-start and warm-up performances can be significantly improved. This is an interesting line of work to connect representation learning with learning to learn, especially for online learning tasks including advertising and recommendations. This paper focuses on learning to learn the ID embeddings, which is a specific component of knowledge representation for CTR predictions. Such an insight can also be extended to other tasks, for example, learning to learn the model when the distribution of data evolutes over time, or learning to tune the hyper-parameters for specific sub-tasks.
