Summary
A method for the linear least-squares estimation of random signals contaminated with random noise is shown that uses a new method of spectral factorization. It is shown that the optimal filter can be written entirely in terms of the two spectral factors of signal plus noise and noise-alone, and can be applied to the general case of coloured and white additive noise. The method of spectral factorization used is novel and uses control-system methodology. are assumed to be strictly non-minimum phase with roots outside the unit circle.
Keywords: Spectral factorization, Smoothing, Prediction, Coloured noise.

Preliminaries and Notation
1.Introduction
The problem of estimating a random signal contaminated with random noise is one that has numerous practical applications. These include, but are not restricted to noise reduction from speech [1] ,automobile noise-reduction problems [2] and biomedical applications [3] . The basic theory of course is not new and dates back to the time of Wiener (continuous-time) [4] and Kolmogorov (discrete-time) [5] . The basic formulation however is just the beginning when trying to find a solution to such problems as it was found that the computation of these filters in the general case of additive coloured noise is not trivial. It is usual to assume that the noise characteristics can be obtained separately by some measurement method when the signal is absent.
Thus for speech signals, where the signal is absent during silence periods during words or natural pauses, these methods are particularly suited. With this assumption it is then possible to estimate the noise model separately using various methods. Such methods include the use of recursive parameter estimation. For example, in the case of additive white noise, extended recursive-least-squares (ELS) has been used [6] and for coloured noise ELS and the use of Diophantine equations have been relatively successful. [7] [8] [9] . However, Diophantine equations are the equivalent of solving Riccati equations and the solution can be computationally intense, as can the estimation of model parameters using RLS. Another approach is to use Kepstrum (complex cepstrum) analysis [10] or even Kalman filtering techniques. [11] . With the exception of the Kesptrum method, most of these approaches do not distinguish the separate filtering, smoothing and prediction problems with one single approach.
Signal and Noise Model
Consider a signal k y corrupted with coloured noise k v giving a noisy signal as shown The signal and coloured noise are assumed to be generated from the following stable, minimum-phase transfer functions driven by uncorrelated white-noise. 
Similarly the z-transform cross-spectral density between signal and coloured noise is
and the z-transform of the spectrum of the signal plus noise process when the signal is absent (a so-called noise-alone period) is given by
This is clearly of importance and will be used later, but tells us that the noise signal must be separately measureable as is often the case in such problems.
The strictly minimum-phase, stable spectral factor of signal plus noise is defined as  * ss Φ = ΛΛ
The spectral factor Λ in (7) however is not unique since there are an infinity of such spectral factors which exist that can generate the same spectrum merely by re-scaling the driving white noise variance. However, we can be further simplify by having a uniquely defined spectral factor Z * 2 ss
where Z 0 1 ( )  . It is this type of spectral factor that we use throughout the paper.
A unique innovations model can now be written which generates the same spectrum as (8 or 7)
where k  is a unique white innovations sequence of variance 2 ε σ . We also note that from (6), clearly n W is a spectral factor of the noise-alone model. When white-noise is added to the coloured noise model then it too can have has its own innovations model and we arrive back at the basic model used in Figure 1 , but where the driving noise k µ is replaced by another white-noise innovations term. Hence the model of Figure 1 is quite general if we assume in the same spirit as (10), but for the noise-alone transfer function, that n W (0) 1. = It is important to use such innovations models, as without them the spectral factor is not unique and any constant can be absorbed into the driving noise variance.
Wiener Filter
The optimal Wiener estimator minimises the mean-square error 
The + notation applied to within the square brackets denotes a suitable interval 
then using (8) and (9),we can write (12) as
which using (6) becomes
Observe that when
is written an innovations model, we must have that n W (0) 1 = and any non-unity term is absorbed into the white driving noise variance of the coloured-noise model. We now consider three possible cases.
(i) Filtering
This corresponds to instantaneous estimation /k k y ie information up to and including time k. the interval {0,1, 2...} f ℜ = and the estimator has the transfer function
This solution involves the two spectral factors: when there is signal Z and when signal is absent n W . 
Smoothing
which is identical to (16) except that the observation interval is different. The difference does not show in the form of (17) and further simplification using innovations representations must be found.
(ii) Prediction
This corresponds to the predicted estimate k / k d y − ie an estimate of the signal at time k with information up to and including time k-d. The interval p {d, d 1, d 2...}, d 0 ℜ = + + > and the estimator has the transfer function
Now from (16) also needs also to be found. Therefore a technique for the direct estimation of the spectral factors needs to be devised.
3.Identification of the spectral factors.
We wish to identify a moving-average (MA) model of a stochastic process. This will
give us a finite-impulse response (FIR) approximation to the spectral factor.
Although it would be possible to use ELS and estimate a pole-zero innovations model, such models are known to suffer from stability problems when non-stationary data is used. Provided the order of the model is high enough, it will be able to cope with signals and noise which have been generated from pole-zero (ARMA) type models. Let an nth order MA model be defined as the output k y of a finite-impulse response (FIR) filter whose input is stationary zero-mean white-noise k ξ of variance 2 ξ σ . It is assumed that k ξ , the driving noise is un-measurable. This type of identification is often called "blind" system identification since only the output is measureable. If the input were also measureable then much faster methods could be used such as the least-mean squares (LMS) algorithm [13] .
Let such a MA model be described as
The object is to estimate the coefficients i a ,i=1,2...n solely from measurements of 
where 0 1 β < < is a forgetting factor introduced to track time-varying changes in the model and j is an FFT frame number. If the forgetting factor is chosen to be too close to 1 then good smoothing will result but the tracking will not be as good. Conversely if the forgetting factor is too low then good tracking and a less smooth autocovariance vector will result. Overlapping short term FFTs can also be used [15] . Hence from measurements of the system output and computation of the autocovariance function we arrive at an estimate of (20) which is well known to be factorable into the form of (21). Therefore from the autocovariance terms in (20) we can form the Laurent series (21) and perform a spectral factorization to arrive at 1 a z − ( ). Note the normalisation of the spectral factor a 1 0 = ( ) and that the zeroth element of this polynomial has been absorbed into the variance 2 ξ σ .
Now a Laurent series can be easily factorized using many methods, but here we use a feedback method used in earlier work [16, 17] which is shown below. The technique uses negative feedback to force the output of a negative-feedback system to be the same as its input. In this case the input "signal" is one half of the Laurent series and convolution takes effect in the feedback path as illustrated in Figure 2 .Use a constant gain (step-size) η 1 < .Care must be taken not to make the gain too large as then the algorithm will become unstable. Too small a value will result in a slow rate of convergence.
Step1
Form We now consider all three cases using the fact that from (10) 
(i) Filtering in Innovations form
The interval is
Using (16) In order to estimate the innovations sequence we use the inverse of (10) which results in the inverse of the strictly minimum phase spectral factor of signal plus noise. This gives us the white innovations process with the correct variance.
5.Adaptive filtering, smoothing and prediction in coloured noise.
The previously found innovations based estimators can now be included in an adaptive algorithm. However, this requires separate measurements of the noise-alone signal. Here we use a simple voice-activity detector based on smooth variance estimation as a voice-activity detector (VAD). In this way only one measurement is needed as the noise signal comes from times of absence in the speech signal. Any VAD could be used but it must be accurate, else speech will be removed along with the noise.
Algorithm 5.1 Filtering (d=0) and Smoothing (d>0)
Step 1. From measurements of the signal plus noise k s and the noise-alone k v , estimate the autocovariance of both of these signals from the inverse FFT of their averaged periodograms. Arbitrarily select n, the order of the spectral factor polynomials. Estimate the normalized spectral factor polynomials 1 n W (z ) Steps 1 to 4 are identical to that of the filtering and smoothing case. Note that the normalized signal plus noise spectral factor is given as
Step 5. Estimate the d>0 steps ahead predicted estimate from (31) The signal to noise (SNR) ratio was measure as -6.5dB. The spectral factors were estimated using order n=10. As expected the smoothing filter gives the best estimate at the expense of a small time-delay. The smoothed estimate actually has a "rounded" appearance which is typical of a fixed-lag smoother. The predictor has less information to use and will always give the worst of the three estimates.
Example 2: A Speech signal and additive coloured noise.
The previous example is sufficient to show that the method works, but as an example it is far too un-realistic. Most signals are non-stationary and the noise on its own can be hard to obtain as a separate signal. We therefore consider a speech signal and additive factory noise. The factory noise was obtained from the Noisex corpus and is signal.021. A simple voice-activity detector (VAD) was employed based on smoothed variance [18, 19] . (see appendix) The SNR over the whole sentence was measured as 8.6dB. This is not that low but a VAD working with a single input cannot possibly work with too low an SNR, as it could filter the speech as well as the noise. The Figure 6c shows the smoothed estimate of the signal when a lag of 5 steps was used. The FIR model order selected was 12. Although the adaptive Wiener filter and smoother works well to reduce the noise, the speech by no means sounded crystal clear. However, it may well be that for certain applications the estimated speech is passed to a speech recognition engine for possible isolated word recognition and the human listener is removed from the process altogether. The periods during the previous noise-alone sections of the speech in Figure 6c are virtually removed by the estimator in their entirety and have not been set to zero (which could be done since the VAD flags when they occur) as they appear on first sight.
Conclusions
A feedback control approach to the spectral factorization problem has been applied to the problems of adaptive filtering, smoothing and prediction of random signals. The algorithms solve the spectral factorization of both the signal plus noise and noisealone averaged spectra. The usual assumption is made that the noise signal is obtainable as a separate signal. When applied to speech, we use a VAD to estimate periods of non-speech, and this is when the noise-alone spectral factor is updated. The adaptive filters are implemented in innovations format and several examples were shown illustrating the effectiveness of the method, which is very much governed by the accuracy of the VAD.
Appendix. Simple Voice-Activity Detector.
An estimator for inverse variance has already been discussed elsewhere. [18] . The schematic is shown in the diagram below. The operation is quite simple and relies on a feedback loop with an integrator which drives the error to zero. It can be shown that for a zero-mean signal at the multiplier input, and provided the gain is not too large, that the integrator output will be the smooth reciprocal rms (or standard deviation) of the signal. Squaring this value gives us reciprocal variance or reciprocal power. Because real signals always have some amount of additive noise, a division by zero is rarely if ever encountered when the signal value is low. For example, a typical speech signal and the reciprocal variance output is shown in Figure A2 below.
Figure A2. Clean speech signal and reciprocal variance output.
It can be seen that the control-loop can easily be used as a voice-absence, and hence voice-activity detector (VAD) by using a threshold to determine where speech or noise begins. Of course the disadvantage of this kind of simple VAD is that it cannot work on SNRs that are too low as the distinguishing features of signal and noise are not so apparent. The method is sufficient however to illustrate the basic function of a VAD and can be quite accurate and smooth.
