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Kurzfassung
In der hamiltonschen Formulierung der Yang-Mills-Theorie ist das Variationsprinzip ei-
ne nicht-perturbative Methode zur Bestimmung des Vakuumzustandes. Diesen Hamilton-
zugang erweitern wir in dieser Arbeit auf endliche Temperaturen und untersuchen den
Deconfinement-Phasenübergang.
Zum einen geschieht dies durch die Betrachtung des großkanonischen Ensembles der
Yang-Mills-Theorie in Coulomb-Eichung in einem Quasiteilchen-Bild für die Gluonen. Mit
dem Variationsprinzip für die freie Energie bestimmen wir den thermischen Grundzu-
stand und leiten gekoppelte Bewegungsgleichungen für den Gluon-Propagator und den
Geist-Formfaktor her. Im Hochtemperaturlimes bestimmen wir die Lösung dieser Korrela-
tionsfunktionen für asymptotisch kleine Impulse analytisch. Für beliebige Temperaturen
und Impulse verwenden wir ein numerisches Lösungsverfahren. Der Gluon-Propagator wird
oberhalb einer kritischen Temperatur infrarot endlich, während der Geist-Formfaktor di-
vergent bleibt. Aus dieser Änderung des Infrarotverhaltens bestimmen wir eine kritische
Temperatur von 290 MeV für den Deconfinement-Phasenübergang für die Eichgruppe
SU(2).
Zum anderen führen wir Temperaturen durch Kompaktifizierung einer räumlichen Di-
mension ein und betrachten die Yang-Mills-Theorie im Hamiltonzugang auf der räumli-
chen Mannigfaltigkeit R2 × S1(L). Die inverse Länge L−1 der kompaktifizierten Richtung
identifizieren wir mit der Temperatur und bestimmen die Bewegungsgleichungen der Kor-
relationsfunktionen mit einem verallgemeinerten gaußschen Ansatz für das Wellenfunk-
tional durch Minimierung der Energie. Wir zeigen analytisch, dass diese Gleichungen für
verschwindende Temperaturen die T = 0 Bewegungsgleichungen beinhalten und sich im
Hochtemperaturlimes auf die Theorie in d = 2 räumlichen Dimensionen reduzieren. Die
Lösungen der Bewegungsgleichungen bei beliebigen Temperaturen bestimmen wir nume-
risch.
Schließlich berechnen wir das effektive Potential des Polyakov-Loops als Ordnungspara-
meter des Deconfinement-Phasenübergangs der Yang-Mills-Theorie aus der Minimierung
der Energiedichte in Anwesenheit eines Hintergrundfeldes. Dabei nutzen wir Vakuum-
Lösungen und führen endliche Temperaturen durch Kompaktifizierung einer räumlichen
Dimension ein. Aus dem Minimum des effektiven Potentials bestimmen wir den Erwar-
tungswert des Polyakov-Loops, die Ordnungen des Deconfinement-Phasenübergangs, sowie
die kritischen Temperaturen 269 MeV für SU(2) und 283 MeV für SU(3).
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1. Einleitung
Die Entdeckungen und Entwicklungen im Bereich der Teilchenphysik zählen zu den größ-
ten Leistungen der Naturwissenschaften. Dies trifft sowohl auf theoretischer, als auch auf
experimenteller Ebene zu: In dem Standardmodell [1] sind alle bekannten Elementarteil-
chen und die fundamentalen Naturkräfte, außer der Gravitation, in einer mathematischen
Theorie vereinigt. Mit dieser gelangen zahlreiche präzise Vorhersagen über zuvor noch un-
bekannte Teilchen. Diese Entwicklungen auf der theoretischen Seite wurden maßgeblich
durch die Errungenschaften auf den Gebieten der experimentellen Forschung stimuliert.
Diese gipfelten im Bau des Large Hardron Colliders (LHC), dem größten und kompliziertes-
ten je gebauten Messgerät, und dem Nachweis [2, 3] des letzten durch das Standardmodell
postulierten Teilchens, des Higgs-Bosons.
Die Quantenchromodynamik (QCD) ist Bestandteil des Standardmodells der Teilchen-
physik und beschreibt die starke Wechselwirkung, welche für den Zusammenhalt von Pro-
tonen und Neutronen in Atomkernen verantwortlich ist. Die QCD führt Quarks als fun-
damentale Bausteine von Protonen, Neutronen und weiteren in Experimenten gefunde-
nen Teilchen ein. Diese zusammengesetzte Teilchen werden Hadronen genannt. Die starke
Wechselwirkung wird durch den Austausch von Gluonen zwischen Quarks innerhalb der
Hadronen erklärt. Die den Atomkern zusammenhaltende Kraft ist auf diese fundamenta-
lere Wechselwirkung zurückzuführen. Quarks tragen ebenso wie Gluonen eine sogenannte
Farbladung, die in drei Varianten auftritt. Die farbgeladenen Gluonen können auch un-
tereinander wechselwirken und unterscheiden sich damit von den Austauschteilchen der
Quantenelektrodynamik (QED), den Photonen, die zwar zwischen elektrischen Ladungen
wirken, jedoch selbst keine Ladung tragen.
Das Standardmodell ist eine Quantenfeldtheorie, die mathematisch durch eine Eich-
theorie formuliert wird. Der QCD liegt eine nicht-abelsche Eichtheorie, eine Yang-Mills-
Theorie, zugrunde. Die von der nicht-abelschen Eichinvarianz induzierte Nicht-Linearität
der QCD führt – im Gegensatz zu abelschen Theorien, wie der QED – zu neuen Merkmalen.
Diese wichtigen Eigenschaften lassen sich anhand der Energie eines Prozesses in der QCD
wie folgt einordnen: Für große Energien nimmt die Kopplung der Wechselwirkung ab, wo-
durch sich Quarks und Gluonen wie freie Teilchen verhalten. Wegen dieser asymptotischen
Freiheit können für solche Prozesse perturbative Methoden verwendet werden. Diese erlau-
ben die präzise Berechnung von Wirkungsquerschnitten, die in zahlreichen Hochenergie-
Experimenten bestätigt wurden und welche die QCD als korrekte Theorie der starken
Wechselwirkung bestätigen. Bei kleinen Energien – in unserer alltäglichen Welt – sind die
dominierenden Merkmale der QCD die chirale Symmetriebrechung und das Confinement.
Während die zuerst genannte Eigenschaft für einen Großteil der Masse in unserem Uni-
versum verantwortlich ist, bedeutet Confinement, dass keine freien farbgeladenen Quarks
oder Gluonen beobachtet werden, sondern dass diese nur gebunden in Hadronen auftre-
ten. Beide Eigenschaften sind für perturbative Methoden nicht zugänglich, da bei kleinen
Energien, bzw. großen Abständen die Kopplung der QCD divergiert.
Da die Nichtlinearität der QCD den analytischen Zugang in die nicht-perturbativen Be-
reiche erschwert, ist das Confinement-Problem [4] bis heute ungelöst: Obwohl keine Zwei-
fel daran bestehen, dass die QCD Confinement beschreibt, gibt es weder einen Konsens
über die zugrunde liegenden Mechanismen, noch lässt sich Confinement auf fundamenta-
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ler Ebene beweisen. Für ein Verständnis von Confinement und den Vorgängen bei kleinen
Energien sind nicht-perturbative Methoden erforderlich. Dies gilt auch für die theoretische
Beschreibung des Phasendiagramms der QCD [5], das durch Beschleuniger-Experimente
bei endlichen Temperaturen und Dichten untersucht wird. Hierbei ist der Deconfinement-
Phasenübergang von der hadronischen Phase zu einem Zustand in der Quarks und Gluonen
nicht länger in Hadronen gebunden sind – auch Quark-Gluon-Plasma genannt – von be-
sonderem Interesse.
Eine Möglichkeit die nicht-perturbativen Bereiche der QCD zu erforschen, sind numeri-
sche Gitterrechnungen. Derartige Betrachtungen auf einer diskreten Raum-Zeit ergänzten
schon frühzeitig die analytischen Rechnungen [6]. Heute erlauben sie durch Fortschritte
der Computerleistung Berechnungen in vielen Bereichen und bestätigen das Confinement
durch ein lineares Quark-Potential [7]. Mit dieser Methode ist jedoch die Untersuchung
des Phasendiagramms bei endlichen Dichten (und im Vergleich kleinen Temperaturen)
erschwert [8, 9].
Ein analytischer Zugang, der eine Beschreibung der nicht-perturbativen Physik ermög-
licht, ist durch das Studium von Dyson-Schwinger-Gleichungen möglich. Diese Bewegungs-
gleichungen von Korrelationsfunktionen der Quantentheorie haben sich in den letzten 20
Jahren neben den Gitterrechnungen zum wichtigsten Zugang zu den Phänomenen der
QCD bei kleinen Energien entwickelt [10–12]. Im Gegensatz zu Gitterrechungen ist die
Untersuchung dieser Gleichungen auf zusätzliche Näherungen angewiesen, die ihre Gül-
tigkeit einschränken können. Auch sind die Bewegungsgleichungen im Allgemeinen nur
numerisch lösbar. Beide hier genannten Methoden ergänzen sich bei der Untersuchung der
QCD gegenseitig.
In dieser Arbeit untersuchen wir die reine Yang-Mills-Theorie ohne Quarks bei endli-
chen Temperaturen, wobei wir wegen der Selbstwechselwirkung der Gluonen auf nicht-
perturbative Methoden angewiesen sind. Daher verwenden wir einen Zugang, der auf der
hamiltonschen Formulierung beruht und den Grundzustand der Yang-Mills-Schrödinger-
Gleichung in Coulomb-Eichung durch das Variationsprinzip bestimmt [13]. Auf diesem
Weg werden zu den Dyson-Schwinger-Gleichungen vergleichbare Bewegungsgleichungen
für die Korrelationsfunktionen abgeleitet. Die Lösungen dieser Integralgleichungssysteme
können in asymptotischen Energie- bzw. Impulsbereichen analytisch und in allen Berei-
chen numerisch bestimmt werden. In einem zweiten Schritt können aus diesen Lösungen
Erkenntnisse über das Verhalten der Yang-Mills-Theorie gewonnen werden.
Bevor wir die wichtigsten Resultate des Variationszugangs zum Vakuumzustand der
Yang-Mills-Theorie in Kap. 3 zusammenfassen, führen wir in Kap. 2 die wichtigsten Be-
griffe des Hamiltonzugangs zur Yang-Mills-Theorie in Coulomb-Eichung ein. Dabei gehen
wir auch auf die Einführung von endlichen Temperaturen und auf Ordnungsparameter des
Deconfinement-Phasenübergangs ein. In Kap. 4 führen wir endliche Temperaturen durch
das großkanonische Ensemble der Yang-Mills-Theorie ein. Mit einer Quasiteilchennähe-
rung für die Dichtematrix leiten wir mit dem Variationsprinzip die Bewegungsgleichung
der Korrelationsfunktionen her und bestimmen die Lösungen sowohl analytisch, als auch
numerisch bei endlichen Temperaturen. Durch Kompaktifizierung einer räumlichen Di-
mension führen wir in Kap. 5 endliche Temperaturen ein und bestimmen die Bewegungs-
gleichungen der Korrelationsfunktionen des Hamiltonzugangs auf der räumlichen Mannig-
faltigkeit R2 × S1. Schließlich berechnen wir das effektive Potential des Polyakov-Loops
in Kap. 6 in Anwesenheit eines Hintergrundfeldes und – durch Kompaktifizierung einer
räumlichen Dimension – bei endlichen Temperaturen. Dadurch erhalten wir Zugang zu
einem Ordnungsparameter und Einsicht in die qualitativen Vorgänge am Deconfinement-
Phasenübergang.
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1.1. Konventionen und Notationen
Wenn nicht anders angegeben, verwenden wir in dieser Arbeit die natürlichen Einheiten
c = ~ = kB = 1. (1.1)
Sofern wir mit Vierervektoren arbeiten, nutzen wir die Minkowski-Metrik
(gµν) = diag(1,−1, . . .). (1.2)
Mit D = 1 +d bezeichnen wir die Dimension der Raum-Zeit, wobei d der Zahl der räumli-
chen Dimensionen entspricht. Mit griechischen Buchstaben µ, ν, . . . werden wir Lorenzin-
dizes bezeichnen. Lateinische Buchstaben im Bereich i, j, . . . verwenden wir für die räum-
lichen Komponenten (1, . . . , d) von Vektoren, im Bereich a, b, . . . für den Farbindex. Bei
allen explizit geschrieben Indizes gilt die Summenkonvention. Wenn der Vektorcharakter
von räumlichen Vektoren betont werden soll, werden wir sie in fett-gedruckter Schreibweise
verwenden. Für einen (kontravarianten) Vierervektor gilt entsprechend
(xµ) = (x0,x). (1.3)
Weiterhin ist mit dem Produkt zweier fettgedruckter, räumlicher Vektoren ein Skalarpro-
dukt impliziert
xy :=
d∑
i=1
xiyi. (1.4)
Die gleiche Schreibweise verwenden wir für das Skalarprodukt im Farbraum [vgl. (6.58)].
Zur Optimierung der Darstellung von Gleichungen werden wir für die Argumente,
Lorenz- und/oder Farbindizes von Objekten eine abkürzende Schreibweise verwenden,
wenn deren explizite Angabe nicht erforderlich ist. Beispielsweise wird das Argument und
die Indizes des Eichfeldes kompakt geschrieben als
A(1) := Aai (x) . (1.5)
Eine Wiederholung des Indizes impliziert eine Integration über die (räumlichen) Koordi-
naten und eine Summation über die Lorenzindizes bzw. den Farbraum
A(1)B(1) :=
∫
ddx
d∑
k=1
N2c−1∑
a=1
Aak(x)Bak(x) . (1.6)
In den Fällen bei denen die Angabe von Indizes bzw. Argumenten entbehrlich ist, werden
wir auf sie verzichten.
Die mathematischen Operatoren tr und det sind als Matrixoperatoren trM = Mii zu
verstehen, während Tr und Det als funktionale Operatoren der Art
TrM = M(1, 1) (1.7)
zu lesen sind. Diese beinhalten gegebenenfalls auch die entsprechenden Matrixoperationen.
Die Fouriertransformation definieren wir wie folgt
f(p) =
∫
ddx f(x)e−ipx, f(x) =
∫
d¯dp f(x)eipx, d¯dp := d
dp
(2pi)d . (1.8)
Schließlich verwenden wir für die partielle Ableitung die Schreibweise ∂µ ≡ ∂∂xµ und be-
zeichnen mit
δ
δf(x)I[f ] (1.9)
die funktionale Ableitung eines Funktionals I[f ], wobei δf(x)δf(y) = δ(x− y) gilt.
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2. Hamiltonformulierung der
Yang-Mills-Theorie
In diesem Kapitel werden wir Grundlagen des Hamiltonzugangs zur Yang-Mills-Theorie
darstellen:
Zuerst besprechen wir in Abschn. 2.1 die Lagrange- und Hamiltonformulierung der klas-
sischen Yang-Mills-Theorie. Danach gehen wir in Abschn. 2.2 auf die kanonische Quanti-
sierung und die Implementierung der Coulomb-Eichung ein. Die elementaren Korrelations-
funktionen der Quantenfeldtheorie besprechen wir in Abschn. 2.3. Zum Schluss gehen wir
in Abschn. 2.4 auf die Einführung von endlichen Temperaturen im Hamiltonzugang ein und
besprechen in Abschn. 2.5 Ordnungsparameter für den Deconfinement-Phasenübergang
der Yang-Mills-Theorie.
2.1. Klassische Yang-Mills-Theorie
Eichtheorien bilden die mathematische Grundlage für das Standardmodell der Teilchen-
physik. Bereits der Formulierung der Elektrodynamik im Rahmen der Maxwell-Theorie
liegt eine Eichtheorie zugrunde. Benannt wurde dieses Prinzip von Weyl bei seinem (ge-
scheiterten) Versuch eine Theorie der Gravitation und der Elektrodynamik zu konstruie-
ren. Erst durch die Etablierung der Quantenmechanik wurden Eichtheorien in der heutigen
Weise verstanden. Sie besitzen eine Invarianz der Lagrange-Dichte bezüglich einer loka-
len Transformation, die durch eine Lie-Gruppe erzeugt wird. Diese lokale Eichinvarianz
kann im Falle der Elektrodynamik mit der Gruppe U(1) – die Gruppe der komplexen
Phasenfaktoren – identifiziert werden.
Die Erweiterung von Eichtheorien auf nicht-abelsche Eichgruppen wurde von Yang und
Mills 1954 vorgeschlagen [14]. Mit einer Yang-Mills-Theorie basierend auf der Lie-Gruppe
SU(2) gelang im Glashow-Salam-Weinberg Modell zusammen mit dem Higgs-Mechanismus
eine Vereinheitlichung der Elektrodynamik und der schwachen Wechselwirkung. Die starke
Wechselwirkung konnte durch das Quarkmodell [15] mit einer SU(3)-Yang-Mills-Theorie
beschrieben werden. Diese Theorie, die Quantenchromodynamik (QCD), gilt seit der Ent-
deckung [16] und experimentellen Bestätigung der asymptotischen Freiheit als akzeptiert.
Für eine geschichtliche Darstellung der Eichtheorien siehe z.B. [17, 18].
Um für diese Arbeit die Notation festzulegen, besprechen wir zuerst einige grundlegende
Definitionen der (vereinfachten) QCD und beschränken uns anschließend auf die reine
Yang-Mills-Theorie.
2.1.1. Definition der QCD und Yang-Mills-Theorie
Die Lagrange-Dichte L der QCD mit einem Quarkfeld ψ der Masse m lautet
L = ψ¯(iγµDµ −m)ψ + LYM, (2.1a)
LYM = −12 trFµνF
µν . (2.1b)
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Hier sind γµ die Dirac-Matrizen und Dµ ist die kovariante Ableitung
Dµ = ∂µ + igAµ (2.2)
mit dem Eichfeld Aµ und der Kopplungskonstanten g.1 Der Feldstärketensor Fµν ist defi-
niert durch
Fµν := − i
g
[Dµ, Dν ] = ∂µAν − ∂νAµ + ig[Aµ, Aν ] . (2.3)
Der erste Teil der Lagrange-Dichte (2.1a) repräsentiert einen Dirac-Term für das Quarkfeld
ψ mit Kopplung an das Eichfeld Aµ, der zweite Teil LYM (2.1b) ist ein dynamischer Term
für das Eichfeld Aµ selbst
Eine der definierenden Eigenschaften der Lagrange-Dichte (2.1a) ist die lokale Eichin-
varianz unter der Transformation der Quarkfelder definiert durch
ψ′ := U(x)ψ, ψ¯′ := ψ¯U †(x), (2.4)
wobei U(x) ein Element der Lie-Gruppe SU(Nc) und Funktion der Raum-Zeit x ∈ M ⊆
R
1+d ist. Die Menge aller Transformationen U(x) bilden die Eichgruppe.2 Die für Nc ≥
2 nicht-abelsche Gruppe SU(Nc) ist eine N2c − 1-dimensionale Matrixgruppe, die in der
fundamentalen Darstellung durch unitäre Nc ×Nc Matrizen mit Determinante 1 gegeben
ist. Das Quarkfeld ψ ist in dieser fundamentalen Darstellung ein Vektor im Farbraum
ψ =
 ψ
1
...
ψNc
 (2.5)
mit den Komponenten ψa, a = 1, . . . , Nc, wobei im Quarkmodell der QCD Nc = 3 ist.3
Für die Invarianz des Dirac-Terms unter der Transformation (2.4)
ψ¯(iγµDµ −m)ψ != ψ¯′(iγµD′µ −m)ψ′, (2.6)
muss für die kovariante Ableitung (2.2) gelten
D′µ = UDµU †, (2.7)
die somit in der adjungierten Wirkung von SU(Nc) transformiert. Daher gilt für das Eich-
feld
A′µ = UAµU † +
i
g
(∂µU)U † = − i
g
UDµU
†. (2.8)
unter der Transformation (2.4). Der Feldstärketensor (2.3) transformiert wegen Gl. (2.7)
gemäß
F ′µν = UFµνU †. (2.9)
1Wir werden wir ab Kap. 5 die Kopplungskonstante in das Eichfeld absorbieren gA→ A.
2Die Eichgruppe kann als die Abbildung U(x) : M → SU(Nc) oder lokal als das cartesische Produkt
U ∈ {M × SU(Nc)}
verstanden werden, die jedem Raum-Zeit Punkt die sogenannte Strukturgruppe SU(Nc) zuordnet.
Das cartesische Produkt wird mathematisch als Prinzipal- oder G-Bündel definiert [19]. Im Folgenden
unterscheiden wir zwischen Struktur- und Eichgruppe.
3Hier haben wir ausgeblendet, dass jede dieser Komponenten auch als ein vierkomponentiger Dirac-
Spinor zu verstehen ist. Wir betrachten hier außerdem den einfachen Fall von nur einem Quark-Flavour
(Nf = 1).
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Der Term LYM ist eichinvariant, da die Spur tr über den Darstellungsraum der Grup-
pe gebildet wird. Somit ist die gesamte Lagrange-Dichte (2.1a) eichinvariant unter einer
simultanen Transformation des Quarkfeldes ψ → ψ′ (2.4) und des Eichfeldes A→ A′ (2.8).
Die Elemente U(x) der Eichgruppe können mit Hilfe der exponentiellen Abbildung pa-
rametrisiert werden als
U(x) = exp (−iΘa(x)ta) , (2.10)
wobei Θa(x) Funktionen der Raum-Zeit und ta die Generatoren der von SU(Nc) induzier-
ten Lie-Algebra su(Nc) sind.4 Die N2c − 1-Generatoren ta der fundamentalen Darstellung
von SU(Nc) sind spurfreie, hermitesche Nc × Nc Matrizen. Sie erfüllen als Elemente der
Lie-Algebra die Relation
[ta, tb] = ifabctc (2.11)
mit den Strukturkonstanten fabc, die die lokale Struktur der Lie-Algebra und damit auch
die lokale Struktur der Eichgruppe festlegen [20]. Für abelsche Lie-Gruppen verschwinden
die Zahlen fabc.
Das algebra-wertige Eichfeld kann in der Basis der Generatoren ta der Lie-Algebra
dargestellt werden als
Aµ =: Aaµta ≡
N2c−1∑
a=1
Aaµt
a, tr tatb = 12δ
ab, (2.12)
wobei wir eine Normierung der Generatoren festgelegt haben. Unter einer infinitesimale
Eichtransformationen δU(x) gilt mit δU(x) ≈ 1− iδΘa(x)ta und Gl. (2.8) für das Eichfeld
A′µ = Aµ +
1
g
[D, δΘ]. (2.13)
Durch Einführung der adjungierten Darstellung der kovarianten Ableitung (2.2)5
Dˆabµ ≡ δab∂µ − gAˆabµ , Aˆabµ = facbAcµ (2.14)
kann Gl. (2.13) geschrieben werden als
A′µ = Aµ +
1
g
DˆδΘ. (2.15)
Mit dem Symbol “ˆ ” werden wir im weiteren Verlauf dieser Arbeit die adjungierte Dar-
stellung kennzeichnen.
Den überwiegenden Teil dieser Arbeit widmen wir der reinen Yang-Mills-Theorie. Von
dem QCD-Lagrangian (2.1a) betrachten wir daher nur den dynamischen Term für das
Eichfeld LYM (2.1b). Mit Fµν = F aµνta gilt für die Komponenten des Feldstärketensors
(2.3)
F aµν = ∂µAaν − ∂νAaµ − gfabcAbµAcν , (2.16)
mit denen die Yang-Mill-Lagrange-Dichte geschrieben werden kann als
LYM = −14F
a
µνF
a,µν − Ja,µAaµ , (2.17)
4Ab Kap. 3 verwenden wir antihermitesche Generatoren T a := ita für die Lie-Algebra su(Nc).
5Die adjungierte Abbildung Dˆ◦ := [D, ◦] definiert eine Darstellung der Lie-Algebra su(Nc) in sich selbst.
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wobei wir für die folgenden Betrachtungen ein externes Quellfeld Jµ eingeführt haben.6
In dieser Form wird die Ursache für die Komplexität der reinen Yang-Mills-Theorie offen-
sichtlich: Sie ist nicht-linear. Die Strukturkonstanten fabc der nicht-abelschen Eichgruppe
erzeugen Wechselwirkungsterme für das Eichfeld A. Dies unterscheidet für SU(Nc ≥ 2)
die Yang-Mills-Theorie fundamental von der Elektrodynamik. Auch die klassischen Be-
wegungsgleichungen der Yang-Mills-Theorie sind nicht-linear. Aus der Lagrange-Dichte
(2.17) folgt die Euler-Lagrange-Glleichung
DˆµF
µν = Jν , (2.18)
die eine Verallgemeinerung der Maxwell-Gleichungen für nicht-abelsche Eichgruppen dar-
stellt.
2.1.2. Hamiltonformalismus der Yang-Mills-Theorie
Der Hamiltonformalismus der klassischen Yang-Mills-Theorie ist Ausgangspunkt für die
kanonische Quantisierung. Zu dessen Darstellung bestimmen wir aus der Lagrange-Dichte
(2.17) durch die Legendre-Transformation
H = Πa,µ∂0Aaµ − LYM (2.19)
die Hamilton-Dichte, wobei wir die konjugierten Impulse
Πa,µ(x) := ∂L
∂
(
∂0Aaµ(x)
) = F a,µ0(x) (2.20)
eingeführt haben. Hieraus folgt insbesondere, dass der zur A0-Komponente des Eichfeldes
konjungierte Impuls
Π0 = 0 (2.21)
identisch verschwindet. Im Hamiltonformalismus ist es sinnvoll die kovariante Schreibweise
zu verlassen. Daher bezeichnen wir von nun an mit tiefer gestellten lateinischen Indizes
die (kontravarianten) Komponenten von d dimensionalen Vektorfeldern. Wir definieren
das chromoelektrische Feld
Eai := F ai0 = −∂0Aai − Dˆabi Ab0, (2.22)
sowie in d = 3 räumlichen Dimensionen das chromomagnetische Feld
Bai :=
1
2ijkF
a
jk =
1
2g ijk[Dj , Dk]
a. (2.23)
Hierbei ist der räumliche Anteil des Feldstärke-Tensors (2.16) bzw. der kovarianten Ablei-
tung gegeben durch
F aij = ∂iAaj − ∂jAai + gfabcAbiAcj , Dˆabi = δab∂i + gfacbAc. (2.24)
Die Yang-Mills-Lagrange-Dichte lautet ausgedrückt durch die Felder E und B
LYM = 12E
2 − 12B
2 − ρextA0, (2.25)
6Dabei vernachlässigen wir die Tatsache, dass ein externes Eichfeld die Eichinvarianz verletzt. Tatsächlich
wird eine Farbladungsdichte Jµ = gψ¯γµψ durch das Quarkfeld dynamisch erzeugt und die Eichinvarianz
gewahrt.
16
2.2. Yang-Mills-Quantentheorie
wobei wir die externe Farbladung ρext ≡ J0 eingeführt und auf vektorielle Quellfelder
verzichten. Die Hamilton-Dichte folgt aus Gl. (2.19) und lautet in d = 3 räumlichen
Dimensionen
H = 12
(
Π2 + B2
)
−Aa0
(
Dˆabi Πbi − gρaext
)
, (2.26)
wobei wir Gl. (2.20) und Gl. (2.22) verwendet haben.
Aus den hamiltonischen Bewegungsgleichungen
∂0Πai = −
∂H
∂Aai
, ∂0A
a
i =
∂H
∂Πai
(2.27)
folgt insbesondere ∂0A0 = 0 und wegen Gl. (2.21)
DˆΠ = gρext. (2.28)
Gl. (2.28) ist das nicht-abelsche gaußsche Gesetz (2.28), welches durch das nicht dynami-
sche A0 Feld im Sinne eines Lagrange-Multiplikators implementiert wird.
Wegen des verschwindenden Impulses Π0 = 0, ist es nicht ohne weiteres möglich Kom-
mutatorrelationen für die kanonische Quantisierung einzuführen. Die Weyl-Eichung oder
Zeit-Eichung
Aa0
!= 0 (2.29)
nutzt die Eichfreiheit und eliminiert die A0-Komponente des Eichfeldes. Danach können
noch zeitunabhängige, räumliche Eichtransformationen U(x) durchgeführt werden, ohne
dass die Weyl-Eichbedingung (2.29) zerstört wird. In Weyl-Eichung vereinfacht sich die
Hamilton-Funktion der Yang-Mills-Theorie in d räumlichen Dimensionen zu7
H = 12
∫
ddx
(
Π2(x) + 12F
a
ij(x)F aji(x)
)
. (2.30)
Diese ist der Ausgangspunkt für die folgende kanonische Quantisierung. Durch die Ver-
wendung der Weyl-Eichung geht jedoch das gaußsche Gesetz (2.28) als dynamische Bewe-
gungsgleichung verloren und muss als Nebenbedingung gefordert werden.
2.2. Yang-Mills-Quantentheorie
In diesem Abschnitt verlassen wir die klassische Yang-Mills-Theorie und gehen über zur
Quantenfeldtheorie. Dies geschieht in dieser Arbeit im Rahmen der kanonischen Quanti-
sierung.
2.2.1. Kanonische Quantisierung
Bei der kanonischen Quantisierung werden Koordinaten und Impulse mit Hilfe einer, auf
Poissonklammern beruhenden, Vertauschungsrelation zu Operatoren erhoben. Gleichzeitig
werden Zustandsvektoren eines Hilbertraums eingeführt, auf denen diese Operatoren wir-
ken. Die kanonische Quantisierung einer lokalen Eichtheorie, die unphysikalische Freiheits-
grade und implizit zusätzliche Nebenbedingungen beinhaltet, ist nicht trivial. Zahlreiche
lesenswerte Referenzen zu diesem Thema finden sich auch in [21].
7Hier haben wir das chromoelektrische Feld B durch den Ausdruck für beliebige (räumliche) Dimensionen
ersetzt.
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Für die Quantisierung der Yang-Mills-Theorie in Weyl-Eichung (A0 = 0) führen wir
folgende Kommutatorrelationen ein[
Aai (x),Πbj(y)
]
= iδabδijδ(x− y),
[
Aai (x), Abj(y)
]
=
[
Πai (x),Πbj(y)
]
= 0. (2.31)
Im funktionalen Schrödinger-Bild [22] sind die Operatoren zeitunabhängig, während die
Zustände des Systems durch einen zeitabhängigen Zustandsvektor |ψ〉 beschrieben werden.
In Koordinatendarstellung ist das Wellenfunktional des (zeitabhängigen) Zustands |ψ〉 ein
Funktional des Eichfeldes A, gegeben durch
ψ[A] = 〈A |ψ〉 (2.32)
und die Kommutatorrelationen (2.31) werden durch die (funktionalen) Operatoren
Aˇ(1) := A(1), Πˇ(1) := −i δ
δA(1) (2.33)
erfüllt. Die Yang-Mills-Schrödinger-Gleichung für das Wellenfunktional ψ[A] lautet [22]
i∂tψ[A] = Hˇψ[A] (2.34)
mit dem Yang-Mills-Hamilton-Operator
Hˇ := 12
∫
ddx
(
Π2(x) + 12F
a
ij(x)F aij(x)
)∣∣∣∣
Π=Πˇ
, (2.35)
der durch das Einsetzen des Impulsoperators (2.33) in die Hamilton-Funktion (2.30) ent-
steht.
Da der Hamilton-Operator zeitunabhängig ist und wir an dessen Grundzustand inter-
essiert sein werden, beschränken wir uns auf die stationäre Schrödinger Gleichung
Hˇψ[A] = Eψ[A] (2.36)
mit der Energie E im stationären Zustand ψ[A]. Wir werden im Folgenden auf die Kenn-
zeichnung von Operatoren mit dem Symbol “ˇ” verzichten.
Durch die Wahl der Weyl-Eichung (A0 = 0) muss zusätzlich zur Schrödinger-Gleichung
(2.36) das gaußsche Gesetz als Nebenbedingung
DˆΠψ[A] = gρextψ[A] (2.37)
an die physikalischen Zustände implementiert werden. Der Operator DˆΠ ist der Erzeuger
von zeitunabhängigen Eichtransformationen und die Bedingung (2.37) Ausdruck der wei-
terhin bestehenden Eichinvarianz bezüglich räumlichen Eichtransformationen U(x) [23].
Bei Abwesenheit von externen Ladungen (ρext = 0) impliziert Gl. (2.37) die Eichinvarianz
des Wellenfunktionals ψ[AU ] = ψ[A].
Das Skalarprodukt zwischen zwei Zuständen |ψ〉 und |φ〉 ist definiert als [23]
〈ψ | . . . |φ〉 :=
∫
DAψ∗[A] . . . φ[A], (2.38)
wobei das Pfadintegral über alle Eichfeldkonfigurationen zu nehmen und ψ∗[A] das kom-
plex konjugierte Wellenfunktional ist. Der Erwartungswert eines Operators O[A,Π] im
Zustand |ψ〉 ist daher
〈O[A,Π] 〉 := 〈ψ | O[A,Π] |ψ〉 (2.39)
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mit dem Skalarprodukt (2.38).
Auch nach Quantisierung in Weyl-Eichung enthält die Theorie – wegen der bestehenden
räumlichen Resteichfreiheit – noch mehr Variablen als physikalische Freiheitsgrade. Daher
implementieren wir in der quantisierten Theorie die Coulomb-Eichung, was als Übergang
zu krummlinigen Koordinaten verstanden werden kann. Der umgekehrte Weg, das Fixieren
der Weyl- und Coulomb-Eichung auf klassischem Niveau und die daran anschließende
Einführung von kanonischen Vertauschungsrelationen, ist ebenfalls möglich und führt zu
den gleichen Ergebnissen [21].
2.2.2. Eichfixierung mit der Faddeev-Popov-Methode
Durch die Eichinvarianz der Zustände |ψ〉 bezüglich zeitunabhängigen Eichtransformatio-
nen integriert das Pfadintegral in dem Skalarprodukt (2.38) über zahlreiche physikalisch
äquivalente Feldkonfigurationen. Die Menge aller durch eine (räumliche) Eichtransforma-
tion U(x) verknüpften Konfigurationen
[A] = {A′ = UAU † + i
g
U∇U †}, (2.40)
bildet eine Äquivalenzklasse. Entlang dieser Eichorbits bleiben die physikalischen Aussagen
unverändert. Die Erwartungswerte (2.39) enthalten daher im Kontinuum eine divergente
Konstante, die der Mächtigkeit der (räumlichen) Eichgruppe entspricht. Zusätzlich führt
die Eichinvarianz zu technischen Schwierigkeiten [24] und macht im Hamiltonzugang das
notwendige Arbeiten mit eichinvarianten Wellenfunktionalen erheblich aufwendiger [25].
Aus den genannten Gründen ist es daher vorteilhaft die unphysikalischen Freiheitsgrade
durch eine Eichfixierung zu eliminieren. Dies bedeutet anschaulich die Eichorbits durch
einen Repräsentanten eindeutig zu parametrisieren
Im Pfadintegral des Skalarproduktes (2.38) kann eine Eichbedingung F [A] != 0 mit der
Faddeev-Popov-Methode [26] implementiert werden. Diese Methode entspricht formal der
Identität
1 =
∫
DU δ(F [AU ]) Det
(
G−1A
)
(2.41)
mit der Integration über die Eichgruppe
∫ DU und dem Faddeev-Popov-Operator
G−1,abA :=
δF a[AU ]
δΘb , (2.42)
dessen Determinante als Jacobi-Determinante des Übergangs in die neuen Koordinaten
angesehen werden kann [27]. Durch Einsetzen von (2.41) kann im Pfadintegral des Skala-
produktes (2.38) die divergente Integration über die Eichgruppe faktorisiert werden.
Wegen des Gribov-Problems [28] gelingt mit der Faddeev-Popov-Methode im Allgemei-
nen keine vollständige Eichfixierung, d.h. es gibt weiterhin Feldkonfigurationen, die der
Eichbedingung gehorchen und durch eine Eichtransformation ineinander überführt werden
können. Im Kontinuumszugang existiert bisher keine zufriedenstellende Methode um diese
sogenannten Gribov-Kopien vollständig auszuschließen. Für eine ausführlichere Diskussion
dieser Problematik verweisen wir z.B. auf [29] und die dort enthaltenen Referenzen.
2.2.3. Yang-Mills-Theorie in Coulomb-Eichung
In dieser Arbeit untersuchen wir die Yang-Mills-Theorie in Coulomb-Eichung, die definiert
ist durch die Bedingung
F a[A] ≡ ∂iAai (x) != 0. (2.43)
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Eine Verallgemeinerung dieser Eichung verwenden wir in Kap. 6. Die Coulomb-Eichung
kann als physikalische Eichung betrachtet werden, die in abelschen Theorien alle nicht-
physikalischen, eichabhängigen Freiheitsgrade eliminiert.
Um in Coulomb-Eichung diese Freiheitsgrade zu separieren, ist es hilfreich die orthogo-
nalen Projektoren
tij(x) := δij − ∂i∂j
∂2
, lij := δij − tij(x) (2.44)
einzuführen, wobei der transversale Projektor im Impulsraum durch
tij(k) = δij − kikj
k2
(2.45)
gegeben ist. Für das Eichfeld A und den Impulsoperator Π gilt somit die Zerlegung
Ai = A⊥i +A
‖
i , A
⊥
i = tijAj , A
‖
i = lijAj ,
Πi = Π⊥i + Π
‖
i , Π⊥i = tijΠj , Π
‖
i = lijΠj
in jeweils eine longitudinale A‖, Π‖ und transversale A⊥, Π⊥ Komponente. Letztere erfüllen
die Kommutatorrelationen[
A⊥ ai (x),Π⊥ bj (y)
]
= itij(x)δabδijδ(x− y), (2.46)[
A⊥ ai (x), A⊥ bj (y)
]
=
[
Π⊥ ai (x),Π⊥ bj (y)
]
= 0.
Die Eichbedingung (2.43) wird durch die Faddeev-Popov-Methode im Skalarprodukt
(2.38) implementiert, sodass gilt
〈ψ | O |φ〉 =
∫
DAδ(F [A])J [A]ψ∗[A]O[A,Π]φ[A] (2.47)
mit dem inversen Faddeev-Popov-Operator (2.42) und der Faddeev-Popov-Determinante
in Coulomb-Eichung gegeben durch
G−1A := ∂Dˆ ≡ (−δab∂i∂i − gAˆabi ∂i)δ(x− y) (2.48a)
J [A] := Det(G−1A ). (2.48b)
Die longitudinale Komponente des Eichfeldes A‖ kann in Gl. (2.47) durch die Eich-
bedingung (2.43) und die longitudinale Komponente des Impulsoperators Π‖ durch das
gaußsche Gesetz (2.37) eliminiert werden. Dadurch ergibt sich der Hamilton-Operator in
Coulomb-Eichung [30]8
H = 12
(
J −1[A]Π(1)J [A]Π(1) +B(1)B(1)
)
+HC (2.49)
mit dem Coulomb-Term
HC =
g2
2 J
−1[A]ρ(1)J [A]FA(1, 2)ρ(2), (2.50)
8Mit allen Indizes lautet der Hamilton-Operator
H =12
∫
ddx
(
J−1[A]Πai (x)J [A]Πai (x) + 12F
a
ij(x)F aji(x)
)
+ g
2
2
∫
ddx ddyJ−1[A]ρa(x)J [A]FA(x,y)ρb(y).
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der durch Eliminierung der Impulskomponente Π‖ entstanden ist und die Wechselwirkung
der totalen Farbladungsdichte ρ = ρdyn[A]+ρext über den sogenannten Coulomb-Operator
FA = GAG−10 GA (2.51)
beschreibt, wobei wir den freien Faddeev-Popov-Operator
G0 = −(∂2)−1 (2.52)
eingeführt haben. Die Ladungsdichte ρ der Eichbosonen enthält neben der externen ρext
auch die dynamische Farbladung9
ρdyn[A] = −AˆΠ. (2.54)
Den ersten Teil des Hamilton-Operators (2.49) HK := 12J −1[A]Π(1)J [A]Π(1) nennen wir
in Anlehnung an die klassische Mechanik auch kinetischen Term und den zweiten Teil
HB := 12B(1)B(1) magnetischen Term.
In Coulomb-Eichung kann das gaußsche Gesetz (2.37) explizit aufgelöst und alle Ob-
jekte als Funktion des transversalen Eichfeldes A⊥ ausgefrückt werden. Dafür enthält der
Yang-Mills-Hamilton-Operator in Coulomb-Eichung (2.50) den nicht-lokalen Term HC.
Da von nun an nur noch transversale Felder bzw. Operatoren auftreten, verwenden wir
die Schreibweise A ≡ A⊥, Π ≡ Π⊥.
Schließlich lautet das Skalarprodukt (2.38)
〈ψ | O |φ〉 =
∫
DAJ [A]ψ∗[A]O[A,Π]φ[A] (2.55)
mit dem Integral über das transversale Eichfeld A und der Faddeev-Popov-Determinante
(2.48b).
2.3. Propagatoren des Hamiltonzugangs
Im Folgenden führen wir zu Charakterisierung der Lösung der Schrödinger-Gleichung Kor-
relationsfunktionen ein, die wir in dieser Arbeit untersuchen werden. Außerdem besprechen
wir auf welche Weise für diese Objekte Bewegungsgleichungen in der Quantenfeldtheorie
und speziell im Hamiltonzugang bestimmt werden können.
2.3.1. Korrelationsfunktionen und Dyson-Schwinger-Gleichungen
Wir betrachten der Einfachheit halber zuerst eine beliebige, euklidische Quantenfeldtheo-
rie, die durch eine Wirkung S[φ] definiert wird, die ein Funktional eines Feldes φ sei. Im
Folgenden beschränken wir uns auf statische, d.h. zeitunabhängige Ausdrücke und ver-
wenden die Konvention (1.5).
Der Erwartungswert eines Operators O[φ], der eine beliebige Funktion des Feldes φ ist,
ist durch das Pfadintegral
〈O[φ] 〉 :=
∫
DφO[φ] exp [−S[φ]] (2.56)
9Die dynamische Farbladung lautet mit allen Indizes
ρdyn(1) ≡ ρadyn(x) = Aˆabi Πbi . (2.53)
Diese kann in der Schreibweise von Gl. (1.5) auch geschrieben werden als ρdyn(1) = R(1; 2, 3)A(2)Π(3)
mit R(1, 2, 3) = fa1a2a3δi2i3δ(x1 − x2)δ(x1 − x3).
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definiert. Von besonderer Bedeutung sind Erwartungswerte einer polynomialen Kombina-
tion der Felder, z.B.
〈φ(1)φ(2) . . . 〉 . (2.57)
Diese Objekte werden Korrelationsfunktionen, Greensche Funktionen oder n Punktfunk-
tionen, entsprechend der Anzahl n der auftretenden Felder, genannt.
Für (unzusammenhängende) Korrelationsfunktionen kann das erzeugende Funktional
Z[J ] :=
∫
Dφ exp [−S[φ] + J(1)φ(1)] (2.58)
definiert werden, wobei ein Quellfeld J eingeführt wurde. Das Funktional Z[J ] erzeugt
Korrelationsfunktionen durch Funktionalableitung, z.B.
〈φ(1) 〉 = δ
δJ(1)Z[J ]
∣∣∣∣
J=0
. (2.59)
Bei Kenntnis aller Korrelationsfunktionen ist das erzeugende Funktional und somit al-
le Erwartungswerte der Quantenfeldtheorie vollständig bestimmt. Ohne Z[J ] zu kennen,
können Relationen zwischen den verschiedenen Korrelationsfunktionen aufgestellt werden.
Diese funktionalen Bewegungsgleichungen werden Dyson-Schwinger-Gleichungen genannt
[31]. Sie folgen aus der Identität [32]
0 ≡
∫
Dφ δ
δφ
exp [−S[φ] + J(1)φ(1)] , (2.60)
deren Gültigkeit voraussetzt, dass exp [−S[φ] + ∫ Jφ] auf dem Rand des Integrationsge-
bietes verschwindet. Gl. (2.60) kann entweder als Bewegungsgleichung für das erzeugende
Funktional selbst
0 ≡
− δS[φ]
δφ(1)
∣∣∣∣
φ(1)= δ
δJ(1)
+ J(1)
Z[J ] (2.61)
oder als Gleichung für Erwartungswerte der Form〈
δS[φ]
δφ(1) exp [J(2)φ(2)]
〉
= 〈 J(1) exp [J(2)φ(2)] 〉 (2.62)
interpretiert werden. In beiden Fällen folgen die Dyson-Schwinger-Gleichungen der Ord-
nung n durch n−1-faches Ableiten der entsprechenden Ausdrücke (2.61) bzw. (2.62) nach
der Quelle J . Nach Eliminierung der Quelle J ergibt sich eine funktionale Gleichung für
die entsprechende Korrelationsfunktion der Ordnung n.10
Dyson-Schwinger-Gleichungen stellen einen Zugang zur Quantentheorie dar, der zu den
Kontinuumsmethoden gezählt wird. Die Anwendung im Rahmen der QCD ist z.B. in
[10, 33, 34] beschrieben. Sie geben insbesondere einen “tiefen” Einblick in das Verhalten
der Propagatoren bei kleinen Energien bzw. großen Abständen. Auch können endliche
Temperaturen [35, 36] und Dichten [37] berücksichtigt werden. Jedoch macht die komplexe
Struktur dieser Gleichungen bei deren Untersuchung zusätzliche Näherungen erforderlich.
Aufgrund der einfacheren Formulierung bei bestehender Lorentz-Kovarianz werden die
meisten dieser Untersuchungen in Landau-Eichung durchgeführt. In Coulomb-Eichung er-
geben sich aufgrund der Auszeichnung der zeitlichen Komponente technische Schwierigkei-
ten [38]. Dennoch konnten auch hier die Dyson-Schwinger-Gleichungen von Propagatoren
untersucht werden [39–43].
10Das Funktional Z[J ] erzeugt unzusammenhängende Korrelationsfunktionen, die sich in fundamentale
Bausteine zerlegen lassen. Für diese können weitere erzeugende Funktionale definiert und deren Dyson-
Schwinger-Gleichungen studiert werden. Hier werden wir nicht weiter auf diese Funktionale eingehen
und verweisen für eine allgemeine Darstellung auf [32].
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2.3.2. Dyson-Schwinger-Gleichungen im Hamiltonzugang
Im Hamiltonzugang kann das erzeugende Funktional Z[J ] mit dem Vakuumzustand |ψ〉
geschrieben werden als
Z[J ] = 〈ψ | exp [J(1)φ(1)] |ψ〉 . (2.63)
Mit dem funktionalen Skalarprodukt (2.38) und dem Wellenfunktional ψ[φ] = 〈φ |ψ〉 gilt
Z[J ] =
∫
Dφψ∗[φ] exp [J(1)φ(1)]ψ[φ] . (2.64)
Durch die Definition einer Wirkung
e−Sψ := ψ∗[φ]ψ[φ] (2.65)
erhält diese Darstellung für das erzeugende Funktional die gleiche Form wie Gl. (2.58).
Entsprechend können die Methoden zur Ableitung von Dyson-Schwinger-Gleichungen wie
zuvor verwendet werden.
Wird Gl. (2.62) auf das erzeugende Funktional (2.64) der Yang-Mills-Theorie im Hamil-
tonformalismus übertragen, ergibt sich [44]〈
δSψ[A]
δA(2) exp [J(1)A(1)]
〉
= 〈 J(2) exp [J(1)A(1)] 〉 −
〈
δ lnJ [A]
δA(2) exp [J(1)A(1)]
〉
,
(2.66)
wobei A das räumliche, transversale Eichfeld und J [A] die Faddeev-Popov-Determinante
(2.48b) in Coulomb-Eichung (2.43) ist.
Im Variationszugang werden wir zur Bestimmung der Lösung der Schrödinger-Gleichung
einen Ansatz für das Vakuum-Wellenfunktional ψ[φ] benutzen. Die aus Gl. (2.66) abge-
leiteten Dyson-Schwinger-Gleichungen lassen sich nutzen, um die von dem Ansatz für das
Wellenfunktional implizierten Bewegungsgleichungen auf transparente Weise zu studieren
und die Berechnung von Erwartungswerten, insbesondere den im Variationszugang essen-
tiellen Erwartungswert des Hamiltonoperators, zu vereinfachen.
2.3.3. Propagatoren
Die wichtigsten Propagatoren, also Korrelationsfunktionen der Ordnung n = 2, von denen
in allen folgenden Kapiteln die Rede sein wird, führen wir im Folgenden ein.
Gluon-Propagator Der (statische) Gluon-Propagator ist der Erwartungswert einer bili-
nearen Kombination des Eichfeldes A
D(1, 2) := 〈A(1)A(2) 〉 . (2.67)
Die vollständige Indexstruktur des Gluon-Propagators lautet D(1, 2) ≡ Dabij (x,y).
Geist-Propagator Der Geist-Propagator ist definiert als der Erwartungswert
G(1, 2) := 〈GA(1, 2) 〉 (2.68)
des inversen Faddeev-Popov-Operators GA (2.48a). Er wird im Hamiltonzugang einge-
führt, um die Faddeev-Popov-Determinante (2.48b) darzustellen.
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Coulomb-Propagator Der Coulomb-Propagator ist der Erwartungswert
F (1, 2) := 〈FA(1, 2) 〉 = 〈GA(1, 3)G0(3, 4)GA(4, 2) 〉 (2.69)
des Coulomb-Operators FA (2.51), der auch dargestellt werden kann als [13, 45]
FA =
∂
∂g
(gGA). (2.70)
Bei Vernachlässigung der g Abhängigkeit des Wellenfunktionals folgt mit Gl. (2.70) für
den Coulomb-Propagator (2.69) der Zusammenhang
F (1, 2) = ∂
∂g
[gG(1, 2)] (2.71)
mit dem Geist-Propagator G(1, 2) (2.68).
2.3.4. Geist-Dyson-Schwinger-Gleichung und Krümmung
Für den Geist-Propagator (2.68) kann ohne die Einführung eines erzeugenden Funktionals
eine Dyson-Schwinger-Gleichung abgeleitet werden. Die Invertierung des Faddeev-Popov-
Operators G−1A (2.48a) ergibt [13]
GA = G0 −GAAΓ0G0 (2.72)
mit dem freien Geist-Propagator G0 (2.52) und dem nackten Geist-Gluon-Vertex Γ0 defi-
niert durch
Γ0(1, 2; 3) :=
δG−1A (1, 2)
δA(3) . (2.73)
Aus dem Erwartungswert von Gl. (2.72) folgt für den Geist-Propagator die Gleichung
G−1(1, 2) = G−10 (1, 2) + Σ(1, 2), (2.74)
wobei wir die Selbstenergie
Σ(1, 2) := Γ0(1, 4; 3)G(4, 4′)D(3, 3′) Γ(4′, 2; 3′) (2.75)
und den vollen Geist-Gluon-Vertex Γ
〈AGA 〉 =: −DGΓG (2.76)
definiert haben. Gl. (2.74) ist in Abb. 2.1 dargestellt. Merkmale dieser typischen Dyson-
Schwinger-Gleichung sind die nicht-lineare Struktur und die Kopplung sowohl an den
Gluon-Propagator (2.67), als auch an den Geist-Gluon-Vertex Γ (2.76), eine Korrelati-
onsfunktion höherer Ordnung.
In Coulomb-Eichung ist der Geist-Gluon-Vertex, wie auch in Landau-Eichung [46], (in-
frarot) endlich [47]. Außerdem ist das Dressing des Geist-Gluon-Vertex auf Ein-Loop-
Niveau klein [48]. Dies wird auch durch die numerischen Lösungen der Dyson-Schwinger-
Gleichung für den Geist-Gluon-Vertex in Coulomb-Eichung bestätigt [49]. Es ist daher ge-
rechtfertigt den vollen Geist-Gluon-Vertex Γ in der Rainbow-Ladder-Näherung durch den
nackten Vertex Γ0 zu ersetzen. In dieser Näherung lautet die Dyson-Schwinger-Gleichung
für den Geist-Propagator (2.68)
G−1(1, 2) = G−10 (1, 2) + Γ0(1, 4; 3)G(4, 4′)D(3, 3′) Γ0(4′, 2; 3′), (2.77)
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−1 = −1 −
Abbildung 2.1.: Darstellung der Dyson-Schwinger-Gleichung für den Geist-Propagator
in diagrammatischer Form: gestrichelte Linien entsprechen dem Geist-
Propagator, gewickelte Linien dem Gluon-Propagator. Gefüllte bzw.
leere Kreise symbolisieren volle, bzw. nackte Vertexfunktionen an.
χ ∼
Abbildung 2.2.: Die Krümmung (2.80) entspricht einem Geist-Loop.
die somit nur noch an den Gluon-Propagator gekoppelt ist. Die Darstellung dieser Glei-
chung im Impulsraum besprechen in Abschn. 3.2.
Zur Berücksichtigung der Faddeev-Popov-Determinante bei der Berechnung der Energie
in den folgenden Kapiteln führen wir die Krümmung
χ(1, 2) := −12
〈
δ2 lnJ [A]
δA(1)δA(2)
〉
(2.78)
ein. Mit der Ableitung
δ
δA(1) lnJ [A] =
δ
δA(1) Tr lnG
−1
A = Γ0(3, 2; 1)GA(2, 3) (2.79)
der Faddeev-Popov-Determinante (2.48b) gilt in der Rainbow-Ladder-Näherung für die
Krümmung [13]
χ(1, 2) = 12Γ0(3, 4; 1)G(3
′, 3)G(4, 4′) Γ0(4′, 3′; 2), (2.80)
die somit einem Geist-Loop [vgl. Abb. 2.2] entspricht. Dieser tritt bei der Berechnung
der Energie [vgl. Kap. 3] oder innerhalb der Dyson-Schwinger-Gleichung für den Gluon-
Propagator auf [48].
2.4. Yang-Mills-Quantentheorie bei endlichen Temperaturen
Aufgrund der asymptotischen Freiheit der QCD ist zu erwarten, dass bei hohen Tempera-
turen oder Dichten Quarks und Gluonen nicht länger in Hadronen gebunden sind. Diesen
Übergang von der confinierten Phase – dem Hadronischen Zustand – zur deconfinierten
Phase nennen wir Deconfinement-Phasenübergang [50, 51]. Die Hochtemperaturphase wird
auch als Quark-Gluon-Plasma bezeichnet. In Schwerionenkollisionen am RHIC (Relativi-
stic Heavy Ion Collider) oder LHC wird nach den Eigenschaften des Quark-Gluon-Plasmas
– und dem Phasenübergang – experimentell gesucht.
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Gitterrechnungen bestätigen sowohl in der reinen Yang-Mills-Theorie [52] als auch in
der vollen QCD die Existenz eines Phasenübergangs [53]. In der reinen Yang-Mills-Theorie
wird für die Eichgruppen SU(2) ein Phasenübergang zweiter Ordnung und für SU(3) so-
wie für unendlich schwere Quarkss ein Phasenübergang erster Ordnung erwartet. Für die
reale QCD wird der Phasenübergang bei verschwindendem chemischen Potential zu ei-
nem kontinuierlichen Crossover [54]. Dies macht die Existenz eines kritischen Punktes
im Phasendiagramm plausibel. Das gesamte Phasendiagramm der QCD als Funktion der
Temperaturen T und dem chemischen Potential µ weist wahrscheinlich eine komplexe
Struktur auf [5].
Wichtigstes Werkzeug zum Studium des Phasendiagramms der QCD sind Gitterrech-
nungen [5, 9, 55]. Während bei verschwindendendem chemischen Potential sehr genaue Be-
rechungen zum Phasenübergang der QCD möglich sind [9], ist dieser Zugang bei endlichen
chemischen Potentialen nur mit zusätzlichen Verfahren möglich [9, 55]. Dem gegenüber ha-
ben perturbative Methoden bei endlichen Temperaturen ein sogenanntes Infrarotproblem
[56]. Dies begründet die Entwicklung von nicht-perturbativen Verfahren zur Beschreibung
der Theorie bei endlichen Temperaturen und Dichten. In dieser Arbeit untersuchen wir
den Deconfinement-Phasenübergang in der reinen Yang-Mills-Theorie im Hamiltonforma-
lismus. Daher widmen wir diesen Abschnitt der Einführung von endlichen Temperaturen
und von dem Ordnungsparameter des Deconfinement-Phasenübergangs.
2.4.1. Großkanonisches Ensemble
Die Informationen der thermischen Yang-Mill-Theorie sind in der Zustandssumme [56]
Z = TrD (2.81)
enthalten. Hier ist die Dichtematrix D des großkanonischen Ensembles gegeben durch
D = e−L(H(A)−µN) (2.82)
mit dem Hamilton-Operator in Weyl-Eichung H(A) (2.35), der eine Funktion der räum-
lichen Komponenten des Eichfeldes A ist, der inversen Temperatur L = 1/T und dem
chemische Potential µ. Für die (reine) Yang-Mills-Theorie hat das großkanonische En-
semble die gleiche Form wie das kanonischen Ensemble, da das chemische Potential der
Gluonen verschwindet (µ ≡ 0). Aus der Zustandssumme (2.81) folgen die thermischen
Zustandsgrößen, wie der Druck
P = − lnZ
LV
, (2.83)
wobei V das Volumen ist. Thermische Erwartungswerte eines Operators O sind über das
Ensemble-Mittel
〈O〉T := Z−1 TrOD (2.84)
definiert.
Die Zustandssumme (2.81) kann mit der Wirkung S[A] der Yang-Mills-Theorie durch
ein euklidisches Pfadintegral
Z =
∫
periodic
DAµ e−S[Aµ], S[Aµ] =
∫ L/2
−L/2
dx0
∫
d3xLYM(Aµ) (2.85)
ausgedrückt werden, wobei die Integration über in der Zeitrichtung periodische Felder
Aµ(−L/2,x) = Aµ(L/2,x) (bosonische Felder) (2.86)
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beschränkt ist. Diese Darstellung der Zustandssumme entspricht der Standardform bei
endlichen Temperaturen [56]. Sie kann als die Zustandssumme einer klassischen statisti-
schen Feldtheorie in d + 1 Dimensionen mit einer kompaktifizierten zeitlichen Dimension
interpretiert werden.
Im Hamiltonformalismus der Yang-Mills-Theorie ist die Einführung des (großkanoni-
schen) Ensembles (2.82) möglich, allerdings sind aufgrund der Struktur des Hamilton-
Operators zusätzliche Näherungen notwendig. Diesen Zugang beschreiben wir in Kap. 4.
In Weyl-Eichung (A0 = 0) treten ausschließlich statische Ausdrücke auf, daher ist in diesem
Fall die Einführung von endlichen Temperaturen durch Kompaktifizierung der Zeit-Achse
nicht möglich.
2.4.2. Kompaktifizierung einer räumlichen Richtung
Eine Methode Temperaturen im Hamiltonformalismus der Yang-Mills-Theorie durch Kom-
paktifizierung einer räumlichen Dimension einzuführen, wurde in [57] vorgestellt. Wir be-
gründen hier diesen Zugang anhand der dort präsentierten Darstellungen.
Wegen der O(4)-Symmetrie der euklidischen Wirkung S[A] (2.85) sind alle vier Di-
mensionen äquivalent und anstatt die Zeit-Achse zu kompaktifizieren, können endliche
Temperaturen in der Pfadintegraldarstellung auch durch Kompaktifizierung einer räum-
lichen Dimension eingeführt werden. Um dies zu veranschaulichen, führen wir folgende
Variablentransformation durch
x0 → z3 A0 → C3
x1 → z0 A1 → C0
x2 → z1 A2 → C1
x3 → z2 A3 → C2 . (2.87)
Wegen der O(4) Invarianz des euklidischen Lagrangians gilt
L (Aµ, xµ) = L (Cµ, zµ) (2.88)
und die Zustandssumme (2.81) kann geschrieben werden als
Z(L) =
∫
periodic
DCµ(z) e−S˜[Cµ] , (2.89)
wobei die Wirkung jetzt definiert ist durch
S˜[Cµ] :=
∫
dz0 dz1 dz2
∫ L/2
−L/2
dz3L (Cµ, zµ) . (2.90)
Das Pfadintegral (2.89) ist über Felder zu nehmen, die der periodischen Randbedingung
in z3-Richtung,
Cµ
(
z0, z1, z2, L/2
)
= Cµ
(
z0, z1, z2,−L/2
)
(2.91)
gehorchen.
Jetzt kann z0 als Zeit und z =
(
z1, z2, z3
)
als die räumlichen Koordinaten interpretiert
werden. Anschließend kann die kanonische Quantisierung in “Weyl Eichung” C0 = 0 mit
den räumlichen Koordinaten des Eichfeldes C =
(
C1, C2, C3
)
durchgeführt werden, wobei
das Eichfeld auf der räumlichen MannigfaltigkeitR2×S1(L), statt aufR3 definiert ist. Dies
führt auf den gewöhnlichen Yang-Mills-Hamilton-Operator, in dem jedoch die Integration
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in der z3 Koordinaten auf das Intervall
[
−L2 , L2
]
beschränkt ist und den wir mit H˜(C, L)
bezeichnen. Für die Zustandssumme (2.89) folgt daher die alternative Darstellung
Z(L) = lim
l→∞
Tr e−lH˜(C,L) (2.92)
mit der Ausdehnung l → ∞ der nicht-kompaktifizierten räumlichen Dimension in z0-
Richtung und unter der Berücksichtigung, dass die (zeitlichen) Randbedingungen im Pfa-
dintegral für l→∞ irrelevant sind. In dieser Zustandssumme trägt nur die Energie E(L)
des Vakuumzustands bei. Angeregte Zustände werden nur relevant, wenn l endlich bleibt,
was bedeutet, dass eine der echten räumlichen Dimensionen auf eine endliche Ausdehnung
beschränkt bleibt. Die Berechnung von Z(L) reduziert sich für l→∞ auf die Lösung der
stationären Schrödinger-Gleichung H˜(C, L)ψ(C) = E(L)ψ(C) für den Vakuumzustand
auf der räumlichen Mannigfaltigkeit R2 × S1(L), wobei S1(L) ein Kreis mit dem Umfang
L ist. Mit diesem Zugang ist die gesamte Temperaturabhängigkeit in dem auf R2×S1(L)
bestimmten Grundzustand und dessen Energie E(L) enthalten.
Diese Betrachtung zeigt, dass in jeder O(4) invarianten Quantenfeldtheorie endliche
Temperaturen im Hamiltonformalismus durch Kompaktifizierung einer räumlichen Dimen-
sion und Lösung der zugehörigen Schrödinger-Gleichung für den Grundzustand eingeführt
werden können. Zusammen mit dem Variationsprinzip nutzen wir diese Methode zur Be-
schreibung der Yang-Mills-Theorie bei endlichen Temperaturen in Kap. 5 und Kap. 6.
2.5. Ordnungsparameter des Deconfinement-Phasenübergangs
Für die Untersuchung des Deconfinement-Phasenübergangs ist es sinnvoll Ordnungspara-
metern zu Betrachten. Im Folgenden führen wir daher den Polyakov-Loop ein, den wir in
Kap. 6 im Rahmen des Hamiltonformalismus der Yang-Mills-Theorie bestimmen. Zusätz-
lich definieren wir als notwendiges Kriterium für Confinement das nicht-abelsche Coulomb-
Potential.
2.5.1. Polyakov-Loop
Die Wirkung der Yang-Mills-Theorie bei endlichen Temperaturen (2.85) ist invariant unter
Eichtransformationen
U(L,x) = zk(x)U(0,x), (2.93)
welche in der Zeit periodisch bis auf ein Element zk ∈ Z(Nc) des Zentrums der Eichgruppe
SU(Nc) sind. Ein Zentrumselement zk ist gegeben durch
zk = e2ipiµ˜k = ei
2pi
Nc
k
1 ∈ Z(Nc), k = 0, 1, . . . , N − 1 (2.94)
mit einem (Ko-) Gewichtsvektor µ˜k = µ˜akta. Obwohl die Wirkung invariant unter diesen
Zentrumstransformationen ist, müssen eichinvariante Observablen es nicht sein.
Der Polyakov-Loop (Operator) ist definiert als [58]
P [A0](x) :=
1
Nc
trP exp
(
−
∫ L
0
dx0A0(x0,x)
)
, (2.95)
wobei P die Pfadordnung ist und die Spur über die fundamentale Darstellung gebildet
wird. Unter einer Zentrumstransformation (2.93) gilt für den Polyakov-Loop
P [A0](x)→ zkP [A0](x), (2.96)
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der somit nicht invariant ist. Der Erwartungswert des Polyakov-Loops ist daher ein Ord-
nungsparameter für die Realisierung der Zentruumssymetrie [4] und es gilt
〈P [A0](x) 〉
{
= 0 Z(Nc) ungebrochen
6= 0 Z(Nc) gebrochen
. (2.97)
Zusätzlich entspricht der Erwartungswert des Polyakov-Loops
〈P [A0](x) 〉 ∼ e−LFq(x) (2.98)
der freien Energie Fq(x) eines unendlich schweren – also statischen – Quarks [59]. Die-
se ist in der hadronischen Phase unendlich, während sie oberhalb des Deconfinement-
Phasenübergangs endlich ist. Der Erwartungswert 〈P [A0] 〉 verschwindet somit in der zen-
trumssymetrischen confinierten Phase, während in der deconfinierten Phase 〈P [A0]〉 6= 0
gilt und die Zentrumssymmetrie gebrochen ist. In der reinen Yang-Mills-Theorie ist der
Polyakov-Loop somit ein Ordnungsparameter des Deconfinement-Phasenübergangs.
Besonders einfach kann der Polyakov-Loop in Polyakov-Eichung berechnet werden, die
definiert ist durch ∂0A0 = 0, wobei A0 aus der Cartan-Subalgebra der Eichgruppe SU(Nc)
gewählt wird. Da in diesem Fall die Pfadordnung in Gl. (2.95) irrelevant ist, gilt
P [A0](x) =
1
Nc
tr e−LA0(x) (2.99)
und das Eichfeld A0 transformiert unter einer globalen Zentrumstransformation (2.94) wie
A0 → A0 + 2pi
L
µ˜k. (2.100)
Für die Eichgruppen SU(2) and SU(3) gilt außerdem die Ungleichung [60, 61]
〈P [A0]〉 ≤ P [〈A0 〉] (2.101)
in der deconfinierten Phase. Daher ist für diese Eichgruppen auch P [〈A0 〉] als Ordnungs-
parameter geeignet. Wegen der Beziehung in Gl. (2.99) zwischen dem Eichfeld A0 in
Polyakov-Eichung und P [A0] kann ebenso 〈A0 〉 selbst – statt P [〈A0 〉] – als Ordnungspa-
rameter verwendet werden.
Der Wert von 〈A0 〉 wird durch das Minimum des effektiven Potentials e[〈A0 〉] be-
stimmt. Dabei erfordert ein nicht-verschwindender Erwartungswert 〈A0 〉 wegen der Ei-
chinvarianz die Anwesenheit eines externen Hintergrundfeldes a. Ein konstantes Hinter-
grundfeld a, das die Bedingung a = 〈A0 〉 erfüllt und diagonal ist, ist selbst ein Ordnungs-
parameter für den Deconfinement-Phasenübergang, wenn sein Wert aus dem Minimum
des effektiven Potentials e[〈A0 〉 = a] bestimmt wird.
Für das effektive Potential gilt wegen der Eichinvarianz unter Zentrumstransformationen
Z(N) (2.100)
e
[
〈A0 〉+ 2pi
L
µ˜k
]
= e [〈A0 〉] . (2.102)
Es wurde zuerst in Störungsrechung auf Ein-Loop-Niveau bestimmt [62]. Korrekturen für
dieses Potential durch die Renormierung des kinetischen Terms des Eichfeldes wurden in
[63] berechnet. In diesen Rechnungen hat das Potential e[a] ein Minimum bei amin = 0,
weshalb 〈P 〉 ' P [amin] = 1 gilt. Dies bedeutet, dass sich die Theorie in der deconfinier-
ten Phase – mit gebrochener Zentrumssymmetrie – befindet. Solch ein Verhalten wird bei
hohen Temperaturen bzw. im perturbativen Bereich erwartet. Bei kleinen Temperaturen
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in der confinierten Phase ist zu erwarten, dass e[a] ein Minimum amin bei einer zentrums-
symmetrischen Konfiguration hat, für die der Polyakov-Loop mit 〈P 〉 ' P [amin] = 0 ver-
schwindet. Ein derartiges nicht-perturbatives Verhalten für das effektive Potential wurde
mit Hilfe von Renormierungsgruppen-Methoden in [61, 64] berechnet.
In Weyl-Eichung (A0 = 0) ist 〈A0 〉 als Ordnungsparameter nicht zugänglich. Jedoch
können wir wie in Abschn. 2.4.2 beschrieben unter Ausnutzung der O(4) Symmetrie auch
eine räumliche Dimension kompaktifizieren um die Temperatur einzuführen und 〈A3 〉 als
Ordnungsparameter betrachten. Auf diese Weise berechnen wir in Kap. 6 das effektive
Potential des Polyakov-Loops im Hamiltonzugang zur Yang-Mills-Theorie bei endlichen
Temperaturen.
Neben dem Polyakov-Loop sind der Wilson-Loop [6] oder der ‘t Hooft-Loop [65], sowie
die Betrachtung von Zentrumsvortices [66, 67] geeignete Größen um die hadronische Phase
von der deconfinierten Phase zu unterscheiden. Alle diese Parameter lassen sich mit einer
nicht-trivialen Zentrumssymmetrie des Grundzustandes in Verbindung bringen [4].
2.5.2. Nicht-abelsches Coulomb-Potential
Als Indikator für Confinement gilt ein statisches Quark-Antiquark-Potentia, das linear mit
dem Abstand r anwächst, d.h.
V (r) ∼ σWr, (2.103)
wobei die Wilson-String-Tension σW aus dem Wilson-Loop bestimmt werden [4, 6] kann.
In Coulomb-Eichung beschreibt die Coulomb-Energie
EC =
〈
g2
2 J
−1[A]ρ(1)J [A]FA(1, 2)ρ(2)
〉
(2.104)
die Wechselwirkung von Farbladungen ρ durch den Coulomb-Propagator FA (2.69). Da-
mit kann ein nicht-abelsches Coulomb-Potential definiert werden [38]. Mit der externen
Farbladungsverteilung
ρ(x)a = δa3 12 (δ(x + r/2) + δ(x− r/2)) , (2.105)
die einem statischen Quark-Antiquark-Paar im Abstand r = |r| entspricht, lautet dieses
Potential
VC(r) = g2 〈FA(0, 0)− FA(r, 0) 〉 . (2.106)
Das Coulomb-Potential ist eine obere Schranke für das physikalische, eichunabhängige
Quark-Antiquark-Potential V (r) [68]. Daher ist ein notwendiges, aber nicht hinreichendes
Kriterium für Confinement ein für große Abstände linear ansteigendes Coulomb-Potential,
VC(r) ∼ σCr. (2.107)
In diesem Fall gilt die Ungleichung
σC ≥ σW (2.108)
für die String-Tensions der beiden eingeführten Potentiale. Gitterrechnungen [69–72] be-
stätigen einen mindestens um den Faktor 2 größeren Wert für die Coulomb-String-Tension
σC gegenüber
σW ≈ (440 MeV)2 . (2.109)
Das nicht-abelsche Coulomb-Potential ist mit Gl. (2.71) durch den Geist-Propagator und
damit durch die Faddeev-Popov-Determinante bestimmt. Dies steht in Beziehung zu dem
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Gribov-Zwanziger-Confinement-Szenario [28, 73], das mit dem Gribov-Problem verbun-
den ist und Confinement mit dem Infrarotverhalten des Geist-Propagators verknüpft. Das
Coulomb-Potential werden wir in den folgenden Kapiteln durch die Lösungen der Glei-
chungen für die Korrelationsfunktionen bestimmen.
2.6. Zusammenfassung
In diesem Kapitel haben wir den Hamiltonformalismus der Yang-Mills-Theorie dargestellt.
Dabei sind wir auf die kanonische Quantisierung und die Notwendigkeit einer Eichfixie-
rung eingegangen. Das wichtigste Resultat dieser Betrachtungen ist die funktionale Yang-
Mills-Schrödinger-Gleichung in Coulomb-Eichung (2.36). Im nächsten Kapitel werden wir
deren Variationslösungen für den Vakuumzustand besprechen. Zur Repräsentation dieser
Lösungen haben wir Propagatoren eingeführt. Obwohl diese Korrelationsfunktionen we-
gen ihrer Eichabhängigkeit keine physikalischen Observablen sind, werden wir aus ihren
Eigenschaften wichtige Erkenntnisse gewinnen.
Da wir den Deconfinement-Phasenübergang studieren wollen, haben wir in diesem Ka-
pitel die Möglichkeiten zur Einführung von endlichen Temperaturen im Hamiltonforma-
lismus entweder durch das großkanonische Ensemble oder der Kompaktifizierung einer
räumlichen Dimension besprochen. Mit dem Polyakov-Loop haben wir den Ordnungspara-
meter für diesen Phasenübergang eingeführt. Darüber hinaus haben wir das nicht-abelsche
Coulomb-Potential betrachtet, das als ein notwendiges Kriterium für Confinement fungiert.
Im weiteren Verlauf dieser Arbeit bestimmen wir in Kap. 4 den Grundzustand bei end-
lichen Temperaturen durch das Variationsprinzip für das großkanonische Ensemble. Aus
dem Verhalten der Propagatoren bei kleinen Energien werden wir die kritische Tempera-
tur des Deconfinement-Phasenübergangs ermitteln. Endliche Temperaturen führen wir in
Kap. 5 durch Kompaktifizierung einer räumlichen Dimension ein. Den Ordnungsparame-
ter für den Deconfinement-Phasenübergang berechnen wir in Kap. 6 durch das effektive
Potential des Polyakov-Loops, das wir aus der Energiedichte der Yang-Mills-Theorie mit
einer kompaktifizierten Dimension bestimmen.
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3. Vakuumzustand der Yang-Mills-Theorie
im Hamiltonzugang
Die herausragenden Merkmale der Yang-Mills-Theorie – wie Confinement – sind Eigen-
schaften des Vakuums, das in der hamiltonschen Formulierung durch das Wellenfunktional
des Grundzustands des Hamilton-Operators beschrieben wird. Im Gegensatz zur Quan-
tenelektrodynamik ist das exakte Vakuum-Wellenfunktional der Yang-Mills-Theorie un-
bekannt.1 Die Kenntnis dieses Wellenfunktionals ist jedoch für ein Verständnis der nicht-
perturbativen Eigenschaften wichtig.2
Im Hamiltonformalismus steht als nicht-perturbative Methode zur approximativen Be-
stimmung des Vakuum-Wellenfunktionals das Variationsprinzip zur Verfügung.3 Dieses
folgt aus dem Rayleigh-Ritz-Prinzip, welches besagt, dass für die Grundzustandsenergie
und einen beliebigen Zustand |ψ〉
E0 ≤ 〈ψ |H |ψ〉〈ψ |ψ〉 (3.1)
gilt. Ein Ansatz für den Grundzustand |ψ〉 des Yang-Mills-Vakuums kann durch Minimie-
rung der Energie
E = 〈ψ |H |ψ〉〈ψ |ψ〉 −→ min (3.2)
optimiert werden. Dadurch wird eine approximative Lösung der (stationären) Schrödinger-
Gleichung und eine Abschätzung für die wahre Vakuum-Energie erzeugt.
Gegenstand dieses Kapitels ist die Bestimmung des Vakuumzustands der Yang-Mills-
Theorie in Coulomb-Eichung mit dem Variationsprinzip. Dieser Variationszugang wurde
bereits in [80] verwendet und in [27, 81] mit einem gaußschen Ansatz für das Wellenfunk-
tional in einem Quasiteilchen-Bild für Gluonen wieder aufgegriffen. Die hier dargestellten
Resultate basieren auf den in [13] entwickelten Methoden, die von den vorangegangenen
Arbeiten durch einen modifizierten Ansatz für das Wellenfunktional und einer vollständi-
gen Berücksichtigung der Faddeev-Popov-Determinante abweichen.
In Rahmen des Variationszugangs konnte eine erfolgreiche Beschreibung der Infrarot-
Physik der Yang-Mills-Theorie realisiert werden. Insbesondere wurden als Signal für Con-
finement ein infrarot-unterdrückter Gluon-Propagator [13, 82, 83] und ein linear anstei-
gendes nicht-abelsches Coulomb-Potential [82] abgeleitet. Als weitere nicht-perturbativen
Eigenschaften wurden eine infrarot-endliche laufende Kopplung [13], ein Umfangsgesetz für
den ’t Hooft-Loop [84] und ein Flächengesetz für den Wilson-Loop [85] für den Vakuum-
zustand der Yang-Mills-Theorie berechnet. Sowohl Gitterrechnungen in Coulomb-Eichung
[71, 86] als auch Ergebnisse aus Renormierungsgruppen-Gleichungen [87] bestätigen diese
Resultate.
1Eine Diskussion über mögliche Vakuum-Wellenfunktionale in D = 2 + 1 Dimensionen ist in [74, 75] und
in D = 3 + 1 in [76, 77] zu finden.
2Für perturbative Rechnungen im funktionalen Schrödingerbild [78] ist die Kenntnis des exakten Wellen-
funktionals nicht erforderlich.
3Auch in kovarianter Formulierung kann ein Variationsprinzip auf Ebene der effektiven Wirkung entwi-
ckelt werden [79].
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In diesem Kapitel fassen wir die wichtigsten Ergebnisse des Variationszugangs zusam-
men. Hierzu diskutieren wir zuerst die Wahl der Wellenfunktion in Abschn. 3.1. Die hiermit
abgeleiteten Bewegungsgleichungen für den Geist- und Coulomb-Propagator sowie die Ein-
führung von Formfaktoren besprechen wir in Abschn. 3.2. In Abschn. 3.3 stellen wir die
Energiedichte und die durch das Variationsprinzip abgeleitete Gap-Gleichung dar. Auf die
Renormierungsprozedur der Integralgleichungen gehen wir in Abschn. 3.4 ein. Die analyti-
schen Eigenschaften der Lösungen und die Selbstkonsistenz der gekoppelten Gleichungen
erörtern wir in Abschn. 3.5. Zum Schluss diskutieren wir in Abschn. 3.6 die numerischen
Lösungen [13, 82, 83, 88] der gekoppelten Integralgleichungen für den Gluon-Propagator
sowie für den Geist- und Coulomb-Propagator.
3.1. Vakuum-Wellenfunktional
Im Variationszugang (3.2) zur Yang-Mills-Theorie in Coulomb-Eichung verwenden wir für
den Vakuumzustand als Ansatz das gaußsche Wellenfunktional [13, 88]4
ψ[A] = J −1/2[A]ψ˜[A] , ψ˜[A] := N exp
[
−12A(1)ω(1, 2)A(2)
]
, (3.3)
wobei ω(1, 2) ein Variationskern, J [A] die Faddeev-Popov-Determinante der Coulomb-
Eichung (2.48b) und N eine geeignete Normierungskonstante ist.5 Nach Fixierung der
Coulomb-Eichung (2.43) ist das Wellenfunktional eine Funktion des transversalen Eichfel-
des A ≡ A⊥.
Der Erwartungswert eines Operators O[A,Π] im Zustand (3.3) kann mit dem Skalar-
produkt (2.55) geschrieben werden als [13]
〈O[A,Π] 〉 ≡
∫
DAJ [A]ψ∗[A]O[A,Π]ψ[A]
=
∫
DA ψ˜∗[A]O˜[A,Π]ψ˜[A] =:
〈
O˜[A,Π]
〉
∼ , (3.4)
wobei wir den transformierten Operator O˜[A,Π] [13]
O˜[A,Π] := J [A]1/2O[A,Π]J [A]−1/2 (3.5)
eingeführt haben. Formal eliminiert diese Transformation und die Normierung des Wel-
lenfunktionals (3.3) die Faddeev-Popov-Determinante J [A] aus dem Skalarprodukt und
dem Erwartungswert (3.4). Das nicht-lokale Funktional J [A] verbleibt jedoch in den nach
(3.5) transformierten Operatoren und tritt im Coulomb-Hamiltonian HC (2.50) explizit
auf.
4Im Variationszugang können auch Wellenfunktionale berücksichtigt werden, die über die gaußsche Form
(3.3) hinaus gehen. In [89] wurde das Wellenfunktional
ψ[A] ∼ exp
[
−12
(
ωA2 + 13!γ
(3)A3 + 14!γ
(4)A4
)]
betrachtet, das zusätzliche Variationskerne γ(3),γ(4) enthält, die höhere Ordnungen an gluonischen
Wechselwirkungen berücksichtigen. Hierdurch wird insbesondere der Gluon-Loop in der Gap-Gleichung
berücksichtigt, der das UV-Verhalten im Vergleich zu den perturbativen Lösungen verbessert [89].
5Die Normierungskonstante stellt sicher, dass 〈ψ |ψ〉 = 1. Der Kern ω muss positiv sein, damit die
Wellenfunktion normierbar ist und es gilt N 2 ' (Det 2ω)1/2.
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Das von dem gaußschen Wellenfunktional (3.3) implizierte erzeugende Funktional für
Korrelationsfunktionen [vgl. (2.64)] hat eine besonders einfache Gestalt. Da das Pfadinte-
gral über das transversale Eichfeld aus-integriert werden kann, gilt [13]
Z[J ] = exp
(1
2J(1)D(1, 2)J(2)
)
, (3.6)
wobei zwischen dem Gluon-PropagatorD(1, 2) [vgl. (2.67)] und dem Variationskern ω(1, 2)
der einfache Zusammenhang
D(1, 2) ≡ 12ω
−1(1, 2) (3.7)
besteht. Daher lassen sich für das gaußsche Wellenfunktional (3.3) alle Erwartungswerte
durch den Gluon-Propagator D bzw. den Variationskern ω ausdrücken.
In Coulomb-Eichung ist der Gluon-Propagator bei räumlicher Homogenität und Isotro-
pie diagonal im Farbraum und transversal in den Vektorkomponenten. Daher kann für
den Variationskern ω(1, 2) der Ansatz
ωabij (x,y) = δabtij(x)ω(x− y) (3.8)
verwendet werden, wobei der transversale Projektor t in Gl. (2.44) definiert ist. Im Im-
pulsraum gilt der Zusammenhang
D(k) = 12ω(k) , (3.9)
weshalb ω(k) auch als Gluonenergie bezeichnet wird.
3.2. Propagatoren und Formfaktoren
Wir betrachten die Bewegungsgleichungen der in Abschn. 2.3.3 definierten Propagatoren
für den Ansatz (3.3) des Wellenfunktionals.
Gluon-Propagator Der Gluon-Propagator D hat für das Wellenfunktional (3.3) den Zu-
sammenhang (3.7) mit dem Variationskern ω, der später durch Minimierung der Energie
bestimmt wird. Es ist daher nicht nötig für den Gluon-Propagator selbst eine Dyson-
Schwinger-Gleichung abzuleiten. Wird bei der Definition des gaußschen Wellenfunktionals
(3.3) auf die Normierung mit der Faddeev-Popov-Determinante J [A] verzichtet, dann
gilt für den Gluon-Propagator im Hamiltonformalismus die Dyson-Schwinger-Gleichung
[89, 90]
D−1(1, 2) = 2ω(1, 2) + 2χ(1, 2), (3.10)
wobei χ(1, 2) die Krümmung (2.78) ist.6 Den Einfluss der Normierung mit der Faddeev-
Popov-Determinante (J −1/2[A]) diskutieren wir bei der Bestimmung der Energiedichte in
Abschn. 3.3.
Neben dem Gluon-Propagator sind die Propagatoren
〈Π(1)Π(2) 〉 = 12ω(1, 2) (3.11a)
〈A(1)Π(2) 〉 = i2δ(1, 2), (3.11b)
bei der Berechnung der Energiedichte hilfreich. Beide Gleichungen lassen sich für das
Wellenfunktional (3.3) leicht mit dem Impulsoperator (2.33) und dem Skalarprodukt (3.4)
ableiten.
6Für den inversen Gluon-Propagator wird auch die Bezeichnung Ω := 12D
−1 verwendet. Mit der in dieser
Arbeit verwendeten Normierung des gaußschen Wellenfunktionals (3.3) mit J−1/2[A] gilt somit Ω = ω.
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Geist-Formfaktor und Krümmung Die in Abschn. 2.3.3 aufgestellte Dyson-Schwinger-
Gleichung für den Geist-Propagator G(1, 2) [vgl. (2.74)] ist unabhängig von der Wahl der
Wellenfunktion, jedoch an den Gluon-Propagator D(k) gekoppelt. Wir führen an dieser
Stelle den Geist-Formfaktor d(k) ein, der im Impulsraum definiert ist durch
Gab(k) =: δabd(k)
g k2
. (3.12)
Der Formfaktor d(p) beschreibt die Abweichung der Yang-Mills-Theorie von der abelschen
QED (d ≡ 1) und kann als die dielektrische Funktion des Yang-Mills-Vakuums angesehen
werden [91].
Mit der Definition (3.12) lautet die Dyson-Schwinger-Gleichung [Gl. (2.74)] für den
Formfaktor d(k) [13]
d−1(k) = 1
g
− Id(k), Id(k) := Nc
∫
d¯dq
[
1− (kˆqˆ)2
] d(k− q)
(k− q)2
1
2ω(q) , (3.13)
wobei wir den Gluon-Propagator mit Gl. (3.9) durch den Variationskern ω ersetzt ha-
ben. Dies ist eine nicht-lineare Integralgleichung, die ein Schleifenintegral (Loop) Id(k)
über einen (internen) Impuls enthält und an den Gluon-Propagator bzw. die Gluonenergie
gekoppelt ist.
Die Konvention in der Definition (3.12) hat den Vorteil, dass die Kopplungskonstante g
nicht mehr in der renormierten Gleichung für den Geist-Formfaktor auftritt [vgl. (3.44)].
Tatsächlich entfällt g aus allen Gleichungen, die keinen gluonischen Vertex enthalten.
Auch die Anzahl der Farben Nc kann auf gleiche Weise mit d˜ := d
√
Nc in die Normierung
des Geist-Formfaktors absorbiert werden. Somit können alle folgenden Betrachtungen für
beliebige Nc übernommen werden. Lediglich die Verhältnisse zwischen den Formfaktoren
und die physikalische Skala [vgl. Abschn. 3.6.9] muss angepasst werden.
Die skalare Krümmung7 [vgl. (2.80)] lautet im Impulsraum [13]
χ(k) = Nc2(d− 1)
∫
d¯dq
[
1− (kˆqˆ)2
] d(k− q) d(q)
(k− q)2 (3.14)
mit dem Geist-Formfaktor d(k) und der Anzahl d− 1 = tii(k) der Polarisationsrichtungen
der gluonischen Freiheitsgraden in d räumlichen Dimensionen.
Coulomb-Formfaktor Für den Coulomb-Propagator (2.69) führen wir durch
F (k) =: d(k)
2f(k)
g2k2
(3.15)
einen Formfaktor f ein. Mit der Relation
f(k) = −g2 ∂
∂g
d−1(k), (3.16)
die aus Gl. (2.71) abgeleitet werden kann, folgt bei Vernachlässigung der g-Abhängigkeit
der Wellenfunktion bzw. des Variationskerns ω(k) für den Coulomb-Formfaktor (3.15) die
Integralgleichung [13]
f(k) = 1 + If (k), If (k) :=
Nc
2
∫
d¯dq
[
1− (kˆqˆ)2
] d(k− q)2f(k− q)
(k− q)2ω(q) , (3.17)
7Die skalare Krümmung ist definiert durch χ(x− y) := 1
d−1
1
N2c−1
δabtij(x)χabij (x,y) [vgl. (2.80)]
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mit dem Schleifenintegral If (k). Schließlich gilt für das nicht-abelsche Coulomb-Potential
[vgl. (2.106)]
VC(r) = g2
∫
d¯dk F (k)
(
1− e−ikr
)
=
∫
d¯dk d(k)
2f(k)
k2
(
1− e−ikr
)
(3.18)
mit der Definition des Coulomb-Formfaktors (3.15).
3.3. Energiedichte und Gap-Gleichung
Die Bestimmung des Vakuum-Wellenfunktionals durch das Variationsprinzip (3.2) besteht
aus zwei Schritten: Zuerst berechnen wir den Erwartungswert des Hamilton-Operators in
dem durch das Test-Wellenfunktional (3.3) beschriebenen Zustand. Durch die Minimierung
der Energie wird dieser Ansatz optimiert und eine Gap-Gleichung für den Variationskern
ω abgeleitet.
Die Energie berechnen wir auf Zwei-Loop-Niveau, weshalb diese nur Terme mit maximal
zwei Schleifenintegralen enthält. Daher entspricht die aus der Energie abgeleitete Gap-
Gleichung, wie auch die zuvor dargestellten Bewegungsgleichungen für den Geist- und
Coulomb-Formfaktor, dem Ein-Loop-Niveau.
3.3.1. Energiedichte
Die Energie ist der Erwartungswert des Hamilton-Operators in Coulomb-Eichung (2.49)
im Testzustand |ψ〉 (3.3),
E := 〈H 〉 ≡ 〈ψ |H |ψ〉, (3.19)
wobei die einzelnen Beiträge zu E nach ihrer jeweiligen Quelle in der (klassischen) Hamil-
tonfunktion aufgeteilt werden können in
E =: EK + EB + EC (3.20)
mit der kinetischen EK = 〈HK 〉, der potenziellen EB = 〈HB 〉 und der Coulomb-Energie
EC = 〈HC 〉 (2.50).
Da HB über das chromomagnetische Feld B nur Polynome des Eichfeldes A enthält,
lautet die potentielle Energie EB im Impulsraum [13, 89]
EB =
(N2c − 1)(d− 1)
4 V
∫
d¯dq q
2
ω(q) + g
2Nc(N2c − 1)
16
(d− 1)3
d
V
(∫
d¯dq 1
ω(q)
)2
(3.21)
mit dem (divergenten) räumlichen Volumen V ≡ δ(0). Weil die beiden übrigen Bestandteile
EK und EC die Faddeev-Popov-Determinante enthalten, sind zur deren Bestimmung wei-
tere Näherungen nötig. Auf Zwei-Loop-Niveau gilt für die Faddeev-Popov-Determinante
[79, 90]
J [A] ' exp [−A(1)χ(1, 2)A(2)] (3.22)
mit der skalaren Krümmung (3.14). Dieser Ausdruck für J [A] erleichtert die Berechnung
der Energie. Dazu betrachten wir die Transformation (3.5) des Impulsoperators [vgl. (2.33)]
Π˜(1) = J [A]1/2Π(1)J [A]−1/2 = Π(1) + i2
δ lnJ [A]
δA(1) ≈ Π(1)− iχ(1, 2)A(2), (3.23)
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wobei die letzte Beziehung am Einfachsten mit der Krümmungs-Näherung (3.22) abgeleitet
werden kann. Mit dieser Gleichung für den transformierten Impulsoperator Π˜ und mit den
Propagatoren (3.7), (3.11a) und (3.11b) folgt die kinetische Energie [13, 89]
EK =
〈
Π˜†Π˜
〉
∼ =
(N2c − 1)(d− 1)
4 V
∫
d¯dq (ω(q)− χ(q))
2
ω(q) , (3.24)
wobei 〈. . .〉∼ in Gl. (3.4) und die skalare Krümmung χ(k) in Gl. (3.14) definiert sind.
Die Coulomb-Energie EC = 〈HC 〉 folgt mit der Annahme, dass der Coulomb-Operator
(2.70) durch seinen Erwartungswert ersetzt werden kann, auf gleiche Weise [13, 89]
EC = g2
Nc(N2c − 1)
16 V
×
∫
d¯dq
∫
d¯dp
[
d− 2 + (pˆqˆ)2
]
F (p + q)(ω(q)− χ(q)− (ω(p)− χ(p)))
2
ω(q)ω(p) . (3.25)
Hier ist F (k) der in Gl. (3.15) definierte Coulomb-Propagator.
Schließlich definieren wir die Energiedichte
e := E(N2c − 1)(d− 1)V
, (3.26)
die mit Gl. (3.21), Gl. (3.24) und Gl. (3.25) lautet
e[ω] = 14
∫
d¯dq (ω(q)− χ(q))
2 + q2
ω(q) +
g2Nc
16
(d− 1)2
d
(∫
d¯dq 1
ω(q)
)2
+ g
2Nc
16(d− 1)
∫
d¯dq
∫
d¯dp
[
d− 2 + (pˆqˆ)2
]
F (p + q) [ω(q)− χ(q)− (ω(p)− χ(p))]
2
ω(q)ω(p) .
(3.27)
Die Energiedichte ist ein Funktional des Kerns ω(k) sowie des Geist- und Coulomb-
Formfaktors d(k) bzw. f(k). Diese wurden bei der Berechnung der Energiedichte als
Hilfsgrößen verwendet, die durch ihre jeweiligen Integralgleichungen (3.13) bzw. (3.17)
bestimmt werden müssen, die an die Gluonenergie ω(k) gekoppelt sind.
Eine andere Normierung des Wellenfunktionals (3.3) verändert die Beziehung zwischen
dem Gluon-Propagator D und dem Variationskern ω. In diesem Fall kann die Dyson-
Schwinger-Gleichung für den Gluon-Propagator (3.10) verwendet werden, um Energie-
dichte als Funktional des Gluon-Propagators D zu schreiben, wodurch die Form der Ener-
giedichte unverändert bleibt [13, 89].
3.3.2. Gap-Gleichung
Mit dem Variationsprinzip (3.2) kann jetzt eine Bestimmungsgleichung für ω im Ansatz
(3.3) für das Wellenfunktional abgeleitet werden. Diese Gap-Gleichung folgt aus der Va-
riation8
δe
δω(k)
!= 0, (3.28)
8Hierzu ist für das gaußsche Wellenfunktional (3.3) wegen Gl. (3.7) die Variation
δe
δD(k)
!= 0
nach dem Gluon-Propagator D(k) äquivalent.
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der Energiedichte (3.27) nach dem Kern ω. Da wir die Gap-Gleichung auf Ein-Loop-
Niveau bestimmen, vernachlässigen wir bei der Variation die implizite Abhängigkeit der
Krümmung χ(k) und der Formfaktoren f(k), d(k) von dem Variationskern ω(k). In dieser
Näherung ergibt sich die Gap-Gleichung zu [13]
ω2(k) = k2 + χ(k)2 + I(0)ω + Iω(k) . (3.29)
Hier ist das vom nicht-abelschen Teil der magnetischen Energie stammende, impulsunab-
hängige Tadpole-Integral I(0)ω definiert als
I(0)ω :=
g2Nc
2
(d− 1)2
d
∫
d¯dq 1
ω(q) (3.30)
und das Coulomb-Integral Iω(k) als
Iω(k) :=
g2Nc
2(d− 1)
∫
d¯dq
[
d− 2 + (kˆqˆ)2
]
F (q+k) [ω(q)− χ(q) + χ(k)]
2 − ω(k)2
ω(q) . (3.31)
Letzteres kann in folgender Form aufgeteilt werden [13]
Iω(k) = I(2)ω (k) + 2χ(k)I(1)ω (k) , (3.32)
wobei die Integrale I(l)ω , l ∈ {1, 2} definiert sind durch
I(l)ω (k) :=
g2Nc
2(d− 1)
∫
d¯dq
[
d− 2 + (kˆqˆ)2
]
F (q + k) [ω(q)− χ(q)]
l − [ω(k)− χ(k)]l
ω(q) .
(3.33)
Die Darstellung (3.32) ist für das Isolieren von Divergenzen hilfreich.
Das Variationsproblem führt mit dem gaußschen Wellenfunktional in Ein-Loop-Niveau
auf die Gap-Gleichung (3.29). Diese muss zusammen mit der Gleichung für den Geist-
Formfaktor (3.13) und für den Coulomb-Formfaktor (3.17) selbstkonsistent gelöst werden.
Diese sind in d = 3 räumlichen Dimensionen UV-divergent und bedürfen einer Regulari-
sierung sowie einer Renormierung.
3.4. Renormierung
Zur Analyse der Divergenzen in der Gap-Gleichung (3.29), sowie in der Gleichung für den
Geist- (3.13) und für den Coulomb-Formfaktor (3.17) in d = 3 räumlichen Dimensionen
verwenden wir die perturbativen Lösungen [78, 92]
ω(k) = k, d(k) = f(k) = 1, k ≡ |k|. (3.34)
Für die Integrale in der Gap-Gleichung (3.29) ergibt eine naive Dimensionsanalyse
I(0)ω ∼ Λ2
I(1)ω (k) ∼ Λ + endl.
I(2)ω (k) ∼ Λ2 + a1k2 log(Λ/µ) + b1µ2 log(Λ/µ) + endl.,
wobei Λ eine UV-Regularisierung darstellt9, µ eine aus Dimensionsgründen eingeführte
Impulsskala ist und a1, b1 dimensionslose Konstanten sind. Außerdem ist die Krümmung
(3.14) in der Gap-Gleichung linear divergent, d.h.
χ(k) ∼ Λ + endl.
9Wir verwenden innerhalb der Impulsintegrale einen O(d) invarianten Cutoff Λ.
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Die renormierte Krümmung folgt aus der Renormierung der Faddeev-Popov-Determinante
zu [88]
χ(k) := χ(k)− χ(µχ) (3.35)
mit einer Impulsskala µχ. Da die Krümmung in dem Coulomb-Integral (3.31) nur in der
Kombination χ(k)−χ(q) auftritt, kann sie direkt durch die renormierte Krümmung χ(k)
ersetzt werden. Daher verzichten wir auf die Einführung einer Renormierungskonstanten
χ(µχ) und betrachten die Impulsskala µχ als physikalischen Parameter.
Für die Gap-Gleichung verwenden wir die Renormierungsprozedur aus [88]. Hierbei
werden im Hamilton-Operator die Counter-Terme
∆H = 12 C0(Λ)A(1)A(1) + iC1(Λ)A(1)Π(1) (3.36)
mit den Renormierungskonstanten C0(Λ) und C1(Λ) verwendet. Die Energiedichte (3.27)
enthält daher die zusätzlichen Terme
∆e = C0(Λ)
1
2
∫
d¯dq 1
ω(q) − C1(Λ)
∫
d¯dqω(q)− χ(q)
ω(q) , (3.37)
wodurch die Gap-Gleichung (3.29) modifiziert wird zu [88]
ω(k)2 = k2 + χ(k)2 + I(0)ω + I(2)ω (k)− 2C0(Λ) + 2χ(k)
[
I(1)ω (k)− χ(k)
]
. (3.38)
Die endlichen Anteile c0, c1 der divergenten Konstanten C0(Λ) und C1(Λ) können so
gewählt werden, dass
2C0(Λ) = c0 + I(0)ω + I(2)ω (µω), C1(Λ) = c1 + I(1)ω (µω) (3.39)
gilt und die impulsunabhängigen Divergenzen aus der Gap-Gleichung entfernt werden. Mit
der Definition
∆I(l)ω (k) := I(l)ω (k)− I(l)ω (µω) (3.40)
lautet die renormierte Gap-Gleichung schließlich
ω(k)2 = k2 + χ(k)2 + c0 + ∆I(2)ω (k) + 2χ(k)
[
∆I(1)ω (k) + c1
]
. (3.41)
Die Renormierungkonstante c0 hat Einfluss auf denWert der Gluonenergie ω(k) bei µχ. Die
Bedeutung von c1 untersuchen wir bei der Analyse des Infrarotverhaltens in Abschn. 3.5.2.
Bei Vernachlässigung der Coulomb-Terme ∆I(1)ω , ∆I(2)ω reduziert sich die renormierte
Gap-Gleichung auf die einfache Form
ω2(k) = k2 + χ2(k) + c0. (3.42)
Die endliche Konstante c0 hat hier ihren Ursprung ausschließlich in dem endlichen Teil des
Tadpole-Terms I(0)ω . Einen Vergleich zwischen den Lösungen mit und ohne Coulomb-Term
[Gl. (3.41) und Gl. (3.42)] zeigen wir in Abschn. 3.6.4.
Das Schleifenintegral in der Dyson-Schwinger-Gleichung für den Geist-Formfaktor d(k)
(3.13) ist in d = 3 räumlichen Dimensionen logarithmisch divergent
Id(k) ∼ log(Λ/µ) + endl. (3.43)
Diese Gleichung wird renormiert durch Subtraktion bei einer beliebigen Impulsskala µd
d−1(k) = d−1(µd)−∆Id(k), ∆Id(k) := Id(k)− Id(µd) . (3.44)
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Der Wert der endlichen Renormierungkonstante d−1(µd) entscheidet in d = 3 räumlichen
Dimensionen von welchem Typ die Lösungen der Geist-Gleichung (3.44) sind. Das Gribov-
Zwanziger-Confinement-Szenario [28, 73] setzt die Horizont-Bedingung [93] voraus, die für
den Geist-Formfaktor geschrieben werden kann als
d−1(k = 0) = 0. (3.45)
Diese Bedingung kann durch die Wahl
d−1(µd) = ∆Id(k = 0) = Id(0)− Id(µd) (3.46)
für die Renormierungskonstante in der renormierten Dyson-Schwinger-Gleichung (3.44)
verwirklicht werden. Dies ist für jeden Renormierungspunkt µd möglich, solange Id(µd)
endlich ist.10 Mit diesem Wert für d−1(µd) ergibt sich die Geist-Gleichung in der Form
d−1(k) = − (Id(k)− Id(0)) , (3.47)
was der renormierten Gleichung (3.44) bei der Skala µd = 0 und mit d−1(µd) = 0 ent-
spricht.
Die Lösungen, die der Horizont-Bedingung (3.45) genügen und für k → 0 divergent
sind, werden kritische Lösungen genannt. Entsprechend heißt eine Lösung sub-kritisch
falls d−1(0) > 0 gilt.11 In den folgenden beiden Abschnitten werden wir ausführlicher
besprechen, wie beide Lösungstypen durch den Parameter d−1(µd) unterschieden werden
können.
Die Dyson-Schwinger-Gleichung für den Coulomb-Formfaktor f(k) (3.17) ist in d = 3
räumlichen Dimensionen ebenso wie die Geist-Gleichung (3.13) logarithmisch divergent,
If (k) ∼ log(Λ/µ) + endl. (3.48)
Durch Abziehen bei einer beliebigen Skala µf erhalten wir die renormierte Gleichung
f(k) = f(µf ) + ∆If (k), ∆If (k) := If (k)− If (k = µf ) . (3.49)
Die Renormierungsskala µf für den Coulomb-Formfaktor kann unabhängig von der Ska-
la µd des Geist-Formfaktors gewählt werden. Da diese Integralgleichungen jedoch durch
Gl. (3.16) eng verbunden sind, sollte µf = µd gewählt werden.
In d = 2 räumlichen Dimensionen sind die Gleichungen für d(k) und f(k) endlich
und bedürfen keiner Renormierung [83]. Außerdem kann gezeigt werden, dass in d = 2
ausschließlich kritische Lösungen möglich sind [83]. Der Parameter d−1(µd) hat daher
in diesem Fall keinen Einfluss auf das Infrarotverhalten, sondern muss wie die übrigen
Renormierungskonstanten (c0, µχ) konsistent mit der Kritikalität des gekoppelten Glei-
chungssystems sein.
3.5. Analytische Eigenschaften der Variationslösung
Die renormierte Gap-Gleichung (3.41) sowie die renormierten Integralgleichungen für den
Geist- und den Coulomb-Formfaktor (3.44) bzw. (3.49) können im Hoch- oder Niederener-
giebereich – bei großen k → ∞ (ultraviolett) oder bei kleinen k → 0 (infrarot) äußeren
Impulsen – analytisch untersucht werden, um ihr asymptotisches Verhalten zu bestimmen.
10Solange das regularisierte Integral Id(µd,Λ) endlich ist als Funktion von µd.
11Im Dyson-Schwinger-Zugang zur Yang-Mills-Theorie in Landau-Eichung [94] werden diese Lösungen
scaling und decoupling Lösungen genannt.
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3.5.1. UV-Analyse
Eine UV-Analyse der Bewegungsgleichungen des Variationszugangs wurde in [13] durch-
geführt. Ausgehend von dem perturbativen Verhalten ω(k) = k wurden in der Winkel-
Näherung12 im Hochenergiebereich die selbst-konsistenten, asymptotischen Lösungen
ω(k) = k, d(k) ∼ 1√
ln(k/µ)
, (3.50a)
f(k) ∼ 1√
ln(k/µ)
, χ(k) ∼ kln(k/µ) . (3.50b)
für d(k) und f(k), sowie für die Krümmung χ(k) in d = 3 räumlichen Dimensionen be-
stimmt [13]. Das in Gl. (3.50b) dargestellten UV-Verhalten der Krümmung unterscheiden
sich von den in [13] veröffentlichen Resultaten. Dies lässt sich wie folgt begründen: Mit
dem Ansatz (3.50a) für den Geist-Formfaktor kann die renormierte Krümmung für große
Impulse geschrieben werden als
χ(k) ∼
∫ k
µχ
dq 1ln(k/µ) ∼ −
k
ln(k/µ) + const, (3.51)
wobei wir die Winkel-Näherung [21] verwendet haben.
Die anomalen Dimensionen des Geist-Formfaktors und der Gluonenergie definieren wir
durch
d(k →∞) ' 1
lnδ(k/µ)
, ω(k →∞) ' k lnγ(k/µ). (3.52)
Ein Vergleich mit dem in Winkel-Näherung bestimmten UV-Verhalten ergibt die Werte
γ = 0, δ = 1/2. (3.53)
Diese erfüllen die Konsistenzbedingung
γ + 2δ = 1, (3.54)
die aus der Dyson-Schwinger-Gleichung des Geist-Formfaktors (3.13) abgeleitet werden
kann [21]. Die in Winkel-Näherung bestimmten anomalen Dimensionen der Lösungen des
Variationszugangs stimmen jedoch nicht mit den perturbativen Ergebnissen in Coulomb-
Eichung überein. Aus der eichinvarianten laufenden Kopplung in Ein-Loop-Niveau folgt
für das UV-Verhalten der statischen Propagatoren γ = 3/11 und δ = 4/11 [21, 92]. Wir
bestimmen die anomalen Dimensionen der numerischen Ergebnisse in Abschn. 3.6.5.
Die Gap-Gleichung ohne Coulomb-Term (3.42) ist eine algebraische Gleichung, deren
asymptotisches Verhalten sich aus der Entwicklung der Wurzelfunktion ergibt.13 Für die
Gluonenergie gilt daher bei großen Impulsen k →∞
ω(k →∞) ≈ k + 12
χ(k)2
k
+ 12
c0
k
+ . . . . (3.55)
Mit dem asymptotischen Verhalten der Krümmung (3.50b) hat ω(k) bis zur zweiten Ord-
nung das UV-Verhalten
ω(k →∞) ≈ k
[
1 + 12
c
[log(k/µ)]2
+O
(
[log(k/µ)]−4
)]
+ 12
c0
k
+O
( 1
k3
)
. (3.56)
Die Lösungen ω(k) der Gap-Gleichung (3.42) enthalten daher nach der führenden Ordnung
k zahlreiche logarithmische Korrekturen der Form k/ log(k/µ)n.
12Die Winkel-Näherung wird auch y-max Approximation [95] genannt. Sie ersetzt eine Funktion, die von
dem Skalarprodukt abhängig ist durch: h(|k + q|) ' Θ(k − q)h(k) + Θ(q − k)h(q). Siehe auch [96, 97].
13Erinnnerung: (1 + x)α =
∑∞
n=0 x
n
(
α
n
)
(|x| < 1). Daher ist (1 + x)1/2 = 1 + 12x− 18x2 +O(x3).
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3.5.2. Infrarotanalyse
Für die Infrarotanalyse der Integralgleichungen benutzen wir die Potenzgesetze
ω(k) = A
kα
, d(k) = B
kβ
, f(k) = C
kη
, (k ≡ |k|) (3.57)
als Ansätze für die Gluonenergie ω(k) und die Formfaktoren d(k), f(k). Hierdurch werden
die Infrarotexponenten α, β und η, sowie die Infrarotamplituden A, B, C definiert. Das
Verhalten der Schleifenintegrale in den Dyson-Schwinger-Gleichungen (3.44), (3.41) und
(3.49) bei kleinen Impulsen k → 0 lässt sich mit der sogenannten Infrarotnäherung unter-
suchen [47, 98–100]. Hierbei werden die Potenzgesetze (3.57) im gesamten Impulsbereich
verwendet und die Schleifenintegrale analytisch ausgeführt. Dadurch werden die Bestim-
mungsgleichungen für die Propagatoren, bzw. Formfaktoren in algebraische Gleichungen
überführt. Aus Konsistenz-Bedingungen lassen sich Aussagen über die Infrarotexponenten
und Infrarotamplituden des gekoppelten Gleichungssystems machen.
Die Infrarotanalyse der Bewegungsgleichungen des Variationszugangs mit der Infrarot-
näherung wurden in [47] und für den Coulomb-Formfaktor gesondert in [88] durchgeführt.
Wir fassen hier diese Ergebnisse zusammen und gehen insbesondere auf die Konsistenz
der drei Gleichungen (3.44), (3.49) und (3.41) ein.
Geist-Formfaktor Mit den Potenzansätzen (3.57) lautet die renormierte Integralglei-
chung (3.44) für den Geist-Formfaktor d(k) nach Ausführung des Schleifenintegrals14
kβ
B
= d(µd)−1 − NcB
A
d− 1
4
1
(4pi)d/2
kd−2+α−βIdω(α, β, d) + Id(µd) (3.58)
mit der dimensionslosen Funktion [47]
Idω(α, β, d) :=
Γ(d2 +
α
2 )Γ(
d
2 − β2 )Γ(12(2− d− α+ β))
Γ(1− α2 )Γ(d+ α2 − β2 )Γ(1 + β2 )
(3.59)
und einem impulsunabhängigen Beitrag Id(µd) aus der Renormierungsprozedur, der eine
Funktion des Renormierungspunktes µd ist. Die Geist-Gleichung in der Infrarotnäherung
(3.58) macht keine Aussagen über die absoluten Werte der Unbekannten β, α, A und B.
Jedoch bringt eine Fallunterscheidung weitere Erkenntnisse:
(a) Falls d − 2 + α − β ≥ 0 ist, dann verschwindet für k → 0 die Impulsabhängigkeit
der rechten Seite von Gl. (3.58). Entsprechend muss sie auch auf der linken Seite
verschwinden. Ist in diesem Fall d(µd)−1 + Id(µd) 6= 0 oder d− 2 +α− β = 0 nimmt
die rechte Seite einen konstanten Wert an und es gilt d(k → 0) = konst, bzw β = 0.
Gilt im Gegensatz dazu d(µd)−1 + Id(µd) = 0, dann folgt mit der gleichen Annahme
β ≥ 0 sowie die Summenregel [47]
α = 2β − (d− 2), (3.60)
da die Impulsabhängigkeit der beiden Seiten von Gl. (3.58) übereinstimmen muss.
Dieser Fall schließt daher kritische Geist-Formfaktoren mit β > 0 ein. Diese Aussagen
bleiben auch bei der Wahl von µd = 0 gültig, da nach Voraussetzung Id(µd → 0) ∼
µd−2+α−βd verschwindet oder konstant ist.
14Für die analytische Berechnung der Faltungsintegrale der Form
∫
ddq 1(q+k)α
1
qβ siehe auch [98, 99, 101].
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(b) Falls d − 2 + α − β < 0 ist, dann divergiert für k → 0 der impulsabhängige Teil
auf der rechten Seite und es folgt durch Vergleich der Dimensionen ebenfalls die
Summenregel (3.60) und aus der Annahme β < 0, was einem infrarot-unterdrückten
Geist-Formfaktor entspricht. Das Abziehen des in diesem Fall divergenten Schleifen-
integrals bei µd = 0 führt zu einemWiderspruch mit der Folgerung aus der Annahme,
da hierdurch β ≥ 0 impliziert werden würde.
Die Geist-Gleichung hat somit infrarot-divergente oder unterdrückte Lösungen, die die
Summenregel (3.60) erfüllen, sowie Lösungen mit konstantem Geist-Formfaktor d(k →
0) = konst, die die Summenregel nicht erfüllen müssen. Für infrarot-divergente (und un-
terdrückte) Lösungen folgt aus Gl. (3.58) die Beziehung15
A
B2
= −Nc(d− 1)4
1
(4pi)d/2
Idω(α, β, d)
∣∣∣
α=2β−d+2
, (3.61)
die das dimensionslose Verhältnis A/B2 zwischen den Infrarotamplituden A und B mit
den Infrarotexponenten α und β verknüpft. Unterdrückte Lösungen mit β < 0 sind inkom-
patibel mit der Horizont-Bedingung (3.45) und werden durch die selbstkonsistenten Be-
trachtungen im Folgenden ausgeschlossen. Wegen der Struktur der Geist Dyson-Schwinger-
Gleichung kann für infrarot-divergente oder endliche Lösungen der Renormierungspunkt
µd = 0 verwendet werden.
Coulomb-Formfaktor Die Gleichung für den Coulomb-Formfaktor (3.49) lautet nach In-
tegration des Schleifenintegrals
C
kη
= f(µf ) +
NcB
2C
A
kd−2+α−2β−η
d− 1
4
1
(4pi)d/2
Ifdω(η, β, α, d) + If (µf ) (3.62)
mit der dimensionslosen Funktion Ifdω(α, β, η, d) definiert durch [88]
Ifdω(α, β, λ, d) :=
Γ(d2 − α2 )Γ(d2 − β − λ2 )Γ(β + 1− d2 + λ2 − α2 )
Γ(1− α2 )Γ(1 + β + λ2 )Γ(d− β + α2 − λ2 )
(3.63)
und dem vom externen Impuls unabhängigen Integral If (µf ). Erneut ist eine Fallunter-
scheidung hilfreich:
(a) Falls d−2+α−2β−η ≥ 0 ist, dann verschwindet für k → 0 die Impulsabhängigkeit
der rechten Seite von Gl. (3.62) und muss entsprechend auch auf der linken Seite
verschwinden. Ist in diesem Fall f(µf ) + If (µf ) 6= 0 (oder d − 2 + α − 2β − η = 0)
wird die rechte Seite konstant und es gilt f(k → 0) = konst, bzw. η = 0. Gilt
im Gegensatz dazu f(µf ) + If (µf ) = 0, dann folgt die Summenregel (3.60) und
unter obiger Voraussetzung η ≤ 0, was einem endlichen oder infrarot-unterdrücktem
Coulomb-Formfaktor entspricht.
(b) Falls d− 2 +α− 2β − η < 0 ist, dann divergiert für k → 0 der impulsabhängige Teil
auf der rechten Seite von Gl. (3.62) und die Summenregel (3.60) folgt. In diesem
Fall gilt nach Voraussetzung η > 0, was einen infrarot-divergenten Coulomb-Term
f(k) impliziert. Im Gegensatz zum Geist-Formfaktor muss für divergente Coulomb-
Formfaktoren µf > 0 für den Renormierungspunkt gewählt werden, da dies andern-
falls wegen If (µf → 0) ∼ µd−2+α−2β−ηf zu η ≤ 0 führt, was im Widerspruch zur
Annahme (η > 0) steht.
15Idω(α, β, d)
∣∣∣
α=2β−d+2
= Γ(β+1)Γ(
d
2−
β
2 )Γ(−
β
2 )
Γ( d2−β)Γ(d+
β
2 +1)Γ(1+
β
2 )
.
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Im Fall eines infrarot-divergenten (oder unterdrückten) Coulomb-Formfaktors kürzt sich
der Infrarotexponent η und die Amplitude C aus der linearen Gleichung (3.62). Es folgt
jedoch eine weitere Beziehung für das Amplitudenverhältnis A/B2
A
B2
= Nc(d− 1)4
1
(4pi)d/2
Ifdω(α, β, η, d), (3.64)
die den Infrarotexponenten η explizit enthält.
Gap-Gleichung Zum Schluss betrachten wir das Infrarotverhalten der renormierten Gap-
Gleichung (3.41). Ein Flächengesetz des ’t Hooft-Loops – als Signal für Confinement – setzt
voraus, dass die Differenz
∆ω(k) := ω(k)− χ(k) (3.65)
für k → 0 verschwindet [84]. Mit der renormierten Gap-Gleichung (3.41) kann ∆ω ge-
schrieben werden als
∆ω(k) = 1
ω(k) + χ(k)
[
k2 + c0 + ∆I(2)ω (k) + 2χ(k)
(
∆I(1)ω (k) + c1
)]
. (3.66)
Wir zeigen, dass die Wahl von µω = 0 eine Möglichkeit ist, das Verhalten ∆ω(k → 0) = 0
sicherzustellen. Die Coulomb-Integrale ∆I(l)ω sind für µω = 0 infrarot-unterdrückt, weshalb
I
(l)
ω (k → 0) = I(l)kζl mit ζl > 0 gilt. Für eine infrarot-divergente, renormierte Krümmung
χ(k → 0) = A/kα mit α > 0 gilt daher
ω(k → 0) = χ(k → 0), (3.67)
sodass (in erster Ordnung) das Infrarotverhalten der Gluonenergie mit der Krümmung
identisch ist. Gl. (3.66) kann in diesem Fall für k → 0 geschrieben werden als
∆ω(k → 0) ' 12
k2 + c0 + ∆I(2)ω (k)
χ(k) + ∆I
(1)
ω (k) + c1
' 12A
[
k2+α + c0kα + I(2)kα+ζ2
]
+ I(1)kζ1 + c1. (3.68)
Hier haben wir in der zweiten Zeile das Infrarotverhalten der renormierten Krümmung
χ(k) (3.67) und das der Coulomb-Integrale I(l)ω (k) eingesetzt. Aus dieser Gleichung folgt,
dass für µω = 0 die Wahl c1 = 0 nötig ist, damit die Differenz ∆ω(k) (3.65) verschwindet.16
Wenn die Coulomb-Integrale in der Gap-Gleichung im Folgenden berücksichtigt werden,
beschränken wir uns auf die Wahl
µω = 0, c1 = 0 (3.69)
der Renormierungsparameter. Die Wahl von c1 = 0 wird auch durch das Variationsprinzip
bevorzugt [84].
Wegen Gl. (3.67) ist das Verhalten der Gluonenergie ω(k) bei kleinen Impulsen für
µω = 0 einzig durch eine infrarot-divergente Krümmung bestimmt. Daher verzichten wir
darauf die Coulomb-Terme bei der Infrarotanalyse zu berücksichtigen und betrachten von
16Umgekehrt kann für kritische Lösungen (α > 0) und µω > 0 durch c1 = −∆I(1)ω (0) erreicht werden, dass
∆I(1)ω (k) + c1 im Infraroten verschwindet. Zusätzlich muss in diesem Fall auch α+ ζ2 > 0 gelten, d.h.
die Krümmung muss stärker als die des Coulomb-Terms ∆I(2)(k) divergieren.
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jetzt an die Gap-Gleichung ohne Coulomb-Integrale (3.42). Die Differenz ∆ω(k) (3.65)
kann jetzt geschrieben werden als
∆ω(k → 0) ' 12A
[
k2+α + c0kα
]
(3.70)
und ist somit für Lösungen mit α > 0 infrarot-unterdrückt. Dies gilt auch für alle α = 0,
falls zusätzlich c0 = 0 gewählt wird. Das Verhalten der Differenz ∆ω(k) bei Berücksich-
tigung des Coulomb-Terms untersuchen wir im Rahmen der numerischen Lösungen in
Abschn. 3.6.
Für die Gap-Gleichung ohne Coulomb-Term (3.42) gilt mit der Infrarotnäherung nach
Integration über den Schleifenimpuls die Darstellung
A2
k2α
= k2 +
[
NcB
2kd−2β−2
1
4
1
(4pi)d/2
Idd(β, d)− χ(µχ)
]2
+ c0 (3.71)
mit der dimensionslosen Funktion [47]
Idd(β, d) =
Γ(d2 − β2 )2Γ(β + 1− d2)
Γ(1 + β2 )2Γ(d− β)
(3.72)
und dem konstanten Integral χ(µχ). Gl. (3.71) enthält auf der rechten Seite keine Gluon-
energie ω(k) und somit weder den Infrarotexponenten α, noch die Amplitude A.
Auch für die Gap-Gleichung (3.71) bietet sich eine Fallunterscheidung an:
(a) Falls d − 2β − 2 ≥ 0 ist, dann verschwindet für k → 0 die Impulsabhängigkeit der
rechten Seite von Gl. (3.71). Ist in diesem Fall χ(µχ) 6= 0 und/oder c0 6= 0 wird
für k → 0 die linke Seite konstant und es gilt ω(k → 0) = konst, bzw. α = 0.
Verschwinden bei der gleichen Annahme die Konstanten χ(µχ) = 0 und c0 = 0,
ist die Gluonenergie infrarot-unterdrückt. Es folgt falls 1 > d − 2β − 2 ≥ 0 die
Summenregel (3.60) und 0 ≥ α > −1 oder falls d− 2β − 2 ≥ 1
α = −1, (3.73)
ohne dass die Summenregel Gültigkeit hat.
(b) Falls d− 2β − 2 < 0 ist, dann divergiert für k → 0 der impulsabhängige Teil auf der
rechten Seite und die Summenregel (3.60) folgt. Weiterhin folgt aus der Annahme,
dass α > 0 ist, was einer infrarot-divergenten Gluonenergie entspricht. Dies ist un-
abhängig von der Wahl der Konstanten c0 und χ(µχ). Einzige Ausnahme ist µχ = 0,
da in diesem Fall für c0 = 0 die rechte Seite linear mit k verschwindet und α = −1
folgt.17
Für die Gap-Gleichung sind neben infrarot-divergenten (α > 0) und konstanten (α = 0)
Lösungen auch infrarot-unterdrückte Lösungen (0 ≥ α ≥ −1) möglich. Der Fall α = −1,
der auch durch das komplette Abziehen der Krümmung (µχ = 0) realisiert werden kann,
entspricht dem freien QED Fall mit dem exakten Kern ω(k) = k. Für infrarot-divergente
oder infrarot-unterdrückte Lösungen ergibt sich aus (3.71) die Bestimmungsgleichung
A
B2
= Nc4
1
(4pi)d/2
Idd(β, d). (3.74)
In der folgenden Konsistenz-Betrachtung schließen wir infrarot-unterdrückte Lösungen
aus.
17Die Voraussetzung hierfür ist, dass −1 < d− 2β − 2 < 0 ist.
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Abbildung 3.1.: In (a) sind die Lösungen der Gleichung (3.75) für die Fälle d = 2, 3, 4
dargestellt und durch einen offenen Kreis markiert. In (b) sind die Lö-
sungen der Gleichungen (3.79) (gestrichelte Linie) und (3.80) (durch-
gezogene Linie) für d = 3 als Funktion β(η) dargestellt. Weiterhin sind
die beiden möglichen Lösungen des Geist-Gluon-Systems mit β ≈ 0.8
und β = 1 als horizontale Linien eingezeichnet. Eine selbstkonsisten-
te Lösung der drei Integralgleichungen wäre durch einen gemeinsamen
Schnittpunkt der beiden Funktionen mit einer solchen horizontalen Li-
nie gegeben.
Konsistenz-Betrachtung Nachdem wir die Integralgleichungen einzeln betrachtet haben,
untersuchen wir die Konsistenz der gekoppelten Gleichungen. Dabei beschränken wir uns
auf infrarot-divergente oder infrarot-unterdrückte Lösungen, da sonst die Werte der Renor-
mierungsparameter in die Bestimmungsgleichungen eingehen. Für solche Lösungen gilt die
Summenregel (3.60), die eine Beziehung zwischen den Exponenten α und β herstellt und
auch aus der Nicht-Renormierbarkeit [46] des Geist-Gluon-Vertex abgeleitet werden kann
[47, 99]. Alle selbst-konsistenten Lösungen, bei denen ein Formfaktor infrarot-divergent
oder unterdrückt ist, müssen diese erfüllen. Wir können mit der Summenregel Gl. (3.60)
außerdem den Exponenten α als Funktion von β, d.h. α(β) interpretieren und nur den
Exponenten β (zusammen mit η) zur Charakterisierung einer Lösung angeben. Insbeson-
dere sind kritische, infrarot-divergente Lösungen des Geist-Formfaktor mit β > (d− 2)/2
aufgrund der Summenregel nur mit ebenfalls infrarot-divergenten Lösungen für die Gluon-
energie mit α > 0 vereinbar.
Aus der Infrarotnäherung der drei Integralgleichungen folgen die drei Bestimmungsglei-
chungen (3.61), (3.64) und (3.74) für die unbekannten Infrarotexponenten α, β, η, sowie
die Amplituden A, B und C, wobei C in keiner Bestimmungsgleichung mehr enthalten ist.
In allen Gleichungen treten die Amplituden nur in dem (dimensionslosen) Verhältnis A/B2
auf, sodass die absoluten Werte von A, B und C nicht aus der Infrarotanalyse abgeleitet
werden können, sondern durch die Renormierungsbedingungen festgelegt sind. Dagegen
können wir im Folgenden die Werte der Infrarotexponenten α, β und η von konsistenten
Lösungen bestimmen.
Aus der infraroten Geist- und Gap-Gleichung [(3.74), (3.61)] folgt die Konsistenzbedin-
gung
1
d− 1Idd(β, d)
!= −Idω(α, β, d)
∣∣∣
α=2β−d+2
, (3.75)
die wir auch verkürzt Geist-Gluon-System nennen. Die möglichen Lösungen für β der
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Gl. (3.75) sind für die drei Fälle d = 2, 3, 4 in Abb. 3.1a graphisch dargestellt.18 In d = 3
räumlichen Dimensionen hat Gl. (3.75) (im Intervall 0 ≤ β ≤ 2) die zwei Lösungen [47]
β ≈ 0.7952 , β = 1, (3.76)
während in d = 2 räumlichen Dimensionen aus Gl. (3.75) der Exponent [83]
β = 2/5, (3.77)
sowie in d = 4 räumlichen Dimensionen19 [47, 98, 99]
β = 149(93−
√
1201) ≈ 1.1908 (3.78)
folgt. Für den Infrarotexponenten in d = 2 wurde in [83] aus numerischen Ergebnissen ein
Wert von β ≈ 0.45 bestimmt. Der Infrarotexponent β = 1 für d = 3 konnte auch in der
Winkel-Näherung gefunden werden [13]. In d = 4 ergeben sich die gleichen Exponenten,
die sich aus den Dyson-Schwinger-Gleichungen in Landau-Eichung [99] (in D = 3 + 1
Dimensionen) und den Bewegungsgleichungen für das kovariante Variationsprinzip [79]
auf Ein-Loop-Niveau ergeben. Wir vergleichen die analytischen Infrarotexponenten mit
denen der numerischen Rechnungen in Abschn. 3.6 und bestätigen dort die Exaktheit der
Infrarotnäherung (3.77).
Die Konsistenz des Geist-Gluon-Systems mit der Integralgleichung für den Coulomb-
Formfaktor ist Gegenstand einer umfangreicheren Diskussion. Bereits in [13] wurde ge-
zeigt, dass es für infrarot-divergente Lösungen der Funktionen d(k) und ω(k) mit den
Exponenten (3.76) keine numerischen Lösungen für den Coulomb-Formfaktor gibt. In [88]
konnte durch die analytische Infrarotanalyse bestätigt werden, dass keine konsistenten
infrarot-divergenten Lösungen existieren, während dies im Falle eines subkritischen Geist-
Gluon-Systems möglich ist. Dies kann wie folgt begründet werden: Neben Gl. (3.75) erge-
ben sich durch das jeweilige Gleichsetzen der Gl. (3.64) mit Gl. (3.61), bzw. (3.74) zwei
weitere Konsistenzbedingungen. Diese lauten
Ifdω(α, β, η, d)|α=2β−d+2 != −Idd(β, d) (3.79)
Ifdω(α, β, η, d)|α=2β−d+2 != − 1
d− 1Idω(α, β, d)
∣∣∣
α=2β−d+2
. (3.80)
In Abb. 3.1b sind die Lösungen dieser Gleichungen als Funktion β = β(η) dargestellt,
wobei wir uns auf d = 3 beschränken. Ein Wert für den Exponenten η, der mit den
Lösungen des Geist-Gluon-Systems verträglich ist, wäre durch einen Schnittpunkt mit
den als horizontale Linien eingetragenen Exponenten β ∈ {0.7952, 1} des Geist-Gluon-
Systems erkennbar. Das Fehlen eines Schnittpunktes zeigt, dass keine selbstkonsistente,
infrarot-divergente Lösung aller drei Integralgleichungen existiert. Aus dem Maximum der
18Die hier dargestellten Werte für den Infrarotexponenten β gehören zu zwei Lösungs-Ästen, die wie folgt
als Funktion der räumlichen Dimension d parametrisiert werden können [102]
β1(d) ≈ 25(d− 1)
β2(d) = (d− 2).
19Weitere Werte für den Infrarotexponenten β > 1.1908, die nicht in numerischen Rechnungen gefunden
werden, sind β = 2, 2.0605.
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Funktionen in Abb. 3.1b können wir den größten Wert für β bestimmen, der mit der
Gleichung für den Coulomb-Formfaktor verträglich wäre. Diese sind
β ' 0.4905, (η ' 1.0095),
β ' 0.6276, (η ' 0.8724),
wobei der erste Exponent aus der Konsistenz des Coulomb-Formfaktors mit der Geist-
Gleichung und der zweite aus der Konsistenz mit der Gap-Gleichung stammt. Der sich
hieraus ergebende Grenzwert β ≈ 0.5, ab dem der Coulomb-Formfaktor Lösungen besitzt,
wurde auch in [45, 82] berechnet.
Das Fehlen einer konsistenten Lösung der drei Integralgleichungen (3.44), (3.49) und
(3.41) für ein kritisches Geist-Gluon-System kann durch die getätigten Näherungen beim
Ableiten der Gap-Gleichung oder der Gleichung für den Coulomb-Formfaktor verursacht
worden sein. Auch ein nicht berücksichtigtes Dressing für den Geist-Gluon-Vertex ist in
der Diskussion. Wie die folgende Analyse zeigt, ist es möglich durch eine Veränderung der
Vorfaktoren der Schleifenintegralen selbstkonsistente Lösungen zu erzeugen.
Regularisierter Coulomb-Formfaktor Durch die einseitige Modifikation des Vorfaktors
eines Schleifenintegrals, das in die Konsistenzbedingungen eingeht, können die möglichen
Werte der Infrarotexponenten verändert werden. Um eine vollständig selbstkonsistente
Lösung zu erzeugen, betrachten wir im Folgenden die modifizierte Integralgleichung für
den Coulomb-Formfaktor [vgl. (3.49)]
f(k) = f(µf ) + (1− ε)∆If (k) (3.81)
und wiederholen die vorherige Infrarotanalyse mit einem zusätzlichen Parameter ε ≥ 0.
Für ε ≥ 0 können wir bei der Untersuchung von Lösungen der Gleichungen (3.79), (3.80)
für die vorgegebenen Infrarotexponenten des Geist-Gluon-Systems β ∈ {0.7952, 1} in Ab-
hängigkeit von ε folgende Fälle unterscheiden:
1. Die geringste Korrektur des Vorfaktors, ab dem Gl. (3.81) eine Lösungen hat, ist
[Abb. 3.2a]
εmin ≈ 0.6062 (3.82)
und gilt für die Lösung mit β ≈ 0.8. Für diesen Wert ist der Coulomb-Formfaktor
f(k) infrarot-divergent mit dem Exponenten η ≈ 0.7048. Das Coulomb-Potential
(3.18) hat daher das Infrarotverhalten
VC(k) ∼ 1
kλ
, λ = 2 + 2β + η ≈ 4.2087 , (3.83)
welches dadurch im Ortsraum stärker als linear ansteigend ist.
2. Für ein exakt lineares Coulomb-Potential mit λ = 4 folgt aus Gl. (3.83) die Bedin-
gung
η
!= 2− 2β, (3.84)
welche für die Lösung mit β ≈ 0.8 durch den Wert
εlin ≈ 0.6787 (3.85)
realisiert werden kann. Wie in Abb. 3.2b zu erkennen ist, existieren für εlin (und
β ≈ 0.8) im Intervall [0, 1.5] zwei Lösungen für den Coulomb-Formfaktor mit η =
256/625 ≈ 0.4096 und η = 1.4096. Das Coulomb-Potential ist im ersten Fall streng
linear (λ = 4), während für den zweiten Fall λ = 5 gilt.
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(a) Minimale Regularisierung (εmin).
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(b) Lineares Coulomb-Potential (εlin).
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(c) Beide IR-Lösungen (εstrong).
Abbildung 3.2.: Die Bilder (a) - (c) zeigen die Lösungen der impliziten Gleichungen
(3.79) und (3.80) für die Infrarotexponenten β und η mit Verwendung
von (3.81) als Funktion β(η) für verschiedene Werte von ε > 0. Als
horizontale Linien eingezeichnet sind die Lösungen des Geist-Gluon-
Systems β ≈ 0.8 und β = 1. Eine selbstkonsistente Lösung der drei
Gleichungen ist durch einen Schnittpunkt der beiden Funktionen mit
einer horizontalen Linie gegeben. Die Bedingung (3.84) für ein lineares
Potential ist als Funktion β(d) = 1− η/2 eingezeichnet.
3. Konsistente Lösungen für beide Geist-Gluon-Lösungen (3.76) existieren ab demWert
[vgl. Abb. 3.2c]
εstrong ≈ 0.8047. (3.86)
Die möglichen Lösungen sind in diesem Fall
η = 0.2119, 1.1977, (β ≈ 0.8)
η = 1/2 (β = 1), (3.87)
von denen keine zu einem linearen Coulomb-Potential führt.
Die hier mit Hilfe der Infrarotnäherung ermittelten Infrarotexponenten und die Werte
für die “Regularisierung” ε sind in Tabelle 3.1 zusammengefasst. Es gibt einen eindeu-
tigen Wert εlin, bei dem die Lösung mit β ≈ 0.8 zusammen mit dem nunmehr infrarot-
divergenten Coulomb-Formfaktor ein lineares Coulomb-Potential besitzt. Für die β = 1
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β ε η λ
0.7952 0.6062 0.7048* 4.2087
0.7952 0.6787 0.4096* 4
0.7952 0.6787 1.4096 5
0.7952 0.8047 0.2119* 4.7881
0.7952 0.8047 1.1977 4.7881
1 0.8047 1/2* 4.5
Tabelle 3.1.: Mögliche Werte für den Infrarotexponenten η des Coulomb-Formfaktors
(3.81) im Intervall [0, 1.5] für verschiedene Regularisierungen η und für die
kritischen Lösungen des Geist-Gluon-Systems mit β ≈ 0.8 und β = 1.
Das Infrarotverhalten des nicht-abelschen Potentials VC ist λ. Mit “*” sind
Lösungen markiert, die in den numerischen Rechnungen gefunden werden.
Lösung muss ε = 1 gewählt bzw. das Schleifenintegral in der Dyson-Schwinger-Gleichung
vernachlässigt werden, damit ein lineares Coulomb-Potential und eine selbstkonsistente Lö-
sung der drei Integralgleichung existiert. In den numerischen Rechnungen in Abschn. 3.6.2
werden wir die Aussagen dieser Infrarot-Analyse bestätigen.
3.6. Numerische Ergebnisse
Die renormierte Dyson-Schwinger-Gleichung für den Geist-Formfaktor d(k) (3.44) sowie
den Coulomb-Formfaktor f(k) (3.49) bilden mit der Gap-Gleichung (3.41) für die Gluon-
energie ω(k) ein gekoppeltes, nicht-lineares Integralgleichungssystem. Im vorherigen Ab-
schnitt wurde dieses Gleichungssystem für asymptotische Impulse, im Infraroten und Ul-
travioletten, konsistent gelöst. Der gesamte Impulsbereich kann numerisch behandelt wer-
den, wobei keine zusätzlichen Näherungen erforderlich sind. Numerische Ergebnisse in
d = 3 räumlichen Dimensionen wurden für die zwei infrarot-divergenten, kritischen Lö-
sungen mit β ≈ 0.8 in [13] und mit β = 1 in [82] präsentiert. Darüber hinaus sind in
[88] die subkritische Lösung und in [83] die Lösungen bei d = 2 beschrieben. Wir fassen
hier diese Ergebnisse zusammen und weisen auf einige wichtige Details hin. Zum Beispiel
besprechen wir ausführlicher unter welchen Voraussetzungen beide divergenten Lösungen
erzeugt werden können.
Alle im weiteren Verlauf gezeigten Resultate sind mit den etablierten Verfahren zum
Lösen von gekoppelten Dyson-Schwinger-Gleichungen gewonnen worden. Diese Methoden
gehen unter anderem auf [95, 103] zurück. Auch wenn das grundlegende Lösungsprinzip
unverändert blieb, wurde es kontinuierlich weiterentwickelt [82, 104–106] und auf moderne
Möglichkeiten der Numerik, wie paralleles Rechnen auf Grafikarten (GPUs) [107], erwei-
tert. Die wiederkehrende Struktur der Integralgleichungen ermöglicht die Verwendung von
einheitlichen, numerischen Frameworks [108]. Dies erleichtert die erfolgreiche Erweiterung
dieser Methoden auf die selbstkonsistente Bestimmung von 3- und 4-Punktfunktionen,
wie Rechnungen in Landau-Eichung [109–111] und in Coulomb-Eichung [49] zeigen. Ei-
ne Übersicht über mögliche Lösungsrezepte für Integralgleichungssysteme ist im Anh. B
zusammengestellt.
Von nun an beschränken wir uns – wenn nicht anders angegeben – auf d = 3 räumliche
Dimensionen und Nc = 2. Alle dimensionsbehafteten Größen sind mit einer beliebigen
Impulsskala µ derartig skaliert, dass sie dimensionslos sind, d.h.
k := k
µ
, ω(k) := ω(kµ)
µ
, etc. (3.88)
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(a) Geist-Formfaktor d(k).
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(b) Gluonenergie ω(k).
 1e-08
 1e-06
 0.0001
 0.01
 1
 100
 10000
 0.001  0.01  0.1  1  10  100  1000
χ/
µ
k/µ
(c) ω(k)− χ(k).
Abbildung 3.3.: Subkritische Lösungen für (a) den Geist-Formfaktor d(k), (b) die
Gluonenergie ω(k) und (c) die Differenz ω(k) − χ(k) als Schar von
Lösungen mit dem Parameter d−1(µd = 0). d−1(µd = 0) verringert sich
von unten nach oben in (a) und (b), sowie von oben nach unten in (c).
Bis wir in Abschn. 3.6.9 der Skala µ einen physikalischer Wert zuordnen verzichten wir
auf die Kennzeichnung dimensionsloser Größen mit “¯” in diesem Kapitel.
Wir verwenden einen Infrarot- und einen UV-Cutoff λIR bzw. ΛUV, um die Funktionen,
die aufgrund der räumlichen Isotropie abhängig vom Betrag des Impulses k = |k| sind,
innerhalb eines logarithmischen Impulsfensters darzustellen. In dimensionslosen Einhei-
ten haben wir λIR = 10−8 . . . 10−3 und ΛIR = 102 . . . 105 gewählt. Alle Ergebnisse sind
unabhängig von diesen Cutoffs.
3.6.1. Subkritische Lösungen
Subkritische Lösungen des Integralgleichungssystems sind durch einen Geist-Formfaktor
d(k) gekennzeichnet, der infrarot-konstant ist. Entsprechend gilt für den Infrarotexpo-
nent β = 0. Die Werte des Renormierungspunktes µd und der Renormierungskonstanten
d−1(µd) in der Integralgleichung (3.44) entscheiden welche Lösungen erzeugt werden. Ei-
ne besonders transparente Wahl für diese Parameter zur Erzeugung von subkritischen
Lösungen ist
d−1(µd = 0) > 0. (3.89)
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Abbildung 3.4.: Subkritische Lösungen für (a) den Geist-Formfaktor d(k), (b) die
Gluonenergie ω(k) und (c) die Differenz ω(k) − χ(k) als Schar von
Lösungen mit dem Parameter d−1(µd = ΛUV). d−1(µd = ΛUV) ver-
ringert sich von unten nach oben in (a) und (b), sowie von oben nach
unten in (c). Zusätzlich sind die beiden kritischen Lösungen mit β ≈ 0.8
(Strichpunkte) und β = 1 (Punkte) eingezeichnet.
Wir zeigen im Folgenden, dass zusätzlich auch für µd > 0 und “nicht-kritische” Werte von
d−1(µd) subkritische Formfaktoren möglich sind.
Geist-Formfaktor Abb. 3.3a zeigt die numerischen Lösungen der Gleichung (3.44) für den
Geist-Formfaktor mit der Wahl µd = 0 und für verschiedene Werte von d−1(µd = 0) ≥ 0.
Bei einer Verringerung von d−1(µd = 0) entwickeln die Lösungen zwischen kleinen und
mittleren Impulsen ein Potenzverhalten mit dem Exponenten β ≈ 0.8 und nähert sich für
d−1(µd = 0)→ 0 der infrarot-divergenten, kritischen Lösung an. Der in der Infrarotanalyse
vorhergesagte Infrarotexponent β = 1 tritt nicht auf.
In [112] wurde für die numerischen Rechnungen durch µd ≈ λIR eine Renormierungs-
skala am Infrarot-Cutoff gewählt. In diesem Fall werden für Werte mit d−1(λIR) > λ¯IR
subkritische Lösungen erzeugt. Bei einer schrittweisen Verringerung von d−1(λIR) tritt für
d−1(λIR) ≈ λ¯IR die kritische Lösung mit β ≈ 0.8 und für d−1(λIR) . λ¯IR eine Schar an
Lösungen mit dem Infrarotexponent β = 1 auf. Unterhalb eines bestimmten Wertes von
d−1(λIR) existieren keine numerischen Lösungen mehr.
Als dritte Möglichkeit für die Wahl von µd zeigen wir in Abb. 3.4a Resultate für den
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Abbildung 3.5.: Subkritische Lösungen für den Coulomb-Formfaktor: (a) zeigt f für
verschiedene Werte von d(µd = 0)−1 > 0, bei denen positive Lösungen
existieren. (b) zeigt Lösungen, die mit der Ersetzung d → 1 und für
d−1(µd)→ 0 berechnet wurden.
Geist-Formfaktor, die mit einem Subtraktionspunkt am Ultraviolett-Cutoff µd ' ΛUV be-
stimmt wurden. Auch mit dieser Renormierungsskala können subkritische und kritische
Lösungen mit β ≈ 0.8 bzw. β = 1 erzeugt werden. Für das gewählte Impulsfenster und
µ¯d = 103 sowie µ¯χ = 1 ergibt sich zur Erzeugung dieser Lösung d−1(µd) ≈ 0.7262.20 Eine
Schar an Lösungen mit β = 1 entsteht für d−1(µd) ≈ 0.70 . . . 0.71. Für Werte von d−1(µd)
im Bereich zwischen den kritischen Lösungen treten in den Lösungen jeweils Impulsberei-
che mit den Infrarotexponenten β ≈ 0.8 und β = 1 auf.
Gluonenergie Abb. 3.3b zeigt die zu dem Geist-Formfaktor in Abb. 3.3a selbst-konsistent
bestimmte Gluonenergie ω(k). Diese ist für subkritische Lösungen des Geist-Formfaktors
ebenfalls infrarot-endlich und nähert sich für d−1(µd = 0) → 0 dem kritischen Verhalten
mit α ≈ 0.6 an. Beide kritischen Lösungen für die Gluonenergie mit α ≈ 0.6 oder α = 1
treten bei geeigneter Wahl der Renormierungsbedingung auf [Abb. 3.4b] und sind in Über-
einstimmung mit der Summenregel. Die Differenz ∆ω(k) = ω(k)−χ(k) ist in Abb. 3.3c und
Abb. 3.4c dargestellt. Wie durch die Infrarotanalyse [Abschn. 3.5.2] vorausgesagt, ist diese
in jedem Fall infrarot-unterdrückt. Den Einfluss des Coulomb-Terms auf die Ergebnisse
für die Gluonenergie vergleichen wir in Abschn. 3.6.4.
Coulomb-Formfaktor Die Gap-Gleichung und der Geist-Formfaktor entkoppeln bei Ver-
nachlässigung der Coulomb-Wechselwirkung von dem Coulomb-Formfaktor f(k). Eine Lö-
sung f(k) der linearen Integralgleichung (3.49) kann daher explizit aus zuvor bestimmten
Lösungen für die Gluonenergie ω(k) und dem Geist-Formfaktor d(k) berechnet werden.
Dies kann beispielsweise mit Hilfe einer Matrixinversion [Anh. B.3.1] geschehen. Abb. 3.5a
zeigt f(k) für verschiedene Werte d(µd = 0)−1 > 0, die mit den subkritischen Lösungen
aus Abb. 3.3 bestimmt wurden. Für die hierbei gewählten Parameter, µ¯f = 100 und
f(µf ) = 1 sind unterhalb von d(µd = 0)−1 ≈ 0.008 die explizit bestimmten Lösungen für
den Coulomb-Formfaktor f(k) nicht länger positiv und haben ein oszillierendes Verhal-
20Der Parameterbereich von d−1(µd) für die Lösung mit β ≈ 0.8 ist jedoch schmal, sodass ein “finetuning”
erforderlich ist.
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Abbildung 3.6.: Verschiedene kritische Lösungen mit β = 1 für den Geist-Formfaktor
d(k) (a) und die Gluonenergie ω(k) (b) skaliert auf die gleiche Infra-
rotamplitude B, bzw A [vgl. (3.57)].
ten.21 Das iterative Lösungsverfahren [vgl. Anh. B.3] für die Dyson-Schwinger-Gleichung
konvergiert in diesem Parameterbereich nicht mehr. Dies bestätigt die Aussage [88] der
Infrarotanalyse [vgl. Abschn. 3.5.2], dass es keine selbstkonsistenten, infrarot-divergenten
Lösungen des Integralgleichungssystems gibt.
In Abb. 3.5b zeigen wir Lösungen für den Coulomb-Formfaktor f(k), wobei in Gl. (3.49)
der perturbative Wert d(k) ≡ 1 für den Geist-Formfaktor verwendet wurde. Mit dieser Er-
setzung existieren auch bei d−1(µd)→ 0 (positive) Lösungen für f(k). Diese sind infrarot-
endlich und im gesamten Impulsbereich nur unwesentlich von f(k) = 1 verschieden.
3.6.2. Kritische Lösungen
Kritische Lösungen sind diejenigen mit einem infrarot-divergenten Geist-Formfaktor, d.h.
β > 0. Sie erfüllen die Horizont-Bedingung (3.45) und können besonders einfach durch die
Wahl von µd = 0 und
d−1(µd = 0) = 0 (3.90)
erzeugt werden, wodurch die Dyson-Schwinger-Gleichung für den Geist-Formfaktor (3.44)
explizit kritisch ist. Mit µd = 0 und explizit verwirklichter Horizont-Bedingung (3.90) kann
durch eine geeignete Wahl der Startbedingungen für das Lösungsverfahren eine der beiden
kritischen Lösungen erzeugt [113] werden. In diesem Fall ist die β = 1 Lösung nicht stabil
bei der numerischen Iteration [112].22 Wie die vorangegangene Diskussion zeigt, kann für
die Erzeugung von kritischen Lösungen auch ein Renormierungspunkt mit µd > 0 gewählt
werden. In diesem Fall ist es von dem Wert von d−1(µd) > 0 abhängig, ob eine Lösung mit
β ≈ 0.8 oder mit β = 1 erzeugt wird. Während es zur Erzeugung einer stabilen β ≈ 0.8
Lösung zu jedem µd einen eindeutigen Wert für d(µd)−1 gibt, existiert für die Generierung
einer stabilen β = 1 Lösung für d(µd)−1 jeweils ein ganzer Wertebereich. Somit gibt es
eine Schar an infrarot-divergenten Lösungen mit dem Infrarotexponenten β = 1, die durch
d(µd)−1 parametrisiert wird.
21Dies wurde bereits in [45] diskutiert. Im dort verwendeten Renormierungsgruppen-Zugang ist die Glei-
chung für den Coulomb-Formfaktor strukturell identisch.
22Hier nennen wir eine Lösung nicht stabil, wenn ein solcher Fixpunkt nach endlich vielen Iterationsschrit-
ten wieder verlassen wird.
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Abbildung 3.7.: Der Geist-Formfaktor d(k) (a), die Gluonenergie ω(k) (b), der Betrag
der Krümmung |χ(k)| (c) und die Differenz ω(k) − χ(k) (d) für beide
kritischen, infrarot-divergenten Lösungen mit β ≈ 0.8 und β = 1.
Weil die Lösung mit β = 1 zu einem linearen Coulomb-Potential führt und deshalb
für die Bestimmung der physikalischen Skala benutzt werden kann, werden wir aus der
Menge an Lösungen eine geeignete auswählen: In Abb. 3.6a ist die Schar der kritischen
Geist-Formfaktoren d(k) mit β = 1 dargestellt, wobei die Kurven in der Art skaliert sind,
dass ihre Infrarotamplituden B¯ [vgl. (3.57)] übereinstimmen und somit die Unterschiede
im mittleren Impulsbereich erkennbar sind. Abb. 3.6b zeigt die auf gleiche Weise skalierte
Gluonenergie ω(k). Aufgrund der Ergebnisse aus Gitterrechnungen [114] wählen wir ent-
sprechend der Diskussion in [112] diejenige Lösung aus, die die beste Übereinstimmung
mit der Gribov-Formel [28]
ωG(k) =
√
k2 + M
4
G
k2
(3.91)
hat, wobei MG die Gribovmasse Masse ist. Die so bestimmte β = 1-Lösung zeigen wir
zusammen mit der eindeutigen Lösung mit β ≈ 0.8 in Abb. 3.7.
3.6.3. Coulomb-Potential und regularisierter Coulomb-Formfaktor
Das nicht-abelsche Couloumb-Potential (3.18) kann für das reine Infrarotverhalten des
Geist- und Coulomb-Formfaktors (3.57) analytisch berechnet werden. In d = 3 räumlichen
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Abbildung 3.8.: (a) die numerischen Lösungen des regularisierten Coulomb-Formfaktors
(3.81) für die drei in Tabelle 3.1 dargestellten Werte für ε. (b) zeigt das
nicht-abelsche Coulomb-Potential für die beiden kritischen Lösungen
mit β ≈ 0.8 und β = 1, sowie für die Lösung mit dem regularisierten
Coulomb-Formfaktor (3.81).
Dimensionen gilt nach Integration über die Winkel in Kugelkoordinaten der Ausdruck
VC(r) =
1
2pi2
∫ ∞
0
dk d(k)2f(k)
(
1− sin(kr)
kr
)
. (3.92)
Im Ortsraum ergibt sich für die Potenzgesetze (3.57) [21, 45]23
VC(r) ∼ r2β+η−1. (3.94)
Bei der Verwendung des perturbativen Geist-Formfaktors (d = 1) in der Gleichung für f(k)
(3.49) oder des perturbativen Coulomb-Formfaktors f = 1 gilt für den Infrarotexponenten
η = 0. Dadurch hat die kritische Lösung des Geist-Gluon-Systems mit β = 1 für große r
ein lineares Coulomb-Potential, während sich das Potential für die Lösung mit β ≈ 0.8 für
große Abstände wie ∼ r0.6 verhält.
Um einen mit den kritischen Lösungen des Geist-Gluon-Systems konsistenten Coulomb-
Formfaktor f(k) zu bestimmen, verwenden wir die modifizierte Integralgleichung (3.81).
Die numerischen Ergebnisse dieser Gleichung präsentieren wir in Abb. 3.8a, wobei wir für
den Parameter ε die Werte
εmin = 0.6062, εlin = 0.6787, εstrong = 0.8047 (3.95)
verwendet haben. Dabei haben wir f(k) aus den zuvor berechneten kritischen Funktionen
d(k) und ω(k) bestimmt. Die ersten beiden Werte in Gl. (3.95) sind nur kompatibel mit
der β ≈ 0.8 Lösung, während wir für den letzten Wert sowohl für β ≈ 0.8, als auch
für β = 1 einen infrarot-divergenten Coulomb-Formfaktor finden. Der Infrarotexponent η
ist in sehr guter Übereinstimmung mit den in der Infrarotanalyse vorhergesagten Werten
[Tabelle 3.1].
23Für ein lineares nicht-abelsches Coulomb-Potential gilt für die Coulomb-String-Tension σC [vgl. Ab-
schn. 2.5.2] der Zusammenhang [21, 45]
σC =
B2C
8pi (3.93)
mit den Infrarotamplituden B und C des Geist- und Coulomb-Formfaktors.
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Abbildung 3.9.: (a) die Gluonenergie ω(k) und (b) die Differenz ∆ω(k) berechnet mit
und ohne Coulomb-Term in der Gap-Gleichung. In (b) zeigen wir zu-
sätzlich die Impulsabhängigkeit des Coulomb-Integrals |Iω(k)|.
In Abb. 3.8b zeigen wir das Coulomb-Potential im Ortsraum für die Lösungen β ≈
0.8, β = 1 ohne die Berücksichtigung des Coulomb-Formfaktors, sowie für die β ≈ 0.8
Lösung mit dem aus der regularisierten Gleichung (3.81) für εlin ≈ 0.6787 bestimmten
f(k). Dadurch hat auch die schwächer divergente Lösung (β ≈ 0.8) ein lineares Coulomb-
Potential.
3.6.4. Einfluss des Coulomb-Terms
Die Hinzunahme der Coulomb-Terme koppelt die Gap-Gleichung für ω(k) an den Coulomb-
Formfaktor f(k). Zusätzlich enthält auch die rechte Seite der Gap-Gleichung die (unbe-
kannte) Gluonenergie ω(k). Das iterative Lösungsverfahren wird, je nach Wahl der nume-
rischen Parameter, durch die Hinzunahme der Coulomb-Terme instabiler. Es ist besonders
von dem Infrarotverhalten der Differenz ∆ω(k) (3.65) abhängig, da diese in der Kombinati-
on ∆ω(q)−∆ω(k) in die Integrale der Coulomb-Terme eingeht und ein Vorzeichenwechsel
erzeugen kann. Für die Bestimmung der numerischen Lösungen verwenden wir für den
Renormierungspunkt der Coulomb-Integrale µω = 0, wodurch diese infrarot-unterdrückt
sind.
Die selbstkonsistenten Lösungen für ω(k) sind in Abb. 3.9a mit und ohne Berücksichti-
gung der Coulomb-Integrale in der Gap-Gleichung dargestellt. Das führende Infrarotver-
halten von ω(k) ist in beiden Fällen identisch. Im mittleren Impulsbereich, oberhalb des
Minimums, unterscheiden sich die Kurven geringfügig. Für große Impulse werden beide
Lösungen von dem k2-Term in der Gap-Gleichung [vgl. (3.56)] dominiert.
Der Coulomb-Term in der Gap-Gleichung hat somit für den Renormierungspunkt µω = 0
keinen Einfluss auf das führende Infrarot- oder UV-Verhalten. Die Lösung für die Gluon-
energie unterscheidet sich nur im mittleren Impulsbereich.
Die Lösungen mit und ohne Coulomb-Term können durch Differenz ∆(k) = ω(k)−χ(k)
unterschieden werden, die in Abb. 3.9b dargestellt ist. Die Hinzunahme des Coulomb-
Terms verändert das Infrarotverhalten ∆ω(k) ∼ 1/kξ für die hier gezeigte β ≈ 0.8 Lösung
von ξ = 2+α ≈ 2.6 zu ξ ≈ 1.86. Zusätzlich zeigen wir in Abb. 3.9b die Impulsabhängigkeit
des Coulomb-Integrals Iω(k) (3.31).
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3.6.5. Numerisches Infrarot- und UV-Verhalten
Aus den numerischen Lösungen der Bewegungsgleichungen kann das asymptotische Ver-
halten des Geist-Formfaktors d(k) und der Gluonenergie ω(k), die Infrarotexponenten,
bzw. die anomalen Dimensionen, ermittelt und mit den analytisch vorhergesagten Werten
verglichen werden.
Die Exponenten der infraroten Potenzgesetze bestimmen wir durch einen linearen Fit
der Funktion y(x) = a+ bx an die numerischen Ergebnisse in doppel-logarithmischer Dar-
stellung. Für die Infrarotexponenten der beiden kritischen Lösungen des Geist-Formfaktors
d(k) bestimmen wir
β ≈ 0.7952, β ≈ 1.0004 (3.96)
und für die Infrarotexponenten der Gluonenergien ω(k) entsprechend
α ≈ 0.5205, α ≈ 1.0008. (3.97)
Die Abweichung der numerischen Infrarotexponenten von den Ergebnissen der analyti-
schen Infrarotanalyse [vgl. Abschn. 3.5.2] beträgt weniger als 0.1%. Dies bestätigt, dass
die Infrarotexponenten, die mit der Infrarotnäherung der Schleifenintegrale bestimmt wur-
den, exakt sind. Ebenso präzise ist die Summenregel (3.60) und das Amplituden-Verhältnis
A/B2 [Gl. (3.61) und Gl. (3.74)] erfüllt.
Darüber hinaus können wir das UV-Verhalten der Lösungen untersuchen. Für den Geist-
Formfaktor d(k) verwenden wir in diesem Impulsbereich die Parametrisierung
d(k →∞) ∼ 1
lnδ(k/µ)
(3.98)
und bestimmen die anomale Dimension bis zum Rand des numerischen Impulsfensters
mit Λ¯UV = 106 zu δ ≈ 0.492 (mit µ¯ ≈ 0.49). Mit dem gleichen Vorgehen finden wir für
das führenden UV-Verhalten der Krümmung sowie für die logarithmische Korrekturen der
Gluonenergie
ω(k →∞) = k + c k
ln2γ2(k/µ)
, χ(k →∞) = klnγ2(k/µ) , µ¯ ≈ 1.34. (3.99)
den Wert γ2 ≈ 1.002. Damit bestätigen wir den analytischen Zusammenhang (3.56) für die
Gap-Gleichung ohne Coulomb-Term und die Ergebnisse aus der Winkel-Näherung (3.50b).
3.6.6. Lösungen in d = 2 räumlichen Dimensionen
In d = 2 räumlichen Dimensionen sind die Schleifenintegrale in der Geist-Gleichung (3.13)
und in der Gleichung für den Coulomb-Formfaktor (3.17) UV-endlich und müssen nicht
renormiert werden. Die in der Geist-Gleichung verbleibende und in d = 2 dimensionsbehaf-
tete Kopplungskonstante g kann daher verwendet werden, um alle Größen dimensionslos
zu skalieren. Die Kritikalität des Geist-Gluon-Systems ist in d = 2 räumlichen Dimensio-
nen eine notwendige Bedingung. Um diese sicher zu stellen und um für spätere Rechnungen
bei endlichen Temperaturen einen direkten Vergleich mit den d = 3 Lösungen zu ermög-
lichen, haben wir die Geist-Gleichung bei einer Skala µd > λIR subtrahiert, obwohl zur
Renormierung nicht erforderlich ist. In Abb. 3.10 zeigen wir die entsprechenden Lösungen
für d = 2.
Aus den numerischen Lösungen für den Geist-Formfaktor d(k) und die Krümmung χ(k)
bestimmen wir für d = 2 die Infrarotexponenten
β ≈ 0.4001 α ≈ 0.809, (3.100)
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Abbildung 3.10.: Die numerischen Lösungen in d = 2 räumlichen Dimensionen mit
(a) und ohne (b) Coulomb-Term für den Geist-Formfaktor d(k), die
Gluonenergie ω(k) und die Differenz ω(k)− χ(k).
womit wir die Aussagen aus der Infrarotanalyse [vgl. Abschn. 3.5.2] bestätigen. Für das
asymptotische Verhalten im ultravioletten Impulsbereich gilt außerdem
d(k →∞) ∼ 1, χ(k →∞) ∼ log(k/µ). (3.101)
Dies entspricht dem in [83] durch Winkel-Näherung bestimmten UV-Verhalten.
3.6.7. Energiedichte der Lösungen
Für stationäre Kerne ωS, die der Gap-Gleichung (3.41) genügen, kann die Energiedichte
geschrieben werden als
e[ωS] =
1
2
∫
d¯dq [ωS(q)− χ(q)]− 18
∫
d¯dq
{
I
(0)
ω + I(2)ω (q) + 2 [ω(q)− χ(q)] I(1)ω (q)
}
ω(q)
(3.102)
mit den selbstkonsistent berechneten Integralen I(l)ω ≡ I(l)ω |ωS und der Krümmung χ(k) ≡
χ(k)|ωS . Dieser Ausdruck reduziert sich durch die Vernachlässigung der Coulomb-Integrale
I
(l)
ω , sowie des Tadpole-Terms I(0)ω in der Gap-Gleichung und in der Energiedichte zu
e[ωS] =
1
2
∫
d¯dq [ωS(q)− χ(q)] . (3.103)
In dieser Näherung ist die Energiedichte einer Lösung ωS durch das Integral über die Funk-
tion ∆ωS(k) = ωS(k) − χ(k) gegeben. Somit können wir Abb. 3.7d entnehmen, dass die
Lösung der Gap-Gleichung ohne Coulomb-Term mit β = 1 eine geringere Energiedichte
hat, als die Lösung mit β ≈ 0.8, da für die zuletzt genannte Lösung die von der Funk-
tion ∆ωS(k) eingeschlossene Fläche größer ist. Bei dieser Argumentation nehmen wir an,
dass beide Lösungen das gleiche UV-Verhalten haben. Damit sollte die β = 1 die ener-
getisch günstigere Lösung sein. Die subkritischen Lösungen [Abb. 3.3c oder Abb. 3.4c]
haben ebenfalls eine größere Energiedichte als beide kritischen Lösungen, die somit durch
das Variationsprinzip favorisiert werden. Wird der Coulomb-Term in der Gap-Gleichung
berücksichtigt, ändert sich zum einen das Infrarotverhalten von ∆ωS(k) und zum ande-
ren müssen auch die Coulomb-Terme in der Energiedichte (3.102) berücksichtigt werden.
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Daher lässt sich diese Argumentation in diesem Fall nicht anwenden. Für die Berück-
sichtigung der Coulomb-Terme in der Energiedichte müssen diese divergenten Beiträge
renormiert werden.
3.6.8. Parametrisierung der numerischen Lösungen
Für analytische, aber auch für numerische Berechnungen, ist eine akkurate Parametri-
sierung der numerischen Lösungen für die Korrelationsfunktionen erforderlich. Dies trifft
insbesondere bei Betrachtungen auf Ebene der Energiedichte e [siehe Kap. 6] zu, da die
numerisch bestimmte Gluonenergie durch die Krümmung eine Vielzahl an logarithmischen
Korrekturen (3.56) enthält, die sich numerisch nicht handhaben lassen und zu zahlreichen
Divergenzen höherer Ordnung führen.
Die kritischen Lösungen für die Gluonenergie ω(k) ohne Coulomb-Term stimmen sehr
gut mit der Form
ωα(k) :=
√
k2 + M
2+2α
k2α
(3.104)
mit eine MassenskalaM überein.24 Die Funktion (3.104) hat das asymptotische Verhalten
ωα(k → 0) = M
1+α
kα
+ 12
k2+α
M1+α
+O(k6+α), (3.105a)
ωα(k →∞) = k + 12
M2+2α
k1+2α
+O(1/k7) (3.105b)
und entspricht für α = 1 der Gribov-Formel (3.91). Sie reproduziert das korrekte asympto-
tische Verhalten der Gluonenergie ω(k) in erster Ordnung, sowohl im infraroten als auch im
ultravioletten Impulsbereich [vgl. Abschn. 3.5]. Bei Vernachlässigung des Coulomb-Terms
in der Gap-Gleichung und für c0 = 0 stimmt auch das Verhalten in zweiter Ordnung
überein, da für eine divergente Krümmung gilt
ω(k → 0) ≈ χ(k) + 12
k2
χ(k) ≈
M1+α
kα
+ 12
k2+α
M1+α
. (3.106)
Die Parametrisierung (3.105b) reproduziert die logarithmischen UV-Korrekturen in der
Gluonenergie [vgl. (3.56)] in diesem Fall dagegen nicht.
Mit der durch Gl. (3.104) parametrisierten Gluonenergie ω(k) folgt die Krümmung aus
der Gap-Gleichung ohne Coulomb-Term (3.42)
χ(k) = M
1+α
kα
=: χIR(k). (3.107)
Somit ist die verallgemeinerte Gribov-Formel (3.104) mit dem führenden Infrarotverhalten
der Krümmung kompatibel. Die numerischen Daten für die β = 1 Lösungen sind, zusam-
men mit dem Fit an ωα(k) (3.104) und die daraus bestimmte Krümmung χIR (3.107) in
Abb. 3.11 dargestellt. Im doppel-logarithmischen Plot ist die Gribov-Formel (3.91) nicht
von den numerischen Daten zu unterscheiden.
Gl. (3.107) enthält ausschließlich das Infrarotverhalten der Krümmung. Das Ultravio-
lettverhalten der Krümmung kann parametrisiert werden durch
χUV(k) = c
√
k2 + λ
ln k2+λ
M2
k→∞−−−→ c k
ln k2
M2
, c = const , (3.108)
24Die Skala M entspricht dem Minimum der Funktion ωα(k), da kmin = α1/(2α+2)M gilt.
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Abbildung 3.11.: Die Gluonenergie ω(k) und der Betrag der Krümmung |χ(k)| der
β = 1−Lösung. Im linken Bild ist der Fit der Gribov-Formel (3.91) an
die numerischen Daten für ω(p) und der damit bestimmte Infrarotteil
der Krümmung χIR (3.107) dargestellt. Im rechten Bild ist die Para-
metrisierung χpara(p) (3.109) zu sehen und die numerisch bestimm-
te Gluonenergie ω(k), sowie die aus der Gap-Gleichung (3.42) und
χpara(p) bestimmte Parametrisierung ωpara(k).
was für k →∞ der asymptotischen Entwicklung (3.50b) entspricht. Im gesamten Impuls-
bereich kann die Krümmung χ(k) parametrisiert werden durch [57]
χpara(k) = u(k)χIR(k) + v(k)χUV(k) (3.109)
mit zwei Abschneidefunktionen u(k), v(k), die das IR- und UV-Verhalten, χIR(k) (3.107),
bzw. χUV(k) (3.108), jeweils außerhalb eines Impulsbereiches unterdrücken. Eine für späte-
re Zwecke geeignete Wahl, die einen optimalen Fit an die numerischen Daten gewährleistet,
ist [57]
u(k) =
[
1 +
(
k
X1
)m]−1
, v(k) = 1−
(
X22
k2 +X22
)n
. (3.110)
Diese Abschneidefunktionen unterdrücken die asymptotischen Beiträge der Krümmung
mit der Potenz25
u(k  X1) ∼ 1/km , v(k  X2) ∼ k2 . (3.111)
Dies stellt insbesondere sicher, dass das Infrarotverhalten der Gribov-Formel ∼ 1/kα keine
(künstlichen) UV-Divergenzen verursacht. Für die Eichgruppe SU(2) ergeben sich aus
einem Fit der Gleichung (3.109) an die numerischen Daten für die β = 1 Lösung die Werte
X1 = 4.83µ, X2 = 9.47µ
m = 3.13, n = 0.89
(3.112)
für die Parameter. In Abb. 3.11 sind die numerischen Daten für χ(k) und die Funktion
χpara(k) (3.109) dargestellt, sowie die hieraus mit Hilfe der Gap-Gleichung (3.42) bestimm-
te Gluonenergie
ωpara(k) :=
√
χpara(k)2 + k2. (3.113)
25Entsprechend gilt für die beiden Abschneidefunktionen
u(k  X1) ' 1−X1/k , v(k  X2) ' 1−X2/k2n .
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Abbildung 3.12.: Der Geist-Formfaktor d(k) und die Parametrisierung dpara(k) (3.114)
zeigen eine sehr gute Übereinstimmung über alle Größenordnungen.
Diese Parametrisierung berücksichtigt in ω(k) auch die führenden logarithmischen Kor-
rekturen.
Der Geist-Formfaktor lässt sich durch folgende Funktion parametrisieren [41, 89]
dpara(k) =
√
B2
k2β
+ Dlog(C2 + k2) . (3.114)
Aus einem Fit an die numerischen Daten bestimmen wir für die β = 1 Lösung [Abb. 3.12]
B = 35.40µ, D = 25.73, C2 = 70.73. (3.115)
Im nächsten Abschnitt bestimmen wir die dimensionsbehaftete Skala µ.
3.6.9. Physikalische Skala
Die reine Yang-Mills-Theorie ist skaleninvariant, erzeugt jedoch dynamisch eine Skala. Alle
dimensionsbehafteten Größen sind entsprechend Gl. (3.88) durch Mulitplikation mit einer
geeigneten Potenz eines beliebigen, festen Impulses µ dimensionslos. Die numerische Skala
wird im Vergleich zur physikalischen Skala durch die Wahl der Renormierungskonstanten
und Renormierungspunkte festgelegt. Um unsere Ergebnisse mit dem Experiment oder
mit Gitterdaten vergleichen zu können, müssen wir µ fixieren. Hierzu verwenden wir Er-
gebnisse für den Gluon-Propagator aus Gitterrechnungen in Coulomb-Eichung, die durch
Anpassung der Skala an die Wilson-String-Tension σW ' (440MeV)2 gewonnen wurden
[114]. Diese Rechnungen zeigen eine sehr gute Übereinstimmung der Gluonenergie ω(k)
mit der Gribov-Formel (3.91). Aus diesen Rechnungen lässt sich für die Gribov-Masse
MG ' 880MeV ' 2
√
σW für die Eichgruppe SU(2) [86] und ein vergleichbarer Wert für
die Eichgruppe SU(3) [57] ableiten.
Die Gribov-Formel impliziert den Infrarotexponenten α = 1 und wegen der Summenregel
(3.60) β = 1. Um die Skala an die Ergebnisse aus Gitterrechnungen anzupassen, verwenden
wir die β = 1 Lösung, die am besten zu der Gribov-Formel Gl. (3.91) passt. Für die Wahl
µ¯d = 0, µ¯χ = 4, c0 = 0 der numerischen Parameter finden wir
A¯ = A
µ2
= 0.9149. (3.116)
für den Wert der dimensionslosen Infrarotamplitude der Gluonenergie der kritische β = 1
Lösung d[112]. Mit der Gribov-Formel (3.91) gilt für A der Zusammenhang
A = M2G (3.117)
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mit der Gribov-Masse MG. Hieraus bestimmt sich die Skala µ zu
µ = MG√
A¯
. (3.118)
Diese Beziehung legt die physikalische Skala für die vorangegangenen Ergebnisse in Bezug
auf die Gribovmasse MG fest. Für SU(2) und MG = 880 MeV gilt µ ' 921MeV.26
3.7. Zusammenfassung
In diesem Kapitel haben wir eine Übersicht über die grundlegenden Ergebnisse des Ha-
miltonzugangs zum Vakuumzustand der Yang-Mills-Theorie in Coulomb-Eichung gege-
ben [13, 82, 83, 88, 115]. Mit einem gaußschen Ansatz für das Vakuum-Wellenfunktional
haben wir den Erwartungswert des Hamilton-Operators bestimmt. Dies geschah unter
Zuhilfenahme jeweils einer Dyson-Schwinger-Gleichung für den Geist- und den Coulomb-
Formfaktor. Durch das Variationsprinzip wurde der Ansatz für den Vakuumzustand op-
timiert und eine Gap-Gleichung für den Variationskern abgeleitet, die sowohl an den
Geist-Formfaktor, als auch an den Coulomb-Formfaktor gekoppelt ist. Wir haben die Re-
normierungsprozedur dieses Integralgleichungssystems zusammengefasst und sind auf die
analytischen Lösungen in den asymptotischen Impulsbereichen eingegangen. Dabei unter-
scheiden wir anhand des Verhaltens bei kleinen Impulsen zwischen subkritischen (infrarot-
endlichen) und kritischen (infrarot-divergenten) Lösungen. Letztere weisen im infraroten
Energiebereich ein Potenzverhalten auf, wobei in Coulomb-Eichung und in d = 3 räum-
lichen Dimensionen zwei verschiedene Lösungen existieren. Diese charakterisieren wir an-
hand des Infrarotexponenten des Geist-Formfaktors, der in d = 3 räumlichen Dimensionen
die Werte β ≈ 0.8 oder β = 1 annehmen kann.
Die Lösungen im gesamten Impulsbereich für die Gluonenergie, den Geist-Formfaktor
und den Coulomb-Formfaktor, die mit einem numerischen Verfahren bestimmt werden
können, haben wir ausführlich diskutiert. Dabei sind wir auf die wesentliche Randbe-
dingung eingegangen, die den Lösungstyp bestimmt. Wir haben gezeigt, dass die in der
Gleichung für den Geist-Formfaktor auftretende Renormierungskonstante nicht nur un-
terscheidet, ob kritische oder subkritische Lösungen realisiert werden, sondern auch dazu
verwendet werden kann um zwischen den beiden kritischen Lösungen zu unterscheiden.
Beide kritischen Lösungen erzeugen ein im Ortsraum auch für große Abstände ansteigen-
des, nicht-abelsches Coulomb-Potential. Dieses ist für die stärker infrarot-divergente Lö-
sung mit β = 1 linear, was als notwendiges Kriterium für Confinement betrachtet werden
kann. Für diese Lösung kann durch Vergleich der Coulomb-String-Tension mit Gitterrech-
nungen eine physikalische Skala bestimmt werden. Gitterrechnungen in Coulomb-Eichung
zeigen [71, 86, 116, 117], dass im Gegensatz zur Situation in Landau-Eichung [118–120]
die kritische Lösung realisiert wird. Bei Vernachlässigung der Coulomb-Wechselwirkung
26 Alternativ kann die String-Tension selbst zur Bestimmung der Skala verwendet werden. Mit Gl. (3.93)
und C = 1 gilt
σ¯C =
B¯2
8pi
und die Skala µ ergibt sich zu
µ = 8pi
B¯2
σC.
Für selbst-konsistente Lösungen gilt für β = 1 und d = 3 [vgl. (3.61)]
A
B2
= Nc8pi2 .
für die Infrarotamplituden A und B
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ist die stärker divergente, confinierende β = 1 Lösung im Variationszugang energetisch zu
bevorzugen.
Die bisherigen Betrachtungen des Coulomb-Potentials vernachlässigen den Coulomb-
Formfaktor, da dessen Integralgleichung inkonsistent mit den infrarot-divergenten, kri-
tischen Lösungen für die Gluonenergie und den Geist-Formfaktor ist. Wir haben daher
zusätzlich eine “regularisierte” Gleichung für den Coulomb-Formfaktor betrachtet und de-
ren Lösungen bestimmt. Mit diesen ist auch für die schwächer divergente Lösung mit
β ≈ 0.8 das Coulomb-Potential linear. Es bleibt unklar auf welche Weise der Hamiltonzu-
gang modifiziert werden muss, damit sich die Gleichung für den Coulomb-Formfaktor von
vornherein konsistent in das Gleichungssystem einfügt. Hier ist unter anderem das Ver-
lassen der Rainbow-Ladder-Näherung durch die Hinzunahme von konsistent bestimmten
Vertizes ein Ansatzpunkt.
Im nächsten Kapitel erweitern wir den Hamiltonzugang auf endliche Temperaturen,
indem wir das großkanonische Ensemble studieren. Dabei bilden die in diesem Kapitel
dargestellten Lösungen die Referenz für den Fall verschwindender Temperatur.
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In diesem Kapitel werden wir den Deconfinement-Phasenübergang der Yang-Millls-Theorie
im Hamiltonzugang in Coulomb-Eichung untersuchen. Hierzu erweitern wir den Variati-
onszugang [13] durch Einführung des großkanonischen Ensembles der Yang-Mills-Theorie
auf endliche Temperaturen. Für die Dichtematrix des Gluonen-Ensembles verwenden wir
ein Quasiteilchen-Ansatz. Der thermischen Gleichgewichtszustand folgt durch Minimie-
rung der freien Energie. Aus den numerischen Lösungen der resultierenden Bewegungs-
gleichungen des Geist-Propagators und der Gluonenergie bestimmen wir unter anderem
die kritische Temperatur des Deconfinement-Phasenübergangs.
Die in dieser Arbeit präsentierte Vorgehensweise basiert zum Teil auf den in [121] ent-
wickelten Methoden. Dort beschränkten sich die Untersuchungen allerdings auf die sub-
kritischen Lösungen. Diese besitzen insbesondere kein linear-ansteigendes Quark-Potential.
In diesem Kapitel verwenden wir die kritischen Lösungen, die der Horizont-Bedingung
[vgl. (3.45)] genügen.
Das Kapitel ist wie folgt aufgebaut: In Abschn. 4.1 führen wir das großkanonische
Ensemble für die Beschreibung der Yang-Mills-Theorie bei endlichen Temperaturen ein,
wählen eine Basis für den gluonischen Fockraum und besprechen unseren Ansatz für die
Dichtematrix. Die Bewegungsgleichungen für den Geist- und den Coulomb-Propagator bei
endlichen Temperaturen leiten wir in Abschn. 4.2 ab. Die freie Energie, die Energiedichte,
Entropie und Zustandssumme werden in Abschn. 4.3 berechnet. In Abschn. 4.4 nutzen
wir das Variationsprinzip für die freie Energie, um den Ansatz für die Dichtematrix und
die Basis des Fockraums zu optimieren. Die Renormierung der Bewegungsgleichung wird
in Abschn. 4.5 durchgeführt. Nach einer Vereinfachung der aus dem Variationszugang
folgenden Gap-Gleichung in Abschn. 4.6 analysieren wir in Abschn. 4.7 das Infrarotver-
halten der gekoppelten Integralgleichungen. Schließlich präsentieren wir in Abschn. 4.8
die numerischen Ergebnisse und bestimmen insbesondere die kritische Temperatur des
Deconfinement-Phasenübergangs.
Die wesentlichen Ergebnisse dieses Kapitels sind in [112] veröffentlicht.
4.1. Großkanonisches Ensemble
Der in Kap. 2 dargestellte Hamiltonformalismus der Yang-Mills-Theorie in Coulomb-
Eichung ist die Basis für die folgenden Betrachtungen. Mit dem Hamilton-Operator H
in Coulomb-Eichung (2.49) ist die Dichtematrix des großkanonischen Ensembles gegeben
durch
D = exp(−LH). (4.1)
Hier ist L = 1/T die inverse Temperatur. Da das chemische Potential für Gluonen ver-
schwindet (µ = 0), besitzt die Dichtematrix D (4.1) die gleiche Form wie ein kanonisches
Ensemble. Thermische Erwartungswerte eines Operators O sind definiert durch
〈O〉T := Tr(DO)TrD =
∑
k〈k|DO|k〉∑
k〈k|D|k〉
, (4.2)
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wobei die Spur Tr über den gesamten Fockraum zu nehmen ist, also insbesondere über
Zustände {|k〉} mit einer beliebigen Anzahl von Gluonen.
Da jede vollständige Basis geeignet ist, um die Spur in Gl. (4.2) auszuwerten und wir
hauptsächlich an der Energie 〈H 〉T interessiert sind, werden wir eine Basis nutzen, die an
die Struktur des Yang-Mills-Hamilton-Operators H (2.49) angepasst ist. Motiviert durch
[13, 121] wählen wir für die Zustände des Fockraums eine Normierung in der Form
〈A | k〉 = J [A]−1/2〈A | k˜〉. (4.3)
Dieser Ansatz entfernt die Faddeev-Popov-Determinante J [A] (2.48b) aus dem Skalar-
produkt (2.55). Die Basiszustände |k˜〉 des Fockraums werden wir später definieren. Der
thermische Erwartungswert (4.2) kann mit Gl. (4.3) geschrieben werden als
〈O〉T =
∑
k〈k˜|D˜O˜|k˜〉∑
k〈k˜|D˜|k˜〉
=:
〈
O˜
〉
T˜
(4.4)
mit dem transformierten Operator [vgl. (3.5)]
O˜ = J 1/2[A]OJ −1/2[A]. (4.5)
Die transformierte Dichtematrix (4.1) lautet entsprechend
D˜ = J 1/2[A]DJ −1/2[A] = exp(−LH˜). (4.6)
Der mit Gl. (4.5) transformierte Yang-Mills-Hamiltonian H˜ ergibt sich durch die Ersetzung
J −1[A]ΠJ [A]Π −→ Π˜†Π˜ (4.7)
im kinetischen Term des Hamilton-Operators (2.49). Hierbei ist der transformierte Im-
pulsoperator Π˜ gegeben durch [vgl. (3.23)]
Π˜ = J 1/2[A]ΠJ −1/2[A] = Π + i2
δ lnJ [A]
δA
. (4.8)
Die Auswertung der thermischen Erwartungswerte erfolgt im Impulsraum. Den Feldope-
rator A und den Impulsoperator Π [vgl. (2.33)] können wir mit
Aai (k) =
1√
2ω(k)
(
aai (k) + a
a†
i (−k)
)
, (4.9a)
Πai (k) = i
√
ω(k)
2
(
aa†i (k)− aai (−k)
)
(4.9b)
durch Erzeuger aa†i (k) und Vernichter aai (k) Vernichter ausdrücken, die wegen Gl. (2.46)
die Vertauschungsrelation[
aai (k), a
b†
j (q)
]
= δabtij(k)(2pi)dδ(k− q) (4.10)
erfüllen. Hierbei ist tij(k) der transversale Projektor im Impulsraum (2.45).
Bisher ist ω(k) eine beliebige positive Funktion. Aus der Bedingung, dass der Vakuums-
zustand |0˜〉 durch einen Vernichter annihiliert wird,
aai (k)|0˜〉 != 0, (4.11)
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folgt für die Vakuumwellenfunktion die Darstellung
〈A|0˜〉 = N exp
[
−12A(1)ω(1, 2)A(2)
]
(4.12)
mit einer Normierungskonstanten N . Die Zustände
|0˜〉, aa†i (k)|0˜〉, aa†i (k) ab†j (q)|0˜〉, . . . (4.13)
bilden eine vollständige Basis {|k˜〉} des Fockraums, mit der wir die durch Gl. (4.4) defi-
nierten thermischen Erwartungswerte berechnen.
Aufgrund der nicht-lokalen Struktur des Yang-Mills-Hamilton-Operators (2.49) kann
die Dichtematrix (4.6) nur mit einer zusätzlichen Näherung berechnet werden. Dem Vor-
gehen in [121] folgend, ersetzen wir den transformierten Yang-Mills-Hamiltonian H˜ in der
Dichtematrix D˜ (4.6) durch
D˜ ≈ exp(−Lh), h :=
∫
d¯dk aa†i (k) Ωab(k) abi(k) . (4.14)
mit einem Einteilchenoperator h. Die Funktionen Ωab(k) und ωab(k) ist aufgrund der glo-
balen Farb- und Rotationsinvarianz diagonal im Farbraum und eine Funktion des Betrages
des dreidimensionalen Impulses |k|. Sie werden im Folgenden durch Minimierung der freien
Energie bestimmt.
Da die Dichtematrix D˜ (4.14) das Exponential des Einteilchenoperators h ist, kann das
Wick-Theorem zur Berechnung von thermischen Erwartungswerten verwendet werden. Die
Temperaturabhängigkeit wird durch die bosonischen Besetzungszahlen n(k) induziert, die
im Impulsraum gegeben sind durch〈
aa†i (k) abj(q)
〉
T˜
= δabtij(k)(2pi)dδ(k− q)n(k), n(k) :=
[
exp
(
LΩ(k)
)− 1]−1. (4.15)
Der temperaturabhängige Gluon-Propagator lautet mit der Darstellung des Eichfeldes
durch Erzeuger und Vernichter (4.9a)
D(1, 2) := 〈A(1)A(2)〉T˜ , D(k) =
1 + 2n(k)
2ω(k) . (4.16)
Mit Gl. (4.9b) folgt für den Impuls-Propagator
K(1, 2) := 〈Π(1)Π(2)〉T˜ , K(k) =
1 + 2n(k)
2 ω(k) , (4.17)
sowie für den “gemischten” Propagator
〈A(1)Π(2)〉T˜ =
i
2 δ(1, 2). (4.18)
Die letzten beiden Propagatoren werden wir bei der Berechnung der Energiedichte ver-
wenden.
4.2. Geist- und Coulomb-Propagator
Im Folgenden leiten wir die Bewegungsgleichungen für den Geist- und den Coulomb-
Propagator bei endlichen Temperaturen ab. Diese Betrachtungen sind ähnlich zu den-
jenigen bei T = 0 [vgl. [13] und Abschn. 2.3.3]. Insbesondere wir werden auf die gleichen
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Näherungen zurückgreifen und die Bewegungsgleichungen auf Ein-Loop-Niveau sowie die
Energie auf Zwei-Loop-Niveaubestimmen. In dieser Ordnung gilt für die Faddeev-Popov-
Determinante [90]
J [A] = exp [−A(1)χ(1, 2)A(2)] , (4.19)
wobei wir analog zu Gl. (3.22) die Krümmung
χ(1, 2) := −12
〈
δ2 lnJ [A]
δA(1)δA(2)
〉
T
(4.20)
definiert haben. Der Beweis aus [90] für die Darstellung (4.19) ist gültig für T = 0, lässt
sich aber direkt auf endliche Temperaturen übertragen, da die Dichtematrix (4.14) das
Exponential eines Einteilchenoperators ist.
Der Geist-Propagator ist hier definiert als der thermische Erwartungswert des Faddeev-
Popov-Operators (2.48a)
G := 〈GA〉T . (4.21)
Für den Geist-Formfaktor d(k) (3.12) folgt unter der Annahme, dass auch bei endlichen
Temperaturen der volle Geist-Gluon-Vertex durch den nackten Vertex ersetzt werden kann,
die Dyson-Schwinger-Gleichung in Rainbow-Ladder-Näherung [13]
d−1(k) = 1
g
− Id(k) (4.22)
mit dem Schleifenintegral
Id(k) = Nc
∫
d¯dq
[
1− (kˆ · qˆ)2]d(k− q)(k− q)2 1 + 2n(q)2ω(q) . (4.23)
Die Gleichung für den Geist-Formfaktor unterscheidet sich von dem Ausdruck bei T = 0
[vgl. (3.13)] durch die Ersetzung des Gluon-Propagators durch sein temperaturabhängiges
Pendant (4.16):
D(q, T = 0) = 12ω(q) −→
1 + 2n(q)
2ω(q) = D(q, T ) . (4.24)
Die skalare Krümmung (4.20) kann mit dem Geist-Formfaktor (4.22) im Impulsraum
geschrieben werden als [13]
χ(k) = Nc2(d− 1)
∫
d¯dq
[
1− (kˆ · qˆ)2]d(k− q) d(q)(k− q)2 (4.25)
und hat somit die gleiche Gestalt wie bei verschwindender Temperatur [vgl. (3.14)]. Zu
beachten ist allerdings, dass der Geist-Formfaktor eine implizite Temperaturabhängigkeit,
d(q) ≡ d(q, T ), besitzt.
Ebenfalls analog zu T = 0 [vgl. Gl. (2.69)] definieren wir den Coulomb-Propagator
F (1, 2) = 〈FA(1, 2)〉T . (4.26)
Für den Coulomb-Formfaktor f(k) (3.15) folgt bei Vernachlässigung der Abhängigkeit der
Dichtematrix von der Kopplung g die Integralgleichung
f(k) = 1 + If (k) (4.27)
mit dem Schleifenintegral
If (k) = Nc
∫
d¯dq
[
1− (kˆ · qˆ)2]d(k− q)2 f(k− q)(k− q)2 1 + 2n(q)2ω(q) . (4.28)
Auch diese Integralgleichung unterscheidet sich nur durch den Austausch des Gluon-
Propagators mit Gl. (4.16) von derjenigen bei verschwindender Temperatur [vgl. (3.17)].
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Im Hamiltonzugang in Coulomb-Eichung [Kap. 3] konnten wir bei T = 0 den Ansatz für
das Wellenfunktional mit dem Variationsprinzip für die Energiedichte optimieren. Bei end-
lichen Temperaturen T ist nicht mehr die Energiedichte, sondern das thermodynamische
Potential zu minimieren. Das thermodynamische Potential des großkanonischen Ensembles
ist, wegen dem verschwindenden chemischen Potential der Gluonen, die freie Energie
F =
〈
H˜
〉
T˜
− TS. (4.29)
Hier ist die Entropie S definiert durch
S := ∂(T ln Z˜)
∂T
(4.30)
mit der Zustandssumme Z˜ des großkanonischen Ensembles,
Z˜ = Tr D˜, (4.31)
und der Dichtematrix D˜ [vgl. (4.6)] .
Die freie Energie (4.29) kann mit der Zustandssumme (4.31) auch in der Form
F = T ln Z˜ (4.32)
geschrieben werden. Da wir einen Ansatz für die exakte Dichtematrix (4.6) gemacht haben,
liefern die beiden an sich äquivalenten Formulierungen (4.29) und (4.32) nicht die gleichen
Resultate. In der hier präsentierten Näherung ist es daher zwingend erforderlich die freie
Energie F aus der Gleichung (4.29) zu bestimmen, um die Korrelationen der Gluonen zu
berücksichtigen.
Nach dem Bilden der Spur lautet die Zustandssumme (4.31) der Dichtematrix D˜ (4.14)
Z˜ = exp
[
(d− 1)(N2c − 1)V
∫
d¯dq ln
(
1 + n(q)
)]
(4.33)
mit dem räumlichen Volumen V und der Anzahl N2c − 1 der Freiheitsgrade im Farbraum
der Gluonen. Aus Gl. (4.33) folgt mit Gl. (4.30) für die Entropie
S = (d− 1)(N2c − 1)V
∫
d¯dq
[
Ln(q)Ω(q) + ln
(
1 + n(q)
)]
, (4.34)
wobei Ω(k) der Variationsansatz in der Dichtematrix (4.14) ist. Die Entropiedichte pro
Freiheitsgrad der Gluonen definieren wir als
s[n] := S(d− 1)(N2c − 1)V/(2pi)d
. (4.35)
Zur Bestimmung der freien Energie (4.29) müssen wir noch den Erwartungswert
〈
H˜
〉
T˜
des Yang-Mills-Hamiltonians (2.49) berechnen. Dabei verwenden wir in der gleichen Nähe-
rung wie bei T = 0 [vgl. Abschn. 3.3] und berechnen die Energie auf Zwei-Loop-Niveau. Die
magnetische Energie kann auf einfache Weise mit dem Wick-Theorem berechnet werden
und lautet〈
H˜B
〉
T˜
= (d− 1)(N
2
c − 1)
4 V
∫
d¯dq q
2
ω(q) [1 + 2n(q)]
+ g
2Nc(N2c − 1)
16
(d− 1)3
d
V
(∫
d¯dq 1
ω(q) [1 + 2n(q)]
)2
. (4.36)
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Mit der Darstellung (4.19) für die Faddeev-Popov-Determinante können wir den transfor-
mierten Impulsoperator (4.8) schreiben als
Π˜(1) = Π(1)− iχ(1, 2)A(2). (4.37)
Für Erwartungswerte von zwei Impulsoperatoren, die im kinetischen Term HK und im
Coulomb-Term HC (2.50) auftreten, gilt mit Gl. (4.37) und den Propagatoren (4.16),
(4.17), (4.18) 〈
Π˜†(1)Π˜(2)
〉
T˜
= K(1, 2)− χ(1, 2) + χ(1, 1′)D(1′, 2′)χ(2′, 2). (4.38)
Durch Kontraktion der Indizes in diesem Ausdruck folgt die kinetische Energie
〈
H˜K
〉
T˜
= 12 [K(1, 1)− χ(1, 1) + χ(1, 2)D(2, 3)χ(3, 1)]
= (d− 1)(N
2
c − 1)
2 V
∫
d¯dq
[
K(q)− χ(q) + χ2(q)D(q)
]
. (4.39)
Diese ist explizit positiv definit, wenn die Propagatoren mit Gl. (4.16) und Gl. (4.17) durch
den Kern ω(k) und die Besetzungszahl n(k) ausgedrückt werden
〈
H˜K
〉
T˜
= (d− 1)(N
2
c − 1)
2 V
∫
d¯dq
{[
ω(q)− χ(q)]2
2ω(q) + n(q)
ω2(q) + χ2(q)
ω(q)
}
. (4.40)
In dieser Darstellung ist außerdem der temperaturabhängige Teil der kinetischen Energie
separiert, der zu den Besetzungszahlen proportional ist.
Schließlich bestimmen wir die Coulomb-Energie 〈HC〉T . Auf Zwei-Loop-Niveau kann
in 〈HC〉T (2.50) der Coulomb-Kern FA(1, 2) (2.70) durch seinen Erwartungswert (4.26)
ersetzt werden. Damit erhalten wir
〈ρ(1)FA(1, 2)ρ(2)〉
≈ F (1, 2)R(1; 3, 4)R(2; 5, 6)
[
〈A(3)A(5)〉T˜
〈
Π˜†(4)Π˜(6)
〉
T˜
〈
A(3)Π˜(6)
〉
T˜
〈
Π˜†(4)A(5)
〉
T˜
]
,
(4.41)
wobei R(1; 2, 3) in der Farbladungsdichte in Gl. (2.54) definiert wurde. Die in Gl. (4.41)
auftretenden Erwartungswerte können mit den Gleichungen (4.37) und (4.38) berechnet
werden, sodass wir für den Coulomb-Term
〈
H˜C
〉
T˜
= g
2
2 F (1, 2)R(1; 3, 4)R(2; 5, 6)
×
{
D(3, 5)
[
K(4, 6)− χ(4, 6) + χ(4, 4′)D(4′, 6′)χ(6′, 6)]
+
[
1
2 δ(3, 6)−D(3, 3′)χ(3′, 6)
][
1
2 δ(4, 5)− χ(4, 4′)D(4′, 5)
]}
(4.42)
erhalten.
Der thermische Erwartungswert
〈
H˜
〉
T˜
des Hamilton-Operators ist jetzt durch die Bei-
träge (4.36), (4.40) und (4.42) bestimmt. Die Energiedichte pro Freiheitsgrad e[n, ω] defi-
niert durch
e[n, ω] :=
〈
H˜
〉
T˜
(d− 1)(N2c − 1)V/(2pi)d
, e[n, ω] ≡ eK + eB + eC (4.43)
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lautet schließlich im Impulsraum
eK =
(2pi)d
2
∫
d¯dq
[
K(q)− χ(q) + χ2(q)D(q)
]
, (4.44a)
eB =
(2pi)d
2
∫
d¯dq q2D(q) + g
2(2pi)dNc(d− 1)2
4d
(∫
d¯dp D(p)
)2
, (4.44b)
eC =
g2Nc
4(d− 1)(2pi)
d
∫
d¯dp d¯dq
[
d− 2 + (pˆ · qˆ)2]F (p + q){D(p)K(q) +D(q)K(p)
+D(p)D(q)
[
χ(p)− χ(q)]2 + [D(p)−D(q)][χ(p)− χ(q)]− 12} (4.44c)
mit dem in (4.26) definierten Coulomb-Propagator F (k). Die freie Energiedichte (4.29) ist
jetzt durch die Entropie- und die Energiedichte Gl. (4.35), bzw. Gl. (4.44) bestimmt.
4.4. Variationsprinzip bei endlichen Temperaturen
Den bisher beliebigen Kern Ω(k) im Ansatz für die Dichtematrix D˜ (4.14) bestimmen
wir mit dem Variationsprinzip bei endlichen Temperaturen. Hierzu minimieren wir das
thermodynamische Potential des großkanonischen Ensembles, das für Gluonen mit der
freien Energie übereinstimmt. Die freie Energiedichte ist gegeben durch
f [n, ω] = e[n, ω]− Ts[n] (4.45)
mit der Energiedichte e[n, ω] (4.44) und der Entropiedichte s[n] (4.35). Es ist einfacher
die freie Energie nach den Besetzungszahlen n(k) (4.15) statt nach dem Kern Ω(k) zu
variieren. Dies ist äquivalent, da die Besetzungszahlen n(k) eine monotone Funktion von
Ω(k) sind. Mit dieser Vorgehensweise lautet die Bedingung für Stationarität der freien
Energiedichte (4.45)
δf [n, ω]
δn(k) =
δe[n, ω]
δn(k) − T
δs[n]
δn(k)
!= 0. (4.46)
Die Variation der Entropie (4.35) nach den Besetzungszahlen ergibt
δs[n]
δn(k) =
1
T
Ω(k). (4.47)
Damit kann die Bedingung Gl. (4.46) geschrieben als
Ω(k) = δe[n, ω]
δn(k) , (4.48)
was Ω(k) als Quasi-Gluonenergie identifiziert.
Der positiv definiten Kern ω(k), der in das Vakuumwellenfunktional (4.12) und die ge-
wählte Basis für den Fockraum eingeht, ist ebenfalls noch unbestimmt. Nach Bildung der
Spur über die vollständige Basis des Fockraums sind die thermodynamischen Erwartungs-
werte und die freie Energie unabhängig von ω(k). Da wir den Hamilton-Operator in der
Dichtematrix D˜ (4.6) durch den Einteilchenoperator (4.14) ersetzt haben, ist die Wahl
von ω(k) nicht beliebig. Wir bestimmen deshalb ein optimales ω(k) ebenfalls durch das
Variationsprinzip
δf [n, ω]
δω(k)
!= 0, (4.49)
wobei wir die implizite Abhängigkeit der Funktionen χ(k) und F (k) von ω(k) vernachläs-
sigen, da deren Berücksichtigung zu Schleifenintegralen höherer Ordnung führen und die
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Bewegungsgleichung das Ein-Loop-Niveau verlassen würde. Die Abhängigkeit der Ener-
giedichte e von ω(k) und n(k) kann deshalb ausschließlich durch den Impuls- und den
Gluon-Propagator K (4.17), bzw. D (4.16) ausgedrückt werden
e[n, ω] ≡ e [D[n, ω],K[n, ω]] . (4.50)
Mit den Gleichungen (4.16), (4.17) und Verwendung der Kettenregel folgt für die Variation
der Energiedichte nach den Besetzungszahlen n(k) bzw. nach dem Kern ω(k)
δe[n, ω]
δω(k) =
1 + 2n(k)
2
[
δe[n, ω]
δD(k) − ω
2(k)δe[n, ω]
δK(k)
]
, (4.51a)
δe[n, ω]
δn(k) =
1
ω(k)
δe[n, ω]
δD(k) + ω(k)
δe[n, ω]
δK(k) . (4.51b)
Da die Entropiedichte s[n] (4.35) nicht explizit von ω(k) abhängt, reduziert sich die Be-
dingung (4.49) auf
δe[n, ω]
δω(k)
!= 0. (4.52)
Hieraus folgt mit der Identität (4.51a) schließlich die Gap-Gleichung
δe[n, ω]
δD(k) = ω
2(k)δe[n, ω]
δK(k) , (4.53)
die für die Energiedichte (4.44) geschrieben werden kann als
ω2(k) = k2 + χ2(k) + I0ω[n] + Iω[n](k). (4.54)
Hier ist χ(k) die skalare Krümmung (4.25), sowie
I0ω[n] :=
g2Nc(d− 1)2
2d
∫
d¯dq 1 + 2n(q)
ω(q) (4.55)
der Tadpole-Term und
Iω[n](k) :=
g2Nc
2(d− 1)
∫
d¯dq
[
d− 2 + (kˆ · qˆ)2]F (k− q)
ω(q)
×
{(
1 + 2n(q)
)[
ω2(q)− ω2(k) + (χ(q)− χ(k))2]− 2ω(q)(χ(q)− χ(k))} (4.56)
die Beiträge aus der Coulomb-Wechselwirkung. Für T = 0 (n(k) = 0) reduziert sich diese
Gleichung auf die bekannte Gap-Gleichung in Coulomb-Eichung [vgl. [13]].
Durch Einsetzen der Gap-Gleichung (4.53) in (4.51b) folgt für die Stationarität der
Quasi-Gluonenergie Ω(k) (4.48)
Ω(k) = 2ω(k) δe
δK(k) . (4.57)
Mit der Energiedichte (4.44) erhalten wir hieraus die Integralgleichung
Ω(k)
ω(k) = 1 + IΩ(k) (4.58)
mit
IΩ(k) :=
g2Nc
2(d− 1)
∫
d¯dq
[
d− 2 + (kˆ · qˆ)2]F (k− q) 1 + 2n(q)
ω(q) . (4.59)
Die Schleifenintegrale in der Gap-Gleichung (4.54) und der Gleichung für die Gluonenergie
Ω(k) (4.58) sind, ebenso wie diejenigen in den Dyson-Schwinger-Gleichungen für den Geist-
Formfaktor (4.22) und den Coulomb-Formfaktor (4.27), ultraviolett-divergent und müssen
regularisiert bzw. renormiert werden.
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Bei großen äußeren Impulsen k ≡ |k|  T wird die Temperatur als Skala vernachlässigbar.
Daher ist zu erwarten, dass ω(k), d(k) und f(k) bei endlichen Temperaturen das gleiche
Ultraviolettverhalten aufweisen, wie bei T = 0. Die zusätzlichen, temperaturabhängigen
Terme in den Bewegungsgleichungen (4.22), (4.27) und (4.58) sind proportional zu den
Besetzungszahlen n(k). Diese sind exponentiell unterdrückt, da für k → ∞ auch Ω(k) ∼
ω(k) ∼ k und
n(k →∞) ∼ e−LΩ(k→∞) ∼ e−Lk (4.60)
gilt. Die temperaturabhängigen Terme sind deshalb UV-endlich und die Renormierung der
Integralgleichung kann unabhängig von der Temperatur durchgeführt werden. Insbeson-
dere können die gleichen Counterterme [vgl. auch Abschn. 3.4] wie bei T = 0 verwendet
werden.
Zu diesem Zweck trennen wir die temperaturabhängigen, endlichen Beiträge von den di-
vergenten Termen. Die Schleifenintegrale (4.56) des Coulomb-Terms in der Gap-Gleichung
(4.54) schreiben wir dazu analog [13] wie folgt
Iω[n](k) = I(2)ω (k) + 2χ(k)I(1)ω (k) + I¯ω[n](k), (4.61)
wobei die Integrale I(l)ω (k) in Gl. (3.33) definiert sind. Diese sind nicht explizit von der
Temperatur abhängig und linear (l = 1) bzw. quadratisch (l = 2) divergent. Das tempe-
raturabhängige Integral I¯ω[n](k) in Gl. (4.61),
I¯ω[n](k) =
g2Nc
d− 1
∫
d¯dq
[
d− 2 + (kˆ · qˆ)2]F (k− q)
ω(q)
× n(q)
[
ω2(q)− ω2(k) + (χ(q)− χ(k))2], (4.62)
ist konvergent, da es proportional zu den Besetzungszahlen n(k) (4.60) ist. Der impulsun-
abhängige Tadpole-Term (4.55) kann aufgeteilt werden in
I0ω[n] = I0ω + I¯0ω[n], I0ω ≡ I0ω[n = 0] (4.63)
mit dem quadratisch divergenten T = 0-Integral I0ω [vgl. Gl. (3.30)] und dem tempera-
turabhängigen Term I¯0ω[n], der wegen den Besetzungszahlen UV-endlich ist. Die T = 0-
Counterterme sind daher ausreichend um die UV-Divergenzen in den Schleifenintegrale I0ω
und I(l)ω (k) und damit die Gap-Gleichung zu renormieren.
Hier ist allerdings zu beachten, dass die Funktionen ω(k), d(k) und χ(k) implizit von
der Temperatur abhängig sind. Daher subtrahieren wir bei der Renormierungs-Prozedur
aus [84] [vgl. Abschn. 3.4] die Schleifenintegrale in der Gap-Gleichung mit den T = 0-
Lösungen,
χ(k) = χ(k)− χ(µχ)|T=0, ∆I(l)ω (k) = I(l)ω (k)− I(l)ω|T=0(0), ∆I
0
ω = I0ω − I0ω|T=0 , (4.64)
wobei durch das Subskript T = 0 angedeutet wird, dass in die Schleifenintegrale die
selbst-konsistenten Lösungen bei T = 0 einzusetzen sind. Für die Renormierungsskala der
Coulomb-Integrale µω = 0 wählen wir und für die Faddeev-Popov-Determinante µχ > 0.
Die renormierte Gap-Gleichung lautet schließlich [84]
ω(k)2 = k2 + χ(k)2 + ∆I0ω + I¯0ω[n] + c0
+ ∆I(2)ω (k) + 2χ(k)[∆I(1)ω (k) + c1] + I¯ω[n](k) (4.65)
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mit den endlichen Renormierungskonstanten c0, c1. In Gl. (4.65) ist zu beachten, dass das
Tadpole-Integral ∆I0ω wegen der impliziten Temperaturabhängigkeit des Kerns ω(k) nicht
in die Renormierungskonstante c0 absorbiert werden kann.
Die Dyson-Schwinger-Gleichung für den Geist-Formfaktor (4.22) wird durch die Sub-
traktion
d−1(k) = d−1(µd)−∆Id(k), ∆Id(k) = Id(k)− Id(µd)
∣∣
T=0 . (4.66)
bei einer beliebigen Skala µd und bei T = 0 renormiert [vgl. (3.44)]. Das Gribov-Zwanziger-
Confinement-Szenario erfordert für T = 0 die Horizont-Bedingung (3.45)
d−1(k = 0)
∣∣
T=0 = 0. (4.67)
Wie in Abschn. 3.4 diskutiert, kann diese Bedingung durch die Wahl von
d−1(µd = 0) = 0 (4.68)
explizit in der Gleichung realisiert werden.
Die renormierte Dyson-Schwinger-Gleichung für den Coulomb-Formfaktor f(k) (4.27)
ergibt sich ebenfalls durch einmaliges Abziehen der Integrale (4.28) mit den Lösungen bei
T = 0 bei einer beliebigen Skala µf
f(k) = f(µf ) + ∆If (k), ∆If (k) = If (k)− If (µf )
∣∣
T=0 . (4.69)
Die Bewegungsgleichungen für den Geist- und den Coulomb-Formfaktor (4.66) bzw. (4.69),
sowie die Gap-Gleichung (4.65) für ω(k) sind jetzt UV-endlich.
4.6. Vernachlässigung des Coulomb- und Tadpole-Terms
Wir interessieren uns für eine Beschreibung des Deconfinement-Phasenübergangs. Wenn
das Gribov-Zwanziger Confinement-Szenario in Coulomb-Eichung Gültigkeit hat, erwarten
wir, dass sich das Infrarotverhalten der Propagatoren, insbesondere des Geist-Formfaktors
d(k) und der Gluonenergie ω(k) bzw. Ω(k), am Phasenübergang ändert. Bei T = 0 zeigen
die numerischen Lösungen [Abschn. 3.6.4], dass der Coulomb-Term in der renormierten
Gap-Gleichung (4.65)mit µω = 0 keinen Einfluss auf das führende Infrarotverhalten hat.
Für eine qualitative Analyse des Phasenübergangs ist dieser daher vernachlässigbar.
Ohne Coulomb-Term reduziert sich die renormierte Gap-Gleichung (4.65) auf
ω(k)2 = k2 + χ(k)2 + ∆I0ω + I¯0ω[n] + c0 + 2c1χ(k). (4.70)
Während die Gleichungen für den Geist-Formfaktor (4.66) und den Coulomb-Formfaktor
(4.69) unverändert bleiben, gilt jetzt für die Quasi-Gluon-Energie (4.58)
Ω(k) = ω(k), (4.71)
wodurch die Besetzungszahlen n(k) (4.15) ausschließlich von dem Kern ω(k) abhängig
sind.
Das Tadpole-Integral ∆I0ω (4.64) beinhaltet die Veränderung des Tadpole-Terms durch
die Änderung der selbst-konsistenten Lösungen bei endlichen Temperaturen, ist aber un-
abhängig von den Besetzungszahlen. Es ist daher zu erwarten, dass ∆I0ω klein ist. Daher
vernachlässigen wir diesen Term ebenfalls, wodurch wir schließlich zu der Gap-Gleichung
in der Form
ω2(k) = k2 + χ2(k) + I¯0ω[n] + c0 + 2c1χ(k) (4.72)
gelangen, die über die Krümmung χ(k) an die Gleichung für den Geist-Formfaktor d(k)
gekoppelt ist.
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Bevor wir eine numerische Lösung der gekoppelten Gleichungen (4.69), (4.66) und (4.72)
berechnen, werden wir in diesem Abschnitt das Infrarotverhalten der Integralgleichun-
gen bei endlichen Temperaturen untersuchen. Hierzu verwenden wir als Ansatz für das
führende Infrarotverhalten der Gluonenergie ω(k), des Geist-Formfaktors d(k) und des
Coulomb-Formfaktors f(k) die Potenzgesetze
ω(k) = A
kα
, d(k) = B
kβ
, f(k) = C
kη
, (4.73)
wobei die Koeffizienten A, B, C und die Infrarotexponenten α, β, η in diesem Kapitel als
temperaturabhängig angenommen werden.
Bei T = 0 verschwinden die Besetzungszahlen n(k) und die Integralgleichungen sind
identisch mit denen des Vakuums [vgl. Abschn. 3], daher lieferteine Infrarotanalyse in die-
sem Fall die gleichen Ergebnisse [vgl. Abschn. 3.5.2]. Insbesondere folgt mit der Horizont-
Bedingung (4.67) aus der Geist Dyson-Schwinger-Gleichung (4.22) unter der Annahme
eines nackten Geist-Gluon-Vertex die Summenregel
α = 2β + 2− d (4.74)
in d räumlichen Dimensionen. Aus der Konsistenz der Gap-Gleichung mit der Gleichung
für den Geist-Formfaktor finden wir in d = 3 räumlichen Dimensionen zwei Lösungen [47]
β ' 0.7952, β = 1 (d = 3). (4.75)
In d = 2 räumlichen Dimensionen finden wir eine Lösung mit [47, 83]
β = 0.4, (d = 2). (4.76)
Bei endlichen Temperaturen T > 0 beinhalten die Integralgleichungen, in denen ein Gluon-
Propagator (4.16) auftritt, einen zusätzlichen Term, der die Besetzungszahlen n(k) (4.15)
enthält und explizit von T abhängig ist. Durch die exponentielle Abhängigkeit der Beset-
zungszahlen von ω(k) kann die gewöhnliche Methode der Infrarotnäherung nicht direkt
angewendet werden. Dies ist jedoch im Hochtemperatur-Grenzfall möglich, da dort für die
Besetzungszahlen n(k) gilt
n(k) = [exp
(
Lω(k)
)− 1]−1 T→∞−→ T
ω(k) (4.77)
und die Infrarotanalyse der gekoppelten Integralgleichungen in gleicher Weise wie bei T = 0
ausgeführt werden kann.
Wie die nachfolgende detaillierte Infrarotanalyse zeigt, finden wir bei endlichen Tem-
peraturen sowohl die T = 0-Summenregel (4.74), als auch die ursprünglichen kritischen
Lösungen (4.75) wieder. Zusätzlich existiert in d = 3 räumlichen Dimensionen bei hohen
Temperaturen eine weitere Lösung mit dem Infrarotexponenten
β = 1/2 (d = 3) . (4.78)
Die Summenregel (4.74) impliziert für diese Lösung eine mit α = 0 infrarot-endliche Gluon-
energie. Des weiteren existiert bei hohen Temperaturen die modifizierte Summenregel
2α = 2β − d+ 2, (4.79)
die für β = 1/2 mit der T = 0 Summenregel (4.74) übereinstimmt.
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4.7.1. Infrarotnäherung bei endlichen Temperaturen
Die Infrarotanalyse der gekoppelten Integralgleichungen für den Geist- und Coulomb-
Formfaktor sowie für die Gap-Gleichung werden wir im Hochtemperatur-Grenzfall (4.77)
durchführen. In der Infrarotnäherung verwenden wir die Potenzgesetze (4.73) als Ansatz
für den gesamten Impulsbereich und berechnen die Schleifenintegrale analytisch.
Geist-Formfaktor Da die Horizont-Bedingung in der Gleichung für den Geist-Formfaktor
d(k) (4.66) durch die Wahl der Renormierungskonstante d(µd)−1 explizit verwirklicht ist,
gilt für den Infrarotexponenten β
β > 0. (4.80)
In diesem Fall spielt die Renormierungskonstante und das konstante Schleifenintegral in
(4.66) keine Rolle für das Infrarotverhalten und es ist ausreichend die unrenormierte Glei-
chung (4.22) zu betrachten. Durch Verwendung der Potenzgesetze (4.73) für die Gluon-
energie ω(k) und den Geist-Formfaktor d(k), kann Gl. (4.22) geschrieben werden als
A
B2
= −Nc(d− 1)4
1
(4pi)d/2
kd−2+α−2β
[
Idω(α, β, d) + kα
2T
A
Idω(2α, β, d)
]
(4.81)
mit der in Gl. (3.59) definierten dimensionslosen Funktion Idω(α, β, d). Die Form (4.81)
unterscheidet sich von dem T = 0-Ergebnis [vgl. (3.61)] durch den zweiten, temperatur-
abhängigen Term. Bei T = 0 oder für α > 0 (und beliebiger Temperatur) ist dieser Term
im Infraroten vernachlässigbar und es folgt die T = 0 Summenregel (4.74). Daher erwar-
ten wir, dass die infrarot-divergenten T = 0 Lösungen auch bei endlichen Temperaturen
existieren. Der zweite Term in Gl. (4.81) dominiert im Infraroten für T > 0, α < 0 oder
T/A 1, α = 0 womit die modifizierte Summenregel (4.79) folgt, welche auch in Winkel-
Näherung abgeleitet werden kann [112]. Aus Dimensionsgründen verhält sich bei T  1
die Temperaturabhängigkeit der Koeffizienten A, B wie
A = A(T ) ∼ T, B = B(T ) ∼ T 1/2. (4.82)
Gap-Gleichung Um im Infraroten selbst-konsistente Lösungen bestimmen zu können,
fahren wir mit der Analyse der Gap-Gleichung ohne Coulomb-Term (4.72)
ω2(k) = k2 + χ2(k) + I¯0ω[n] + c0 + 2c1χ(k)
fort und betrachten hierfür zuerst die (nicht-renormierte) Krümmung χ(k) (4.25). Diese ist,
bis auf die implizite Temperaturabhängigkeit des Geist-Formfaktors d(k), identisch mit der
Krümmung bei T = 0 [vgl. (3.13)]. Mit dem Potenzansatz für den Geist-Formfaktor (4.73)
und nach Integration über den Schleifenimpuls erhalten wir den Ausdruck [vgl. (3.71)]
χ(k) = kd−2−2βB2Nc4
1
(4pi)d/2
Idd(β, d) (4.83)
mit der in (3.72) definierten dimensionslosen Funktion Idd(β, d). Aus (4.83) lesen wir den
Infrarotexponenten
γ = 2β − d+ 2 (4.84)
der Krümmung χ(k) ∼ 1/kγ ab. Alle selbst-konsistenten Lösungen erfüllen die Summen-
regel (4.74) bzw. (4.79), sodass mit Gl. (4.84) für γ gilt
γ = α, γ = 2α (T  1).
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Wegen der Horizont-Bedingung (4.80) ist α nach unten beschränkt:
α > 2− d, a > 1− d/2 (T  1).
Wir unterscheiden jetzt folgende Fälle:
i) Wenn die Krümmung χ(k) infrarot-divergent ist (γ > 0), reduziert sich die Gap-
Gleichung (4.72) im Infraroten zu
ω2(k) = χ2(k). (4.85)
Da ω(k) > 0 und (im Infraroten) χ(k) > 0 ist, gilt für die Gl. (4.85)
ω(k) = χ(k)
und es folgt α = γ > 0, sowie die T = 0-Summenregel (4.74). Es kann die T = 0-
Selbstkonsistenzgleichung (3.75) aufgestellt werden, die insbesondere auf die Infra-
rotlösungen (4.75) führt.
ii) Wenn χ(k) im Infraroten endlich ist, wird ω(k) im Infraroten konstant (α = 0). Aus
den Summenregeln (4.74) oder (4.79) folgt
β = d− 22 . (4.86)
In d = 3 räumlichen Dimensionen bedeutet dies
β = 12 (d = 3). (4.87)
Diese Lösung werden wir in den numerischen Ergebnissen in der deconfinierten Phase
finden.
iii) Falls χ(k) im Infraroten unterdrückt ist (γ < 0), sorgt ein endlicher Tadpole I¯0ω[n]
oder eine endliche Renormierungskonstante c0 in der Gap-Gleichung (4.72) dafür,
dass die Gluonenergie ω(k) im Infraroten konstant (α = 0) wird. In diesem Fall gilt
weiterhin Gl. (4.86). Falls der Tadpole-Term (z. B. für g = 0) und die Renormierungs-
konstante c0 = 0 verschwinden, ist auch die Gluonenergie ω(k) infrarot-unterdrückt,
d.h. es gilt α < 0. Ist −1 < γ < 0, folgt für c2 = 0 aus der Gap-Gleichung die
T = 0-Summenregel (4.74) sowie α = γ. Für γ ≤ −1 wird der k2-Term in der Gap-
Gleichung infrarot-dominierend und legt den Infrarotexponenten der Gluonenergie
auf α = −1 fest. Tatsächlich finden wir bei unseren numerischen Untersuchungen
[Abschn. 4.8] eine Lösung mit α = −1 und β ≈ 0.
Coulomb-Formfaktor Zum Schluss untersuchen wir die Dyson-Schwinger-Gleichung für
den Coulomb-Formfaktor f(k) (4.69). Mit der Infrarotnäherung ergibt sich nach Integra-
tion über den Schleifenimpuls
C
kη
= 1 + CB
2
A
Nc(d− 2)
2(4pi)d/2
kd−2+α−2β−η
(
Ifdω(α, β, η, d) + kα
2T
A
Ifdω(2α, β, η, d)
)
, (4.88)
wobei die Funktion Ifdω(α, β, η, d) in Gl. (3.63) definiert ist. Auch hier ist, im Vergleich
zu der T = 0-Infrarotanalyse [vgl. (3.62)], der zweite Term in der Klammer neu. Wir
betrachten den Fall eines infrarot-divergenten Coulomb-Formfaktors η > 0. Falls T = 0
oder α > 0 ist, folgen aus (4.88) die T = 0-Summenregel (4.74) sowie die entsprechenden
79
4. Deconfinement-Phasenübergang im Hamiltonzugang
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8
β
η
T=0
T>>1
V(p)=1/p4
Abbildung 4.1.: Die Lösungen der impliziten Gleichung (4.89) sowie der entsprechenden
Gleichung bei T = 0 (3.79) als Funktion β(η). Ebenso dargestellt sind
die möglichen Lösungen β ∈ {0.8, 1, 1/2} des Geist-Gluon Systems.
Konsistenzbedingungen [vgl. Abschn. 3.5.2]. Daher existieren in diesem Fall keine selbst-
konsistenten Lösungen von ω(k), d(k) und f(k). Für T > 0 und α ≤ 0 gilt unter der
Annahme, dass für T  1 der temperaturabhängige Term in (4.88) dominiert, sowie mit
der Geist-Gleichung (4.81) und der Summenregel (4.74)
Ifdω(2α, β, η, d)
∣∣∣
α=2β−d+2
!= −Idω(2α, β, d)
∣∣∣
α=2β−d+2
, (4.89)
woraus der Exponent η numerisch bestimmt werden kann. In Abb. 4.1 sind die möglichen
Lösungen von Gl. (4.89) als Funktion β(η) und der äquivalenten Gleichung (3.79) bei T = 0
dargestellt. Zusätzlich sind in Abb. 4.1 die drei möglichen Lösungen des Geist-Gluon-
Systems β ∈ {0.8, 1, 1/2} eingezeichnet. Die Gleichung für den Coulomb-Formfaktor hat
keine infrarot-divergente Lösung, die konsistent mit diesen Lösungen ist, da die Funktion
β(η) keinen Schnittpunkt mit einem dieser Infrarotexponenten hat. Der größtmögliche
Wert für β, der aus Gl. (4.89) folgt, ist
βmax = 0.496
und tritt bei η = 1 auf. Wie in Abschn. 3.5.2 können wir eine Korrektur ε > 0 des
Vorfaktors vor dem Schleifenintegral der Gleichung für den Coulomb-Faktor einführen
f(k, T ) = f(µf ) + (1− ε) ∆If [n](k, T ) (4.90)
und nach Lösungen der dadurch modifizierten Gleichung (4.89) suchen. Bei einer geringen
Korrektur ε ≈ 0.03 wird der maximale Wert für den Infrarotexponent auf βmax = 1/2
verändert, womit es für hohe Temperaturen eine selbstkonsistente Lösung der gekoppelten
Gleichungen geben kann. In diesem Falle ergibt sich mit den Exponenten η = 1 und β =
1/2 ein Infrarotverhalten für das nicht-abelsche Coulomb-Potential V (k→ 0) ∼ 1/k2+2β+η
[vgl. (3.18)] von
2 + 2β + η = 4.
Dies entspricht im Ortsraum einem linear-ansteigenden Potential VC(r) ∼ σCr, welches bei
endlichen Temperaturen auch in Gitterrechnungen [69, 122] gefunden wurde. Auch in den
numerischen Rechnungen in Abschn. 4.8 finden wir bei T  1 und mit der Regularisierung
(4.90) infrarot-divergente Lösungen für den Coulomb-Formfaktor mit dem vorhergesagten
Infrarotexponenten η ≈ 1.
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4.8. Numerische Ergebnisse
In diesem Abschnitt bestimmen wir die Lösungen der gekoppelten Gleichungen für den
Geist-Formfaktor (4.66) und die Gap-Gleichung (4.72) sowie den regularisierten Coulomb-
Formfaktor (4.90) im gesamten Impulsbereich numerisch. Hierzu verwenden wir das gleiche
iterative Lösungsverfahren wie bei T = 0. Weitere Details sind im Anh. B und in [82, 87]
zu finden. Von nun an beschränken wir uns auf d = 3 räumliche Dimensionen und Nc =
2. Für die numerischen Ergebnisse werden wir die physikalische Skala verwenden, die
in Abschn. 3.6.9 aus dem Vergleich der Gluonenergie bei T = 0 mit Ergebnissen aus
Gitterrechnungen gewonnen wurde.
Für die Renormierungskonstanten in der Gap-Gleichung (4.72) wählen wir
c0 = c1 = 0, (4.91)
da c1 = 0 für ein t’Hoft-Loop mit Flächengesetz [84] [vgl. Abschn. 3.5.2] zu bevorzugen
ist und c0 = 0 die Energiedichte minimiert [112]. In diesem Kapitel verwenden wir aus-
schließlich kritische Lösungen, die bei T = 0 die Gl. (4.67) erfüllen. Daher verwenden
wir für die Renormierungsparameter µd = 0 und d−1(µd) = 0 sowie für die Krümmung
µ¯χ = 4. Letztere legt die numerische Skala fest und hat keinen Einfluss auf die kritische
Temperatur.
Wie in Abschn. 4.5 diskutiert, müssen die Subtrahenden in den renormierten Gleichun-
gen mit den selbst-konsistenten T = 0-Lösungen berechnet werden, um temperaturunab-
hängige Renormierungskonstanten zu gewährleisten. Dies ist in einem iterativen Lösungs-
verfahren schwierig, da sich das Ultraviolettverhalten der T > 0- und T = 0-Integranden in
den Schleifenintegralen nicht mehr exakt annihiliert und so künstliche Divergenzen entste-
hen. Deshalb berechnen wir die abgezogenen Schleifenintegrale mit den Lösungen bei end-
lichen Temperaturen. Dadurch ist insbesondere die Horizont-Bedingung d−1(k = 0) = 0
(4.67) für alle Temperaturen explizit verwirklicht. Alle hier gezeigten Lösungen sind mit
einem (technischen) Infrarot-Cutoff λIR im Bereich von λIR = 10−8 . . . 10−5, sowie einem
Ultraviolett-Cutoff Λ¯UV = 103 . . . 106 berechnet worden.1 Die Ergebnisse sind in-sensitiv
auf die Wahl dieser Cutoffs.
4.8.1. Propagatoren bei endlicher Temperatur
In Abb. 4.2 sind selbst-konsistente Lösungen für den Geist-Formfaktor d(k) und die Gluon-
energie ω(k) bei niedrigen Temperaturen T ≥ 0 als Funktion des Impulses k¯ = k/µ dar-
gestellt. Diese gleichen den T = 0-Lösungen [vgl. Abschn. 3.6] stark. Für die dargestellte
Lösung gilt insbesondere β ≈ 0.8 für den Infrarotexponenten des Geist-Formfaktors sowie
die T = 0 Summenregel (4.74).
Oberhalb einer kritischen Temperatur Tc existiert nur eine Lösung mit einem infrarot-
divergenten Geist-Formfaktor d(k) und β ≈ 0.5 sowie einer infrarot-endlichen (α ≈ 0)
Gluonenergie ω(k). Diese Infrarotexponent sind verträglich mit der Summenregel (4.74)
und entsprechen denen der in der Hochtemperatur-Infrarotanalyse [Abschn. 4.7] gefun-
denen Lösung (4.87). In Abb. 4.3 zeigen wir selbst-konsistente Lösungen für den Geist-
Formfaktor d(k) und die Gluonenergie ω(k) als Funktion des Impulses für verschiedene
Temperaturen oberhalb von Tc sowie zum Vergleich die T = 0-Lösung.
1Ein Überstrich kennzeichnet hier dimensionslose Einheiten.
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Abbildung 4.2.: Lösungen für den Geist-Formfaktor d(k) (linkes Bild) und die Gluon-
energie ω(k) (rechtes Bild) für verschiedene Temperaturen T < Tc.
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Abbildung 4.3.: Lösungen für den Geist-Formfaktor d(k) (linkes Bild) und die Gluon-
energie ω(k) (rechtes Bild) für T = 0 und verschiedene Temperaturen
T ≥ Tc.
4.8.2. Deconfinement-Phasenübergang
Temperaturabhängigkeit der Infrarotexponenten Um Tc zu bestimmen, betrachten wir
die Veränderung der Infrarotexponenten, die wir aus einer Vielzahl an Lösungen bei un-
terschiedlichen Temperaturen bestimmen. Zur Darstellung des kritischen Bereiches in der
Nähe des Phasenübergangs haben wir zuerst eine Lösung bei hoher Temperatur T  Tc
bestimmt und diese als Startpunkt für die Lösungsprozedur bei einer geringfügig niedri-
geren Temperatur verwendet. Dieser Prozess wird sukzessive bis T = 0 weitergeführt.2
In Abb. 4.4 zeigen wir β und α als Funktion der Temperatur. Die Infrarotexponenten
näheren sich für T →∞ der Hochtemperatur-Lösung mit den analytischenWerten β = 1/2
und α = 0 an. Für T ↘ Tc wachsen β und α leicht an und ändern sich bei Tc abrupt auf
die Werte der T = 0-Infrarotexponenten β ≈ 0.8 bzw. β = 1, sowie α ≈ 0.6 bzw. α = 1.3
2Da es hilfreich ist, auch die Parameter der Theorie auf logarithmischen Skalen zu verändern, endet
der beschriebene Prozess bei T ∼ λIR. Die T = 0 Lösung kann außerhalb dieses Verfahrens berech-
netwerden.
3Im Übergangsbereich treten Instabilitäten auf. Dies trifft insbesondere für die, mit der hier gewählten
Renormierungskonstanten labile, β = 1 Lösung zu. Durchlaufen wir das oben beschriebene Verfahren
auch von kleinen Temperaturen T < Tc kommend, finden wir für die β = 1-Lösung im Übergangsbereich
ein Verhalten, das einer “Hysterese” entspricht.
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Abbildung 4.4.: Die Infrarotexponenten β des Geist-Formfaktors d (linkes Bild) und α
der Gluonenergie ω (rechtes Bild) als Funktion der Temperatur für die
kritische Lösung bei T = 0 mit β ' 0.8 (Linie) und β = 1 (Kreuze).
Oberhalb der kritischen Temperatur vereinen sich die beiden zu einer
Lösung mit β = 1/2.
Effektive Gluonmasse Oberhalb der kritischen Temperatur Tc können wir den Wert
der infrarot-endlichen Gluonenergie ω(k) bei verschwindendem Impuls (k → 0) als eine
effektive Masse
M(T ) := ω(λIR)|T (4.92)
interpretieren, wobei wir berücksichtigt haben, dass ω(k) nur bis zu dem Infrarot-Cutoff
λIR bekannt ist. In Abb. 4.5a istM(T ) als Funktion der Temperatur dargestellt. Für hohe
Temperaturen wächst die effektive Gluonmasse linear mit der Temperatur,M(T ) ∼ T . Da
weit oberhalb von Tc die Temperatur die einzige Skala ist, muss die GluonmasseM(T ) mit
T skalieren.4 Für T ↘ Tc divergiert die Gluonmasse, nimmt aber wegen der Verwendung
eines Infrarot-Cutoffs unterhalb von Tc nur den endlichen Wert ω(λIR) an.
Das Verhalten der Gluonmasse M(T ) bei Tc ist durch einen kritischen Exponenten
M(T )
µ
=
(
T
Tc
− 1
)−κ
(4.93)
gekennzeichnet. In Abb. 4.5b ist der kritische Bereich vonM(T ) dargestellt. In der doppel-
logarithmischen Darstellung ist ein Potenzgesetz über mehr als eine Größenordnung er-
kennbar, sodass wir hieraus den kritischen Exponenten
κ ≈ 0.37 (4.94)
bestimmen können. Für das kritische Verhalten des Ordnungsparameters M(T ) wurde in
[123] ein Wert von κ ≈ 0.41 bestimmt. Dort wurde ein Quasiteilchen-Bild für die Gluonen
verwendet, um die Ergebnisse aus Gitterrechnungen für die Energiedichte und den Druck
zu modellieren. Außerdem wurden die kritischen Exponenten aus dem d = 3 Ising-Modell
verwendet, welches in der gleichen Universalitätsklasse wie die SU(2)-Eichtheorie ist.
Kritische Temperatur Die scharfe Änderung der Infrarotexponenten [Abb. 4.4] oder der
effektiven GluonmasseM(T ) [Abb. 4.5a] können benutzt werden, um die kritische Tempe-
ratur Tc zu bestimmen. Für die numerischen Lösungen folgt mit der Skala µ aus Gl. (3.118)
Tc ∼ 290MeV (4.95)
4Dieses Verhalten haben wir bereits in der Infrarotanalyse bei hohen Temperaturen gesehen [Abschn. 4.7].
Für die Infrarotamplitude B des Geist-Formfaktors gilt entsprechend B(T ) ∼ T 1/2.
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Abbildung 4.5.: In (a) zeigen wir die effektive Gluonmasse (4.92) als Funktion der Tem-
peratur T/Tc und in (b) den kritischen Bereich für T ↘ Tc in doppelt-
logarithmischer Darstellung zusammen mit dem Potentzgesetz (4.93).
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Abbildung 4.6.: Die effektive GluonmasseM(T ) für verschiedene Werte der Kopplungs-
konstanten g und c0 = 0 (linkes Bild) bzw. c0 > 0 (rechtes Bild)
oder ausgedrückt durch die Wilson-String-Tension σW
Tc√
σW
≈ 0.67 (4.96)
für die Eichgruppe SU(2). Dieser Wert ist nur etwas kleiner als die kritische Tempera-
tur aus Gitterrechnungen von Tc/
√
σW ≈ 0.70 für die reine Yang-Mills-Theorie und die
Eichgruppe SU(2) [124, 125]. Die hier bestimmte kritische Temperatur ist, mit Ausnahme
der Kopplungskonstanten g, unabhängig von der Wahl der Renormierungskonstanten und
numerischen Parametern.
Tadpole-Term Die Kopplungskonstante g geht explizit in den temperaturabhängigen
Teil des Tadpole-Integrals I¯0ω[n] ein, der Teil der effektiven Masse in der Gap-Gleichung
(4.72) ist. Dieser impulsunabhängige Term hat bei kleinen Temperaturen keinen Einfluss
auf das Infrarotverhalten der für k → ∞ divergenten Lösungen. Bei den Deconfinement-
Lösungen mit α = 0 oberhalb von Tc spielt hingegen der Wert der effektiven Masse eine
Rolle. Daher erwarten wir, dass die kritische Temperatur Tc von der Kopplungskonstanten
g abhängig ist. Die bisher dargestellten Lösungen wurden mit einer Kopplung von g = 0.5
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Abbildung 4.7.: In (a) ist die Abhängigkeit der kritischen Temperatur Tc von der Kopp-
lungskonstanten g dargestellt. In (b) vergleichen wir die numerischen
Ergebnisse der vollen Rechnung mit der effektive Masse bestimmt aus
Gl. (4.99).
berechnet, wobei für diesen Wert das iterative Lösungsverfahren im Übergangsbereich am
stabilsten ist. Durch eine Verbesserung des iterativen Lösungsverfahrens [Anh. B] können
wir die kritische Temperatur als Funktion der Kopplungskonstanten g bestimmen, wobei
die kritische Temperatur Tc durch den Wendepunkt von M(T ) (oder alternativ von β(T ))
defininiert ist. Wenn der Wert von g erhöht wird, wird der Phasenübergang verschmiert.
Im Gegenzug bewirkt eine Verringerung einen schärferen Phasenübergang [Abb. 4.6]. Wie
in Abb. 4.7a dargestellt, nimmt die kritische Temperatur für g → 0 den Wert Tc = 250
MeV an. Dies ist niedriger als der zuvor bestimmte Wert (Tc = 290 MeV), allerdings sind
jetzt alle Parameterabhängigkeiten eliminiert.
Ohne Tadpole-Term, d.h. für g = 0 (und c0 = 0), existiert bei hohen Temperaturen eine
freie Lösung mit
ω(k) = |k| (α = −1, β = 0), (4.97)
sowie d(k) ≈ 0. Für diese Lösung (g = 0) lässt sich der Phasenübergangsbereich jedoch
nicht darstellen, weshalb keine kritische Temperatur extrahiert werden kann.
Das Verhalten der effektiven Masse M(T ) bei Temperaturen T > Tc lässt sich auch mit
einer vereinfachten Gleichung studieren. Hierzu verwenden wir für die Gluonenergie den
Ansatz
ωM (k, T ) =
√
1
k2α
+M2(T ) + k2 (4.98)
womit die Gap-Gleichung (4.72) für k → 0 und infrarot-unterdrückter bzw. endlicher
Krümmung χ(k) (falls β ≤ 0.5) geschrieben werden kann als
M(T ) = c0 + I¯0ω[n] (4.99)
= c0 +
(
g2
4
8
3Nc
∫
d¯3q 2
ωM (k, T )
1
exp (ωM (k, T ))/T − 1
) 1
2
. (4.100)
Diese Gleichung erzeugt eine Masse M als Funktion von T mit den Parametern c0, g und
Nc. Die numerische Lösung von Gl. (4.99) ist für α = 0.6 als Funktion der Tempera-
tur zusammen mit der effektiven Gluonmasse aus den selbstkonsistenten Rechnungen in
Abb. 4.7b dargestellt. Der Wert der Masse im Bereich des linearen Anstiegs bei großen
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Abbildung 4.8.: Die laufende Kopplungskonstante normiert auf den Infrarot-Wert αc
bei T = 0 (linkes Bild) und der Gluon-Propagator D(k) (4.16) (rechtes
Bild) für verschiedene Temperaturen.
Temperaturen (und für Kopplungskonstanten g . 1) stimmt mit den selbst-konsistenten
Rechnungen überein, sodass diese Gleichung die Erzeugung der effektiven Masse in diesem
Bereich erklärt. Für kleine Temperaturen ist auch die MasseM(T ) klein und verschwindet
exponentiell für T → 0. Ein Phasenübergang tritt in der Gl. (4.99) mit dem Ansatz (4.98)
nicht auf.
Laufende Kopplung Die laufende Kopplungskonstante α(k), die sich aus dem Geist-
Gluon-Vertex ergibt [47], ist in Abb. 4.8a oberhalb der kritischen Temperatur T > Tc sowie
für T = 0 dargestellt. In beiden Fällen ist α(k) im Infraroten konstant, jedoch verringert
sich der Plateauwert α(k → 0) um eine Größenordnung oberhalb des Deconfinement-
Phasenübergangs. Unterhalb und oberhalb von Tc verändert sich der jeweilige Plateauwert
bei Variation der Temperatur kaum. Der konstante Infrarotwert der laufenden Kopplung
wird durch die Summenregel (4.74) der Infrarotexponenten für den Geist- und den Gluon-
Propagator garantiert, die sowohl bei T = 0, als auch für T > Tc gilt.
Gluon-Propagator Der Gluon-Propagator [vgl. Gl. (4.16)]
D(k) = 1 + 2n(k)2ω(k) (4.101)
ist bei endlichen Temperaturen oberhalb des Deconfinement-Phasenübergangs und bei
T = 0 in Abb. 4.8b dargestellt.
Unterhalb von Tc verschwindet der Gluon-Propagator im Infraroten und entspricht somit
der Gribov-Formel [Gl. (3.91)]. Oberhalb des Phasenübergangs ist der Gluon-Propagator
massiv, d.h. er nimmt für k → 0 einen konstanten Wert an. Die effektive Gluonmasse
erhöht sich mit der Temperatur [Abb. 4.5a]. Das Verhalten im Ultravioletten, bzw. bei
großen Impulsen, ist unabhängig von der Temperatur.
4.8.3. Coulomb-Formfaktor und Coulomb-Potential
Bei Verwendung der Gap-Gleichung ohne Coulomb-Term (4.72) entkoppelt die Dyson-
Schwinger-Gleichung für den Coulomb-Formfaktor f(k) auch bei endlichen Temperaturen
von den übrigen Gleichungen. Analog zu den Betrachtungen bei T = 0 [Abschn. 3.6.4]
86
4.8. Numerische Ergebnisse
 1
 10
 100
 1000
 10000
 100000
 1e+06
 1e+07
 0.0001  0.001  0.01  0.1  1  10  100  1000
f
k/µ
f (T=32.84Tc)f (T=109.73Tc)f (T=325.14Tc)
(a)
 1
 10
 100
 1000
 10000
 100000
 1e+06
 1  10  100  1000
σ
C/
µ2
(T/Tc)
(b)
-4
-2
 0
 2
 4
 6
 8
 10
 12
 14
 0  2  4  6  8  10
(V
(r)
 - V
(r 0
=
1))
/µ
r µ
f=1,T=0.0 Tcf=1,T=9.8 Tcfreg,T=9.8 Tc
(c)
Abbildung 4.9.: In (a) sind die Lösungen für den regularisierten Coulomb-Formfaktor
f für verschiedene Temperaturen T > Tc und (b) die Coulomb-String-
Tension σC als Funktion der Temperatur oberhalb von Tc dargestellt.
In (c) zeigen wir das nicht-abelsche Coulomb-Potential [(3.18)] berech-
net mit dem perturbativen Coulomb-Formfaktor f = 1 sowie mit dem
modifizierten Coulomb-Formfaktor (4.90) bei T = 0 und oberhalb von
Tc im Ortsraum.
ist es daher möglich eine Lösung der linearen Integralgleichung für f(k) (4.69) explizit zu
berechnen, nachdem ω(k) und d(k) selbst-konsistent erzeugt wurden. Wie jedoch durch die
Infrarotanalyse [Abschn. 4.7.1] vorhergesagt, existiert auch im Hochtemperaturlimes mit
β ≥ 1/2 keine Lösung für f(k). Um eine Lösung bei Temperaturen oberhalb von Tc zu er-
zeugen, verwenden wir für den Coulomb-Formfaktor die “regularisierte” Integralgleichung
(4.90) und verringern den numerischen Koeffizienten vor dem Schleifenintegral If (k) (4.28)
sukzessive bis eine stabile Lösung erzeugt wird. Ab einem Wert von  ≈ 0.03 existiert bei
Temperaturen oberhalb des Deconfinement-Phasenübergangs (T > Tc) infrarot-divergente
Coulomb-Formfaktor f(k). Dieser ist für verschiedene Temperaturen in Abb. 4.9a darge-
stellt.
Den Infrarotexponenten der numerischen Lösung für f(k) bestimmen wir zu
η = 1.0(1), (4.102)
was den analytischen Wert aus der Infrarotanalyse [vgl. Abschn. 4.7.1] bestätigt. Zusam-
men mit dem Infrarotexponenten des Geist-Formfaktors β ≈ 0.5 ergibt sich mit dem re-
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gularisierten Coulomb-Formfaktor(4.90) für das nicht-abelsche Coulomb-Potential [(3.18)]
im Impulsraum
VC(k) ∼ 1
k2+2β+η
= 1
k4
, (4.103)
welches somit auch oberhalb des Deconfinement-Phasenübergangs linear ist. Dieses Ver-
halten für das nicht-abelsche Coulomb-Potential, das nur eine Obergrenze für das physi-
kalische Quark-Potential darstellt, wurde auch in Gitterrechnungen gefunden [69, 122].
Aus den numerischen Ergebnissen können wir die Temperaturabhängigkeit der Coulomb-
String-Tension σC bestimmen [Abb. 4.9], die sich für große Temperaturen wie
σC(T →∞) ∼ T (4.104)
verhält. Das nicht-abelsche Coulomb-Potential im Ortsraum, berechnet mit den Lösun-
gen der ursprünglichen (4.69) und der regularisierten (4.90) Gleichung für den Coulomb-
Formfaktor, vergleichen wir bei endlichen Temperaturen in Abb. 4.9c. Für die Lösung
mit der Ersetzung des Geist-Formfaktors durch seinen perturbativen Wert (d ≡ 1) ist das
Coulomb-Potential oberhalb von Tc konstant, während es für den regularisierten Coulomb-
Formfaktor oberhalb von Tc linear bleibt, wie durch die Infrarotanalyse vorhergesagt wur-
de.
4.9. Zusammenfassung
In diesem Kapitel haben wir den Deconfinement-Phasenübergang der Yang-Mills-Theorie
im Hamiltonformalismus in Coulomb-Eichung mit dem großkanonischen Ensemble unter-
sucht. Hierzu haben wir für den Hamilton-Operator in der Dichtematrix einen Ansatz in
Form eines Einteilchenoperators verwendet. Mit einer Quasiteilchen-Basis des gluonischen
Fockraums, die auf einem gaußschen Wellenfunktional für das Vakuum aufbaut, haben
wir den thermischen Erwartungswert des Hamilton-Operators und die freie Energie be-
stimmt. Durch Minimierung der freien Energie bei endlichen Temperaturen konnte der
Ansatz für die Dichtematrix und der Variationskern im gaußschen Wellenfunktional opti-
miert werden. Dies resultiert in einer Gap-Gleichung für Gluonenergie, die an den Geist-
und Coulomb-Formfaktor gekoppelt ist. Diese Gleichungen reduzieren sich bei verschwin-
dender Temperatur auf die Gleichungen bei T = 0. Bei den nachfolgenden Untersuchungen
in diesem Kapitel haben wir uns auf die kritischen Lösungen beschränkt, die die Horizont-
Bedingung erfüllen und bei T = 0 durch den Infrarotexponenten des Geist-Formfaktors
(β ≈ 0.8 und β = 1) charakterisiert sind.
Im Hochtemperaturlimes konnten wir mit der Infrarotanalyse eine neue Lösung mit dem
Infrarotexponenten β = 1/2 nachweisen, die zusammen mit dem Infrarotexponenten der
Gluonenergie (α = 0) die T = 0 Summenregel erfüllt.
Die Lösungen der Gap-Gleichung unter Vernachlässigung der Coulomb-Wechselwirkung
und der Gleichung für den Geist-Formfaktor haben wir im gesamten Impulsbereich bei
endlichen Temperaturen numerisch bestimmt. Dabei konnten wir zeigen, dass bis zu ei-
ner kritischen Temperatur Tc die beiden T = 0-Lösungen existieren. Am Deconfinement-
Phasenübergang vereinen sich die beiden infrarot-divergenten T = 0-Lösungen zu ei-
ner einzigen Lösung mit dem Infrarotexponenten β ≈ 0.5. In Übereinstimmung mit der
Summenregel wird die Gluonenergie oberhalb der kritischen Temperatur infrarot-endlich
(α = 0) und der Gluon-Propagator somit massiv. Die effektive Gluonmasse steigt linear
mit der Temperatur und weist am Phasenübergang ein kritisches Verhalten auf, aus dem
ein kritischer Exponent extrahiert werden konnte. Aus der Veränderung der Infrarotex-
ponenten oder der Gluonmasse haben wir die kritische Temperatur Tc = 290 MeV des
Deconfinement-Phasenübergangs in der SU(2)-Eichtheorie bestimmt.
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Durch eine geringfügige Modifikation eines Vorfaktors in der Integralgleichung für den
Coulomb-Formfaktor konnten wir diesen in der deconfinierten Phase numerisch bestim-
men, ohne auf die zuvor bei T = 0 notwendigen Näherungen zurückzugreifen. Mit dieser
infrarot-divergenten Lösung ist das nicht-abelsche Coulomb-Potential oberhalb der kriti-
schen Temperatur für große Abstände r weiterhin linear, was in Übereinstimmung mit den
Gitterrechnungen ist.
Für den in diesem Kapitel entwickelten Zugang zur Beschreibung des Deconfinement-
Phasenübergangs im Hamiltonzugang mussten wir eine zusätzliche Näherung für die Dich-
tematrix machen. Außerdem zeigt insbesondere die kritische Temperatur eine Abhängig-
keit von der Kopplungskonstanten g, die auf Ein-Loop-Niveau ein externer Parameter ist.
Bei der Untersuchung des Deconfinement-Phasenübergangs mit dem effektiven Potential
des Polyakov-Loops im übernächsten Kapitel entfallen diese beiden Punkte.
89

5. Endliche Temperaturen durch eine
kompaktifizierte Raumdimension
In diesem Kapitel führen wir die Temperatur durch Kompaktifizierung einer räumli-
chen Dimension ein. Dadurch ist die gesamte Temperaturabhängigkeit im Grundzustand
der Yang-Mills-Theorie auf der räumliche Mannigfaltigkeit R2 × S1(L) enthalten, wobei
die inverse Länge L−1 der kompaktifizierten Richtung der Temperatur entspricht. Dies
hat gegenüber den Betrachtungen im vorherigen Kapitel den Vorteil, dass kein Ansatz
für die Dichtematrix erforderlich ist. Zusätzlich wird durch die Kompaktifizierung einer
räumlichen Richtung der Polyakov-Loop auch im Hamiltonzugang, der die Weyl-Eichung
(A0 = 0) verwendet, als Ordnungsparameter zugänglich.
Um die Bewegungsgleichungen der Korrelationsfunktionen zu bestimmen erweitern wir
in diesem Kapitel den Variationszugang zur Yang-Mills-Theorie auf die räumlichen Man-
nigfaltigkeit R2×S1(L). In Abschn. 5.1 verwenden wir einen verallgemeinerten Ansatz für
das Wellenfunktional des Grundzustandes, der die Freiheitsgrade parallel und orthogonal
zu der kompaktifizierten Dimension unterscheidet, um die Energiedichte und die Bewe-
gungsgleichungen der Yang-Mills-Theorie mit einer kompaktifizierten räumlichen Dimen-
sion zu bestimmen. Das Hoch- und Niedertemperaturverhalten der Bewegungsgleichungen
untersuchen wir in Abschn. 5.2. Anschließend diskutieren wir das Infrarotverhalten der Lö-
sungen in Abschn. 5.3 und die Renormierung des Integralgleichungssystems in Abschn. 5.4.
Schließlich bestimmen wir die Lösungen für den Geist- und Gluon-Propagator im gesamten
Impulsbereich in Abschn. 5.5 numerisch.
Die Ergebnisse diese Kapitels sind in [126] veröffentlicht.
5.1. Hamiltonzugang zur Yang-Mills-Theorie auf R2 × S1(L)
In der hamiltonschen Formulierung der Yang-Mills-Theorie führen wir entsprechend der
Diskussion in Abschn. 2.4.2 endliche Temperaturen durch Kompaktifizierung einer räum-
lichen Dimension ein, wobei wir die x3-Achse wählen. Wir werden im Folgenden einen ver-
allgemeinerten gaußschen Ansatz für den Grundzustand verwenden, um die Energiedichte
auf Zwei-Loop-Niveau und die Bewegungsgleichungen auf Ein-Loop-Niveau zu bestimmen.
5.1.1. Yang-Mills-Theorie in Coulomb-Eichung auf R2 × S1(L)
Auf der MannigfaltigkeitR2×S1(L) muss das Eichfeld A in der kompaktifizierten Richtung
x3 der periodischen Randbedingung
A(x⊥, L/2) = A(x⊥,−L/2) (5.1)
genügen. Die zu der kompaktifizierten x3-Richtung orthogonalen Komponenten des Orts-
vektors x bezeichnen wir mit x⊥. Mit der Coulomb-Eichbedingung auf R2 × S1(L)
∂A = ∂⊥A⊥ + ∂3A3 = 0 (5.2)
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lautet der Yang-Mills-Hamilton-Operator [vergl. (2.49)] [30]
H = 12
∫
L
d3x
[
g2J −1A ΠJAΠ +
1
g2
B2
]
+HC . (5.3)
Dies ist formal der gleiche Ausdruck wie in R3, mit der Ausnahme, dass die Integration
über die räumliche Mannigfaltigkeit definiert ist durch∫
L
d3x :=
∫
d2x⊥
∫ L/2
−L/2
dx3 (5.4)
und wir in diesem Kapitel die Kopplungskonstante g in das Eichfeld gA → A absor-
biert haben. Hier ist Π der Impulsoperator [Gl. (2.33)], B das chromomagnetische Feld
[Gl. (2.23)] und J [A] die Faddeev-Popov-Determinante [Gl. (2.48b)]. Der Coulomb-Term
HC, der durch die Elimination der longitudinalen Komponenten des Impulsoperators mit
dem gaußschen Gesetz entsteht, entspricht Gl. (2.50).
Um den Vakuumzustand zu bestimmen, verwenden wir das Variationsprinzip mit dem
Test-Wellenfunktional [13]
ψ[A] = NJ −1/2A exp
(
− 12g2
∫
L
d3x
∫
L
d3y Aak(x)ωkl(x,y)Aal (y)
)
. (5.5)
Dieser Ansatz ist identisch mit dem gaußschen Wellenfunktional, das wir in Coulomb-
Eichung [Gl. (3.3)] verwendet haben. Insbesondere eliminiert die Normierung die Faddeev-
Popov-Determinante aus dem Skalarprodukt [Gl. (2.38)]. Wegen der Verwendung der
Coulomb-Eichung (5.2) kann der Variationskern ωkl(x,y) als transversal angenommen
werden. Auf der räumlichen Mannigfaltigkeit R3 bedeutet dies aufgrund der O(3) Invari-
anz
ωkl(x,y) = tkl(x)ω(x,y) , (5.6)
wobei tkl(x) der transversale Projektionsoperator in R3 [Gl. (2.44)] ist. Auf R2 × S1(L)
ist die O(3) Symmetrie auf O(2) gebrochen und der Ansatz für den Variationskern ω (5.6)
muss verallgemeinert werden zu
ωkl(x,y) = t⊥kl(x)ω⊥(x,y) + t
‖
kl(x)ω‖(x,y) . (5.7)
Hier ist
t⊥kl(x) = (1− δk3)
(
δkl − ∂
x
k∂
x
l
∆⊥
)
(1− δl3) (5.8)
der transversale Projektor im Unterraum R2 orthogonal zu der kompaktifizierten x3-
Richtung und mit ∆⊥ = ∂21 + ∂22 . Weiterhin ist
t
‖
kl(x) = tkl(x)− t⊥kl(x) (5.9)
der transversale Projektor im orthogonalen Komplement von t⊥kl(x). Es gibt somit auf
R
2 × S1(L) zwei unabhängige Variationskerne ω‖ und ω⊥, die zu der kompaktifizierten
Dimension bzw. dem orthogonalen Unterraum gehören. Damit im Folgenden die Notation
vereinfacht wird, führen wir den Index Q ∈ {‖,⊥} ein, um die kompaktifizierte Richtung
und ihr Komplement zu unterscheiden.
Die Projektionsoperatoren (5.8) und (5.9) haben die Eigenschaften
tQkl(x)t
Q
lm(x) = t
Q
km(x), t
Q
kl(x)tlm(x) = t
Q
km(x) ,
tkk(x) = 2, tQkk = 1 . (5.10)
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Mit dem Wellenfunktional (5.5) und den verallgemeinerten Variationskernen (5.7) ist der
statische Gluon-Propagator gegeben durch
Dabkl (x,y) = 〈Aak(x)Abl (y)〉 = δab
[
D⊥kl(x,y) +D
‖
kl(x,y)
]
, (5.11)
wobei für die Komponenten DQ des Gluon-Propagators
DQkl(x,y) =
1
2 t
Q
kl(x)ω
−1
Q (x,y) (5.12)
gilt. Aufgrund der Translationsinvarianz sind die Kerne ωQ(x,y) nur eine Funktion der
relativen Koordinaten x−y. Die Fouriertransformation in den Impulsraum definieren wir
daher durch
ω(x) =
∫
L
d¯3p eipxω(p) :=
∫
d¯2p⊥
1
L
∞∑
n=−∞
eip⊥x⊥eiωnx3ω(p⊥, ωn) , (5.13)
wobei d¯2p⊥ = d2p⊥/(2pi)2 das Integrationsmaß im Impulsraum orthogonal zu der p3-Achse
ist und p3 ≡ ωn = 2pin/L die Matsubara-Frequenzen sind. Der dreidimensionale Impuls p
hat somit die Zerlegung
p = p⊥ + ωne3, ωn = 2pin/L. (5.14)
Aus der Darstellung (5.12) folgt, dass ωQ(p⊥, ωn) mit Q =‖ und ⊥ die Energien der
transversalen Gluon-Mode parallel und orthogonal zu der kompaktifizierten räumlichen
Dimension sind. Im Impulsraum lauten die Projektionsoperatoren (5.8) und (5.9)
t⊥kl(p) = (1− δk3)
(
δkl − pkplp2⊥
)
(1− δl3), t‖kl(p) = tkl(p)− t⊥kl(p) (5.15)
mit dem gewöhnlichen transversalen Projektor tkl(p) [Gl. (2.45)]. 1
5.1.2. Bewegungsgleichungen auf R2 × S1(L)
Der Variationszugang zur Yang-Mills-Theorie in Coulomb-Eichung auf R2 × S1(L) kann
auf gleiche Weise durchgeführt werden wie auf R3 [vgl. Kap. 3] mit der Ausnahme, dass die
transversalen Freiheitsgrade parallel und orthogonal zu der kompaktifizierten Dimension
unterschieden werden. Daher bestimmen wir zwei Gap-Gleichungen für die unabhängigen
Variationskerne ω‖, ω⊥. Der Coulomb-Term HC hat keinen Einfluss auf das Infrarotver-
halten im Gluon-Sektor [112] und wir vernachlässigen diesen Term im Folgenden.
Die Variation der Energie, die mit dem verallgemeinerten Ansatz (5.7) für das Vakuum-
Wellenfunktional auf Zwei-Loop-Niveau berechneten wird, resultiert in den beiden Gap-
Gleichungen
ω2Q(p) = p2 + χ2Q(p) , Q ∈ {‖,⊥} . (5.17)
Hier ist p2 = p2⊥ + ω2n das Quadrat des dreidimensionalen Impulses (5.14) und
χQ(p) =
g2
2 Nc t
Q
kl(p)
∫
L
d¯3q qkqlG(p + q)G(q) (5.18)
1Auch die hier eingeführten Projektoren sind nur abhängig von der Richtung des Vektors p und nicht
von seiner Länge. Deshalb gilt
tQkl(p) = t
Q
kl(p
′) fallsp ‖ p′. (5.16)
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die Krümmung [vgl. (2.78)]. Der Geist-Propagator ist definiert als der Erwartungswert des
Faddeev-Popov-Operators [vgl. (2.48a)]
G = 〈(−Dˆ∂)−1〉, (5.19)
für den wir im Impulsraum den Formfaktor d(p) = gp2G(p) [(3.12)] definieren. Mit
dem Wellenfunktional (5.5) und in der Rainbow-Ladder-Näherung kann für den Geist-
Formfaktor die Dyson-Schwinger-Gleichung
d−1(p) = 1
g
−
(
I
‖
d(p) + I
⊥
d (p)
)
(5.20)
abgeleitet werden, wobei hier die Selbstenergieintegrale
IQd (p) = Nc
∫
L
d¯3q
pit
Q
ij(q)pj
p2
d(p + q)
(p + q)2
1
2ωQ(q)
(5.21)
jeweils an den Kern ω‖ bzw. ω⊥ gekoppelt sind. Die Formfaktoren d(p) und ωQ(p), sowie
die Schleifenintegrale χQ(p) und IQd (p) sind Funktionen des transversalen Impulses p⊥
und der Matsubara-Frequenz ωn
d(p) ≡ d(p⊥, ωn), ωQ(p) ≡ ω(p⊥, ωn), . . . , (5.22)
wobei aus der expliziten Darstellung der Integrale folgt, dass für die Abhängigkeiten an-
genommen werden kann
d(p) ≡ d(|p⊥|, |ωn|), ωQ(p) ≡ ωQ(|p⊥|, |ωn|), . . . (5.23)
Für die Lösungen der Dyson-Schwinger-Gleichung des Geist-Formfaktors verwenden wir
die Horizont-Bedingung, die auf der Mannigfaltigkeit R2 × S1(L) lautet
d−1(p⊥ = 0, ωn = 0) = 0 . (5.24)
Die gekoppelten Gleichungen für die Gluonenergieen (5.17) und den Geist-Formfaktor
(5.20) müssen selbst-konsistent gelöst werden. In Abschn. 5.5 werden wir dieses Glei-
chungssystem bei endlichen Temperaturen numerisch bestimmen. Zuvor betrachten wir
die Lösungen im Hoch- und Niedertemperaturbereich.
5.2. Grenzfall hoher und verschwindender Temperatur
Zuerst werden wir die Bewegungsgleichungen im Hochtemperaturlimes und bei verschwin-
dender Temperatur untersuchen.
5.2.1. Hochtemperaturlimes
Bei hohen Temperaturen T = L−1 → ∞ werden die Matsubara-Frequenzen ωn = 2pinT
mit n 6= 0 unendlich groß. Da für |p| ≡
√
p2⊥ + ω2n → ∞ der Geist- und der Gluon-
Propagator unterdrückt sind, müssen wir in den Bewegungsgleichungen im Hochtempera-
turlimes nur die niedrigste Matsubara-Frequenz p3 ≡ ωn = 0 berücksichtigen. Daher gilt
für die Integration in Gl. (5.13) ∫
L
d¯3p→ T
∫
d¯2p⊥, (5.25)
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wobei wir die Summe über die Matsubara-Frequenzen durch die n = 0 Mode ersetzt haben.
Für p3 = 0 und q3 = 0 gilt außerdem
pkt
‖
kl(q)pl
∣∣∣
p3=q3=0
= 0 , (5.26)
sodass der longitudinale Teil der Geist-Selbstenergie verschwindet I‖d(p⊥, ωn = 0) = 0 und
sich die Dyson-Schwinger-Gleichung für den Geist-Formfaktor (5.20) reduziert auf
d−1(p⊥, ωn = 0) =
1
g
− I⊥d (p⊥, ωn = 0) (5.27)
mit
I⊥d (p⊥, ωn = 0) = NcT
∫
d¯2q⊥
p⊥i tij(q⊥, 0)p⊥j
p2⊥
d(p⊥ + q⊥, 0)
(p⊥ + q⊥)2
1
2ω⊥(q⊥, 0)
. (5.28)
Dies entspricht der Geist-Gleichung in d = 2 räumlichen Dimensionen [83], wenn wir
ω⊥(q⊥, 0) mit der Gluonenergie identifizieren, sowie
g(2) = g
√
T , d(2)(p⊥) = d(p⊥, 0)
√
T (5.29)
mit der Kopplungskonstanten und dem Geist-Formfaktor jeweils in d = 2. Die Dimension
der Yang-Mills-Kopplungskonstanten g ist abhängig von der Zahl der Raumdimensionen.
In d = 3 ist g dimensionslos, während sie in d = 2 die Dimension [p] hat. Durch die
Temperatur wird innerhalb der skalenfreien Yang-Mills-Theorie in d = 3 räumlichen Di-
mensionen eine physikalische Skala eingeführt. Eine Relation wie Gl. (5.29) war daher zu
erwarten.
Aus Gl. (5.26) folgt außerdem, dass die longitudinale Komponente der Krümmung (5.18)
im Hochtemperaturlimes verschwindet χ‖(p⊥, ωn = 0) = 0 und sich die longitudinale Gap-
Gleichung (5.17) reduziert auf
ω2‖(p⊥, ωn = 0) = p2⊥. (5.30)
Dies bedeutet, dass sich die gluonischen Freiheitsgrade parallel zu der kompaktifizierten
Dimension für T →∞ wie freie Teilchen verhalten. Mit Gl. (5.25) gilt für die transversale
Krümmung χ⊥ (5.18)
χ⊥(p⊥, ωn = 0) =
g2TNc
2
∫
d¯2q⊥
q⊥i tij(p⊥, 0)q⊥j
q2⊥
d(p⊥ + q⊥, 0)d(q⊥, 0)
g2(p⊥ + q⊥)2
, (5.31)
welche mit Gl. (5.29) der Krümmung in d = 2 räumlichen Dimensionen entspricht. Die
transversale Gap-Gleichung (5.17) lautet
ω2⊥(p⊥, ωn = 0) = p2⊥ + χ2⊥(p, ωn = 0) (5.32)
und entspricht daher ebenfalls der Gap-Gleichung in d = 2 Dimensionen.
Die Gleichungen in 3 + 1 Dimensionen reduzieren sich somit für T →∞ auf eine 2 + 1
dimensionale Theorie. Dies ist im Einklang mit Dimensionaler-Reduktion [127]: Die 3 + 1
dimensionale Yang-Mills-Theorie reduziert sich im Hochtemperaturlimes auf eine effektive
2 + 1 dimensionale Theorie mit einem zusätzlichen Higgs-Feld, das der zeitlichen Kompo-
nente des Eichfeldes A0 entspricht [128], wobei dieses Higgs-Feld im Hamiltonzugang in
Weyl-Eichung A0 = 0 jedoch nicht sichtbar ist.
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5.2.2. Nulltemperatur
Für kleine Temperaturen müssen in der Summe (5.13) viele Matsubara-Frequenzen ωn =
2pinT berücksichtigt werden. Außerdem wird der Abstand zwischen zwei benachbarten
Matsubara-Frequenzen zunehmend kleiner. Im Limes T → 0 tragen alle ωn bei, sodass die
Summe bis unendlich ausgeführt werden muss. Es ist daher vorteilhaft die Summe über
die Matsubara-Frequenzen für kleine T mit Hilfe der Darstellung [57]
1
L
∞∑
n=−∞
f(ωn) =
1
2pi
∫ ∞
−∞
dz f(z)
∞∑
k=−∞
eikLz (5.33)
auszuführen. Diese Gleichung kann aus der poissonschen Summenformel abgeleitet wer-
den.2
Um den Limes T → 0 in den Bewegungsgleichungen aus Abschn. 5.1 auszuführen,
betrachten wir zuvor ein verallgemeinertes Schleifenintegral, welches mit Gl. (5.33) ge-
schrieben werden kann als
1
L
∞∑
n=−∞
∫
d¯2p⊥f(p⊥, ωn) =
∫
d¯3pf(p⊥, p3)
∞∑
k=−∞
eikLp3 , (5.34)
wobei z = p3 ist und d¯3p = d3p/(2pi)3 das gewöhnliche Integrationsmaß im dreidimen-
sionalen Impulsraum ist. Für L → ∞ wird die O(3) Invarianz wieder hergestellt und alle
Propagatoren, bzw. Formfaktoren sind eine Funktion des Betrages des dreidimensionalen
Impulses
f(p⊥, p3) = f
(√
p2⊥ + p23
)
≡ f(p) . (5.35)
Es ist daher sinnvoll in Gl. (5.34) bei der Integration über den Impuls Kugelkoordinaten
(p, θ, ϕ) zu verwenden. Nach Ausführung der Integration über den Winkel θ ergibt sich
aus Gl. (5.34)
1
L
∞∑
n=−∞
∫
d¯2p⊥ f
(√
p2⊥ + ω2n
)
=
∫
d¯3p f(p)
∞∑
k=−∞
sin(kLp)
kLp
, (5.36)
wobei wir die rechte Seite wieder als dreidimensionales Integral mit einer trivialen Win-
kelintegration geschrieben haben.
Der k = 0 Term in Gl. (5.36) entspricht dem Schleifenintegral bei T = 0. Alle anderen
Terme verschwinden im Limes L → ∞. Mit dieser Relation (5.36) reduzieren sich für
L→∞ alle Bewegungsgleichungen auf R2×S1(L) zu den entsprechenden Ausdrücken bei
T = 0 [vgl. Kap. 3 und [13]].
5.3. Infrarotanalyse
Bevor wir die numerischen Lösungen bei endlichen Temperaturen betrachten, werden wir
das Infrarotverhalten untersuchen. Die Infrarotanalyse der Bewegungsgleichungen bei T =
0 [47] haben wir in Abschn. 3.5.2 besprochen. Mit den Potenzgesetzen
ω(p) ∼ p−α , d(p) ∼ p−β (5.37)
2Wenn Gl. (5.33) auf eine Funktion f(ωn) angewandt wird, die nur an diskreten Matsubara-Frequenzen
ωn bekannt ist, dann ist f(z) als diejenige Funktion zu verstehen, die aus f(ωn) durch eine glatte
Interpolation zwischen benachbarten Matsubara Frequenzen entsteht. Tatsächlich geht der Abstand von
benachbarten Matsubara Frequenzen für L→∞, in dem Bereich in dem die poissonsche Summenformel
(5.33) verwendet wird, gegen null.
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für p → 0 und der Horizont-Bedingung β > 0 gilt in d räumlichen Dimensionen die
Summenregel α = 2β + 2− d [(3.60)]. Aus der Konsistenz der Gleichungen für den Geist-
Formfaktor und der Gap-Gleichung folgen aus der analytischen Infrarotanalyse in d = 3 die
beiden Lösungen β ∈ {0.7952, 1} und in d = 2 die Lösung β = 2/5. Die Infrarotexponenten
aus den numerischen Lösungen [13, 82, 83, 112] sind in sehr guter Übereinstimmung mit
diesen Werten. Aus der vorangegangenen Diskussion in Abschn. 5.2 geht hervor, dass die
n = 0 Propagatoren auf R2 × S1(L) im Limes verschwindender Temperaturen die d = 3
Infrarotexponenten und bei hohen Temperaturen den d = 2 Infrarotexponent aufweisen.
Bei der Erweiterung des Hamiltonzugangs zur Yang-Mills-Theorie zu endlichen Tempe-
raturen mit dem großkanonischen Ensemble [Abschn. 4] ergibt die analytische Infrarotana-
lyse im Hochtemperaturlimes einen Infrarotexponenten von β = 0.5. In den numerischen
Untersuchungen des Deconfinement-Phasenübergang fanden wir ein markante Änderung
des Infrarotexponenten von dem (T = 0, d = 3)-Werten zu dem Hochtemperaturverhalten
mit β = 0.5, der nahe bei dem zweidimensionalen Wert β = 2/5 ist.
5.4. Renormierung
Wie wir in Abschn. 5.2 gezeigt haben, reduzieren sich für L → ∞ (T → 0) die Bewe-
gungsgleichungen auf der Mannigfaltigkeit mit einer kompaktifizierten Dimension zu den
entsprechenden Gleichungen in Coulomb-Eichung [[13] und Kap. 3] bei verschwindender
Temperatur auf R3. Durch die Kompaktifizierung einer räumlichen Dimension können kei-
ne zusätzlichen UV-Divergenzen eingeführt werden. Bei großen äußeren Impulsen p  T
wird die Temperatur außerdem als Skala irrelevant. Daher haben die Bewegungsgleichun-
gen auf R2× S1(L) das gleiche Ultraviolettverhalten wie in R3 bei verschwindender Tem-
peratur und können mit den gleichen Countertermen renormiert werden.
Die Krümmung χ(p) (5.18) ist für T = 0 linear divergent, während die Selbstenergiein-
tegrale IQd (p) (5.21) in der Gleichung für den Geist-Formfaktor logarithmisch divergent
sind. Um die Geist-Gleichung (5.20) zu renormieren, schreiben wir sie mit Gl. (5.9) in der
Form
d−1(p) = 1
g
+ I(1)d (p) + I
(2)
d (p) (5.38)
mit den Selbstenergieintegralen
I
(1)
d (p) = −Nc
∫
L
d¯3q
[
1− (pˆqˆ)2
] d(p + q)
(p + q)2
1
2ω⊥(q)
(5.39)
I
(2)
d (p) = Nc
∫
L
d¯3q
pit
‖
ij(q)pj
p2
d(p + q)
(p + q)2
(
1
2ω‖(q)
− 12ω⊥(q)
)
. (5.40)
Da ω⊥(p) und ω‖(p) das gleiche Ultraviolettverhalten haben, ist das Integral I
(2)
d (p)
ultraviolett-endlich, da für |p| = p→∞ 1/ω‖(p)− 1/ω⊥(p) ∼ 1/p2 gilt. Es ist daher aus-
reichend von dem Schleifenintegral I(1)d (p) (5.39) den entsprechenden Ausdruck bei T = 0
an einer Renormierungsskala µd abzuziehen, um die Geist-Gleichung zu renormieren. Bei
Verwendung eines iterativen Lösungsverfahrens ist dieses Vorgehen jedoch nicht möglich,
da sich immer numerische Unterschiede in den divergenten Beiträgen dieser Integrale er-
geben, die sich nicht gegeneinander aufheben können. Deshalb subtrahieren wir das erste
Schleifenintegral bei einer Skala µd und mit den Lösungen bei endlichen Temperaturen,
sodass die renormierte Geist-Gleichung Gl. (5.39) lautet
d−1(p) = c(µd) + I
(1)
d (p)− I(1)d (µd) + I(2)d (p) (5.41)
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mit der endlichen Differenz
∆I(1)d (p) = Nc
∫
L
d¯3q
[
1− (pˆqˆ)2
] (d(p + q)
(p + q)2
1
2ω⊥(q)
− d(µd + q)(µd + q)2
1
2ω⊥(q)
)
. (5.42)
Diese Vorgehensweise wurde auch bei der Untersuchung der endlichen Temperatur mit
dem großkanonischen Ensemble angewendet [vergl. Kap. 4]. In Gl. (5.41) ist c(µd) ei-
ne temperaturabhängige Renormierungskonstante, die so gewählt werden muss, dass die
Horizont-Bedingung d−1(0) = 0 erfüllt werden muss. Wir wählen den Renormierungspunkt
µd im Bereich des UV-Cutoffs. Hier sind die Lösungen praktisch temperaturunabhängig,
sodass auch der Parameter c(µd) temperaturunabhängig gewählt werden kann. Dies ist
nicht der Fall falls µd < T ist. In diesem Fall wird der Parameter c(µd) durch die For-
derung nach der Gültigkeit der Horizont-Bedingung festgelegt. Jedoch ist die Form der
Lösung unabhängig von dem Renormierungspunkt µd.
Nach Ausführung der Kontraktion der Krümmung (5.18) mit den Projektoren tQ finden
wir für die Komponenten
χ⊥(p) =12Nc
∫
L
d¯3q q
2
3
q
[
1− (qˆ⊥pˆ⊥)2
] d(p + q)
(p + q)2 d(q), (5.43)
χ‖(p) =12Nc
∫
L
d¯3q
([
1− (qˆpˆ)2
]
− q
2
3
q
[
1− (qˆ⊥pˆ⊥)2
]) d(p + q)
(p + q)2 d(q) (5.44)
mit den Einheitsvektoren pˆ⊥ ≡ p⊥/|p⊥|. Entsprechend renormieren wir die Krümmung
χQ(p) durch Subtrahieren bei einer Skala µχ
χQ(p) −→ χQ(p)− χQ(µχ). (5.45)
Wegen Gl. (5.16) kann die Diffferenz χQ(p) geschrieben werden als
χQ(p) = g
2
2 Nc
∫
L
d¯3q tQkl(p)qˆkqˆl
(
d(p + q)
(p + q)2 d(q)−
d(µχ + q)
(µχ + q)2
d(q)
)
. (5.46)
Die Vektoren µd = (µd,⊥, µd,n) und µχ = (µχ,⊥, µχ,n) wählen wir für gegebene Impuls-
skalen µd = |µd|, µχ = |µχ| wie folgt
µd = µdpˆ, µχ = µχpˆ, pˆ :=
p
|p| (5.47)
und somit parallel zu dem externen Impuls p.
5.5. Numerische Ergebnisse
Die Bewegungsgleichungen (5.17) und (5.41) können als ein gekoppeltes Integralgleichungs-
system für Funktionen des transversalen Impulses p⊥ angesehen werden, die sich durch
die externe Matsubara-Frequenz unterscheiden und mit den Standardmethoden numerisch
berechnet werden können. Die Gleichungen zu verschiedenen Matsubara-Frequenzen sind
durch die Schleifenintegrale miteinander gekoppelt. Bei kleinen Temperaturen müssen viele
Matsubara-Frequenzen berücksichtigt werden und die Anzahl der zu berechnenden Inte-
gralgeichungen ist groß. Um den numerischen Aufwand zu reduzieren, berechnen wir die
Integralgleichungen nur bis zu einer maximalen Matsubara Frequenz ωNmax explizit. Für
ωn > ωNmax verwenden wir die Extrapolation
d(p⊥, ωn) = d(
√
p2⊥ + ω2n − ω2Nmax , ωNmax) (5.48)
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Abbildung 5.1.: Der Geist-Formfaktor d(p⊥, ωn) (a) als Funktion des transversalen Im-
pulses p⊥ für die Matsubara Frequenz n = 0 und für verschiedene Tem-
peraturen abnehmend von unten nach oben, und (b) bei festgehaltener
Temperatur für die ersten Matsubara Frequenzen n = 0, . . . , 3.
und entsprechend für ω. Diese Relation ist exakt für O(3) invariante Lösungen, die von
den Impulsen p⊥ und ωn nur in der Kombination
√
p2⊥ + ω2n abhängig sind. Wie erwartet
und durch einen numerischen Test mit N = 20 Matsubara Frequenzen bestätigt, werden
die Lösungen für Impulse, die groß gegenüber der Temperatur sind, quasi O(3) invariant.
Dies gilt insbesondere für ωn  T oder 2pin  1. Tatsächlich funktioniert die Interpola-
tion (5.48) sehr gut für Nmax ≥ 4. In den folgenden numerischen Ergebnissen haben wir
daher Nmax = 4 gewählt, während wir die Summe über N = 100 Matsubara Frequenzen
ausführen.
Für die Integration über den transversalen Schleifenimpuls q⊥ verwenden wir Polarko-
ordinaten q⊥ = q⊥er mit dem Einheitsvektor er = (cos(θ), sin(θ), 0)T und θ ∈ [0, 2pi].
Damit lautet der Schleifenimpuls q wie folgt
q = q⊥ + ωne3, ωn = 2pinT. (5.49)
Das Integral und in Summe in
∫
L berechnen wir somit durch∫
L
d3q →
∫ Λ
0
dq⊥q⊥
∫ 2pi
0
dθ 1
L
N∑
n=−N
. (5.50)
Die vollständigen Ausdrücke für die Integralgleichungen auf der Mannigfaltigkeit R2 ×
S1(L) sind in Anh. C.2 zusammengefasst.
Um der Horizont-Bedingung d−1(0) = 0 für den Geist-Formfaktor zu genügen, verfahren
wir wie in Abschn. 3.6 beschrieben. Die Skala µd wählen wir im ultravioletten Impulsbe-
reich und passen c−1(µd) so an, dass die Horizont-Bedingung d−1(0) = 0 erfüllt wird. Es
gibt zwei verschiedene Werte c−1(µd), die bei T = 0 zu infrarot-divergenten Lösungen mit
β = 1 oder β ≈ 0.8 führen. Wir beschränken uns hier auf die β = 1 Lösung, die ein linear
ansteigendes nicht-abelsches Coulomb Potential bei T = 0 impliziert.
Abb. 5.1a zeigt den Geist-Formfaktor für die Matsubara-Frequenz n = 0 als Funktion
des transversalen Impulses p⊥ = |p⊥| und für verschiedene Temperaturen. Im Hochtem-
peraturlimes entspricht d(p⊥, ωn = 0) der T = 0-Lösung in d = 2 räumlichen Dimensionen
und besitzt den Infrarotexponent (β ≈ 0.4) [Gl. (3.77)] dieser Lösung. Bei kleiner wer-
dender Temperatur bildet sich im intermediären Bereich, zwischen mittleren und kleinen
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Abbildung 5.2.: (a) die transversale ω⊥(p⊥, ωn) und (b) die longitudinale ω‖(p⊥, ωn)
Gluonenergieen für die Matsubara Frequenz n = 0 als Funktion des
transversalen Impulses p⊥ und für verschiedene Temperaturen anstei-
gend von unten nach oben.
Impulsen, ein zweites Potenzgesetz aus, das den Infrarotexponent [Gl. (3.76)] β = 1 der
T = 0 Lösung in d = 3 Dimensionen hat. Dieses Verhalten breitet sich zu kleineren Im-
pulsen aus, wenn die Temperatur weiter verringert wird. Im tief infraroten Bereich bleibt
jedoch bei jeder endlichen Temperatur der Infrarotexponent der (T = 0, d = 2)-Lösung
bestehen und verschwindet erst im Limes gegen T → 0 (L→∞).
Ein ähnliches Verhalten für die Temperaturabhängigkeit beobachten wir bei der trans-
versalen und der longitudinalen Gluonenergieen ω⊥, ω‖, die in Abb. 5.2 dargestellt sind.
Bei hohen Temperaturen nähert sich ω⊥(p⊥, ωn = 0) der (T = 0, d = 2)-Lösung an, wäh-
rend ω‖(p⊥, ωn = 0) eine effektive Masse hat und infrarot endlich ist. Wenn die Tempera-
tur verringert wird, bildet sich im intermediären Impulsbereich in beiden Gluonenergieen
ω⊥(p⊥, ωn = 0) und ω‖(p⊥, ωn = 0) ein Potenzverhalten ωQ(p⊥, ωn = 0) ∼ pα⊥ mit dem
d = 3 (T = 0) Infrarotexponent α = 1 aus. Für transversale Impulse, die kleiner als
die Temperatur sind, verhalten sich ωQ(p⊥, ωn = 0) wie bei hohen Temperaturen. D.h.
ω⊥(p⊥, ωn = 0) hat ein Potenzverhalten mit dem d = 2 Infrarotexponenten α = 0.8,
während ω‖(p⊥, ωn = 0) konstant ist für p⊥ → 0. Mit sinkender Temperatur nimmt, in
Übereinstimmung mit der Analyse bei T = 0 in Abschn. 5.2, das d = 3-Potenzverhalten
einen immer größer werdenden Teil des infrarot Bereiches ein und für T → 0 vereinen sich
beide Gluonenergieen ω⊥(p⊥, ωn = 0) und ω‖(p⊥, ωn = 0) zu der O(3) invarianten (T = 0,
d = 3)-Lösung. Schließlich zeigt Abb. 5.3 die Gluonenergieen ω⊥ und ω‖ bei endlichen
Temperaturen und für die ersten Matsubara-Frequenzen n = 0, . . . , 3. Für n > 0 sind die
Gluonenergieen und der Geist-Formfaktor [Abb. 5.1b] infrarot endlich.
5.6. Zusammenfassung
In diesem Kapitel haben wir die Yang-Mills-Theorie bei endlichen Temperaturen unter-
sucht, indem wir eine räumliche Dimension zu einem Kreis S1(L) kompaktifiziert und den
Umfang L als die inverse Temperatur interpretiert haben. Dadurch ist Temperaturabhän-
gigkeit vollständig in dem Vakuumzustand auf der räumlichen Mannigfaltigkeit R2×S1(L)
enthalten. Das Vakuum-Wellenfunktional auf R2×S1(L) wurde mit dem Variationsprinzip
durch einen verallgemeinerten gaußschen Ansatz bestimmt, der verschiedene Variations-
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Abbildung 5.3.: (a) die transversale ω⊥(p⊥, ωn) und (b) die longitudinale ω‖(p⊥, ωn)
Gluonenergieen bei endlicher Temperatur als Funktion des transversa-
len Impulses p⊥ und für die ersten Matsubara-Frequenzen n = 0, . . . , 3.
kerne für die Freiheitsgrade parallel und orthogonal zu der kompaktifizierten Dimension
hat. Daraus ergeben sich zwei Gap-Gleichungen, die an die Bewegungsgleichungen für den
Geist-Formfaktor gekoppelt sind.
Wir haben analytisch gezeigt, dass diese Gleichungen das korrekte T = 0 Verhalten
haben und sich für unendlich große Temperaturen auf die 2 + 1 dimensionale Theorie re-
duzieren – in Übereinstimmung mit der Dimensionalen-Reduktion. Im gesamten Impuls-
bereich konnten wir die Lösungen bei endlichen Temperaturen als Funktion des transversa-
len Impulses und der Matsubara-Frequenz numerisch bestimmen. Die Horizont-Bedingung
wurde dabei für die nullte Matsubara-Frequenz implementiert. Bei hohen Temperaturen
T → ∞ entsprechen die selbst-konsistenten Lösungen denen der d = 2 dimensionalen
Theorie bei T = 0. Für kleinere Temperaturen zeigen die Lösungen in einem Bereich zwi-
schen kleinen und mittleren Impulsen ein Potenzverhalten mit dem Infrarotexponenten der
(T = 0, d = 3)-Lösung, während bei noch kleineren Impulsen das (T = 0, d = 2)-Verhalten
mit dem T = 0-Infrarotexponenten bestehen bleibt. Diese Verhalten verschwindet erst im
Limes T → 0.
Dieser Zugang zur Einführung von endlichen Temperaturen einer Quantenfeldtheorie im
Hamiltonformalismus hat den Vorteil, dass im Gegensatz zum großkanonischen Ensemble
kein Ansatz für die Dichtematrix erforderlich ist.
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Ein Ordnungsparameter für den Deconfinement-Phasenübergang in der reinen Yang-Mills-
Theorie ist der Erwartungswert des Polyakov-Loops. Dieser kann aus dem effektiven Po-
tential in Anwesenheit eines Hintergrundfeldes bestimmt werden.
Dieses Potential wurde bereits in [62] mit perturbativen Methoden bestimmt. Da hier-
durch eine Beziehung zwischen den eichabhängigen Korrelationsfunktionen und dem Ord-
nungsparameter für Confinement hergestellt werden kann [129], wurde dieser Zugang in
den letzten Jahren auch für nicht-perturbative Methoden entwickelt. In unterschiedlichen
Eichungen wurde mit dieser Methode der Phasenübergang der Yang-Mills-Theorie [129–
131] und der QCD [60, 64] untersucht. Auch das Phasendiagramm der QCD kann hiermit
bei endlichen Dichten [37, 132] analysiert werden. In diesem Kapitel bestimmen wir das
effektive Potential des Polyakov-Loops im Hamiltonzugang.
Das effektive Potential ist durch die Energiedichte des Grundzustands in Anwesenheit
eines Hintergrundfeldes gegeben [133]. Um die Energiedichte zu bestimmen, erweitern
wir in Abschn. 6.1 die hamiltonsche Formulierung, wobei wir die Hintergrund-Eichung
verwenden, die sich für ein verschwindendes Hintergrundfeld auf die Coulomb-Eichung
reduziert und ein explizites Auflösen des gaußschen Gesetzes ermöglicht. Wir diskutieren
unseren Ansatz für das Wellenfunktional, das einen nicht verschwindenden Erwartungswert
für das Eichfeld festlegt. Die Energiedichte des Grundzustands bei vorgegebenen Hinter-
grundfeld und die Bewegungsgleichungen der Korrelationsfunktionen bestimmen wir in
Abschn. 6.2. In Abschn. 6.3 leiten wir für ein konstantes Hintergrundfeld, das aus der
Cartan-Subalgebra gewählt wird, eine Relation zu den Ergebnissen in Coulomb-Eichung
her. Durch Kompaktifizierung einer räumlichen Dimension berechnen wir in Abschn. 6.4
das effektive Potential bei endlichen Temperaturen. Aus dessen Minimum bestimmen wir
den Erwartungswert des Polyakov-Loops und extrahieren sowohl die kritische Temperatur,
als auch die Ordnung des Deconfinement-Phasenübergangs der Yang-Mills-Theorie.
Die wesentlichen hier dargestellten Ergebnisse wurden für die Eichgruppe SU(2) in [134]
und für SU(3) in [57] veröffentlicht.
6.1. Hamiltonzugang mit Hintergrundfeld
In diesem Abschnitt verallgemeinern wir den Variationszugang zur Yang-Mills-Theorie im
Hamiltonformalismus bei Anwesenheit eines externen Hintergrundfeldes a. Dies ist eine
Erweiterung des Variationszugangs in Coulomb-Eichung [vgl. Kap. 3].
Wie im vorangegangenen Kapiteln absorbieren wir die Kopplungskonstante g in das
Eichfeld gA → A, die dadurch aus der kovarianten Ableitung [Gl. (2.14)] entfällt. Der
Hamilton-Operator der Yang-Mills-Theorie in Weyl-Eichung (A0 = 0) [vgl. (2.49)] lautet
in dieser Konvention
H[A] = 12
(
g2Π(1)Π(1) + 1
g2
B(1)B(1)
)
(6.1)
mit dem Impulsoperator Π gegeben durch Gl. (2.33) und dem chromomagnetischen Feld
B[A] definiert in Gl. (2.23). Wegen der Verwendung der Weyl-Eichung muss das gaußsche
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Gesetz als die Nebenbedingung
DˆΠψ[A] = ρextψ[A] (6.2)
an das Wellenfunktional ψ[A] = 〈A |ψ〉 implementiert werden [vgl. (2.37)]. Hier ist ρext
die externe Ladungsdichte.
In den folgenden Abschnitten wird der Grundzustand der Yang-Mills-Theorie und des-
sen Energiedichte in Anwesenheit eines externen Vektorfeldes a bestimmt. Sei |ψa〉 das
entsprechende Wellenfunktional, dann definieren wir mit
〈 . . . 〉a := 〈ψa| . . . |ψa〉
den Erwartungswert bei Anwesenheit des Hintergrundfeldes. Wir nehmen an, dass die
Zustände |ψa〉 auf 〈ψa|ψa〉 = 1 normiert sind. Das Hintergrundfeld a legt für das Eichfeld
einen nicht-verschwindenden Erwartungswert
〈A 〉a = a (6.3)
fest. Ohne externes Feld a garantiert die Eichinvarianz des Vakuumwellenfunktionals
ψ0[A] = 〈A |ψ0〉, dass die Erwartungswerte eichabhängiger Größen verschwinden. Dies
gilt insbesondere für das Eichfeld
〈ψ0|A|ψ0〉 = 0 .
In Anwesenheit des Hintergrundfeldes bestimmen wir mit dem Variationszugang das Wel-
lenfunktional |ψa〉, das die Energie 〈H 〉a minimiert und die Nebenbedingung (6.3) erfüllt,
d.h.1
〈H 〉a → min, 〈A 〉a = a. (6.4)
Um nicht mit eichinvarianten Wellenfunktionen arbeiten zu müssen, ist es auch in Anwe-
senheit eines Hintergrundfeldes sinnvoll die Eichung zu fixieren.
6.1.1. Fixierung der Hintergrundeichung
In diesem Kapitel verwenden wir die Hintergrundeichung [135, 136]
f˜ [A] ≡ [d,A− a] = 0 (6.5)
mit der kovarianten Ableitung
d := ∂ + a (6.6)
bezüglich des Hintergrundfeldes. Diese Eichung fixiert das fluktuierende Feld A := A− a
in Bezug auf das Hintergrundfeld a und ist das 3-dimensionale, räumliche Analogon
zur Landau-deWitt Eichung. Sie ermöglicht ein explizites Auflösen des gaußschen Ge-
setzes (6.2) und erweist sich in Anwesenheit eines Hintergrundfeldes als geeigneter wie
die Coulomb-Eichung [Gl. (2.43)]. Mit der kovarianten Ableitung (6.6) in adjungierter
Darstellung
dˆabi = δab∂i + aˆabi , aˆabi = facbaci , (6.7)
kann die Bedingung (6.5) auch geschrieben werden als
f˜ [A] = dˆ(A− a). (6.8)
1Das Vakuumwellenfunktional ψa[A] ≡ ψ0[A−a] erfüllt zwar die Nebenbedingung (6.3), minimiert jedoch
im Allgemeinen nicht die Energie.
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Der Faddeev-Popov-Operator für die Hintergrundeichung ist [134]
G˜−1A := −Dˆdˆ , (6.9)
wobei Dˆ die gewöhnliche kovariante Ableitung in adjungierter Darstellung [Gl. (2.14)] ist.
Matrixelemente einer Observablen O[A,Π] sind in der eichfixierten Theorie definiert durch
das Skalarprodukt [vgl. (2.38)]
〈ψ | O[A,Π] |φ〉 :=
∫
DAδ(f˜ [A])J [A]ψ∗[A]O[A,Π]φ[A] (6.10)
mit der Eichbedingung f˜ [A] (6.5) und der Faddeev-Popov-Determinanten
J [A] := Det G˜−1A ≡ Det(−Dˆdˆ). (6.11)
Zum Auflösen des gaußschen Gesetzes (6.2) in der Hintergrundeichung (6.5) führen wir, mit
der kovarianten Ableitung bezüglich des Hintergrundfeldes dˆ (6.7), die verallgemeinerten
Projektionsoperatoren
lˆij(x) = dˆi
(
dˆdˆ
)−1
dˆj , tˆij = δˆij − lˆij , δˆabij = δabδij (6.12)
ein. Diese Projektoren haben für ein konstantes Hintergrundfeld die gleichen Eigenschaften
wie die gewöhnlichen Projektionsoperatoren, die wir in Coulomb-Eichung verwendet haben
[vgl. (2.44)]. Aufgrund der Anwesenheit des Hintergrundfeldes sind sie jedoch nicht-triviale
Matrizen im Farbraum.
Mit den Projektionsoperatoren (6.12) teilen wir das Eichfeld A und den Impulsoperator
Π in eine (formal) longitudinale und eine (formal) transversale Komponente auf:
A = A‖ +A⊥, A‖i = lˆijAj , A⊥i = tˆijAj (6.13a)
Π = Π‖ + Π⊥, Π‖i = lˆijΠj , Π⊥i = tˆijΠj . (6.13b)
Das longitudinale Eichfeld A‖ wird später im Skalarprodukt (6.10) durch die Eichbedin-
gung (6.5) eliminiert werden. Im Folgenden zeigen wir, dass in Hintergrundeichung der
longitudinale Teil des Impulsoperators Π‖ durch das gaußsche Gesetz (6.2) ausgedrückt
werden kann. Hierzu verwenden wir die Aufteilung (6.13b) und erhalten durch Auflösen
nach dem longitudinalen Impulsoperator
Π‖ψ[A] = −dˆ
(
−Dˆdˆ
)−1
ρψ[A] (6.14)
mit der totalen Farbladungsdichte
ρ = ρext + ρdyn[A] . (6.15)
Diese enthält neben der externen Farbladung ρext auch die dynamische Ladung der Eich-
bosonen in Hintergrundeichung
ρdyn[A] = −DˆΠ⊥ . (6.16)
Durch Umschreiben der kovarianten Ableitung (2.14) zu
Dˆ = dˆ+
(
Aˆ− aˆ
)
(6.17)
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und mit dˆΠ⊥ = 0 kann die dynamische Farbladung (6.16) dargestellt werden als
ρdyn[A] = −
(
Aˆ− aˆ
)
Π⊥ . (6.18)
Diese hängt von dem Eichfeld A und von dem Hintergrundfeld a nur in der Kombination
A− a ab. Da die Projektoren lˆ, tˆ (6.12) orthogonal sind, gilt insbesondere
Π2 = Π‖2 + Π⊥2 . (6.19)
Mit dieser Aufteilung und Gl. (6.14) können wir den eichfixierten Yang-Mills-Hamiltonian
schreiben als
H = 12
(
g2J −1[A]Π⊥(1)J [A]Π⊥(1) + 1
g2
B(1)B(1)
)
+HC (6.20)
mit der Faddeev-Popov-Determinante J [A] (6.11), dem chromomagnetischen FeldB (2.23)
und dem Coulomb-Term
HC =
g2
2 J
−1[A]ρ(1)J [A]FA(1, 2)ρ(2), (6.21)
der durch die Auflösung der longitudinalen Komponente Π‖ des Impulsoperators mit dem
gaußschen Gesetz (6.2) entstanden ist. Dieser Term beschreibt die Wechselwirkung der
totalen Farbladung (6.15) über den Coulomb-Kern
FA =
(
−Dˆdˆ
)−1 (−dˆdˆ) (−Dˆdˆ)−1 (6.22)
in Hintergrundeichung (6.5). Für ein verschwindendes Hintergrundfeld a = 0 reduziert
sich die kovariante Ableitung bezüglich des Hintergrundfeldes dˆi = ∂i+ aˆi auf die partielle
Ableitung ∂i und der Operator (6.22) auf den gewöhnlichen Coulomb-Kern [Gl. (2.69)].
6.1.2. Wellenfunktional in Hintergrundeichung
Im Variationszugang benötigen wir einen geeigneten Ansatz für den Zustand |ψa〉. Für den
Vakuumzustand (bei a = 0) wurde in Coulomb-Eichung das gaußsche Wellenfunktional
[13]
ψ0[A] = J [A]−1/2ψ˜[A] , ψ˜[A] := N exp
[
− 12g2A(1)ω(1, 2)A(2)
]
(6.23)
mit dem Variationskern ω und der Normierungskonstanten N verwendet. Dieser Ansatz
hat den Vorteil, dass die Faddeev-Popov-Determinante J [A] aus dem Skalarprodukt (6.10)
entfernt wird. Um der Nebenbedingung 〈A 〉a = a zu genügen, verwenden wir für den
Grundzustand in Anwesenheit des Hintergrundfeldes den Ansatz
ψa[A] := J −1/2[A]ψ˜[A− a] (6.24)
mit der Faddeev-Popov-Determinante J [A] der Hintergrundeichung (6.11). Für a = 0
geht ψa[A] wieder in das Vakuumwellenfunktional ψ0[A] (6.23) über. Da sich auch die
Eichbedingung (6.5) und die Nebenbedingung (6.3) für a → 0 auf die entsprechenden
Gleichungen in Coulomb-Eichung reduzieren, gilt dies auch für die Bewegungsgleichungen,
die wir mit dem Ansatz (6.24) ableiten werden. Dieser erfüllt bereits die Nebenbedingung
(6.3), sodass noch die Energiedichte minimiert werden muss.
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Der Erwartungswert eines Operators O[A,Π] ist mit dem Ansatz (6.24) für das Wellen-
funktional und dem in (6.10) definierten Skalarprodukt gegeben durch
〈O[Π, A] 〉a := 〈ψa | O[A,Π] |ψa〉 =
∫
DAδ(f˜ [A]) ψ˜∗[A− a]O˜ [A,Π] ψ˜[A− a] . (6.25)
Hier haben wir analog zu Gl. (3.5) den transformierten Operator
O˜[A,Π] = J 1/2[A]O[A,Π]J −1/2[A] (6.26)
eingeführt. Nach einer Verschiebung der Integrationsvariable A→ A+ a gilt2
〈O[A,Π] 〉a =
∫
DAδ(f˜ [A+ a]) ψ˜∗[A] O˜ [A+ a,Π] ψ˜[A] =: 〈O [A+ a,Π] 〉0 , (6.27)
sodass die Berechnung von Erwartungswerten in Anwesenheit des Hintergrundfeldes mit
dem Vakuumzustand (6.23) durchgeführt werden kann, wobei das Feldargument des Ope-
rators O[A+a,Π] um a verschoben ist. Die Eichbedingung (6.8) lautet nach der Verschie-
bung des Eichfeldes
f˜ [A+ a] = dˆA = 0 (6.28)
und eliminiert das durch Gl. (6.13a) defininerte longitudinale Eichfeld A‖. Daher verwen-
den wir im Folgenden nur noch das transversale Eichfeld A ≡ A⊥ und den transversalen
Impulsoperator Π ≡ Π⊥.
Gl. (6.27) gilt auch für den Erwartungswert des eichfixierten Hamilton-Operators H
(6.20). Die dynamische Farbladung (6.16) lautet nach der Verschiebung des Eichfeldes
ρdyn[A+ a] = −AˆΠ. (6.29)
Dies ist formal der gleiche Ausdruck wie in Coulomb-Eichung [13, 30], nur dass die Trans-
versalität jetzt durch die Eichbedingung (6.28) definiert ist und die Farbladung deshalb
von der kovarianten Ableitung d abhängt.
Im Hamilton-Operator (6.20) tritt das Eichfeld nur in Einheit mit der kovarianten Ab-
leitung D[A] = ∂ + A auf [vergleiche dazu auch die Definition des chromomagnetischen
Feldes (2.23)]. Nach der Verschiebung A→ A+ a gilt
D[A+ a] = d+A, (6.30)
weshalb der Hamilton-Operator H[A + a,Π] vom Hintergrundfeld a nur in Kombination
mit der kovarianten Ableitung d = ∂+a (6.6) abhängig ist. Dies gilt auch für die Faddeev-
Popov-Determinante (6.11)
J [A+ a] = Det
(
−
(
dˆ + Aˆ
)
dˆ
)
(6.31)
und somit auch für den nach (6.26) transformierten Hamiltonian H˜[A+ a,Π].
In den nächsten Schritten werden wir die Bewegungsgleichungen mit dem Ansatz (6.24)
für das Wellenfunktional in Anwesenheit des Hintergrundfeldes herleiten, die Energie 〈H 〉a
im Zustand |ψa〉 bestimmen und mit dem Variationsprinzip eine Gap-Gleichung für den
Kern ω ableiten. Dabei hat ω im Gegensatz zu den Betrachtungen in Coulomb-Eichung
aufgrund der Anwesenheit des Hintergrundfeldes eine nicht-triviale Farbstruktur.
2Der Impulsoperator Π bleibt von der Transformation A→ A+ a unberührt.
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6.2. Bewegungsgleichungen im Hintergrundfeld
In diesem Abschnitt präsentieren wir Bewegungsgleichungen für den Geist- und Gluon-
Propagator, die wir mit dem Variationszugang aus dem Ansatz (6.24) für das Wellen-
funktional in Hintergrundeichung (6.28) ableiten. Diese Gleichungen sind eine Verallge-
meinerung der Bewegungsgleichungen in Coulomb-Eichung [13] [siehe auch Kap. 3] und
reduzieren sich für ein verschwindendes Hintergrundfeld wieder auf diese.
Da wir später an dem effektiven Potential des Polyakov-Loops interessiert sein werden,
ist es ausreichend von nun an ein konstantes Hintergrundfeld a = konst anzunehmen. Die
Farbstruktur des Hintergrundfeldes bleibt mit a = abTb weiterhin beliebig.
6.2.1. Geist- und Gluon-Propagator
Gluon-Propagator Da sich alle Erwartungswerte 〈 . . . 〉a im Zustand |ψ〉a mit Gl. (6.27)
durch den Vakuumerwartungswert 〈 . . . 〉0 ausdrücken lassen, definieren wir den Gluon-
Propagator als
D(1, 2) := 〈A(1)A(2) 〉0 . (6.32)
Für das Wellenfunktional (6.23) folgt der Zusammenhang
D(1, 2) = g
2
2 ω
−1(1, 2) (6.33)
mit dem Variationskern ω. Wegen des gaußschen Wellenfunktionals ψ0[A] (6.23) können
alle Erwartungswerte 〈 . . . 〉a durch den Gluon-Propagator D oder den Kern ω ausgedrückt
werden. Wie in Coulomb-Eichung führen wir dennoch den Geist-Propagator ein, um die
Beiträge zur Energiedichte, die die Faddeev-Popov Determinate enthalten, einfacher be-
rechnen zu können.
Geist-Propagator Der Geist-Propagator ist mit dem Skalarprodukt (6.25) definiert als
der Erwartungswert
G :=
〈
G˜A[A]
〉
a
(6.34)
des Faddeev-Popov-Operators (6.9). Mit Gl. (6.27) kann der Geist-Propagator geschrieben
werden als der Vakuumerwartungswert
G =
〈
G˜A [A+ a]
〉
0
=
〈(
−
(
dˆ + Aˆ
)
dˆ
)−1 〉
0
. (6.35)
Wie in Coulomb-Eichung [vgl. [13] und Kap. 3] kann die Dyson-Schwinger-Gleichung
G−1 = G−10 − Σ (6.36)
für den Geist-Propagator G (6.35) abgeleitet werden, wobei der nackte Geist-Propagator
G0 =
(
−dˆdˆ
)−1
(6.37)
aus Gl. (6.35) mit A = 0 folgt. Für die Selbstenergie gilt
Σ(1, 2) = Γ0(1, 3; 4)G(3, 3′)Γ(3′, 2; 4′)D(4′, 4) (6.38)
mit dem Gluon-Propagator D(1, 2) (6.32), sowie dem nackten Vertex [vgl. (2.73)]
Γ0(1, 2; 3) :=
δG˜A [A+ a] (1, 2)
δA(3) (6.39)
108
6.2. Bewegungsgleichungen im Hintergrundfeld
und dem vollen Geist-Gluon-Vertex Γ definiert durch
GΓG :=
〈
G˜A [A+ a] Γ0G˜A [A+ a]
〉
0
. (6.40)
Wir verwenden auch in der Hintergrundeichung die Rainbow-Ladder-Näherung und erset-
zen den vollen Geist-Gluon-Vertex Γ in der Selbstenergie (6.38) durch den nackten Vertex
Γ0. Dies ist unter der Annahme gerechtfertigt, dass das Dressing des Geist-Gluon-Vertex
auch in Anwesenheit des Hintergrundfeldes gering ist. Diese Annahme ist in Coulomb-
Eichung korrekt [vgl. Abschn. 2.3.3], auf welche sich die Hintergrundeichung für a → 0
reduziert.
Der nackte Vertex Γ0 (6.39) lautet für den Faddeev-Popov-Operator G˜A (6.9)
Γa0,k(x1,x2; x3) =
(
Tˆbt
ba
lk (x1)δ(x1 − x3)
)
dˆl(x1)δ(x1 − x2) , (6.41)
sodass für die Selbstenergie (6.38) mit der Ersetzung Γ→ Γ0 gilt
Σ(x1,x2) =
[
taa
′
kk′(x1)tbb
′
ll′ (x3)Db
′a′
l′k′ (x3,x1)
]
Tˆa
(
dˆk(x1)G(x1,x3)
)
Tˆb
(
dˆl(x3)δ (x3,x2)
)
.
(6.42)
Der Geist-Propagator in Rainbow-Ladder-Näherung wird somit durch die Gleichung (6.36)
mit der Selbstenergie (6.42) bestimmt.
6.2.2. Energie und Gap-Gleichung
Erwarungswert des Hamilton-Operators Die Berechnung der Energie E = 〈H 〉a redu-
ziert sich mit Gl. (6.25) auf die Berechnung des Vakuumerwartungswertes
E = 〈H [Π, A+ a] 〉0 . (6.43)
Mit dem gaußschen Wellenfunktional ψ˜[A] (6.23) kann die Energie durch das Wick-
Theorem als Funktional des Gluon-Propagators D (6.32) ausgedrückt werden. Für den
abelschen Teil der magnetischen Energie gilt〈
HAB
〉
a
= − 12g2
(
dˆdˆ
)
(1, 2)D(2, 1) (6.44)
und für den nicht-abelschen Teil ergibt sich
〈
HNAB
〉
a
= 14g2 f
abcfab
′c′
∫
ddx
[
Dbb
′
ll (x, x)Dcc
′
mm(x, x)
+Dbclm(x, x)Db
′c′
lm (x, x) +Dbc
′
lm(x, x)Db
′c
lm(x, x)
]
. (6.45)
Der kinetische Term H˜K des transformierten Hamilton-Operators (6.26) kann geschrieben
werden als
H˜K[A+ a] =
g2
2
{
Π(1)Π(1) + 12
(
δ2 lnJ [A+ a]
δA(1)δA(1)
)
+ 14
δ lnJ [A+ a]
δA(1)
δ lnJ [A+ a]
δA(1)
}
.
(6.46)
Analog zur Coulomb-Eichung (2.78) definieren wir die Krümmung χ durch
χ(1, 2) := −12
〈
δ2 lnJ [A+ a]
δA(1)δA(2)
〉
0
, (6.47)
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wobei das Argument der Faddeev-Popov-Determinante um das Hintergrundfeld a verscho-
ben ist. Mit der Krümmung χ gilt für die kinetische Energie
〈HK 〉a =
g2
2
{
D−1(1, 1)
4 − χ(1, 1) + χ(1, 2)D(2, 3)χ(3, 1)
}
. (6.48)
Wie in [112] gezeigt, hat der Coulomb-Term wenig Einfluss auf den Gluon-Sektor und der
nicht-abelsche Teil der magnetischen Energie (6.45) erzeugt eine divergente Konstante,
die in eine Renormierungskonstante [in Kap. 3 mit c0 bezeichnet] absorbiert werden kann.
Daher vernachlässigen wir für die Berechnung der Gap-Gleichung sowohl die Coulomb-
Energie 〈HC 〉, als auch den nicht-abelschen Teil der magnetischen Energie
〈
HNAB
〉
a
.
Somit lautet die Energie
E =
〈
HAB +HK
〉
a
= g
2
2
[
−
(
dˆdˆ
)
(1, 2)D(2, 1) + D
−1(1, 1)
4 − χ(1, 1) + χ(1, 2)D(2, 3)χ(3, 1)
]
. (6.49)
Gap-Gleichung Die Gap-Gleichung folgt aus einer Variation der Energie (6.49) nach
dem Gluon-Propagator D. Wie in Coulomb-Eichung [Abschn. 3.3] werden wir diese Bewe-
gungsgleichung auf Ein-Loop-Niveau ableiten. Aus der Extremalbedingung für die Energie
[Gl. (3.28)]
δ
〈
HK +HAB
〉
a
δD(1, 2)
!= 0
folgt die Gap-Gleichung
g4
4 D
−1(2, 3)D−1(3, 1) = (−tˆdˆdˆtˆ)(2, 1) + g4χ(2, 3)χ(3, 1) . (6.50)
Dabei haben wir die Ableitungen δχ/δD vernachlässigt, da diese Terme das Ein-Loop-
Niveau verlassen.
Die Gap-Gleichung (6.50) lässt sich nutzen, um den Ausdruck (6.49) für die Energie
zu vereinfachen. Hierzu ersetzen wir den Term −(dˆdˆ) durch D und χ, sodass wir die
kompakte Darstellung
E = g
2
2
[1
2D
−1(1, 1)− χ(1, 1)
]
(6.51)
erhalten. Diese Form der Energie gilt für selbstkonsistente Lösungen und ist der Ausgangs-
punkt für die Berechnung des effektiven Potentials.
6.3. Hintergrundfeld in der Cartan-Subalgebra
Bisher sind alle Überlegungen für ein beliebiges, konstantes Hintergrundfeld a gültig. Wenn
das Hintergrundfeld a Element der von SU(Nc) induzierten Cartan-Subalgebra su(Nc) ist,
lässt sich der Polyakov-Loop besonders einfach studieren [61].3 Die Bewegungsgleichungen
sind außerdem bisher nicht triviale Matrizen im Farbraum. Durch den Übergang in die
Basis der Cartan-Subalgebra werden wir diese vereinfachen und eine Verbindung zu den
Ergebnissen in Coulomb-Eichung herstellen.
3Dies kann ggf. durch eine globale Rotation im Farbraum erreicht werden.
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6.3.1. Wahl des Hintergrundfeldes
Das konstante Hintergrundfeld a kann unter Ausnutzung der Isotropie des Raumes ohne
Beschränkung der Allgemeinheit in die räumliche x3-Richtung gelegt werden, d.h.
a = a e3, a = konst. (6.52)
Das Feld a in der Cartan-Subalgebra su(Nc) kann mit den zugehörigen (antihermiteschen)
Generatoren Hk ∈ {Ta} geschrieben werden als
a =
r∑
k=1
akHk, (6.53)
wobei r = N − 1 die Dimension oder der Rang der Cartan-Subalgebra ist.
Die Generatoren Hk vertauschen, weshalb sie gleichzeitig diagonalisiert werden können.
Im Hamiltonzugang tritt das Hintergrundfeld a in der adjungierten Darstellung auf. Die
Eigenwerte −iσk der Generatoren Hˆk in der adjungierten Darstellung
Hˆk|σ〉 = −iσk|σ〉, k = 1, . . . , r (6.54)
werden zu einer Wurzel zusammengefasst
σ = (σ1, . . . , σr) . (6.55)
Hier bezeichnen wir mit |σ〉 die Eigenvektoren der adjungierten Darstellung. Die Algebra
su(Nc) hat Nc(Nc− 1) nicht verschwindende Wurzeln σ, die paarweise ±σ auftreten.4 Zu
jedem dieser Paare gehört eine Einbettung der Eichgruppe SU(2) in SU(Nc). Die Basis
|σ〉, in der die Erzeuger Hˆk der Cartan-Subalgebra in der adjungierten Darstellung dia-
gonal sind, ist eine Cartan–Weyl Basis der Lie-Algebra su(Nc). Die N2c − 1-Basisvektoren
(Nc(Nc−1) davon mit nicht verschwindender Wurzel) und deren Indizes werden wir im Fol-
genden mit griechischen Buchstaben σ, τ, . . . bezeichnen, während wir für Farbstrukturen
in den kartesischen Koordinaten weiterhin lateinische Buchstaben a, b, . . . verwenden.
Eine beliebige Matrix in der adjungierten Darstellung kann wie folgt transformiert wer-
den
Mab =
∑
σ,τ
〈a|σ〉Mστ 〈τ |b〉 (6.56)
mit den kartesischen Basisvektoren |a〉 im Farbraum. In der Basis |σ〉 ist das Hintergrund-
feld (6.53) in der adjungierten Darstellung aˆ = ∑rk=1 akHˆk diagonal und es gilt
aˆ|σ〉 = −iaσ|σ〉 (6.57)
mit a = (a1, . . . , ar) und dem Skalarprodukt
aσ =
r∑
k=1
akσk. (6.58)
Für die weiteren Betrachtungen halten wir außerdem fest, dass die Eigenwerte −iµk der
Erzeuger Hk in der fundamentalen Darstellung zu den Gewichten
µ = (µ1, . . . , µr) (6.59)
4Die verschwindenden Eigenwerte, die der Richtung der Generatoren Hk entsprechen, werden nicht als
Wurzeln gezählt.
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zusammengefasst werden.
Wir beschränken uns bei der Berechnung des effektiven Potentials auf die FälleNc = 2, 3.
Daher erinnern wir an die Wurzeln und Gewichte für diese Eichgruppen. Die Cartan-
Subalgebra von SU(2) hat den Rang r = 1 und besteht aus dem Erzeuger H1 = T3, mit
den Wurzeln
σ = ±1. (6.60)
Für das Hintergrundfeld a = a3T3 gilt in der Cartan–Weyl Basis5
aˆ|σ〉 = −ia3σ|σ〉, σ = ±1. (6.62)
Die Gewichte der fundamentalen Darstellung von SU(2) sind gegeben durch µ = ±12 und
es gilt µσ = ±12 .
Im zweiten wichtigen Fall der Eichgruppe SU(3) ist der Rang der Cartan-Subalgebra
r = 2, mit den Erzeugern H1 = T3 und H2 = T8, die 6 nicht verschwindende Wurzeln
haben. Es ist ausreichend nur die positiven Wurzeln
σ = (1, 0),
(1
2 ,
1
2
√
3
)
,
(1
2 ,−
1
2
√
3
)
(6.63)
zu betrachten.6 Die positiven Gewichte der adjungierten Darstellung sind
µ =
(
0, 1√
3
)
,
(1
2 ,
1
2
√
3
)
,
(1
2 , −
1
2
√
3
)
. (6.64)
Das Produkt einer Wurzel mit einem Gewicht ist für SU(3) gegeben durch
σµ ∈ {0 , 12} . (6.65)
Schließlich kann ein nicht-triviales Zentrumselement [vgl. (2.94)] mit den Gewichten
geschrieben werden als [57]
e−4piµkHk = z , (6.66)
wobei die Generatoren Hk der Cartan-Subalgebra in der fundamentalen Darstellung auf
tr(HaHb) = −12δab normiert sind. Aufgrund der Zentrumssymmetrie ist das effektiven
Potential[Gl. (2.102)] invariant unter einer Verschiebung des Hintergrundfeldes
a→ a + 4pi
L
µ , (6.67)
wobei µ ein Gewicht ist.
5Die Eigenvektoren von Tˆ3 bilden die s = 1 Spinbasis, deren Basisvektoren bezogen auf kartesische
Koordinaten im Farbraum gegeben sind durch
eσ=1 = − 1√2
(1
i
0
)
, eσ=−1 =
1√
2
( 1
−i
0
)
, eσ=0 =
(0
0
1
)
. (6.61)
6Für die negativen Wurzeln gilt σ → −σ. Das effektive Potential ist unabhängig von diesem Vorzeichen.
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6.3.2. Propagatoren in Cartan-Weyl Basis
Für ein konstantes Hintergrundfeld a sind die Korrelationsfunktionen nur von der Koordi-
natendifferenz x − y abhängig und die Fouriertransformation kann in der Form Gl. (1.8)
angewendet werden. Durch das Hintergrundfeld (6.52) wird jedoch eine Richtung im Raum
ausgezeichnet und die Propagatoren hängen nicht nur vom Betrag |p| sondern auch von
der Richtung des Impulses p ab. Wegen der Anwesenheit des Hintergrundfeldes haben der
Geist- und der Gluon-Propagator außerdem eine nicht-triviale Farbstruktur.
Da das Hintergrundfeld a in der Cartan-Weyl-Basis diagonal ist, erwarten wir, dass in
dieser Basis auch der Geist- und der Gluon-Propagator diagonal sind. In der Tat kann
gezeigt werden [57], dass die Integralgleichung für den Geist-Propagator (6.36) und die
Gap-Gleichung (6.50) in dieser Basis durch die diagonalen Propagatoren
Dστkl (p) = δστ tσkl(p)Dσ(p), Gστ (p) = δστGσ(p) (6.68)
gelöst werden können, wodurch sich die Bewegungsgleichungen erheblich vereinfachen.
Nach der Basistransformation (6.56) sind die kovariante Ableitung dˆk (6.7) und der
transversale Projektionsoperator tˆkl (6.12) im Impulsraum diagonal [57]
dστk = δστdσk , dσk(p) = i (p− σae3)k = i (pk − σaδk3) , (6.69)
tστkl = δστ tσkl, tσkl(p) = δkl −
dσk(p)dσl (p)
dσ(p)dσ(p) . (6.70)
Damit kann die Dyson-Schwinger Gleichung für den Geist-Propagator (6.36) mit den dia-
gonalen Propagatoren (6.68) reduziert werden auf [57]
Gσ(p)−1 = Gσ0 (p)−1 − Σσ(p) (6.71)
mit dem freien (diagonale) Geist-Propagator (6.37)
Gσ0 (p)−1 = −dσ(p)dσ(p) = (p− (σa)e3)2 (6.72)
und der Selbstenergie (6.42)
Σσ(p) = −
∑
τ
∫
d¯dq dσl (p)tτlk(q)dσk(p)Dτ (q)Gσ+τ (p + q), (6.73)
wobei der Index τ + σ modulo N2c − 1 zu verstehen ist. Die Gap-Gleichung (6.50) verein-
facht sich für die diagonalen Propagatoren (6.68) nach der Kontraktion der transversalen
Projektoren zu [57]
g4
4 D
σ(p)−2 = −dσ(p)dσ(p) + χσ(p)2. (6.74)
Hier ist die diagonale, skalare Krümmung [vgl. (3.14)] gegeben durch [57]
χσ(p) = − g
2
2(d− 1)
∑
τ
∫
d¯dq dτk(q)tσkl(p)dτl (q)Gτ (q)Gσ+τ (p + q). (6.75)
Für den fouriertransformierten Gluon-Propagator (6.33) gilt in der Cartan–Weyl Basis
Dσ(p) = g
2
2ωσ(p) (6.76)
mit der σ-Komponente der Gluonenergie ωσ(p). Damit lässt sich die Gap-Gleichung (6.74)
in der Form
ωσ(p)2 = (p− (aσ) e3)2 + χσ(p)2 (6.77)
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darstellen, die sich von der Gap-Gleichung in Coulomb-Eichung [Gl. (3.42)] durch das Auf-
treten des Hintergrundfeldes im ersten Term auf der rechten Seite und durch den Index σ
unterscheidet, der die verschiedenen Wurzeln σ von SU(Nc) kennzeichnet. Die Bewegungs-
gleichungen für den Geist- und Gluon-Propagator lassen sich somit durch im Farbraum
diagonale und in jeder Komponente skalare Funktionen lösen. Aufgrund der Anwesenheit
des Hintergrundfeldes müssen diese Komponenten jedoch durch den Farbindex σ unter-
schieden werden.
Die Energie (6.51) kann schließlich mit dem diagonalen Gluon-Propagator Dσ(p) (6.76)
und der Krümmung χσ(p) (6.75) geschrieben werden als
〈HK +HAB 〉a = (d− 1)V
∑
σ
∫
d¯dq
(
g2
2 D
σ(q)−1 − χσ(q)
)
, (6.78)
oder mit Gl. (6.76) durch
〈HK +HAB 〉a = (d− 1)V
∑
σ
∫
d¯dq (ωσ(p)− χσ(p)) (6.79)
als Funktions des Variationskerns ωσ.
6.3.3. Zusammenhang mit den Propagatoren in Coulomb-Eichung
Für die Berechnung der Energie (6.78) bzw. (6.79) sind die Lösungen der gekoppelten
Gleichungen für den Geist-Propagator (6.71) und der Gap-Gleichung (6.77) nötig. Es ist
jedoch nicht erforderlich diese Gleichungen zu lösen, da es eine einfache Relation zu den
Lösungen in Coulomb-Eichung gibt [57]. Um dies zu zeigen, führen wir die Abkürzung
pσ := p− (σa)e3 (6.80)
für den um das Hintergrundfeld verschobenen Impuls pσ ein. Hier ist σa das Skalarpro-
dukt in der Cartan-Subalgebra (6.58). Die Gap-Gleichung (6.77) kann mit pσ geschrieben
werden als
ωσ(p)2 = p2σ + χσ(p)2. (6.81)
Wenn für die Krümmung (6.75) gilt
χσ(p) = χ(pσ). (6.82)
erlaubt die Gap-Gleichung (6.81) Lösungen der Form
ωσ(p) = ω(pσ) (6.83)
mit den bereits bekannten Lösungen für ω(p) in Abwesenheit des Hintergrundfeldes (a =
0) in Coulomb-Eichung. Das gleiche gilt auch für die Geist-Dyson-Schwinger-Gleichung
(6.36) mit der Selbstenergie Σσ(p) (6.73). Wir müssen also zeigen, dass Schleifenintegrale
χσ(p), Σσ(p) durch Lösungen der Form
Dσ(p) = D(pσ) =
g2
2ω(pσ)
, Gσ(p) = G(pσ) (6.84)
erfüllt werden, wobei D(p) und G(pσ) die Propagatoren aus dem Variationszugang in
Coulomb-Eichung bei a = 0 sind.
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Dazu beachten wir, dass die kovariante Ableitung bezüglich des Hintergrundfeldes dσ(p)
(6.69) und der transversale Projektionsoperator tσ(p) (6.70) als Funktionen
dσ(p) = ipσ =: d(pσ), tσ(p) = t(pσ) (6.85)
des verschobenen Impulses (6.80) geschrieben werden können. Falls die Propagatoren
Gl. (6.84) genügen, gilt mit Gl. (6.85) und
(p + q)σ+τ = pσ + qτ (6.86)
für die Geist-Selbstenergie (6.73)
Σσ(p) = Σ(pσ). (6.87)
Unter der gleichen Annahme (6.84) gilt ebenso für die Krümmung
χσ(p) = χ(pσ) . (6.88)
Damit ist gezeigt, dass sich die Gap-Gleichung (6.77) und die Geist-Gleichung (6.71) selbst-
konsistent mit Propagatoren der Form (6.84) lösen lassen. Da damit die gekoppelten Glei-
chungen des Variationsproblems unter der Nebenbedingung (6.3) in Hintergrundeichung
(6.28) bis auf den verschobenen Impuls (6.80) identisch zu den Gleichungen in Coulomb-
Eichung sind, können wir die bereits in Kap. 3.6 diskutierten Lösungen verwenden. Mit
den Lösungen des Varitiationsproblems in Coulomb-Eichung aus Kap. 3.6 bestimmen wir
im nächsten Abschnitt die Energiedichte.
6.4. Das effektive Potential des Polyakov-Loops
In diesem Abschnitt berechnen wir das effektive Potential bei endlichen Temperaturen als
Funktion des Hintergrundfeldes. Dabei verwenden wir die parametrisierten Lösungen des
Variationszugangs in Coulomb-Eichung aus Abschn. 3.6.8. Entsprechend der Diskussion
in [134] und Abschn. 2.4.2 führen wir endliche Temperaturen durch Kompaktifizierung der
x3-Richtung ein. Dadurch ist die inverse Länge L−1 der kompaktifizierten Richtung mit
der Temperatur T = L−1 zu identifizieren.
Als Ordnungsparameter für den Deconfinement-Phasenübergang berechnen wir aus dem
Minima des effektiven Potentials den Polyakov-Loop bei endlichen Temperaturen und
bestimmen die kritische Temperatur Tc.
6.4.1. Polyakov-Loop bei konstantem Hintergrundfeld
Nach Kompaktifizierung der räumlichen x3 Richtung kann der Wert des Polyakov-Loops
P [〈A 〉 = a] (2.95) für das konstante Hintergrundfeld a bei der Temperatur T = L−1
geschrieben werden als
P [a] = 1
Nc
tr eiLa (6.89)
mit der Zahl der Farben Nc und der Spur tr über die fundamentale Darstellung.
Für die Eichgruppe SU(2) ist der Erzeuger H3 der Cartan-Subalgebra in der fundamen-
talen Darstellung gegeben durch
H3 =
1
2
(
1 0
0 −1
)
. (6.90)
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Aus Gl. (6.89) folgt mit a ≡ a3H3 für den Wert des Polyakov-Loops
P [a3] = cos (La3) . (6.91)
Somit gilt P [a3] = 1, sowohl für ein verschwindendes Hintergrundfeld a3 = 0, als auch in
der deconfinierten Phase bei T = L−1 →∞.
Die Generatoren der Cartan-Subalgebra der Eichgruppe SU(3) sind in der fundamenta-
len Darstellung
H3 =
1
2
1 0 00 −1 0
0 0 0
 , H8 = 12√3
1 0 00 1 0
0 0 −2
 . (6.92)
Für das Hintergrundfeld a = a3H3 + a8H8 gilt für den Wert des Polyakov-Loops
P [a3, a8] =
1
3
[
2 cos
(
a3
2 L
)
ei
a8
2
√
3L + e−i
a8√
3L
]
. (6.93)
Dieser ist für a8 6= 0 komplexwertig. Für a8 = 0 gilt
P [a3, a8 = 0] =
1
3
[
2 cos
(
a3
2 L
)
+ 1
]
. (6.94)
Im Folgenden werden wir das effektive Potential für die Eichgruppen SU(2) und SU(3)
bei endlichen Temperaturen und als Funktion eines konstanten Hintergrundfeldes a bestim-
men. Aus dem Minima amin des effektiven Potentials kann mit Gl. (6.91) bzw. Gl. (6.93)
der Wert des Polyakov-Loops berechnet werden.
6.4.2. Energiedichte
Im Hamiltonzugang ist das effektive Potential als Funktion eines konstanten, räumlichen
Hintergrundfeldes a gegeben durch die Energiedichte [133]7
e(a, L) = 〈H 〉a
V (d− 1) (6.95)
mit dem räumlichen Volumen V und der Zahl der räumlichen Dimensionen d = 3. Der
Erwartungswert 〈H 〉a des Hamilton-Operators ist durch das Variationsproblem (6.4) de-
finiert und in unserem Zugang durch Gl. (6.79) gegeben.
Da wir durch die Kompaktifizierung der x3-Richtung endliche Temperaturen einführen,
muss die O(3) invariante Integration im Ortsraum in den vorangegangenen Gleichungen
ersetzt werden durch ∫
d3x f(x) =
∫
d2x⊥
∫ L
0
dx3 f(x⊥, x3). (6.96)
Hier ist x⊥ die Projektion der Ortskoordinate x auf die x1-x2-Ebene. Für die Integration
im Impulsraum gilt entsprechend∫
L
d¯3p f(p) :=
∫
d¯2p⊥
1
L
∞∑
n=−∞
f(p⊥, ωn) (6.97)
7Die Normierung der Energiedichte verzichtet im Gegensatz zu Kap. 3 und Kap. 4 auf die Berücksichtigung
der gluonischen Freiheitsgrade im Farbraum (N2c − 1).
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mit der Summe über die (bosonischen) Matsubara-Frequenzen
ωn :=
2pin
L
(6.98)
und dem transversalen Impuls p⊥, der Projektion von p auf die p1-p2 Ebene. Mit dieser
Aufspaltung des dreidimensionalen Impulses p = p⊥ + ωne3 gilt für den um das Hinter-
grundfeld a verschobenen Impuls (6.80) 8
pσ = p⊥ + (ωn − σa) e3. (6.99)
Das effektive Potential (6.95) kann mit Gl. (6.79) und Gl. (6.97), sowie den Lösungen für
die Gluonenergie ω(p) und die Krümmung χ(p) in Coulomb-Eichung geschrieben werden
als
e(a, L) =
∑
σ
∫
L
d¯3p [ω(pσ)− χ(pσ)] . (6.100)
Der Betrag des verschobenen Impulses (6.99) pσ ≡ |pσ| ist von dem Hintergrundfeld a,
den Wurzeln σ, dem transversalen Impuls p⊥ und der Matsubara-Frequenz ωn abhängig.
Die Gleichung (6.100), die die Energiedichte und damit das effektive Potential im Ha-
miltonzugang als Integral über eine Quasiteilchen-Dispersionsrelation Ω(p) ≡ ω(p)− χ(p)
darstellt, ist der weitere Ausgangspunkt für die Berechnung des effektiven Potentials. Das
Impulsintegral ist in diesem Ausdruck divergent. In führender Ordnung gilt
e(a, L) ∼ Λ4 . (6.101)
In allen Zwischenschritten werden wir daher implizit eine UV-Regulierung annehmen.
Durch das Bilden der Differenz
∆e(a, L) := e(a, L)− e(a = 0, L) (6.102)
werden die vom Hintergrundfeld a unabhängigen Divergenzen aus der Energiedichte ent-
fernt. Außerdem verwenden wir bei den analytischen Rechnungen eine Proper-Time Dar-
stellung [vgl. (C.1)] für das Energieintegral (6.100), die für die Differenz (6.102) endlich
ist [57].
Durch Verschiebung des Summation-Indexes n ist leicht zu erkennen, dass das effektive
Potential Gl. (6.100) mit Gl. (6.65) die Periode
e (a + 4pi/Lµ, L) = e(a, L) (6.103)
hat, mit einem Gewicht µ der Eichgruppe SU(Nc). Dies ist eine Folge der Zentrumssym-
metrie [vgl. (6.67)].
In der Differenz (6.102) tragen nur noch die nicht verschwindenden Wurzeln bei. Da
diese außerdem immer paarweise (±σ) auftreten und beide Wurzeln eines Paares bei Be-
rücksichtigung aller Matsubara-Frequenz den gleichen Beitrag zum effektiven Potential
liefern [vgl.(6.99)], ist es ausreichend nur über die positiven Wurzeln zu summieren. Je-
des Wurzelpaar entspricht einer Einbettung der Eichgruppe SU(2) in SU(Nc), daher kann
das effektive Potential für SU(Nc) aus Überlagerungen von SU(2) Potentialen dargestellt
werden. Diese Eigenschaft wurde auch in [129] genutzt und wird in unserem Ausdruck für
das effektive Potential verwirklicht sein.
8Für das Hintergrundfeld in der Cartan-Subalgebra verwenden wir die Schreibweise a, wobei a ∈
{a3, (a3, a8)} für die Eichgruppen SU(2) und SU(3).
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In den natürlichen Einheiten hat die Energiedichte die Dimension [e] = [p]4, die Tempe-
ratur [T ] = [p] und die Länge [L] = [p]−1. Das effektive Potential multipliziert mit L4 und
die Kombination aL sind dimensionslos. Um die Gleichungen übersichtlicher zu gestalten
und um die Periodizität bei endlichen Temperaturen darzustellen, definieren wir mit
e¯(a¯, L) := L4e(2pia¯/L,L), a¯ := aL2pi (6.104)
das dimensionslose effektive Potential e¯ sowie das dimensionslose Hintergrundfeld a¯.
6.4.3. Analytische Berechnung des effektiven Potentials
Um das effektive Potential (6.100) analytisch zu berechnen, verwenden wir in der Ener-
giedichte die verallgemeinerte Dispersionsrelation9
Ω(p) = M1+α
(
p2 + λ
)−α/2
, (6.105)
die für λ > 0 auch einen massiven Fall berücksichtigt.10 Für diese Dispersionsrelation gilt
für Gl. (6.100)
eα(a, L, λ) :=
∑
σ
M1+α
∫
L
d¯3p
(
p2σ + λ
)−α/2
. (6.106)
Durch die Verwendung der Proper-Time Darstellung [Gl. (C.1)] für den Integranden ist
die Differenz
∆eα(a, L, λ) := eα(a, L, λ)− eα(0, L, λ) (6.107)
endlich. Diese kann mit der Benutzung der poissonschen Summenformel (C.2) und nach
Ausführung des Impulsintegrals geschrieben werden als [57]
∆eα(a¯, L, λ) = − 8M
1+α
(4pi)3/2Γ
(
α
2
) ∑
σ
∞∑
n=1
(
2
√
λ
nL
)−α2 + 32
sin2 (pinσa¯)Kα
2− 32 (nL
√
λ) (6.108)
wobei wir die modifizierte Bessel-Funktion Kl(z) [vgl. (C.7)] verwendet haben. Dieses
effektive Potential für die Dispersionsrelation (6.105) vereinfacht sich für λ→ 0 zu11
∆e¯α(a¯, L) = −2
6−α(LM)1+α
(4pi)3/2
Γ
(
3
2 − α2
)
Γ
(
α
2
) ∑
σ>0
∞∑
n=1
sin2 (pinσa¯)
n3−α
, (6.109)
wobei hier nur noch die Summe über die positiven Wurzeln σ zu nehmen ist und wir die
dimensionslose Form aus Gl. (6.104) verwendet haben.
Das Impulsintegral (6.97) kann mit Hilfe der poissonschen Summenformel (C.2) auch
geschrieben werden als∫
d¯2p⊥
1
L
∞∑
n=−∞
f(p⊥, ωn) =
∫
d¯3p f(p⊥, p3)
∞∑
k=−∞
eikLp3 , (6.110)
9Die hier verwendete Konvention weicht im Vergleich zu [57] durch die Ersetzung α → −α ab. Dadurch
kann α direkt mit dem Infrarotexponent der Gluonenergie ω identifiziert werden.
10Der Vorfaktor M1+α stellt die korrekte physikalische Dimension sicher.
11Die modifizierte Bessel-Funktion Kµ(x) hat das asymptotische Verhalten:
Kµ(x→ 0) = Γ(µ)2
( 2
x
)µ
, µ > 0.
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wobei d¯3p das gewöhnliche Maß im dreidimensionalen Impulsraum ist. Durch eine Ver-
schiebung der Integrationsvariable p3 → p3 + σa kann mit dieser Gleichung das effektive
Potential (6.100) in der Form
e(a, L) =
∑
σ
∫
d¯3pΩ(p)
∞∑
k=−∞
eikL(p3+σa) (6.111)
dargestellt werden. Nach Einführung von Kugelkoordinaten (p, θ, φ) und Integration über
den Winkel θ gilt
∆e(a¯, L) = −4
∑
σ
∫
d¯3pΩ(p)
∞∑
n=1
(sin(np)
np
sin2 (pinσa¯)
)
. (6.112)
In dieser Darstellung sind insbesondere die Symmetrieeigenschaften (z.B. (6.67)) sichtbar.
Für die folgenden Rechnungen verwenden wir jedoch Gl. (6.100).
6.4.4. Asymptotisches Verhalten des effektiven Potentials
Das effektive Potential für den Polyakov-Loop (6.100) wird durch das Integral über die
Differenz der Gluonenergie und der Krümmung, ω(p)−χ(p), bestimmt. Die Eigenschaften
von ω(p) und χ(p) wurden in Abschn. 3.5 und Abschn. 3.6 besprochen. Um das effektive
Potential analytisch zu berechnen, werden wir zuerst die Krümmung vernachlässigen und
das Hoch-, bzw. Niederenergieverhalten der Gluonenergie ω(p) verwenden. Die Krümmung
ist im ultravioletten Imuplsbereich in erster Ordnung vernachlässigbar, hat jedoch das
gleiche Infrarotverhalten wie die Gluonenergie. Daher ist durch die Vernachlässigung der
Krümmung ein erheblicher Einfluss auf das effektive Potential und die Beschreibung des
Deconfinement-Phasenübergangs zu erwarten.
Ultraviolett-Potential Die Gluonenergie ω(p) verhält sich für große Impulse p→∞ wie
ωUV(p) = p. (6.113)
Wegen der Vernachlässigung der Krümmung χ(p) lautet die Dispersionsrelation im Inte-
granden der Energiedichte (6.100) daher Ω(p) = p. Aus Gl. (6.109) folgt mit der Wahl
α = −1, λ = 0 das Ultraviolett-Potential
∆eUV(a¯, L) :=
8
pi2
1
L4
∑
σ>0
∞∑
n=1
sin2 (pina¯σ)
n4
. (6.114)
Dieses kann nach Ausführung der Summe über n mit Gl. (C.5) für 0 ≤ a¯σ ≤ 1 geschrieben
werden als
∆eUV(a¯, L) =
4
3
pi2
L4
∑
σ>0
(σa¯)2 [σa¯ − 1]2 . (6.115)
Es ist möglich diesen Ausdruck, unter Verwendung der Periodizität des Quadrats der
Sinusfunktion in Gl. (6.114), auf beliebig große Felder a¯σ zu erweitern.12
12Gl. (6.115) lautet für beliebige Felder a
∆eUV(a¯, L) =
4
3
pi2
L4
∑
σ>0
(mod(σa¯, 1))2 [mod(σa¯, 1)− 1]2
mit mod(x, y) := x− ybx
y
c.
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Abbildung 6.1.: In (a) ist das dimensionslose und temperaturunabhängige Weiss-
Potential (6.117) e¯(a, L) für die Eichgruppe SU(2) als Funktion des
dimensionslosen Feldes a¯3 (6.104) dargestellt. In (b) ist das effektive
Potential für die massive Dispersionsrelation (6.121) Ω(p) =
√
M2 + p2
bei verschiedenen Temperaturen L−1 zu sehen.
Für die Eichgruppe SU(2) gilt a¯σ = a¯3. Das UV-Potential (6.115) hat somit die Periode
∆eSU(2)UV (a¯3, L) = ∆e
SU(2)
UV (a¯3 + n,L), n ∈ Z (6.116)
und kann im Inverall a¯3 ∈ [0, 1] dargestellt werden als
∆eSU(2)UV (a¯3, L) =
4
3
pi2
L4
(a¯3)2 [a¯3 − 1]2 , a¯3 ∈ [0, 1]. (6.117)
Das dimensionslose UV-Potential ∆e¯UV (6.117) ist unabhängig von der Temperatur und
in Abb. 6.1a dargestellt. Es entspricht dem Weiss-Potential, das in Störungstheorie und
Landau-Eichung auf Ein-Loop-Niveau bestimmt werden kann [62]. Das Quasiteilchen-Bild
mit dem Hochenergiegrenzfall ωUV(p) = p ist somit äquivalent zu diesen perturbativen
Rechnungen.
Die Minima des UV-Potentials (6.117) sind bei a¯3,min = 0, 1 (a3,min = 0, 2pi/L) und
entsprechend der Periodizität bei a¯3 ∈ Z (a3,min ∈ 2pi/LZ). Für diese Feldkonfigurationen
erzeugt die Polyakovlinie (6.89) ein Zentrumselement z
e−La3,min = e−2pia¯3,min = z ∈ Z(N) (6.118)
und der Wert des Polyakov-Loops (6.91) ist
〈P [a3]〉 ' P [a3 = a3,min] = cos (pia¯3,min) = 1 . (6.119)
Da dieser nicht verschwindet, ist das perturbative UV-Potential (6.115) in der deconfinier-
ten Phase, wie zu erwarten war.
Massive Dispersionsrelation Wir können auch eine massive Dispersionsrelation
Ω(p) =
√
M2 + p2 (6.120)
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Abbildung 6.2.: Das dimensionslose Infrarot-Potential e¯IR(a, L) (6.124) als Funktion der
dimensionslosen Variablen a¯3 (6.104) bei verschiedenen Temperaturen
L−1 im Bereich von 425 MeV bis 660 MeV (von unten nach oben) für
die Lösungen mit α = 1 (a) und α ≈ 0.6 (b)
betrachten. Diese entspricht den Lösungen für die Gluonenergie, die wir mit dem großka-
nonischen Ensemble im Variationszugang [13] [vgl. Kap. 4] oberhalb der kritischen Tem-
peraturen des Deconfinement-Phasenübergangs erhalten haben. Aus Gl. (6.108) folgt mit
α = −1 und λ = M2 das effektive Potential der im massiven Fall (6.120)
∆eM (a, L,M2) :=
2M2
pi2
1
L2
∑
σ
∞∑
n=1
sin2 (na¯σ)
n2
K2(nLM) , (6.121)
wobei wir ausgenutzt haben, dass die modifizierten Bessel-Funktionen Kl symmetrisch in
l sind. Dieses Potential ist für SU(2) in Abb. 6.1b dargestellt. Durch die Skala M ist das
Potential temperaturabhängig. Für M → 0 geht es wieder in das Weiss-Potential (6.115)
über. Die Minima dieses Potentials sind für alle Werte von M ebenfalls bei a¯3,min = 0, 1
(a3,min = 0, 2pi/L). Somit ist auch die massive Dispersionsrelation (6.120) in der deconfi-
nierten Phase.
Infrarot-Potential Das Quasiteilchen-Bild in der Energiedichte ist nicht notwendigerwei-
se perturbativ. Die im Hamiltonzugang in Coulomb-Eichung bestimmte Gluonenergie ω(p)
hat ein Infrarotverhalten, das die confinerenden Eigenschaften der Gluonen reproduziert.
Für kleine Impulse p→ 0 verhält sich ω(p) wie [vgl. Abschn. 3.6.8]
ωIR(p) =
M1+α
pα
, (6.122)
wobei es zwei kritische Lösungen mit den Infrarotexponenten α ∈ {0.6, 1} gibt. Die Krüm-
mung χ(p) hat in erster Ordnung das gleiche Infrarotverhalten (χIR ' ωIR), dennoch
vernachlässigen wir sie bis auf Weiteres.
Für die Lösung mit linearem Coulomb-Potential (α = 1) können wir das Infrarot-
Potential für die Dispersionsrelation (6.122) aus der Darstellung (6.109) mit α = 1 und
λ = 0 analytisch berechnen und erhalten
∆eIR(a¯, L) = − 4
pi2
M2
L2
∑
σ>0
∞∑
n=1
sin2 (na¯σ)
n2
. (6.123)
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Nach der Summation über n mit Gl. (C.4) gilt für 0 ≤ a¯σ ≤ 1
∆eIR(a¯, L) = 2
M2
L2
∑
σ>0
(a¯σ) [(a¯σ)− 1] , (6.124)
wobei auch dieser Ausdruck auf beliebige Werte von aσ erweitert werden kann.
Das Infrarot-Potential ist für die Eichgruppe SU(2) wegen σa = a3
∆eSU(2)IR (a¯3, L) = 2
M2
L2
a¯3 [a¯3 − 1] , a¯3 ∈ [0, 1] (6.125)
und in Abb. 6.2a dargestellt. Zum Vergleich zeigen wir in Abb. 6.2b das Potential für die
Lösung mit dem Infrarotexponenten α ≈ 0.6, das aus Gl. (6.109) numerisch berechnet wer-
den kann. Beide Infrarot-Potentiale unterscheiden sich deutlich von dem Weiss-Potential
[Abb. 6.1a], das wir aus dem UV-Verhalten der Gluonenergie ω(p) bestimmt haben. Sie be-
sitzen die gleiche Periodizität, sind jedoch im gesamten Intervall a¯3 ∈ [0, 1] negativ und ha-
ben eine nicht-triviale Temperaturabhängigkeit. Das Minimum beider Infrarot-Potentiale
ist für alle Temperaturen bei a¯3,min = 1/2 (a3,min = pi/L). Dies entspricht einem zentrums-
symmetrischen Zustand, weshalb der Wert des Polyakov-Loops (6.91) verschwindet,
〈P [a3]〉 ' P [a3 = a3,min] = cos (pia¯3,min) = 0 . (6.126)
Somit beschreibt die Dispersionsrelation (6.122) mit dem Infrarotverhalten der Gluonener-
gie die confinierte Phase.
Das Infrarot-Potential mit α ≈ 0.6 ist, bei gleicher Temperatur L−1, größer als das
Potential mit α = 1, wodurch es weniger confinierend wirkt. Beide Potentiale haben im
Gegensatz zum Weiss-Potential (6.115) bei a¯3 = 0 und a¯3 = 1 eine nicht verschwindende
Ableitung. Für den Fall α = 1 folgt die Ableitung aus Gl. (6.125) analytisch zu
∂
∂a¯3
eSU(2)(a¯3, L)|a¯3=0,1 = ∓2
M2
L2
. (6.127)
Die numerisch berechnete Ableitung an den Nullstellen für das Infrarot-Potential mit
α ≈ 0.6 ist etwas kleiner. In den weiteren Betrachtungen beschränken wir uns auf die
stärker infrarot-divergente Lösung mit α = 1. Den Einfluss des Infrarotexponenten der
Gluonenergie und der nicht verschwindenden Ableitung auf die kritische Temperatur dis-
kutieren wir in Abschn. 6.4.7.
Schließlich stellen wir fest, dass für das SU(2) Infrarot-Potential der Zusammenhang
∆eSU(2)UV (a¯3, L) =
2
3
pi2
(ML)2
(
∆eSU(2)IR (a¯3, L)
)2
(6.128)
mit dem Weiss-Potential (6.115) gilt.
SU(3) Wir wiederholen die vorherigen Betrachtungen für die Eichgruppe SU(3). Das
effektive Potential ist in diesem Fall eine Funktion der beiden (dimensionslosen) Felder
a¯3 ≡ a3L2pi , a¯8 ≡
a8L
2pi . (6.129)
Aufgrund der Periodizität des effektiven Potentials beschränken wir die Felder a¯3 und a¯8
auf die Intervalle
0 ≤ a¯3 ≤ 1 , 0 ≤ a¯8 ≤ 2√3 . (6.130)
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Abbildung 6.3.: In (a) ist das dimensionslose Weiss-Potential (6.115) und in (b) das
dimensionslose Infrarot-Potential (6.124) für die Eichgruppe SU(3) bei
der Temperatur L−1 = 290 MeV als Funktion der dimensionslosen Va-
riablen a¯3 und a¯8 (6.129) dargestellt. Die lokalen Minima sind in beiden
Graphen durch Konturen in der a¯3 − a¯8-Ebene angedeutet.
Das effektive Potential für SU(3) ist eine Überlagerung der entsprechenden SU(2) Poten-
tiale. Da die Abhängigkeit von dem Hintergrundfeld a nur in der Kombination aσ auftritt,
gilt
∆eSU(3)(a¯, L) =
∑
σ
∆eSU(2)(a¯σ, L), (6.131)
wobei das Skalarprodukt a¯σ mit den positiven Wurzeln der Eichgruppe SU(3) (6.63) und
Gl. (6.58) die Werte
a¯σ ∈
{
a¯3,
1
2 a¯3 +
√
3
2 a¯8,
1
2 a¯3 −
√
3
2 a8
}
(6.132)
annimmt.
Die dimensionslosen Ultraviolett- und Infrarot-Potentiale (6.115) bzw. (6.124) sind in
Abb. 6.3 als Funktion der Variablen a¯3 und a¯8 dargestellt. Während das dimensionslose
Weiss-Potential [Abb. 6.3a] unabhängig von der Temperatur L−1 ist, wurde das Infrarot-
Potential [Abb. 6.3b] für die Temperatur L−1 = 290 MeV bestimmt.
Die Minima amin des Weiss-Potentials für SU(3) sind bei den Feldkonfigurationen
(a¯3,min, a¯8,min) ∈
{
(0, 0) ,
(
0, 2√
3
)
,
(
1, 1√
3
)}
. (6.133)
Für diese erzeugt die Polyakov-Linie ein Zentrumselement z
e−2pia¯min ∈
{
1, ei
2pi
3 1, e−i
2pi
3 1
}
(6.134)
und der Polyakov-Loop P [amin] 6= 0 verschwindet nicht, was in der deconfinierten Phase
zu erwarten war.
Die Minima des Infrarot-Potentials treten bei zentrumssymmetrischen Konfigurationen
auf. Diese sind für SU(3) bei [vgl. Abb. 6.3b]
(a¯3,min, a¯8,min) ∈
{(2
3 , 0
)
,
(2
3 ,
2√
3
)
,
(1
3 ,
1√
3
)}
(6.135)
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Abbildung 6.4.: Das dimensionslose effektive Potential ∆e¯ω(a, L) (6.138) für die Eich-
gruppe SU(2) (a) und der a¯8 = 0 (a8 = 0) Schnitt für SU(3) (b) als
Funktion von a¯3 (6.129) für verschiedene Temperaturen L−1 im Bereich
von 400 bis 600 MeV in (a) und von 484 bis 880 MeV in (b) (jeweils
von unten nach oben). Die kritische Temperatur ist Tc ≈ 485 MeV für
SU(2) und Tc ≈ 597 MeV für SU(3).
und die Polyakov-Linie erzeugt die Elemente
e−2pia¯min ∈
{
diag
(
ei
2pi
3 , e−i
2pi
3 , 1
)
, diag
(
e−i
2pi
3 , 1, ei
2pi
3
)
diag
(
ei
2pi
3 , 1, e−i
2pi
3
)}
(6.136)
für die der Polyakov-Loop verschwindet, P [amin] = 0.
6.4.5. Deconfinement-Phasenübergang
Der Deconfinement-Phasenübergang wird durch einen Übergang zwischen dem Infrarotver-
halten (6.124) und dem Ultraviolettverhalten (6.115) des effektiven Potentials verursacht.
In den folgenden analytischen Untersuchungen ersetzen wir die Gribov-Formel (3.91), als
Parametrisierung für die Gluonenergie ω(p), durch
ω(p) =
√
p2 + M
4
p2
−→ p+ M
2
p
(6.137)
und vernachlässigen weiterhin die Krümmung χ(p).
Das effektive Potential (6.100) ist mit dieser Näherung (6.137) und χ(p) = 0 gegeben
durch die Summe
∆eω(a, L) := ∆eIR(a, L) + ∆eUV(a, L)
=
∑
σ>0
(
4
3
pi2
L4
(a¯σ)2 [a¯σ − 1]2 + 2M
2
L2
(a¯σ) [(a¯σ)− 1]
)
(6.138)
der Potentiale ∆eUV (6.115) und ∆eIR (6.124).
SU(2) Mit der (positiven) Wurzel σ = 1 der Eichgruppe SU(2) lautet das Potential
(6.138) in dimensionsloser Form
∆e¯ω(a¯3, L) = a¯3(a¯3 − 1)
(4
3pi
2a¯3(a¯3 − 1) + 2(LM)2
)
, a¯3 ∈ [0, 1]. (6.139)
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Abbildung 6.5.: Das dimensionslose effektive Potential ∆e¯ω(a, L) (6.138) für die Eich-
gruppe SU(3) als Funktion der dimensionslosen Variablen (6.129) a¯3
und a¯8 für die Temperaturen 270 MeV (a) und 630 MeV (b). In beiden
Graphen sind die lokalen Minima durch Konturen in der a¯8− a¯8-Ebene
angedeutet.
Für kleine Temperaturen L−1  M ist dieses Potential negativ und besitzt im Inter-
vall a¯3 ∈ [0, 1] ein Minimum bei a¯3 = 1/2. Es ist damit in der confinierten Phase. Bei
steigenden Temperaturen vergrößert sich der Einfluss des UV-Potentials, sodass bei der
kritischen Temperatur Tc das Minimum zu zwei lokalen Minima, sowie einem Maximum
bei a¯3 = 1/2 entartet. Das System durchläuft einen Phasenübergang zur deconfinierten
Phase [Abb. 6.4a]. Für weiter steigende Temperaturen laufen die degenerierten Minima
schließlich auf die Ränder des Intervalls [0, 1]. Die kritische Temperatur definieren wir
bei derjenigen Temperatur bei der die Nullstellen der Ableitung des effektiven Potentials
degenerieren. Dies geschieht bei
Tc =
√
3M
pi
. (6.140)
Mit der Gribov-Masse MG = 880 MeV [vgl. Abschn. 3.6.9] folgt eine kritische Temperatur
von Tc ≈ 485 MeV. Der Phasenübergang ist für SU(2) kontinuierlich, d.h. von zweiter
Ordnung.
SU(3) Für SU(3) ist das effektive Potential (6.138) eine Funktion der beiden Felder a¯3
und a¯8. Es ist in Abb. 6.5 für zwei verschiedene Temperaturen unterhalb und oberhalb
der kritischen Temperatur dargestellt. Um den Phasenübergang zu untersuchen, schneiden
wir den dreidimensionalen Graphen entlang einer Linie in der a¯3− a¯8-Ebene, die in beiden
Phasen ein Minimum enthält. Mit der praktischen Wahl a8 = 0 und den positiven Wurzeln
σ von SU(3) [vgl. Gl. (6.63)] gilt13
∆eSU(3)(a3, L) = ∆eSU(2)(a3, L) + 2∆eSU(2)(a3/2, L). (6.141)
Abb. 6.4b zeigt diesen Schnitt durch dieses effektive Potential. Für niedrige Temperaturen
L−1 entspricht das Minimum bei a¯3 = 2/3 (a¯8 = 0) einer zentrumssymmetrischen Kon-
figuration. Bei der kritischen Temperatur Tc bildet sich ein weiteres Minimum bei einem
kleineren Wert von a¯3, das für Temperaturen oberhalb von Tc zum absoluten Minimum
13Andere Möglichkeiten sind a¯8 = 2/
√
3 und a¯8 = 1/
√
3.
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Abbildung 6.6.: Das dimensionslose effektive Potential ∆e¯G(a, L) (6.145) für die Eich-
gruppe SU(2) (a) und der a¯8 = 0 (a8 = 0) Schnitt für SU(3) (b) als
Funktion von a¯3 (6.129) für verschiedene Temperaturen L−1 im Bereich
von 360 bis 480 MeV in (a) und von 440 bis 700 MeV in (b) (jeweils
von unten nach oben). Die kritische Temperatur ist Tc ≈ 432 MeV für
SU(2) und Tc ≈ 516 MeV für SU(3).
wird. Es vereint sich für große Temperaturen mit dem Rand bei a3 = a8 = 0, für den die
Polyakov-Linie dem trivialen Zentrumselement z = 1 entspricht, während das ursprüng-
liche Minimum bei a¯3 = 2/3 (a¯8 = 0) zum Maximum wird. Aus der Temperatur, ab
der im effektiven Potential (6.141) im Intervall [0, 1] zwei degenerierte Minima existieren,
bestimmen wir
Tc = 2
M
pi
. (6.142)
Mit der Gribov-Masse MG ≈ 900 MeV für SU(3) ergibt sich eine kritische Temperatur
von Tc ≈ 572 MeV. Da sich die Position des absoluten Minimums unstetig ändert, liegt
für SU(3) ein Phasenübergang erster Ordnung vor.
Die Ordnung des Phasenübergangs der Yang-Mills-Theorie wird durch die einfachen,
analytischen Betrachtungen korrekt reproduziert, jedoch sind die kritischen Temperatu-
ren für beide Eichgruppen viel größer als diejenige, die durch Gitterrechnungen bestimmt
werden. Dies ist nicht verwunderlich, da wir durch Vernachlässigung der Krümmung und
Verwendung der Näherung (3.91) für die Gribov-Formel keine akkurate Beschreibung er-
warten konnten. Wie wir jetzt explizit zeigen, reduziert die Verwendung der tatsächlichen
Gribov-Formel Tc nur geringfügig.
Gribov-Formel Mit der Gribov-Formel ωG(p) (3.91) als Parametrisierung für die Gluon-
energie, aber ohne die Krümmung χ(p), lautet das effektive Potential (6.100)
eG(a, L) :=
∑
σ
∫
L
d¯3pωG(pσ) . (6.143)
In diesem Fall kann das Integral über den transversalen Impuls p⊥ und die Summe über die
Matsubara Frequenzen ωn nicht mehr analytisch ausgeführt werden. Um die Energiedichte
numerisch zu berechnen, muss das Integral (6.143) außerdem in einer Weise dargestellt
werden, in der keine UV-Divergenzen mehr auftreten. Hierzu schreiben wir die Differenz
der Energiedichte
∆eG(a, L) := eG(a, L)− eG(a = 0, L) (6.144)
126
6.4. Das effektive Potential des Polyakov-Loops
 0
 0.2
 0.4
 0.6
 0.8
 1
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
-3
-2
-1
 0
∆ 
e-
G
a-3
a-8
∆ 
e-
G
(a)
 0
 0.2
 0.4
 0.6
 0.8
 1
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
-0.4
 0
 0.4
 0.8
 1.2
∆ 
e-
G
a-3
a-8
∆ 
e-
G
(b)
Abbildung 6.7.: Das dimensionslose effektive Potential e¯G(a, L) (6.145) für die Eich-
gruppe SU(3) als Funktion von a¯8 und a¯8 (6.129) für die Temperaturen
270 MeV (a) und 630 MeV (b). In beiden Graphen sind die lokalen
Minima durch Konturen in der a¯8 − a¯8-Ebene angedeutet.
in der Form
∆eG(a, L) = [∆eG(a, L)−∆eUV(a, L)] + ∆eUV(a, L), (6.145)
wobei der letzte Term ∆eUV(a, L) durch den analytischen Ausdruck (6.115) gegeben ist,
während der Term in eckigen Klammern dem Integral
[∆eG(a, L)−∆eUV(a, L)] =
∑
σ
∫
L
d¯3p {ωG(pσ)− pσ − [ωG(pσ=0)− |pσ=0|]} (6.146)
entspricht. Bei Verwendung der Gribov-Formel (3.91) ist dieses Integral endlich und kann
numerisch berechnet werden. Das aus Gl. (6.145) bestimmte effektive Potential ist in
Abb. 6.6 für die Eichgruppe SU(2) und in Abb. 6.7 für die Eichgruppe SU(3) bei verschie-
denen Temperaturen L−1 dargestellt. Die kritischen Temperaturen des Deconfinement-
Phasenübergangs bestimmen wir numerisch zu Tc ≈ 432 MeV für SU(2) und zu Tc ≈ 516
MeV für SU(3), was nur geringfügig weniger ist, als bei Verwendung der einfachen Nähe-
rung (6.137).
6.4.6. Das effektive Potential mit Krümmung
Wir werden jetzt das effektive Potential (6.100) unter Berücksichtigung der Krümmung
χ(p) berechnen. Es ist die Vernachlässigung der Krümmung, die die Temperatur des Pha-
senübergangs zu höheren Temperaturen verschiebt. Dies lässt sich wie folgt verstehen: Die
Krümmung χ(p) ist im Ultravioletten gegenüber der Gluonenergie unterdrückt, d.h.
χ(p)/ω(p) ∼ 1/
√
ln(p/µ) . (6.147)
Da χ(p) ein negatives Vorzeichen besitzt, bedeutet aber die Vernachlässigung der Krüm-
mung, dass der Einfluss des deconfinierenden UV-Potentials (6.115) vermindert wird. Im
Infraroten stimmt die Krümmung χ(p) in erster Ordnung mit der Gluonenergie ω(p) über-
ein. Daher verstärkt die Vernachlässigung der Krümmung den Einfluss des confininierenden
Infrarot-Potentials (6.124). Insgesamt wird durch das Fehlen der Krümmung der decon-
finierende UV-Teil reduziert und der confinierende IR-Teil vergrößert. Wie die folgenden
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Abbildung 6.8.: Das dimensionslose effektive Potential ∆e¯(a, L) (6.149) für die Eich-
gruppe SU(2) (a) und der a¯8 = 0 (a8 = 0) Schnitt für SU(3) (b) als
Funktion von a¯3 (6.129) für verschiedene Temperaturen L−1 im Bereich
von 260 bis 290 MeV in (a) und von 260 bis 300 MeV in (b) (jeweils
von unten nach oben). Die kritische Temperatur ist Tc ≈ 267 MeV für
SU(2) und Tc ≈ 278 MeV für SU(3).
Ergebnisse zeigen, reduziert sich die kritische Temperatur deutlich, wenn das Infrarotver-
halten der Krümmung berücksichtigt wird. Das logarithmische Ultraviolettverhalten der
Krümmung hat jedoch nur einen geringen Einfluss, wie die Rechnungen in Abschn. 6.4.6
zeigen.
Um die numerischen Lösungen für die Gluonenergie ω(p) und die Krümmung χ(p) kon-
sistent zu parametrisieren, gibt es die Möglichkeit ω(p) durch die Gribov-Formel darzu-
stellen und die Krümmung χ(p) aus der Gap-Gleichung ohne Coulomb-Term (3.42) zu
bestimmen. Umgekehrt kann auch die Krümmung parametrisiert und die Gluonenergie
aus der Gap-Gleichung (3.42) berechnet werden.
Parametrisierung durch die Gap-Gleichung Mit der Gribov-Formel (3.91) als Parame-
trisierung für die Gluonenergie ω(p) = ωG(p) folgt aus der Gap-Gleichung (3.42) für χ(p)
χ(p) = M
2
k
=: χIR(p) (6.148)
und die Energiedichte (6.100) ist gegeben durch
e(a, L) =
∑
σ
∫
L
d¯3p [ωG(pσ)− χIR(pσ)] . (6.149)
Für das bei a = 0 abgezogene Potential gilt da χIR = ωIR
∆e(a, L) = e(a, L)− e(a, L = 0) = ∆eG(a, L)−∆eIR(a, L) , (6.150)
wobei ∆eG(a, L) und ∆eIR(a, L) durch die Gleichungen (6.145), bzw. (6.124) bestimmt
sind. Das Potential (6.149) ist für die Eichgruppe SU(2) in Abb. 6.8a und der Schnitt bei
a¯8 = 0 (a8 = 0) für die Eichgruppe SU(3) in Abb. 6.8b für verschiedene Temperaturen
dargestellt. In beiden Fällen tritt ein Phasenübergang auf, der für SU(2) von zweiter
Ordnung und für SU(3) von erster Ordnung ist. Durch die Hinzunahme des Infrarotteils
χIR(p) der Krümmung χ(p) verringern sich die kritischen Temperaturen zu Tc ≈ 267 MeV
für SU(2) und Tc ≈ 277 MeV für SU(3).
128
6.4. Das effektive Potential des Polyakov-Loops
-0.16
-0.14
-0.12
-0.1
-0.08
-0.06
-0.04
-0.02
 0
 0.02
 0  0.2  0.4  0.6  0.8  1
∆ 
e-
a-3
(a)
-0.4
-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0.3
 0  0.2  0.4  0.6  0.8  1
∆ 
e-
a-3
(b)
Abbildung 6.9.: Das dimensionslose effektive Potential ∆e¯(a, L) (6.153) für die Eich-
gruppe SU(2) (a) und der a¯8 = 0 (a8 = 0) Schnitt für SU(3) (b) als
Funktion von a¯3 (6.129) für verschiedene Temperaturen L−1 im Bereich
von 260 bis 290 MeV in (a) und von 260 bis 300 MeV in Bild (b) (jeweils
von unten nach oben). Die kritische Temperatur ist Tc ≈ 269 MeV für
SU(2) und 283 MeV für SU(3).
Parametrisierung durch die Krümmung Mit der durch [vgl. Gl. (3.109)]
χpara(p) = u(p)χIR(p) + v(p)χUV(p) (6.151)
parametrisierten Krümmung berechnen wir die Gluonenergie ω(p) aus der Gap-Gleichung
ohne Coulomb-Term (3.42). Dadurch wird auch das Ultraviolettverhalten der Krümmung
berücksichtigt. Das effektive Potential ist jetzt gegeben durch
e(a, L) =
∑
σ
∫
L
d¯3p [ω(pσ)− χpara(pσ)] , ω(pσ) =
√
χpara(pσ)2 + p2σ. (6.152)
Um dieses Integral numerisch berechnen zu können, stellen wir das Potential (6.152) wie
folgt dar
e(a, L) =
∑
σ
∫
L
d¯3p
[
ω(pσ)− pσ − u(pσ)χIR(pσ)
]
+ eUV(a, L)
−
∑
σ
∫
L
d¯3p v(pσ)χUV(pσ). (6.153)
Das erste Integral in (6.153) ist nach Bilden der Differenz ∆e(a, L) endlich und kann
numerisch bestimmt werden. Das Weiss-Potential eUV(a, L) ist durch den analytischen
Ausdruck (6.115) gegeben. Mit dem asymptotischen UV-Verhalten der Krümmung χUV(p)
[Gl. (3.108)] und der Parametrisierungsfunktion v(p) [Gl. (3.110)], folgt für den letzten
Term in (6.153)
∑
σ
∫
L
d¯3p v(pσ)χUV(pσ) =
∑
σ
[∫
L
d¯3pχUV(pσ)− λn
∫
L
d¯3p χUV(pσ)(p2σ + λ)
n
]
(6.154)
= eχUV(a, L)−
(
λ
M2
)n ∫ ∞
0
dt eα=2t+2n−1(a, L, λ),
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Abbildung 6.10.: Das effektive Potential (6.149) für die Eichgruppe SU(3) als Funktion
der dimensionslosen Variablen (6.129) a¯3 und a¯8 (a) unterhalb und (b)
oberhalb der Phasenübergangstemperatur. In beiden Graphen sind die
lokalen Minima durch Konturen in der a¯8 − a¯8-Ebene angedeutet.
wobei eχUV durch Gl. (C.11) dargestellt werden kann und eα(a, L, λ) in Gl. (6.108) definiert
ist. Durch die Verwendung der poissonschen Summenformel in dem analytischen Ausdruck
eα(a, L, λ) (6.108) sind diese Integrale endlich und können numerisch bestimmt werden.
Das effektive Potential ∆e(a, L) (6.153) ist in Abb. 6.9a für die Eichgruppe SU(2) und
in Abb. 6.9b (der Schnitt bei a¯8 = 0 (a8 = 0)) für die Eichgruppe SU(3) dargestellt. Die
kritischen Temperaturen, die wir aus diesen Potentialen bestimmen, sind Tc ≈ 269 MeV
für SU(2) und Tc ≈ 283 MeV für SU(3). Diese Werte unterscheiden sich nur geringfügig
von den vorangegangen, die mit der Gribov-Formel (6.149) bestimmt wurden.
Aus den effektiven Potentialen mit Berücksichtigung der Krümmung, Gl. (6.149) oder
Gl. (6.153), bestimmen wir für SU(2) eine vergleichbare kritische Temperatur wie durch
den Variationszugang bei endlichen Temperaturen mit dem großkanonischen Ensemble der
Yang-Mills-Theorie in Coulomb-Eichung [112]. Die Verwendung des effektiven Potentials
hat jedoch den Vorteil, dass zur Untersuchung des Phasenübergangs kein zusätzlicher
Ansatz für die Dichtematrix erforderlich war.
Die Hinzunahme der Krümmung verändert das Verhalten der Potentiale an der Nullstelle
bei a¯3 = 0 [Abb. 6.8, Abb. 6.9]. Dies kann wie folgt verstanden werden: Da das effektive
Potential nur durch den verschobenen Impuls (6.99) vom Hintergrundfeld abhängt, ist
das Verhalten bei kleinen Feldern bzw. bei der Nullstelle a¯3 = 0 durch das Verhalten des
Integranden bei kleinen Impulsen bestimmt. Mit der Krümmung in der Dispersionrelation
für die vollen Potentiale Abb. 6.8 und Abb. 6.9 gilt für p→ 0
ωIR(p)− χIR(p) ∼ 12
p3
M2
. (6.155)
Deshalb haben diese ein ähnliches Verhalten wie das Weiss-Potential [Abb. 6.1a], bei dem
der Integrand ebenfalls für p→ 0 verschwindet. Dadurch verändert sich der Temperatur-
verlauf des Polyakov-Loops, den wir im nächsten Abschnitt bestimmen.
6.4.7. Temperaturabhängigkeit des Polyakov-Loops
In Abb. 6.11a ist die Temperaturabhängigkeit des Polyakov-Loops für das analytische ef-
fektive Potential (6.138), sowie für das Potential (6.145) mit der Gribov-Formel und den
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Abbildung 6.11.: Der Polyakov-Loop P [a] ausgewertet an dem Minimum a = amin des
effektiven Potentials als Funktion von T für die Eichgruppe SU(2):
In (a) für das analytische Potential (6.138) und für das numerische
Potential (6.145) mit den Infrarotexponenten α = 1 und α = 0.6. In
(b) für das volle Potential (6.149) und α = 0.6 und α = 1.(6.153) als
Funktion von T/Tc für die Eichgruppe SU(2) (a) und SU(3) (b).
beiden Infrarotexponenten α = 1 und α ≈ 0.6, beide ohne Berücksichtigung der Krüm-
mung, für SU(2) dargestellt. Hierzu wurde das Minimum amin des Potentials als Funktion
der Temperatur bestimmt und mit Gl. (6.91), bzw. Gl. (6.93) der Wert des Polyakov-
Loops P [a = amin] berechnet. Die kritischen Temperaturen dieses Potentials entsprechen
den zuvor bestimmten Werten. Durch Verwendung der Gribov-Formel (3.91) als Para-
metrisierung für die Gluonenergie verringert sich die kritische Temperatur geringfügig.
Ebenso ist der Phasenübergang der α ≈ 0.6 Lösung zu etwas kleineren Temperaturen ver-
schoben. Dies ist zu erwarten gewesen, da der confinierende Einfluss des Infrarot-Potentials
durch den kleineren Infrarotexponenten reduziert wird. Der Polyakov-Loop dieser Poten-
tiale nimmt den Wert P [a] = 1 erst für T →∞ an.
Für das volle effektive Potential (6.149) mit Berücksichtigung des Infrarotteils der Krüm-
mung ist der Polyakov-Loop für die Eichgruppe SU(2) und für die Lösung mit α = 1 sowie
mit α ≈ 0.6 in Abb. 6.11b dargestellt. Durch die Krümmung wird die kritische Tempera-
tur zu deutlich niedrigeren Temperaturen verschoben. Ebenso verändert sich das Verhalten
des Polyakov-Loops für T →∞, da dieser schon bei endlichen Temperaturen T > Tc den
Wert P [a] = 1 annimmt und sich damit von den Funktionen in Abb. 6.11a unterscheidet.
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Mit der durch die α = 1-Lösung bestimmten Skala [vgl. Abschn. 3.6.9] ergibt sich für die
α ≈ 0.6 Lösung eine etwas niedrigere kritische Temperatur von Tc ≈ 256 MeV für SU(2).
Den Polyakov-Loop für das effektive Potential (6.153), das auch das Ultraviolettverhal-
ten der Krümmung einschließt, ist für SU(2) in Abb. 6.11c und für SU(3) in Abb. 6.11d
abgebildet. Aus dieser Darstellung ist besonders deutlich zu erkennen, dass der Phasen-
übergang für SU(2) von zweiter Ordnung und für SU(3) von erster Ordnung ist.
6.4.8. Kritischer Exponent des Ordnungsparameters
Für T ↘ Tc erwarten wir beim Phasenübergang zweiter Ordnung der Eichgruppe SU(2),
dass der Polyakov-Loop als Ordnungsparameter P (T ) ein Verhalten der Form
P (T ) ∼ A (T − Tc)βc (6.156)
mit dem kritischen Exponenten βc hat. Für das Potential (6.138) können wir diesen Ex-
ponenten analytisch berechnen. Im Fall der Eichgruppe SU(2) exisitieren oberhalb der
kritischen Temperatur Tc =
√
3Mpi zwei entartete Minima bei
a¯3 =
1
2 ±
√
pi2 − 3(LM)2
2pi . (6.157)
Für die weitere Betrachtung ist es ausreichend sich auf das Minimum zu beschränken, das
sich für große Temperaturen mit der Nullstelle bei a¯3 = 0 vereint. Mit (6.157) gilt für das
Minimum als Funktion der Temperatur
a¯min(T ) :=
1
2 −
√
3M
2pi
√
1
T 2c
− 1
T 2
, (T ≥ Tc), (6.158)
wobei wir hier die kritische Temperatur Tc identifiziert haben. Damit gilt für den tempe-
raturabhängigen Polyakov-Loop (6.91)
P (T ) := P [a¯min(T )] = sin
(√
3M
2
√
1
T 2c
− 1
T 2
)
, T ≥ Tc. (6.159)
Im kritischen Bereich T ' Tc kann der Sinus entwickelt werden und es folgt
P (T ) =
√
3
2
M
T
3/2
c
(T − Tc)1/2 . (6.160)
Hieraus lesen wir den kritische Exponenten
βc =
1
2 (6.161)
ab, der einem Mean-Field-Exponent entspricht.
Der kritische Exponent kann für das volle effektive Potential aus den numerischen Er-
gebnissen bestimmt werden. Wir extrahieren für das volle Potential (6.149) aus der doppel-
logarithmischen Darstellung in Abb. 6.12 den kritischen Exponenten
βc ≈ 0.5, (6.162)
was wir auch für das analytische Potential (6.138) bestimmt haben.
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Abbildung 6.12.: Kritischer Exponent des Polyakov-Loops für T ↘ Tc und das effektive
Potential (6.149).
6.5. Ausblick: Druck
Der Druck P kann mit der Definition (2.83) und der Zustandssumme (2.92) dargestellt
werden als
P = − 1
L
e(L) (6.163)
mit der Energiedichte e(L) der Theorie auf der kompaktifizierten Mannigfaltigkeit R2 ×
S1(L). Mit der poissonschen Summenformel (6.111) und den parametrisierten T = 0 Lö-
sungen [vgl. Abschn. 3.6.8] gilt
e(L) = 1
L3pi2
∫ ∞
0
dp¯ p¯ [ω(p¯/L)− χIR(p¯/L)− p¯/L]
∞∑
n=1
sin(np¯)
n
, (6.164)
wobei die Integrationsvariable p¯ in dimensionslose Einheiten skaliert wurde und wir das
führende Ultraviolettverhalten ωUV(p) = p sowie den n = 0 Term zum Zweck der Renor-
mierung im Integranden abgezogen haben. Die Gluonenergie ist durch
ω(p) =
√
χ(p)2 + p2, χ(p) = χIR(p)u(p) (6.165)
mit dem asymptotischen Verhalten χIR(p) = M
2
p und der Abschneidefunktion u(p) =
1/(1 +
(
p
ξ
)m
) parametrisiert.
Für die numerische Berechnung des Integrals (6.164) ist es ausreichend in der Summe,
die der Fourier-Reihe der Sägezahn-Funktion entspricht, n = 10 “Matsubara-Frequenz” zu
berücksichtigen. Mit dem Stefan-Boltzmann Gesetz PUV(L) = pi
2
45 (1/L)4 kann der Druck
aus
P (L)
PUV(L)
= −45
pi2
L4e(L) + 1 (6.166)
bestimmt werden, wobei wir den in Gl. (6.164) abgezogenen Stefan-Boltzmann-Limes
wieder dazu addiert haben. Der resultierende Druck ist in Abb. 6.13 dargestellt. Dieser
weist sowohl einen unphysikalischen, negativen Bereich auf, als auch einen Bereich in dem
der Stefan-Boltzmann-Limes, den P (L) für große Temperaturen langsam erreicht, über-
schritten wird. Der Druck P (L) hat außerdem einen Bereich der maximalen Steigung bei
Tc ≈ 285 MeV, der konsistent mit dem aus dem Polyakov-Loop bestimmten Wert für die
kritische Temperatur ist.
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Abbildung 6.13.: Der Druck (6.166) als Funktion der Temperatur T = L−1 berechnet
auf der kompaktifizierten Mannigfaltigkeit R2 × S1(L).
Die Berechnung des Drucks erfolgte auf der Mannigfaltigkeit R2×S1(L) jedoch mit den
O(3) invarianten Lösungen. Um den Druck konsistent zu bestimmen, sollten die (parame-
trisierten) numerischen Lösungen bei endlichen Temperaturen verwendet werden, die wir
zuvor in Kap. 5 bestimmt haben.
6.6. Zusammenfassung
In diesem Kapitel haben wir den Deconfinement-Phasenübergang der Yang-Mills-Theorie
mit dem effektiven Potential des Polyakov-Loops studiert. Hierzu wurde der Hamiltonzu-
gang in Coulomb-Eichung auf die Anwesenheit eines externen Hintergrundfeldes erweitert.
Mit einem gaußschen Wellenfunktional haben wir durch Minimierung der Energiedichte
die Bewegungsgleichungen der Korrelationsfunktionen abgeleitet, wobei wir sichergestellt
haben, dass der Erwartungswert des Eichfeldes dem Hintergrundfeld entspricht. Wir konn-
ten für die Korrelationsfunktionen eine Beziehung zu den Lösungen in Coulomb-Eichung
in Abwesenheit des Hintergrundfeldes herstellen.
Durch die Verwendung der zuvor in Coulomb-Eichung (bei T = 0) bestimmten Gluon-
energie sowie des Geist-Formfaktors wurde aus der Energiedichte das effektive Potential
als Funktion des konstanten Hintergrundfeldes berechnet. Endliche Temperaturen haben
wir durch Kompaktifizierung einer räumlichen Dimension eingeführt, sodass die inverse
Länge T = L−1 der kompaktifizierten Richtung der Temperatur entspricht. Den Erwar-
tungswert des Polyakov-Loops haben wir durch das Minimum des effektiven Potentials
bestimmt. Mit diesem konnten wir die kritischen Temperaturen Tc ≈ 269 MeV SU(2) und
Tc ≈ 283 MeV SU(3) des Deconfinement-Phasenübergangs für die entsprechenden Eich-
gruppen bestimmen. Darüber hinaus haben wird die Ordnung – erste Ordnung für SU(3)
und zweite Ordnung für SU(2) – der Phasenübergänge ermitteln.
Die Werte für die kritischen Temperaturen sind in guter Übereinstimmung mit den
vorherigen Ergebnissen in Kap. 4, bei denen das großkanonischen Ensembles der Yang-
Mills-Theorie in Coulomb-Eichung untersucht wurde. Im Gegensatz dazu ist mit dem hier
dargestellten Zugang durch das effektive Potential kein Ansatz für die Dichtematrix not-
wendig. Darüber hinaus stellen wir dadurch eine Verbindung zwischen dem Deconfinement-
Phasenübergang und den eichabhängigen Propagatoren, bzw. Formfaktoren her.
In diesem Kapitel wurde der Phasenübergang ausschließlich durch die Propagatoren bei
T = 0 bestimmt. Durch die Kompaktifizierung einer räumlichen Dimension auf die Länge
L zur Einführung von endlichen Temperaturen ist jedoch die O(3)-Invarianz gebrochen
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und die Bewegungsgleichungen für die Gluonenergie und den Geist-Propagator müssten
auf der Mannigfaltigkeit R2 × S1(L) betrachtet werden. Daher ist die Verwendung der
O(3) invarianten T = 0 Lösungen in diesem Kapitel als eine zusätzliche Näherung anzuse-
hen. Für eine konsistente Berechnung des Polyakov-Loops aus Energiedichte bei endlichen
Temperaturen können die in Kap. 5 bestimmten Lösungen der Yang-Mills-Theorie auf
R
2 × S1(L) verwendet werden. Dies ist, ebenso wie die Bestimmung weitere thermodyna-
mischer Größen, eine Aufgabe für ein zukünftiges Projekt.
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7. Zusammenfassung und Ausblick
In dieser Arbeit wurde der Deconfinement-Phasenübergang der Yang-Mills-Theorie in ei-
nem Variationszugang [13, 115] zur hamiltonschen Formulierung in Coulomb-Eichung un-
tersucht.
Zunächst haben wir die wesentlichen Ergebnisse dieses Zugangs bei verschwindender
Temperatur in Kap. 3 zusammengefasst. Mit einem gaußschen Ansatz für das Vakuum-
Wellenfunktional der Yang-Mills-Theorie werden durch das Variationsprinzip Bewegungs-
gleichungen für die Korrelationsfunktionen abgeleitet. Dies sind gekoppelte Integralglei-
chungen für die Gluonenergie, die dem inversen Gluon-Propagator entspricht, für den
Geist- und Coulomb-Formfaktor. Die analytischen Eigenschaften der Lösungen dieser Glei-
chungen bei asymptotisch großen und kleinen Energien haben wir ebenso wie die nume-
rischen Lösungen [13, 82, 83, 88, 115] ausführlich dargestellt. Dabei unterscheiden wir
zwischen subkritischen (infarot-endlichen) und kritischen (infrarot-divergenten) Lösun-
gen. Letztere sind im Einklang mit dem Gribov-Zwanziger-Confinementen-Szenario, da
sie die Horizont-Bedingung erfüllen und ein linear ansteigendes nicht-abelsches Coulomb-
Potential erzeugen können. Wir sind auf die Wahl der Renormierungskonstanten des Geist-
Formfaktors als wesentliche Randbedingung des Integralgleichungssystems eingegangen.
Diese legt fest, welche der – von der analytischen Infrarotanalyse vorhersagten – Lösun-
gen, realisiert wird.
Endliche Temperaturen haben wir auf zwei unterschiedliche Weisen eingeführt. In Kap. 4
geschah dies durch die Untersuchung des großkanonischen Ensembles der Yang-Mills-
Theorie im Hamiltonzugang. Hierbei haben wir für den Yang-Mills-Hamilton-Operator
in der Dichtematrix einen Ansatz in Form eines Einteilchenoperators verwendet. Der ther-
mische Erwartungswert der Energie wurde mit einer Quasiteilchen-Basis des gluonischen
Fockraums berechnet, die auf einem gaußschen Wellenfunktional für den Vakuumzustand
aufbaut. Den Ansatz für die Dichtematrix und für das Wellenfunktional haben wir durch
die Verwendung des Variationsprinzips für die freie Energie optimiert. Die sich hieraus
ergebenden Bewegungsgleichungen, die für verschwindende Temperatur die vorangegan-
genen Ergebnisse reproduzieren, haben wir sowohl analytisch im Hochtemperaturlimes,
als auch numerisch bei endlichen Temperaturen untersucht. Dabei konnten wir zeigen,
dass oberhalb einer kritischen Temperatur eine neue Lösung des gekoppelten Integral-
gleichungssystems für den Geist-Formfaktor und die Gluonenergie existiert. Diese Lösung
ist gekennzeichnet von einer infrarot-endlichen Gluonenergie, deren effektive Masse mit
steigender Temperatur zunimmt, und einem infrarot-divergenten Geist-Formfaktor, der
gegenüber der T = 0 Lösungen einen verringerten Infrarotexponenten aufweist. In den
numerischen Rechnungen zeigt sich ein markanter Übergang des Infrarotverhaltens der
Korrelationsfunktionen von den T = 0 Lösungen zu dem Hochtemperaturverhalten. Die-
se Änderung haben wir mit dem Deconfinement-Phasenübergang identifiziert und eine
kritische Temperatur von Tc = 290 MeV für die Eichgruppe SU(2) bestimmt.
Alternativ zur Betrachtung des großkanonischen Ensembles haben wir in Kap. 5 endliche
Temperaturen durch Kompaktifizierung einer räumlichen Dimension eingeführt. Dadurch
ist die gesamte Temperaturabhängigkeit in dem Grundzustand der Yang-Mills-Theorie
auf der räumlichen Mannigfaltigkeit R2 × S1(L) enthalten, wobei die inverse Länge der
kompaktifizierten Dimension der Temperatur entspricht. Das zugehörige Wellenfunktional
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des Grundzustandes haben wir durch das Variationsprinzip mit einem verallgemeinerten
gaußschen Ansatz, der zwei verschiedene Variationskerne für die Freiheitsgrade parallel
und orthogonal zu der kompaktifizierten Dimension berücksichtigt, bestimmt. Wir konnten
analytisch zeigen, dass die entsprechenden Bewegungsgleichungen für die Gluonenergien
und den Geist-Formfaktor das korrekte Null-Temperaturverhalten besitzen und sich für
unendlich große Temperaturen – in Übereinstimmung mit der Dimensionalen-Reduktion
– auf die Gleichungen einer 2 + 1 dimensionalen Theorie reduzieren. Die numerischen
Lösungen dieser Gleichungen zeigen einen kontinuierlichen Übergang von dem Hochtem-
peraturverhalten mit dem Infrarotverhalten der d = 2 dimensionalen Theorie bei T = 0
und dem Potenzverhalten mit dem Infrarotexponenten der dreidimensionalen Lösung bei
T = 0.
Mit dem effektiven Potential des Polyakov-Loops haben wir in Kap. 6 einen Ordnungs-
parameter des Deconfinement-Phasenübergangs im Hamiltonzugang untersucht. Hierfür
haben wir die Energiedichte durch eine Verallgemeinerung des Variationszugangs in An-
wesenheit eines Hintergrundfeldes abgeleitet. Das effektive Potential bei endlichen Tem-
peraturen haben wir aus der Energiedichte durch Kompaktifizierung einer räumlichen
Dimension und mit Hilfe der zuvor bestimmten Vakuumlösungen für die Gluonenergie
und den Geist-Formfaktor berechnet. Aus dem Temperaturverlauf des Minimums des ef-
fektiven Potentials und dem Wert des Polyakov-Loops ergaben sich sowohl die kritischen
Temperaturen Tc ≈ 269 MeV und Tc ≈ 283 MeV für die Eichgruppen SU(2) und SU(3),
als auch die korrekten Ordnungen der Phasenübergänge. Diese Betrachtungen ermögli-
chen einen Einblick in die qualitativen Vorgänge beim Phasenübergang und verknüpfen
die eichabhängigen Korrelationsfunktionen mit einem Ordnungsparameter.
Sowohl die Untersuchungen mit dem großkanonischen Ensemble, als auch mit einer kom-
paktifizierten räumlichen Dimension haben gezeigt, dass im Hamiltonzugang erfolgreich
endliche Temperaturen eingeführt werden können und ein Deconfinement-Phasenübergang
auftritt. Die kritischen Temperaturen sind untereinander und mit den Ergebnissen aus
Gitterrechungen vergleichbar. Der Zugang mit einer kompaktifizierten Dimension ist kon-
zeptionell vorteilhaft, da keine Näherung für die Dichtematrix erforderlich ist. Jedoch ist
die numerische Bestimmung der Bewegungsgleichungen auf der räumliche Mannigfaltigkeit
R
2 × S1(L) aufgrund der gebrochenen O(3) Symmetrie aufwändiger.
Es gibt zahlreiche Ansatzpunkte für bereits laufende bzw. zukünftige Projekte. Die Lö-
sungen der Bewegungsgleichungen des Hamiltonzugangs auf der kompaktifizierten räum-
lichen Mannigfaltigkeit R2 × S1(L) sind die Basis für eine vollständig konsistente Berech-
nung des effektiven Potentials des Polyakov-Loops. Ausgehend hiervon können thermo-
dynamische Größen, wie der Druck der Yang-Mills-Theorie, bestimmt werden. Das effek-
tive Potential des Polyakov-Loops stellt außerdem einen vielversprechenden Zugang zum
Phasendiagramm der vollen QCD – unter Berücksichtigung von Quarks – bei endlichen
Dichten und Temperaturen dar [137]. Im Hamiltonzugang zur reinen Yang-Mills-Theorie
fehlen noch Ergebnisse für die elementaren Propagatoren, die das Niveau der Rainbow-
Ladder-Näherung verlassen. Um diese Aufgabe zu bewältigen, wurden bereits die Vertex-
Gleichungen des Hamiltonzugangs analytisch und numerisch untersucht [47–49, 89]. Eine
selbstkonsistente Hinzunahme dieser Bewegungsgleichungen zu den Gleichungen für die
Korrelationsfunktionen fehlt bisher, ist aber für die Überprüfung des Einflusses der ge-
tätigten Näherungen wünschenswert. Welche Effekte bei endlichen Temperaturen in den
Korrelationsfunktionen in Coulomb-Eichung auf dem Gitter beobachtet werden, ist Ge-
genstand aktueller Projekte [138].
Entscheidende Schritte für eine Erweiterung des Variationszugangs zur hamiltonschen
Formulierung der QCD sind bereits getätigt [139–141]. Jedoch steht die Berechnung der
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nicht-perturbativen Quark-Eigenschaften mit der Rückkopplung an den gluonischen Sektor
– auf den wir in dieser Arbeit den Fokus gelegt haben – aus. In [79] wurde der Variations-
zugang für die Untersuchung der Korrelationsfunktionen der SU(N) Yang-Mills-Theorie
in Landau-Eichung verwendet. Ausgehend von der effektiven Wirkung wurden hierzu In-
tegralgleichungen für den Geist-Formfaktor und die Gluonenergie abgeleitet. Nach Renor-
mierung und Durchführung der Infrarotanalyse konnten diese Gleichungen, basierend auf
den hier beschriebenen Methoden, numerisch gelöst und mit Gitterrechungen in Landau-
Eichung verglichen werden. Auch dieser kovariante Variationszugang wurde bereits auf
endliche Temperaturen erweitert [142].
Schließlich wollen wir festhalten, dass die Berechnung von Integralgleichungssystemen,
wie sie im Rahmen des Hamiltonzugangs auftreten, eine numerische Aufgabe ist, die häufig
bei den Kontinuumsmethoden der Quantenfeldtheorie vorkommt. Dies gilt beispielsweise
auch für die Zugänge basierend auf den Dyson-Schwinger- und Renormierungsgruppen-
Gleichungen in den verschiedenen Eichungen. Während die Problemstellung vergleichs-
weise einfach ist, ist der Weg zur numerischen Lösung oft beschwerlich. Dies hängt unter
anderem mit der komplizierten analytischen Form der Gleichungen, aber auch mit den
zahlreichen technischen Parametern zusammen, die bei den Lösungsroutinen, die wir im
Anh. B exemplarisch darstellen, eine Rolle spielen. Um bei der Untersuchung derartiger
Gleichungen den Schwerpunkt nicht auf die Numerik legen zu müssen, gibt es bereits Pro-
grammiergerüste, um die notwendigen Schritte möglichst zu automatisieren [108, 143].
Daran anknüpfend wäre ein noch universelleres und leichter zugängliches Werkzeug wün-
schenswert, das einen Teil der immer wiederkehrenden numerischen Arbeit standardisiert.
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In diesem Anhang präsentieren wir grundlegende numerische Methoden zur Interpolation
und Integration von Funktionen. Diese finden insbesondere Anwendung bei der Lösungs-
methode für die Dyson-Schwinger-Gleichungen, die wir in Anh. B besprechen.
A.1. Interpolation mit Tschebyschow-Polynomen
Um eine analytisch unbekannte Funktion f(x) numerisch darzustellen, ist es notwendig
diese Funktion auf eine endliche Anzahl diskreter Funktionswerte {f(xi)} an Stützstellen
{xi} zu beschränken. Aus diesen diskreten Werten kann mittels einer Interpolationsmetho-
de wieder eine kontinuierliche Funktion f˜(x) ≈ f(x) erzeugt werden, die die ursprüngliche
Funktion approximiert. In diesem Abschnitt fassen wir die wichtigsten Gleichungen für
die Tschebyschow-Interpolation1 zusammen.
A.1.1. Tschebyschow-Polynome
Die Tschebyschow-Polynome erster Art Tn(x) sind definiert durch [144]
Tn(x) := cos(nθ), x = cos(θ) ∈ [−1, 1] , θ ∈ [0, pi]. (A.1)
Sie erfüllen die Rekursionsbeziehung
Tn+1(x) = 2xTn(x)− Tn−1(x) (A.2)
mit der Anfangsbedingung T0(x) = 1 und T1(x) = x. Aus der Beziehung (A.2) folgt, dass
Tn(x) ein Polynom der Ordnung n ist. Diese Polynome haben vielfältige Anwendungen in
der Numerik und der Mathematik, siehe z.B. [144, 145].
Ein Tschebyschow-Polynom Tn(x) hat im Intervall [−1, 1] n-Nullstellen bei
xi = cos
(
i+ 1/2
n
pi
)
, i = 0, . . . , n− 1 . (A.3)
Diese Nullstellen werden auch Tschebyschow-Knoten genannt und sind beliebte Stützstel-
len für Interpolationspolynome, da sie Runges-Phänomen minimieren [144].
Im offenen Intervall (−1, 1) besitzt Tn(x) n − 1 Extrema (mit waagrechter Tangente)
bei
xi = cos
(
i+ 1
n
pi
)
, i = 0, . . . , n− 2. (A.4)
Da auch die Randwerte x = ±1 extremal sind, hat Tn in [−1, 1] n+ 1-Extrema bei
xi = cos
(
i
n
pi
)
, i = 0, . . . , n . (A.5)
Eine besondere Eigenschaft der Tschebyschow-Polynome ist, dass alle Extrema den Wert
Tn(xi) = ±1 haben.
1Alternative Schreibweisen sind: Tschebyscheff, Tschebyschev oder Chebychev.
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A.1.2. Tschebyschow-Interpolation
Die Tschebyschow-Polynome bilden mit der Gewichtsfunktion w(x) = 1/
√
1− x2 auf dem
Intervall [−1, 1] ein orthogonales Funktionensystem. Daher kann eine Funktion f(x) auf
[−1, 1] wie folgt entwickelt werden
f(x) =
∞∑′
n=0
anTn(x) , (A.6)
wobei
∑′ kennzeichnet, dass der n = 0 Term in der Summe halbiert werden muss. Die
Entwicklungskoeffizienten an sind mit der Gewichtsfunktion w(x) gegeben durch das innere
Produkt
an =
2
pi
∫ 1
−1
dx 1√
1− x2 f(x)Tn(x) ≡
2
pi
∫ pi
0
dθ f(cos(θ))Tn(cos(θ)). (A.7)
Die Nte-Partialsumme der Reihe (A.6) ist ein Interpolationspolynom
f˜(x) =
N−1∑′
n=0
anTn(x) (A.8)
für die Funktion f(x). Die Entwicklungskoeffizienten an können berechnet werden durch
an =
2
N
N−1∑
k=0
f(xk)Tn(xk) (A.9)
mit den Funktionswerten f(xk) an den Tschebyschow-Knoten xk (A.3).2 [144, 146] Die
Summe (A.8) kann für beliebige x ∈ [−1, 1] effektiv mit dem Clenshaw-Algorithmus aus-
gewertet werden [146]. An den Knoten xi (A.3) ist das Interpolationspolynom (A.8) exakt
[144]. Gl. (A.9) und Gl. (A.8) sind die Grundlage für eine Darstellung der Funktion f(x)
durch Tschebyschow-Polynome.
A.2. Numerische Integration
In diesem Abschnitt werden wir eine Übersicht über grundlegende Methoden der numeri-
schen Integration geben, die dazu dienen den Wert des Integrals
I[f ] :=
∫ b
a
dx f(x) (A.10)
zu berechnen. Der Integrand f(x) sei eine beliebige, Riemann-integrierbare Funktion und
das Intervall [a, b] endlich. Alle hier dargestellten Quadraturregeln ersetzen das analytische
Integral (A.10) durch eine endliche Summe
∫ b
a
dxf(x) ≈
N−1∑
i=0
wif(xi) , xi ∈ [a, b] (A.11)
über gewichtete Funktionswerte f(xi). Die Gewichte {wi} und Knoten {xi} unterscheiden
sich je nach Quadraturregel. Wenn die Endpunkte des Intervalls [a, b] als Knoten ver-
wendet werden, wird die Quadraturregel geschlossen und andernfalls offen genannt. Wir
2Diese Formel für das Integral (A.7) entspricht einer diskrete Kosinustransformation (DCT-II), bzw. kann
auch durch die Verwendung der Trapezregel abgeleitet werden.
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diskutieren für die Wahl der Gewichte wi und für die Verteilung der Knoten xi drei Verfah-
ren: Newton-Cotes-, Gauß- und Fejér-Clenshaw-Curtis-Integration. Dabei ist zu beachten,
dass die beiden zuletzt genannten Methoden nur auf dem Intervall [−1, 1] definiert sind
und das Integral (A.10) deshalb vor Anwendung der Quadraturregeln ggf. transformiert
werden muss. Dies kann z.B. durch die affine Variablentransformation
s(x) = 2x
b− a −
a+ b
b− a, s(x) ∈ [−1, 1] (A.12)
geschehen.
Der Fehler, der durch die Diskretisierung (A.11) des analytischen Integrals entsteht, ist
E[f ](N) :=
∫ b
a
dxf(x)−
N−1∑
i=0
wif(xi) . (A.13)
Das Verhalten des Fehlers E[f ](N), als Funktion der Stützstellen N , ist für N → ∞
von der Quadraturregel und dem Integranden abhängig. Wie das Folgende zeigt, kann
eine Methode gewählt werden, die bereits bei endlichem N das Integral exakt bestimmt.
Für weitere Details zu den Integrationsmethoden und deren theoretischem Fehlerverhalten
verweisen wir auf [147, 148].
Newton-Cotes Methoden mit einer äquidistanten Verteilung der Stützstellen xi im Inter-
vall [a, b] werden Newton-Cotes-Quadraturregeln genannt. Geschlossene Regeln der Ord-
nung N haben N + 1 Knoten bei
xi = a+ hi , h :=
b− a
N
, i = 0, . . . , N (A.14)
mit der Schrittweite h. Für die Berechnung der Gewichte wi wird der Integrand f(x) durch
Lagrange-Polynome li(x) approximiert
f(x) ≈
N∑
i=0
li(x)f(xi) , (A.15)
wobei die äquidistanten Knoten xi als Stützstellen der Polynome verwendet werden. Mit
der Darstellung (A.15) für den Integranden f(x) gilt für das Integral (A.10) die folgende
Näherung ∫ b
a
dx f(x) ≈
N∑
i=0
f(xi)
∫ b
a
dx li(x) =
N∑
i=0
f(xi)wi , (A.16)
wobei die Gewichte definiert sind durch
wi :=
∫ b
a
dx li(x) . (A.17)
Für die Ordnung N = 1 folgt aus (A.16) die bekannte Trapezregel∫ b
a
dx f(x) = b− a2 [f(a) + f(b)] . (A.18)
Die Trapezregel approximiert den Integranden linear im Intervall [a, b] und ist somit exakt
für Polynome der Ordnung 1. Allgemein ist die Newton-Cotes-Quadratur der Ordnung N
exakt für Polynome Nter Ordnung. Weitere bekannte geschlossene Regeln sind zum Bei-
spiel Simpson’s (N = 2) und Boole’s (N = 3), welche exakt für quadratische, bzw. kubische
Integranden sind. Die einfachste offene Newton-Cotes-Methode ist die Mittelpunkts-Regel.
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Für hohe Ordnungen N sind die Gewichte wi nicht länger positiv. Dies ist eine Folge
von Runges-Phänomen, d.h. die Interpolation (A.15) beginnt an den Rändern stark zu
oszillieren und die Summation über die mit wi gewichteten Funktionswerte ist numerisch
instabil. Für die Integration von Funktionen, bei der eine große Zahl von Knoten xi erfor-
derlich ist, werden daher zusammengesetzte Newton-Cotes-Regeln verwendet. Hierbei wird
[a, b] in M Intervalle unterteilt und in jeder Unterteilung die gleiche Newton-Cotes-Regel
einer niedrigeren Ordnung N verwendet.3 Dadurch bleiben die Gewichte auch bei einer
großen Anzahl von Stütztstellen positiv. Die wichtigste Variante ist die zusammengesetzte
Trapezregel∫ b
a
dxf(x) =
Nz−1∑
i=0
wif(xi), wi = h− 12
(
δ0i − δ(Nz−1)i
)
, xi = a+ hi, h =
b− a
Nz − 1
(A.19)
mit MN + 1 = Nz Knoten im Intervall [a, b].
Newton-Cotes-Regeln haben bei gleicher Knotenanzahl eine geringerer Genauigkeit wie
die nächsten beiden Methoden. Sie sind aber für alle (Riemann-integrierbare) Integranden
f(x) einsetzbar und eignen sich, wegen der Gleichverteilung der Stützstellen, besonders
für adaptive Intergrationverfahren. In dieser Arbeit sind einige Integrationen mit einer
adaptiven Simpson-Regel oder Mittelpunkts-Regel durchgeführt worden.
Gauß-Quadratur Bei der Gauß-Quadratur betrachten wir das verallgemeinerte Integral
I[f ] =
∫ 1
−1
dx f(x)w(x) (A.20)
mit der Gewichtsfunktion w(x).4 Für die Integration wird die Funktion f(x) in bezüglich
w(x) orthogonale Polynome Θn(x) entwickelt. Die Position der Knoten xi und die Ge-
wichte wi werden dahingehend optimiert, dass eine Quadraturregel der Ordnung N für
Polynome der Ordnung 2N − 1 exakt ist [147]. Nach dem Fundamentalen Satz der Gauß-
Integration [146] sind diejenigen Knoten optimal, die den Nullstellen der orthogonalen
Polynome Θn(x) entsprechen. Knoten und Gewichte sind somit von der Gewichtsfunkti-
on w(x) abhängig. Die Stützstellen {xi} der Gauß-Integration sind nicht äquidistant im
Intervall [−1, 1] verteilt und in jeder Ordnung N verschieden. Im Gegensatz zur Newton-
Cotes-Intergration sind die Gewichte wi jedoch positiv.
Die Gauß-Legendre Integration ist die bekannteste Variante der Gauß-Quadratur. Sie
ergibt sich für w(x) = 1, womit die Legendre-Polyonome Pn(x) die orthogonalen Polynome
sind. Die Knoten xi sind die Nullstellen von Pn(x) und die Gewichte wi ergeben sich aus
[148]
wi =
2
(1− x2i )P ′n(xi)
. (A.21)
Für ein numerisches Verfahren zur (näherungsweisen) Bestimmung der Knoten und Ge-
wichte verweisen wir auf [146].
Andere Gauß-Qaudraturregeln sind z.B. die Gauß-Tschebyschow (w(x) = 1/
√
1− x2)
oder die Gauß-Laguerre Quadratur (w(x) = e−x). Erstere verwendet die Tschebyschow-
Polynome als orthogonale Polynome, letztere die Laguerre-Polynome (auf [0,∞)). Durch
die Wahl einer bestimmten Gewichtsfunktion können zum Beispiel integrable Singulari-
täten des Integranden aufgenommen werden und eine bessere Genauigkeit mit weniger
Stützstellen erreicht werden.
3Werden verschiedene Newton-Cotes “Basis”-Regeln verwendet, ist die Genauigkeit durch die Methode
mit der schlechtesten Ordnung beschränkt [146].
4Jeder Integrand f(x) kann aufgeteilt werden in f(x) ≡ g(x)w(x).
144
A.2. Numerische Integration
Fejér-Clenshaw-Curtis-Quadratur Eine weitere Möglichkeit zur numerischen Integrati-
on ist die Fejér-Clenshaw-Curtis-Quadratur [149], die auf den Tschebyschow-Polynomen
basiert und in den letzten Jahren neue Entwicklungen beschritten hat [150]. In der Pra-
xis haben diese Methoden ein mit der Gauß-Quadratur vergleichbares Konvergenzverhal-
ten [151].
Ausgangspunkt der Fejér-Clenshaw-Curtis-Quadratur ist die Darstellung des Integran-
den f(x) im Intervall [−1, 1] in Tschebyschow-Polynome Tn(x). Ist diese Entwicklung be-
kannt, dann ist das Integral der Funktion f(x) gegeben durch∫ 1
−1
dxf(x) =
∫ 1
−1
dx
∞∑
i=0
aiTi(x) = a0 +
∞∑
i=0
2a2i
(1− 4i2) . (A.22)
Die Koeffizienten an der Tschebyschow-Entwicklung sind ihrerseits durch das Integral (A.7)
bestimmt. Mit Hilfe der Darstellung (A.9) für an kann (A.22) in Form einer Quadraturregel∫ 1
−1
dxf(x) ≈
N−1∑
i=0
wif(xi) (A.23)
geschrieben werden. Die drei wichtigsten Varianten der Fejér-Clenshaw-Curtis-Quadratur
unterscheiden wir anhand der Knoten xi:
• Clenshaw-Curtis-Regel
Die Clenshaw-Curtis-Regel ergibt sich für die Wahl der Knoten an den N -Extrema
xi = cos (θi) , θi =
i
N − 1pi , i = 0, . . . , N − 1 (A.24)
des Tschebyschow-Polynoms TN−1(x) mit Randpunkten bei x = ±1. Die Gewichte
wi sind gegeben durch [148, 150]
wi =
2
N − 1
(N−1)/2∑
j=0
′′ 1
1− 4j2 cos
( 2ji
N − 1pi
)
. (A.25)
Hier bedeutet ′′, dass der erste und letzte Term in der Summe halbiert werden muss.
Die Clenshaw-Curtis-Methode ist eine geschlossene Intergrationsregel.
• Fejérs erste Regel
Mit den N Nullstellen des Tschebyschow-Polynoms TN [vergl. (A.3)]
xi = cos (θi) , θi =
i+ 1/2
N
pi , i = 0, . . . , N − 1 (A.26)
als Stützstellen ergeben sich die Gewichte [147, 150]
wi =
4
N
N/2∑
j=0
′ 1
1− 4j2 cos (2jθi) . (A.27)
Diese Wahl wird Fejérs erste Regel genannt und ist eine offene Quadraturmethode.
• Fejérs zweite Regel
Schließlich folgt Fejérs zweite Regel mit den Stützstellen an den N Extrema von
TN+1(x) im Intervall (−1, 1)
xi = cos (θi) , θi =
i+ 1
N + 1pi , i = 0, . . . , N − 1 (A.28)
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Abbildung A.1.: Der relative Fehler ∆E[f ](N) der verschiedenen Intergrationsregeln als
Funktion der Zahl der StützstellenN für das Winkelintegral (A.30) und
für die Fälle α ∈ {0.3, 0.6.1., 1.9} im doppel-logarithmischen Plot.
mit den Gewichten [147, 150]
wi =
4 sin(θi)
N + 1
(N−1)/2∑
j=0
1
2j + 1 sin ((2j + 1)θi) . (A.29)
Auch dies ist eine offene Quadraturregel.
Diese Quadraturregeln sind zusammen mit der Darstellung von numerischen Funktionen
durch eine Tschebyschow-Interpolation besonders interessant, da die Funktionswerte an
den Stützstellen bereits bekannt sind.
A.2.1. Numerischer Test der Integrationsmethoden
Für einen numerischen Test der Intergrationsregel verwenden wir ein Winkelintegral der
Form
I =
∫ pi
0
dθ sin(θ)3
( 1
1 + cos θ
)α
. (A.30)
Es existiert für α < 2 und hat den analytischen Wert I = 23−α/(6 − 5α + α2). Für
1 < α < 2 hat der Integrand an der oberen Grenze des Integrationsbereiches eine inte-
grable Singularität, da er sich dort wie 1/(pi− θ)2α−3 verhält. In Abb. A.1 ist der relative
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Fehler ∆E(N) = E[f ](N)/I[f ] des numerisch ausgewerteten Integrals für die Methoden
Fejérs erste Regel, Fejérs zweite Regel, Gauss-Legendre und Gauss-Tschebyschow darge-
stellt. Diese Ergebnisse, wie auch detaillierte Untersuchungen [152], zeigen, dass Fejérs
zweite Regel das schlechteste Konvergenzverhalten hat, während Fejérs erste Regel mit
der Genauigkeit der Gauß-Legendre und Gauß-Tschebyschow-Quadratur vergleichbare Re-
sultate liefert. Insbesondere wenn an dem Rand des Intergrationgebietes eine integrable
Singularität vorhanden ist, erweist sich Fejérs erste Regel als robuste Alternative zur
Gauss-Legendre-Quadratur.
147

B. Rezepte für Integralgleichungen
In diesem Anhang besprechen wir eine Methode zur numerischen Lösung von Integralglei-
chungen. Diese Methode [82, 95, 103–106] gehört seit einigen Jahren zum Handwerkszeug
beim Umgang mit Dyson-Schwinger-Gleichungen wie sie in dieser Arbeit auftreten. Sie
kann auf ein iteratives Nyström Verfahren [153] zurückgeführt werden. Eine umfassende
mathematische und numerische Aufarbeitung dieser Vorgehensweise bei Dyson–Schwinger
Gleichung hat jedoch nicht stattgefunden. Wir fassen in diesem Anhang die “Zutaten”
dieser Lösungsprozedur zusammen und gehen konkret auf deren Anwendung bei einer
Dyson–Schwinger Gleichung ein.
Allgemeine Lösungsverfahren für lineare und nicht-lineare Integralgleichungen sind z.B.
in [154, 155] zu finden.
B.1. Form der Integralgleichungssysteme
Alle Integralgleichungen in dieser Arbeit lassen sich zurückführen auf die Form
F (x) = g(x) +
∫ b
a
dy K(x, y, F ), (B.1)
wobei F (x) unbekannt ist, während K(x, y, F ) und g(x) vorgegebene Funktionen sind.
Der Kern K kann von der externen Variable x, der Integrationsvariable y und der un-
bekannten Funktion F abhängig sein. Diese Form der Integralgleichung wird Fredholm
Integralgleichung der 2. Art genannt. Falls der Kern K linear von der Funktion F abhängt
K(x, y, F ) ≡ K(x, y)F (y), (B.2)
heißt die Integralgleichung linear.
Für Gl. (B.1) werden wir auch in Kurzform
F (x) = I[F ](x) (B.3)
verwenden, wobei I[F ] die gesamte rechte Seite der Gleichung repräsentiert. Die nume-
rische Aufgabenstellung ist das Auffinden einer Lösung F (x) für gegebene Funktionen K
und g.
Die in dieser Arbeit vorkommenden Dyson-Schwinger-Gleichungen sind durch ihre Kon-
struktion hochgradig gekoppelte Gleichungen und in der Regel nicht-linear. Entsprechend
gilt dies auch für die hier zu behandelnden Integralgleichungen. Als Beispiel sei ein System
F1(x) = g1(x) +
∫ b
a
dy K1(x, y, F1, F2) , (B.4)
F2(x) = g2(x) +
∫ b
a
dy K2(x, y, F1, F2)
von zwei unbekannten Funktionen F1, F2 gegeben. Die Kopplung wird in diesem Fall durch
die Kerne K1 und K2 induziert, die von beiden Funktionen abhängig sind.1
1Oft ist die Abhängigkeit bezüglich einer Funktion linear, sodass wir schreiben können
K1(x, y, F1, F2) ≡ K1(x, y, F1)F2(y). (B.5)
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Formal können wir jedes System der Form (B.4) mit M verschiedenen, unbekannten
Funktionen Fi(x) in die Form
F(x) :=
 F1(x)...
FM (x)
 =
 g1(x)...
gM (x)
+

∫∞
0 dy K1(x, y,F)
...∫∞
0 dy KM (x, y,F)
 (B.6)
überführen und diese wieder kompakt schreiben als
F(x) = I[F ](x). (B.7)
Für die folgenden Betrachtungen können wir daher von dieser Form der Gleichung ausge-
hen und die Kopplung formal außer Acht lassen.
B.2. Darstellung der Integralgleichung
In diesem Abschnitt stellen wir die Integralgleichung (B.1) bzw. das Integralgleichungs-
system (B.7) auf eine für numerische Verfahren geeignete Weise dar. Hierfür diskretisieren
wir das auftretende Integral sowie die unbekannte Funktion.
B.2.1. Diskretisierung des Integrals
Wir verwenden die Nyström Methode [153] und ersetzten das Integral in Gl. (B.1) durch
eine numerische Quadraturregel [Abschn. A.2]2
∫ b
a
dy K(x, y, F ) ≈
Nx−1∑
j=0
wjK(x, yj , F ) (B.8)
mit Nx Gewichten {wj} und Knoten {yj}. Wir vernachlässigen hier den Fehler, der durch
die Verwendung einer diskreten Integrationsmethode entsteht. Die Integralgleichung lautet
jetzt
F (x) = g(x) +
Nx−1∑
j=0
wjK(x, yj , F ). (B.9)
Im nächsten Stritt fordern wir die Gültigkeit dieser Gleichung an N äußeren Stützstellen
{xi} ⊂ [A,B]
F (xi) = g(xi) +
Nx−1∑
j=0
wjK(xi, yj , F ), (B.10)
wobei das Intervall [A,B] nicht mit dem Intervall der Integration übereinstimmen muss.
Gl. (B.10) ist ein Gleichungssystem für N diskrete Werte Fi ≡ F (xi) der gesuchten Funk-
tion. Insbesondere für nicht-lineare Kerne ist dieses System nicht geschlossen, da die Funk-
tion F (x) auf der rechten Seite von Gl. (B.10) an Punkten ausgewertet wird, die auf der
linken Seite nicht vorkommen. Dies kann auch nicht durch geeignete Wahl der Stützstel-
len xi bzw. der Integrationsknoten yi oder zusätzliches Tabellieren von Funktionswerte
von F umgangen werden. Mit einer geeigneten Darstellung der Funktion F außerhalb der
Stützstellen {xi} muss das System (B.10) vervollständigt werden.
Dies erweitert die Möglichkeiten der Lösungsalgorithmen.
2Ggf. nach einer geeigneten Variablentransformation des Intervalls [a, b] [vergl. (A.12)].
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B.2.2. Darstellung der unbekannten Funktion
Die unbekannte Funktion F (x) kann auf dem Intervall [A,B] in ein bekanntes Funktio-
nensystem entwickelt werden. Häufig wird hierfür eine Tschebyschow-Entwicklung
F (x) =
∞∑
n=0
′anTn(s(x)) (B.11)
verwendet [vgl. Anh. A], wobei Tn(x) die Tschebyschow-Polynome sind und die Funktion
s(x) das Intervall [A,B] auf [−1, 1] [vergl. (A.12)] transformiert. Mit dieser Darstellung
von F (x) lässt sich die Integralgleichung (B.10) schreiben als
N−1∑
n=0
anTn(s(xi)) = g(xi) +
Nx−1∑
j=0
wjK
(
xi, yj ,
N−1∑
n=0
anTn(s(yj))
)
. (B.12)
Diese Methode überführt die Integralgleichung in ein Gleichungssystem für die N Ent-
wicklungskoeffizienten an, statt für die Funktionswerte Fi.
Eine Darstellung wie in Gl. (B.11) kann aber auch ausschließlich als Interpolationsme-
thode verwendet werden, um die Funktion außerhalb der Stützstellen {xi} fortzusetzen
und um das ursprüngliche Gleichungssystem (B.10) zu vervollständigen. In diesem Fall
werden die Koeffizienten an durch die N Funktionswerte Fi an den (auf das Intervall
[A,B] transformierten) Tschebyschow-Knoten (A.3) bestimmt.
Eine nicht-differenzierbare Alternative zur Verwendung von Tschebyschow-Polynomen
ist eine stückweise lineare Interpolation
F (x) = F (xi+1) +
F (xi+1)− F (xi)
xi+1 − xi (x− xi), x ∈ [xi, xi+1] (B.13)
zwischen zwei tabellierten Funktionswerten Fi und Fi+1.
Der Vorteil eines solchen Verfahrens ist, dass die Stützstellen xi der Funktion F im Inter-
vall [A,B] frei gewählt werden können. Insbesondere können für im Intervall [A,B] = [a, b]
die Gleichen Stützstellen wie bei der Quadraturregel verwendet werden. Ein solches Vorge-
hen kann durch die Verwendung eines Spline-Verfahrens [146], das die Differenzierbarkeit
des Interpolationspolynoms an den Knoten xi gewährleistet, verbessert werden.
Bisher beschränkt sich die Darstellung der Funktion F (x) auf das Intervall [A,B], in-
dem Funktionswerte Fi durch die Integralgleichung (B.10) bestimmt werden. Es ist unter
Umständen unvermeidbar, dass die rechte Seite der Intergralgleichung diesen Darstellungs-
bereich verlässt und die Funktion in Bereiche außerhalb von [A,B] extrapoliert werden
muss.
Eine triviale sowie stetige, aber nicht differenzierbare Extrapolation ist
F (x) =
{
F (x0) x ≤ x0
F (xN−1) x ≥ xN−1,
(B.14)
wobei x0 und xN−1 jeweils die letzten Stützstellen vor dem Ende des Intervalls [A,B]
sind. Wenn das asymptotische Verhalten F<,>(x) der Funktion F (x) bekannt ist, kann
die Fortsetzung
F (x) =
{
F<(x) x ≤ x0
F>(x) x ≥ xN−1
(B.15)
verwendet werden. Die asymptotischen Funktionen F<,>(x) können Parameter enthalten,
die von den Stützstellen der Funktion im Intervall [A,B] bestimmt werden. Diese beiden
Methoden der Extrapolation erzeugen in der Regel Funktionen, die an den Punkten x0
und xN−1 nicht differenzierbar sind.
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B.3. Lösungsmethoden
In diesem Abschnitt besprechen wir Lösungsmethoden für die Integralgleichung, die zusam-
men mit einer Interpolation- und Extrapolationsmethode (z. B. Gl. (B.13) und Gl. (B.14))
geschlossen ist.
B.3.1. Lineare Kerne
Für lineare Integralgleichungen der Form (B.2) kann durch Verwendung der gleichen Stütz-
stellen für die Integration und die Darstellung der unbekannten Funktion F (x),
xi = yi, N = Nx, (B.16)
ein geschlossenes Gleichungssystem aufgestellt werden. Dies überführt die Intergralglei-
chung (B.10) in
Fi = gi +
N−1∑
j=0
wjKijFj , i = 0, . . . , N − 1 (B.17)
mit den Definitionen Fi := F (xi), gi := g(xi) und Kij := K(xi, yj). Dieses System linearer
Gleichungen kann in Matrixnotation geschrieben werden als
F = g + K˜F , K˜ij := wjKij . (B.18)
Eine Lösung der Integralgleichung folgt für einen beliebigen Vektor g durch Invertieren
der Matrix (1− K˜)
F = (1− K˜)−1g . (B.19)
Entsprechende Methoden werden in [146, 154, 155] besprochen.
B.3.2. Iterative Lösungsverfahren
Bei nicht-linearen Integralgleichungen gibt es die Möglichkeit iterative Verfahren zu ver-
wenden. Diese Methoden benötigen einen initialen Startwert, den wir mit F0(x) bezeich-
nen.
Als Konvergenzkriterium für den Abbruch der Iteration verwenden wir die Norm
||Fn+1 −Fn||max := max
i,j
{|Fn+1j (xi)− Fnj (xi)|}, (B.20)
die an die Maximumsnorm angelehnt ist. Diese kann auch modifiziert werden zu
||Fn+1 −Fn|| = max
i,j
{|Fn+1j (xi)− Fnj (xi)|/|Fnj (xi)|}, (B.21)
um den unterschiedlichen Größenordnungen in den gesuchten Lösungsfunktionen Rech-
nung zu tragen. Bei Unterschreitung einer Änderung ||Fn+1−Fn|| < ∆E beenden wir die
Iteration und betrachten das Ergebnis des letzten Iterationsschrittes als Lösung.
Relaxierte Fixpunktiteration Die Lösung ist ein Fixpunkt der Gl. (B.7). Daher kann
durch die Fixpunktiteration
Fn+1 = I[Fn] (B.22)
versucht werden eine Lösung zu erzeugen.
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Die Fixpunktiteration hat ein lineares Konvergenzverhalten, das unabhängig vom Start-
wert F0 ist, ist jedoch insbesondere bei gekoppelten Gleichungen nicht stabil. Durch die
Verwendung einer Relaxation
Fn+1 = (1− r)Fn + rI[Fn]
= r (I[Fn]−Fn) + Fn (B.23)
mit einem Parameter 0 < r ≤ 1 kann die Fixpunktiteration stabilisiert werden. Typische
Werte für r sind 0.1 ≤ r ≤ 0.6.
Newton-Verfahren Das Newton-Verfahren für das Auffinden einer Lösung xS der Glei-
chung 0 = f(x)− x ist definiert durch die Iteration
xn+1 = xn − f(x
n)
f ′(xn) . (B.24)
Das quadratische Konvergenzverhalten des Newton-Verfahrens ist nur dann realisiert,
wenn der Startwert x0 hinreichend nahe an der Lösung gewählt wird, f ′(xS) 6= 0 gilt,
sowie f ′′(xS) beschränkt ist. Bei einem schlecht gewählten Startwert ist es möglich, dass
die Iteration nicht konvergiert oder divergiert.
Die Verallgemeinerung von Gl. (B.24) für mehrdimensionale Gleichungen lautet xn+1 =
xn−J(xn)−1f(xn), mit der Jacobi-Matrix J . Diese Gleichung lässt sich umformulieren zu
xn+1 = xn −∆xn (B.25a)
J(xn)∆xn = f(xn), (B.25b)
wobei der Newton-Schritt ∆xn aus der Lösung der linearen Gleichung (B.25b) bestimmt
wird.
Die mehrdimensionale Newton-Iteration kann für die Bestimmung der Entwicklungsko-
effizienten an in Gl. (B.12) verwendet werden [105, 106]. Dabei wird eine Lösung der Glei-
chung 0 = I[F ]−F gesucht. Die Jacobi Matrix besteht aus den Ableitungen Jij = ∂I[F ](xi)∂aj ,
wobei xi die Tschebyschow-Knoten3 sind.
Es ist zu beachten, dass für die Newton-Iteration die Ableitung der Funktion f(x) be-
stimmt werden muss und dies bei mehrdimensionalen Problemen aufwendig sein kann.4
Das Newton-Verfahren kann durch Einführung einer Relaxation auf “schlechtere” Start-
werte erweitert werden [106].
Steffensen’s Methode Steffensen’s Methode [156] ist dem Newton-Verfahren ähnlich,
kommt jedoch ohne Ableitungen aus, indem diese durch einen Differenzenquotient ersetzt
werden. Das Konvergenzverhalten dieser Methode ist ebenfalls quadratisch, jedoch an ähn-
liche Bedingungen bezüglich des Startpunktes geknüpft wie beim Newton-Verfahren. Für
die Verwendung bei Dyson-Schwinger-Gleichungen schlagen wir eine relaxierte Variante
Fn+1 = Fn + (I[F
n]−Fn)2
2I[Fn]− I[r (I[Fn]−Fn) + Fn]−Fn (B.26)
mit einem Parameter 0 < r ≤ 1 vor. Für dieses Verfahren muss eine vorangegangene Itera-
tion zusätzlich gespeichert werden. Vergleichbares ist bereits in der Literatur beschrieben
[157].
3Oder die Knoten einer anderen geeigneten Entwicklung in ein Funktionensystem.
4Die Ableitungen der durch die Tschebyschow-Interpolation dargestellten Funktionen F nach den Ent-
wicklungskoeffizienten kann jedoch analytisch berechnet werden: ∂F (x)
∂an
= Tn(x), (0 ≤ n ≤ N − 1).
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B.4. Dyson-Schwinger-Gleichung in d Dimensionen
Die vorherigen Betrachtungen konkretisieren wir jetzt Anhand einer Dyson-Schwinger-
Gleichung in d räumlichen Dimensionen. Dabei beschränken wir uns auf ein einfaches
Einschleifenintegral im Impulsraum in der Form
F−1(k) = c+
∫
d¯dq f(k,q)F (q + k)F (q), (B.27)
wobei F (k) eine Zweipunktfunktion und f(k,q) eine Funktion der Impulsvektoren ist.
Das archetypische Beispiel für eine solche Intergralgleichung ist die Dyson-Schwinger-
Gleichung für den Geist-Propagator G(q) [vergl. (3.13)]
G−1(k) = 1
g2
+ I(k), I(k) ∼
∫
d¯dq [1− (kˆqˆ)2]G(q + k)D(q),
die zusätzlich an den Gluon-Propagator D(q) gekoppelt ist.
B.4.1. Schleifenintegral in d Dimensionen
In Rd und bei räumlicher Homogenität können wir annehmen, dass die unbekannte Zwei-
punktfunktion nur vom Betrag des Arguments abhängt, sodass wir schreiben können5
F (k) ≡ F (|k|) =: F (k) . (B.29)
Das Gleiche gilt auch für die Impulsabhängigkeit des Schleifenintegrals in Gl. (B.27), das
wir mit der Abkürzung
s(k, q, θ) := |q + k| =
√
k2 + q2 + 2kq cos θ (B.30)
für das Skalarprodukt schreiben können als
I(k) ≡
∫
d¯dq f(k, |q|, θ)F (s(k, q, θ))F (|q|), (B.31)
wobei θ der Winkel zwischen dem externen Impuls k und dem Schleifenimpuls q ist.
Wir führen im Impulsraum d dimensionale Kugelkoordinaten ein. Ohne Beschränkung
der Allgemeinheit können wir das Koordinatensystem so wählen, dass bis auf θ alle anderen
Winkel ausintegriert werden können. Somit kann das Integral (B.31) in Kugelkoordinaten
geschrieben werden als
I(k) = pi
d/2
Γ[d/2]
∫ ∞
0
dq qd−1
∫ pi(1+δd2)
0
dθ sin(θ)d−2 f(k, q, θ)F (s(k, q, θ))F (q) . (B.32)
Die Schleifenintegrale sind im Allgemeinen divergent. Zur Regularisierung führen wir daher
einen UV-Cutoff Λ und zusätzlich einen Infrarot-Cutoff λ ein.6 Dadurch ist es möglich den
Integrationsbereich auf eine logarithmische Skala zu transformieren7
x(q) := log10(q), dq = ln(10) 10x dx, (B.33)
5Eine alternative Konvention, die Abhängigkeit vom Betrag zu definieren, ist Folgende:
F (|k|) =: F (k2). (B.28)
Verwendet man weiterhin für das Quadrat des Impulses die Definition x := q2, lassen sich die auf-
tretenden Wurzeln eliminieren. Wir verzichten auf ein Umschreiben in diese Form und belassen die
Impulsabhängigkeit in ihrer natürlichen Form.
6Der Infrarot-Cutoff λ kann auch als Infrarot-Regulator bei eventuell vorhandenen infrarot Divergenz
genutzt werden.
7Hier wird eine logarithmische Skala zur Basis 10 verwendet. Eine andere Wahl, wie z.B. der natürliche
Logarithmus, ist auch möglich.
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was insbesondere für infrarot-divergente Formfaktoren nützlich ist. Nach der Transforma-
tion (B.33) lautet das Schleifenintegral
I(k) = pi
d/2
Γ[d/2] ln(10)
∫ log10 Λ
log10 λ
dx 10xdK(k, q(x), F )F (q(x)), (B.34)
wobei der Kern K(k, q(x), F ) definiert ist als
K(k, q(x), F ) :=
∫ pi(1+δd2)
0
dθ sin(θ)d−2 f(k, q(x), θ)F (s(k, q(x), θ)) (B.35)
und die Integration über den Winkel θ enthält.
Mit einer Quadraturregel [vergl. Abschn. A] für die Integration über den radialen Schlei-
fenimpuls q folgt
I(k) = pi
d/2
Γ[d/2] ln(10)
Nx−1∑
j=0
wx,j10xjdK(k, q(xj), F )F (q(xj)), (B.36)
wobei wx,j die Gewichte und xj die Knoten sind. Auf gleiche Weise folgt für die Integration
über θ im Kern K
K(k, q(xj), F ) =
Nθ−1∑
n=0
wθ,n sin(θn)d−2 f(k, q(xj), θn)F (s(k, q(xj), θn)) (B.37)
mit Nθ Gewichten wθ,n und Stützstellen θn für die Winkelintegration. Die Diskretisierung
des Schleifeintegrals ist mit den beiden Gleichungen (B.36) und (B.37) abgeschlossen.
An dieser Stelle sind einige Kommentare angebracht:
• Die Schleifeinintegrale sind im Allgemeinen für Λ→∞ divergent und müssen daher
in ihrer renormierten Form verwendet werden. Dies bedeutet in der Regel, dass die
Integrale bei einer Impulsskala µ abgezogen werden. Da durch die Winkelintegration
der Divergenzgrad der Gleichungen verringert wird [35], ist es in diesem Fall sinnvoll
zuerst die Winkelintegration
∆K(k, q(x), F ) :=
∫ pi(1+δd2)
0
dθ sin(θ)d−2
[
f(k, q(x), θ)F (s(k, q(x), θ))
− f(µ, q(x), θ)F (s(µ, q(x), θ))
]
(B.38)
und anschließend das Impulsintegral auszuführen.
• Die Gauss-Legendre-Integration [Abschn. A.2] ist die Quadraturregel der Wahl für
alle Intergrationen. Auch Fejér-Clenshaw-Curtis-Methoden haben sich als robust in
einem iterativen Lösungsverfahren erwiesen. In vielen Fällen ergeben sich ab einer
Stützstellenzahl in der Größenordnung von Nx ∼ 100 keine Vorteile durch eine spe-
zielle Integrationsmethode.
• Für die Winkelintegration bietet sich die Transformation
t := cos(θ),
∫ pi
0
dθ sin(θ)d−2 =
∫ 1
−1
dt (1− t2)(d−3)/2 (B.39)
an. In dieser Form ist die Berechnung des Integrals mit einer Gauss-Tschebyschow-
Quadratur naheliegend. Bei dem iterativen Lösungsverfahren hat sich jedoch das
ursprüngliche Integral mit Integrationsmaß sin(θ)d−2 als stabiler erwiesen.
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• Der Integrand kann für Schleifenimpulse an dem externen Impuls (also für q → k)
eine integrable Singularität haben. Da die Gauß-Integration eine offene Quadratur-
regel ist und deshalb die Winkelvariable θi die Randpunkte 0 und pi nicht erreicht,
ist q 6= k sichergestellt. Um den Bereich um die Singularität im Impulsintegral mit
hoher Genauigkeit aufzulösen, ist es dennoch sinnvoll die Integration aufzuteilen in∫ Λ
λ
dq ≡
∫ k
λ
dq +
∫ Λ
k
dq. (B.40)
Eine weitere Verbesserung der Genauigkeit kann durch einen zusätzlichen Schnitt
am Subtraktionspunkt µ erreicht werden. So dass wir schließlich die Zerlegung∫ Λ
λ
dq ≡
∫ k
λ
dq +
∫ µ
k
dq +
∫ Λ
µ
dq (µ > k) (B.41)
verwenden. Dabei ist zu beachten, dass die verschiedenen Integrationsbereiche in
der Regel verschieden große Fehler aufweisen. In Abb. B.1a sind beispielhaft zwei
Integranden typischer Schleifenintegrale und die entsprechende Schnitte dargestellt.
• Falls das Schleifenintegral infrarot endlich und unabhängig vom Ultraviolett-Cutoff
Λ ist, kann die logarithmische Skala erst nach einer Verschiebung der Integrations-
variable
q → q + λ −→
∫ Λ
0
dqf(q) =
∫ Λ+λ
λ
dq˜f(q˜ − λ) (B.42)
eingeführt werden. De-facto wird so kein IR-Cutoff benötigt. Dieser “Trick” verbes-
sert die IR-Auflösung um mindestens eine Größenordnung.
• Es ist beschrieben [35, 105], dass die Integration für ein infrarot-endliches Schleifen-
integral in den asymptotischen Bereich q → 0 erweitert werden kann. Dies bedeutet
eine Hinzunahme von ∫ λ
0
dq (B.43)
zur Integration über den Impuls q, indem in diesem Bereich ein analytischer Aus-
druck für den Integranden verwendet wird. Wir können bei den hier untersuchten
Gleichungen keine Verbesserung durch dieses Vorgehen feststellen. Es ist außerdem
schwierig, die verschiedenen Fehler der einzelnen Integrationsbereiche anzugleichen.
Falls das Integrand bei q = 0 jedoch gerade noch integrierbar ist, dann gilt∫ λ
0
dq 1
qγ
∼ λ1−γ , γ . 1. (B.44)
Auch für kleine IR-Cutoffs wie z.B. λ = 10−5 ist dieses Integral nicht vernachlässig-
bar klein und muss berücksichtigt werden.
B.4.2. Darstellung der Zweipunktfunktionen
Die unbekannte Zweipunktfunktion F stellen wir in einem geeigneten Impulsintervall
[A,B] durch ein Tschebyschow-Polynom dar. Für Funktionen die ein Potenzverhalten auf-
weisen kann das Intervall zuvor auf [log10A, log10B] transformiert werden. In diesem Fall
ist es außerdem von Vorteil nicht die Funktion selbst, sondern ihren Logarithmus log10 F
darzustellen. Die Entwicklung von F in Tschebyschow-Polynome lautet daher
log10 F (k) =
N−1∑
i=0
anTn(s(x(k))), (B.45)
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wobei die Funktionen x(k) (B.33) und s(x) [Gl. (A.12)] das ursprüngliche Intervall [A,B]
wie folgt transformieren
k ∈ [A,B] x→ [log10A, log10B] s→ [−1, 1] 3 s . (B.46)
Im Intervall [−1, 1] wählen wir N − 1 Stützstellen si an den Tschebyschow-Knoten (A.3).
Entsprechend gilt für die eigentlichen Impulse-Stützstellen
ki := 10
1
2 si(log10(B/A)+log10(AB)), i = 0, . . . , N − 1 (B.47)
Aus den tabellierten Funktionswerten logF (ki) bestimmen wir mit Gl. (A.9) die Koeffi-
zienten an für die Entwicklung (B.45). Für einen beliebigen Impuls k ∈ [A,B] wird die
Reihe (B.45) mit dem Clenshaw-Algorithmus ausgewertet [146].
In dem Schleifenintegral (B.36) und (B.37) wird die Funktion F innerhalb der Intervalle
s(k, q, θ) ∈
{
[0,Λ +B] λ ≤ A
[|λ−A|,Λ +B] λ > A , (B.48)
ausgewertet, wobei λ der IR-Cutoff und Λ der UV-Cutoff des Impulsintegrals ist. Daher
muss eine Extrapolation der Funktion F von [A,B] auf die Intervalle [0, A] und [B,B+ Λ]
durchgeführt werden (A ≤ λ). In diesen asymptotischen Bereichen verwenden wir einen
Ansatz mit einem Potenzverhalten F<,>(k) = F0kα für die Zweipunktfunktion. Auf der
logarithmischen Skala entspricht dieser der linearen Funktion
log10 F<,>(k) = log10(F0) + αx, x = log10(k) . (B.49)
Die Koeffizienten F0 und α werden von den Funktionswerten im Intervall [A,B] bestimmt.
Hierzu verwenden wir einen linearer Fit der Funktion (B.49) an die Werte im Intervall
[A,A+ ∆A], bzw. [B −∆B,B], wobei ∆A, ∆B geeignet gewählt werden.8 Anschließend
kann die Funktion F beispielsweise im infraroten Bereich für k < k0 durch
F<(k) = F0kα, F0 = F (x0)/kα0 (B.50)
fortgesetzt werden, wobei k0 die kleinste Impuls-Stützstelle im Intervall [A,B] ist. Durch
die Wahl von F0 ist sichergestellt, dass die Fortsetzung (B.50) stetig ist.9 Das gleiche
Vorgehen verwenden wir auch im ultravioletten Bereich [B,B + Λ].
Es kann sinnvoll sein zusätzliche logarithmische Korrekturen (anomale Dimensionen)
der Form
F<,>(k) = F0kα log10(k/µ)γ (B.51)
log10(F<,>(k)) = log10(F0) + αx+ γ log10(x− log10(µ)) (B.52)
in den asymptotischen Bereichen zuzulassen [vgl. (B.49)]. Die Parameter γ und µ müssen
in diesem Fall ebenfalls aus einer Fitprozedur bestimmt werden.
Auch an dieser Stelle sind einige Kommentare angebracht:
• Da die Lösungen der Formfaktoren häufig aus zwei Bereichen mit unterschiedlichem
Potenzverhalten bestehen, ist eine lineare Interpolation
log10 F (k) = log10 F (ki) +
log10(F (ki+1)/F (ki))
log10(ki+1/ki)
log10(k/ki), ki ≤ k ≤ ki+1
(B.53)
8Es kann ein zusätzlicher Offset bei A bzw. B verwendet werden um Randeffekte zu minimieren.
9Diese Fortsetzung ist jedoch in der Regel nicht differenzierbar.
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zwischen zwei Funktionswerten auf einer doppelt-logarithmischen Skala sinnvoll.
Dies kann die Tschebyschow-Darstellung (B.45) ersetzen, wodurch für F auch ei-
ne andere Stützstellenverteilung gewählt werden kann.
• Weniger aufwendig als die Verwendung einer Fit-Routine zur Bestimmung der Ko-
effizienten α, γ, µ ist das Extrahieren des asymptotischen Verhaltens aus zwei oder
drei Stützstellen an den jeweiligen Enden des Intervalls [A,B]. Beispielsweise ergibt
sich der Koeffizient α in der Funktion (B.50) auch mittels
α = log10(F (kj)/F (ki))log10(kj/ki)
, (B.54)
wobei j, i geeignet gewählt werden. Eine ähnliche Gleichung mit drei Punkten kann
auch für die anomale Dimension γ abgeleitet werden. Dieses Vorgehen ist jedoch
sensibel auf die Position einzelner Punkte.
• Die Kenntnis von analytischen Eigenschaften der Funktion F ist hilfreich. Wenn das
grundlegende Verhalten F 0(k) der Funktion im Intervall [A,B] und in den asymp-
totischen Bereichen bekannt ist, kann F faktorisiert werden:
F (k) = δF (k)F 0(k). (B.55)
Die Korrektur δF (k) ist in diesem Fall die zu bestimmende unbekannte Funktion.
Bereits die Zerlegung der Propagatoren in Formfaktoren erzeugt eine derartige Fak-
torisierung, die jedoch auch auf die Formfaktoren selbst angewandt werden kann. Die
Funktion F 0(k) kann Parameter erhalten, die erst während der Lösungsprozedur be-
stimmt werden. Eine solche Zerlegung kann dabei helfen, die Differenzierbarkeit der
Funktion F im gesamten Impulsbereich sicherzustellen [106].
B.5. Lösungsalgorithmus
Wir fordern die Gültigkeit der Integralgleichung (B.27) an den Knoten ki die in der Inter-
polationsmethode für die Funktion F (k) verwendet werden. Die vollständige, diskretisierte
Integralgleichung lautet dann
F−1(ki) = c+
pid/2
Γ[d/2] ln(10)
Nx−1∑
j=0
wx,j10xjdK(ki, q(xj), F )F (q(xj)) (B.56)
mit dem Kern K definiert in Gl. (B.37) und den Gewichten wx,j einer geeigneten Quadra-
turregel. Die Lösung dieses nicht-linearen Gleichungssystems erzeugen wir mit einer der
in Abschn. B.3 beschriebenen Iterationsmethoden.
Die Implementation des Lösungsalgorithmus erfolgt als C, bzw. C++ Code. Für ein In-
tegralgleichungssystem mit mehreren unbekannten Funktionen F = (F1, . . . , FM ) stellen
wir diesen schematisch wie folgt dar:
1. Initialisierung der Stützstellen, Integrationsgewichte und der Startfunktion(en) F0
2. Iterationen: Schleife über n = 0, 1, . . .
• Bestimmung der Interpolation und Extrapolation der Funktionen Fn
• Berechnung der rechten Seite des Integralgleichungssystems I[Fn]
• Berechnung des Iterationsschrittes Fn+1
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Abbildung B.1.: Im linken Bild sind zwei typische Integranden, die in dem Geist-Loop
χ(k) und dem Geist-Gluon-Loop Id(k) auftreten, als Funktion der In-
tegrationsvariable q für einen externen Impuls k = 0.1 und einen Sub-
traktionspunkt µ = 10 dargestellt. Das rechte Bild [158] zeigt den Ge-
schwindigkeitszuwachs durch Parallisierung mit OpenMP und OpenACC
bei der Berechnung des Geist-Gluon-Systems [Kap. 3] .
• Test auf Konvergenz
3. Speichern der Lösung und Berechnung abgeleiteter Größen
Die Art der Kopplung zwischen den verschiedenen Funktionen Fi(x) ermöglicht eine
Reihe von Variationen bei der Iteration. So können einzelne Funktionen zwischenzeit-
lich aus der Iteration genommen werden oder bei fehlender Rückkopplung an die übrigen
Funktionen separat berechnet werden. Auch die Verwendung von unterschiedlichen Rela-
xationsparametern r [Gl. (B.23)] ist insbesondere bei dem Geist-Gluon-System [Kap. 3]
nützlich.
B.6. Parallelisierung und Optimierung
Bei mehreren gekoppelten Gleichungen, wenn eine Vielzahl an Stützstellen erforderlich
ist oder wenn Vertex-Gleichungen betrachtet werden, ist aufgrund der Rechenzeit für eine
Iteration eine Parallelisierung erforderlich. Hierzu gibt es unter anderem die Standards MPI
oder OpenMP. Letzterer arbeitet in Systemen mit geteiltem Arbeitsspeicher und kommt in
der Regel ohne tiefgreifende Änderung am Programmcode aus. Eine weitere Möglichkeit
der Parallelisierung ist die Verwendung von Grafikkartenprozessoren (GPUs). Hierzu gibt
es bereits Anwendungen bei der Berechnung von Dyson-Schwinger-Gleichungen [107]. Ein
verbreiteter Standard für die Grafikkartenprogrammierung ist Cuda, für den es es erforder-
lich ist, die Speicherzugriffe manuell anzupassen. Bestehender Code kann sehr einfach mit
dem neueren OpenACC Standard, der analog zu OpenMP auf Compiler-Anweisungen beruht,
auf Grafikkartenprozessoren überführt werden. In Abb. B.1b vergleichen wir einige der
oben genannten Verfahren bei der Berechnung des Geist-Gluon-Systems [vergl. Kap. 3].
Dies zeigt beispielhaft, dass schon auf Ebene von Propagator-Gleichungen der Einsatz von
GPUs für Dyson-Schwinger-Gleichungen sinnvoll ist.
Da die Vorgehensweisen und die Strukturen der Dyson–Schwinger Gleichungen immer
sehr ähnlich sind, bietet sich die Verwendung bzw. die Entwicklung eines vereinheitlich-
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ten Frameworks an. Für komplexe Diagramme oder Formfaktoren ist außerdem ein au-
tomatisiertes Ableiten und Übersetzen der Gleichungen nach Programm-Code fast unver-
zichtbar. Eine solche Implementierung existiert bereits [108]. Die starke Strukturierung
der Dyson–Schwinger Gleichungen in einzelne Objekte deutet darauf hin, dass es sinn-
voll ist ein objektorientiertes Framework zu verwenden. Dank moderner Ansätze wie der
template-Programmierung sind solche Implementierungen durch den Kompiler sehr gut
zu optimieren und nicht langsamer als sequenzielle Programme, jedoch leichter auf andere
Anwendungen zu übertragen. Eine solches Framework ist derzeit nicht verfügbar. Dies ist
ein Ansatz für zukünftige Projekte.
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In diesem Anhang sind einige ergänzende mathematische Formeln zusammenfasst.
C.1. Zum effektiven Potential des Polyakov-Loops
Proper-Time-Darstellung Zur Regularisierung von Integralen verwenden wir die Proper-
Time-Darstellung (
Y 2
)α/2
= 1Γ(−α/2)
∫ ∞
1/∆2
dττ−1−α/2e−τY 2 , (C.1)
wobei ∆ ggf. ein Ultraviolett-Cutoff darstellt.
poissonsche Summenformel Bei der Berechnung der Energiedichte und des effektiven
Potentials nutzen wir die Relation
1
L
∞∑
n=−∞
f(pn) =
1
2pi
∞∑
k=∞
∫
dzf(z)eik(zL) (C.2)
Diese lässt sich aus der poissonschen Summenformel [159]
∞∑
n=−∞
f(n) =
∞∑
k=∞
∫
dxf(x)e−2piikx (C.3)
ableiten.
Summenformeln Wir nutzen die Summenformeln [159]
∞∑
n=1
cos(nx)
n2
= pi
2
6 −
pix
2 +
x2
4 , 0 ≤ x ≤ 2pi (C.4)
und ∞∑
n=1
cosnx
n4
= pi
4
90 −
pi2x2
12 +
pix3
12 −
x4
48 , 0 ≤ x ≤ 2pi. (C.5)
Bessel-Funktion Mit der Darstellung der modifizierten Bessel-Funktion [159]
Kµ(x) =
1
2
(
x
2
)t ∫ ∞
0
dt t−µ−1e−t−x2/(4t) (C.6)
folgt die Relation
∫ ∞
0
dss−1−µe−s exp
[
−λ
s
(
nL
2
)2]
= 2
( 2
Ln
√
λ
)µ
Kµ(nL
√
λ). (C.7)
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Darstellung der Krümmung Um die Divergenzen in der Energiedichte, die durch das
UV-Verhalten der Krümmung erzeugt werden zu isolieren, schreiben wir mit
1
ln p2σ+λ
M2
=
∫ ∞
0
dt
(
M2
p2σ + λ
)t
, p2σ + λ > M2 (C.8)
und mit der Definition von Ω(p) (6.105) χUV in der Form
χUV(p) =
∫ ∞
0
dtΩ(p)
∣∣∣∣
α=2t−1
. (C.9)
Der Beitrag des UV-Verhaltens von χ zur Energie ist
eχUV(a, L) :=
∑
σ
∫
d¯pχUV(pσ). (C.10)
Mit Gl. (C.9) und Gl. (6.108) gilt für die Differenz der Energiedichte bei a = 0 die Dar-
stellung
eχUV(a, L)− eχUV(a = 0, L) = −
16
(4pi)3/2
∫ ∞
0
dt M
2t
Γ
(
t− 12
) (√λ
L
)2−t
×
∑
σ>0
∞∑
n=1
( 2
n
)2−t
sin2
(
nσaL2
)
Kt−2
(
nL
√
λ
)
, (C.11)
wobei wir ausschließlich über positive Wurzeln summieren.
C.2. Bewegungsgleichungen auf R2 × S1
Nach Kontraktion der transversalen Projektoren lauten die Integrale I⊥d (p), I
‖
d(p) in der
Dyson-Schwinger-Gleichung für den Geist-Formfaktor mit den kinematischen Faktoren wie
folgt
∆I⊥d (p) =
Nc
4
∫ Λ
0
dq⊥q⊥
∫ 2pi
0
dθ
× 1
L
N∑
n=−N
[
1− (ωm)
2 + (cos(θ)p⊥)2
p2
]
1
ω⊥(q)
(
d(p + q)
(p + q)2 −
d(µd + q)
(µd + q)2
)
(C.12)
und
∆I‖d(p) =
Nc
4
∫ Λ
0
dq⊥q⊥
∫ 2pi
0
dθ 1
L
N∑
n=−N
{
×
[
(ωm)2 + (cos(θ)p⊥)2
p2
− (q⊥p⊥ cos(θ) + ωmωn)
2
q2p2
]
1
ω‖(q)
(
d(p + q)
(p + q)2 −
d(µd + q)
(µD + q)2
)}
,
(C.13)
mit p ≡ (p⊥, ωm), ωm = 2pimL sowie q ≡ (q⊥, ωn), ωn = 2pinL.
Für die transveralen und orthogonalen Komponenten der Krümmung gilt
χ¯⊥(p) = Nc2
∫ Λ
0
dq⊥q⊥
∫ 2pi
0
dθ 1
L
N∑
n=−N
[
q2⊥(1− cos(θ)2)
] d(q)
q2
(
d(p + q)
(p + q)2 −
d(µχ + q)
(µχ + q)2
)
(C.14)
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χ¯‖(p) = Nc2
∫ Λ
0
dq⊥q⊥
∫ 2pi
0
dθ
× 1
L
N∑
n=−N
[
(q⊥ωm cos(θ)− ωnp⊥)2
p2
]
d(q)
q2
(
d(p + q)
(p + q)2 −
d(µχ + q)
(µχ + q)2
)
(C.15)
In dieser Darstellung lässt sich die Annahme IQ(p) ≡ IQ(|p⊥|, |pn|) bestätigen. Diese
Eigenschaft wird insbesondere durch die Summation über alle (positiven und negativen)
Matsubara Frequenzen und Integration über den Winkel θ gewährleistet.
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