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Abstract
Let G be a -connected graph on n vertices. The partially square graph G∗ of G is obtained by adding edges uv whenever the
vertices u, v have a common neighbor x satisfying the conditionNG(x) ⊂ NG[u]∪NG[v]. ClearlyG ⊆ G∗ ⊆ G2, whereG2 is the
square of G. In particular G∗ =G2 if G is quasi-claw-free (and claw-free). In this paper we prove that a -connected, (3) graph
G is either hamiltonian-connected or the independence number of G∗ is at least . As a consequence we answer positively two open
questions. The ﬁrst one by Ainouche and Kouider and the second one by Wu et al. As a by-product we prove that a quasi-claw-free
(and hence a claw-free) graph satisfying the condition (G2)<  is hamiltonian-connected.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
We use Bondy and Murty [6] for terminology and notation not deﬁned here and consider simple graphs G= (V ,E)
only. If A,B are disjoint sets of V, we denote by E(A,B) the set of edges with an end in A and the other in B and by
G[A] the subgraph induced by A.
For any vertex u of G, N(u) denotes its neighborhood set and N [u] = {u} ∪ N (u). If X ⊂ V , we denote by NX(u)
the set of vertices of X adjacent to u. Throughout (H), (H) stand, respectively, for the independence number and
the connectivity of the graph H . For 1k, we put Ik(H) = {Y | Y is a k-independent set in H }. With each pair
(a, b) of nonadjacent vertices, we associate the set
J (a, b) := {x ∈ N(a) ∩ N(b) | NG(x) ⊂ NG[u] ∪ NG[v]}.
The partially square graphG∗ [3] ofG= (V ,E) is the graph (V ,E∪{uv|J (u, v) = ∅}). ClearlyG ⊆ G∗ ⊆ G2 where
G2 is the square of G. A graph is quasi-claw-free graph [2] if every pair (x, y) of vertices at distance two satisﬁes the
condition J (x, y) = ∅. Equivalently, a graph G is quasi-claw-free if G∗ = G2. Clearly any quasi-claw-free graph is
claw-free.
For each set S ∈ Ik(G), k1 we adopt a partition of V by deﬁning
Si := {u | |NS(u)| = i}, si := |Si |, i = 0, . . . , k.
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Throughout Si is deﬁned with respect to G and not for G∗ and obviously, we have |N(S)| =∑ki=1 si and S :=∑
x∈S d(x) =
∑k
i=1 isi .
A graph G is traceable if it contains a hamiltonian path, is 1 -hamiltonian ifG−a is hamiltonian for any a ∈ V (G), is
edge-hamiltonian if any edge lies on a hamiltonian cycle and is hamiltonian-connected if for any pair (a, b) of vertices,
G has a hamiltonian path with ends a, b.
Erdös andChvàtal establishedwell-knownsufﬁcient conditions for a graph tobe traceable, hamiltonian, 1-hamiltonian,
edge-hamiltonian or hamiltonian-connected.
These conditions involve the independence number and the connectivity of G. More precisely they proved,
Theorem 1.1 (Chvàtal and Erdös [7]). A -connected graph G is
(1) Traceable if (G)(G) + 1.
(2) Hamiltonian if (G)(G).
(3) One-hamiltonian, one edge-hamiltonian and hamiltonian-connected if (G)< (G).
Ainouche and Kouider [3] extended the above results by showing that, except for a particular case, the results remain
true if we replace G by G∗. They failed to prove that G is hamiltonian-connected if (G)= 3 and naturally they raised
the following question.
Problem 1.2. Prove that a 3-connected graph is hamiltonian-connected if
(G∗)< 3.
Recently Wu et al. [9] extended a general sufﬁcient condition given in [4], based on independent sets in G to
independent sets in G∗. AsAinouche and Kouider, they also failed to cover the property of hamiltonian-connectedness
for the case (G) = 3. This is not surprising because Wu et al. used the same proof technique as in [3]. A second
problem considered in this paper is the following conjecture proposed in [9].
Problem 1.3. Prove that a 3-connected graph is hamiltonian-connected if S >n + s3 holds for every independent
triple S in G∗.
With Theorems 1.4 and 1.7 we answer positively both problems. Some straightforward corollaries are also stated.
Theorem 1.4 is known (see [3]) for 4.
Theorem 1.4. A -connected (3) graph G of order n is hamiltonian-connected if (G∗)< .
Since (G∗) = (G2) if G is a quasi-claw-free (or a claw-free) graph, we easily get.
Corollary 1.5. A -connected (3) quasi-claw-free (or a claw-free) graph G of order n is hamiltonian-connected
if (G2)< .
Corollary 1.6. A -connected (3) quasi-claw-free (or a claw-free) graph G of order n is hamiltonian-connected if
S >n −  holds for every S ∈ I+1(G).
Theorem 1.7. A 3-connected graph G of order n is hamiltonian-connected if S >n+ s3 holds for every S ∈ I3(G∗).
Theorem 1.7 extends an earlier result of Wei [8], where triples are considered in G. Under the same conditions of
theorems 1.4 and 1.7, G is also 1-hamiltonian and edge-hamiltonian (see [3,9]). Moreover, Theorem 1.7 covers a large
spectrum of new results dealing with the hamiltonian-connectedness property.
Corollary 1.8. A 3-connected graph G of order n is hamiltonian-connected if every triple S ∈ I3(G∗) contains a
vertex u ∈ S such that N(S\{u}) + d(u)>n.
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Setting S := {u, v,w}, we note that the above condition is equivalent to saying S >n + |N(v) ∩ N(w)| or
S >n + min where min  s3 is the minimum over |N(u) ∩ N(v)|, |N(v) ∩ N(w)| and |N(u) ∩ N(w)|.
Corollary 1.9. A 3-connected graph G of order n is hamiltonian-connected if every triple S = {x1, x2, x3} ∈ I3(G∗)
satisﬁes the condition
3∑
i=1
(|N(S\{xi})| + d(xi))> 3n.
Corollary 1.10. A 3-connected graph G of order n is hamiltonian-connected if every triple S ∈ I3(G∗) satisﬁes the
condition |N(S)| + S > 2n.
Corollary 1.11. A 3-connected graph G of order n is hamiltonian-connected if every pair (a, b) of nonadjacent vertices
in G∗ satisﬁes the condition
|N(a) ∪ N(b)| + max{d(a), d(b)}>n.
Corollary 1.12. A 3-connected graph G of order n is hamiltonian-connected if every pair (a, b) of nonadjacent vertices
in G∗ satisﬁes the condition
2|N(a) ∪ N(b)| + d(a) + d(b)> 2n.
Relaxing the above conditions we get already known sufﬁcient conditions for hamiltonicity (see [5]). Moreover the
above results are best possible. To see this we may consider the complete bipartite graph Km,m for m3.
2. Preliminary lemmas
Paths and cycles in G = (V ,E) are considered as subgraphs and for simplicity we use the same notation to mean a
subgraph, its vertex set or its edge set.
Throughout u, v are distinct vertices of G.We refer to a uv-path tomean a nonhamiltonian pathwith at least min(3, )
vertices, starting at u and ending at v.
In the context of this paper, we also use the term uv-maximal path. A uv-path  is -maximal if V () ⊆ V ()
and  is maximal with this property. We shall simply say a uv-maximal path  if there is no need to specify the parent
path .
Let  be any uv-path. For x ∈ V (), x+ (resp., x−) denotes its successor (resp., predecessor) on . Given the
vertices a, b of  we let [a, b] denote the subgraph of  from a to b in the ﬁxed direction of  (from u to v). We
shall write(a, b],[a, b) or(a, b) if a, b or (a and b) are, respectively, excluded. The same vertices, in the reverse
order, are denoted [b, a], [b, a), (b, a] and (b, a), respectively. We also use a ≺ b if a precedes b on  and
a 
 b if we allow the case a = b.
If H is any component of G − , we set D := {d1, . . . , dm} = N(H), m, where d1, . . . , dm occur on  in a
consecutive order when traversing from u to v.We set Pi := (di, di+1) for i ∈ {1, . . . , m−1} and Pm := (dm, v)
if dm ≺ v. A vertex x ∈ Pi is called insertible if it is adjacent to two consecutive vertices of − Pi . A vertex x /∈ is
-insertible if it is adjacent to two consecutive vertices of . We also let xi denote the ﬁrst noninsertible vertex along
Pi . We showed in [3, Lemma 4] that xi always exists for i = 1, . . . , m − 1. It may or may not exist if i = m. For the
remaining, we set J := {1, . . . , m} if xm exists and J := {1, . . . , m− 1} otherwise. In other words, for each i ∈ J , Pi
contains a noninsertible vertex. It is also helpful to set Wi := (di, xi] for i ∈ J .
By the technique described in [1], the vertices of Wi can be inserted into one or more edges of − Pi . We say that
the two edges xz, yt are crossing at x, y if x, y, t, z are distinct vertices of  such that either x ≺ t ≺ z ≺ y and
t = z− or x ≺ y ≺ z ≺ t and t = z+.
The concept of insertibility was introduced in the context of cycles. In this paper, we adapt it to paths whose ends
u, v are ﬁxed. The following key-lemmas are mainly adaptations of results obtained in [1,3].
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Lemma 2.1. Let G be a -connected (2) graph,  be a maximal uv-path. Also let x0 be any vertex of a component
H of G − . Then
(1) {x0} ∪ {wi |i ∈ J } is independent in G, where wi is any vertex of Wi , i ∈ J . In particular {x0} ∪ {xi |i ∈ J } is
independent in G. Moreover, for i = j ∈ J , N(wi) ∩ N(wj ) ⊂  and there are no crossing edges at wi,wj .
(2) {x1, . . . , xm−1} is independent in G∗.
(3) {x0, x1, . . . , xm−1} is independent in G∗ or d1 = u and J (x0, x1) = {u}.
(4) If xm exists then xm = v and either {x1, x2, . . . , xm} is independent in G∗ or J (xi, xm)={v} for some i, 1 i <m.
(5) We may choose  so that N(xi) ∩[di, xi) = {x−i }. So we always set x1 := u+ if J (x0, x1) = {u}.
Proof. (1), (2). The proof of the statements 1 and 2 can be found in [1,3].
(3) and (4) can be found in [3, Lemma 5].
(5) To obtain a path satisfying the statement 6, we use the technique described in [1] to insert the vertices of⋃m
i=1(ui, xi), if any, into −
⋃m
i=1Wi where ui ∈ N(xi) ∩ [di, xi) is chosen to be as close to di as possible. 
Given a uv-path  and a vertex s outside , we denote by m(s,) the maximum number of internally pairwise
disjoint paths joining s to . By Menger’s theorem, m(s,)(G) since ||(G). Two sets H1() and H2() of
G − are of interest in this paper.
Deﬁnition 2.2. A uv-path  is suitable if G − = H1() ∪ H2(), where H1() := {s /∈ | N(s) ∩ {u, v} = ∅}
and H2() := {s /∈ | m(s,)> 3}.
Obviously any -maximal uv-path  is suitable whenever  is suitable.
Lemma 2.3. Let  be any uv-maximal path. If (G∗)< , (3) then
(1) m = , (G∗) = m − 1 and H1() = ∅.
(2) J (x0, x1) = {u}, N(u) ⊃ V (H) and H := G −  is a complete graph.
(3) for every pair (di, dj ), 1 i = jm, of D, there exists a path H [di, dj ] such that H(di, dj ) = H .
(4)  can be chosen so that NH(v) = ∅.
(5) xm = v exists, m = 3, J (x2, x3) = {v}. It follows that uv /∈E(G).
(6)  is not-suitable.
Proof. (1) and part of (2) are consequences of Lemma 2.1 and the hypothesis (G∗)< m. To complete the proof
of (2), we observe that J (x0, x1) = {u} = {d1} applies for any vertex x0 of G − . This implies that N(u) ⊃ G − 
and G −  must be a complete graph. To see this, suppose by contradiction that x0 and y0 are nonadjacent vertices
in G − . Since J (x0, x1) = {u} and uy0 ∈ E(G), we have y0 ∈ N(x1) ∪ N(x0). By maximality of , y0x1 /∈E(G).
Therefore x0y0 ∈ E and G −  is a complete graph.
(3) Suppose that for some pair (i, j), 1 i = jm there is no path H [di, dj ] containing all vertices of H as
internal vertices. Thus H must have at least two vertices. Since H is complete, it contains a vertex, y0 say, such that
NH(di) ∪ NH(dj ) = {y0}. But then G − ({y0} ∪ D\{di, dj }) is disconnected, a contradiction to the fact that G is
m = -connected.
(4) Suppose by contradiction that NH(v) = ∅. Since NH(u) = ∅, we may assume by symmetry (it sufﬁces to
change the orientation of ) between u and v that J (x0, v−) = {v}. Consider now  and P1. If NP1(v)= ∅ we
consider  :=  ∪ H [d1, d2] − P1. Otherwise, choose p, q ∈ NP1(v) such that u ≺ p 
 q ≺ d2 and N(v) ∩
((u, p)∪(q, d2))= ∅. As obviously p, q /∈N(x0), we have p, q ∈ N(v−) since J (x0, v−)= {v}. Now we consider
 := H [d1, d2].(d2, v−).v−q.(q, p).pv. In both cases, NG−(v) = ∅. We would like to point out that any -
maximal uv-path,  say for simplicity, satisﬁes the condition N(v)∩ (G−)=∅. For the remaining we shall assume
N(v) ∩ (G − ) = ∅. It follows that dm ≺ v and Pm is not empty.
(5) If xm exists then J (xi, xm) = {v} for some i <m by Lemma 2.1(4). By contradiction, suppose that either m4
or xm does not exist. Choose j = 1, i, m for the ﬁrst case and j = 2 for the second one. If (N(v) ∪ N(u)) ∩ Pj = ∅
set  := [u, dj ).H [dj , dj+1].(dj+1, v]. If N(u) ∩ Pj = ∅ replace uu+ in  by uaj , . . . , bj x1 where aj , bj ,
A. Ainouche, S. Lapiquonne /Discrete Mathematics 306 (2006) 1097–1104 1101
xj ≺ aj 
 bj ≺ dj+1, are the ﬁrst and the last neighbor of u on Pj . (Recall that aj , bj ∈ N(x1) by (2)). It is easy
to check that G −  = H1() is true in both cases. Any -maximal path maintains this property, a contradiction to
(1).Thereforewe assumeN(v)∩Pj = ∅. Choose pq ∈ E(G),p ∈ Pj , q ∈ Wi∪Wm∪{v} if xm exists and q ∈ Wm∪{v}
otherwise.Among all possiblep ∈ Pj , pick the nearest todj .With this choice, no insertible vertex ofWi∪Wm (orWm if
xm does not exist) has its insertion edge int[dj , p]. If xm does not exist set v := H [dj , dm].(dm, p).pq.(q, v]. If
j < i <m and xm exists set v := H [dj , dl].(dl, p).pq.(q, v] where l= i, m. Finally if i < j <m and q ∈ Wi we set
v := H [di, dj ].(dj , q).qp.(p, v]. IfN(u)∩Pj =∅ set := [u, dj ).v in the ﬁrst two cases and := [u, di).v
in the third case. If N(u) ∩ Pj = ∅, we replace uu+ in  by uaj , . . . , bj x1. In all cases any -maximal path,  say,
satisﬁes the condition G−=H1(), a contradiction to (1). Thus our choice of j is not possible. It follows that m= 3
and xm exists. It is now clear that i = 2 and J (x2, x3) = {v}.
To complete the proof of (5) we note that uv ∈ E implies ﬁrst x1v ∈ E since v /∈N(x0) and J (x0, x1)= {u}, which
in turn implies x1 ∈ N(xi) ∪ N(xm) since J (xi, xm) = {v}. This would be a contradiction to Lemma 2.1(1).
(6) Clearly H2() = ∅ since m = = 3. Completing with (1), we get H1() ∪ H2() = ∅ while obviously H = ∅.
Therefore  is not suitable. 
Given any uv-maximal path , we ﬁnd it useful to introduce paths in G with particular properties. Let t ∈ [x1, d2]
be the nearest vertex to d2 such that either G[[x1, t]] is 2-connected or t = x+1 and let r be the neighbor of x1 on
(x1, t], chosen to be as close to t as possible. As J (x0, x1) = {u} by Lemma 2.3(5), then N\D(u) ⊂ N(x1).
Lemma 2.4. Let  be a uv-path satisfying the conditions of Lemma 2.3. Then for any vertex
(1) a ∈ (u, t), there exists a path 01[a, t] in G[(u, t]] containing all vertices of {a, t} ∪ (N(u) ∩ P1).
(2) a ∈ P1, there exists a path 11[u, a] in G[[u, d2)] containing all vertices of {u, a} ∪ (N(u) ∩ P1). Also let
21[u, a] := H [u, d2].(d2, t).01[t, a] and 31[u, a] := H [u, d3].(d3, t).01[t, a].
(3) b ∈ P2, one of the following two paths exists:
(i) 12[b, c] ⊂ G[(d2, c]] with c ∈ [d3, v] and containing all vertices of {b, d3, c} ∪ (N(v) ∩ [x2, c)).
(ii) 22[b, v] ⊂ G[H ∪ [d2, v]] containing all vertices of {b, d2, d3, v} ∪ H ∪ (N(v) ∩ (P2 ∪ [x3, v))).
(4) c ∈ [d3, v), there exists a path 3[c, v] ⊂ G[[d3, v]] with all vertices of {c, v} ∪ (N(v) ∩ [x3, v)).
Proof. (1) If t = x+1 then necessarily a = x1, set 01[a, t] := at . If t = x+1 then G[[x1, t]] must be 2-connected. It
follows that G[[x1, r]] contains a cycle C with at least 3 vertices. We need to distinguish two cases:
If a ∈ (x1, r) then choose p ∈ N(u) ∩ (a, r] as close to a as possible and set 01[a, t] := [a, x1).x1p.(p, t]
(recall that NP1(u) ⊂ NP1(x1)).
If r 
 a ≺ t 
 d2 then a simple application of Menger’s theorem on connectivity implies that there exist two
internally disjoint paths Q1 and Q2 joining t to C. We may always assume that Q1 ∩ C = {r}. Also it is always
possible to assume a ∈ Q1 ∪ Q2 since, if necessary, we choose a vertex t ′, a 
 t ′ ≺ t such that both conditions are
satisﬁed. By construction, x1 and r are consecutive on C, so we orient C from x1 to r. Also let Q2 ∩C ={s} and choose
p ∈ N(x1) ∩ N(u) as near as possible to s on C(r, s) (if it exists). If a ∈ Q1 and whether p exists or not we set
01[a, t] := Q1[a, r].C(r, p).px1.C(x1, s).Q2[s, t ′].(t ′, t],
01[a, t] := Q1[a, r].C(r, s).Q2[s, t ′].(t ′, t].
The path 01[a, t] is similarly deﬁned if a ∈ Q2.
(2) If r 
 a then set 11[u, a] := [u, a]. Otherwise let p ∈ N(u) ∩ (a, r] as close to a as possible.Then x1p ∈ E
and we set 11[u, a] := up.(p, r).rx1.(x1, a].
(3) If b ∈ W2,we simply set12[b, c] := [b, c]. If b ∈ (x2, d3), choose z ∈ (b, d3)∩N(v) as close to b as possible.
If z exists, then z ∈ N(x2)∪N(x3) since J (x2, x3)={v}. If z ∈ N(x2) set 12[b, c] := [b, x2).x2z.(z, c] otherwise set
22[b, v] := [b, d2).H [d2, d3].(d3, z).zx3.(x3, v]. If zdoes not existwe set22[b, v] := [b, d2).H [d2, d3].(d3, v].
(4) If c ∈ [d3, x3] then we set 3[c, v] := [c, v]. If c ∈ (x3, v), choose z ∈ N(v), x3 
 z ≺ c as close to c
as possible (possibly z = x3). In this case we set 3[c, v] := [c, v−).v−x3.(x3, z).zv if c ≺ v− and 3[c, v] :=
[v−, x3).x3v if c = v− (recall that x3v− ∈ E since J (x2, x3) = {v}). 
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3. Proofs
Proof of Theorem 1.4. Let G satisfy the hypothesis of Theorem 1.4 but contains at least one pair (u, v) of vertices
which are not connected by a hamiltonian path. By Lemma 2.3, there exists a maximal uv-path  which is not a
uv-suitable path.We also know thatm=3, J (x0, x1)={u} for all x0 /∈, u=d1, x1 =u+ and J (x2, x3)={v}. Our main
objective is to exhibit a uv-maximal, suitable path and thus giving a contradiction to our assumption. In fact we will
exhibit a uv-suitable path  from which it is always possible to obtain a -maximal and suitable path, a contradiction
to Lemma 2.3(5).
From a path  satisfying the conditions of Lemma 2.3 we deﬁne a nonhamiltonian uv-path  as a path containing
at least the vertices of:
(i) {u = d1, d2, d3, v} ∪ H ;
(ii) N(u) ∩ P1;
(iii) N(v) ∩ ([x2, d3) ∪ [x3, v)).
The vertices of (P2 ∪P3)∩N(u) and (P1 ∪P2(d2, x2)∪P3(d3, x3))∩N(v) are not necessarily included in . This
deﬁnition of  is motivated by our need to have at hand a suitable uv-path.
Claim 1. If  exists then it is suitable.
In fact it sufﬁces to prove that G−=H1()∪H2(). For simplicity we shall write H1, H2 to mean, respectively,
H1(),H2(). Discarding all vertices already in by deﬁnition, we have to show that any vertex of (P1 ∪P2 ∪P3)\
belongs to H1 ∪ H2. Choose any z ∈ (P1 ∪ P2 ∪ P3)\. Assume z ∈ N(u) ∪ N(v) for otherwise z ∈ H1. To show
that z ∈ H2, we shall exhibit a set T () of at least four vertices of  which are endpoints of internally disjoint paths
starting at z. The following cases are needed.
(1) z ∈ P1\. Then z ∈ N(v) ∩ (N(x2) ∪ N(x3)) (recall that N(v) ⊂ N(x2) ∪ N(x3) by Lemma 2.3(5)). Here
T () = ( ∩ [u, d2]) ∪ {v, x2 or x3}.
(2) z ∈ P2\. If z ∈ N(u)∩N(x1) then T ()={u, x1}∪ (∩[d2, d3]). If z ∈ N(v)∩(d2, x2) then z is insertible
and one of its neighbors, w say, is in P1 ∪ (P3\{v}). Now we have T () = {v,w} ∪ ( ∩ [d2, d3]).
(3) z ∈ P3\. If z ∈ N(u)∩N(x1) then T ()={u, x1}∪ (∩[d3, v]). If z ∈ N(v)∩(d2, x2) then z is insertible.
There are two consecutive vertices, w,w+ say, such that u ≺ w ≺ w+ 
 d3. Thus we have T () = {w,w+, v−, v}
(note that v− ∈ N(v) ∩ N(x3) or v− = x3 belongs to ).
The aim of the next three claims is to show that a suitable uv-path  does exist in G.
Claim 2. E((u, t), P2 ∪ P3) = ∅ and hence N(d3) ∩ (u, t) = ∅.
By deﬁnition of t, either t = d2 or E((u, t),(t, d2]) = ∅. By contradiction let ab ∈ E where a ∈ (u, t) and
b ∈ P2. By Lemma 2.4(3), either 12[b, v] or 22[b, v] exists. Let us set:
 := 21[u, a].12[b, v] if 12[b, v] exists,
 := 11[u, a].22[b, v] if 22[b, v] exists.
It is easy to check that the deﬁnition of  is respected. It is suitable by Claim 1 and therefore any -maximal uv-path
is suitable, a contradiction to Lemma 2.3(6). Thus E((u, t), P2)= ∅. Next let ac ∈ E where a ∈ (u, t) and c ∈ P3.
If c = v then a ∈ N(x2) ∪N(x3) since J (x2, x3)= {v}. So we may assume c ≺ v. Now we set  := 31[u, a].3[c, v]
to get a contradiction. Up to now we have proved that E((u, t), ((t, d2] ∪ P2 ∪ P3))= ∅. Since G− {u, t} must be
connected then N(d3)∩(u, t) = ∅. Note that {u, t, d3} is a vertex cut. For the remaining we let h ∈ N(d3)∩(u, t).
Claim 3. E((d3, v), P1 ∪ P2) = ∅ and hence N(d2) ∩ (d3, v) = ∅.
As a ﬁrst step, we proveE((d3, v), P1)=∅. Otherwise let ac be an edge with a ∈ P1, c ∈ (d3, v). By Claim 2, we
may assume a ∈ [t, d2). For this case we set  := H [u, d2].(d2, d3].01[h, a].3[c, v]. Next and by contradiction
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suppose E((d3, v), P2) = ∅ and choose bc ∈ E with b ∈ P2, c ∈ (d3, v). Now we set
 := [u, d2).H [d2, d3].12(d3, b].3[c, v] if 12[b, c] exists,
 := 11[u, h].22[d3, b].3[c, v] if 22[b, v] exists.
We have again a contradiction and the claim is proved. Since G − {d3, v} must be connected we must have N(d2) ∩
(d3, v) = ∅. Now {d2, d3, v} is a vertex cut. For the remaining we let g ∈ N(d2) ∩ (d3, v).
Claim 4. E(P1, P2 ∪ P3) = ∅.
We ﬁrst prove E(P1, P2)=∅. By contradiction suppose that an edge ab exists with a ∈ P1 and b ∈ P2. By Claim 2,
we may assume a ∈ [t, d2). Now we set
 := 11[u, a].12[b, d3).H [d3, d2]3[g, v] if 12[b, d3] exists,
 := 1[u, a].22[b, v] if 22[b, v] exists.
Therefore E(P1, P2)= ∅ as claimed. Next suppose E(P1, P3) = ∅. By Claims 2 and 3, the only one possibility is that
av ∈ E with a ∈ [t, d2). Since now a ∈ N(x2) ∪ N(x3), we have a contradiction.
But now G − {d2, d3} is disconnected (with components G[{u} ∪ P1 ∪ H ] and G[P2 ∪ P3]). This contradicts the
fact that G is 3-connected and the proof of Theorem 1.4 is now complete. 
Proof of Theorem 1.7. Let G satisfy the hypothesis of Theorem 1.7 but contains at least one pair (u, v) of vertices
which are not connected by a hamiltonian path. Let  be a maximal uv-path. By Theorem 1.4, G is hamiltonian-
connected if (G∗)2. So we concentrate on the case where (G∗)3. By Lemma 2.1 and the assumption (G∗)3,
either {x0, x1, x2} ∈ I3(G∗) or {x0, x2, x3} ∈ I3(G∗). Without loss of generality we set S = {x0, x1, x2}. We ﬁrst prove
that
|S0 ∩ |s2 + s3 − 1. (1)
By Lemma 2.1(1), we obviously have S2 ∪ S3 ⊂ \⋃2i=1Wi . To prove (1) it sufﬁces to show that an injective function
	 : (S2 ∪ S3)\{v} → S0 ∩  exists. Moreover we prove that (S2 ∪ S3) ∩ (a, 	(a)) = ∅, insuring that 	 is injective.
If a =dj ∈ D then we set 	(a) = xj ∈ S0 ∩  if j = 1, 2 or 	(a) = a+ ∈ S0 ∩  if j > 2. By Lemma 2.1(1),
(S2 ∪ S3) ∩ (a, 	(a)) = ∅.
If a /∈ D then necessarily a ∈ N(x1)∩N(x2). Again by Lemma 2.1 (1), a+ /∈ N(x1)∪N(x2). If a+ /∈N(x0) then we
set 	(a)=a+ ∈ S0∩. If a+ ∈ N(x0) then suppose a+=dj . Clearly dj /∈ S2∪S3 for otherwise either we have crossing
edges at x1 and x2 or we contradict the fact that x1 and x2 are both noninsertible. Now set 	(a)= d+j = a++ ∈ S0 ∩ 
if j > 2 and 	(a) = xj ∈ S0 ∩  if j = 1, 2. In all cases, (S2 ∪ S3) ∩ (a, 	(a)) = ∅ and hence 	 is injective.
Using (1) and noting that V (G) = S0 ∪ S1 ∪ S2 ∪ S3, we obtain
n |S0 ∩ (G − )| + s1 + 2s2 + 2s3 − 1. (2)
On the other hand and by hypothesis we have
S = s1 + 2s2 + 3s3n + 1 + s3. (3)
Combining (2) and (3) we get S0 ∩ (G − ) = ∅. This is a contradiction since x0 ∈ S0 ∩ (G − ). The proof of
Theorem 1.7 is now complete. 
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