The increasing cost in power consumption in data centers, and the corresponding environmental threats have raised a growing demand in energy-efficient computing. Despite its importance, little work was done on introducing models to manage the consumption efficiently. With the growing use of Cloud Computing, this issue becomes very crucial. In a Cloud Computing, the services run in a data center on a set of clusters that are managed by the Cloud computing environment. The services are provided in the form of a Software as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (IaaS). The amount of energy consumed by the underutilized and overloaded computing systems may be substantial. Therefore, there is a need for scheduling algorithms to take into account the power consumption of the Cloud for energy-efficient resource utilization. On the other hand, Cloud computing is seen as crucial for high performance computing; for instance for the purpose of Big Data processing, and that should not be much compromised for the sake of reducing energy consumption. In this work, we derive an energy-aware tasks scheduling (EATS) model, which divides and schedules a big data in the Cloud. The main goal of EATS is to increase the application efficiency and reduce the energy consumption of the underlying resources. The power consumption of a computing server was measured under different working load conditions. Experiments show that the ratio of energy consumption at peak performance compared to an idle state is 1.3. This shows that resources must be utilized correctly without scarifying performance. The results of the proposed approach are very promising and encouraging. Hence, the adoption of such strategies by the cloud providers result in energy saving for data centers.
Introduction
Cloud computing 1, 2, 3 is an emerging technology for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction. It is composed of three service models: Cloud Software as a Service (SaaS), Cloud Platform as a Service (PaaS), and Infrastructure as a Service (IaaS). The Cloud SaaS provides the users with applications that they can run and get results. The Cloud PaaS provides the users with the possibility to deploy applications onto the cloud. The Cloud IaaS provides the users with the capability to provision processing, storage, and networks for running their applications. The services run in a data center on a set of clusters that are managed by the Cloud Computing environment. The Cloud computing is promising for high performance computing 4, 5 of many scientific and engineering applications; for instance for the purpose of Big Data processing. Both performance and quality of services are essential. Many researchers were aiming at increasing the performance of applications by selecting adequate resources without paying attention to energy consumption. However, the energy consumption of the data center is equally a crucial issue for the both the entity hosting the data center as the corresponding bill increases in cost, and for the environment. For instance, Data centers in European Union are estimated to be about 1% in 2005 (including cooling) and it is estimated that it has reached 2.8% in the US. They are estimated to use 3% of the total electricity production in Europe, hence responsible for the same percentage of CO2 emission 6 . The data centers power consumption is expected to reach 100 TWh in year 2020 6 . The cost of the power consumed by a server during its lifetime could surpass its cost 7 . When a data center is built, a provision of power energy consumption is needed for building the infrastructure; i.e., the facilities, such as the cooling system and the electrical facilities. The facilities' cost is linearly dependent on the maximum utilization of the computing nodes; i.e., the servers operating at their peak performance. This cost is divided into a facility cost and a power consumption cost. Therefore, in order to amortize that cost, it is important to maximize the utilization of the computing machines. Underutilized resources become costly as a fraction of the total cost of ownership 8 . In Cloud computing, the hardware allocation is hidden to users. However, the distribution of users' applications, which is part of a Cloud Computing environment should take into consideration the energy efficiency of the cloud. Cloud server machines should not be overloaded, at risk of high power consumption, and execution inefficiency. They should not be underloaded, as the energy consumption of the computing facilities, designed for an efficiently-used data center, increases compared to the usage pattern 9 . This problem becomes crucial with the emergence of Big Data analysis in the Cloud 10 , as infrastructure should be used in an energy-optimal way. The goal of this work is to distribute a Big data for distributed processing in the Cloud in a way to decrease the overall energy consumption of the Cloud, without scarifying the application's performance. Therefore, we develop an energy-aware task scheduler (EATS) whose aim is to reduce both the power consumption of the utilized resources and the processing time of an application. We are considering applications of type divisible load applications 11 . Divisible load applications are a class of applications that can be divided into independent tasks and assigned to distributed resources with no synchronization and inter-tasks communication. Divisible load occurs in many scientific and engineering applications to analyze and process Big data, such as search for a pattern, compression, generic search applications, multimedia and video processing, image processing and data mining. Distribution of processing is meant to increase the performance of the distributed application compared to its sequential execution. In our previous works 11, 12 , we developed a scheduler to increase the performance of divisible load applications in a Cloud computing environment. The scheduler follows a linear-model approach and did not take into account the energy consumption of the cloud. In this work, we develop a non-linear-programming based scheduling model which aims at optimizing both the performance of the application and the energy consumption of the underlying resources. Our experiments show that the ratio of the energy consumption of a fully utilized server to its power consumption when it is idle is 1.3. This shows that idle, and underutilized resources consume a large amount of energy compared to that of full use. Our model takes into consideration this observation to optimize energy consumption during distributed computing.
The rest of the paper is structured as follows. Section 2 provides the system model of our scheduling approach. The scheduling algorithm is presented in section 3. Section 4 overviews related works and compare them to our approach. Our experiments and their evaluations are described in section 5. Section 6 concludes our work and highlights future works. Figure 1 shows a cloud computing system, where physical nodes are virtualized to users on a set of virtual machines. Each physical node can hold multiple virtual machines. To distribute a big data into chunks for distributed processing, among the virtual machines, one need a master worker and multiple computing workers. The computing workers are independently connected to the master worker via network connectivity. The virtual computing workers operate in an independent heterogeneous way. Each individual computer worker may consist of one or multiple virtual cores, which depends on the built-in capacity in terms of computing power, memory limitation and communication protocols of the shared physical resources. Upon receiving of an application or a users request, the master worker, or Broker, divides the whole application into a sequence of tasks, to be processed at the computing workers. Each task involves a part of the data of size chunk, and involves energy consumption for computing purpose. In our model, we do not account for network bandwidth. We assume that all the computing workers receive their corresponding chunks at the same time. To minimize the energy as well as to achieve an optimum performance efficiency, the master worker includes EATS. EATS takes into account the existing computing capacity of the computing worker, its available memory capacity, and its energy consumption for the sake of task partitioning, and scheduling. Figure 2 shows the overall architecture of EATS. EATS includes an energy monitor which keeps information about the energy consumption of the computing workers on a physical node. The activities of each physical node is monitored and its energy consumption is recorded, as well as the energy consumption of the corresponding individual computing workers. The master worker, then consults the energy manager and takes distribution and scheduling decisions of the Big data to process.
EATS SYSTEM MODEL
As shown in Figure 3 , EATS adopts the bounded-energy scheduler. Every virtual machine i, i ∈ {1, . . . , N}, as an energy profile E i . E i is the maximum energy consumed by the computing worker i at peak performance. E is the maximum energy consumed by all the computing workers simultaneously when they are all working at peak performance.
When running the application, a computing worker i, registers a consumed energy value of, e i , i ∈ {0, . . . ,
A computing worker has a computing capacity, μ i . An application consists of a total of W total divisible computing loads. A portion of the total load, of size chunk i ≤ W total , is processed by the computing worker worker i. We model the time required for a computing worker to perform the computation of chunk i units of load, T P i , as follows. A unit of load is a unit of data input for an application. It could be one byte or several bytes and it is an applicationdependent. For instance, one unit of load for the Ensemble Clustering data mining application 11 , that we used for our experiments, is one record of raw data.
where μ i is the computational speed of the computing worker i in units of load per second. chunk i is the size of the data that is allocated to the computing worker i.
NON LINEAR PROGRAMMING SCHEDULING MODEL
As mentioned earlier, our main goal is to increase the speedup of an application by distributing its data and processing and to optimize energy consumption. EATS distributes a Big data of size W total into N independent chunks, each of size chunk i i ∈ {1, . . . , N}. The total execution time T of the distributed application is optimized. The execution time of the application is the time needed by the computing worker, which is executing last, to terminate its processing.
The above formula is then used to compare the performance of different distribution strategies over the set of computing workers. Also the current energy consumption e i must be optimized but in a way to be equal or closer to the energy profile E i .
BACKGROUND AND RELATED WORKS
The number of data center installations has been growing at a high rate of 16.7%, between 2000-2005, which corresponds to an increase of power consumption by 76% 13 . This tremendous increase in power consumption has called for new laws and regulations. In the USA, a new metric standard like the European code of conduct for data centers, the Energy star program for new metrics for data centers efficiency measurements and the 80 PLUS initiative 14,15,16 , were introduced. Works on energy efficiency can be divided into 2 main categories: 1) hardware-based solutions for energy efficiency and 2) software-based solutions for energy efficiency. Lately, there was a lot of work to optimize the energy consumption of computing components by designing energy-efficient circuits 17 . However, with the introduction of large-scale cloud systems, energy consumption becomes a crucial issue. Then, software solutions were proposed, such as Power Nap 18 . Reference 9 proposes directions for correct power provisioning in warehouses. However, the proposed solutions do not consider optimizing energy consumption and application performance. 19 proposes algorithm which saves energy without compromising performance, based on task consolidation. However, it did not account for the problem of heterogeneity of computing powers. In our work, we propose an energy-aware scheduler which distributes a Big data on a heterogeneous platform, considering both performance and energy optimization.
PERFORMANCE ANALYSIS
In this section, we evaluate the impact of execution on energy consumption. We examine two types of applications, a computational-based application and another one which includes I/O operations.
Experimental Environment
In order to assess the impact of computing on the energy consumption, we conducted our experiments on a desktop with 2.13GHz of CPU and 1GB of memory. The desktop includes 2 single-core CPUs, running Windows Enterprise (SP1) operating system. Figure 4 shows the components of our experimental environment that were used to conduct the experiments. We measure the energy consumption, we connected the desktop to an Oscilloscope of type Tektronix TDS2012B. Current and voltage sensors were setup. The Oscilloscope is connected to the desktop by USB-to-USB cable. The Oscilloscope collects data samples at the rate of 1 Giga sample/second and the record length is 2500 sample/second. It has 100MHz of bandwidth. The Oscilloscope collects the Current and the Voltage of the desktop. The Oscilloscope uses Tektronix-based version of the Signal Express Software. The software reads the current and the voltage. One of the customization done to the software is changing the scale of the voltage and current, depending on the scale of the measuring probes used; this is for the sake of consistency between the value measured, and the value recorded on the software. Figure 5 shows a example of a measurement value of 529 mA (Milli-Ampere) which gives a power of 127 Watt. Oscilloscope uses Tektronix-based version of the Signal Express Software. The software reads the current and the voltage. One of the customization done to the software is changing the scale of the voltage and current, depending on the scale of the measuring probes used; this is for the sake of consistency between the value measured, and the value recorded on the software. Figure 5 shows a example of a measurement value of 529 mA (Milli-Ampere) which gives a power of 127 Watt. The power is measured in real time according to the following formula:
where v(t) is the voltage problem, and i(t) is the current probe. In addition, very accurate current and voltage probes are used to calibrate the oscilloscope power measurements. It shall be noted that the current measurement is not a pure sinusoidal waveform since the load acts as a nonlinear load. The desktop power at boot-up condition is shown in Figure 6 . As shown in Figure 6 , the real time power is not steady due to the harmonics in the current waveform. Note that at boot up, the power consumption reached a peak of about 138W and then it had an average of about 88W at steady state conditions. Matlab applications as well as data mining are used to load the desktop.
To measure the power consumption on computing, we wrote a simple program which includes a loop on a multiplication operation. The loop-based application runs through a Matlab, version R2010a. To know the impact of a Big Data processing application on the power consumption, we run a data mining application for big data analysis. The application, K−means, uses clustering algorithm 10 and was implemented in Java. We use the weka API from the Weka machine learning open source repository. We use the weka API from the Weka machine learning open source repository (http://www.cs.waikato.ac.nz/ml/weka/) for the core K-means clustering. To measure the energy consumption, 15 clusters are used.
We used the Forest cover dataset from the UCI repository. The dataset contains geospatial descriptions of different types of forests. It contains 7 classes and 54 attributes and around 581,000 instances (around 130MB size). We normalize the dataset to give same weight to each attribute. Also, for the clustering, we removed the class label to rule out any impact of unintended supervision during the clustering. For simulating experiments with large data, we produced a set of the forest cover data of 600,000 instances by replicating randomly chosen instances.
Experiments
The Oscilloscope measure the current RMS, in milliAmpere. We calculate the energy consumption, in Watt, by multiplying the current RMS and the RMS voltage, which is 240 in our experimental environment. In order to assess the impact of the different status of a computing worker on its energy consumption, we measure the energy consumption in different scenario. We measure the energy consumption of the computing worker while booting, and then reaching a steady/idle state. We also measure the energy consumption when running an interactive application such as Matlab. In order to assess the impact of the CPU computing on the energy consumption, we measure the energy consumption for a series of programs with increasing number of loops for a multiplication operation. To measure the impact of a Big data analysis application including I/O operations, we measure the energy consumption the K-means data mining application. To assess the impact of the data size on the energy consumption, we measure the energy consumption with increasing size of K-means data set. Each of our experiments was conducted 100 times and the average is computed.
Experimental Results Analysis
Figures 6, 7, 8, 9 and 10 show real time measurement of power consumption at different scenarios of execution of a computing worker. Figure 6 shows that, at boot, there is a peak of energy consumption for very few seconds. This suggests that frequent bootup of the machines might be a problem in a very large-scale cloud computing system. As shown in Figure 9 , the power consumption increases with the use of the computing node. However, the ratio of the maximum energy consumption at 100% of the CPU usage, in our experimental environment, to the energy consumption of the computer worker at steady state is 1.3. That means, to amortize the cost of the Cloud data center and its facilities, it is important to run at 100% usage of the computing node. That suggests a bigger chunk of data sent to a computing worker is always better, but this should not compromise performance, keeping slow machines busy could become on the sake of faster ones, and therefore the performance would be compromised. EATS proposes a non-linear programming model to optimize both energy consumption and performance. 
Conclusion and Future Works
With the emergence of Clouds and Cloud computing, energy consumption of the underlying resources become crucial. In this work, we devise an energy-aware distribution and scheduling algorithm whose aim is to distribute a Big data for distributed processing taking into consideration bot performance and energy optimization. EATS solves a non-linear programming model take scheduling decisions. In this work, we conducted real power measurements on a computing desktop under different loads conditions. The experiments reveal an important issue is that the ratio of the energy measurement at peak performance to the energy measurement at idle time is 1.3, which is a call for servers utilization without scarifying performance which results in our non-linear programming scheduler. Future works of the proposed approach incorporate developing and implementing EATS for deployment in a Cloud computing environment to assess its performance.
