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いる [3]．CNN を用いた画像認識を行う場合，各クラス c の活
性化関数 Sc を計算し，最終的に出力される分類結果 class(x)は
式 (1)より求められる．
class(x) = arg max
c∈C
Sc(x) (1)

























今回モデルの学習データとして Bo Pang らが作成した Movie







SentiWordNet の一部を表 1 に示した．今回はこの内ポジティ
ブスコア [PosScore]とネガティブスコア [NegScore]を用いた．
表 1 SentiWordNetの一部
POS PosScore NegScore SynsetTerms
a 0.125 0 able#1
a 0 0.75 unable#1
n 0 0 entity#1
v 0.125 0 respire#2
3.3 シミュレーション環境









window size 3, 4, 5
3.4 分類結果に対する根拠の可視化
学習終了時のモデルの検証データに対する accuracy の値は
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