Abstract. Horn's Theorem plays an important role in the theory of matrix majorization and elsewhere. We give a simple proof of it, as well as a related theorem of Mirsky. 
These N equations, or else the minmax principle, lead directly to the necessary majorization condition found by Schur in 1923 [4] : Recall that Λ majorizes D means, by definition, that for each k = 1, . . . , N , the sum of the k largest λ's is at least as large as the sum of the k largest d's, with equality for k = N . In this case, one writes Λ ≻ D.
Alfred Horn's Theorem [2] says that this necessary condition is also sufficient:
If Λ ≻ D, there exists a unitary matrix U satisfying (1.1), and moreover, U can be taken to be real, i.e., orthogonal.
Thus, while Birkhoff showed [1] that Λ ≻ D if and only if there exists a bistochastic matrix S such that D = SΛ, Horn's Theorem states that S can always be chosen to lie in the smaller set of orthostochastic matrices.
Proof: Assume that Λ and D are in decreasing order. First consider the case N = 2: Then Λ ≻ D implies
is an orthogonal matrix. One
2 ) as its diagonal sequence, which proves Horn's Theorem for N = 2. We proceed inductively: Let Λ and D be two real N sequences with Λ ≻ D. There is a 1 It is convenient to index the entries of V using {. . . , K − 1, K + 1, . . .} leaving out the "deleted" index K. Promote V to an N -square orthogonal matrix by setting V K,K = 1 and
* has D as its diagonal sequence.
We thank Prof. Roger Horn for telling us of Mirsky's paper [3] , published four years after [2] , which contains another proof of Horn's Theorem, as well as a theorem that answers the following question: Given two (complex) N -sequences Λ and D, when does there exist an N -square matrix whose eigenvalue sequence is Λ and whose diagonal sequence is D? (Eigenvalues are repeated according to their algebraic multiplicity.)
Mirsky's Theorem states that such a matrix exists if and only if
and that if Λ and D are both real, then the matrix can be taken to be real as well.
The necessity of this condition is obvious. The argument that we have used to prove Horn's Theorem leads to a simple proof of the sufficiency, and a bit more: Let [U Λ ] denote the n-square matrix that has Λ as its diagonal sequence, and has 1 in every entry immediately above the diagonal, and 0 in all remaining entries. By a unit lower triangular matrix, we mean a square matrix in which every entry on the diagonal is 1, and every entry above the diagonal is 0. Recall that the unit lower triangular matrices are a group under matrix multiplication. We shall show:
Under the condition (1.3), there exists a unit lower triangular matrix L such that the diagonal sequence of
If Λ and D are both real, L can be taken to be real.
, and hence the choice c = d 1 − λ 1 yields the result in this case. We now assume the result is proved for N − 1. Given n-sequences Λ and D satisfying (1.3), let L be the 2-square unit lower triangular matrix such that 
As a consequence, the lower right
where Λ is the (n − 1)-sequence (λ 
