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Abstrakt  
V této bakalářské práci jsou popsány návrhy způsobů, jakými lze ovládat počítač bez myši a 
klávesnice, pouhým pohybem ruky, a uživatelských rozhraní. Dále je zde popsána teorie 
nástrojů použitých k vytvoření experimentálních aplikací, které simulují navržená rozhraní. A 
celý vývojový cyklus od analýzy problému, specifikace a implementace, až k testování 
vytvořené aplikace. Výsledek této práce je rozhraní, které dokáže rozpoznat osm různých 
pohybů ruky a použít je jako vstup do systému.    
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Abstract 
In this Bachelor thesis are described suggestions of ways you can control the computer without 
a mouse and keyboard, just motion of hand, and user interfaces. Then there is the theory 
describes tools used to develop experimental applications that simulate the proposed interface. 
And the entire development cycle from problem analysis, specification and implementation, to 
testing of final application. The result of this work is the interface, that can recognize eight 
different hand movements and use them as input to the system. 
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Kapitola 1 Úvod  
Pro zpracování bakalářské práce jsem si vybral téma „S počítačem bez myši a klávesnice“, 
neboť mě tato oblast dlouhodobě zajímá a vidím v ní do budoucna velký potenciál vzhledem 
k ekonomicko-demografickým hlediskům. Projekt se mi zamlouvá především z hlediska 
atraktivnosti, zajímavosti a myšlence ovládat počítač i na vzdálenost. Dle mého názoru má 
vizualizace do budoucna velkou perspektivu v ovládání počítačů, ale nejen jich, na vzdálenost 
pouhým pohybem ruky, očí nebo gestem obličeje bez toho, abychom se čehokoliv fyzicky 
dotýkali.  
Tato bakalářská práce se zabývá vytvořením návrhu a pozdější implementací 
uživatelského rozhraní, které bude analyzovat pohyb ruky uživatele z kamery nebo videa a tyto 
informace využívat jako vstup do systému.  
Během zpracovávání této bakalářské práce jsem se pokusil vytvořit několik návrhů 
rozhraní, kterými by bylo možné ovládat počítač pouhým pohybem ruky. V této dokumentaci 
uvádím tři hlavní návrhy a potíže, na které jsem během implementace narazil a důvody, proč 
jsem se pokusil vydat jiným směrem, aby, pokud někdo bude vytvářet podobný systém, o těchto 
problémech věděl a pokusil se je vyřešit nebo, aby neztrácel čas při implementaci.  
V  kapitole 2 je popsána teorie, kterou jsem použil pro implementaci navržených systémů, 
zejména detekce kůže (angl. skin detection), kterou používám pro odfiltrování barvy kůže od 
pozadí, dále optický tok (angl. optical flow), který používám v jednom z návrhů pro získání 
informací o pohybu ruky a  Skryté Markovovy modely (angl. Hidden Markov Models – HMM), 
které používám pro klasifikaci jednotlivých gest ruky během pohybu. 
Kapitola 3 popisuje tři hlavní návrhy uživatelského rozhraní pro ovládání počítače 
pohybem ruky. V této kapitole jsou popsány jednotlivé návrhy a jejich dílčí části, aby bylo 
vidět,  kterým směrem jsem se ubíral. 
V kapitole 4 je vysvětlena realizace návrhu z hlediska implementací do skutečného 
systému, dále jakým způsobem jsem jednotlivé návrhy implementoval, problémy, na které jsem 
narazil, pokusy o jejich řešení a důvody zpracovávání dalších návrhů.  
V kapitole 5 je popsáno, jakým způsobem jsem vytvářel testovací sady a vzorky, ze 
kterých se trénuje HMM, jak byly tyto sady a vzorky tvořeny a co obsahují. 
Kapitola 6 pojednává o způsobu testování experimentální aplikace implementované 
z konečného návrhu, zejména o tom, v jakých podmínkách bylo testováno, co bylo k testování 
použito, jakým způsobem bylo testováno a jak se tyto testy vyhodnocovaly. 
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Kapitola 2  Teorie 
Výchozím předpokladem mé bakalářské práce bylo najít v prostoru ruku a vytvořit funkce k 
ovládání počítače na základě pohybu ruky resp.gest. Proto se v této kapitole budu zabývat 
především detekcí barvy kůže (angl. skin color detection), dále popíši základní princip 
optického toku (angl. optical flow), který používám pro sledování pohybu ruky mezi dvěma 
snímky a Skryté Markovovy Modely (angl. Hidden Markov Models – HMMs), které používám 
pro klasifikaci jednotlivých gest ruky.  
2.1 Detekce barvy kůže 
Detekce barvy kůže se stala velmi důležitou součástí mé práce. Převážně ji používám 
k odfiltrování barvy kůže ze snímku. V této podkapitole vám přiblížím základní teorii detekce 
kůže, kterou jsem čerpal z článku [1]. Budu popisovat pouze jednu z metod, které se používají, 
protože bylo navrženo spousta technik na modelování a rozpoznání barvy kůže. Bylo vydáno i 
několik odborných publikací, které se věnují dané problematice, ale přesto obecně platná teorie 
stále chybí. Hlavním cílem těchto metod je vyhledat v obraze místa s barvou kůže a odfiltrovat 
pozadí. Každá metoda má své klady a zápory. Používám metodu, která je pro mé účely rychlá a 
efektivní. 
2.1.1 Historie výzkumu detekce barvy kůže 
Detekcí tváře a sledováním objektů se zabývají různé výzkumné týmy na celém světě již 
několik desetiletí. Bylo již navrženo mnoho strategií, vzorců a metod, které měly přinést jasné 
řešení. Z daných teorií se jedna výrazně odlišila a stala se velmi populární a často využívanou – 
jedná se o rozpoznání barvy kůže. Barva kůže dovoluje rychlý proces a dává nejrůznější variace 
dle vzorkovníku kůže. Dle výzkumu je lidská kůže snadno rozpoznatelná díky své specifické 
barvě i lidským okem, bylo proto logické se pokusit používat k detekci tváře barvu lidské 
kůže[1]. 
Při tvorbě prostředků pro rozpoznávání barvy kůže, byly zjištěny 3 základní problémy, 
které bylo nutné vyřešit: 
1. Škála barev, která měla být použita 
2. Jak přesně namodelovat přenos barvy kůže 
3. Jak provádět barevnou segmentaci výsledků detekce tváře 
 
Rád bych zmínil pixel-based metodu detekce kůže, která rozeznává v jednotlivých 
pixelech (body v obrázku), jedná-li se o barvu kůže, nebo ne, bez závislosti na okolních 
pixelech. Tuto metodu také používám ve své práci. Opačnou metodu představuje region-based 
metoda, která si z obrázku vybere jistou část bodů kůže a vytvoří si z nich základ, který dále 
využívá k rozpoznávání dalších pixelů. 
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2.1.2 Barevná škála použitelná pro detekci kůže 
V detekci barvy kůže odborníci používají různé škály barev jako např. RGB (Red Green Blue), 
Normalizované RGB, HSI- Hue Saturation Intensity (barva sytost intenzita), HSL - Hue 
Saturation Lightness (barva sytost světlost), YCrCb atd. Já ve své práci používám pouze 
barevnou škálu RGB. Rozhodl jsem se pro tuto barevnou škálu, protože jsou to základní barvy, 
které jsou přebírány rovnou z webkamery a nemusím je dále převádět do jiné barevné škály a 
také proto, že ve svém modelu aplikuji metodu explicitně definované oblasti kůže, která je 
postavená na RGB.  
RGB je základní barevný model používaný v počítačové grafice a počítačové technice. 
Barevný RGB obrázek je tvořen polem barevných pixelů obsahujícím informace M x N x 3, kde 
M a N označují prostorové umístění pixelů ve snímku a každý barevný pixel je tvořen trojicí 
odpovídající červené, zelené a modré barevné složce obrázku . Složením těchto tří barevných 
složek vznikne výsledná barva jak můžete vidět na 
[2]
obrázku 1:
 
Obrázek 1:  Na kterém jsou jednotlivé barevné složky a jejich složení do RGB obrázku. 
 
Aditivním složením (tzn.: složením základních barev s maximální intenzitou) vznikne bílá 
barva.
RGB barevný prostor se nejčastěji graficky zobrazuje jako jednotková krychle. Na 
vrcholech krychle jsou hlavní (červená (Red), zelená (Green), modrá (Blue)) a sekundární 
(azurová (Cyan), fialová (Magenta), žlutá (Yellow)) barvy světla. RGB zde nabývají hodnot od 
0 do 1 odpovídajících intenzitě základních barev. Složením jednotlivých složek vznikne daná 
barva jak můžete vidět na obrázku 2:  
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Obrázek 2: (a) Schematické znázornění RGB barevné krychle zobrazující vrcholy základních a 
sekundárních barev světla. Body ležící na hlavní diagonále, kde je intenzita základních barev stejná 
odpovídají škále šedi od černé (0,0,0) do bílé(1,1,1) barvy. (b) RGB barevná krychle. (c) Řez RGB 
barevnou krychlí.  
 
V počítačové technice se nejčastěji používá rozsah hodnot [0,255], které jsou uloženy 
do 8 bitů pro každou RGB barvu, takže 1 barevný pixel má hloubku 24 bitů. Pokud má RGB 
obrázek 8 bitový základ, potom může 1 pixel nabývat (28)3  tedy 16,777,216  různých barev.  
Dále bych se chtěl zmínit o převedení RGB obrázku do škály šedi, protože některé 
algoritmy s nimi pracují. Převedení barevného snímku na šedi se provádí na základě znalostí, 
jak oko vnímá barvy (nejvíce vnímá zelenou a nejméně modrou barvu) a jejich procentuálním 
rozložením se vypočítá hodnota, která se uloží do každé z barev. Vzorec pro vypočet : 
 
BGRI *144,0*587,0*299,0 ++=        (1) 
Ukázka převedení barevného obrázku na stupně šedi: 
 
Obrázek 3: Převedení barevného snímku na odstíny šedi.  
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2.1.3 Modelace kůže 
Hlavní cíl rozpoznání barvy kůže je vytvoření rozhodovacího pravidla, které odliší co nejlépe 
pixely kůže od zbytku prostoru. Dosáhne se toho většinou tím, že se vytvoří metrika, která měří 
vzdálenost mezi pixelem barvy a odstínem kůže. Typ této metriky je definován metodou pro 
modelování barvy kůže[1]. 
2.1.4 Explicitně definovaná oblast kůže 
Jedna z metod při detekci barvy kůže a vytváření rozhodovacích pravidel spočívá v explicitním 
definování (pomocí množiny rozhodovacích pravidel) hranic shluků kůže v určitém barevném 
prostoru. Ve své práci jsem se zaměřil na RGB pro klasifikaci kůže pomocí následujících 
pravidel [1]: 
 
 { } { }
B R  a    a  15
 a  15,,min,,max
a  20  a  40  a  95
fff
f
fff
GRGR
BGRBGR
BGR
−
−       (2) 
  
 Tyto pravidla v prostoru RGB vymezují rozsah barvy kůže. Každý pixel v obraze je 
těmito pravidly vyhodnocen a tak je oddělena barva kůže od pozadí. Tento algoritmus vymezuje 
jako barvu kůže z celého prostoru RGB (tedy z 16,777,216 barev) 3,295,360 barev, jak můžete 
vidět na následujícím obrázku 4:  
 
 
Obrázek 4: Rozsah barev kůže, který tento algoritmus vymezuje v celém RGB. 
 
V mé práci používám právě toto řešení pro jeho jednoduchost identifikačních pravidel, 
které vytvářejí velmi rychlý nástroj třídící kůži od okolního prostoru. Problémem této metody 
je, že má velký rozsah barev a proto mohou být jako barva kůže vyhodnoceny i pixely 
obsahující pozadí či části oděvu. Jak tento algoritmus funguje můžete vidět na obrázku 5:      
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Obrázek 5: Ukázka detekce barvy kůže pomocí explicitně definované oblasti kůže.  
 
Zde jsem zmínil pouze jednu z metod detekce barvy kůže, pokud by vás zajímaly i jiné metody 
přečtěte si celý článek [1].   
 
2.2 Optický tok 
V jednom z mých návrhů používám optický tok pro zhodnocení směru a rychlosti pohybu ruky 
mezi dvěma po sobě jdoucími snímky ve videosekvenci. V této podkapitole tedy popíši základní 
teorii týkající se této problematiky.   
Optický tok (angl. optical flow) je vektorové pole, které se využívá pro automatické 
zpracování snímku, neboť dokáže určit pro každý bod obrazu jeho směr a rychlost pohybu 
(porovnáním s následujícím snímkem), což v konečném důsledku znamená, že můžeme 
zaznamenat pohyb celého objektu v prostoru a následně sledovat celou trajektorii (dráhu) 
pohybu. U dráhy pohybu dále můžeme pozorovat její zakřivení, délku a případné zrychlení 
jednotlivých bodů [3].  
Optický tok nám umožňuje i lepší segmentaci obrazu, čímž získáme další charakteristiky 
obrazu – kromě barvy, intenzity a jasu i směr a rychlost pohybu bodu v obraze. Optický tok se 
využívá k účinnější kompresi dat u videodat. Zpracování videodat vyžaduje vysoké požadavky 
na výpočet optického toku. 
Je třeba upozornit na to, že optický tok určuje pohyb v obraze, ale nevyjadřuje přímo 
pohyb ve snímaném prostoru. V optickém toku se vypočítavá horizontální a vertikální posun 
jednotlivý bodů mezi dvěma snímky. Tyto informace se dále dají zpracovávat např.: pro detekci 
pohybu ve snímané scéně. Mohlo by se zjistit, kolik objektů se pohybuje kterým směrem a jak 
rychle se tyto objekty pohybují, zdali se jedná o lineární nebo rotační pohyb a jiné zajímavé 
informace. Pohyb v prostoru zaznamenává vektorové pole pohybu (angl. motion field). Shoda 
pohybu v obraze a pohybu v prostoru závisí na charakteristice snímané plochy a způsobu 
snímání.  
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Ale snímání jednotlivých bodů v celé scéně zaujímá vysoké výpočetní a časové 
požadavky a pár dalších problémů:  
První problém nastává, pokud dokážeme zaznamenat menší počet prostorových rozměrů, 
než kolik jich je ve skutečnosti ve snímaném prostoru. Názorným příkladem je zachycení 
třírozměrného prostoru do dvourozměrného obrazu, tzv. středová projekce. Pohyb bodu ve 
směru pozorovatele se ztratí, což znamená, že optický tok má v daném bodě menší rychlost než 
vektorové pole pohybu. Dalším důsledkem je ztráta rovnoběžnosti. Všechny body objektu 
přibližujícího se k pozorovateli mají shodný směr ve vektorovém poli pohybu. V projekci 
obrazu se to zobrazí zvětšením objektu, přičemž jeho optický tok bude obsahovat rozbíhající se 
vektory. Pokud se bude objekt oddalovat od pozorovatele, bude se projevovat zmenšením 
objektu a jeho optický tok bude obsahovat sbíhající se vektory. 
Tento problém můžete vidět na obrázku 6, kde je znázorněno, jak se objekt přiblíží 
směrem k pozorovateli a to se projeví zvětšením a jeho optický tok je zobrazen jako rozbíhaní 
vektorů. 
 
Obrázek 6:  (a) Obrázek barevné krychle v prostoru. (b) Obrázek barevné krychle, která se kolmo 
přiblížila k pozorovateli, což se projevilo zvětšením této krychle. (c) Optický tok mezi obrázky „a“ a „b“ 
projevující se rozbíhajícími vektory.  
 
Optický tok se dá vypočítat pouze z intenzity, která se vyvíjí v čase. Optický tok lze proto 
definovat jako posun intenzity v obraze. Zde však nastává druhý problém, protože posun 
intenzity můžeme pozorovat jen v prostorech, kde je gradient intenzity nenulový, jinými slovy 
nese-li obraz významnou informaci.[3]
Uvedeme si příklad na dokonale jednobarevné ploše (např. list bílého papíru), kdy 
budeme snímat její pohyb. Ve skutečnosti nedokážeme určit, ani zda dochází k nějakému 
pohybu a už vůbec nemůžeme sledovat jeho směr či velikost, protože obraz všech snímků je 
identický. 
Pohyb nedokážeme identifikovat, ani pokud se mění rovnoměrně intenzita snímané 
plochy (např. změnou osvětlení objektu). Změnu polohy plochy v dané sekvenci snímků 
zpozorujeme až tehdy, když se na ploše vyskytne nějaká anomálie, která lokálně změní 
intenzitu. Otazníkem však stále je, či se okolní obraz pohybuje spolu s tímto bodem, nebo 
zůstává statickým pozadím. 
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Člověk dokáže tuto skutečnost na základě předcházejícího se učení rozlišit. Vysvětlíme si 
to na dvou příkladech. Tečka na bílém papíru: s velkou pravděpodobností se bude pohybovat 
s tečkou i celý list papíru, na kterém je - jak můžete vidět na obrázku 7: 
 
 
Obrázek 7: Optický tok  pohybujícího se papíru s tečkou. 
 
Naopak jedná-li se o mouchu, která léta v prostoru, její okolí bude víceméně statické. 
Tuto vlastnost rozpoznání objektu v obraze výpočetní technika nenese. Metody popisující 
optický tok proto do výpočtu zahrnují i omezující podmínky, které na základě daných znalostí 
pomáhají pozorovanou scénu vykreslit co nejskutečněji. 
 
Pokud se vypočítává optický tok pro každý bod v obraze snímané scény, jedná se o tzv.: 
„hustý optický tok“. V praxi se tyto metody moc nepoužívají, protože jejich výpočet není 
snadný a vyžaduje vysoké nároky na výpočetní zdroje a čas. Přesto jsou metody a algoritmy, 
které hustý optický tok aplikují a často se používají pro výrobu filmů v zájmu vizuální kvality. 
Filmová studia jsou ochotna trávit čas a vydávat potřebné prostředky pro získání podrobných 
informací o toku. 
V praxi se častěji používají alternativní metody tzv.: „řídký optický tok“. Tyto metody 
nesledují jednotlivé body, ale používají prostředky, které vyberou podmnožinu bodů, které se 
poté sledují. Pokud tyto body mají určité chtěné vlastnosti, např.: „rohy“ potom bude sledování 
poměrně spolehlivé.[4]  
 
V mé práci jsem použil metodu „Blokového porovnávání“. Tento termín zahrnuje celou 
řadu podobných algoritmů, které spadají k metodám řídkého optického toku. Tyto algoritmy 
tedy nesledují jednotlivé body, ale rozdělí obraz na malé oblasti s názvem bloky. Tyto bloky 
jsou typicky čtvercové, obsahující určité množství bodů, ale mohou mít také obdélníkový tvar. 
Tyto bloky se mohou překrývat a v praxi se toho často využívá. Tyto algoritmy tedy rozdělí 
předchozí a aktuální snímek do bloků a poté je vypočítán horizontální a vertikální posun těchto 
bloků mezi snímky. Algoritmy tohoto typu se používají v mnoha algoritmech pro kompresi 
videa, nebo se také používají pro výpočet optického toku pro počítačové vidění.  
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Osobně optický tok neimplementuji, pouze jej využívám jako nástroj ve formě již 
vytvořené funkce „cvCalcOpticalFlowBM“ [5] z knihoven OpenCV (Open Source Computer 
Vision Library). Tento algoritmus rozdělí předchozí obrázek na definované bloky a využívá 
spirálového vyhledávání, které začíná od umístění původního bloku (na předchozím snímku) a 
vyhledává pozici nového nejlepšího kandidáta bloku na aktuálním snímku. Toto srovnávání je 
součet všech absolutních rozdílů mezi jednotlivými pixely v novém bloku oproti originálnímu. 
Pokud je toto srovnání dostatečně dobré - je nalezena shoda - uloží se informace o umístění a to 
o horizontálním a vertikálním posunu mezi originálním a nalezeným blokem. Poté se ukončí 
vyhodnocování tohoto bloku a celý proces se opakuje, dokud není vypočítán optický tok pro 
každý blok.   
Uvedu příklad: máme velikost pozorovaných snímků 50x50pixelů, řekněme, že rozdělíme 
první snímek na 10x10 oblastí, tzn. na 100 oblastí, které se později vyhodnocují. Každá oblast - 
v tomto případě bude mít velikost 5x5pixelů - se porovnává s druhým snímkem a hledá v něm 
místo, kde se tato oblast v tomto snímku nachází s největší shodou. Na tento příklad se můžete 
podívat na obrázku 8: 
 
Obrázek 8: Ukázka  „Blokového porovnávání“. 
 
Pokud by vás zajímaly i jiné metody optického toku můžete je vyhledat v [4]   
   
2.3 Skryté Markovovy modely (angl. Hidden Markov Models - 
HMMs) 
Zde se pokusím přiblížit základní teorii skrytých Markovových modelů nastudovanou 
z dokumentů [6] a [8].  HMM používám v této práci pro klasifikaci gest ruky. 
„Markovův proces je matematický model vývoje stochastického systému, který 
neobsahuje paměť.“[12] Markovovy procesy jsou podobné konečnému automatu s přechodovou 
pravděpodobností, kde ke každému stavu je přiřazeno určité pozorování tak, že pokud nastane 
nějaké pozorování, můžeme ho s přesností přiřadit k určitému stavu. Skryté Markovovy Modely 
jsou rozšířením Markovovských procesů, kde nemůžeme přímo říci, že dané pozorování patří 
k nějakému stavu, ale v každém stavu může nastat jakékoliv z daných pozorování s určitou 
konečnou pravděpodobností, takže pokud je nějaká vstupní sekvence pozorování, nemůžeme 
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přesně říci, jaké stavy této sekvenci budou odpovídat. Pro toto pozorování je proto sekvence  
„skrytá“. Můžeme ale vypočítat pravděpodobnost, s jakou model patří k této sekvenci 
pozorovaní tak, že je nalezena sekvence stavu, která se nejlépe shoduje s daným pozorováním. 
Takto dokážeme vypočítat, že určité pozorování s určitou pravděpodobností patří k určitému 
modelu. Pokud vytvoříme více modelů, můžeme vypočítat pravděpodobnost, s jakou se 
pozorování shoduje s každým modelem a poté vybrat model, který se shoduje s největší 
pravděpodobností. 
  HMM je velmi populární statistický nástroj, který se v počítačové technice řadí mezi 
statistické rozpoznávání a strojové učení. HMM se používají na rozpoznávání sekvenčních dat o 
různé proměnné délce, pro rozpoznávání řeči, ručního psaní, podpisu nebo lidského obličeje a 
mají mnohé další uplatnění. Já HMM v této práci používám pro rozeznávání gest ruky, kdy jsou 
jednotlivé snímky gest, které tvoří určitý pohyb, převedeny na pozorování a natrénovány do 
HMM. Těmito gesty a jakmile vytvořím všechny modely, reprezentující všechny třídy pohybu, 
začínám pomocí HMM rozpoznávat, o jaké gesto ruky se jedná. Pokud je ruka ve 
vyhodnocovací oblasti a pokud je zároveň dostatek barvy kůže pro vyhodnocení, je vypočítána 
pravděpodobnost pro všechny modely a z těchto pravděpodobností je vybrána ta s nejvyšší 
shodou. Tato informace je uložena a jakmile je vyhodnoceno, že ruka opustila oblast, je 
nalezeno, jaká třída se v průběhu pohybu ruky nacházela v oblasti nejčastěji a je provedena 
předem definovaná činnost - podle vyhodnocené třídy - jako vstup do systému. 
2.3.1 Formální definice HMM  
Zde uvedu formální definici, která je z většiny citací z [6] a některé časti byly upraveny podle 
[7] a [8]. 
„HMM model λ:  
( )πλ ,, BA=       (3) 
N je počet všech stavů v modelu 
M je počet všech pozorování v modelu. Pokud je pozorování nepřetržité, potom M je nekonečné 
S je konečná množina všech stavů, a V je konečná množina všech pozorování: 
( )NsssS ,,, 21 L=      (4) 
( )MvvvV ,,, 21 L=      (5) 
Q je sekvencí stavu v čase o délce T, kde aktuální stav v čase t je qt a k nim odpovídající 
pozorování O, kde aktuální pozorování v čase t je ot: 
TqqqQ ,,, 21 L=      (6) 
ToooO ,,, 21 L=      (7) 
A je přechodové pole, kde jsou ukládány přechodové pravděpodobnosti mezi stavem j a i, kde i 
je stav, ze kterého se přechází a j je stav, kam se jde. Poznámka: Přechodové pravděpodobnosti 
mezi stavy jsou nezávislé na čase: 
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[ ] ( ) NjisqsqPaaA itjtijij ≤≤==== − ,1  ,|  , 1    (8) 
∑
=
=
N
j
ija
1
1      (9) 
B je pole pozorování, kde jsou uloženy jednotlivé pravděpodobnosti pozorování k, vycházející 
ze stavu j, tyto pravděpodobnosti jsou časově neměnné: 
( )[ ] ( ) ( ) MkNjsqvoPkbkbB jtktjj ≤≤≤≤==== 1  ,1  ,|  ,   (10) 
( )∑
=
=
M
k
j kb
1
1      (11) 
π je pole pravděpodobností počátečních stavů 
[ ] ( )iii sqP === 1  , πππ     (12) 
dva předpoklady pro vytvoření modelu: první - zvaný Markovova vlastnost, kdy aktuální stav 
závisí pouze na předchozím stavu - to představuje paměť modelu: 
( ) ( )111 || −− = tttt qqPqqP     (13) 
druhý - že  výstupní pozorování v čase t je závislé pouze na současném stavu a je nezávislé na 
předchozích pozorováních nebo stavech: 
( ) ( )ttttt qoPqooP |,| 111 =−     (14) 
“ 
2.3.2 Trénování HMM 
Zde uvedu pouze obecný postup při trénování HMM. Pokud chceme něco trénovat, musíme mít 
nejdříve co - např.: Databázi slov pro rozpoznávání řeči nebo vzorky snímků tváří pro 
rozpoznávání obličejů atp. Protože ale člověk nedokáže, aby byly obličej či ruka stejně vzdáleny 
od kamery nebo říci stejné slovo stejně rychle či se stejnou intonací, musí být v těchto 
databázích pro každou třídu (např.: slov, obličejů, gest rukou, atd.) dostatek vzorků pro 
vytvoření HMM, aby pokud přijde určité pozorování, se co nejlépe určilo, o jakou třídu vzorku 
se jedná. Dále z těchto vzorků musíme vyextrahovat informace a převést je na pozorování, které 
by co nejlépe říkalo, co se na daném vzorku nachází. Na základě těchto pozorování, ze všech 
vzorků dané třídy, se provádí trénování HMM, kde se odvodí parametry modelu. 
  Zde uvedu příklad obecného trénovaní HMM, který můžete vidět na obrázku 9. V mé 
práci používám specifický způsob trénování, který podrobněji popíši v podkapitole 4.3 
implementace konečného návrhu. 
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Obrázek 9: Příklad obecného trénování HMM. 
 
2.3.3 Rozpoznávání  
Hlavním principem rozpoznávání je objevit skrytou posloupnost stavu, která by s co největší 
pravděpodobností odpovídala příchozí neznámé sekvenci pozorování (např.: slovo, obličej, 
gesto ruky, atp.). Dále pak objevit pravděpodobnost, s jakou se model shoduje s tímto 
neznámým pozorováním. Pro nalezení jedné nejlepší posloupnosti stavu pro dané pozorování se 
používá Viterbiho algoritmus. Tento algoritmus se snaží nalézt největší přechodovou 
pravděpodobnost v každém kroku na základě nejlepší nalezené shody s pozorováním. Nejdříve 
musíme definovat [6]:   
( ) ( )λδ |,,,,,,,max 2121,,, 121 titqqqt ooosqqqPi t LLL == −    (15) 
jako pravděpodobnost nejlepší  nalezené shody s daným pozorováním. 
 
Viterbiho algoritmus je následující: 
1. Inicializace: 
( ) ( ) ( ) 0  ,1  , 111 =≤≤⋅= iNiobi ii ψπδ     (16) 
2. Rekurze: 
( ) ( )[ ] ( ) NjTtobaii tjijtNit ≤≤≤≤⋅⋅= −≤≤ 1  ,2  ,max 11 δδ   (17) 
( ) ( )[ ] NjTtaij ijtNit ≤≤≤≤⋅= −≤≤ 1  ,2  ,maxarg 11 δψ    (18) 
Rozpoznávání neznámého vzorku (jako je slovo, obličej, gesto atd.) se provádí tak, že se vzorek 
převede na pozorovací podobu a Viterbiho algoritmem se vypočítá pravděpodobnost, na kolik 
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procent se každý model, který jsme natrénovaly, shoduje s daným pozorováním a poté 
nalezneme nejlepší shodu jak můžete vidět na obrázku 10:     
 
Obrázek 10: Ukázka rozpoznávání.  
2.3.4 Jednoduchý Příklad HMM 
Toto je velice jednoduchý příklad HMM pouze se třemi stavy. V každém časovém kroku je 
možné pozorování j, k nebo l. Můžeme pracovat s pravděpodobností, že sekvence pozorování [j, 
j, k, l] byla vygenerována tímto HMM tak, že hledá největší přechodovou pravděpodobnost 
stavů, která by se vytvořila z tohoto výstupního pozorování a výpočetní pravděpodobnost (což 
je pravděpodobnost každého pozorování vynásobená pravděpodobností přechodů). 
Nejpravděpodobnější posloupnost přechodů stavů v tomto případě (začneme-li ve stavu 1) je: 
[1,2,3,3].[9]  
Jak tento model vypadá můžete vidět na obrázku 11, na kterém jsou zobrazeny všechny 
hodnoty tohoto modelu.  
 
 
Obrázek 11: Nákres jednoduchého příkladu HMM, kde jsou pozorovány pouze j, k nebo l. 
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V tomto příkladě jsou tedy 3 stavy S = (s1, s2, s3) a pouze 3 pozorování V= (v1,v2, v3), 
kde v1=j, v2=k, v3=l. Sekvence pozorování O = (o1, o2, o3, o4), kde o1=j, o2=j, o3=k, o4=l, 
těmto pozorováním musíme najít odpovídající sekvenci stavu Q = (q1, q2, q3, q4), kde q1=s1, 
takže v tomto stavu je o1=j a tomu odpovídá P(O|λ) = b1(1)*a12*b2(1)*a23*b3(2)*a33*b3(3) = 
0.5*0.33*0.9*0.5*0.4*1*0.2 = 0.00594 - toto je největší pravděpodobnost, že se tato sekvence 
pozorování shoduje s tímto modelem.  
Pokud bychom vytvořili více modelů, vypočítáme pravděpodobnost, na kolik % se každý 
model shoduje s pozorováním a vybereme ten, který se shoduje nejvíce. 
2.4 Diskrétní kosinová transformace 
Diskrétní kosinová transformace (angl. Discrete Cosinus Transform), dále jen DCT, je obdobou 
diskrétní Furierovovy transformace (DFT), ale vytváří pouze reálné koeficienty. DCT se v praxi 
používá pro zpracování signálu nebo obrazu, především pro ztrátovou kompresi. Například 
v obrazových formátech jako je JPEG (angl. Joint Picture Encoding Group), nebo modifikace ve 
zvukových formátech jako je MP3.[14]  
 DCT v mé práci je použita pro převedení obrazu na pozorovací strukturu pro práci 
s HMM. Následující vzorec je odvozen z 2D DCT-II[14] a mých pokusů s tímto vzorcem při 
implementaci. Protože většina vzorců je uzpůsobena pro bloky 8x8, ale já zde používám blok 
12x12, musel jsem tento vzorec pozměnit tak aby odpovídal. 
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Pro lepší pochopení uvedu názorný příklad na obrázku, ze kterého se vezme blok 12x12 pixelů 
a ten se za pomoci DCT převede na 3x3 koeficientů - jak můžete vidět na obrázku 12: 
 
 
Obrázek 12: (a) Je vzorek gesta ruky převedený do škály šedi a zeleným čtvercem je vymezena oblast 
12x12 pixelů, ze které se bude počítat DCT. (b) Je číselné ohodnocení tohoto bloku. (c) Jsou DCT 
koeficienty z tohoto bloku.   
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Kapitola 3 Návrh vlastního řešení 
Nejprve ze všeho bylo potřeba zjistit o tomto tématu co nejvíce informací, vyhledat potřebné 
materiály z různých zdrojů, zpracovat je, nastudovat jejich obsah a pochopit, kterým směrem se 
vydávají lidé řešící podobné problémy ve světě a pokusit se navrhnout vlastní řešení poučením 
se z těchto materiálů. Během navrhovaní tohoto systému jsem prošel několika fázemi návrhů a 
předpokladů. Vytvořil jsem návrh systému, jak by mohl vypadat ve skutečnosti, ale poté jsem 
zjistil, že některé aspekty nevyhovují zadání této práce, nebo by je bylo zřejmě obtížné, ne-li 
nemožné, implementovat. O jednotlivých problémech při implementaci se více dozvíte 
v kapitole 4. V této kapitole si popíšeme jednotlivé návrhy a jejich dílčí části, aby jste viděli 
kterým směrem jsem se ubíral. 
3.1 Prvotní návrh  
Nejprve jsem chtěl vytvořit systém, který by z načteného snímku přes kameru vyhodnotil, kde 
přesně se na snímku vyskytuje ruka, získal její ohraničení a pozici ve snímku, podle které by se 
mohla propočítat pozice ukazatele myši do operačního systému. Dále ovládání počítače 
pohybem ruky, získaným načítáním jednotlivých obrazů z kamery a vyhodnocením změn 
v těchto jednotlivých obrazech - např. zvětšení nebo zmenšení obdélníku ohraničujícího ruku 
tím, že se ruka přiblíží nebo oddálí od kamery, dále natočením ruky a tím změněním poměru 
stran obdélníku, nebo cílenými pohyby, jako jsou gesta. Toto byl stručný popis prvotního 
návrhu. Nyní vám předvedu diagram tohoto návrhu na obrázku 13, který později ještě blíže 
popíši. 
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Obrázek 13: Diagram prvotního návrhu.  
3.1.1 Popis jednotlivých částí diagramu prvotního návrhu 
1. Načítání neupraveného snímku z kamery: tato část diagramu bude získávat z kamery 
jednotlivé snímky a bude provádět potřebné úpravy pro následné zpracování, jako 
převod do jiného barevného spektra atd. Jakmile proběhnou veškeré operace je 
požádáno o načtení dalšího snímku.  
 
2. Detekce kůže v obraze: lokalizuje ve snímku místa, která odpovídají barvě kůže. 
Detekce kůže je detailně popsaná v kapitole teorie, přesněji v podkapitole 2.1. Je to 
velice důležitá část.   
 
3. Detekce ruky: znamená, že ve snímku kromě naší očekávané ruky může být i obličej 
nebo druhá ruka. Musíme je oddělit a jednoznačně určit, čím se ovládá náš program 
zvenku a vyhledat ovládací bod, tedy bod, který určuje, v jaké pozici se ruka nachází, 
aby bylo možné tato data přepočítat na pohyb myši. 
 
4. Ukládání údajů detekce do bufferu: pro záznam posledních cca.100 umístění 
ovládacího bodu a velikosti ohraničení ruky - jestli se přibližuje nebo se mění apod. - ve 
formě FIFO, aby jednotlivé informace přišly, a když již nejsou potřebné, tak se 
zahodily.  
 
5. Nalezení řídícího bodu: je potřeba najít řídící body  pro ovládání a přepočet umístění 
kurzoru myši oproti obrazovce. Dle mého návrhu by byl řídící bod v levém horním rohu 
nebo případně ve středu ohraničení ruky. 
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6. Vyhodnocování gest: vyhodnocuje se z bufferu, jestli neproběhla nějaká akce, např. 
gesto kliknutí myši - zvětšením a zmenšením ohraničení ruky o určité procento nebo 
pohybem ruky v určitém směru, atp. 
 
7. Přepočet a nalezení pozice myši: část, která bude muset zjistit rozlišení kamery a 
rozlišení monitoru, aby vypočítala poměr, ve kterém bude pohyb ruky k pohybu myši 
na monitoru - bude se zřejmě muset nastavit i citlivost atp. 
 
8. Vstup do systému: z vypočítaných dat se musí umístit myš na přesnou pozici, provést 
kliknutí nebo různé, předem definované operace, které byly zjištěny za pomoci pohybů 
nebo gest rukou.      
3.2 Druhý  návrh  
Po konzultacích s vedoucím mé bakalářské práce jsme zjistili, že některé části prvotního návrhu 
by bylo těžké implementovat. Např. detekci kůže, kde je problém, že barva kůže má velkou 
škálu barev, proto se jako kůže vyhodnocuje i dost barev pozadí a je obtížné toto odfiltrovat.  
Tento problém jsme se rozhodli vyřešit konstantním pozadím a to tedy plátnem jedné 
barvy. Dále zde bylo potřeba vyřešit problematiku rozlišení obličeje a rukou v obraze, což 
zabere další výkon počítače. Pro zjednodušení jsme se rozhodli sledovat v obraze pouze určitou 
část, která se bude vyhodnocovat.  
Další, dle mého názoru hlavní, změnou návrhu byla změna způsobu vyhodnocovaní gest 
rukou a to tak, že je sledována pouze oblast snímku - 200x200pixelů uprostřed snímku, ve které 
se provádí základní detekce kůže a pokud detekovaná oblast obsahuje více, jak určité procento 
barvy kůže, začnou se vyhodnocovat jednotlivé snímky tak, že se mezi nimi vypočítává optický 
tok, který je popsán v podkapitole 2.2.  
Snímek je z pozorovaného prostoru, zobrazující nyní už pouze barvu kůže, zmenšen 
z velikosti 200x200pixelů na 50x50pixelů. Tento a předchozí snímek, takto upravený, jsou 
vloženy do funkce, která propočítá optický tok tak, že oblast 50x50pixelů rozdělí ještě na sto 
oblastí. Jednotlivé oblasti - čtverce - získané vydělením oblasti desetkrát horizontálně i 
vertikálně mají velikost 5x5pixelů. Tyto oblasti funkce optického toku sleduje tak, že vezme 
jednotlivý čtverec z předchozího obrázku a vyhledává na novém obrázku, ve kterém místě se 
s největší pravděpodobností tento čtverec nachází. Zapíše si tuto informaci do dvou matic, kde 
v jedné se ukládá úhel, v jakém je daný čtverec z prvního obrázku oproti novému natočen a do 
druhé matice vzdálenost, kterou mezi sebou vykonaly. Tyto informace, aby bylo možné je 
hodnotit, budou zobrazovány do histogramu, což je sloupcový graf četnosti. V tomto případě je 
používán jako sledování četnosti úhlů a jejich velikostí, kde X osa obsahuje úhly a Y jejich 
velikosti, které se převezmou z matic. Nebude se brát plná škála úhlu - tedy 360° - ale bude 
rozdělen na 18 oblastí po 20°. Hodnoty z takto vytvořeného histogramu budou ukládány a 
posílány do HMM (popsány v podkapitole 2.3), které vyhodnotí z předem připravených dat o 
jaké gesto se jedná, a toto gesto se předá systému ve formě určitého příkazu, například otočení, 
zvětšení fotografie atd. Toto byl stručný popis druhého návrhu, nyní vám předvedu diagram 
tohoto návrhu na obrázku 14, který později ještě blíže popíši. 
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Obrázek 14: Diagram druhého návrhu. 
3.2.1 Popis jednotlivých částí diagramu druhého návrhu 
1. Výřez ze snímku (200x200): tato část diagramu bude získává z kamery jednotlivé 
snímky a provádí potřebné úpravy pro následované zpracování. Doprostřed snímku 
označí zelený čtverec 200x200 pixelů, ze kterého se budou vyhodnocovat data, jak 
můžete vidět na obrázku 15. Jakmile proběhnou veškeré operace je požádáno o načtení 
dalšího snímku z kamery. 
 
Obrázek 15: Ukázka ruky ve snímané oblasti. 
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2. Detekce kůže + zmenšení snímku(50x50): lokalizuje ve výřezu snímku místa, která 
odpovídají barvě kůže a místa, která jí neodpovídají změní na černou barvu. Detekce 
kůže je detailně popsána v kapitole teorie, přesněji v podkapitole 2.1 a základní 
algoritmus pro detekci škály barvy kůže je popsán v podkapitole 2.1.4 Explicitně 
definovaná oblast kůže. Je to velice důležitá část. Jakmile je detekce kůže hotova a 
snímek výřezu obsahuje určité procento bodů odpovídajících barvě kůže, tak se 4x 
zmenší na snímek 50x50pixelů, který se bude dále zpracovávat, jak můžete vidět na 
obrázku 16. 
  
 
Obrázek 16: Proces detekce kůže a zmenšení snímku ze zkoumané oblasti. 
 
3. Sledovaní změny scény-Optical flow(10x10): tato část si nabere dva snímky - 
současný a předchozí - které se pošlou do funkce optického toku, jejíž princip je popsán 
v podkapitole 2.2. Každý z těchto snímků je upraven z předchozích filtrací tak, že má 
rozměry 50x50pixelů a jsou na něm barevně označeny pouze místa, která z původního 
snímku odpovídaly barvě kůže a zbytek je označen černou barvou. Předchozí snímek je 
rozdělen ještě na 100 oblastí (10x10), tzn. 5x5pixelů, a pro každou oblast se 
vyhodnocuje místo na novém snímku, které s největší pravděpodobností odpovídá této 
oblasti z předchozího snímku. To se děje pro každou oblast, jak můžete vidět na 
obrázku 17. Data z těchto prohledávání jsou ukládána do dvou matic, kde v jedné jsou 
uloženy úhly natočení změny oblasti a ve druhé vzdálenosti mezi nimi.  
 
 
Obrázek 17: Příklad optického toku.  
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4. Histogram toku (18): do histogramu (popsané v kapitole Histogram) jsou postupně 
ukládána data z matic vypočteného optického toku. X-ová osa označuje úhel natočení - 
jakým směrem byly jednotlivé oblasti posunuty. Histogram má 18 dimenzí, takže úhly 
jsou rozděleny do těchto dimenzí z 360° na 18 hodnot po 20°. Do Y-ové osy jsou 
ukládány jednotlivé hodnoty pro velikosti vzdáleností, o kolik se v daném úhlu oblast 
posunula. Jakmile jsou všechny hodnoty přijaté z optického toku převedeny z matic do 
histogramu, jsou tyto hodnoty uloženy a zobrazeny uživateli, jak můžete vidět na 
obrázku 18.  
  
 
Obrázek 18: Ukázka histogramu. 
 
5. Vyhodnocování gest: data z histogramu se postupně načítají a vkládají do HMM 
(Skrytý Markovovův Model) - popsán v podkapitole 2.3. Vyhodnocování probíhá, 
dokud není detekováno některé z gest, a pokud se tak stane, tak se gesto pošle jako 
vstup do systému.     
3.3 Konečný návrh 
Druhý návrh bylo nutné předělat kvůli nově nabytým informacím, které jsme získal v průběhu 
implementací a testování systému a to především kvůli způsobu práce s Hidden Markov Models  
(trénování, reprezentace dat, zpracování a vyhodnocení HMM).  
Pro zjednodušení a zefektivnění systému jsem, stejně jako u druhého návrhu, použil 
konstantní pozadí ve formě jednobarevného plátna a také je vyhodnocována pouze oblast 
uprostřed snímku z kamery nebo videozáznamu, která je označena zeleným čtvercem 
120x120pixelů.  
Dále je zde použita detekce kůže, jako u předchozích návrhů, kde se odfiltruje veškerá 
barva kůže ve snímané oblasti a zbylé barvy se změní na černou. Kromě vyhledání kůže se 
počítá i množství pixelů shodujících se s barvou kůže, aby bylo možné zjistit, jestli je dostatek 
ruky pro vyhodnocení ve sledované oblasti a také, kdy tuto oblast ruka opustila pro 
vyhodnocení největšího počtu shodných tříd, které byly během pohybu v oblasti zaznamenány, 
a pro přípravu na následující vyhodnocování.  
Hlavním rozdílem v tomto návrhu, je sledování a vyhodnocování jednotlivých snímků 
oproti sledování změny scény a veškeré vyhodnocování zde obstarávají HMM, které jednotlivé 
snímky rozloží na číselnou reprezentaci, která je uložena do pozorovacího vektoru. Ten se 
následně porovnává s předem natrénovanými třídami dat a vrací zpět, s jakou pravděpodobností 
tento snímek patří k jednotlivým třídám. Jakmile ruka vyjde ze zkoumané oblasti vyhodnotí, 
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jaká třída se za dobu pohybu ruky v oblasti vyskytovala nejčastěji a podle toho provede 
příslušný signál pro vstup do systému ve formě provedení některé předem definované operace.  
Dále bylo nutné promyslet, jakým způsobem budou vstupní vzorky pro trénování HMM 
reprezentovány a jaké pohyby pro třídy vzorků se hodí, aby byly co nejefektivnější a spolehlivé. 
Vzorky pro trénování HMM bylo nejvhodnější uložit ve formátu XML jako jednotlivé snímky 
60x60pixelů v barevném spektru RGB po úpravě detekce kůže, které reprezentují pohyb ruky 
pro danou třídu dat. Každý ze snímků má svoje číslo reprezentující pořadí, v jakém jednotlivé 
snímky jdou za sebou a dále bylo také nutné zaznamenat množství snímků pro danou třídu, 
protože vzorky nebyly stejně dlouhé.  
Toto byl stručný popis konečného návrhu, Nyní vám předvedu diagram tohoto návrhu, 
který vidíte na obrázku 19, který později blíže popíši.  
 
Obrázek 19: Diagram konečného návrhu.  
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3.3.1 Popis jednotlivých částí diagramu konečného návrhu 
1. Trénování HMM ze vzorku: nejdříve je nezbytné inicializovat parametry pro strukturu 
HMM a pozorování pro každý stav HMM, který je reprezentován numerickými 
hodnotami odpovídajícími jednotlivým snímkům (60x60 pixel) pro danou třídu. Vzorek 
je načten ze souboru XML odpovídajícímu dané třídě, převeden z RGB na škálu šedi a 
přepočítán za pomoci DCT (Diskrétní cosinusová transformace) 2.4 na číselnou 
reprezentaci, která je dále uložena do struktury HMM. Takto jsou postupně natrénovány 
všechny vzorky pro jednotlivé třídy HMM.        
 
2. Výřez ze snímku (120x120): tato část získává z kamery jednotlivé snímky a provádí 
potřebné úpravy pro následné zpracování. Doprostřed snímku je vyznačen zelený čtverec 
122x122pixelů, který vyznačuje oblast, která je sledována, a ze které se vyhodnocují 
data. Jakmile proběhnou veškeré operace, je znovu požádáno o načtení snímku z kamery 
a znovu provedeny potřebné opravy. Dále je zde zobrazeno v levém spodním rohu 
červeným čtvercem, je-li dostatek kůže ve zkoumané oblasti nad tím číslo pořadí 
snímku, uprostřed ve spodní části je označeno číslo, o jaké HMM se jedná a po pomlce, 
jakou mělo pravděpodobnost a nakonec vpravo je zobrazován čítač tříd, kde se 
zobrazuje, kolik jakých tříd bylo během pohybu ruky v oblasti zaznamenáno.   
 
3. Detekce kůže + zmenšení snímku(60x60): lokalizuje ve výřezu snímku místa, která 
odpovídají barvě kůže a místa, která jí neodpovídají změní na černou barvu. Detekce 
kůže je detailně popsána v kapitole teorie, přesněji v podkapitole 2.1 a základní 
algoritmus pro detekci škály barvy kůže je popsán v podkapitole 2.1.4. Je to velice 
důležitá část. Jakmile je detekce kůže hotova a snímek výřezu obsahuje určité procento 
bodů odpovídajících barvě kůže, tak je 2x zmenšen na snímek 60x60pixelů, který se 
bude dále zpracovávat.  
 
4. Dostatek kůže?: tato kontrola, zdali je dostatek kůže ve zkoumané oblasti, je důležitá 
kvůli rozpoznávání HMM, protože pokud nemáme dostatek informací pro jednoznačné 
rozpoznání určité třídy HMM, nastávají problémy s vyhodnocováním, protože jsou 
vyhodnocovány jiné třídy než je žádaná. Také je důležité, při vyhodnocení o jakou třídu 
se jednalo, sledovat, kdy ruka vyšla ze zkoumané oblasti. Toto rozhodování má dva 
stavy: buď je dostatek kůže nebo není. V případě že ano, je tento upravený snímek dále 
poslán na rozpoznání HMM. Pokud ne, tak se zkontroluje, zdali ruka opustila 
sledovanou oblast, nebo se vyšle signál pro načtení nového snímku z kamery, pokud 
ruka do oblasti ještě nevstoupila. 
 
5. Rozpoznání HMM: v této části se již upravený snímek převede za pomoci DCT do 
pozorovacího vektoru, podobně jako u trénování HMM, ze kterého se odvozuje 
pravděpodobnost pro jednotlivé třídy HMM. Z těchto informací se získá třída HMM, do 
které s největší pravděpodobností aktuální snímek patří a tato informace je předána čítači 
tříd. Poté je poslán signál pro načtení nového snímku z kamery.     
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6. Čítač tříd HMM: do tohoto čítače se zapisuje, kolikrát se objevila jaká třída během 
pohybu ruky ve vymezené oblasti, aby bylo možné odvodit, jaká třída HMM se zde za 
dobu, než ruka vyjde z oblasti, nacházela nejčastěji a podle tohoto odvodit, jaký vstup do 
systému by měl nastat. 
 
7. Vyšla ruka z oblasti?: tato kontrola zjišťuje, zdali se ruka ještě nachází ve zkoumané 
oblasti, ale také zdali tam předtím byla a to tím, že se v čítači tříd nacházejí data o 
průchodu, čili není prázdný. Pokud bylo vyhodnoceno, že ruka vyšla ze zkoumané 
oblasti, pošle se dále na vyhodnocení, jaká třída se objevovala nejčastěji během pohybu 
ruky v oblasti.  
 
8. Nejlepší shoda: nalezení té třídy HMM, která se v průběhu pohybu ruky v oblasti 
nacházela nejčastěji a poté vykonání předem definované činnosti, podle této třídy, jako 
vstup do systému a vynulování čítače pro následující vyhodnocování. 
 
9. Vstup do systému: podle vyhodnocené třídy pohybu ruky se provede vstup do 
operačního systému ve formě posílaných signálů. Jedním z pohybů se otevře určitý 
program a další pohyby se převádějí do formy kláves nebo klávesových zkratek, které 
jsou posílány do otevřeného programu a tak jej ovládají.    
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Kapitola 4 Realizace návrhu řešení 
Pro implementaci návrhu bylo nutné seznámit se důkladně s prostředky pro zpracování obrazu. 
K tomuto účelu jsem nastudoval a začal používat některé funkce z knihoven OpenCV (Open 
Source Computer Vision)[13], které poskytují širokou škálu prostředků pro zpracování a úpravu 
snímků z kamery nebo videosekvencí. V této části popíši realizaci návrhu z hlediska 
implementací do skutečného systému. Popíši zde, jaké funkce a prostředky jsem pro jednotlivé 
části návrhů použil a co tyto funkce vykonávají, dále také, co bylo nutné doladit tak, aby systém 
pracoval co nejefektivněji atd.   
4.1 Implementace prvotního návrhu  
Dle prvotního návrhu jsem se pokusil vytvořit aplikaci, která by splnila původní předpoklady. 
Bylo nutné se seznámit a pochopit některé základní funkce OpenCV pro zpracování obrazu. 
Jakmile jsem vyzkoušel, jak správně načítat snímky z kamery a pracovat s nimi, sestavil jsem 
systém podle návrhu, který se upravoval z nově nabytých zkušeností a prací s tímto systémem a 
jeho testováním. Největší problém nastal při detekci kůže, protože jsem používal algoritmus z 
podkapitoly 2.1.4, který vyhodnocuje pouze to, zdali jednotlivý bod spadá do definované škály 
barvy kůže, ale vzhledem k tomu, že tato škála je opravdu široká, vyhodnocoval i body mimo 
ruku (např. špatně nasvícenou stěnu, skříň atp.), kterou bylo potřeba ve snímku vyhledat.  
Tento problém jsem se snažil vyřešit jedno nebo vícebarevným pozadím, kde se ale 
nevyskytoval žádný odstín barvy kůže, nebo také uložením snímku pozadí a vyhodnocováním 
pouze změny v obraze na základě rozdílu mezi inicializovaným snímkem pozadí a novým 
snímkem z kamery nebo videozáznamu. Dalším problémem byla změna světelných podmínek - 
tj. např. denní světlo x umělé osvětlení, úhel, ze kterého světlo přichází, více světelných zdrojů 
nebo byla na webkameře nastavena automatická úprava jasu atd. - což způsobovalo problémy 
typu přesvětlený nebo příliš tmavý snímek, kde ruka byla tak světlá nebo tmavá, že již 
nespadala do barevného spektra vyhrazeného pro barvu kůže. Potom byly vyhodnocovány 
pouze okraje ruky, nebo se nepodařilo najít žádnou shodu, a nebo bylo kvůli těmto změnám 
změněno pozadí snímku, které předtím neobsahovalo barvu kůže, ale kvůli změně světelných 
podmínek již obsahuje a činí problém při vyhledávání ruky. Mezi další problémy, se kterými 
jsem se setkal, bylo, že i když se mi podařilo nastolit ideální podmínky - světlo a odpovídající 
pozadí, aby byla odfiltrována pouze skutečná barva kůže, která se ve snímku nachází, mohla být 
vyhodnocena kromě dlaně, kterou jsme podle návrhu chtěli sledovat, také ostatní místa, kde se 
nacházela kůže - zbytek ruky (předloktí, paže), obličej nebo také, pokud by v pozadí stálo více 
osob, toto vše by se muselo odfiltrovat. Problémy s detekcí kůže můžete vidět na obrázku 20.  
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Obrázek 20: Ukázka detekce kůže, kde jsou vidět nedostatky při detekci.    
 
Z těchto výše zmíněných a dalších problémů, které při implementaci nastaly a po 
konzultacích s vedoucím mé bakalářské práce, jsem se rozhodl vypracovat nový návrh, který by 
nevyhodnocoval celý snímek, ale pouze jeho část, na kterou nemá takový vliv pozadí snímku. 
Nicméně, abych si vyzkoušel, zda by systém podle prvotního návrhu alespoň částečně fungoval, 
vytvořil jsem jednoduchou aplikaci, ve které se nevyhledává barva kůže, ale rozsah barev, které 
se po spuštění aplikace inicializují z prostředku snímků získaných z kamery tak, že je uživateli 
zobrazeno zeleným čtvercem místo, které má vyplnit objektem, který má později aplikace 
sledovat - pro tento účel jsem používal růžovou rukavici.  
Po stisknutí klávesy „n“, se z této oblasti načte rozsah barev, které se mají v obraze 
vyhledávat. Poté začne program na každém následujícím snímku z kamery tento rozsah barev 
hledat a uživateli se zobrazuje, kde byla tato barva nalezena ve formě ohraničení veškeré této 
barvy zeleným obdélníkem, ze kterého jsou brány informace, které jsou použity jako vstup do 
systému. Podle umístění levého horního rohu ohraničení je přepočítána pozice na snímku oproti 
ploše obrazovky a na toto místo je přemístěn kurzor myši - tímto způsobem jde s myší 
pohybovat pouhým pohybem ruky, která má na sobě jednobarevnou rukavici jak můžete vidět 
na obrázku 21, nebo pokud jsou dobré světelné podmínky dá se inicializovat i samotná dlaň 
ruky.  
 
 
Obrázek 21: Ukázka aplikace, která vyhledá ruku s rukavicí. 
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Dále jde zjistit, zdali se ruka natočila tím, že šířka obdélníku, tvořící ohraničení, je 
pouze cca třetinová oproti výšce a tuto informaci použít jako kliknutí myši na pozici, kam se 
ruka přesunula. Zde ale nastává další problém, kvůli pohybu ruky při natočení, protože kliknutí 
nastane, až po natočení ruky, což způsobí kliknutí na jiné místo než uživatel původně zamýšlel. 
Takto jsem si vyzkoušel, že by tímto způsobem bylo možné ovládat počítač, pokud by 
se systém doladil a byl rozšířen o mnoho dalších rozpoznávání. Tuto aplikaci by bylo možné 
používat pouze, pokud by se docílilo ideálních podmínek, proto jsem začal pracovat na 
implementaci druhého návrhu.  
4.2 Implementace druhého návrhu 
Po znalostech získaných při implementaci a testování prvního návrhu a konzultacích 
s vedoucím mé práce, jsem vytvořil druhý návrh, který byl během implementace několikrát 
pozměněn díky novým poznatkům, které jsem získal při zpracovávání tohoto návrhu. 
Hlavním rozdílem při implementaci a návrhu - oproti prvnímu - byla úplná změna 
způsobu vyhodnocování a předdefinovaná oblast, ze které se ruka vyhodnocuje. Dále bylo pro 
zjednodušení použito pozadí, kde se nevyskytuje barva kůže, ale kvůli způsobu zpracování, kde 
se nevyhodnocuje jeden snímek, ale změna mezi snímky za pomoci optického toku, jehož 
princip je popsán v podkapitole 2.2, není nutné používat detekci kůže a proto není potřeba 
tohoto pozadí. Toto jsem si vyzkoušel u jedné z implementací, kdy jsem nepoužíval optický tok 
pro získání informací o změně, ale barevný rozdíl mezi snímky. Vytvořil jsem vzorky, které se 
později při pokusech ukázaly jako nepřesné a neefektivní.  
Při pokusech s HMM jsem zjistil, že je lépe rozpoznatelný snímek s určitým gestem než 
rozdíl mezi nimi. Proto jsem se rozhodl vytvořit nový – konečný – návrh, který byl mnohem 
efektivnější a přesnější.  
Nyní zde stručně popíší, co jsem z druhého návrhu implementoval a nastíním zde 
některé problémy, s kterými jsem se během implementace setkal. Nejdříve bylo nutné se 
seznámit s tím, jakým způsobem v OpenCV pracuje optický tok, jaké prostředky a parametry se 
pro jeho implementaci používají, jak tyto parametry ovlivňují výsledek, jakým způsobem jsou 
výstupní data reprezentovány a jak je později zpracovávat do podoby histogramu, který by byl 
poté rozpoznán. Z celého snímku načteného z kamery nebo videozáznamu, o velikosti 
640x480pixelů, je sledována pouze oblast uprostřed tohoto snímku, o rozměrech 
200x200pixelů, která je zpracována přes detektor kůže stejným principem, jako u prvního 
návrhu, až na vyhodnocení pouze sledované oblasti oproti celému snímku. Po projetí 
detektorem kůže, který vytvoří nový snímek, 200x200pixelů, pouze ze sledované oblasti, kdy je 
veškerá barva neodpovídající kůži přepsána na černou, je tento snímek čtyřnásobně zmenšen na 
velikost 50x50pixelů. Poté je uložen jako snímek, který se bude porovnávat s následujícím 
snímkem, je přepsán do škály šedi a z tohoto a následujícího snímku - také přepsaného do škály 
šedi - je vypočítán optický tok a to tak, že je první snímek rozdělen do bloků 10x10 po 
5x5pixelů a na druhém snímku je vyhledáváno, kde se jednotlivé bloky s největší 
pravděpodobností nacházejí. Tyto informace jsou uloženy do dvou matic, kdy do jedné se 
ukládá horizontální a do druhé vertikální posun podle toho, kde bylo opticky vyhodnoceno, že 
se jednotlivé bloky na druhém snímku nacházejí. Tyto informace jsou přepočítány a vykresleny 
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ve formě červených čar s tečkou na konci, které na původním snímku 200x200pixelů ukazují, 
jak byly jednotlivé bloky pomocí optického toku vyhodnoceny z předchozího snímku oproti 
současnému, aby uživatel viděl odvozenou změnu optického toku mezi snímky. Dále jsou 
z matic vypočítány jednotlivé úhly směru mezi bloky, mezi kterými byla nalezena shoda, 
jednotlivé úhly jsou poté roztříděny do 24 polí po 15° a ke každému úhlu je vždy přičtena 
vzdálenost mezi shodnými bloky. Tyto informace jsou převedeny do histogramu, který 
reprezentuje četnost vzdáleností pro skupiny úhlů. Jak můžete vidět na obrázku 22. 
 
 
Obrázek 22: Ukázka činnosti z programu. 
 
Informace z histogramu měli být předávány dále na rozpoznávání za pomoci HMM, ale 
ukázalo se, že tento způsob není pro vyhodnocování ideální, proto byl vytvořen další - konečný 
- návrh.   
4.3 Implementace konečného návrhu 
Trénování HMM: nejdříve je nutné natrénovat veškerá HMM ze vzorků popsaných v kapitole 
5.2, aby bylo možné později rozpoznávat, o jaké HMM se při pohybu ruky ve zkoumané oblasti 
s největší pravděpodobností jedná. U níže popsaného rozpoznávání HMM jsem se nechal 
inspirovat v programu HMMDemo [11] pro rozpoznávání obličejů z databáze, abych pochopil 
jak v OpenCV pracují Skryté Markovy Modely. Bylo nutné pochopit, jak určité parametry a 
funkce ovlivňují HMM [10] a jaká musí být posloupnost těchto funkcí, aby bylo zajištěno 
naplnění celé struktury HMM a jejích všech stavů ze vzorků tak, aby bylo možné později 
správně rozpoznat, o jaký HMM se s největší pravděpodobností jedná.  
Při trénování musejí být nejdříve nastaveny parametry, ze kterých se vytvoří zatím ještě 
nenatrénované HMM, které jsou postupně naplňovány ze vzorků patřících k jednotlivým 
modelům HMM. Podle HMM se otevře vzorek, který tomuto HMM odpovídá a z něhož se 
načte kolik snímků daný vzorek obsahuje. 
Poté jednotlivé snímky ze vzorku převedeme nejprve z barev RGB do škály šedi a 
vytvoříme pro každý snímek strukturu pozorování, do které budou informace ze snímku 
převedeny za pomocí funkce, která převede snímek na hodnoty spektra v blocích pomocí     
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DCT 2.4 do pozorovacího vektoru. Pro lepší pochopení uvedu příklad: máme snímek 
60x60pixelů ve škále šedi, v tomto snímku se pohybuje blok o velikosti 12x12pixelů, ze kterého 
se za pomoci DCT vypočítá devět koeficientů, které se uloží do pozorovací struktury do 
pozorovacího vektoru. Příklad můžete vidět na obrázku 12. Jakmile je předáno všech devět 
hodnot z bloku 12x12pixelů, přesune se blok o 4pixely horizontálně a znovu je blok přepočítán 
a hodnoty uloženy do pozorovacího vektoru. To se provádí pro celý řádek a poté se posuneme o 
4pixely vertikálně, dokud neprojdeme celý snímek, ze kterého získáme 13x13x9 (horizontální, 
vertikální posuny bloku a každý blok má devět informací) - tedy 1521 hodnot reprezentujících 
daný snímek.  
Hodnoty jsou uloženy do pozorovací struktury, se kterou se později pracuje. Poté je 
zavolána funkce, která provede pro každý pozorovaný obrázek jednotnou segmentaci. Jednotná 
segmentace se provádí pro rozčlenění snímku pro práci s HMM, např.: pro rozpoznávání 
obličejů se používá segmentace 3,6,6,6,3, protože důležitější části obličeje jsou uprostřed a čelo 
a brada se u většiny lidí tolik nemění. Já používám poněkud odlišnou segmentaci, jak můžete 
vidět na obrázku 23, protože mě více zajímají informace v horizontálním směru, protože tím 
směrem je prováděn pohyb ruky. 
 
Obrázek 23: Jednotná segmentace pro (a) tvář a (b) gesto ruky. 
   Jakmile je vše takto připraveno, zavolá se cyklus, který volá různé funkce tak, aby 
rozdíl mezi pravděpodobností vypočítanou ze stavu a pozorovacích vektorů měl maximální 
odchylku 0,01. V cyklu jsou použity tyto funkce: funkce pro odhad všech parametrů každého 
HMM stavu, která spočítá všechny vnitřní parametry každého HMM stavu, dále funkce, která 
použije aktuální rozčlenění pozorovaných obrázků pro výpočet matice pravděpodobností 
přechodu pro vnořené a externí HMM. Poté se cyklem zavolá pro všechny pozorované obrázky 
funkce, která spočítá Gaussinovu pravděpodobnost pro každé pozorování, které se vyskytuje 
v každém z vnitřních HMM stavů. Dále se provádí Viterbiho algoritmus 2.3.3 pro vestavěné 
HMM, který vyhodnocuje pravděpodobnost nejlepší shody mezi pozorovaným obrázkem a 
daným HMM a provádí segmentaci obrazu pozorování HMM stavy. Tato segmentace se 
provádí na základě nalezené shody. Viterbiho algoritmus vrací hodnotu pravděpodobnosti, na 
kolik procent se daný snímek shoduje se sledovaným HMM. Tyto pravděpodobnosti se sčítají 
pro všechny snímky, které byly převedeny do trénovaného HMM, vyděleny počtem snímků, 
vynásobeny délkou každého pozorovacího vektoru - v našem případě devíti - a porovnány s 
předchozí  pravděpodobností. Cyklus se opakuje do té doby, dokud rozdíl mezi starou a novou 
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pravděpodobností není menší než jedna setina. Toto se opakuje pro všechny třídy HMM, dokud 
nejsou všechny natrénovány a připraveny pro následující rozpoznávání.  
  
Zpracování obrazu z kamery nebo z videozáznamu: po natrénování všech HMM jsou 
inicializovány některé proměnné, důležité pro chod programu, a je rozhodováno, za pomoci 
parametrů zadaných při spuštění aplikace, zdali se budou načítat snímky z kamery nebo 
z videozáznamu za pomoci funkcí OpenCV. Dále je zkontrolováno, jestli je možné z tohoto 
média snímky načítat a jestli se podařilo navázat spojení. Jakmile je nastaveno z jakého media 
se budou načítat snímky, načte se první snímek a zkontroluje se, zdali se ho podařilo správně 
načíst. Pokud by se snímek nepodařilo načíst, musí se aplikace ukončit, jinak se snímek 
zkopíruje a předá dále funkci, která provede detekci kůže a jiné úpravy. Do správně načteného 
snímku se do středu přidá zelený čtverec, 122x122pixelů, ohraničující oblast, která je 
vyhodnocována, aby uživatel věděl, jestli je v této oblasti nebo z ní vychází atd. Dále je přidána 
informace o pořadí snímku. Informace získané z detekce kůže, zdali je dostatek pro 
vyhodnocování, je předána uživateli ve formě zobrazení červeného vyplněného čtverce 
30x30pixelů v levém spodním rohu snímku. Dále je přidána informace, jak byl snímek 
rozpoznáván a s jakou pravděpodobností patří k jaké třídě HMM ve formě červeného textu 
umístěného pod zeleným čtvercem označujícím sledovanou oblast, kde jsou ve třech řádcích 
sestupně vypsány tři nejlepší shody snímku s HMM třídami, konkrétně je zde vypsáno o jakou 
třídu se jedná a po pomlce, s jakou pravděpodobností k této třídě patří. A poslední záznam, 
nejvíce vpravo, označuje výpis z čítače tříd, kde je od A až po H označena každá třída HMM a u 
ní číselně zobrazeno, kolikrát se za dobu, co je ruka ve zkoumané oblasti vyhodnotilo, že se 
s největší pravděpodobností na základě nejlepší shody jedná o danou třídu HMM, jak můžete 
vidět na obrázku 24. Jakmile jsou snímku předány všechny tyto informace, je snímek zobrazen 
do okna, aby uživatel měl co nejvíce informací.  
 
Obrázek 24: Ukázka okna s informacemi,  které vidí uživatel.  
 
Chvíli se čeká (20ms) na vstup z klávesnice, jako například začátek nebo konec nahrávání videa 
nebo posun po jednotlivých snímcích, pokud není zapnut automatický posun atd. a poté je 
požádáno o načtení nového snímku z vybraného media.  
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Detekce kůže a úprava pro rozpoznávání: snímek je předán z předchozí funkce jako celkový 
obraz z načteného media, ale vyhodnocována je pouze oblast pro sledování uprostřed snímku 
120x120pixelů. Zde se vyhodnocují jednotlivé pixely z dané oblasti, zdali spadají do barvy kůže 
podle algoritmu popsaného v kapitole 2.3, kde pokud barva v daném pixelu je vyhodnocena 
jako barva kůže, je inkrementován čítač množství barvy kůže ve vyhodnocovací oblasti pro 
pozdější kontrolu, zdali je v oblasti dostatek kůže pro vyhodnocování. Pokud algoritmus 
nevyhodnotí barvu v daném pixelu jako barvu kůže, barva se přepíše na černou - tedy hodnoty 
RGB budou přepsány na 0. Takto jsou zkontrolovány všechny pixely ve sledované oblasti a 
uloženy do nového snímku 120x120pixelů. Poté je provedena kontrola, zdali je v oblasti 
dostatek barvy kůže pro vyhodnocování a to tak, že je-li v oblasti více než 12,5% celkových 
bodů vyhodnocených jako barva kůže, nastaví se příznak proto, aby byla spuštěna funkce pro 
rozpoznávání HMM.  
Pokud ale není v oblasti dostatek kůže, nastaví se, aby nebyla pro snímek zavolána 
funkce pro rozpoznávání a rozhodne se, jestli ruka do oblasti ještě nevešla nebo z oblasti vyšla. 
Pokud ruka v oblasti byla a již vyšla (proto v tuto chvíli není na snímku dostatek barvy kůže), 
provede se analýza, jaká třída byla nejčastěji detekována při průchodu rukou zkoumanou oblastí 
a podle této třídy se vykoná předem definovaná činnost - například jako různé vstupy do 
systému. Poté je tento snímek, který již prošel detekcí kůže, zmenšen na polovinu, 60x60pixelů, 
a zobrazen do okna s detekcí kůže, aby uživatel viděl jak ruka na snímku vypadá po průchodu 
detektorem kůže.  
 
Obrázek 25: Odstínění pozadí za pomoci detekce kůže z obrázku 24. 
 
Dále pokud bylo detekováno, že je dostatek barvy kůže v oblasti (více jak 12.5% 
z celého snímku), je zavolána funkce pro rozpoznávání HMM a z výsledků je inkrementován 
čítač tříd. Funkce je poté ukončena a čeká na načtení nového snímku. 
 
Rozpoznávání HMM: tato část zajišťuje rozpoznání, o jakou třídu HMM se s největší 
pravděpodobností jedná, ze snímku předaného po úpravách z předchozí části. Předaný snímek, 
60x60pixelů, v RGB škále je přepsán do škály šedi a předán funkci, která ho přepíše do 
pozorovacího vektoru, stejně jako při trénování HMM. Poté se pomocí funkce používající 
Viterbiho algoritmu (který vrací pravděpodobnost, nakolik se daný snímek shoduje 
s jednotlivými HMM na základě nejlepší shody) spočítají pravděpodobnosti a z těchto 
pravděpodobností se vyhledají tři nejlepší shody, které jsou uloženy pro následující zpracování. 
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Vstup do systému: v této části se podle vyhodnoceného pohybu rozhodné, jaký vstup do 
operačního systému se má provést. Vymyslel jsem osm různých tříd pohybu, tedy mám osm 
odlišných vstupů do počítače. Rozhodl jsme se ale, že jednu ze tříd použiji pro přepínání módu 
ovládání a to poskytne více možností. Vytvořil jsem ovládání počítače za pomocí knihoven 
windows.h, kde jednou třídou pohybu zavolám otevření určitého programu (např. explorer.exe, 
prohlížeč fotografií atp.), na který se přepne fokus, ale mnou vytvořená aplikace stále 
vyhodnocuje třídy následujících pohybů, které provedou příkazy k ovládání otevřeného 
programu ve formě určitých kláves nebo klávesových zkratek (např. šipky vpravo, vlevo, 
nahoru, dolu pro pohyb nebo Alt+F4 pro ukončení programu atp.). 
 Pro ukázku použitelnosti jsem si vybral dvě aplikace - ale použití může být mnohem 
širší - a to Průzkumník Windows a prohlížeč fotografií IrfanView, volně stažitelný na 
http://www.irfanview.cz/ . Aplikace se musí přepnout klávesou „m“ do módu ovládání, protože 
při spuštění se musí přizpůsobit a bylo by nechtěné, aby během zkoušení stále otvírala aplikace 
atd. Ovládaní počítače tímto rozhraním můžete vidět v následující tabulce 1, kde je viditelné,  
jak jednotlivé třídy pohybu ovlivňují spuštěnou aplikaci. Nejdříve je možné otevřít aplikaci 
(třídou „A“) nebo přepnout na jinou („E“). Dále už jsou do otevřeného programu posílány 
příkazy k ovládání dle třídy pohybu, jako pohyb ve složkách v Průzkumníku, přepnutí mezi 
stromovou strukturou a standardním zobrazením složky („H“), nebo u prohlížeče fotek 
IrfanView přechod na následující („D“) nebo předchozí („B“) snímek, otočení doleva („C“), 
zvětšení („F“) a zmenšení („H“) snímku. Dále se dá přepnout do dialogu otevření nového 
snímku („E“), kde se dá vybrat jaký obrázek nebo složku s obrázky chceme prohlížet.     
  Explorer   IrfanView   O 
A open ENTER open ENTER ENTER 
B   ↓   ← ↓ 
C   ↑   L ← 
D   →   → → 
E mod   mod O ↑ 
F   ←   + BackSpace 
G   Alt+F4   Alt+F4 Alt+F4  
H   Tab   -   
Tabulka 1: Popisující ovládací prvky pro každou třídu pohybu pro Průzkumník Windows a IrfanView. 
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Kapitola 5 Testovací sady a vzorky 
V této kapitole popíši, jakým způsobem byly testovací sady dat a vzorky pro trénování HMM 
vytvořeny, jaké byly původní předpoklady, které kvůli nově nabytým zkušenostem při 
implementaci zadání nemohly být použity a jakým způsobem musely byt přepsány. 
5.1 Testovací sady 
Zpočátku jsem musel vytvořit testovací sadu dat, ve které jsem se snažil vymyslet, jak by mohl 
vypadat vstup do systému, který rozpoznává pohyb ruky ve videosekvenci. Uvažoval jsem, jaké 
pohyby by byly nejvhodnější, především z hlediska uživatele, aby byly přirozené a daly se 
opakovat, aniž by uživatele po chvíli ruka z těchto pohybů bolela a byly tak jednoduché, aby je 
mohl každý uživatel použít a opakovat a také z hlediska toho, na co by tyto pohyby bylo možné 
použít jako např. natočení dlaně s natočením obrázku atd. Tyto pohyby byly již specifikovány 
pro druhý návrh systému, tedy vyhodnocovány pouze v prostřední části obrazu, která byla 
označena zeleným čtvercem, aby uživatel věděl, kde tyto pohyby provádět. Byly vytvořeny 
videozáznamy, které tyto pohyby ve vyznačené oblasti simulovaly, jako např. otočení dlaně, 
zavření ruky v pěst, pohyb oblastí zleva doprava nebo obráceným směrem atd.  
Nejdříve byly vytvořeny testovací vzorky pro trénování HMM, kde byly 3 hlavní třídy 
pohybu (pohyb otevřenou dlaní zleva doprava, zprava doleva a z otevřené dlaně zavřít v pěst). 
Pro každou z těchto tříd bylo vytvořeno 20 vzorků, které reprezentují daný pohyb, ale s různými 
vzdálenostmi od kamery, drobnými změnami ve směru pohybu nebo s odlišnými světelnými 
podmínkami - jako umělé světlo, sluneční světlo a změnou úhlu odkud světlo přicházelo. 
Jednotlivé snímky reprezentující pohyby byly uloženy jako barevný rozdíl mezi aktuálním 
snímkem z kamery a předchozím - jak můžete vidět na obrázku 26.  
Rozdíly byly ukládány do formátu XML podle tříd A, B a C - např. A00 až A19, B00 až 
B19 a C00 až C19. Vzorky byly nahrávány tak, že určitý typ pohybu při definovaných 
podmínkách byl nahráván, dokud ruka neopustila vyhodnocovanou oblast. Takto byly nahrány 
všechny vzorky a popsány podmínky, při kterých tyto vzorky vznikaly.  
     
 
Obrázek 26: Barevný rozdíl dvou snímků. 
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Tyto pohyby rukou však byly těžko rozeznatelné systémem, protože se jednotlivé třídy 
pohybů v určitých částech shodovaly a byly poté špatně vyhodnocovány, tudíž se ukázaly jako 
nevhodné. Nakonec jsem vytvořil vzorky pracující na principu rozeznávání jednotlivých gest 
reprezentujících určité třídy pohybu na základě nejlepší nalezené shody s určitou třídou. Po 
průchodu ruky vyhodnocovací oblastí je zjištěno, jaká třída se během pohybu vyskytovala 
nejčastěji. Díky tomuto principu vyhodnocování téměř není důležitý směr pohybu. Původní 
testovací sady, kdy byly pohyby rukou na jednu i druhou stranu téměř totožné, pouze se lišily 
v drobných odchylkách, byly vyhodnocovány s chybami, nebo pokud do oblasti vešla otevřená 
ruka a potom se zavřela v pěst, byla po určitou dobu vyhodnocována jako některý z dalších 
pohybů. Nově vymyšlená gesta jsou jednoznačně rozpoznatelná a neshodují se mezi sebou. 
Díky tomu vznikla nová sada testovacích dat ve formě videozáznamu, která simulovala tyto 
nové pohyby, ze kterých se poté vytvořily vzorky tříd pro natrénování HMM.         
5.2 Vzorky 
Vzorky jsou roztříděny do osmi tříd, označených A - H, reprezentujících určitý druh pohybu 
ruky (tzn. různé tvary ruky při pohybu ve zkoumané oblasti). Každá třída obsahuje  pět vzorků 
stejného pohybu, ale s rozličnou rychlostí přechodu ve vytyčené oblasti a odlišnou vzdáleností 
od kamery tak, aby tento systém dokázal rozpoznávat co nejlépe, o jakou třídu se jedná.  
Je možné dále vzorky rozšířit o změnu světelných podmínek, nebo o nové třídy, ale 
musí se dbát na to, aby se tento pohyb rukou, která svírá nějaké gesto, co nejméně podobal 
ostatním třídám, aby tato třída byla co nejlépe rozpoznatelná.  
Vzorky jsou ukládány do samostatné složky ve formátu XML podle typu třídy, jsou 
pojmenovány a očíslovány podle podvzoru - např. A00 až A04 nebo C03 atd.  
Ve vzorku je uložena informace o tom, kolik snímků daný vzorek obsahuje, jednotlivé 
snímky jsou pojmenované frame_x, kde x označuje pořadí snímku uloženého ve formátu 
OpenCV, kde jsou informace o horizontální a vertikální velikosti snímku (60x60pixelů), 
orientaci obrazu a především data jednotlivých pixelů, které mají tři hodnoty reprezentující 
hodnoty RGB (Red Green Blue).  
Vzorky byly nahrány tak, že jsem vytvořil nejdříve videozáznamy, které reprezentovaly 
jednotlivé třídy. Tyto záznamy jsem postupně projížděl po snímku a vybíral a ukládal přímo do 
určeného vzorku. Tímto způsobem jsem naplnil všechny vzorky všech tříd, aby bylo možné 
z těchto vzorků natrénovat HMM a později rozpoznávat do jaké třídy s největší 
pravděpodobností pohyb patří.    
Jaká gesta a jak jsou vzorky zapsány se můžete podívat v tabulce 2. 
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Třída Snímků Směr  Ukázka   Třída Snímků Směr Ukázka 
A00 16 ← E00 9 → 
A01 11 ← E01 10 → 
A02 10 ← E02 14 → 
A03 13 ← E03 15 → 
A04 14 ←  E04 9 →  
B00 11 ← F00 14 → 
B01 12 ← F01 11 → 
B02 10 ← F02 11 → 
B03 9 ← F03 12 → 
B04 14 ←  F04 12 →  
C00 10 ← G00 10 ← 
C01 20 ← G01 19 ← 
C02 11 ← G02 16 ← 
C03 11 ← G03 15 ← 
C04 13 ←  G04 14 ←  
D00 12 → H00 13 → 
D01 10 → H01 14 → 
D02 10 → H02 14 → 
D03 15 → H03 16 → 
D04 13 →  H04 14 →  
 
Tabulka 2: Ukázka vzorků pro trénování HMM. 
5.3 Testovací videa  
Vytvořil jsem 36 videozáznamů natočených z testovací webkamery, které simulují jednotlivé 
třídy pohybu. V těchto záznamech je celkově 1346 testovacích vzorků. V každém z prvních 
osmi videí (out-A.avi – out-H.avi) je pět pohybů reprezentujících danou třídu. Z těchto videí 
byly vytvořeny vzorky pro trénování HMM.  
Dalších deset testovacích videozáznamů (test01.avi – test10.avi) bylo vytvořeno 
v odlišných světelných podmínkách např. přirozené světlo (v různých částech dne), umělé světlo 
a také s odlišnými vzdálenostmi od kamery a jinými polohami ruky od těla. Na každém tomto 
testovacím videozáznamu jsou nahrány pohyby rukou reprezentující všech osm tříd a jsou 
nahrány tak, že jsou za sebou většinou tři pohyby stejné třídy, poté následující třídy atd. Začíná 
se nahrávat ve chvíli, kdy je ruka před vyhodnocovací oblastí a skončí se po průchodu touto 
oblastí, a tak se nahrává každý pohyb. Toto se provádí, aby se ušetřilo místo a čas při provádění 
testu. 
Následujících deset videí (test11.avi – test20.avi), stejně jako předchozí videa, bylo 
vytvářeno s odlišnými podmínkami při nahrávání. Rozdílem bylo, že místo tří stejných pohybů  
pro každou třídu, je pro každou třídu většinou pět pohybů, tedy přibližně čtyřicet. 
Posledních osm testovacích videí (test21.avi – test28.avi)  je založeno na stejném principu, 
jako u předcházejících, ale je zaznamenáno deset pohybů pro každou třídu. 
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Kapitola 6 Testování a vyhodnocení 
V této kapitole podrobněji rozeberu, jak a v jakých podmínkách byl systém testován a podle 
jakých kriterií byl vyhodnocován. Dále, jaké byly podmínky při testovaní, jakým způsobem jsou 
reprezentovány vzorky pro trénování HMM a jak byly pozměněny oproti původním 
předpokladům.  
6.1 Podmínky testování 
Podle konečného návrhu byl systém vytvořený ve formě experimentální aplikace, která byla 
vytvořena a testována v operačním systému Windows XP pro určité podmínky a to: vstup z 
kamery nebo videozáznamu s rozlišením 640x480pixelů; pozadí, kde se nevyskytuje barva kůže  
nebo se vyskytuje, ale ne ve vyhodnocovací oblasti; ideální světelné podmínky, kdy je vidět 
dostatek kůže po průchodu detektorem kůže, aby bylo možné co nejlépe vyhodnocovat, o jaké 
gesto a posléze o jakou třídu pohybu se jedná. Systém pohyb z kamery vyhodnotí a vrátí jako 
největší shodu s určitou třídou pohybu, což bylo také testováno, ale pro statistické 
vyhodnocování a sledování, jak některé parametry ovlivňují tento systém, se ukázal vstup 
z kamery jako nevhodný. Bylo proto nutné nahrát dostatek testovacích videí, protože pokud by 
byl testován pouze vstup z kamery, podmínky by byly oproti videozáznamu pokaždé jiné nejen 
z hlediska prostředí nebo světelných podmínek, ale také z důvodu, že přesně stejné pohyby 
člověk nezvládne, nemluvě o vzdálenosti od kamery atd.                     
6.2 Testování systému 
Jedním ze způsobů testování a vyhodnocování kvality a spolehlivosti byl výpis z čítače tříd 
HMM, kdy aplikace po vyhodnocení provedení pohybu rukou zapíše informace z čítače do 
souboru full.txt a po provedení následujícího pohybu jsou k tomuto souboru připsány další 
informace z čítače. Způsob zapisování je takový, že jsou vypsány všechny třídy od A až po H a 
k nim připsány z čítače informace o tom, kolikrát byly jednotlivé třídy vyhodnoceny během 
pohybu, který byl proveden.  
Videa byla testována tak, že byla po jednom spuštěna aplikací pro testování. Nejdříve 
osm videí, ze kterých byly vytvořeny vzorky pro trénování HMM (out-A.avi – out-H.avi). Po 
dokončení testování těchto osmi videí jsem si otevřel informace, které se během testování 
ukládaly do testovacího souboru (full.txt), vypočítal a připsal jsem informace o tom, o jaké 
video se jedná, na kolik procent byla daná třída správně vyhodnocena a jaký vzorek byl tímto 
pohybem vytvořen, aby se dalo sledovat, jestli je vyhodnocován správným způsobem.  
Ukázka testování z výpisu out-A.avi – out-H.avi, ze kterých byly nahrány vzorky A - D. 
out7.avi - 93 % 
A00  -  A 11 B 0 C 0 D 2 E 0 F 0 G 0 H 0 -  85 % - ANO 
A01  - A 8 B 0 C 0 D 1 E 0 F 0 G 0 H 0 -  89 % - ANO 
A02  - A 8 B 0 C 0 D 0 E 0 F 0 G 0 H 0 - 100 % - ANO 
A03  - A 11 B 0 C 0 D 0 E 0 F 0 G 0 H 0 - 100 % - ANO 
A04  - A 10 B 1 C 0 D 0 E 0 F 0 G 0 H 0 -  91 % - ANO 
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out8.avi - 96 %  
B00  - A 0 B 9 C 0 D 0 E 0 F 0 G 0 H 0 - 100 % - ANO 
B01  - A 0 B 9 C 0 D 0 E 0 F 0 G 0 H 0 - 100 % - ANO 
B02  - A 0 B 7 C 0 D 0 E 0 F 0 G 0 H 0 - 100 % - ANO 
B03  - A 0 B 6 C 0 D 1 E 0 F 0 G 0 H 0 -  86 % - ANO 
B04  - A 0 B 12 C 0 D 1 E 0 F 0 G 0 H 0 -  92 % - ANO 
 
out9.avi - 90 %  
C00  - A 0 B 0 C 7 D 0 E 1 F 0 G 0 H 0 -  88 % - ANO 
C01  - A 0 B 1 C 13 D 0 E 1 F 0 G 0 H 0 -  87 % - ANO 
C02  - A 0 B 0 C 8 D 0 E 0 F 0 G 0 H 0 - 100 % - ANO 
C03  - A 0 B 0 C 8 D 0 E 1 F 0 G 0 H 0 -  89 % - ANO 
C04  - A 0 B 0 C 7 D 1 E 0 F 0 G 0 H 0 -  88 % - ANO 
 
out10.avi - 95 %  
D00  - A 0 B 0 C 0 D 10 E 0 F 0 G 0 H 0 - 100 % - ANO 
D01  - A 0 B 0 C 0 D 8 E 0 F 0 G 0 H 0 - 100 % - ANO 
D02  - A 0 B 0 C 0 D 8 E 0 F 0 G 0 H 0 - 100 % - ANO 
D03  - A 0 B 0 C 0 D 12 E 0 F 0 G 0 H 2 -  86 % - ANO 
D04  - A 0 B 0 C 0 D 8 E 0 F 0 G 0 H 1 -  89 % - ANO      
 
Dále bylo sledováno i to, jak se tento systém chová, pokud je testován na videích - ze 
kterých nebyly vytvořeny vzorky, ale které pouze simulují dané třídy pohybů v rozdílných 
podmínkách (popsané v kapitole 5.3) - proto jsou aplikací spuštěna testovací videa ( test01.avi – 
test28.avi ) a informace z čítače tříd jsou při testování těchto videí zapisovány do testovacího 
souboru (full.txt). Poté jsem opět připsal, o jaké video se jedná a k jaké třídě pohybu jednotlivé 
informace z čítače patří. Pro každý z provedených pohybů jsem vypočítal, s jakou 
pravděpodobností byla vyhodnocena správná třída a to tak, že jsem z informací odvodil 
množství shod s danou třídou oproti všem vyhodnoceným třídám a připsal, zdali se podařilo 
vyhodnotit správnou třídu, o kterou se v daném pohybu jednalo, aby bylo možné později 
vyhodnotit množství správných vyhodnocení v testování oproti špatným. Poté jsem spočítal 
průměrnou pravděpodobnost pro jednotlivé třídy, jak byly vyhodnoceny (v každém videu), aby 
bylo možné sledovat, jaká třída se vyhodnocuje nejlépe z hlediska všech testování nebo 
jednotlivých testovacích videí. 
Ukázka testování z výpisu test01.avi třídy A až F. 
 
test.avi 
 
trida A - 68 % 
A 6 B 0 C 0 D 0 E 3 F 0 G 0 H 0 -  67 % - ANO 
A 5 B 0 C 0 D 1 E 1 F 0 G 0 H 0 -  71 % - ANO 
A 4 B 0 C 0 D 1 E 1 F 0 G 0 H 0 -  67 % - ANO 
 
trida B - 92 % 
A 0 B 7 C 0 D 0 E 0 F 0 G 0 H 0 - 100 % - ANO 
A 0 B 6 C 0 D 1 E 1 F 0 G 0 H 0 -  75 % - ANO 
A 0 B 5 C 0 D 0 E 0 F 0 G 0 H 0 - 100 % - ANO 
 
trida C - 56 % 
A 0 B 0 C 3 D 0 E 1 F 0 G 1 H 0 -  60 % - ANO 
A 0 B 0 C 4 D 0 E 2 F 0 G 0 H 0 -  67 % - ANO 
A 0 B 0 C 3 D 1 E 2 F 0 G 1 H 0 -  43 % - ANO 
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trida D - 63 % 
A 1 B 0 C 0 D 6 E 1 F 0 G 0 H 0 -  75 % - ANO 
A 1 B 0 C 0 D 4 E 1 F 1 G 0 H 0 -  57 % - ANO 
A 0 B 0 C 0 D 5 E 1 F 1 G 0 H 2 -  56 % - ANO 
 
trida E - 68 % 
A 1 B 0 C 0 D 1 E 7 F 0 G 1 H 0 -  70 % - ANO 
A 2 B 0 C 1 D 1 E 12 F 0 G 0 H 0 -  75 % - ANO 
A 3 B 0 C 0 D 2 E 9 F 0 G 1 H 0 -  60 % - ANO 
 
trida F - 23 % 
A 0 B 0 C 1 D 0 E 4 F 3 G 1 H 0 -  33 % - NE 
A 0 B 1 C 0 D 1 E 4 F 4 G 1 H 0 -  36 % - NE 
A 0 B 0 C 0 D 0 E 3 F 0 G 1 H 3 -   0 % - NE 
 
Z těchto testů jsem zjistil, že z 1346 zaznamenaných pohybů vzniklých při spouštění 
testovacích videí, pouze 120 pohybů ruky neodpovídalo prováděné třídě. Z toho vyplývá, že na 
1346 pohybů byla zaznamenána 9% chyba.  
V první části testovacích videí, test01-10, se chyby nejvíce objevily v testovacích 
videích test02.avi a test03.avi, které byly nahrány na umělém světle, kde byly jako kůže 
vyhodnocovány i části stínů v pozadí. Ale z hlediska, že vzorky byly vytvořeny v ideálních 
podmínkách a umělé světlo je od těchto podmínek velmi vzdálené, myslím, že tento výsledek je 
uspokojivý, ale tato chybovost by se dala zmenšit nahráním více vzorků v rozdílných 
podmínkách a pokusit se, aby třídy byly více jednoznačnější.  
Nejvíce chyb se ale objevilo ve videích test25 a test26. Při vytváření těchto videí byla 
scéna nasvícena z levého boku, takže vznikal na ruce boční stín, který detektor barvy kůže 
nevyhodnotil, a tak kvůli částečným informacím byly více vyhodnocované podobné třídy a 
vnikaly velké chyby. 
V následujících tabulkách 3, 4, 5 a 6 je popsáno, kolik vzorků jaké třídy bylo 
v jednotlivých testovacích videích a kolik z nich bylo vyhodnoceno špatně, pro lepší představu 
charakteristiky prováděných testů. Sloupce označují, z jakého videozáznamu se testovalo a 
řádky, o jakou třídu se jedná. Hodnoty říkají, kolik vzorků dané třídy se nachází v jednotlivých 
testovacích videích a za pomlčkou počet nesprávně vyhodnocených vzorků. V posledním řádku 
je počet všech vzorků ze všech tříd v daném videozáznamu a za pomlčkou počet nesprávných 
vyhodnocení. Dále je ke každému sloupci označujícímu počet pohybů pro každou třídu  
v daném videozáznamu přidán sloupec, ve kterém je uvedena průměrná pravděpodobnost 
vypočítaná tak, že v každém vzorku pohybu je nalezen poměr správné třídy oproti všem 
vyhodnoceným a dále vypočten průměr ze všech těchto hodnot.    
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  1 1-P 2 2-P 3 3-P 4 4-P 5 5-P 6 6-P 7 7-P 
A 3 68% 3 56% 4 53% 3 57% 3 55% 3 65% 3 57% 
B 3 92% 3 94% 4 83% 3 97% 3 87% 3 100% 3 96% 
C 3 56% 3-2 44% 4-1 47% 3 65% 3 45% 4 53% 3 48% 
D 3 63% 3 65% 3 68% 3 70% 3 61% 3 86% 3 82% 
E 3 68% 3 54% 4-1 59% 3 75% 3 78% 3 70% 3 70% 
F 3-3 23% 3-1 50% 3 57% 3 56% 3 44% 3 53% 3 61% 
G 3 66% 4-2 39% 6-3 31% 3 59% 3 61% 3 61% 3 57% 
H 3 71% 4 52% 4-1 47% 0 - 3 47% 2 63% 3 54% 
  24-3   26-5   32-6   21   24   24   24  
Tabulka 3: Ukazuje vyhodnocené testy z videozáznamů test01 až test07. 
  8 8-P 9 9-P 10 10-P 11 11-P 12 12-P 13 13-P 14 14-P 
A 3 66% 3 53% 3 68% 5 65% 5 58% 5 65% 5 75% 
B 3 100% 3 90% 3 100% 5 100% 5 89% 5 97% 5 97% 
C 3 59% 3 57% 3 60% 5 49% 5 57% 5 63% 5 66% 
D 3 68% 3 68% 3 67% 5 61% 5 83% 5 79% 5 78% 
E 3-3 30% 3 56% 3 60% 5 62% 5 63% 5 51% 5 67% 
F 2 53% 3-1 41% 3-1 39% 6 56% 5 57% 4 54% 5 60% 
G 3-1 49% 3 67% 3 68% 6 68% 5 57% 5-2 48% 6 58% 
H 2 50% 3 45% 4-1 45% 5 72% 5 57% 5 60% 5 71% 
  22-4  24-1  25-2  42  40  39-2  41  
Tabulka 4: Ukazuje vyhodnocené testy z videozáznamů test08 až test14. 
  15 15-P 16 16-P 17 17-P 18 18-P 19 19-P 20 20-P 21 21-P 
A 5 70% 5 69% 5 63% 5 66% 5 80% 5 61% 10 63% 
B 5 92% 5 87% 5 100% 5 96% 5 100% 5 100% 10 100%
C 5 61% 5-2 43% 5 48% 5 62% 5-1 48% 5-1 47% 11-2 50% 
D 5 76% 5 62% 5 79% 5 62% 5 83% 5 85% 10 78% 
E 6-2 51% 5-3 37% 5-1 59% 5-1 38% 5-1 58% 5 58% 9 69% 
F 6-1 52% 5-1 56% 5-1 47% 4-2 36% 5 64% 5 54% 11 61% 
G 5 62% 5-1 50% 5 67% 5 57% 5-3 35% 5-2 48% 10-1 55% 
H 5 65% 5 72% 5 62% 5 68% 4-1 52% 6 59% 10-1 61% 
 42-3  40-7  40-2  39-3  39-6  41-3  81-4  
Tabulka 5: Ukazuje vyhodnocené testy z videozáznamů test15 až test21. 
  22 22-P 23 23-P 24 24-P 25 25-P 26 26-P 27 27-P 28 28-P 
A 10 57% 11-3 48% 10 63% 10 65% 9 60% 9 68% 10 73% 
B 11 99% 10 96% 10 97% 10 91% 10 89% 10 94% 10 99% 
C 10 62% 11-1 51% 11-2 48% 11-5 45% 10-3 46% 10 57% 10 61% 
D 10 77% 10 72% 10 78% 12 77% 10 82% 10 65% 10 58% 
E 10 67% 10-3 60% 10 68% 9-1 68% 11-4 45% 12-4 40% 13-2 46% 
F 10 58% 11 59% 10 53% 10-1 59% 9 44% 9-3 45% 9 56% 
G 11 60% 10-2 41% 13-5 35% 8-7 25% 10-3 41% 10-5 36% 9-1 55% 
H 10 57% 10 51% 12-4 53% 10-3 48% 14-6 43% 11-1 71% 10 70% 
 82  83-9  86-11  80-17  83-16  81-13  81-3  
Tabulka 6: Ukazuje vyhodnocené testy z videozáznamů test22 až test28. 
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Tabulka 7 ukazuje počet vzorků jednotlivých tříd ze všech testů a množství nesprávných 
vyhodnocení. Průměr uvedený v této tabulce nevyplývá z této tabulky, nýbrž ze všech 
průměrných hodnot ze všech videozáznamů. Hodnota je poměr správně vyhodnocených tříd 
oproti všem vyhodnocením.   
 
Třída Vzorků Chyba Průměr 
A 160 3 63% 
B 162 0 95% 
C 166 20 54% 
D 162 0 73% 
E 166 26 58% 
F 158 15 52% 
G 167 38 52% 
H 165 18 58% 
 1306 120  
Tabulka 7:  Sdružující hodnoty ze všech testů.  
 
Z této tabulky, kde jsou vyhodnoceny všechny testy, vyplývá, že nejlépe vyhodnocovaná je 
třída pohybu „B“, která je jedinečná mezi všemi kvůli tvaru gesta - zaťaté pěsti, která se 
většinou pohybuje do poloviny vyhodnocovací oblasti. Dále má dobré výsledky také třída „D“. 
Proto je vhodné tyto dvě třídy použít pro nejčastější ovládání počítače. Nejhůře vyhodnocované 
třídy byly „F“ a „G“, protože jsou podobné s jinými třídami zvláště na okrajích nebo při 
nekvalitních světelných podmínkách, proto by se měli tyto třídy využívat pro méně časté 
ovládání . 
 
Další testování jsem prováděl tak, že jsem program spouštěl s testovacími videi, ale 
přepnul jsem na mód, kdy se videozáznam neprojíždí jako sekvence, ale po jednotlivých 
snímcích a kontroloval jsem, je-li nejvyšší nalezená shoda ze třech vypsaných tříd, které byly 
rozpoznány shodná s třídou pohybu. Pokud se neshodovala, pokoušel jsem se odvodit, proč bylo 
gesto dané třídy vyhodnocováno jako jiná třída. Zjistil jsem, že nejlépe jsou gesta reprezentující 
určitý pohyb vyhodnocována v první polovině pohybu, ale čím blíže je ruka k okraji, kde pohyb 
končí, začíná se většinou objevovat více chyb při rozpoznávání. Chyby na krajích vznikají 
proto, že některé třídy v těchto místech vypadají velice podobně a nebo je málo informací pro 
jednoznačnější rozpoznání. Proto byla zavedena do aplikace podmínka, že ve vyhodnocovací 
oblasti musí být dostatek kůže - minimálně 12,5% - aby se zamezilo většímu množství chyb. 
Při těchto testech a prací s touto aplikací se informace o pohybu ruky zapisovaly do 
textového souboru „test-next.txt“, kam se zapsalo přes 6600 záznamů, ze kterých se dá odvodit, 
jaká třída pohybu ruky byla vyhodnocena. To dává, dohromady s testy, přes osm tisíc pohybů 
ruky vyhodnocených mým rozhraním. Pro lepší představu: průměrná délka pohybu je přibližně 
2-3 sekundy, z čehož vyplývá, že doba strávená průchodem vyhodnocovací oblastí je přibližně 6 
hodin a 40 minut.      
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6.3 Testy použitelnosti  
Pro vyzkoušení použitelnosti navrženého systému bylo nejdříve nutné vymyslet, jakým 
způsobem bude navržené rozhraní ovládat počítač. Rozhodl jsem se, že budu operačnímu 
systému posílat signály ve formě klávesových zkratek nebo signálu pro otevření určitého 
programu za pomocí knihovny  windows.h. Pro testování mého rozhraní jsem si vybral dva 
programy a to Průzkumník Windows a prohlížeč fotografií IrfanView. Jejich ovládání mým 
rozhraním můžete vidět v tabulce 1. Tyto programy jsem si vybral, protože mají celkem 
jednoduché a intuitivní ovládání. Testoval jsem navržený systém na těchto programech a 
ukázalo se, že ovládání mým rozhraním proběhlo bez větších problémů, a že tento způsob 
ovládání počítače by se dal rozšířit i na jiné programy.  
Proto, aby se dalo sledovat, zda program vyhodnocuje správně gesta a zároveň správně 
ovládá zvolený program, byly vytvořeny videozáznamy, které simulují ovládaní zvoleného 
programu. Jsou to videozáznamy, use01 až use05, pro ukázku využití mého rozhraní pro 
program Průzkumník Windows. Pro lepší představu uvedu, jaké třídy pohybů ruky mé rozhraní 
vyhodnotilo a poté stručně popíší jak se to projevilo v ovládaní zvoleného programu. 
Use01- A-F-F-D-B-D-B-H-D-B-B-A-D-D-B-F-B-D-C-H-F-F-B-D-H-B-B-D-A-G-A-B-B-G 
Use02 -A-F-B-D-B-D-B-B-B-D-H-B-A-D-B-B-A-H-F-F-H-F-G-A-B-B-B-G 
Use03 -A-F-B-D-B-H-B-A-B-A-D-B-B-B-B-A-D-A-D-B-B-B-F-C-G 
Use04 -A-F-B-D-B-B-F-C-D-B-B-B-F-H-D-B-B-F-B-B-D-B-B-A-B-C-A-D-D-D-A-D-D-D-H-C-C-G 
Use05 -A-H-D-B-B-B-F-B-B-B-D-A-H-D-B-D-B-B-H-D-D-D-G          
 Tyto ukázky většinou ovládají Průzkumník Windows tímto způsobem: Nejdříve otevřou 
průzkumník, poté se pohybují ve stromové struktuře pro nalezení určité složky, dále se přepne 
do náhledu této složky, kde se přepínáme mezi jednotlivými složkami pro nalezení hledané 
složky, poté se program vypne a opětovně zapne atp. Pokud by vás zajímala přesná posloupnost 
signálů, můžete je porovnat s tabulkou 1.  
 Tento způsob ovládaní lze tedy dobře využít pro různé prohlížeče prezentací textu, 
fotografií apod. Samozřejmě by se tyto klávesové zkratky mohli přizpůsobit i na jiné programy.  
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Kapitola 7 Závěr 
Cílem této bakalářské práce bylo prostudovat metody týkající se detekce člověka v obraze, se 
zaměřením na ruku, navrhnout uživatelské rozhraní, které bude analyzovat pohyb ruky uživatele 
z videa a tyto informace používat jako vstup do systému a vytvořit experimentální aplikaci, 
která by demonstrovala způsob ovládání počítače dle navrženého systému. Dále vytvořit 
testovací sadu dat a testováním zjistit přesnost, stabilitu a použitelnost navrženého systému.     
Myslím, že systémy ovládání počítače, nebo jiných elektrospotřebičů, na dálku mají do 
budoucna velkou perspektivu a široké využití. Experimentální aplikace, kterou jsem 
implementoval podle konečného návrhu dokáže rozlišit mezi osmi různými, předem 
definovanými, pohyby ruky s určitým gestem a vyhodnotit, o jakou třídu pohybu se s největší 
pravděpodobností jednalo a mít tedy osm možných vstupů do systému. Zatím je to však možné 
pouze za určitých podmínek jako je např. dobré osvětlení, aby detekce kůže ve vyhledávací 
oblasti vyhledala opravdu jen oblast kůže, což by se také dalo vyřešit kvalitnějším detektorem 
kůže v kombinaci s odstraněním pozadí. Dále by se do budoucna mohla tato aplikace rozšířit o 
vytvoření nových tříd pohybů, což by poskytlo více možností ovládání počítače pouhým 
pohybem ruky. 
Implementace experimentální aplikace, vytvořené podle konečného návrhu, jsou na 
přiloženém CD spolu s testovacími videi, vzorky pro trénování HMM, ukázkou testování a dále 
s knihovnami, potřebnými pro spuštění a s návodem k instalaci a obsluze. 
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