This paper deals with unobserved heterogeneity in hedonic price models, arising from missing property and locational characteristics. In specific, commercial real estate is very heterogeneous, and data on detailed property characteristics are often lacking. We show that adding mutually independent property random effects to a hedonic price model results in more precise outof-sample price predictions, both for commercial multifamily housing in Los Angeles and owner-occupied single family housing in Heemstede, the Netherlands. The standard hedonic price model does not take advantage of the fact that some properties sell more than once. We subsequently show that adding spatial random effects leads to an additional increase in prediction accuracy. The increase is highest for properties without prior sales.
Introduction
This paper deals with unobserved heterogeneity in hedonic price models. Hedonic price models are widely used, for example to create price indexes (and concomitant deprecation) for cars (Berndt et al., 1995) , computers (Reis and Santos Silva, 2006) , and residential housing (Hill, 2012) , among many other types of goods. The number of applications within real estate is large. The hedonic price model has for example been used to value residential housing (Francke and De Vos, 2000; Sirmans et al., 2006) , commercial real estate (Bokhari and Geltner, 2011) and (residential) land (Diewert et al., 2015) , and to estimate the depreciation rate of houses (Knight and Sirmans, 1996; Francke and van de Minne, 2017b) . Rosen (1974) explicated the formal microeconomic theory underlying the hedonic price models, though the technique has older roots in consumer and marketing empirical analytics practice (Court, 1939) . It is based on the idea that heterogeneous goods can be described by their attributes (de Haan and Diewert, 2011) . In other words, a good is a bundle of (performance) characteristics. In the case of real estate properties, the relevant bundle may contain attributes of both the building structure and the location site of the property. For example, attributes might include the size, age, and type of building, and the distance of the site from downtown or the airport or nearest subway station. There is no market for the characteristics as such, since they cannot be sold separately. In the market for property occupancy, demand and supply in the market for built space (the rental market) determine the characteristics' marginal contributions to the total value of the bundle. Statistical regression based techniques are typically used to estimate these marginal value contributions.
Hedonic price models for residential and in particular commercial real estate are in practice hard to develop. First, properties are very heterogeneous in nature, implying many value drivers. Second, the property turnover rate, and so the number of transactions, is relatively low. Third, the number of registered property characteristics is in most databases quite limited: many value drivers are missing. And when they are sufficiently available, there is the risk of misspecification and over-fitting.
This paper deals with the modeling of unobserved heterogeneity, arising from missing property and locational characteristics. And we do so with a view toward data scarce application environments. The paper has broad relevance, but real estate is a particularly important subject. Real estate is characterized by very long-lived goods which therefore often transact more than once, and also by the importance of spatial location. With this in mind, we deal with property related unobserved heterogeneity by adding mutual independent property level random effects to the standard hedonic price model, taking advantage of the fact that some properties transact more than once. Moreover, we add spatial random effects to deal with spatial dependencies. Spatial dependencies exist because nearby properties often have similar characteristics and also share locational amenities (Basu and Thibodeau, 1998) .
The property random effects hedonic price model is related to the hybrid model (Quigley, 1995) . The main difference is that we include random effects for all properties, and the hybrid model includes fixed effects for the repeat sales only.
We use two different specifications to model the spatial property effects. The first one is a Besag type model (Besag, 1974) , and the second one a newly proposed spatial random walk model. Both models have in common that the spatial effect for each property depends on its neighbors.
The spatial random walk can be viewed as a special case of the Besag model, where neighbors are defined by the Travelings Salesperson Problem (TSP) route, the shortest route visiting every property only once, and returning to the starting point. The shortest route is calculated by algorithms solving the TSP. Using the TSP route to define neighbors, restricts each property to have at most two neighbors, the preceding and subsequent property on the TSP-route. We keep the model structure simple, and apply a random walk model on the ordered properties, even without taking into account the distance between the properties on the TSP route.
We compare the outcomes of 7 different hedonic price models: a standard hedonic price model, a hybrid model, a hedonic price model including property random effects (all three including location fixed effects), and two spatial models (Besag and spatial random walk) for the hybrid and property random effects hedonic price model (all four excluding location fixed effects). We perform a leave-one-out (LOO) cross validation to measure the out-ofsample performance for the various models, so we can check whether adding property random and spatial effects helps to increase prediction accuracy. As LOO analysis is computational expensive, we use an efficient Bayesian estimation procedure, Integrated Nested Laplace Approximation (INLA), see Rue et al. (2009) .
We apply our model to multifamily housing (income generating proper-ties) in Los Angeles and single family housing (owner-occupied) in Heemstede, a city close to Amsterdam in the Netherlands. Both data sets cover the period from 2001 up to 2017. In both Los Angeles and Heemstede, approximately 30% of the transactions are repeat sales.
The results are in line with expectations. Adding property random effects to the standard hedonic price model improves the prediction accuracy, more than in the hybrid model. The standard deviation of the LOO residuals reduce with approximately 5% in both markets. Adding random property effects and spatial effects reduces the standard deviation of the LOO residuals by 23% and 24% in Los Angeles and Heemstede, respectively. The differences in prediction accuracy between the Besag and spatial random walk model are small, so using a restricted version of the Besag model -having at most two neighbors, the preceding and subsequent property on the TSP-route -does not lead to a loss in prediction accuracy. However, the spatial random walk model is computationally much more efficient. In Los Angeles the spatial random walk model is the best performing one, in Heemstede the Besag. The estimated spatial effects are correlated among the models. Correlations range between 0.93 and 0.99 in Los Angeles, and between 0.88 and 0.99 in Heemstede.
When having only 1 sale per property, the property random effects hedonic price model including spatial effects performs better than the model excluding the spatial effects. The difference in performances becomes smaller when the number of sales per property increases; then the property random effects pick up most of the unobserved heterogeneity, and there is less additional gain from the spatial structure. Finally, the property random effects hedonic price model including spatial effects outperforms more standard hedonic models even after excluding important characteristics.
The paper proceeds as follows. Section 2 gives the methodology. Section 3 provides a data description. Section 4 gives the estimation results, and finally, Section 5 concludes.
Methodology and Estimation

Pooled Hedonic Price model
For modeling and tracking the prices of heterogeneous goods (including real estate), a widely-used type of hedonic price model is the so-called pooled model, given by
where the dependent variable y i is the log price for transaction i, and N is the number of transactions. The (1 × K) vector x i represents the observable hedonic characteristics with corresponding coefficient vector β, constant over time. Apart from property characteristics and a constant, the row vector x i could include location fixed effects. In the pooled hedonic price model x i also includes time fixed effects. The error term i is assumed to be normally and independently distributed with zero mean and variance σ 2 . The pooled hedonic price model is typically estimated by ordinary least squares (OLS). The estimated coefficientβ represents the marginal value contributions, and can subsequently be used to predict the value of all properties -including the ones that were not sold -as long as we observe the hedonic attributes x. The estimated coefficients of the time fixed effects reflect longitudinal changes in the market, and can be interpreted directly as a time trend in the central tendency of market values, hence, can be used to produce a price index.
In the present paper we take specific interest in how to cope with the unobserved heterogeneity. Unobserved heterogeneity is reflected in omitted variable bias, lower model fit, and lower performance on out-of-sample prediction. Unobserved heterogeneity is in specific a problem for commercial real estate (Francke and van de Minne, 2017a), as properties are very heterogeneous, transaction prices are scarce, and detailed property characteristics are often lacking.
Property Random Effects
A way of dealing with unobserved heterogeneity in the hedonic price model is to include mutually independent property random effects in Eq.
(1), taking advantage of the fact that some properties transact more than once, leading to the following model
where subscript p = 1, . . . , P indicates an individual property, P is the total number of properties, j is a vector of ones, and I is the identity matrix.
The number of transactions for property p is n p ; for single sales n p = 1, and for repeat sales n p > 1. The total number of transactions is given by N = P p=1 n p . Note that y p is now a (n p × 1) vector of log transaction prices. The property random effects φ p reflect omitted variables and model misspecification, and the error term transaction noise, the difference between the market value and the transaction price.
Conditional on the variance parameters σ 2 and σ 2 φ the hedonic price model including random property effects Eqs. (2)-(3) can be estimated by generalized least squares, giving
where Var(β) = (
Conditional on σ 2 and σ 2 φ estimates of the property random effects are given byφ
whereȳ p andx p are the average of the transactions prices and the characteristics of property p. The part of the average residualȳ p −x pβ that is attributed to the property random effect thus depends on the ratio of the variance parameters and the number of transactions for property p: The larger n p and the smaller the ratio of σ 2 /σ 2 φ is, the larger this part is. The predicted values for property p -conditional on the ratio of the variance parameters σ 2 and σ 2 φ -can subsequently be expressed asŷ p = x pβ + j npφp .
The variance parameters σ 2 and σ 2 φ can be estimated by (restricted) maximum likelihood or by Bayesian methods. In absence of prior information on these variance parameters a necessary condition is that the number of transactions N must be larger than the number of properties P , so N > P . In other words, some -not all -properties need to transact more than once over the sample period.
Please note that it is practically infeasible to replace the random effects by fixed effects: By including property fixed effects one effectively excludes all single sales, which are in many applications the majority of the transactions. One could formally test whether the β coefficients are different in the fixed and random effects model by the Hausman test. An important reason why the two estimators could be different is the existence of correlation between X and φ, although other sorts of misspecification may also lead to rejection of the null hypothesis of no difference in the β estimates. In our applications it is evident that the property fixed effects models are misspecified -the number of repeat sales is only a very small fraction of all sales, and for the repeat sales most of the characteristics do not change between the date of buying and selling -and therefore we will not apply the Hausman test.
In this paper we will focus on out-of-sample cross validation to test for potential over-fitting, see Section 2.4 for more details. In a hedonic price model with property fixed effects out-of-sample prediction is not possible, unless another sale of the same property has been included in the estimation. This drawback does not hold for random effects models, although the random effect will be zero when the property has not been included in the model estimation.
The hedonic price model with property random effects is related to the hybrid model as proposed by Case and Quigley (1991) , although the focus in hybrid models is primarily on price indexes, see also Quigley (1995) and Hwang and Quigley (2004) . They split the sample in two parts representing single and repeat sales, and provide different model specifications for both subsamples. The single sales y S and the repeat sales y R are modeled by
where y R p,t −y R p,s is the difference in the log price at the time of selling t and the time of buying s. By leaving out all components of (x R p,t −x R p,s )β except for the time fixed effects, one gets the repeat sales model (Bailey et al., 1963; Case and Shiller, 1987) , which is widely used to estimate property price indexes. Eqs. (6)-(7) are simultaneously estimated by OLS. The repeat sales model (7) can equivalently be written in levels by adding property fixed effects, giving y
where φ FE p is the fixed effect for property p. The combined model for single and repeat sales can subsequently be expressed as
where D FE is the selection matrix to select the appropriate property. The hybrid model is somewhat inconsistent by specifying property fixed effects only for the repeat sales. Note that in hybrid models -in contrast to property fixed effects hedonic price models -out-of-sample prediction is also possible for single sales.
Spatial dependencies
The property random effects so far have been specified as mutually independent, Cov(φ p , φ q ) = 0 for p = q, so spatial dependencies have not been explicitly taken into account. Spatial dependencies exist because nearby properties often have similar building characteristics and also share locational characteristics/amenities (Basu and Thibodeau, 1998) . We add spatial property effects θ to the property random effects hedonic price model, leading to
The spatial property effect requires having latitude and longitude coordinates for all properties, which in most cases are easy to obtain. We use two different specifications for the spatial property effects θ. The first one is a Besag type model (Besag, 1974) , and the second one a newly proposed spatial random walk model, which can be seen as a special case of the Besag model. Both models have in common that the spatial property effect for property p depends on its neighbors, although the spatial dependence structure is different. The next subsections provide more details on both models.
We are interested in the estimates of β, φ, and θ, and predictions of property log prices including the property random and spatial effects,ŷ p = x pβ + j npφp + j npθp . For this reason we restrict ourselves to a specific class of spatial random effects models described in Section 2.3.1, and do not for example consider the widely used spatial (spatio-temporal) autoregressive models (Pace et al., 1998 (Pace et al., , 2002 . Spatial-temporal autoregressive models have been used in previous literature, but most applications have been on residential properties. Some commercial real estate examples are Tu et al. (2004) , Nappi-Choulet and Maury (2009), and Chegut et al. (2015) , all focusing on price indexes. For an extensive overview of spatial hedonic price models, see Anselin and Lozano-Gracia (2009) .
Besag model
Intrinsic and conditional autoregressions were introduced by Besag (1974) , and later extended by Besag et al. (1991) and Besag and Kooperberg (1995) . These models are examples of Gaussian Markov random fields (Lindgren et al., 2011) , which are specified through the set of conditional distributions of one component (θ p ) given all the others (θ −p ).
Let w p,q denote a symmetric proximity measure for properties p and q. It is nonnegative when p = q, and 0 otherwise. In our application we use w p,q = 1 if the distance between the properties is smaller than a predefined threshold, and 0 otherwise.
1 Let ∂ p denote all m p neighbors of property p; all properties q for which it holds that w p,q = 0. The conditional distribution of θ p is given by
where θ −p is the vector of spatial property effects excluding property p. From the right-hand-side of Eq. (11) is it clear that the spatial effect for property p is directly inferred from its neighbors only. In case w p,q = 1 for neighboring properties, the conditional mean is simply the mean of the spatial effects of neighboring properties, and the conditional variance inversely related to the number of neighboring properties. Note that the unconditional joint distribution of θ is not proper, the rank of the precision matrix is only positive semidefinite. A proper specification is obtained by adding a positive parameter d to the denominator, giving
This model is sometimes referred to as a proper Besag model (Blangiardo and Cameletti, 2015) . The parameter d will be estimated from the data.
Spatial random walk
In this section we present a new two-step method to model spatial property effects, closely related to the Besag model. In the first step we calculate the shortest route visiting every property only once, and returning to the starting point. The shortest route is calculated by using algorithms solving the Travelings Salesperson Problem (TSP). This gives an ordering of the properties and distances between the ordered properties. The TSP is a well known and important combinatorial optimization problem (Lawler et al., 1985; Gutin et al., 2002) . There are multiple TSP-algorithms to be found in literature. We use 8 different versions: (1) Nearest neighbor algorithm, (2) Insertion algorithm, (3) Nearest insertion, (4) Farthest insertion, (5) Cheapest insertion, (6) Arbitrary insertion, (7) k-Opt heuristics, and (8) the Lin-Kernighan heuristic. For more information on these different TSPalgorithms, please see Lawler et al. (1985) and Hahsler and Hornik (2007) . Subsequently, we pick the version which renders the shortest route. Except for showing the shortest route, we do not give any statistics on this first step. Note that most software packages will pick a random starting point. This shouldn't affect the results too much, as the route remains similar, irrespective of the starting point.
In our application, see Section 3, we 'only' have approximately 2,000 observations for each of our two markets. Computing all of the above-mentioned TSP algorithms is therefore not a computational issue. However, with large data-sets (housing data can have 100,000s of transactions for example), the time required to solve some TSP algorithms might become infeasible. In our study we found that both the nearest neighbor and arbitrary insertion algorithms finished within a second. The other algorithms would take between 30 seconds to 1 minute to solve for the shortest route. Bentley (1992) gives the computational time for different TSP algorithms for large data problems. Even in this relatively old paper, Bentley (1992) solved the nearest neighbor algorithm for 1M observations within 10 minutes.
In the second step we use a structural time series specification to specify the value profile over the TSP route. Structural time series models have been widely and successfully applied in the last few decades (Harvey, 1989), but not so much as a spatial application. In this application we keep the model structure simple, and use a random walk specification, even without taking into account the distance between the ordered properties on the TSP route. More complex structural time series models, like local linear trend and autoregressive representations (Francke et al., 2017) , taking into account distances between properties, could also be applied, possibly improving model fit, but we leave this for future research.
The spatial random walk specification is given by
where subscripts (p) denote properties ordered by the TSP route. For identification purposes we will impose the restriction that the sum of the value profiles over all properties is zero, P p=1 θ p = 0. Note that the spatial random walk is a special case of the Besag model in Eq. (11). In the spatial random walk the neighbors of property p -denoted by ∂ p in Eq. (11) -are defined by the TSP route. The TSP route restricts all properties -except the first and the last -to have at most two neighbors, the preceding and subsequent property on the TSP-route.
The advantage of this specification over the Besag model is its relative ease of estimation, especially in a large data environment. Besag models need a large P × P (sparse) matrix of zeros and ones identifying neighbors. Given that it is not uncommon to have large P, especially with housing data, this can result in computational issues. The spatial random walk only needs a vector (1 × P ) indicating the ordering of the TSP route, thus reducing the size issue considerably. However, even with sparse data (which is the case in the current paper), we found that the estimation time itself is reduced considerably as well, especially when using Markov chained Monte Carlo (MCMC) algorithms. In fact, we found that estimating the spatial random walk instead of the Besag model using our relative small data set (see Section 3) with MCMC procedures decreased computational time 20-fold.
2 The estimation time difference is reduced considerably when using Laplace approximation. However, we still found a 25% computational time decrease after using the spatial random walk. Estimation time differences are larger if the data becomes larger. Also note that the spatial random walk can be estimated using the Kalman filter, reducing computational time even more.
An obvious disadvantage of the two-step approach is that we reduce a two dimensional plane into an one dimensional line, at the risk of ignoring important information. For that reason we will perform a leave-one-out cross validation for the spatial random walk model and other (spatial) models.
Leave-one-out cross validation and estimation
We do a full Leave-One-Out analysis (LOO) to compare out-of-sample model performance. More specifically, we leave one observation (i) out of the data, and predict the value for this observation y i , the posterior mean E[y i |y −i ], based on the remaining N − 1 observations y −i for different models as defined in Section 2. We redo this analysis for every observation, so N times. By simply subtracting our predicted value from the actual log transaction price, we get the LOO residual, which is essentially an out-ofsample prediction error. Subsequently, we use the LOO residuals to calculate out-of-sample performance statistics, such as the mean, the absolute mean, and the standard deviation.
As the LOO analysis is computationally expensive we use an efficient estimation procedure, the Integrated Nested Laplace Approximation (INLA, Rue et al., 2009 ). In essence, INLA computes an approximation to the posterior marginal distribution of the hyper-parameters. Operationally, INLA proceeds by first exploring the marginal joint posterior for the hyper-parameters in order to locate the mode, a grid search is then performed and produces a set of "relevant" points together with a corresponding set of weights, to give the approximation of the distributions. Each marginal posterior can be obtained using interpolation based on the computed values and correcting for (probably) skewness, by using log-splines. For each hyper-parameter, the conditional posteriors are then evaluated on a grid of selected values for the prior and the marginal posteriors are obtained by numerical integration. In this paper we have a flat prior for all hyper-parameters.
Data and Descriptive Statistics
We use two different data sources, commercial multifamily real estate (income generating properties) in the city of Los Angeles and single family housing (owner-occupied) in Heemstede, a city relatively close to Amsterdam in the Netherlands.
The first database is provided by Real Capital Analytics (RCA), and captures approximately ninety percent of all commercial property transactions in the US over $2.5 million. The database contains 2,263 pre-filtered transactions, of which 1,936 are unique properties, in the period 2001 to 2017. The annual number of transactions is given in Figure A .1a, about 140 transactions on average. The highest transaction volume was realized before the crisis. Even in the most recent periods, the amount of transactions never reached pre-crisis levels. The relatively low number in 2017 is due to the fact that we do not observe all transactions in 2017.
We observe the Net Operating Income (NOI), property subtype (garden versus mid/highrise), the age and size of the structure (in square feet), latitude and longitude, and the transaction price. The upper panel of Table B .1 provides some descriptive statistics. The average transaction price is about $6.4 million, the average size is about 32,000 square feet, and the average age is 45 years. Most properties are designated garden.
[Place Figure The second database is provided by the Dutch Association of Real Estate Brokers and Real Estate Experts (NVM), the largest brokers organization in the Netherlands. About 70% of all real estate brokers in the Netherlands is affiliated to the NVM. The database contains 2,262 transactions, of which 2,065 are unique properties, in the period 2001 to 2017. The majority of the transactions is single sales (69%). The annual number of transactions is given in Figure A .1b, about 145 transactions on average. The transaction volume dropped by 50% during the crisis.
We observe the property subtype (row houses, corner house, 2 types of semi detached homes and detached), the age and size of the structure, the maintenance level (3 groups from bad to good), the presence of a yard, latitude and longitude, and the transaction price. The lower panel of Table B .1 provides some descriptive statistics. The average transaction price is about e485 thousand, the average size 151 square meters (1,625 square feet), and the average age is 65 years. The largest number of properties are row houses (44%). The NVM distinguishes between two types of semi detached homes; (1) two properties are connected via a garage, and (2) two properties are connected wall-to-wall. Most of the semi detached properties fall in the second category, 24% of the observations. More than half of the properties have an average maintenance level at the time of listing, compared to 18% badly maintained and 23% well maintained.
3 Almost all properties have a yard, in only 6% of the transactions this is not the case.
[Place Table B .1 about here]
Results
In this section we provide estimation results for 7 different model specifications. All models have the log of the transaction price as dependent variable, and the log of the size as one of the independent variables. In addition, we use the log of the NOI per square foot as independent variable in the Los Angeles model. Property age is entered in a quadratic way. All other variables have been entered as dummy variables, including the annual time fixed effects. The 7 model specifications are The remainder of this section is organized as follows. Subsection 4.1 discusses estimation results. Subsection 4.2 provides summary statistics for the leave-one-out cross validation. Subsection 4.3 discusses spatial effects, and finally subsection 4.4 gives some robustness checks.
Estimation results
Tables B.2 -B.3 provides the posterior means of the coefficients and significance levels for Los Angeles and Heemstede respectively.
5 The estimates of the time dummies can be interpreted as a log price index for Heemstede. In Los Angeles the interpretation is less straightforward, given that we also include the Net Operating Income in the model, which picks up a large part of the time variation (or the macro-economic cycle). We first discuss the results for Los Angeles, and then the results for Heemstede.
Los Angeles
The estimated elasticity for NOI per square foot on prices is about 0.7 on average over all models. The coefficient for size is slightly less than 1, indicating that prices increase less than proportional to property size. If the property doubles in size, the price increases with 95% on average. Most real estate studies find this law of diminishing returns (Bokhari and Geltner, 2016) . The coefficient for Mid/Highrise properties in Los Angeles is positive but insignificant for the Standard, Hybrid, and RE model. For the Besag and SRW model the coefficient becomes statistically significant and negative, which might indicate an interaction between property type and location, which the location dummies in the standard, hybrid, and RE model do not pick-up. Also, ceteris paribus, one would expect that lowrise housing would be more popular compared to highrise housing. Age has a negative coefficient and the square of age a positive coefficient. This confirms expectations, as depreciation is fastest when a property is young, see Bokhari and Geltner (2016) . Here the estimated coefficient is also lower compared to other studies because of the inclusion of NOI (and age squared is not always significantly different from zero). It is well known that depreciation results in lower NOI, and not so much in higher cap rates (Bokhari and Geltner, 2016; Geltner and van de Minne, 2017) . As such, most depreciation is 'captured' by the NOI variable.
The year 2001 is the omitted time dummy variable, and is therefore the reference group. The point estimates of the year dummies for the standard, hybrid and random effects model, are always smaller than that of the other models. (Especially compared to the spatial random walk models.) This is explained by the differences in the estimate for NOI per square foot, which is considerably different for the different models. Given that NOI also 'captures' changes in the macro-economic environment, this was expected. In other words, models with a high estimate for NOI per square foot (like the standard model) will result in less variation in the time dummy estimates and vice verse. Note that the crisis and subsequent recovery are still clearly visible in all models. However, the timing is slightly different. The trough of the time dummies is 2010 for the standard, hybrid and random effects and hybrid Besag model. The trough is a full year earlier for the other models.
6
The residual standard error is highest in the Standard model, σ = 0.19. In other words, the model-fit is quite low. The standard error reduces to 0.18 in the Hybrid model, and is around 0.13 for the other models. The standard error of the property random effects σ φ is 0.15 in the RE and Besag model, and it reduces to 0.04 in the SRW model. The standard errors of the spatial property effects σ θ in the Besag and SRW are difficult to compare, because the underlying models are different. Note that in the spatial random walk model σ θ is much lower in the RE model than in the Hybrid model. The Moran I statistic suggests that there is some spatial autocorrelation left in the residuals only for the non-spatial models: The Standard, Hybrid and RE model. The WAIC 7 of the Hybrid model is actually higher compared to 6 Although it should be noted that the the different index levels do not differ from each other significantly between 2009 and 2010. This is not shown here, but is available upon request.
7 The Watanabe-Akaike or widely applicable information criterion (WAIC, Watanabe, 2010) is based on the series expansion of leave-one-out cross-validation. WAIC can be the Standard model, meaning worse model fit. The WAIC for the RE does improve considerably over the standard model with 820 points. The models including both property random and spatial effects have the lowest WAIC. The best performing model is SRW(RE).
[Place Table B .2 about here] Heemstede Compared to row houses, detached house are valued the highest, followed by semi detached and corner houses. Compared to poorly maintained houses, average and good maintained houses sell at a premium of 14% and 23%, respectively. The estimated premium for a yard sits at 2% on average, however is statistically insignificant different from zero for most of our models. The coefficient for size varies between 0.69 and 0.90, depending on the model specification, indicating that prices increase less than proportional to property size. Age has a positive coefficient and the square of age a negative coefficient. In other words, older houses have higher values. An eighty years old house -built in the thirties -has a 16% premium compared to a new house. This has most likely to do with vintage effects, see for example (Coulson and McMillen, 2008; Wilhelmsson, 2008; Francke and van de Minne, 2017b) , combined with the fact that we hold constant for physical deterioration by controlling for maintenance. Interestingly, the effect of age on house prices is statistically insignificant for the spatial random walk models (however, the age squared term is significant).
Since we have no variables that move with the economic cycle in Heemstede, the coefficients of time dummy variables can be interpreted as a log price index. Table B .4 provides the results of the leave-one-out cross validation, the upper part for Los Angeles, and the lower part for Heemstede. In general, the out-of-sample model fit is slightly better for single family in Heemstede compared to multifamily housing in Los Angeles.
In Los Angeles the standard deviation of the LOO residuals is similar for the Standard and Hybrid models, about 0.190. In the RE model the standard deviation is 0.184, which is still not a big improvement over the Standard model. The main reason for this small reduction is the relative small portion of repeat sales. Adding spatial structures reduces the standard deviation considerably though, to 0.146 in the best performing model SRW(RE), a reduction of 24% (23%) compared to the Standard (Hybrid) model. The spatial models including property random effects perform better than the hybrid spatial models, although the differences seem small.
In Heemstede the standard deviation of the LOO residuals is similar for the Standard and Hybrid model, both 0.172. In the RE model the standard deviation is 0.164, a small reduction of 4.7% compared to the Standard model. Adding spatial structures reduces the standard deviation even more, to 0.130 in the best performing model Besag(RE), a reduction of 24% compared to the Standard and Hybrid model. The spatial models including property random effects perform better than the hybrid spatial models.
The best performing models measured by the standard deviation of the LOO residuals coincide with the best ones measured by the WAIC criterion. Unlike LOO statistics one cannot compare WAICs over different data-sets.
[Place Table B .4 about here] Table B .5 provides the absolute mean LOO residuals as a function of the number of sales per property (the first column). The final column gives the corresponding number of properties. Note that when the number of sales per property is n, in the leave-on-out analysis n − 1 sales of the property have been used to estimate the model. In the Standard model the-out-of-sample model fit increases when the number of sales per property increases, although the gain is relatively small. In Los Angeles it goes down from 0.148, when having only 1 sale, to 0.139, when having 3 sales of the property (-6.1%), and in Heemstede from 0.139, when having 1 sale, to 0.120, when having 3 sales of the property (-13.8%). Note that the reduction is much higher for the RE models. In Los Angeles it goes down from 0.149, when having only 1 sale, to 0.112, when having 3 sales of the property (-24.8%), and in Heemstede from 0.139, when having 1 sale, to 0.091, when having 3 sales of the property (-35.0%). The property random effects hedonic price model clearly takes advantage of the fact that some properties transact more than once. Note that the Hybrid model performs less than the RE model in particular when the number of sales per property is 2. In fact, the Hybrid model performs equal to the standard model with just 2 sales. This was expected, given that the Hybrid model can only get property level estimates if the property was sold three times or more (because we lose one observation in the leave-on-out analysis).
When having only 1 sale per property (or zero during the leave-on-out analysis), the property random effects hedonic price model including spatial effects performs better than the model excluding the spatial effects. The difference in performances becomes smaller when the number of sales per property increases, then the property random effects pick up most of the unobserved heterogeneity, and there is almost no additional gain from the spatial structure.
[Place Table B Table B .6 gives some descriptive statistics on the spatial effects θ. In Los Angeles the difference between the 2.5% and 97.5% percentile of θ is about 0.644, corresponding to a 90% difference between the cheapest and most expensive location, after correction for differences in property characteristics and NOI. In Heemstede the difference between the 2.5% and 97.5% percentile of θ is similar with 0.615, corresponding to a 85% difference between the cheapest and most expensive location. The estimated spatial effects θ are positively correlated among the models. Correlations range between 0.93 and 0.99 in Los Angeles, and between 0.88 and 0.99 in Heemstede.
[Place Figure 
Robustness check
In this Section we perform a simple robustness check. In Heemstede we omit the level of maintenance and the property type dummy variables as explanatory variables and re-run both the standard hedonic price model and the spatial random walk with property random effects (SRW (RE)) model. Our basic interest is to compare the SRW (RE) model on the reduced dataset with the standard hedonic price model with all variables included, see previous Sections. This can learn us something on how effectively the spatial and property random effects deal with omitted variables / unobserved heterogeneity.
We do something similar for the commercial properties. It is well known that Net-Operating-Income (NOI) or rents explain a large part of prices, where higher rents result in higher prices (Kok et al., 2017) . For example, Geltner and van de Minne (2017) show that the (cross-sectional) variation in NOI is much higher compared to capitalization rates, using the same RCA data. For Los Angeles we therefore omit NOI per square foot from the regression and re-run the models and the leave-on-out analysis. A summary of the robustness checks is given in Tables B.7 -B.8.
[Place Table B Overall, the results are in line with expectations. The SRW (RE) model outperforms the standard hedonic price model to a large extent on the same set of characteristics, and in case of the SRW (RE) model, the fit is better for properties that transacted more often. Also unsurprisingly is that omitting maintenance/property types and NOI in the price model in respectively Heemstede and Los Angeles, deteriorates the model fit considerably. The standard deviation of the LOO residual increases with almost 20% in Heemstede and even 50% in Los Angeles after omitting our selection of characteristics. (For both the Standard and the SRW (RE) model.)
However, as noted earlier, our main interest is in comparing the fit of the SRW (RE) model on the reduced data-set with the standard hedonic price model using all variables. In Heemstede the SRW (RE) model on the reduced data-set clearly outperforms the standard model on the full data-set. Both 'traditional' metrics in Table B .7 as the LOO residuals in Table B .8 are better for the first over the latter. The average absolute LOO residual is 0.122 for the SRW (RE) on the reduced data, compared to 0.135 for the standard model on the full data. For properties that sold more than once, the relative gain is even bigger.
In Los Angeles the standard model including NOI as explanatory variable actually performs better than the SRW (RE) model excluding NOI on some metrics, but not on others. For example, the 'noise' (σ in Table B.7) is considerably lower for the SRW (RE) model excluding NOI compared to the standard model including NOI and the WAIC also improves. However, the DIC is 'better' for the standard model over the SRW (RE) model. The average absolute LOO residuals in Table B .8 also give an inconsistent picture. For properties that sold only once the standard model including NOI as explanatory variable outperforms the SRW (RE) model excluding NOI. More specifically, the average absolute LOO residual is 0.148 (0.172) for the standard model including NOI (SRW (RE) excluding NOI). However, for properties that sold multiple times, the SRW (RE) model results in a better model-fit. Given that we do not have that many repeat sales in Los Angeles, the mean absolute LOO residuals are lower for the standard model including NOI data overall. Still, given how much of the variance of property prices is explained by NOI, it is impressive how well the spatial random effects model excluding NOI data performs.
Conclusion
This paper deals with unobserved heterogeneity in hedonic price models, arising from missing property and locational characteristics. In specific commercial real estate is very heterogeneous, and detailed property characteristics are often missing.
We show that adding mutually independent property random effects to a hedonic price model results in more precise out-of-sample price predictions, both for commercial multifamily housing in Los Angeles and owner-occupied single family housing in Heemstede. The larger the share of repeat sales, the higher the increase in prediction accuracy is. Put differently, having more (previous) sales, reduces the prediction error for a property when property random effects are included in the hedonic price model. The standard hedonic price model does not take advantage of the fact that some properties sell more than once, and so the prediction accuracy only marginally improves when having previous sales. The hedonic price model including property random effects also outperforms the related hybrid model, including property fixed effects for repeat sales only.
We subsequently show that adding spatial effects leads to an additional increase in prediction accuracy. The increase in prediction accuracy is highest for properties without prior sales. When for a property a prior sale is available, the unobserved heterogeneity is already captured in the property random effect, and there is almost no additional gain from the spatial structure.
We use two different specifications for the spatial effects. The first specification is a Besag model where a neighbor is defined by properties within a specific radius from the subject property. The second specification is a spatial random walk, a restricted Besag model, where neighbors are defined by the preceding and subsequent property on the TSP-route, so having at most 2 neighbors. The out-of-sample prediction results for both models are comparable, so the reduction of a two-dimensional plane to a one-dimensional line does not lead to a lower performance in our applications, and the correlations between the estimated spatial effects in both models are high. Moreover, the spatial random walk model is computationally much more efficient.
Note that we use a simple time series structure, a random walk, to model the spatial effects. More complex structural time series models, taking into account distances between properties, could also be applied, possibly improving model fit, but we leave this for future research. The omitted dummy variable is garden apartment (for property subtype) and 2001 (for time of sale). Moran's I is a measure for spatial autocorrelation and NOI stands for Net Operating Income. DIC denotes Deviance Information Criterion, and WAIC Watanabe Information Criterion. *** means the parameter is significantly different from 0 at the 1% level, ** at the 5% level and * at the 10% level. The omitted dummy variables are row house (for property subtype), maintenance [bad] , and having no yard. Semi Detached (1) are houses connected by a garage, and Semi Detached (2) are houses that are connected wall-to-wall and 2001 (for time of sale). Moran's I is a measure for spatial autocorrelation. DIC denotes Deviance Information Criterion, and WAIC Watanabe Information Criterion. *** means the parameter is significantly different from 0 at the 1% level, ** at the 5% level and * at the 10% level. The results with all variables, can also be found in Tables B.2 -B. 3. For Los Angeles the reduced data-set does not include (log of) Net Operating Income per square foot. In order to create the reduced data-set for Heemstede, we omit the variables on property types and maintenance levels. The results with all variables, can also be found in Tables B.2 -B. 3. For Los Angeles the reduced data-set does not include (log of) Net Operating Income per square foot. In order to create the reduced data-set for Heemstede, we omit the variables on property types and maintenance levels.
