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THE FOKAS METHOD TO THE SASA-SATSUMA
EQUATION ON THE HALF-LINE
JIAN XU AND ENGUI FAN*
Abstract. We present a Riemann-Hilbert problem formalism for
the initial-boundary value problem for the Sasa-Satsuma(SS) equa-
tion: on the half-line. And we also analysis the global relation in
this paper.
1. Introduction
Several of the most important PDEs in mathematics and physics
are integrable. Integrable PDEs can be analyzed by means of the In-
verse Scattering Transform (IST) formalism. Until the 1990s the IST
methodology was pursued almost entirely for pure initial value prob-
lems. However, in many laboratory and field situations, the wave mo-
tion is initiated by what corresponds to the imposition of boundary
conditions rather than initial conditions. This naturally leads to the
formulation of an initial-boundary value (IBV) problem instead of a
pure initial value problem.
In 1997, Fokas announced a new unified approach for the analysis of
IBV problems for linear and nonlinear integrable PDEs [1, 2](see also
[3]). The Fokas method provides a generalization of the IST formalism
from initial value to IBV problems, and over the last fifteen years,
this method has been used to analyze boundary value problems for
several of the most important integrable equations with 2 × 2 Lax
pairs, such as the Kortewegde Vries, the nonlinear Schro¨ dinger, the
sine-Gordon, and the stationary axisymmetric Einstein equations, see
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e.g. [4, 9]. Just like the IST on the line, the unified method yields an
expression for the solution of an IBV problem in terms of the solution of
a Riemann-Hilbert problem. In particular, the asymptotic behavior of
the solution can be analyzed in an effective way by using this Riemann-
Hilbert problem and by employing the nonlinear version of the steepest
descent method introduced by Deift and Zhou [15].
It is well known that the nonlinear Schro¨dinger(NLS) equation
iqT +
1
2
qXX + |q|
2q = 0 (1.1)
describes slowly varying wave envelopes in dispersive media and arises
in various physical systems such as water waves, plasma physics, solid-
state physics and nonlinear optics. One of the most successful among
them is the description of optical solitons in fibers. But, by the ad-
vancement of experomenal accuracy, several phenomena which can not
be explained by equation (1.1) have been observed. In order to under-
stand such phenomena, Kodama and Hasegawa proposed a higer-order
nonlinear Schro¨dinger equation
iqT +
1
2
qXX + |q|
2q + iε{β1qxxx + β2|q|
2qX + β3q(|q|
2)X} = 0. (1.2)
In general, equation (1.2) may not be completely integrable. How-
ever, if some restrictions are imposed on the real parameters β1, β2 and
β3, then we can apply the IST to solve its initial value problems. Until
now, the following four cases besides the NLS equation itself are konwn
to be solvable:
• the derivative NLS equation-type I(β1 : β2 : β3=0:1:1),
• the derivative NLS equation-type II(β1 : β2 : β3=0:1:0),
• the Hirota equation(β1 : β2 : β3=1:6:0),
• the Sasa-Satsuma equation(β1 : β2 : β3=1:6:3).
iqT +
1
2
qXX + |q|
2q + iε(qXXX + 6|q|
2qX + 3q(|q|
2)X) = 0 (1.3)
Recently, Lenells develop a methodology for analyzing IBV problems
for integrable evolution equations with Lax pairs involving 3 × 3 ma-
trices [12]. He also used this method to analyze the Degasperis-Procesi
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equation in [13]. In this paper we analyze the initial-boundary value
problem of the Sasa-Satsuma equation on the half-line by using this
method. The IST formalism for the initial value problem of the Sasa-
Satsuma equation has been obtained in [10].
According to [10] we introduce variable transformations,
u(x, t) = q(X, T ) exp{
−i
6ε
(X −
T
18ε
)}, (1.4a)
t = T, (1.4b)
x = X −
T
12ε
. (1.4c)
Then equation (1.2) is reduce to a complex modified KdV-type equation
ut + ε{uxxx + 6|u|
2ux + 3u(|u|
2)x} = 0. (1.5)
Organization of the paper.In section 2 we perform the spec-
tral analysis of the associated Lax pair. And we formulate the main
Riemann-Hilbert problem in section 3. We also analysis the global
relation in section 4.
2. Spectral analysis
The Lax pair of equation (1.5) is [10],
Ψx = UΨ, Ψ =


Ψ1
Ψ2
Ψ3

 . (2.1a)
Ψt = VΨ. (2.1b)
where
U = −ikΛ + V1. (2.2)
and
V = −4iεk3Λ + V2 (2.3)
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here
Λ =


1 0 0
0 1 0
0 0 −1

 , V1 =


0 0 u
0 0 u¯
−u¯ −u 0

 , V2 = k2V (2)2 +kV (1)2 +V (0)2 .
(2.4)
where
V
(2)
2 = 4ε


0 0 u
0 0 u¯
−u¯ −u 0

 ,
V
(1)
2 = 2iε


|u|2 u2 ux
u¯2 |u|2 u¯x
u¯x ux −2|u|
2

 ,
V
(0)
2 = −4|u|
2ε


0 0 u
0 0 u¯
−u¯ −u 0

− ε


0 0 uxx
0 0 u¯xx
−u¯xx −uxx 0

+ ε(uu¯x − uxu¯)


1 0 0
0 −1 0
0 0 0


(2.5)
In the following, we let ε = 1 for the convenient of the analysis.
2.1. The closed one-form. Suppose that u(x, t) is sufficiently smooth
function of (x, t) in the half-line domain Ω = {0 < x <∞, 0 < t < T}
which decay as x→∞. Introducing a new eigenfunction µ(x, t, k) by
Ψ = µe−iΛkx−4iΛk
3t (2.6)
then we find the Lax pair equations{
µx + [ikΛ, µ] = V1µ,
µt + [4ik
3Λ, µ] = V2µ.
(2.7)
the equations in (A.2) can be written in differential form as
d(e(ikx+4ik
3t)Λˆµ) =W, (2.8)
where W (x, t, k) is the closed one-form defined by
W = e(ikx+4ik
3t)Λˆ(V1dx+ V2dt)µ. (2.9)
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2.2. The µj’s. We define three eigenfunctions {µj}
3
1 of (A.2) by the
Volterra integral equations
µj(x, t, k) = I+
∫
γj
e(−ikx−4ik
3t)ΛˆWj(x
′, t′, k). j = 1, 2, 3. (2.10)
where Wj is given by (2.9) with µ replaced with µj , and the contours
{γj}
3
1 are showed in Figure 1. The first, second and third column of
(x, t)
O
T
t
x
γ1
(x, t)
O
T
t
x
γ2
(x, t)
O
T
t
x
γ3
Figure 1. The three contours γ1, γ2 and γ3 in the (x, t)−domain.
the matrix equation (2.10) involves the exponentials
[µj ]1: e
2ik(x−x′)+8ik3(t−t′),
[µj ]2: e
2ik(x−x′)+8ik3(t−t′),
[µj ]3: e
−2ik(x−x′)−8ik3(t−t′), e−2ik(x−x
′)−8ik3(t−t′).
(2.11)
And we have the following inequalities on the contours:
γ1 : x− x
′ ≥ 0, t− t′ ≤ 0,
γ2 : x− x
′ ≥ 0, t− t′ ≥ 0,
γ3 : x− x
′ ≤ 0.
(2.12)
So, these inequalities imply that the functions {µj}
3
1 are bounded and
analytic for k ∈ C such that k belongs to
µ1 : (D2, D2, D3),
µ2 : (D1, D1, D4),
µ3 : (D3 ∪D4, D3 ∪D4, D1 ∪D2).
(2.13)
where {Dn}
4
1 denote four open, pairwisely disjoint subsets of the Rie-
mann k−sphere showed in Figure 2. And the sets {Dn}
4
1 has the fol-
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O
D1
D2
D1
D4
D3
D4
Figure 2. The sets Dn, n = 1, . . . , 4, which decompose
the complex k−plane.
lowing properties:
D1 = {k ∈ C|Rel1 = Rel2 > Rel3,Rez1 = Rez2 > Rez3},
D2 = {k ∈ C|Rel1 = Rel2 > Rel3,Rez1 = Rez2 < Rez3},
D1 = {k ∈ C|Rel1 = Rel2 < Rel3,Rez1 = Rez2 > Rez3},
D1 = {k ∈ C|Rel1 = Rel2 < Rel3,Rez1 = Rez2 < Rez3},
where li(k) and zi(k) are the diagonal entries of matrices −ikΛ and
−4ik3Λ, respectively.
In fact, for x = 0, µ1(0, t, k) has enlarged domain of boundedness:
(D2 ∪ D4, D2 ∪ D4, D1 ∪ D3), and µ2(0, t, k) has enlarged domain of
boundedness: (D1 ∪D3, D1 ∪D3, D2 ∪D4).
2.3. The Mn’s. For each n = 1, . . . , 4, define a solution Mn(x, t, k) of
(A.2) by the following system of integral equations:
(Mn)ij(x, t, k) = δij+
∫
γnij
(e(−ikx−4ik
3t)ΛˆWn(x
′, t′, k))ij, k ∈ Dn, i, j = 1, 2, 3.
(2.14)
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where Wn is given by (2.9) with µ replaced with Mn, and the contours
γnij, n = 1, . . . , 4, i, j = 1, 2, 3 are defined by
γnij =


γ1 if Reli(k) < Relj(k) and Rezi(k) ≥ Rezj(k),
γ2 if Reli(k) < Relj(k) and Rezi(k) < Rezj(k),
γ3 if Reli(k) ≥ Relj(k) .
for k ∈ Dn.
(2.15)
The following proposition ascertains that the Mn’s defined in this
way have the properties required for the formulation of a Riemann-
Hilbert problem.
Proposition 2.1. For each n = 1, . . . , 4, the function Mn(x, t, k) is
well-defined by equation (2.14) for k ∈ D¯n and (x, t) ∈ Ω. For any
fixed point (x, t), Mn is bounded and analytic as a function of k ∈ Dn
away from a possible discrete set of singularities {kj} at which the
Fredholm determinant vanishes. Moreover, Mn admits a bounded and
contious extension to D¯n and
Mn(x, t, k) = I+O(
1
k
), k →∞, k ∈ Dn. (2.16)
Proof. The bounedness and analyticity properties are established in
appendix B in [12]. And substituting the expansion
M = M0 +
M (1)
k
+
M (2)
k2
+ · · · , k →∞.
into the Lax pair (A.2) and comparing the terms of the same order of
k yield the equation (2.16). 
2.4. The jump matrices. We define spectral functions Sn(k), n =
1, . . . , 4, and
Sn(k) =Mn(0, 0, k), k ∈ Dn, n = 1, . . . , 4. (2.17)
LetM denote the sectionally analytic function on the Riemann k−sphere
which equals Mn for k ∈ Dn. Then M satisfies the jump conditions
Mn = MmJm,n, k ∈ D¯n ∩ D¯m, n,m = 1, . . . , 4, n 6= m,
(2.18)
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where the jump matrices Jm,n(x, t, k) are defined by
Jm,n = e
(−ikx−4ik3t)Λˆ(S−1m Sn). (2.19)
According to the definition of the γn, we find that
γ1 =


γ3 γ3 γ3
γ3 γ3 γ3
γ2 γ2 γ3

 γ2 =


γ3 γ3 γ3
γ3 γ3 γ3
γ1 γ1 γ3


γ3 =


γ3 γ3 γ1
γ3 γ3 γ1
γ3 γ3 γ3

 γ4 =


γ3 γ3 γ2
γ3 γ3 γ2
γ3 γ3 γ3

 .
(2.20)
2.5. The adjugated eigenfunctions. We will also need the analytic-
ity and boundedness properties of the minors of the matrices {µj(x, t, k)}
3
1.
We recall that the adjugate matrix XA of a 3× 3 matrix X is defined
by
XA =


m11(X) −m12(X) m13(X)
−m21(X) m22(X) −m23(X)
m31(X) −m32(X) m33(X)

 ,
where mij(X) denote the (ij)th minor of X .
It follows from (A.2) that the adjugated eigenfunction µA satisfies
the Lax pair {
µAx − [ikΛ, µ
A] = −V T1 µ
A,
µAt − [4ik
3Λ, µA] = −V T2 µ
A.
(2.21)
where V T denote the transform of a matrix V . Thus, the eigenfunctions
{µAj }
3
1 are solutions of the integral equations
µAj (x, t, k) = I−
∫
γj
eik(x−x
′)+4ik3(t−t′)Λˆ(V T1 dx+ V
T
2 )µ
A, j = 1, 2, 3.
(2.22)
Then we can get the following analyticity and boundedness properties:
µA1 : (D3, D3, D2),
µA2 : (D4, D4, D1),
µA3 : (D1 ∪D2, D1 ∪D2, D3 ∪D4).
(2.23)
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In fact, for x = 0, µA1 (0, t, k) has enlarged domain of boundedness:
(D1 ∪ D3, D1 ∪ D3, D2 ∪ D4), and µ
A
2 (0, t, k) has enlarged domain of
boundedness: (D2 ∪D4, D2 ∪D4, D1 ∪D3).
2.6. The Jm,n’s computation. Let us define the 3× 3−matrix value
spectral functions s(k) and S(k) by
µ3(x, t, k) = µ2(x, t, k)e
(−ikx−4ik3t)Λˆs(k), (2.24a)
µ1(x, t, k) = µ2(x, t, k)e
(−ikx−4ik3t)ΛˆS(k), (2.24b)
Thus,
s(k) = µ3(0, 0, k), S(k) = µ1(0, 0, k). (2.25)
And we deduce from the properties of µj and µ
A
j that s(k) and S(k)
have the following boundedness properties:
s(k) : (D3 ∪D4, D3 ∪D4, D1 ∪D2),
S(k) : (D2 ∪D4, D2 ∪D4, D1 ∪D3),
sA(k) : (D1 ∪D2, D1 ∪D2, D3 ∪D4),
SA(k) : (D1 ∪D3, D1 ∪D3, D2 ∪D4).
Moreover,
Mn(x, t, k) = µ2(x, t, k)e
(−ikx−4ik3t)ΛˆSn(k), k ∈ Dn. (2.26)
Proposition 2.2. The Sn can be expressed in terms of the entries of
s(k) and S(k) as follows:
S1 =


m22(s)
s33
m21(s)
s33
s13
m12(s)
s33
m11(s)
s33
s23
0 0 s33

 ,
S2 =


m22(s)m33(S)−m32(s)m23(S)
(sTSA)33
m21(s)m33(S)−m31(s)m23(S)
(sTSA)33
s13
m12(s)m33(S)−m32(s)m13(S)
(sTSA)33
m11(s)m33(S)−m31(s)m13(S)
(sTSA)33
s23
m12(s)m23(S)−m22(s)m13(S)
(sTSA)33
m11(s)m23(S)−m21(s)m13(S)
(sTSA)33
s33

 ,
(2.27a)
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S3 =


s11 s12
S13
(ST sA)33
s21 s22
S23
(ST sA)33
s31 s32
S33
(ST sA)33

 , S4 =


s11 s12 0
s21 s22 0
s31 s32
1
m33(s)

 .
(2.27b)
Proof. Let γX03 denote the contour (X0, 0)→ (x, t) in the (x, t)−plane,
here X0 > 0 is a constant. We introduce µ3(x, t, k;X0) as the solution
of (2.10) with j = 3 and with the contour γ3 replaced by γ
X0
3 . Similarly,
we define Mn(x, t, k;X0) as the solution of (2.14) with γ3 replaced by
γX03 . We will first derive expression for Sn(k;X0) = Mn(0, 0, k;X0) in
terms of S(k) and s(k;X0) = µ3(0, 0, k;X0). Then (2.27) will follow by
taking the limit X0 →∞.
First, We have the following relations:

Mn(x, t, k;X0) = µ1(x, t, k)e
(−ikx−4ik3t)ΛˆRn(k;X0),
Mn(x, t, k;X0) = µ2(x, t, k)e
(−ikx−4ik3t)ΛˆSn(k;X0),
Mn(x, t, k;X0) = µ3(x, t, k)e
(−ikx−4ik3t)ΛˆTn(k;X0).
(2.28)
Then we get Rn(k;X0) and Tn(k;X0) are fedined as follows:
Rn(k;X0) = e
4ik3T ΛˆMn(0, T, k;X0), (2.29a)
Tn(k;X0) = e
ikxΛˆMn(X0, 0, k;X0). (2.29b)
The relations (2.28) imply that
s(k;X0) = Sn(k;X0)T
−1
n (k;X0), S(k) = Sn(k;X0)R
−1
n (k;X0).
(2.30)
These equations constitute a matrix factorization problem which, given
{s, S} can be solved for the {Rn, Sn, Tn}. Indeed, the integral equations
(2.14) together with the definitions of {Rn, Sn, Tn} imply that

(Rn(k;X0))ij = 0 if γ
n
ij = γ1,
(Sn(k;X0))ij = 0 if γ
n
ij = γ2,
(Tn(k;X0))ij = 0 if γ
n
ij = γ3.
(2.31)
It follows that (2.30) are 18 scalar equations for 18 unknowns. By
computing the explicit solution of this algebraic system, we find that
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{Sn(k;X0)}
4
1 are given by the equation obtained from (2.27) by replac-
ing {Sn(k), s(k)} with {Sn(k;X0), s(k;X0)}. taking X0 → ∞ in this
equation, we arrive at (2.27). 
2.7. The global relation. The spectral functions S(k) and s(k) are
not independent but satisfy an important relation. Indeed, it follows
from (2.24) that
µ1(x, t, k)e
(−ikx−4ik3t)ΛˆS−1(k)s(k) = µ3(x, t, k), k ∈ (D3∪D4, D3∪D4, D1∪D2).
(2.32)
Since µ1(0, T, k) = I, evaluation at (0, T ) yields the following global
relation:
S−1(k)s(k) = e4ik
3T Λˆc(T, k), k ∈ (D3∪D4, D3∪D4, D1∪D2). (2.33)
where c(T, k) = µ3(0, T, k).
2.8. The residue conditions. Since µ2 is an entire function, it follows
from (2.26) that M can only have sigularities at the points where the
S ′ns have singularities. We infer from the explicit formulas (2.27) that
the possible singularities of M are as follows:
• [M ]1 could have poles in D1 ∪D2 at the zeros of s33(k);
• [M ]1 could have poles in D2 at the zeros of (s
TSA)33(k);
• [M ]2 could have poles in D1 ∪D2 at the zeros of s33(k);
• [M ]2 could have poles in D2 at the zeros of (s
TSA)33(k);
• [M ]3 could have poles in D3 at the zeros of (S
T sA)33(k);
• [M ]3 could have poles in D3 ∪D4 at the zeros of m33(s)(k);
We denote the above possible zeros by {kj}
N
1 and assume they satisfy
the following assumption.
Assumption 2.3. We assume that
• s33(k) has n0 possible simple zeros in D1 denoted by {kj}
n0
1 ;
• s33(k) has n1−n0 possible simple zeros in D2 denoted by {kj}
n1
n0+1;
• (sTSA)33(k) has n2−n1 possible simple zeros in D2 denoted by
{kj}
n2
n1+1
;
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• (ST sA)33(k) has n3−n2 possible simple zeros in D3 denoted by
{kj}
n3
n2+1
;
• m33(s)(k) has n4 − n3 possible simple zeros in D3 denoted by
{kj}
n4
n3+1
;
• m33(s)(k) has n5 − n4 possible simple zeros in D3 denoted by
{kj}
n5
n4+1;
• m33(s)(k) has N − n5 possible simple zeros in D4 denoted by
{kj}
N
n5+1;
and that none of these zeros coincide. Moreover, we assume that none
of these functions have zeros on the boundaries of the Dn’s.
We determine the residue conditions at these zeros in the following:
Proposition 2.4. Let {Mn}
4
1 be the eigenfunctions defined by (2.14)
and assume that the set {kj}
N
1 of singularitues are as the above as-
sumption. Then the following residue conditions hold:
Resk=kj [M ]1 =
m12(s)(kj)
s˙33(kj)s23(kj)
eθ31(kj)[M(kj)]3, 1 ≤ j ≤ n0, kj ∈ D1
(2.34a)
Resk=kj [M ]2 =
m12(s)(kj)
s˙33(kj)s13(kj)
eθ32(kj)[M(kj)]3, 1 ≤ j ≤ n0, kj ∈ D1
(2.34b)
Resk=kj [M ]1 =
m12(s)(kj)m33(S)(kj)−m32(s)(kj)m13(S)(kj)
˙(sTSA)33(kj)s23(kj)
eθ31(kj)[M(kj)]3
n1 + 1 ≤ j ≤ n2, kj ∈ D2,
(2.34c)
Resk=kj [M ]2 =
m21(s)(kj)m33(S)(kj)−m31(s)(kj)m23(S)(kj)
˙(sTSA)33(kj)s13(kj)
eθ32(kj)[M(kj)]3
n1 + 1 ≤ j ≤ n2, kj ∈ D2,
(2.34d)
Resk=kj [M ]3 =
S13(kj)s32(kj)−S33(kj)s12(kj)
˙(ST sA)33(kj)m23(s)(kj )
eθ13(kj)[M(kj)]1
+
S33(kj)s11(kj)−S13(kj)s31(kj)
˙(ST sA)33(kj)m23(s)(kj )
eθ23(kj)[M(kj)]2, n2 + 1 ≤ j ≤ n3, kj ∈ D3,
(2.34e)
Resk=kj [M ]3 =
s12(kj)
m˙33(s)(kj)m23(s)(kj )
eθ13(kj)[M(kj)]1 −
s11(kj)
m˙33(s)(kj)m23(s)(kj )
eθ23(kj)[M(kj)]2
n4 + 1 ≤ j ≤ N, kj ∈ D4.
(2.34f)
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where f˙ = df
dk
, and θij is defined by
θij(x, t, k) = (li − lj)x+ (zi − zj)t, i, j = 1, 2, 3. (2.35)
that implies that
θij = 0, i, j = 1, 2; θ13 = θ23 = −θ32 = −θ31 = −2ikx− 8ik
3t.
Proof. We will prove (2.34a), (2.34c), (2.34e), (2.34f), the other condi-
tions follow by similar arguments. Equation (2.26) implies the relation
M1 = µ2e
(−ikx−4ik3t)ΛˆS1, (2.36a)
M2 = µ2e
(−ikx−4ik3t)ΛˆS2. (2.36b)
M3 = µ2e
(−ikx−4ik3t)ΛˆS3, (2.36c)
M4 = µ2e
(−ikx−4ik3t)ΛˆS4, (2.36d)
In view of the expressions for S1 and S2 given in (2.27), the three
columns of (2.36a) read:
[M1]1 = [µ2]1
m22(s)
s33
+ [µ2]2e
θ21
m12(s)
s33
, (2.37a)
[M1]2 = [µ2]1e
θ12
m21(s)
s33
+ [µ2]2
m11(s)
s33
, (2.37b)
[M1]3 = [µ2]1e
θ13s13 + [µ2]2e
θ23s23 + [µ2]3s33. (2.37c)
while the three columns of (2.36b) read:
[M2]1 = [µ2]1
m22(s)m33(S)−m32(s)m23(S)
(sTSA)33
+[µ2]2
m12(s)m33(S)−m32(s)m13(S)
(sTSA)33
eθ21
+[µ2]3
m12(s)m23(S)−m22(s)m13(S)
(sTSA)33
eθ31
(2.38a)
[M2]2 = [µ2]1
m21(s)m33(S)−m31(s)m23(S)
(sTSA)33
eθ12
+[µ2]2
m11(s)m33(S)−m31(s)m13(S)
(sTSA)33
+[µ2]3
m11(s)m23(S)−m21(s)m13(S)
(sTSA)33
eθ32
(2.38b)
[M2]3 = [µ2]1s13e
θ13 + [µ2]2s23e
θ23 + [µ2]3s33. (2.38c)
and the three columns of (2.36c) read:
[M3]1 = [µ2]1s11 + [µ2]2s21e
θ21 + [µ2]3s31e
θ31 , (2.39a)
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[M3]2 = [µ2]1s12e
θ12 + [µ2]2s22 + [µ2]3s32e
θ32 , (2.39b)
[M3]3 = [µ2]1
S13
(ST sA)33
eθ13+[µ2]2
S23
(ST sA)33
eθ23+[µ2]3
S33
(ST sA)33
. (2.39c)
the three columns of (2.36d) read:
[M4]1 = [µ2]1s11 + [µ2]2s21e
θ21 + [µ2]3s31e
θ31 , (2.40a)
[M4]2 = [µ2]1s12e
θ12 + [µ2]2s22 + [µ2]3s32e
θ32 , (2.40b)
[M4]3 = [µ2]3
1
m33(s)
. (2.40c)
We first suppose that kj ∈ D1 is a simple zero of s33(k). Solving (2.37c)
for [µ2]2 and substituting the result in to (2.37a), we find
[M1]1 =
m12(s)
s33s23
eθ31 [M1]3 +
m32(s)
s23
[µ2]2 −
m12(s)
s23
eθ31 [µ2]3.
Taking the residue of this equation at kj, we find the condition (2.34a)
in the case when kj ∈ D1. Similarly, Solving (2.38c) for [µ2]2 and
substituting the result in to (2.38a), we find
[M2]1 =
m12(s)m33(S)−m32(s)m13(S)
(sTSA)33s23
eθ31 [M1]3−
m32(s)
s23
[µ2]1−
m12(s)
s23
eθ31 [µ2]3.
Taking the residue of this equation at kj, we find the condition (2.34c)
in the case when kj ∈ D2.
In order to prove (2.34e), we solve (2.39a) and (2.39b) for [µ2]1 and
[µ2]3, then substituting the result into (2.39c), we find
[M3]3 =
S13s32 − S33s12
(ST sA)33m23(s)
eθ13 [M3]1+
S33s11 − S13s31
(ST sA)33(kj)m23(s)
eθ23 [M3]2+
1
m23(s)
[µ2]3.
Taking the residue of this equation at kj, we find the condition (2.34e)
in the case when kj ∈ D3. Similarly, solving (2.40a) and (2.40b) for
[µ2]1 and [µ2]3, then substituting the result into (2.40c), we find
[M4]3 =
s12
m33(s)m23(s)
eθ13 [M4]1−
s11
m33(s)m23(s)
eθ13 [M4]2−
1
m23(s)
eθ23 [µ2]2.
Taking the residue of this equation at kj, we find the condition (2.34f)
in the case when kj ∈ D4. 
RHP FOR THE SASA-SATSUMA EQUATION ON THE HALF-LINE 15
3. The Riemann-Hilbert problem
The sectionally analytic function M(x, t, k) defined in section 2 sat-
isfies a Riemann-Hilbert problem which can be formulated in terms of
the initial and boundary values of u(x, t). By solving this Riemann-
Hilbert problem, the solution of (1.5)(then (1.3)) can be recovered for
all values of x, t.
Theorem 3.1. Suppose that u(x, t) is a solution of (1.5) in the half-
line domain Ω with sufficient smoothness and decays as x→∞. Then
u(x, t) can be reconstructed from the initial value {u0(x)} and boundary
values {g0(t), g1(t), g2(t)} defined as follows,
u0(x) = u(x, 0), g0(t) = u(0, t), g1(t) = ux(0, t), g2(t) = uxx(0, t).
(3.1)
Use the initial and boundary data to define the jump matrices Jm,n(x, t, k)
as well as the spectral s(k) and S(k) by equation (2.24). Assume that
the possible zeros {kj}
N
1 of the functions s33(k), (s
TSA)33(k), (S
T sA)33(k)
and m33(s)(k) are as in assumption 2.3.
Then the solution {u(x, t)} is given by
u(x, t) = 2i lim
k→∞
(kM(x, t, k))13. (3.2)
where M(x, t, k) satisfies the following 3 × 3 matrix Riemann-Hilbert
problem:
• M is sectionally meromorphic on the Riemann k−sphere with
jumps across the contours D¯n∩D¯m, n,m = 1, · · · , 4, see Figure
2.
• Across the contours D¯n ∩ D¯m, M satisfies the jump condition
Mn(x, t, k) = Mm(x, t, k)Jm,n(x, t, k), k ∈ D¯n ∩ D¯m, n,m = 1, 2, 3, 4.
(3.3)
• M(x, t, k) = I+O( 1
k
), k →∞.
• The residue condition of M is showed in Proposition 2.4.
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Proof. It only remains to prove (3.2) and this equation follows from
the large k asymptotics of the eigenfunctions, see the appendix A. 
4. Non-linearizable Boundary Conditions
A major difficulty of initial-boundary value problems is that some of
the boundary values are unkown for a well-posed problem. All bound-
ary values are needed for the definition of S(k), and hence for the for-
mulation of the Riemann-Hilbert problem. Our main result expresses
the spectral function S(k) in terms of the prescribed boundary data
and the initial data via the solution of a system of nonlinear integral
equations.
4.1. Asymptotics. An analysis of (A.2) shows that the eigenfunctions
{µj}
3
1 have the following asymptotics as k →∞ (see the appendix A):
µj(x, t, k) = I+
1
k


i
2
∫ (x,t)
(xj ,tj)
∆ i
2
∫ (x,t)
(xj ,tj)
∆1
1
2i
u
i
2
∫ (x,t)
(xj ,tj)
∆2
i
2
∫ (x,t)
(xj ,tj)
∆ 1
2i
u¯
1
2i
u¯ 1
2i
u −i
∫ (x,t)
(xj ,tj)
∆


+ 1
k2


−1
4
∫ (x,t)
(xj ,tj)
(η + ν1) −
1
4
∫ (x,t)
(xj ,tj)
η1 µ
(2)
13
−1
4
∫ (x,t)
(xj ,tj)
η2 −
1
4
∫ (x,t)
(xj ,tj)
(η + ν2) µ
(2)
23
µ
(2)
31 µ
(2)
32
∫ (x,t)
(xj ,tj)
η3


+ 1
k3


µ
(3)
11 µ
(3)
12 µ
(3)
13
µ
(3)
21 µ
(3)
22 µ
(3)
23
µ
(3)
31 µ
(3)
32 µ
(3)
33

 +O( 1k4 )
(4.1a)
where
∆ = −|u|2dx+ (uu¯xx + uxxu¯− uxu¯x + 6|u|
4)dt
∆1 = −u
2dx+ (uuxx + uxxu− (ux)
2 + 6|u|2u2)dt
∆2 = −u¯
2dx+ (u¯u¯xx + u¯xxu¯− (u¯x)
2 + 6|u|2u¯2)dt
(4.2a)
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µ
(2)
13 = −
1
2
u
∫ (x,t)
(xj ,tj)
∆+ 1
4
ux
µ
(2)
23 = −
1
2
u¯
∫ (x,t)
(xj ,tj)
∆+ 1
4
u¯x
µ
(2)
31 =
1
4
(u¯
∫ (x,t)
(xj ,tj)
∆+ u
∫ (x,t)
(xj ,tj)
∆2)−
1
4
u¯x
µ
(2)
32 =
1
4
(u¯
∫ (x,t)
(xj ,tj)
∆1 + u
∫ (x,t)
(xj ,tj)
∆)− 1
4
ux.
(4.2b)
η = d[1
2
(
∫ (x,t)
(xj ,tj)
∆)2]
ν1 = ∆1
∫ (x,t)
(xj ,tj)
∆2 + (uu¯x)dx+ (uu¯t − 2|u|
2(uu¯x − uxu¯)− (uxxu¯x − uxu¯xx))dt
η1 =
∫ (x,t)
(xj ,tj)
∆
∫ (x,t)
(xj ,tj)
∆1 + u
2
η2 =
∫ (x,t)
(xj ,tj)
∆
∫ (x,t)
(xj ,tj)
∆2 + u¯
2
ν2 = ∆2
∫ (x,t)
(xj ,tj)
∆1 + (u¯ux)dx+ (u¯ut − 2|u|
2(u¯ux − u¯xu)− (u¯xxux − u¯xuxx))dt,
η3 = d[−
1
2
(
∫ (x,t)
(xj ,tj)
∆)2 − 1
4
|u|2].
(4.2c)
and in the following we just use µ
(3)
13 , µ
(3)
23 , µ
(3)
31 and µ
(3)
32 , so we only
compute these functions
µ
(3)
13 =
1
2i
uµ
(2)
33 +
1
4
uxµ
(1)
33 +
i
4
|u|2u+ i
8
uxx
µ
(3)
23 =
1
2i
u¯µ
(2)
33 +
1
4
u¯xµ
(1)
33 +
i
4
|u|2u¯+ i
8
u¯xx
µ
(3)
31 =
1
2i
(u¯µ(2)11 + uµ
(2)
21 )−
1
4
(u¯xµ
(1)11 + uxµ
(1)
21 ) +
i
4
|u|2u¯+ i
8
u¯xx
µ
(3)
32 =
1
2i
(u¯µ(2)12 + uµ
(2)
22 )−
1
4
(u¯xµ
(1)12 + uxµ
(1)
22 ) +
i
4
|u|2u+ i
8
uxx
(4.2d)
From the global relation (2.33)and replacing T by t, we find
µ2(0, t, k)e
−4ik3tΛˆs(k) = c(t, k), k ∈ (D3 ∪D4, D3 ∪D4, D1 ∪D2).
(4.3)
We define functions {Φ13(t, k),Φ23(t, k),Φ33(t, k)} and {cj(t, k)}
3
1 by:
µ2(0, t, k) =


Φ11(t, k) Φ12(t, k) Φ13(t, k)
Φ21(t, k) Φ22(t, k) Φ23(t, k)
Φ31(t, k) Φ32(t, k) Φ33(t, k)

 , [c(t, k)]3
s33(k)
=


c1(t, k)
c2(t, k)
c3(t, k)

 .
(4.4)
we can write the (13) and (23) entries of the global relation as
Φ11(t, k)e
−8ik3t s13
s33
+Φ12(t, k)e
−8ik3ts23
s33
+Φ13(t, k) = c1(t, k), k ∈ D1∪D2,
(4.5a)
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Φ21(t, k)e
−8ik3t s13
s33
+Φ22(t, k)e
−8ik3ts23
s33
+Φ23(t, k) = c2(t, k), k ∈ D1∪D2,
(4.5b)
The functions {cj(t, k)}
3
1 are analytic and bounded in D1 ∪ D2 away
from the possible zeros of s33(k) and of order O(
1
k
) as k →∞.
From the asymptotic of µj(x, t, k) in (4.1a) we have

s13(k)
s23(k)
s33(k)

 =


0
0
1

+ 1
2ik


u(0, 0)
u¯(0, 0)
2
∫ (0,0)
(∞,0)
∆

+O( 1
k2
). (4.6)
and
Φj3(t, k) =
Φ
(1)
j3 (t)
k
+
Φ
(2)
j3 (t)
k2
+
Φ
(3)
j3 (t)
k3
+O(
1
k4
), (4.7a)
Φ33(t, k) = 1+
Φ
(1)
33 (t)
k
+
Φ
(2)
33 (t)
k2
+O(
1
k3
), k →∞, k ∈ D1∪D2. (4.7b)
where
Φ
(1)
j3 (t) =
1
2i
g0(t)
T , Φ
(2)
j3 (t) =
1
4
g1(t)
T − 1
2
gT0
∫ (x,t)
(0,0)
∆
Φ
(3)
j3 (t) =
1
2i
gT0 Φ
(2)
33 +
1
4
gT1 Φ
(1)
33 +
i
4
|u|2gT0 +
i
8
gT2 ,
Φ
(1)
33 (t) = −i
∫ (x,t)
(0,0)
∆, Φ
(2)
33 (t) =
∫ (x,t)
(xj ,tj)
η3.
Here the definition of Φj3(t, k) can be found in the appendix A.
In particular, we find the following expressions for the boudary val-
ues:
gT0 = 2iΦ
(1)
j3 (t), (4.8a)
gT1 = 2ig
T
0 Φ
(1)
33 (t) + 4Φ
(2)
j3 (t), (4.8b)
gT2 = −2|g0|
2gT0 + 2ig
T
1 Φ
(1)
33 (t) + 4g
T
0 Φ
(2)
33 (t)− 8iΦ
(3)
j3 (t). (4.8c)
We will also need the asymptotic of cj(t, k),
Lemma 4.1. The global relation (4.5) implies that the large k behavior
of cj(t, k) satisfies
cj(t, k) =
Φ
(1)
j3 (t)
k
+
Φ
(2)
j3 (t)
k
+
Φ
(3)
j3 (t)
k
+O(
1
k4
), k →∞, k ∈ D1. (4.9)
Proof. See the appendix B. 
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4.2. The Dirichlet and Neumann problems. We can now derive
effective characterizations of spectral function S(k) for the Dirichlet (g0
prescribed), the first Neumann (g1 prescribed), and the second Neu-
mann (g2 prescribed) problems.
Define α by α = e
2pii
3 and let {Πj(t, k), Πˆj(t, k), Π˜j(t, k)}
3
1 denote the
following combinations formed from {Φj3(t, k)}
3
1:
Πj(t, k) = Φj3(t, k) + αΦj3(t, αk) + α
2Φj3(t, α
2k), j = 1, 2, 3,
Πˆj(t, k) = Φj3(t, k) + α
2Φj3(t, αk) + αΦj3(t, α
2k), j = 1, 2, 3,
Π˜j(t, k) = Φj3(t, k) + Φj3(t, αk) + Φj3(t, α
2k), j = 1, 2, 3.
(4.10)
And let R(k) = Φ11
s13
s33
+ Φ12
s23
s33
.
LetD1 = D
′
1∪D
′′
1 whereD
′
1 = D1∩{Rek > 0} andD
′′
1 = D1∩{Rek <
0}. Similarly, let D4 = D
′
4 ∪ D
′′
4 where D
′
4 = D4 ∩ {Rek > 0} and
D
′′
4 = D1 ∩ {Rek < 0}.
Theorem 4.2. Let T <∞. Let u0(x), u ≥ 0, be a function of Schwartz
class.
For the Dirichlet problem it is assumed that the function g0(t), 0 ≤
t < T , has sufficient smoothness and is compatible with u0(x) at x =
t = 0.
For the first Neumann problem it is assumed that the function g1(t), 0 ≤
t < T , has sufficient smoothness and is compatible with u0(x) at x =
t = 0.
Similarly, for the second Neumann problem it is assumed that the
function g2(t), 0 ≤ t < T , has sufficient smoothness and is compatible
with u0(x) at x = t = 0.
Suppose that s33(k) has a finite number of simple zeros in D1.
Then the spectral function S(k) is given by
S(k) =


A(k) B(k) e8ik
3TC(k)
D(k) E(k) e8ik
3TF (k)
e−8ik
3TG(k) e−8ik
3TH(k) I(k)

 (4.11)
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where
A(k) = Φ22(k)Φ33(k)− Φ23(k)Φ32(k) B(k) = Φ13(k)Φ22(k)− Φ12(k)Φ33(k)
C(k) = Φ12(k)Φ23(k)− Φ13(k)Φ22(k) D(k) = Φ23(k)Φ31(k)− Φ21(k)Φ33(k)
E(k) = Φ11(k)Φ33(k)− Φ13(k)Φ31(k) F (k) = Φ21(k)Φ13(k)− Φ11(k)Φ23(k)
G(k) = Φ21(k)Φ32(k)− Φ22(k)Φ31(k) H(k) = Φ12(k)Φ31(k)− Φ11(k)Φ32(k)
I(k) = Φ11(k)Φ22(k)− Φ12(k)Φ21(k)
and the complex-value functions {Φl3(t, k)}
3
l=1 satisfy the following sys-
tem of integral equations:
Φ13(t, k) =
∫ t
0
e−8ik
3(t−t′) [(2ik|g0|
2 + (g0g¯1 − g1g¯0))Φ13
+g20Φ23 + (4k
2g0 + 2ikg1 − 4|g0|
2g0 − g2)Φ33] (t
′, k)dt′
(4.12a)
Φ23(t, k) =
∫ t
0
e−8ik
3(t−t′) [(2ik|g0|
2 − (g0g¯1 − g1g¯0))Φ13
+g¯20Φ23 + (4k
2g¯0 + 2ikg¯1 − 4|g0|
2g¯0 − g¯2)Φ33] (t
′, k)dt′
(4.12b)
Φ33(t, k) = 1 +
∫ t
0
[(−4k2g¯0 + 2ikg¯1 + 4|g0|
2 + g¯2)Φ13
+(−4k2g0 + 2ikg1 + 4|g0|
2 + g2)Φ23 +−4ik|g0|
2Φ33] (t
′, k)dt′
(4.12c)
and {Φl1(t, k)}
3
l=1, {Φl2(t, k)}
3
l=1 satisfy the following system of integral
equations:
Φ11(t, k) = 1 +
∫ t
0
[(2ik|g0|
2 + (g0g¯1 − g1g¯0))Φ11
+g20Φ21 + (4k
2g0 + 2ikg1 − 4|g0|
2g0 − g2)Φ31] (t
′, k)dt′
(4.13a)
Φ21(t, k) =
∫ t
0
[(2ik|g0|
2 − (g0g¯1 − g1g¯0))Φ11
+g¯20Φ21 + (4k
2g¯0 + 2ikg¯1 − 4|g0|
2g¯0 − g¯2)Φ31] (t
′, k)dt′
(4.13b)
Φ33(t, k) =
∫ t
0
e8ik
3(t−t′) [(−4k2g¯0 + 2ikg¯1 + 4|g0|
2 + g¯2)Φ11
+(−4k2g0 + 2ikg1 + 4|g0|
2 + g2)Φ21 +−4ik|g0|
2Φ31] (t
′, k)dt′
(4.13c)
Φ12(t, k) =
∫ t
0
[(2ik|g0|
2 + (g0g¯1 − g1g¯0))Φ12
+g20Φ22 + (4k
2g0 + 2ikg1 − 4|g0|
2g0 − g2)Φ32] (t
′, k)dt′
(4.14a)
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Φ22(t, k) = 1 +
∫ t
0
[(2ik|g0|
2 − (g0g¯1 − g1g¯0))Φ12
+g¯20Φ22 + (4k
2g¯0 + 2ikg¯1 − 4|g0|
2g¯0 − g¯2)Φ32] (t
′, k)dt′
(4.14b)
Φ32(t, k) =
∫ t
0
e8ik
3(t−t′) [(−4k2g¯0 + 2ikg¯1 + 4|g0|
2 + g¯2)Φ12
+(−4k2g0 + 2ikg1 + 4|g0|
2 + g2)Φ22 +−4ik|g0|
2Φ32] (t
′, k)dt′
(4.14c)
(i) For the Dirichlet problem, the unknown Neumann boundary
values g1(t) and g2(t) are given by
g1(t) =
2g0(t)
pi
∫
∂D3
Π3(t, k)dk +
2
pii
∫
∂D3
[
kΠ1(t, k)−
3g0(t)
2i
]
dk
− 2
pii
∫
∂D3
ke−8ik
3t[(α2 − α)R(αk) + (α− α2)R(α2k)]dk
+4
{
(1− α2)
∑
kj∈D
′
1
+(1− α)
∑
kj∈D
′′
1
}
kje
−8ik3j tReskjR(k).
(4.15a)
and
g2(t) = g0(t)
3 − 4
pi
∫
∂D3
[
k2Π1(t, k)−
3kg0(t)
2i
]
dk
+ 4
pi
∫
∂D3
k2e−8ik
3t [(1− α)R(αk) + (1− α2)R(α2k)] dk
−8i
{
(1− α)
∑
kj∈D
′
1
+(1− α2)
∑
kj∈D
′′
1
}
k2j e
−8ik3j tReskjR(k)
+4g0(t)
pii
∫
∂D3
kΠˆ3(t, k)dk +
2g1(t)
pi
∫
∂D3
Π3(t, k)dk.
(4.15b)
(ii) For the first Neumann problem, the unknown boundary values
g0(t) and g2(t) are given by
g0(t) =
1
pi
∫
∂D3
Πˆ1(t, k)dk −
1
pi
∫
∂D3
e−8ik
3t [(α− alpha2)R(αk) + (α2 − α)R(α2k)] dk
+2i
{
(1− α)
∑
kj∈D
′
1
+(1− α2)
∑
kj∈D
′′
1
}
e−8ik
3
j tReskjR(k),
(4.16a)
and
g2(t) = g
3
0(t)−
4
pi
∫
∂D3
(
k2Πˆ1(t, k)−
3
pii
∫
∂D3
lΠˆ1(t, l)dl
)
dk
+ 4
pi
∫
∂D3
k2e−8ik
3t [(1− α2)R(αk) + (1− α)R(α2k)] dk
−8i
{
(1− α)
∑
kj∈D
′
1
+(1− α2)
∑
kj∈D
′′
1
}
k2j e
−8ik3j tReskjR(k)
+4g0(t)
pii
∫
∂D3
kΠˆ3(t, k)dk +
2g1(t)
pi
∫
∂D3
Π3(t, k)dk.
(4.16b)
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(iii) For the second Neumann problem, the unknown boundary val-
ues g0(t) and g1(t) are given by
g0(t) =
1
pi
∫
∂D3
Πˆ1(t, k)dk −
1
pi
∫
∂D3
e−8ik
3t [(α− alpha2)R(αk) + (α2 − α)R(α2k)] dk
+2i
{
(1− α)
∑
kj∈D
′
1
+(1− α2)
∑
kj∈D
′′
1
}
e−8ik
3
j tReskjR(k),
(4.17a)
and
g1(t) =
2g0(t)
pi
∫
∂D3
Π3(t, k)dk +
2
pii
∫
∂D3
kΠ˜1(t, k)dk
− 2
pii
∫
∂D3
ke−8ik
3t [(α2 − 1)R(αk) + (α− 1)R(α2k)] dk
+4
{
(1− α)
∑
kj∈D
′
1
+(1− α2)
∑
kj∈D
′′
1
}
kje
−8ik3j tReskjR(k).
(4.17b)
Proof. The representations (4.11) follow from the relation S(k) = e8ik
3TµA2 (0, T, k)
T .
And the system (4.12) is the direct result of the Volteral integral equa-
tions of µ2(0, t, k).
(i) In order to derive (4.15a) we note that equation (4.8b) ex-
presses g1 in terms of Φ
(1)
33 and Φ
(2)
13 . Furthermore, equation
(4.7) and Cauchy theorem imply
−
2pii
3
Φ
(1)
33 (t) = 2
∫
∂D2
[Φ33(t, k)− 1]dk =
∫
∂D4
[Φ33(t, k)− 1]dk
and
−
2pii
3
Φ
(2)
13 (t) = 2
∫
∂D2
[
kΦ13(t)−
g0(t)
2i
]
dk =
∫
∂D4
[
kΦ13(t)−
g0(t)
2i
]
dk.
Thus,
ipiΦ
(1)
33 (t) = −
(∫
∂D2
+
∫
∂D4
)
[Φ33(t, k)− 1]dk =
(∫
∂D1
+
∫
∂D3
)
[Φ33(t, k)− 1]dk
=
∫
∂D3
[Φ33(t, k)− 1]dk + α
∫
∂D3
[Φ33(t, k)− 1]dk + α
2
∫
∂D3
[Φ33(t, k)− 1]dk
=
∫
∂D3
Π3(t, k)dk.
(4.18)
Similarly,
ipiΦ
(2)
13 (t) =
(∫
∂D3
+
∫
∂D1
) [
kΦ13(t)−
g0(t)
2i
]
dk
=
(∫
∂D3
+α2
∫
∂D
′
1
+α
∫
∂D
′′
1
) [
kΦ13(t)−
g0(t)
2i
]
dk + I(t)
=
∫
∂D3
[
kΠ1(t, k)−
3g0(t)
2i
]
dk + I(t).
(4.19)
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where I(t) is defined by
I(t) =
(
(1− α2)
∫
∂D
′
1
+(1− α)
∫
∂D
′′
1
)[
kΦ13(t)−
g0(t)
2i
]
dk
The last step involves using the global relation to compute I(t)
I(t) =
(
(1− α2)
∫
∂D
′
1
+(1− α)
∫
∂D
′′
1
) [
kc1(t, k)−
g0(t)
2i
]
dk
−
(
(1− α2)
∫
∂D
′
1
+(1− α)
∫
∂D
′′
1
)
ke−8ik
3tR(k)dk
(4.20)
Using the asymptotic (4.9) and Cauchy theorem to compute
the first term on the right-hand side of equation (4.20) and
using the transformation k → αk and k → α2k in the second
term on the right-hand side of (4.20), we find
I(t) = −ipiΦ
(2)
13 (t)−
∫
∂D3
ke−8ik
3t [(α2 − α)R(αk) + (α− α2)R(α2k)] dk
+2pii
{
(1− α2)
∑
kj∈D
′
1
+(1− α)
∑
kj∈D
′′
1
}
ke−8ik
3
j tReskjR(k).
(4.21)
Equations (4.19) and (4.21) imply
Φ
(2)
13 (t) =
1
2pii
∫
∂D3
[
kΠ1(t, k)−
3g0(t)
2i
]
dk
− 1
2pii
∫
∂D3
ke−8ik
3t [(α2 − α)R(αk) + (α− α2)R(α2k)] dk{
(1− α2)
∑
kj∈D
′
1
+(1− α)
∑
kj∈D
′′
1
}
kje
−8ik3j tReskjR(k).
This equation together with (4.8b) and (4.18) yields (4.15a).
In order to derive (4.15b), we note that (4.8c) expresses g2
in terms of Φ
(3)
13 , Φ
(2)
33 and Φ
(1)
33 . Equation (4.15b) follows from
the expression (4.18) for Φ
(1)
33 and the following formulas:
Φ
(2)
33 (t) =
1
pii
∫
∂D3
kΠˆ3dk, (4.22a)
Φ
(3)
13 (t) =
1
2pii
∫
∂D3
[
k2Π1(t, k)−
3kg0(t)
2i
]
dk
− 1
2pii
∫
∂D3
k2e−8ik
3t [(1− α)R(αk) + (1− α2)R(α2k)] dk{
(1− α)
∑
kj∈D
′
1
+(1− α2)
∑
kj∈D
′′
1
}
k2j e
−8ik3j tReskjR(k).
(4.22b)
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(ii) In order to derive the representations (4.16) relevant for the
first Neumann problem, we use (4.8) together with (4.18),
(4.22a) and the following formulas:
Φ
(1)
13 (t) =
1
2pii
∫
∂D3
Πˆ1(t, k)dk
− 1
2pii
∫
∂D3
e−8ik
3t [(α− α2)R(αk) + (α2 − α)R(α2k)] dk{
(1− α)
∑
kj∈D
′
1
+(1− α2)
∑
kj∈D
′′
1
}
e−8ik
3
j tReskjR(k).
(4.23a)
Φ
(2)
13 (t) =
1
pii
∫
∂D3
kΠˆ1dk, (4.23b)
Φ
(3)
13 (t) =
1
2pii
∫
∂D3
[
k2Πˆ1(t, k)− 3Φ
(2)
13
]
dk
− 1
2pii
∫
∂D3
k2e−8ik
3t [(1− α2)R(αk) + (1− α)R(α2k)] dk{
(1− α2)
∑
kj∈D
′
1
+(1− α)
∑
kj∈D
′′
1
}
k2j e
−8ik3j tReskjR(k).
(4.23c)
(iii) In order to derive the representations (4.17) relevant for the
second Neumann problem, we use (4.8) together with (4.18)
and the following formulas:
Φ
(1)
13 (t) =
1
2pii
∫
∂D3
Π˜1(t, k)dk
− 1
2pii
∫
∂D3
e−8ik
3t [(α− 1)R(αk) + (α2 − 1)R(α2k)] dk{
(1− α2)
∑
kj∈D
′
1
+(1− α)
∑
kj∈D
′′
1
}
e−8ik
3
j tReskjR(k).
(4.24a)
Φ
(2)
13 (t) =
1
2pii
∫
∂D3
kΠ˜1(t, k)dk
− 1
2pii
∫
∂D3
ke−8ik
3t [(α2 − 1)R(αk) + (α− 1)R(α2k)] dk{
(1− α)
∑
kj∈D
′
1
+(1− α2)
∑
kj∈D
′′
1
}
e−8ik
3
j tReskjR(k).
(4.24b)

4.3. Effective characterizations. Substituting into the system (4.12)
the expressions
Φij = Φ
(0)
ij + εΦ
(1)
ij + ε
2Φ
(2)
ij + · · · , i, j = 1, 2, 3. (4.25a)
g0 = εg01 + ε
2g02 + · · · , (4.25b)
g1 = εg11 + ε
2g12 + · · · , (4.25c)
g2 = εg21 + ε
2g22 + · · · , (4.25d)
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where ε > 0 is a small parameter, we find that the terms of O(1) give
Φ
(0)
13 = Φ
(0)
23 = 0 and Φ
(0)
33 = 1. Moreover, the terms of O(ε) give Φ
(1)
33 = 0
and
O(ε) : Φ
(1)
13 (t, k) =
∫ t
0
e−8ik
3(t−t′)(4k2g01 + 2ikg11 − g21)(t
′, k)dt′,
(4.26)
From the above equation (4.26) we can get
Π
(1)
1 (t, k) = 12k
2
∫ t
0
e−8ik
3(t−t′)g01(t
′)dt′, (4.27a)
Πˆ
(1)
1 (t, k) = 6ik
∫ t
0
e−8ik
3(t−t′)g11(t
′)dt′, (4.27b)
Π˜
(1)
1 (t, k) = −3
∫ t
0
e−8ik
3(t−t′)g11(t
′)dt′, (4.27c)
The Dirichlet problem can now be solved perturbatively as follows:
assuming for simplicity that s33(k) has no zeros and expanding (4.15a)
and (4.15b), we find
g11 =
2
pii
∫
∂D3
[
kΠ
(1)
1 (t, k)−
3g01(t)
2i
]
dk
− 2
pii
∫
∂D3
ke−8ik
3t[(α2 − α)s131(αk) + (α− α
2)s131(α
2k)]dk
(4.28a)
g21 = −
4
pi
∫
∂D3
[
k2Π
(1)
1 (t, k)−
3kg01(t)
2i
]
dk
+ 4
pi
∫
∂D3
k2e−8ik
3t [(1− α)s131(αk) + (1− α
2)s131(α
2k)] dk
(4.28b)
Using equation (4.27a) to determine Π
(1)
1 , we can determine g11, g21
from (4.28), then Φ
(1)
13 can be found from (4.26), And these arguments
can be extended to higher orders and also can be extended to the sys-
tems (4.13a) and (4.14a), thus yields a constructive scheme for com-
puting S(k) to all orders.
Similarly, these arguments also can be used to the first Neumann
problem and the second Neumann problem. That is to say, in all cases,
the system can be solved perturbatively to all orders.
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Appendix A. The asymptotic behavior of the functions
{µj(x, t, k)}
3
1
We denote some symbols as follows:
Λ =
(
I2×2 0
0 −1
)
, (A.1a)
V1 =
(
0 UT
−U¯ 0
)
,
V
(2)
2 = 4
(
0 UT
−U¯ 0
)
,
V
(1)
2 = 2i
(
UT U¯ UTx
U¯x −2|u|
2
)
,
V
(0)
2 = −4|u|
2
(
0 UT
−U¯ 0
)
−
(
0 UTxx
−U¯xx 0
)
+ (uu¯x − uxu¯)
(
σ3 0
0 0
)
.
(A.1b)
where I2×2 =
(
1 0
0 1
)
and U = (u, u¯).
From the Lax pair of µ
{
µx + [ikΛ, µ] = V1µ,
µt + [4ik
3Λ, µ] = V2µ.
(A.2)
Suppose that
µ(x, t, k) = D0 +
D1
k
+
D2
k2
+
D3
k3
+ · · · . (A.3)
We substitute the equation (A.3) into the Lax pair (A.2), and compare
the order of k, we find that:
O(k) : [iΛ, D0] = 0,
O(1) : D0x + [iΛ, D1] = V1D0,
O(k−1) : D1x + [iΛ, D2] = V1D1,
O(k−2) : D2x + [iΛ, D3] = V1D2,
(A.4a)
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O(k3) : [4iΛ, D0] = 0,
O(k2) : [4iΛ, D1] = V
(2)
2 D0,
O(k1) : [4iΛ, D2] = V
(2)
2 D1 + V
(1)
2 D0,
O(1) : D0t + [4iΛ, D3] = V
(2)
2 D2 + V
(1)
2 D1 + V
(0)
2 D0,
O(k−1) : D1t + [4iΛ, D4] = V
(2)
2 D3 + V
(1)
2 D4 + V
(0)
2 D1,
O(k−2) : D2t + [4iΛ, D5] = V
(2)
2 D4 + V
(1)
2 D3 + V
(0)
2 D2,
(A.4b)
And we denote the Dl by Dl =
(
D
(l)
2×2 D
(l)
j3
D
(l)
3j D
(l)
33
)
, j = 1, 2.
Then, from O(k3),we have
D
(0)
j3 = 0, D
(0)
3j = 0. (A.5)
O(k2), we get
4i
(
0 2D
(1)
j3
−2D
(1)
3j 0
)
= 4
(
0 UTD
(0)
33
−U¯D
(0)
2×2 0
)
, (A.6a)
this implies that {
D
(1)
j3 = −
i
2
UTD
(0)
33
D
(1)
3j = −
i
2
U¯D
(0)
2×2.
(A.6b)
O(k), we find
4i
(
0 2D
(2)
j3
−2D
(2)
3j 0
)
=
4
(
UTD
(1)
3j U
TD
(1)
33
−U¯D
(1)
2×2 −U¯D
(1)
j3
)
+ 2i
(
UT U¯D
(0)
2×2 U
T
x D
(0)
33
−U¯xD
(0)
2×2 −2|u|
2D
(0)
33
)
,
(A.7a)
this implies that
{
D
(2)
j3 = −
i
2
UTD
(1)
33 +
1
4
UTx D
0
33
D
(2)
3j = −
i
2
U¯D
(1)
2×2 −
1
4
U¯xD
(0)
2×2.
(A.7b)
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O(1), we have(
D
(0)
2×2t 0
0 D
(0)
33t
)
+ 4i
(
0 2D
(3)
j3
−2D
(3)
3j 0
)
=
4
(
UTD
(2)
3j U
TD
(2)
33
−U¯D
(2)
2×2 −U¯D
(2)
j3
)
+ 2i
(
UT U¯D
(1)
2×2 + U
T
x D
(1)
3j U
T U¯D
(1)
j3 + U
T
x D
(1)
33
−U¯xD
(1)
2×2 − 2|u|
2D
(1)
3j U¯xD
(1)
j3 − 2|u|
2D
(1)
33
)
−4|u|2
(
0 UTD
(0)
33
−U¯D
(0)
2×2 0
)
−
(
0 UTxxD
(0)
33
−U¯xxD
(0)
2×2 0
)
+(uu¯x − uxu¯)
(
σ3D
(0)
2×2 0
0 0
)
.
(A.8a)
this implies that
D
(0)
2×2t = 0 D
(0)
33t = 0{
D
(3)
j3 = −
i
2
UTD
(2)
33 +
1
4
UTx D
(1)
33 +
i
4
|u|2UTD
(0)
33 +
i
8
UTxxD
(0)
33
D
(3)
3j = −
i
2
U¯D
(2)
2×2 −
1
4
U¯xD
(1)
2×2 +
i
4
|u|2U¯D
(0)
2×2 +
i
8
U¯xxD
(0)
2×2.
(A.8b)
O(k−1), we get(
D
(1)
2×2t D
(1)
j3t
D
(1)
3jt D
(1)
33t
)
+ 4i
(
0 2D
(4)
j3
−2D
(4)
3j 0
)
=
4
(
UTD
(3)
3j U
TD
(3)
33
−U¯D
(3)
2×2 −U¯D
(3)
j3
)
+ 2i
(
UT U¯D
(2)
2×2 + U
T
x D
(2)
3j U
T U¯D
(2)
j3 + U
T
x D
(2)
33
−U¯xD
(2)
2×2 − 2|u|
2D
(2)
3j U¯xD
(2)
j3 − 2|u|
2D
(2)
33
)
−4|u|2
(
UTD
(1)
3j U
TD
(1)
33
−U¯D
(1)
2×2 −U¯D
(1)
j3
)
−
(
UTxxD
(1)
3j U
T
xxD
(1)
33
−U¯xxD
(1)
2×2 −U¯xxD
(1)
j3
)
+(uu¯x − uxu¯)
(
σ3D
(1)
2×2 σ3D
(1)
j3
0 0
)
.
(A.9a)
this implies that{
D
(1)
2×2t =
i
2
{UT U¯xx + UxxU¯ − U
T
x U¯x + 6|u|
2UT U¯}D
(0)
2×2
D
(1)
33t = −i{uu¯xx + uxxu¯− uxu¯x + 6|u|
4}D
(0)
33 .{
D
(4)
j3 =
1
16
UTt D
(0)
33 −
i
2
UTD
(3)
33 +
1
4
UTx D
(2)
33 +
i
4
|u|2UTD
(1)
33 +
i
8
UTxxD
(1)
33 +
1
8
|u|2UTx D
(0)
33
D
(3)
3j = −
1
16
U¯tD
(0)
2×2 −
i
2
U¯D
(3)
2×2 −
1
4
U¯xD
(2)
2×2 +
i
4
|u|2U¯D
(1)
2×2 +
i
8
U¯xxD
(1)
2×2 −
1
8
|u|2U¯xD
(0)
2×2.
(A.9b)
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O(k−2), we get(
D
(2)
2×2t D
(2)
j3t
D
(2)
3jt D
(2)
33t
)
+ 4i
(
0 2D
(5)
j3
−2D
(5)
3j 0
)
=
4
(
UTD
(4)
3j U
TD
(4)
33
−U¯D
(4)
2×2 −U¯D
(4)
j3
)
+ 2i
(
UT U¯D
(3)
2×2 + U
T
x D
(3)
3j U
T U¯D
(3)
j3 + U
T
x D
(3)
33
−U¯xD
(3)
2×2 − 2|u|
2D
(3)
3j U¯xD
(3)
j3 − 2|u|
2D
(3)
33
)
−4|u|2
(
UTD
(2)
3j U
TD
(2)
33
−U¯D
(2)
2×2 −U¯D
(2)
j3
)
−
(
UTxxD
(2)
3j U
T
xxD
(2)
33
−U¯xxD
(2)
2×2 −U¯xxD
(2)
j3
)
+(uu¯x − uxu¯)
(
σ3D
(2)
2×2 σ3D
(2)
j3
0 0
)
.
(A.10a)
this implies that

D
(2)
2×2t =
i
2
{UT U¯xx + UxxU¯ − U
T
x U¯x + 6|u|
2UT U¯}D
(1)
2×2
+{−1
4
UT U¯t +
1
2
|u|2(uu¯x − uxu¯)σ3 +
1
4
(uxxu¯x − uxu¯xx)σ3}
D
(2)
33t = −i{uu¯xx + uxxu¯− uxu¯x + 6|u|
4}D
(1)
33 −
1
4
(|u|2)tD
(0)
33 .
(A.10b)
Also, from the x−part of the Lax pair, we have the following equations
D
(0)
2×2x = 0, D
(0)
33x = 0. (A.11a){
D
(1)
2×2x = −
i
2
UT U¯D
(0)
2×2
D
(1)
33x = i|u|
2D
(0)
33 .
(A.11b)
{
D
(2)
2×2x = −
i
2
UT U¯D
(1)
2×2 −
1
4
UT U¯xD
(0)
2×2
D
(2)
33x = i|u|
2D
(1)
33 −
1
4
(|u|2)xD
(0)
33 .
(A.11c)
Then from the integral contours γj, we can get
D
(0)
2×2 = I2×2, D
(0)
33 = 1. (A.12)
Appendix B. The asymptotic behavior of cj(t, k)
Let
µ2(0, t, k) =
(
Φ2×2 Φj3
Φ3j Φ33
)
.
The global relation shows that
Φ2×2
sj3
s33
e−8ik
3t + Φj3 = cj . (B.1)
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And from equation
µt + [4ik
3Λ, µ] = V2µ.
we get(
Φ2×2 Φj3
Φ3j Φ33
)
t
+ 4ik3
(
0 2Φj3
−2Φ3j 0
)
= 4k2
(
UTΦ3j U
TΦ33
−U¯Φ2×2 −U¯Φj3
)
+2ik
(
UT U¯Φ2×2 + U
T
x Φ3j U
T U¯Φj3 + U
T
x Φ33
U¯xΦ2×2 − 2|u|
2Φ3j −U¯xΦj3 − 2|u|
2Φ33
)
− 4|u|2
(
UTΦ3j U
TΦ33
−U¯Φ2×2 −U¯Φj3
)
−
(
UTxxΦ3j U
T
xxΦ33
−U¯xxΦ2×2 −U¯xxΦj3
)
+ (uu¯x − uxu¯)
(
σ3Φ2×2 σ3Φj3
0 0
)
.
(B.2)
From the second column of the equation (B.2) we get


Φj3t + 8ik
3Φj3 = 4k
2UTΦ33 + 2ik(U
T U¯Φj3 + U
T
x Φ33)
−4|u|2UTΦ33 − U
T
xxΦ33 + (uu¯x − uxu¯)σ3Φj3
Φ33t = −4k
2U¯Φj3 + 2ik(U¯xΦj3 − 2|u|
2Φ33) + 4|u|
2U¯Φj3 + U¯xxΦj3.
(B.3)
Suppose(
Φj3
Φ33
)
= (α0(t)+
α1(t)
k
+
α2(t)
k2
+· · · )+(β0(t)+
β1(t)
k
+
β2(t)
k2
+· · · )e−8ik
3t
(B.4)
where the coefficients αl(t) and βl(t), l ≥ 0, are independent of k.
To determine these coefficients,we substitute the above equation into
equation (B.3) and use the initial conditions
α0(0) + β0(0) = (01×2, 1)
T , α1(0) + β1(0) = (01×2, 0)
T .
Then we get(
Φj3
Φ33
)
=
(
01×2
1
)
+ 1
k
(
Φ
(1)
j3
Φ
(1)
33
)
+ 1
k2
(
Φ
(2)
j3
Φ
(2)
33
)
+ · · ·
+
[
− 1
k
(
Φ
(1)
j3 (0)
0
)
+ · · ·
]
e−8ik
3t
(B.5)
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From the first column of the equation (B.2) we get

Φ2×2t = 4k
2UTΦ3j + 2ik(U
T U¯Φ2×2 + U
T
x Φ3j)
−4|u|2UTΦ3j − U
T
xxΦ3j + (uu¯x − uxu¯)σ3Φ2×2
Φ3jt − 8ik
3Φ3j = −4k
2U¯Φ2×2 + 2ik(U¯xΦ2×2 − 2|u|
2Φ3j) + 4|u|
2U¯Φ2×2 + U¯xxΦ2×2.
(B.6)
Suppose(
Φ2×2
Φ3j
)
= (ξ0(t)+
ξ1(t)
k
+
ξ2(t)
k2
+· · · )+(ν0(t)+
ν1(t)
k
+
ν2(t)
k2
+· · · )e8ik
3t
(B.7)
where the coefficients ξl(t) and νl(t), l ≥ 0, are independent of k.
To determine these coefficients,we substitute the above equation into
equation (B.6) and use the initial conditions
ξ0(0) + ν0(0) = (I2×2, 02×1)
T ,
Then we get(
Φ2×2
Φ3j
)
=
(
I2×2
02×1
)
+ 1
k
(
Φ
(1)
2×2
Φ
(1)
3j
)
+ · · ·
+
[
1
k2
(
0
ν
(2)
2
)
+ · · ·
]
e8ik
3t
(B.8)
So, from the equation (B.1) and the asymptotic of sj3(k) and s33(k),
we get the asymptotic behavior of cj(t, k) as k →∞,
cj(t, k) =
Φ
(1)
j3
k
+
Φ
(2)
j3
k2
+
Φ
(3)
j3
k3
+ · · · . (B.9)
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