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Abstract
Doctor of Philosophy
by Louis Fry-Bouriaux
The development of ultra sensitive charge sensing devices such as single-electron transis-
tors (SETs) for next-generation biomedical applications has received considerable atten-
tion in the past few years. In this thesis, a potential approach for the mass-fabrication
of metallic SETs for ultra-sensitive biosensing applications — an important prerequi-
sit for early diagnosis of many serious diseases — is investigated. Using the orthodox
theory of Coulomb blockade it is shown that it is possible to engineer an SET system
that can satisfy the requirements for a highly sensitive charge sensor operating at room
temperature while using metallic electrodes rather than semiconductor structures. In
this configuration, the SET design and fabrication process is simplified greatly by lifting
the dependence of the system on the confinement energy of electrons in the quantum
dots (QDs), as is the case in semiconductor SETs. In return, this makes the tunnel junc-
tion properties and the geometrical arrangement of the islands and electrodes far more
critical in determining the maximum operating temperature of the device. Here, the
geometrical requirements for such a sensitive device are studied theoretically whilst the
tunnel junction properties are studied experimentally and then theoretically to provide
a thorough assessment of the abilities of the proposed SET system.
Atomic-layer deposition (ALD) has proven to be a highly reliable technique for de-
positing uniform thickness and reproducible thin metal-oxide films and particularly the
Al2O3 ALD process is known to be ‘ideal’ with highly reproducible properties. Here,
a systematic study of the electronic properties of ALD deposited Al2O3 thin films in
MIM structures was performed to assess the ALD techniques applicability to the mass
fabrication of quantum tunneling junctions for metallic SET structures. The two most
crucial material parameters relevant to the design of metallic SET tunnel barriers are
studied in detail; the dielectric constant of the film that determines the junction ca-
pacitance, and the properties of the potential barrier that mediates electron tunneling.
Photolithographic techniques were used to create electrodes with a wide range of char-
acteristic lengths as to provide a wide range of impedances. Measurements and subse-
quent analysis show that a high consistency can be attained over large surface areas in
the film properties, and that electrode coverage is very effective, showing promise for
mass-fabrication applications. Further analysis of the measurements shows that small
static distortions in the barrier can affect the symmetry of MIM diode IV characteristics
operating in the direct tunneling regime and that under certain circumstances the effect
of surface states can be observed in the tunneling conductance.
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Chapter 1
Introduction
Diseases in general are a blight on society that impacts the well-being and produc-
tivity of families and individuals, and many of these diseases are deadly, such as cancer,
which is one of the most studied. New cases of cancer are diagnosed at a rate of more
than 0.1% of the global population every year[1], corresponding to at least 7 million
people diagnosed with cancer globally every year. Currently non-small-cell lung cancer
(NSCLC) constitutes the highest mortality rate worldwide amongst other common types
of cancer, where the life expectancy is less than 5 years in 85% of cases[1–3]. Cancer
research has been ongoing for more than two centuries since the first surgeries were
attempted to remove cancerous growths[4] and the types of cancers and the conditions
under which they occur are now understood much better. Despite these efforts, the
significant death toll and the burden on society imposed by these diseases is very high,
and there are significant challenges facing the effective treatment and diagnosis of most
cancer types.
Of course, an affordable and effective medical treatment that can cure or reverse a
particular cancer would be the best solution, and would solve the immediate desperately
needed health-care solution, and the large economic burden on society. Unfortunately,
despite the world-wide effort, no solutions are on the horizon. However a significant
improvement in outcome, i.e. in reducing mortality rates and improving the quality of
life of the patient, using existing medical treatments could be achieved in many cases
if the disease could be detected earlier. Currently there are many years between the
occurence of cancer and the diagnosis. Hence an effective method of detecting cancers
as early as possible is paramount[5]. This is not just the case for cancer and in fact,
earlier detection of deadly diseases in general would signifantly reduce mortality rates
and associated economic costs[6]. However, novel approaches and technological solutions
are required to enable effective early diagnostics.
1.1 High sensitivity biosensors
As a potential solution, high sensitivity biosensors are being developed to fulfil the
need for earlier diagnosis of deadly diseases. Medical practitioners use biomarkers to
diagnose specific conditions in a patient. The concept of a biomarker refers to a means
of identifying the state of health or of a disease through the measurement of unique
indicators[7], often increased concentration of proteins in a patient’s blood or other
1
Chapter 1. Introduction 2
Figure 1.1: Simplified time-flow diagram of the process of carcinogenesis, showing
opportunities for identifying biomarkers. Adapted from Bhatt et al.[7].
bodily fluid. In the context of a disease like cancer, biomarker molecules are released
by cancerous cells and can fall under a variety of types such as DNA and proteins
amongst other biomolecular entities, that can be used to diagnose, monitor and improve
prognoses of the disease[8]. Figure 1.1 shows a flow diagram of the carcinogenesis pro-
cess, the process by which cells become cancerous, and details the types of biomarker
molecules produced at various stages of genesis. The search for biomarkers related to
specific cancers constitutes an international scientific effort that guides the development
of sensing technology with concrete sensitivity and specificity requirements. Using a
series of biomarkers rather than just a single biomarker during an assay increases the
accuracy of the diagnosis, through the minimisation of false positives. Many biomarkers
that are NSCLC-specific have been discovered, and due to the complexity of lung cancer
and many other diseases, biomarker ‘panels’ are now proposed to increase precision and
specificity in diagnosis[7, 9], whereby a large number of biomarkers are used to minimise
false positive as much as possible.
Serum-based biomarkers are most compatible with integrated lab-on-chip sensing
platforms, which are discussed in Section 2.3.1, as significant advances in microfluidic
technology have enabled liquid flows to be controlled precisely using very small sample
volumes[10, 11]. Biomarkers of this type include DNA and proteins released by tumours
into the bloodstream[12], that can subsequently be detected using ultra-sensitive detec-
tion techniques that combine high sensitivity and specificity[13]. In general biomarkers
may be produced in connection with a tumour in various ways and can be classed depend-
ing on their origin[14]. For instance, risk biomarkers describe molecules associated with,
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or that contribute to carcinogenesis, and response biomarkers that describe molecules
produced by the body in response to the tumour. The use of biomarker panels for
diagnosis in point-of-care applications can potentially be integrated into one device by
simultaneously detecting multiple proteins, as has been shown for example with silicon
nano-wire (SiNW) based systems[15, 16] amongst others. These new types of devices
and sensors are set to revolutionise healthcare by replacing the current costly and time-
consuming state-of-the-art equipment with hand-held devices that can be used similarly
to common glucose sensors today. Figure 1.2 illustrates the different aspects of the point-
of-care (POC) device concept, which could be used to quickly perform diagnoses without
resorting to expensive and time consuming techniques that require specific expertise to
operate, such as magnetic resonance imaging (MRI) and enzyme-linked immunosorbent
assays (ELISAs), the latter of which are discussed in further paragraphs.
Tumours in early stages of growth constitute a very small number of cells, thus the
concentrations of certain biomarkers released into the bloodstream are significantly re-
duced compared to advanced tumours[18]. A good example of a biomarker that has
gained wide acceptance amongst medical practitioners is the prostate-specific antigen
(PSA) biomarker for screening prostate cancer[19], that is also widely used as a model
biomarker for testing novel biosensing platforms[13, 15, 20]. Although there has been
controversy over its use alone due to correlations with other diseases and the risk of
Figure 1.2: Flow diagram of the diagnostic detection of biomarkers. From left to
right, a multitude of biomarkers is presented, alongside alternative detection strategies.
Upon detection an electronic signal is produced and processed leading to a diagnostic
readout on the POC device. Adapted from Lopez-Barbosa et al. [17].
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overdiagnosis[21], which highlights the need for multiple biomarkers to be assayed at
the same time, and specifically the use of biomarkers with higher specificity. The detec-
tion guidelines for PSA screening are as follows: Normal serum PSA levels are currently
considered to be less than 2.5 ng.mL−1, above which individuals are considered at risk,
and it is recommended to monitor PSA levels every year. The accepted threshold for dis-
cerning high risk individuals is currently 4ng/mL which constitutes the earliest possible
precise detection of the signs of prostate cancer by way of this single biomarker. Ad-
vanced prostate cancers can yield PSA concentrations between 20 and 1000 ng.mL−1[18,
19] which highlights the difference in orders of magnitude of the biological signal. With
regard to pre-clinical detection, PSA alone cannot be used to conclusively diagnose
prostate cancer as the normal baseline value is only increased slightly.
To date there is not a consensus on a standardised set of biomarkers for many of
the known cancers, due to the many sub-types, therefore the medical community is
preparing for significant reforms that involve the collection and archiving of biomarker
measurement data on a previously unseen scale to begin personalising detection and cure
strategies[8]. Under this initiative termed ‘precision medicine’, all potential biomarkers
are considered and particularly those that when used alongside others drastically in-
crease the sensitivity, specificity and therefore the accuracy of a diagnostic assay. There
has already been good progress in the discovery and characterisation of novel biomarkers
of smaller molecular mass[22, 23], due to the observation that both small proteins and
fragments of larger proteins in serum must hold valuable diagnostic information[24].
To this end mass spectroscopy techniques are being used to determine the molecular
mass of proteins associated with different cancers[25]. Progress is such that new po-
tential serum-biomarkers with higher sensitivity and specificity have been identified by
mass spectroscopy for breast, prostate, ovarian, renal, gastric and liver cancers. Fur-
ther details are summarised by Muthu et al.[26], and Yang et al.[27] discuss promising
candidates for NSCLC diagnosis. In addition to efforts to look for low molecular weight
proteins, known large molecular weight proteins are still being identified as potential
lung cancer biomarkers: A recently proposed serum-based protein biomarker panel has
shown high specificity towards late and early stage lung cancer[16]. The physical proper-
ties and chemical structure of proteins in general are discussed in more detail in Section
2.3.3.
The precision medicine era that we are entering, as described by Vargas et al. [8], is
predicted to drastically improve research outcomes if the database management systems
can be realised, and with more contributions globally this development is expected to
accelerate. With this infrastructure and the developments in sensor technology, it is
thought that a long term solution to the early detection problem is through the use of
highly sensitive sensors that can detect single, or at least small numbers of molecules
or DNA fragments at the very earliest stages of cancer development[28] provided these
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molecules and DNA fragments are specific enough alongside others to identify a specific
condition in a patient. As nanofabrication methods improve, technology that can be
integrated into smaller and less costly devices will enable point of care applications
sooner. The development of ultra-sensitive biomedical sensors is underpinned by the
anticipation of all of these results[23]. The application of these sensors is not relevant
only to the detection and subsequent diagnosis of cancer, but to any potentially useful
medical information relating to therapeutic reponse, prognoses and risk assessment[14].
Currently the most sensitive assays that are used extensively in the medical practise
are performed using ELISAs, that have been shown in some cases to achieve sensitiv-
ities of the order of 10 pg.mL−1, for example in detecting human fetuin A (HFA)[30],
a biomarker specific to a few types of cancer, and the HIV-1 p24 antibody[31], used
in the diagnosis of the HIV-1 infection. The measurements they produce are used as
benchmarks in many studies that use known biomarker proteins[16, 32]. Commercially
available kits are typically limited in sensitivity to concentrations on the order of 1
ng.mL−1[31]. To illustrate the scale, consider the atomic mass, measured in standard
atomic units (Da), of the HFA biomolecules, which is on the order of 40 kDa, correspond-
ing to roughly 6.6 × 10−23 kg. Then a concentration of 1 ng.mL−1 represents roughly
one HFA molecule per 0.066 µm3 volume, which converted to molar concentration gives
25 nM (nmol.L−1). A typical sandwich-type ELISA process is schematically described
in Figure 1.3, where a substrate is first coated with a capture antibody specific to the
target antigen. Treatments to prevent non-specific binding and interactions are then
usually applied, after which the diluted samples containing the target can be added to
the solution. The targets then bind to the surface-bound antibodies over an incubation
period. After washing the sample to remove unbound antigen, a detection antibody
Figure 1.3: An example sandwich ELISA assay, commonly used for measurement of
low concentrations of target antigens. Image obtained from [29]
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functionalised with a reliable binding protein is specifically bound to the target anti-
gen. Typically the avidin-biotin interaction is used in applications where strong binding
affinity is required between a target protein and another target such as another protein,
functionalised surface or nanoparticle. To amplify the enzymatic signal a biotinylated
signalling protein such as horseradish peroxidase (HRP) for colorimetric signal creation
can be used, that binds strongly to the avidin functionalised detection antibody. There
are many ELISA protocols that vary in sensitivity depending on the target proteins and
the quantification method[33], and many commercially available kits can be used to assay
many different proteins of relevance to cancer. Therefore ELISA is a widely applicable
and versatile method for detecting specific biomolecules in a laboratory setting.
Despite the wide success of ELISAs in determining the concentration of important
cancer biomarkers to clinically relevant levels[20], the sensitivity limitations and heavy
dependence on protocols limits the applicability of the technique to the early detection
of biomarker panels. It is also difficult to develop new ELISA techniques for emerging
biomarkers as these new molecules must each be first characterised to develop an applica-
ble process. In this regard, mass spectrometric techniques, particularly surface-enhanced
laser desorption/ionisation time-of-flight SELDI-TOF mass spectroscopy have been used
to find biomarkers in serum of importance to early detection biomarkers and has helped
to confirm that low-molecular weight proteins must be helpful biomarkers[26]. However
Figure 1.4: Example of an SPR biosensor, where PSA detection is amplified by the
inclusion of anti-PSA functionalised Au nanoparticles that bind to surface bound PSA,
and consequently change the dielectric properties of the local medium to a greater
extend, resulting in an amplified signal. Adapted from Uludag et al.[34].
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the technique suffers due to its highly qualitative nature and due to this doesn’t pro-
vide much progress in new assay processes and technology for studying specific proteins.
ELISA is challenging to scale down as it is a laboratory-based technique that requires
expensive scientific apparatus to operate, extensive reagents and highly qualified tech-
nicians and experts to perform. Due to the wide variety of measurement methods, the
dependence of results on particular protocols and the time required to develop these
protocols, it is very costly to provide a universal way of screening for certain types of
cancer based on this method. Furthermore the protocols are time-consuming, resource-
intensive and vary from assay to assay which makes the technique highly unfavourable
for integration into point of care devices[35].
Another widely used biosensing platform is based on surface plasmon resonance
(SPR), illustrated in Figure 1.4, where electron oscillations at the interface between
a metal and a dielectric material are affected by changes in the permittivity of the
dielectric medium near the interface where biomolecules are adsorbed[36]. In this tech-
nique, a laser is shone onto the back of a metal at a high angle from the surface normal,
so that the light is reflected and captured by a detector that measures the light in-
tensity. In very thin films (on the order of 50 nm) of metals that show SPR, such as
Au, surface plasmons can be created on the top side of the metal, which contains the
biological dielectric medium, when the light is incident at a precise angle. At this angle,
the optical absorption of the substrate becomes greater, which can be detected, and the
angle can then be recorded. The adsorption of new species onto the top surface affects
the dielectric properties of the medium and the conditions for SPR to occur are then
slightly changed, which results in a shift in the angle at which the optical absorption
peak occurs. This technique has proven invaluable in molecular biology research, as it
allows the monitoring of reactions with the surface, and can be used to make quantitative
estimates of concentrations and chemical properties. However this technique requires
complex equipment including a precisely aligned optical system, and thus presents chal-
lenges with regards to integration in POC applications. SPR biosensors are classed as
optical biosensors, since the detection principle is based on the dielectric properties of
the system. As the dielectric medium is influenced by aggregation of mass onto the
surface, the angular resolution of the absorption detector limits the smallest detectable
change in mass. The minimum detectable concentration is reported to be on the order
of 10 pg.mL−1[37]. Protocols based on SPR biosensing platforms that use labelling to
amplify the signal, such as represented in Figure 1.4, offer more sensitive and faster
assays than the equivalent ELISA tests[34], and thus SPR provides a higher through-
put laboratory technique than ELISA in some specific cases, although it is more costly
due the equipment required and limited in sensitivity for label-free detection. Despite
these challenges, it has been shown that smart phone technology can be used to create
a portable SPR biosensor platform[38], from which they determined a concentration
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Figure 1.5: Scanning electron microscope (SEM) images of a stacked SiNW structure
fabricated using CMOS processing, used to maximize the surface area for charge sensing.
A voltage is applied across the source and the drain, and the resulting current is a
function charges near the wires. Adapted from Buitrago et al.[39], where (a) shows
the whole transistor structure at a slight angle from above, and (b) shows a magnified
image of the SiNW array.
resolution on the order of 50 nM, which corresponds to approximately 7.5 µg.mL−1 for
the 150 kDa protein used in their work.
The most significant challenges facing the development of electronic transducers to
detect biomarker panels are the sensitivity and throughput limitations, as molecules from
the very few cancerous cells that exist at an early stage need to be captured to increase
survival rates[18]. Part of this challenge is due to the need for large biomarker panels
to be assayed to yield higher accuracy, requiring devices that can multiplex sensing.
SiNW systems have led the development of such sensors where continuous developments
in CMOS processing enable the mass fabrication of devices that can be densely inte-
grated alongside microfluidic systems and other peripherals. Sensors that use the field-
effect as a transducer have the advantage that the detection method can be label-free,
where the binding event is directly converted to a measurable signal. Many conven-
tional biomolecule detection strategies, such as ELISA, utilize labelling techniques to
identify the analyte. These technologies are limited in that the detection is a function
of the labelling technique and the labelling molecule has properties of its own that must
be considered. The development of label-free techniques implies a significant reduction
in the cost associated with preparing the sample and the equipment used to conduct
experiments. Figure 1.5 shows scanning electron microscope (SEM) images of a SiNW
array system fabricated using a CMOS process, showing that the sensor surface area
can be greatly increased using arrays. The SiNWs shown in these images were coated
with Al2O3 deposited by atomic layer deposition (ALD) to passivate the wires from the
sample. This form of technology currently offers the most economical solution for mass
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fabrication, since an entire biosensing system can in principle be integrated into a single
chip without the need for detection optics[40], and studies that focus on the fabrication
of arrayed SiNW biosensors with CMOS compatible processes[39] and microfluidics on
a large scale[41] are already underway.
SiNW devices have been applied as pH sensors[43] and as biomolecule sensors[44–
46]. The presence of charges external to the semiconducting NW have the same effect
as a gate electrode held at a given potential that causes accumulation or depletion of
the charge carriers in the wire. As the wire becomes smaller in diameter, a greater
surface-to-volume ratio becomes available, meaning that a smaller number of carriers
will be affected by the same external charge, increasing the effect on the conductance of
the wire. The interface between the semiconductor and the ligand used for biomolecule
capture and the microfluidic environment around the NWs are crucial factors in the
practical application of the technology, as induced charges along the NW depend on the
electrostatic environment and the geometry of the system. For instance, if the NW’s
surrounding permittivity is high, the field lines from a charge placed a certain distance
away will smear out along the NW, causing a small depletion or accumulation region all
along the NW. Whereas in a smaller permittivity dielectric, the field lines will be more
concentrated in the region it’s closest to, causing a much larger and localised depletion
or accumulation region that is in fact much more effective at changing the conductance
of the wire[47]. Figure 1.6 shows the change in current along a NW as a function of
the potential applied to a nearby gate electrode, and the effect of local external charge
that shifts the response[42]. The curve shown corresponds to a SiNW system fabricated
Figure 1.6: Response of a SiNW to an external gate voltage, under immersion in
solutions of varying pH. Adapted from Kudo et al.[42].
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Figure 1.7: (a) and (c) show the change in transconductance of an FET system when
the external charge is changed, and (c) and (d) show the response of an SET system,
where the change in transconductance could be engineered to be greater than in an
FET system. Adapted from Nakajima et al.[49].
using electron beam lithography (EBL) and wet etching techniques, with a final NW
width of 80 nm and an oxide passivation layer 19 nm thick. Femto-molar (fM) range
detection can be achieved in SiNW systems, as has been shown in an electrostatically
formed SiNW using a number of side and back gates to form and move the NW closer
to the sensing surface[48]. While SiNWs already provide very high sensitivity, there is
interest to find even more sensitive systems that could be used to detect single molecules,
and perhaps even to study the dynamics of the molecular structure.
Single electron transistors (SETs) are exceptionally sensitive charge devices, where
by analogy to a field-effect transistor (FET), the conductance of the channel can be
strongly modulated by the presence of external charges. Theoretical treatments show
that within a small bandwidth, sub-electronic charge sensitivity, i.e. a small fraction
of e, of the conductance can be achieved[50]. Figure 1.7 (a)–(d) shows a comparison
of the transconductance of an FET and an SET device, which is the conductance of
the channel measured as a function of changes in the gate electrode potential. Figure
1.7 (d) shows the Coulomb oscillations of the transconductance[51], that could provide a
greater change in conductance due to external charges. The discovery of electronic charg-
ing effects in granular metallic thin-films[52] and the realisation that electron transfer
in nanoscale metallic grains involves a significant change in the free electrostatic energy
of the system compared to the thermal energy[53, 54] initiated research on single elec-
tron charging phenomena. It was predicted theoretically by Averin et al. that when
a nanoscale junction is biased by a current source at low temperature, oscillations of
the junction voltage should arise due to the correlated discrete transfer of single elec-
trons[55], which occur due to the significant energetic barrier presented to tunneling
electrons, termed the Coulomb blockade. The Coulomb blockade effect will be discussed
in detail in Chapter 2. Improvements in the resolution of EBL technology allowed the
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fabrication of very small metal-insulator-metal (MIM) junctions and circuits in which
Coulomb blockade could be observed at practical temperatures[56], and since, the most
versatile and useful structure was found to be the SET. An SET is composed of a very
small metallic island tunnel-coupled to two very small metallic electrodes through which
a current may flow, and is capacitively coupled to a gate electrode that is used to mod-
ulate the free energy of the island. Figure 1.8 (b) shows an SEM image of a metallic
SET, fabricated using shadow angle evaporation[57], illustrated in panel (a), whereby a
suspended mask is used with an angled Al evaporation source to produce islands and
electrodes, and where an Al2O3 thin film can be grown by controlled, in-situ exposure
to oxygen atmosphere[58].
Much SET research was first performed using aluminium devices fabricated using
metal evaporation techniques[58–62] such as shown in Figure 1.8 (a), and still is today[63,
64] where metallic SETs find applications as radiation[65, 66] and charge detectors[67,
68]. Since the discovery of Coulomb blockade and single-electron effects in nanoscale cir-
cuits, many potentially ground breaking applications have been proposed, such as the use
of SET circuits for CMOS logic circuits[69] and quantum bit read-out stages in quantum
computers[68, 70]. However as the Coulomb blockade is a fundamental effect linked to
the classical interaction of the electron charges, SET devices can be produced in a large
number of material systems besides the traditional Al–Al2O3–Al structures. It has been
shown for instance, that charging effects can be produced in Cr–Cr2O3–Cr junctions[71],
which show unique transport properties[72, 73]. Semiconducting SET systems have been
produced, and a wide variety of quantum transport properties, electronic confinement
effects and magnetic phenomena have been observed and explained theoretically as a
result[74, 75]. Due to the fundamental nature of single electron charging effects, interest
in the relation of these effects to atomic structure have led to the creation of single-atom,
dopant or molecule SET devices[76–82], which show great potential for room tempera-
ture operation. SETs can also be fabricated or formed using alternatives to conventional
lithography techniques used in CMOS and EBL processes. For example, AuNW SETs
Figure 1.8: (a) Diagram showing the shadow angle evaporation technique for fabricat-
ing metallic SETs. (b) SEM image of an SET fabricated using this method. Adapted
from Nakamura et al.[58].
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Figure 1.9: (a) Schematic and associated SEM image of a multi-island SET system
comprised of 22 islands. (b) Transconductance of the 22-island device shown panel in
(a), measured at 4.2 K, which shows the well known Coulomb oscillations[51] of the
transconductance when the gate potential is varied. Adapted from Ohkura et al.[89].
grown chemically from the ground-up[83] and Au nano-particles (AuNP) deposited onto
nanoscaled electrode arrays[84] have been demonstrated, where new innovative avenues
are being explored using biomolecular technology[76, 85]. Furthermore, tunnel barriers
can be formed electrostatically using very small electrodes to deplete a two-dimensional
electron gas (2DEG) in semiconductor heterostructures[75, 86, 87], which have also been
demonstrated in sub-electronic charge sensor applications[88].
Due to the significant confinement effects on electrons in nanoscale silicon SET sys-
tems, Coulomb blockade has frequently been observed at room temperature[90–92],
which has revived efforts to focus on the CMOS compatible silicon material system. For
example, room temperature Coulomb blockade effects can be achieved in down-scaled
tri-gate metal-oxide-semiconductor FET (MOSFET) devices[93]. These device cannot
be easily mass-produced however, as only devices with specific roughness features were
found to work. Similarly, SETs can be formed from SiNWs, using a fabrication process
called pattern-dependent oxidation[94], where the NW is patterned with constrictions,
which after oxidation lead to tunnel barrier formation in these regions. This technique
was effectively exploited to form multi-island SETs[89], a schematic and associated SEM
image of which is shown in Figure 1.9 (a), which can be used to raise the operating tem-
perature of single electron transistors, and will be discussed in detail in Chapter 2.
Figure 1.9 (b) shows the transconductance associated with the device shown in panel
(a), which similarly to single island systems, shows Coulomb oscillations. This technol-
ogy has led to the first experiments using room temperature silicon multi-island SETs
as biosensors, where it has been shown that pH changes[95] and biomolecule binding
events[49, 96, 97] can be detected. Nakajima et al. report a minimum sensitivity of 1
ng.mL−1 for the detection of the protein streptavidin[49], which shows the potential for
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SETs to rival other high sensitivity biosensors. Although these initial results are highly
promising and do prove the SET biosensor concept is achievable, the yield of devices
manufactured this way is very low. Furthermore it is not clear whether the devices
presented in these works function as intended, i.e. that the use of multiple islands is the
reason for room temperature operation. This uncertainty is associated with the oxida-
tion fabrication step that forms the tunnel barriers in these devices, since the oxidation
process is very difficult to control, and is used in this design not only as a crucial step
in forming the tunnel barriers, but is crucial in forming the islands also.
Semiconducting SET systems provide the important benefit that confinement effects
contribute significantly to the Coulomb blockade[74] compared to metallic systems of the
same scale, however the details of the confinement and the coupling with the electrodes
are strongly dependent on the geometry and the material properties of the system[68],
and thus it is currently too difficult to produce arrays of islands with identical confine-
ment properties. Ohkura et al.’s results[89], which presents a clearly defined structure
(Figure 1.9 (a)), can just as well be explained as due to just a single or a few islands,
rather than due to the combined properties of the whole chain of 22 islands, which was
assumed homogeneous in their work. The images of the structures presented by Naka-
jima et al. show a much less homogeneous structure[49], where islands are not clearly
defined, therefore it is likely that the working devices they identified are due to cases
where exceptionally small islands are present with suitably formed tunnel barriers con-
nected them together. Confinement effects in the context of SET devices are currently
too difficult to reproduce on an industrial scale, therefore alternative solutions to the
Si/SiO2 material system are sought that could be used to mass manufacture SETs.
1.2 Aims and Objectives
The aim of this project is to investigate the potential of metallic SETs applied as
biosensors, where the unprecedented charge sensitivity could potentially be exploited
in a biosensor platform, and could eventually provide a route to the detection of sin-
gle molecules. To address the issues faced with semiconductor SET systems already
reported in the literature, the use of alternative material systems that are compatible
with mass fabrication processes are required. It is proposed in this work that if elec-
tronic confinement effects can be minimized, the geometrical tolerance of the fabrication
processes will not be as important. In this case, the SET system depends more on the
electrostatics of the system, which is also less sensitive to geometrical variations. The
electrostatics of the SET system, discussed at length in Chapter 2, are determined in part
by the properties of the insulating thin film that separates the island(s) from the elec-
trodes, which is required to function as both a high quality and precise capacitor and an
equally precise electron tunneling resistance. Atomic layer deposition (ALD) is a widely
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used self-regulating chemical vapour deposition process, described in detail in Chapter
3, which has been used extensively to deposit conformal, and highly uniform thickness
films of Al2O3 [98] in applications such as the 45 nm CMOS FET gate technology and
MIM capacitors[99] and tunnel diodes[100]. Conventional silicon SETs fabricated using
EBL techniques have typically used variations of an oxidation step and specific patterns
to form tunnel junctions, called pattern dependent oxidation[94]. Although this method
has been shown to work, the device yield is poor due to the variability of the tunneling
properties, and the SET parameters often change during voltage and thermal cycling,
due to the drift of dopants and impurities[68, 101], which is worsened at higher tem-
peratures. Although the resolution of CMOS processes is adequate to form nanoscale
electrodes and islands, the same cannot be said for the formation of tunnel barriers
with a high yield using these oxidation techniques. Thus, the primary objective of this
project is to take advantage of the high uniformity, reliability and mass fabricability of
thin Al2O3 films formed by ALD to mass fabricate room temperature operable SETs,
since Al2O3 has been used extensively throughout the history of SET research, and is
known to work in these applications.
There are few reports that discuss the fabrication of SETs using ALD in the literature,
as efforts in SET research have focused primarily on silicon devices in low-temperature
applications. The few reports that exist on the subject have focused on the use of noble
metals such as Au and Pt as the island and electrode materials[102–104]. Noble metals
do not readily oxidise under an oxygen atmosphere, and as long as ALD growth occurs
linearly and covers the surface, the thickness of the oxide can be precisely controlled.
Alternative ALD processes that employ different gas precursors can be used to prevent
oxidation of the substrate surface, however these systems are much less available, and
much less experimented with. Metallic SETs are simpler to design than semiconducting
SETs, as the electrostatic properties can be more easily determined and reproduced, as
will be discussed in detail in Chapter 2. The secondary objective of this project is to
target the use of noble metals for the SET source and drain electrodes and the islands,
which can be used to take advantage of the benefits of widely available and studied ALD
processes. The use of such metals may also circumvent the issue of providing electro-
statically stable electrodes and islands at room temperature, in that the effect of voltage
and thermal cycling is not so important as with semiconductor devices. Additionally, it
is not clear why metallic SETs fabricated with ALD-Al2O3 tunnel barriers show a poor
yield, and only a small number of devices are usually investigated in the literature. To
address this issue, the properties of an ALD deposited film need to be understood over
a larger scale, and the scaling relationship of the film properties with the geometry must
be established, which should aid in the practical design of mass fabricable SETs based
on ALD-Al2O3. Therefore, a third objective is to determine the geometrical scaling
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behaviour of the properties of the ALD-Al2O3 film relevant to the electrostatics and
operation on an SET, notably the capacitance and electron tunneling properties.
1.3 Thesis Structure
In this work, a large number of MIM devices with varying geometrical parameters
were characterised electronically in detail to assess the properties of Al2O3 ultra-thin
films, that is thicknesses ≤ 5 nm, over large surface areas relevant to industrial scale
manufacturing. Using this methodology, a better knowledge of the material properties
and their effect on the SET system can be obtained through a top-down approach,
similarly to the way that down-scaling of devices has driven CMOS research to better
understand the geometrical and material parameters of transistors to continue down-
scaling. The knowledge gained through this approach should then serve to prescribe
the SET system behaviour more accurately. The literature that treats the use of ALD
deposited Al2O3 to create SET devices is few and far between, and the few reports
that do exist present a bottom up approach, and thus the SET parameters are deter-
mined when a working device is found. In Chapter 2 a simple theory of metallic SET
systems is used to demonstrate the practical challenges associated with achieving room
temperature operation, and the challenges associated with the integration of the device
into a biosensor platform is addressed, including a final section discussing the possible
applicability of the mass fabrication of metallic SETs using an ALD-based CMOS pro-
cess. The experimental techniques used to fabricate, observe and characterise the MIM
devices are detailed in Chapter 3, including a detailed section (Section 3.2.3) describing
the deposition of Al2O3 by ALD. In Chapter 4 the design and fabrication of the MIM
devices is presented, where the geometrical parameters of the resulting junctions are de-
scribed in detail. As a large number of devices were characterised, the general features of
the electronic properties obtained by alternating-current (AC) and direct-current (DC)
measurements are described in detail and compared extensively with the MIM literature
in Chapter 5. There the scaling of the capacitance and junction resistance is described,
and conclusions are presented with regards to the geometrical consistency of the devices
and the implications for manufacturing tunnel barriers by ALD for SET devices. In
Chapter 6, selected MIM devices are characterised in greater detail from a physics point
of view, where it is shown that subtle effects of the geometry and the material properties
occur as the thickness of the Al2O3 layer is decreased. There are very few studies that
treat specifically the thickness dependence of the permittivity of Al2O3 in the thick-
ness range used in this work, and those that have were performed long before modern
techniques such as ALD were available[105], and therefore the results are difficult to
interpret. Using simple models of the junction system, it is shown that the important
effects observed in the MIM junctions can be accounted for. In particular, it was found
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that small sharp features present on the bottom electrode cause an asymmetry in current
as a function of applied voltage, described in Section 6.2. This work was published in
Physical Review B[106]. Finally, concluding remarks are made in Chapter 7, where the
outlook and further work is also discussed.
Chapter 2
SET biosensors, design and limitations
2.1 Introduction
The purpose of this chapter is to describe the theoretical and practical aspects of
applying SETs as biosensors. This chapter begins with an outline of the orthodox
theory of Coulomb blockade, followed by a description of metallic SETs with single
and multiple islands, which provides sufficient background for the assessment of both
the charge sensing capabilities and the engineering of such systems. The engineering
challenges and practical limitations surrounding the integration of metallic SETs into
biosensing technology are detailed in the following section, focusing in particular on the
operating temperature and charge sensitivity of the device. With regard to these factors,
the final section discusses the mass fabrication of metallic SETs and the use of ALD
to form reliable tunnel barriers is discussed briefly in terms of state of the art CMOS
processing trends.
2.2 Theory of metallic SEDs
In Chapter 1 the ground work and the important experimental and theoretical
achievements in single-electronics were discussed. In this section, the electrostatic prop-
erties of small capacitively coupled conductors are described along with basic quantum
mechanical considerations of isolated islands and weakly coupled junctions. These basic
considerations are required for the description of the orthodox theory. In the follow-
ing subsection, single electron circuits that could be used as biosensor components are
described using classical electrostatics and the orthodox theory. Finally, the charge de-
tection mechanism and the sources of noise in an SET are formally described to establish
the maximum charge sensitivity of such a device.
2.2.1 Orthodox theory of Coulomb blockade
In order to illustrate the effect of Coulomb blockade, first consider a small isolated
metallic spherical island with radius r0, as shown in Figure 2.1 (a). In a classical
description, the sphere initially has a total charge
Q0 = {Zp − Ze}e = 0 (2.1)
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Figure 2.1: (a) Schematic of an isolated conductive sphere showing the force on an
approaching electron when Q0 < 0. (b) Schematic of capacitively coupled conductors
showing the charges induced by the applied voltage V .
where e is the elementary charge, and Zp and Ze are the number of protons and electrons
that form the island, respectively. In the compensated state, i.e. Zp = Ze, this isolated
island will present no static potential outside its surface. If an electron now approaches
the island at a small velocity and Zp and Ze are very large, a small attractive force
will develop as the electron approaches the surface of the island due to the dipole effect,
known as the image force[107]. If the electron is absorbed into the island, its total charge
will now be
Q0 = {Zp − (Ze + 1)}e = −e (2.2)
where the island has an excess negative charge. The island now presents a potential
outside its surface
ϕ(r) =
−e
4pir
for r > r0 (2.3)
which will present an increasing repulsive force
F (r) = −edϕ
dr
(2.4)
to any approaching electrons at position r > r0. The energy required to overcome this
force is termed the charging energy, which gives rise to Coulomb blockade phenomena.
Defining the voltage between the surface at r0 and a point r as V (r) = ϕ(r)−ϕ(r0), for
an electron infinitely far away, the energy required to overcome this force is
EC = eV (∞) = e
2
Cself
(2.5)
where Cself is the self-capacitance of the island determined by
Cself =
e
V (∞) = 4pir0. (2.6)
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Equation 2.5 shows that as the self capacitance of the island becomes smaller, the energy
required to overcome the repulsive force increases. In an island that has large values
of Zp and Ze, adding a single electron to such an island makes a very small difference
to the total electrostatic energy. Indeed as Cself increases in Equation 2.5 the energy
required to add electrons decreases to a negligible value compared to the thermal energy
kBT . Therefore in a very small system approaching the nanoscale, Zp and Ze are small,
such that the addition of a single electron now makes a substantial difference to the
electrostatic energy.
We now consider the two conductor system represented in Figure 2.1 (b) where a
very narrow constriction is formed resulting in a small junction area. If a voltage V is
applied between both conductors, a charge Q0 = CV will be induced on each conductor
surface, where C is the mutual capacitance of these two conductors. The energy stored
in this capacitor is
U(Q0) =
1
2
CV 2 =
Q20
2C
(2.7)
where if the case when Q0 = e is considered, the charging energy for transfer of a
single-electron in a two-conductor system can be found as
EC =
e2
2C
(2.8)
which represents half of that for a completely isolated conductor. Therefore if electrons
are permitted to flow between the two conductors, there will be no transfer of charge
if the electron cannot overcome the charging energy of the system (Equation 2.8). If
the capacitance C is extremely small, the ensuing energy barrier to a single electron
becomes very large. It is important to note that for two separated conductors with a
controlled potential, the charge is induced by the applied potential difference V and
therefore Q0 can take on values arbitrarily smaller than e. Similarly, when a current
is forced around the circuit, a charge will build up on each conductor surface until the
charging energy threshold is reached. When V > e2C , electrons from the higher potential
conductor have enough energy to overcome the Coulomb blockade in the lower potential
conductor. The single and dual conductor systems show that both self (or stray) and
mutual capacitances play a role in determining the classical charging energy of a system
of conductors.
When an isolated conductor becomes very small, quantisation effects of the electron
energy levels will begin to play a role and a quantum physical description is necessary. In
order to illustrate the scale at which quantisation effects occur, the isolated conductor
in Figure 2.1 is approximated as an infinite square potential well in one dimension,
represented in Figure 2.2 (a) where t = 2r0. Taking the bottom of the well (U(x) = 0)
at the Fermi level, the energy eigenvalues and wavefunctions can be found by solving
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Figure 2.2: (a) Energy band diagram of an infinite square well showing the resulting
splitting in single electron energy levels. (b) Plot of the addition energy EA using
Equation 2.13, where the first energy level En for n = 1, and a permittivity of  = 100
for the island self-capacitance are used. The thermal energy at room temperature is
indicated by the dotted red line.
the one dimensional time-independent Schro¨dinger equation
~2
2m
∂2
∂x2
ψn(x) + [En − U(x)]ψn(x) = 0 (2.9)
where m is the free electron mass, En is energy eigenvalue n, ψn(x) is eigenfunction n
and U(x) is the potential energy of the whole system. The solution in the well is then
ψn(x) = A cos(knx) +B sin(knx) (2.10)
where A and B are constants and En =
~2k2n
2m . Imposing the boundary conditions
ψn(−r0) = 0 and ψn(r0) = 0, only the values kn = npi/t for n = 1, 2, 3... provide a
valid solution ψn(x), so that the energy eigenvalues take the form
En =
~2pi2n2
2mt2
(2.11)
where the extent of quantisation of the electron energy levels is controlled by the thick-
ness t. Arguably this is a crude approximation of the electron behaviour in a spherical
isolated conductor, however the energy eigenvalues take a similar form as long as an-
gular momentum is ignored. Finding the solution to the wavefunctions in a spherically
symmetric system requires the use of the radial Schro¨dinger equation, where the wave-
functions depend on r, θ and φ. In this spherically symmetric potential, the wavefunc-
tions will no longer take the form in Equation 2.10, rather they take the form of Bessel
functions. Using the same procedure as before for finding the k values for which the
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boundary conditions are satisfied, the energy eigenvalues take the form
En =
~2pi2n2
2mr20
(2.12)
where the effect of the quantum numbers related to the polar (θ) and azimuthal (φ)
dependence of the wavefunction is ignored. Figure 2.2 (b) illustrates the dependence of
both the classical and quantum contribution (for n = 1) to the total addition energy of
an electron to the island
EA = EC + ∆En (2.13)
as a function of the radius r0 of the sphere, where Equation 2.12 was used for ∆En. As
can be seen from the plot in Figure 2.2 (b), the quantum confinement can be ignored
for an island radius above t = 10 nm.
When two conductors are brought in close proximity to each other, a small current
will be allowed to flow through the finite potential barrier separating them due to the
quantum tunneling effect. This effect arises due to the fact that when an electron is
incident on a finite potential of higher energy, the wavefunction of the electron ψ(x)
exists in the classically ‘forbidden’ potential energy region. To illustrate this effect,
consider two bulk conductors separated by a thin rectangular barrier of height U(x) = U0
for 0 ≤ x ≤ t. The bulk conductors are modelled as semi-infinite regions with potential
energy U(x) = 0 at x < 0 and x > t so that electron kinetic energies follow a parabolic
dispersion
En = E(k) =
~2k2
2m
(2.14)
where E(k) represents a continuous variable, so that there are no confinement effects.
Using Equation 2.9, when U(x) > E(k) the electron wavefunctions take the form:
ψ(x) = C exp(κx) +D exp(−κx) (2.15)
where C and D are constants and
κ =
1
~
√
2m[U0 − E] (2.16)
is the decay rate of the wavefunction in the barrier region. If electrons are incident
from the left, the solution in the barrier exponentially decays, and there will be a finite
probability amplitude that ‘leaks’ into the region on the right. By applying continuity
to the wavefunctions and their derivatives at each interface, the probability amplitudes
of the incident and transmitted waves can be found. The ratio of the transmitted
to incident probability amplitudes squared gives the tunneling probability for a single
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incident electron as a function of the barrier parameters and the incident electron energy
P (E) ≈ 16E(U0 − E)
U20
exp(−2κt) (2.17)
where it is assumed that κ (Equation 2.16) is large, i.e. for electron energies far from
the edge of the potential U0. This function shows that for small values of t, the single
electron tunneling probability becomes exponentially larger.
The classical Coulomb energy EC and the tunneling effect provide the necessary com-
ponents to describe metallic single-electron circuits. The orthodox theory of Coulomb
blockade provides a simple way of reproducing the basic properties of single electron
circuits relating to the classical Coulomb blockade, and is used as a starting point to
describe all SET systems. In this theory, a number of important assumptions are made:
1. Quantum confinement effects are negligible. As was shown previously, these effects
become negligibly small for metallic features greater than 10 nm critical dimensions.
This condition can be expressed as
∆En  kBT  EC (2.18)
which implies that a series of states are available for single electron tunneling onto
and from the island whilst the charging energy ground state is within the bias window
(Equation 2.36)[51]. This means an electron may occupy any one of those states lying
above the charging energy level, however upon electron transfer, all of those states are
shifted upwards in the band diagram to the next charging energy level, so that single-
electron tunneling still occurs, just with a wider range of states available at and above
the charging energy level.
2. The electron tunneling time is much smaller than other timescales of processes in the
junction, including the time between consecutive tunneling events[56]. For consecutive
tunneling events to occur over a long time scale, the junction time constant τ = RC
needs to be larger than the timescale of quantum fluctuations implied by the Heisenberg
uncertainty with charging energy ∆E∆τ ≥ h2 , which yields the condition
G ≤ GQ = e
2
~
≈ 39 µS (2.19)
where G = 1/R is the conductance of the junction, and RQ ≈ 26 kΩ. As long as G
remains much smaller than the conductance quantum GQ, random quantum fluctuations
of electrons across the barriers are suppressed. To date, the traversal time of a tunneling
electron is still a controversial issue. A comprehensive early discussion on the subject
is provided by Landauer and Martin[108], where it is argued that the traversal time of
electrons and their formal description under different conditions is still an open question
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and that interpretation of experiments is sensitive to conditions for tunneling. Recent
experimental and theoretical developments in the physics of high-power laser-matter
interactions suggest that the tunneling time is much faster than would be expected
if the electron travelled the distance of the energy barrier at a given momentum[109,
110]. These experiments show that no observable tunneling delay can be observed in
attosecond (10−18 s) resolved ionisation experiments. The tunneling process described
in these experiments occurs over atomic scales, however an increase in dimensions of
the potential by an order of magnitude, such as in a MIM junction, is not expected to
significantly decrease the tunneling time, therefore it is considered to be zero throughout
this work. The image force effects during the tunneling of an electron are therefore
ignored, since no image dipole has time to form in response to an instantaneous electron
transition.
3. Higher order and coherent tunneling processes are not accounted for, only the sequen-
tial tunneling of single electrons is considered. Higher order tunneling processes refer
to situations where multiple tunneling events occur at the same time. In multi-junction
systems with at least two junctions, cotunneling of electrons may occur, also referred to
as macroscopic tunneling of the quantum charge (q-MQT). The process is described as a
single tunneling event crossing multiple junctions through the Coulomb blockade, where
‘virtual’ energy levels that exist within the Coulomb energy gap cause a non-vanishing
conductance in the Coulomb blockade regime[111]. There are two contributions to the
cotunneling conductance, an elastic contribution Gel where no energy is lost, and an
inelastic process Gin where energy is lost or gained. In a two junction system with ca-
pacitances C1 and C2 (see Figure 2.5 (a)), and in the limit of small voltages, Averin et
al.[111] estimate the elastic contribution as
Gel =
~G1G2
4pie2ρ
(
CΣ
C1
+
CΣ
C2
)
1
eV
(2.20)
where ρ (eV−1) is the density of states in the volume of the island, and
Gin =
~G1G2
12pie2
(
CΣ
C1
+
CΣ
C2
)2 [
1 + 4pi2
(
kBT
eV
)2]
(2.21)
where the electron temperature plays a role. These events occur in parallel such that
Gcot = Gin + Gel. Both contributions become large at small voltages V and when the
conductances of each junction G1 and G2 are large. The inelastic contribution also
increases with thermal energy.
The main result of the theory is that the flow of single electrons through a tunnel
junction is mediated by the difference in the free energy of the system before and after
the tunneling event[56]. The steady state current I0(V ) of the junction without any
Coulomb charging effects is used to determine the tunneling rate of electrons. Then the
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Figure 2.3: Band diagrams illustrating how Coulomb blockade affects the current flow
in a single junction. (a) Junction at equilibrium showing the electrochemical potentials
µ(N) with N electrons. The charging energy EC of the junction is shown. (b) Apply-
ing a small voltage V < e2C induces a charge CV = Q, splitting the electrochemical
potentials of each electrode by eV . (c) When V ≥ e2C , electrons may now tunnel into
the empty energy level in the right electrode, the induced charge is now greater than
e/2 before the tunneling event. (d) Immediately after the tunneling event, the electro-
chemical potentials of each electrode change by EC , giving a total change in the free
energy 2EC =
e2
C . In this state, the single electron may not tunnel back into the left
electrode due to the Coulomb blockade, thus the circuit discharges instead and returns
to the state in (c). (e) Plot of the electrostatic energy against the induced charge Q,
showing the points that correspond to diagrams (a)-(d).
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measured I–V characteristic of a specific junction is modified by including the change in
free energy ∆U± as an activation energy:
Γ±(∆U±/e) =
I0(∆U
±/e)
e
1
1− exp(−∆U±kBT )
(2.22)
where kBT is the thermal energy, Γ
± is the tunneling rate into a state that increases
(+) or decreases (−) the total charge Q of the junction, in units of probability per unit
time. In this junction the electrostatic energy is governed by Equation 2.8 so that the
change in free electrostatic energy before and after the tunneling event can be expressed
as
∆U± = U(Q)− U(Q± e) = ∓ e
C
(
Q± e
2
)
(2.23)
where U(Q) is the energy before an electron tunnels, and U(Q ± e) is the energy after
the tunneling event. The charge transfer process is illustrated schematically using band-
diagrams in Figure 2.3 where (a) shows a junction with no applied bias and the charging
energy is shown, (b) shows a junction with a bias V < e2C where the induced charge Q has
been annotated. Diagrams (c) and (d) show the energy level occupancy immediately
before and after the tunneling event, respectively, illustrating the drastic change in
voltage. As can be seen from diagram (d), the electron now in the right contact may
not tunnel back into the left contact due to the Coulomb blockade. Thus, the single
electron can only flow around the circuit, and the right electrode discharges, and the left
electrode recharges, returning to the state shown in (c). Diagram (e) shows the charging
energy in each of the states (a)-(d).
Calculation of the I–V characteristics involves considering all the possible electronic
transitions that increase and decrease the charge in the junction. In the orthodox theory
the dynamics of the charge are summarised by the ‘master’ Equation[54, 112]
∂p
∂t
(Q0) =
∑
±
[
Γ∓(Q0 ± e)p(Q0 ± e)− Γ∓(Q0)p(Q0)
]
(2.24)
where p(Q, t) is a probability distribution associated with the charge state Q of the
junction. Equation 2.24 is a stochastic partial differential equation derived from the
Fokker-Planck equation with a drift property represented by the transition rates, and
no diffusion property. The magnitude of each transition rate Γ∓(Q) is determined by
the change in electrostatic energy, where Γ∓ tend to negligibly small values if ∆U± < 0.
Inspecting Equation 2.23 shows that when Q0 >
e
2 , ∆U
−(Q0) becomes positive, which
leads to Γ−(Q0) becoming significant, which therefore allows a finite tunnel current I(t)
to flow. Figure 2.4 (a) shows the states considered in Equation 2.24 in the case where
the Coulomb blockade can be overcome by a single electron. Figure 2.4 (b) shows the
dependence of the transition rate against the change in free energy at certain values of
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Figure 2.4: (a) Diagram of the possible tunneling events near the induced charge Q0,
which in this case is greater than the threshold e/2. The unfavourable transitions are
denoted by the arrows with broken lines. (b) Plot of the transition rate Γ(∆U) for a
junction with a charging energy EC = 80meV.
temperature. As can be seen from this plot, at very low temperature the transition rate
vanishes for negative changes in the electrostatic free energy. In this regime only the
transition shown by the solid arrow in Figure 2.4 (a) is possible. If only this transition is
considered, when Q0 >
e
2 , p(Q0) describes a rapidly decaying state with a time constant
τ = (Γ−(Q0))−1. After the tunneling event, the junction is in the blockade state until the
charge Q0 = CV is restored by the voltage source (instantaneously for an ideal voltage
source). The current in this state is then only proportional to the decay frequency 1/τ
of the state p(Q0), which gives
Iavg ∝ eΓ−(Q0) (2.25)
where the steady state current Iavg represents the junction I–V curve without the Block-
ade effect offset by a voltage V± = ± e2C for forward (+) and reverse (−) bias configura-
tions. As the applied voltage exceeds higher multiples of V±, more transitions become
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favourable at the same time, increasing the number of states that must be described
using Equation 2.24, and the current approaches the I–V curve of the junction without
blockade effects[113].
Thermal fluctuations cause electrons to exist at higher energies according to the
Fermi-Dirac statistics of electrons in a bulk conductor
f(Ei) =
1
1 + e(Ei−EF )/kBT
(2.26)
where f(Ei) is the occupation probability of state Ei relative to the Fermi energy EF of
the conductor. The effect of the thermal energy is therefore to broaden the probability
density p(Q) of each charge state Q such that a finite current arises due to electrons
overcoming the Coulomb blockade. One of the biggest obstacles to building practical
single-electron devices is the difficulty with raising the charging energy EC such that
Coulomb blockade effects occur at room temperature. As can be seen from figure 2.4
(b), the tunnel rates are highly sensitive to the thermal energy kBT . Even for values
of EC on the order of four times the thermal energy at room temperature, the tunnel
rates into various states take non-negligible values giving rise to a significant suppression
of the Coulomb blockade. In order to suppress the effects of thermal fluctuations, the
charging energy must be large enough such that f(µ(N + 1)) (Equation 2.26) becomes
negligible which at least requires that
EC > 10kBT and EC > 260 meV at T = 300 K. (2.27)
This condition shows that charging energies approaching the eV scale are required to
obtain clear Coulomb blockade effects at room temperature. For a single junction, this
would require a capacitance on the order of 10−19 F. For a square parallel plate capacitor
of thickness 1.5 nm and permittivity of vacuum, this value gives a capacitor plate edge
size of approximately 7.22 nm, which is beyond the current lithography resolution lim-
its. One approach to achieving the required energy range of EC for room temperature
operation is through the formation of tunnel junction arrays in a series configuration.
However, this approach comes with a tradeoff in the achievable sensitivity to exter-
nal charges due to the stray and gate capacitances, presenting a challenge for sensor
applications and room temperature operation. This is discussed in the next section.
2.2.2 Single and multi-island SET devices
The Coulomb blockade effect on electron tunneling was described previously in a
single junction, where the basic quantities that determine the properties of the junction
were identified as the capacitance of the junction C, which determines the magnitude
of the change in free energy, and the tunneling I–V characteristic of the junction, which
Chapter 2. SET biosensors, design and limitations 28
Figure 2.5: (a) Diagram of an SET system with equivalent circuit elements. (b)
Energy band diagram of the system, taken along the dotted in line in (a).
determines the transition rates. Together these properties can be used to describe the
dynamics of the charge of a given tunnel junction under the orthodox theory. In a system
of multiple junctions forming isolated islands, a system of equations like Equation 2.26
need to be solved for each junction. The flow of charge in such a single-electron circuit
is therefore determined by the changes in the free energy ∆U(Q1, Q2, ..QN ) of the whole
system of N tunnel coupled conductors where Qi represent the charge state of the i-th
junction.
The first single-electron circuit that displays the properties of a charge sensor is the
SET shown schematically in Figure 2.5 (a), which consists of a middle island, the source
and drain electrodes that form tunnel junctions to the island, and the gate electrode that
is only capacitively coupled to the island. Using the principle of charge conservation,
the individual charges on each conductor and an external charge Qe can be related by
Q1 +QS +QD +QG +Qe = 0 (2.28)
so that no uncompensated charges exist in the system as a whole. Each charge is related
to the potentials of the conductors and the capacitances between them through the
relationship Q = CV as before, which yields
Q1 = (ϕ1 − ϕS)C1 + (ϕ1 − ϕD)C2 + (ϕ1 − ϕG)CG −Qe (2.29)
for the charge on the middle island, where C1,2 are the tunnel barrier capacitances and
CG is the gate capacitance. Since the gate is only capacitively coupled to the middle
island in this description, no transfer of charge can occur and only induced charges may
be formed. As the gate potential ϕG may take any value, the charge induced by the
gate is a continuous value, the magnitude of which is controlled by the capacitance CG.
The external charge Qe may in principle take any value, and the net effect is to induce
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an image charge −Qe on Q1. In this regard, the external and gate induced charges only
differ in that the latter is controlled by a varying potential, and the former is described
by an arbitrary static potential and capacitance. Qe may be arbitrarily small, taking
values that are a fraction of e. This sub-electron sensitivity of the total charge on the
isolated island is of considerable interest to making ultra-sensitive charge detectors.
The electrostatic free energy in this system is calculated with respect to the total
charge of the island, using the expression
U(n) =
∫ 0
−ne
ϕ1dQ1 =
(−ne)2
2CΣ
− neϕSC1 + ϕDC2
CΣ
− neϕGCG −Qe
CΣ
(2.30)
where CΣ = C1 + C2 + CG is the total capacitance to the island and the substitution
Q1 = −ne is used, where n is the number of uncompensated electrons on the island.
The single electron (n = 1) charging energy of this system is then found when all the
external potentials are zero:
EC =
e2
2CΣ
(2.31)
which shows that all the capacitances of the system, including any stray capacitance,
determine the charging energy. The energy band diagram in Figure 2.5 (b) shows the
island charging energy levels and the source and drain electrodes. From Equation 2.30,
the basic properties of the SET can be determined by considering the change in free
energy
∆U(n) = U(n− 1)− U(n) (2.32)
for adding a single electron to the island, which governs the tunneling rate into the
island. First it is clear that the effect of the gate potential is to increase or reduce the
free energy in a continuous way, which allows for the source-drain current ISD to be
modulated continuously, as required by a transistor component. Under a very small
bias such that the second term on the right-hand-side of Equation 2.30 is negligible and
when Qe = 0, the free energy is minimised when
e2
2CΣ
− eϕGCG
CΣ
= 0 ⇔ ϕG = e
2CG
. (2.33)
Since the gate potential can be arbitrarily increased, more electrons can be added to the
island and the cost to add the n-th electron ∆U(n) is minimised at gate voltage values
of
ϕG(n) =
e
2CG
(2n− 1). (2.34)
The free energy is thus minimised periodically as a function of the gate voltage, with
a period eCG . The effect of the external charge Qe is then to offset the gate voltage at
which the energy is minimised by an amount Qe/CG.
Chapter 2. SET biosensors, design and limitations 30
Figure 2.6: (a) Simplified Coulomb diamond plot of the SET oscillations. The white
regions represent the Coulomb blockade regions with a very small transconductance,
where a minimal current flows. The coloured regions indicate where a larger current is
allowed to flow, with a darker colour indicating regions with a greater transconductance.
As VSD is increased other diamonds appear and multiple electrons contribute to the
tunnel current lifting the Coulomb blockade regions. n is the number of uncompensated
electrons trapped on the island. (b) Coulomb oscillations of the transconductance
against the gate voltage VG for a small constant value of VSD. The effect of the external
charge is illustrated as the shifted dashed line curve, where in this case the charge is
positive.
At near-zero temperatures and including a bias voltage VSD = ϕS − ϕD such that
ϕS = VSD/2 and ϕD = −VSD/2 and using Equation 2.32, the change in free energy can
be written as
∆U(n) =
e2
CΣ
(
n− 1
2
)
− eαGVG − e
2
VSD(α2 − α1) + eQe
CΣ
(2.35)
where αi = Ci/CΣ for i ∈ {1, 2, G} represent coupling constants, and where VG =
ϕG. This equation determines the values of VSD and VG for which tunneling becomes
energetically favourable. The factor (α2−α1) represents the asymmetry of the capacitive
coupling of each electrode to the dot, where it is equal to zero if C1 = C2. According to
Figure 2.5 (b), tunneling becomes favourable when
− eVSD
2
< ∆U(n) < e
VSD
2
(2.36)
which is referred to as the bias window. Using this equation with Equation 2.35 leads
to a set of boundary conditions that form a series of lines in the VSD-VG plane. These
lines form the so called ‘Coulomb diamonds’ shown in Figure 2.6 (a), where the white
regions are Coulomb blockade regions with n uncompensated electrons localised on the
island. The periodic fluctuations of the current against the gate voltage are termed
the Coulomb oscillations, controlled by Equation 2.33 for low bias values. A slight
asymmetry is shown in the diamonds to show the effect of a slight difference between C1
Chapter 2. SET biosensors, design and limitations 31
and C2. These oscillations are represented schematically in Figure 2.6 (b), where the bias
condition is represented by the dashed dark line in Figure 2.6 (a). Under small values of
VSD and at very low temperatures in an experiment (eVSD, kBT  EC), measurements
of the Coulomb oscillations serve as a spectroscopic probe of the electron energy levels
of the island. The shift of these oscillations caused by the external charge Qe represents
a change in ISD which can be measured experimentally.
The change in current caused by the externally induced offset charge is the simplest
example of an SET acting as a charge sensor, where the detected charge is directly
coupled to the central island. The sensitivity of the SET as a charge sensor in this
configuration is determined by the both the coupling strength of the external charge
to the island, determined by the surrounding environment; and the linewidth of the
Coulomb oscillations, which are intricately tied to the coupling between the states in each
electrode and the available states in the island. A detailed account of the conductance
in the SET circuit under the orthodox theory is provided by Beenakker[51], from which
the qualitative dependence of the conductance on the electrostatic energy state of the
island is described. As long as the conditions of the orthodox theory are fulfilled, the
dynamics of the electrons are determined by a probability distribution p as in Equation
2.24, only extended to include the transitions across the second barrier. The solution of
p describes a chain of rapidly decaying states in and out of the island. Under a small
voltage bias eVSD  EC , the conductance through the island is due to single electrons
tunneling in and out of the island as independent, sequential events,
1
Γeff
=
1
Γin
+
1
Γout
(2.37)
where the in and out superscripts denote tunneling into and out of the island respectively,
and the direction is determined by the sign of the applied voltage. As each tunneling
event occurs independently and at random, the current can be expressed as
Iavg = βeΓeff = βe
Γin1 Γ
out
2
Γin1 + Γ
out
2
(2.38)
where β is a constant that depends on the density of electron states in the dot. The
slope of the oscillations are only determined by the tunneling characteristics (measured
I–V curves) of each junction under the approximations considered. With the conditions
imposed by the bias window, Equation 2.36, and the periodic minimisation of the energy
by the gate electrode, Equation 2.38 oscillates as tunneling rates are decreased and
increased.
The single island transistor circuit described previously presents an important draw-
back towards the mass fabrication of practical devices for widespread commercial use.
Using conventional metal evaporation techniques and nanolithography techniques such
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as electron beam lithography, and high resolution photolithography, it is currently not
possible to make junctions and islands small enough such that the charging energy of
the circuit (Equation 2.31) far exceeds the room temperature thermal energy, fulfilling
Equation 2.27. As discussed briefly in Chapter 1, there are now many new avenues for
achieving room temperature devices, and new fabrication techniques that show potential
for mass-fabricating devices. However, a method of increasing the operating tempera-
ture of the SET circuit that is compatible with metal evaporation and ALD thin-film
deposition, is to use a chain of islands to take advantage of the reduction of the effective
capacitance along the chain, which leads to an increase in the charging energy.
The multi-island SET circuit is illustrated in Figure 2.7, showing an SET with N −1
islands each with potentials ϕi(ni) where ni is the number of uncompensated electrons
on island i, and a single gate with a potential ϕG. As with the single island case, the
conservation of charges requires that
QS +QD +
N−1∑
i=1
(Qi +QGi) = 0 (2.39)
where each Qi = −nie represents the charge state of island i, and QGi represents the
combined arbitrary gate and external charges of island i. All the charges of the system
are interdependent through the potentials and capacitive coupling of all the conductors.
The system can be solved by considering the first and last islands separately as boundary
conditions[114], and the islands in between as a recursive relation
Q′1 = Q1 + ϕSC1 + ϕGCG1 = ϕ1CΣ1 − ϕ2C2 (2.40)
Q′i = Qi + ϕGCGi = ϕiCΣi − ϕi−1Ci − ϕi+1Ci+1 (2.41)
Q′N−1 = QN−1 + ϕDCN + ϕGCG(N−1) = ϕN−1CΣ(N−1) − ϕN−2CN−1 (2.42)
Figure 2.7: Diagram of a multi-island SET. The potentials and capacitances between
each conductor are indicated.
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which represents a system of N − 1 coupled equations which can be written as a matrix
equation. Each of Q′i represent both discrete charges Qi and induced charges QGi, QS
and QD. The CΣi term represents the sum of each capacitance neighbouring island i:
CΣi = CGi + Ci + Ci+1. (2.43)
Writing the matrix as a capacitance matrix, the system of equations takes the form
Q′1
Q′2
Q′3
...
Q′N−1

=

CΣ1 −C2 0 . . . 0
−C2 CΣ2 −C3 . . . 0
0 −C3 CΣ2 . . . 0
...
...
...
. . .
...
0 0 0 . . . CΣ(N−1)


ϕ1
ϕ2
ϕ3
...
ϕN−1

(2.44)
which can be generalised as
Q = C¯.V. (2.45)
The system of potentials can then be solved by finding the inverse of the capacitance
matrix
V = C¯−1.Q ⇒ V = R¯.Q, (2.46)
where R¯ = C¯−1 is the reciprocal capacitance matrix. Therefore starting from a known
charge configuration Q specified by the potentials ϕG, ϕS and ϕD, and each of ni, all
the potentials may be calculated which in turn allows the electrostatic energy to be
calculated for a given charge configuration. The charging energy of each island can
again be found by setting all the external potentials to zero, and finding the total
capacitance seen by each island. In the case of a chain of islands where only an inter-
island capacitance exists, the total capacitance of each island can be written as
CΣ(i) =
 j=i∑
j=1
1
Cj
−1 +
 j=N∑
j=i+1
1
Cj
−1 (2.47)
which shows that for islands near the middle of the chain, the capacitance seen by each
island becomes much smaller, leading to a larger charging energy. When capacitances
arising from the gate electrode and external charges are taken into account, the effect
of series capacitances is compensated for by these parallel contributions. The total
capacitance is more easily found by considering the change in potential caused by the
addition of a single electron on the island i in consideration. When all j charges nj 6=i
are equal to zero and ni = 1, then
ϕi = RiiQi ⇒ CΣ(i) = 1
Rii
(2.48)
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where Rii is the i-th diagonal element of the reciprocal capacitance matrix R¯.
After solving the island potentials through Equation 2.46, the voltages across each
junction can be computed as V1 = ϕS − ϕ1, Vi = ϕi−1 − ϕi and VN = ϕN−1 − ϕD, and
the island-gate voltages as VGi = ϕi − ϕG. The total electrostatic energy of this system
is then written as
U(n1, n2 .... nN−1) =
1
2
N∑
i=1
CiV
2
i +
1
2
N−1∑
i=1
CGiV
2
Gi −ϕS(n+e+C1V1)−ϕD(n−e−CNVN )
(2.49)
where each potential implicitely depends on the charge state defined by the set of values
ni and where n+ and n− represent the number of electrons the source and drain have
supplied into the chain. This equation is suitable to numerically compute the change
in free energy caused by any particular tunneling event. The free energy can also be
expressed in terms of the reciprocal capacitance matrix[89]
U(n1, n2 .... nN−1) =
1
2
VT.C¯.V =
1
2
QT.R¯.Q (2.50)
which in the last form explicitly contains the set of charge states ni, allowing direct
calculation of the free energy. When analysing a particular transition however, it is
more helpful to consider the change in voltage before and after a single tunneling event
∆U = −1
2
e(Vi + V
′
i ) (2.51)
where Vi is the voltage across junction i before the tunneling event, and V
′
i is the voltage
after. The tunneling rates across individual junctions are then easily calculated through
Equation 2.22.
Figure 2.8 (a) depicts the potential profile of a chain of 10 islands, where a potential
is applied symmetrically at each electrode with ϕS = 0.5 V and ϕD = −0.5 V, and the
potentials are solved using Equation 2.46. The charging energy of each island is plotted
in Figure 2.8 (b), where the curves correspond to the legend in (a). In this instance, the
junction capacitance used was C = 3 × 10−18 F, the width of each junction was 2 nm
and the width of each island was 4 nm. The solid black line shows the case where there
is no external gate capacitance coupling to each island, resulting in the voltages across
each junction being equal. In this case, the increase in charging energy is most effective,
since there are no parallel capacitances to each island. The solid blue line shows the
case where the gate capacitance is a tenth the value of the junction capacitance, which
results in a decrease of the voltages across junctions deep in the chain. This effect is
due to the sharing of the electric field coming from the island, between the neighbouring
islands and the externally coupled entity, be it a gate electrode, external charge or
stray capacitance. The solid green line represents a more pronounced case where the
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Figure 2.8: (a) Plot of the potentials of each island, and the resulting potential
differences across each junction in a system of 10 islands. The effect of an increasing
gate capacitance is shown. (b) Plot of the charging energy of each island, where the
curves correspond with the legend of (a). The thermal energy at 300 K is represented
by the red dashed line.
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gate capacitance is of the same order of magnitude of the junction capacitance. In
this instance a significant amount of the coupling between islands is lost to the gate,
resulting in a severe suppression of the increase in the charging energy along the chain.
The voltages across the boundary junction of the chain become larger as a result. The
distribution of the voltages across each junction is characterised by the ratio of the gate
capacitance to the junction capacitance
αJ =
CG
C
, (2.52)
and the number of junctions in the chain. For a non-zero ratio, there always exists an
upper limit to the number of islands that can be used to increase the charging energy
within the chain. The result in long chains is the existence of single electron solitons in
the regions far from the electrodes, where the potentials between neighbouring islands
are initially near-zero as in the middle of the green curve of Figure 2.8 (a).
The effect of the gate voltage in this system is determined by analysing the second
form of Equation 2.50. As before, when the source and drain voltages are negligible, the
charge of each island i reduces to ϕGCGi − nie. Initially all ni are zero. If all the gate
capacitances are equal to one another, the free energy is minimised in periods of e/CG
when all islands have gained an extra electron, implying that a transconductance peak
occurs at VG = ±e/2CG. The gate voltage threshold for a single electron entering island
i directly from the source or drain can be calculated by minimising the change in free
energy through Equation 2.50, which after some rearrangement gives
φG =
e
CG
Rii
N−1∑
j=1
(Rji +Rij)
−1 = γi e
CG
(2.53)
where all the gate capacitances are again assumed equal. From this equation it is clear
that γi < 1, indicating that a single electron may enter the chain at a fraction of the
threshold voltage of a single island system with the same gate capacitance. Importantly,
the term γi decreases along the chain and has its smallest value in the middle. This
indicates that once a single electron is allowed to enter the chain, the most stable config-
uration is for the single electron to migrate towards the middle of the chain. Therefore
the values of γ1 and γN−1 determine the gate voltage threshold for admitting in the first
uncompensated electron into the chain. For a specific gate voltage, the change in free
energy for a specific transition from island i to j can be written as
∆U(i→ j, ϕG) = e2(Rii −Rjj) + eϕGCG
N−1∑
k=1
(
Rkj −Rki +Rjk −Rik
)
(2.54)
where the first term on the right-hand-side represents the difference in charging energy
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for island i and j, in accordance with Equation 2.48. Beginning with ϕG = 0 and
assuming a perfectly homogeneous chain, Equation 2.54 shows that only transitions
migrating out of the chain from the middle are favourable, as the charging energy of
each island decreases in these directions. Now as ϕG is increased, transitions towards
the middle of the chain become more favourable. When ϕG = eγ1/CG, an electron is
able to enter the chain, and the transitions towards the centre of the chain then become
favourable as the difference between the charging energies become smaller. At low
temperatures and when the applied bias can be ignored, the electron becomes trapped
in the middle of the chain and no conduction occurs. In contrast, at higher temperatures
the thermal energy of electrons may easily exceed the small energy required to leave the
chain, therefore the chain may become conductive under a small applied bias near the
gate voltage threshold determined by γ1 or γN−1.
Figure 2.9 illustrates the behaviour of the potentials of each island under an applied
bias (a) and when a gate voltage is applied (b). In this case a 5 island system is
depicted with αJ = 0.1 and a symmetrical bias is applied to the source and drain.
The transitions of single electrons between each island are highlighted by the arrows,
where Equation 2.51 can be used to assess the favourability of the transition. It can
be seen in (a) that even with a large bias, the transitions from the source towards the
middle island are unfavourable at low temperatures, so that a small gate voltage must
be applied to overcome this barrier. In (b), all the transitions from the source towards
the drain are now favourable with a finite gate voltage applied. As discussed previously,
at higher temperatures the small energy barrier to the initial transitions in (a) may
Figure 2.9: (a) Potential profile of a 5 island SET, where a source and drain voltage are
applied, and the gate voltage is zero. (b) Same system as in (a) but with a finite gate
voltage applied, making the initial transitions from the left energetically favourable.
The dots indicate single-electron occupancy of the island, and the arrows highlight the
voltages before (tail) and after (tip) the tunneling event.
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easily be overcome, such that the channel becomes conductive. The behaviour of the
conductance and the transconductance of this system is difficult to assess without a
statistical simulation of the probable events for a given configuration. A single state of
the system is defined through the capacitance matrix, the set of island occupations ni,
the gate potential ϕG, the source and drain potentials ϕS and ϕD and the temperature
T . The dynamics of each junction can then be described through Equation 2.22 as long
as the assumptions of the orthodox theory are satisfied. The change in electrostatic
energy due to any tunneling event between neighbouring islands must be considered,
which then allows the transition rates between each state to be calculated. For an
ideal finite voltage source connected to the source and drain, the current is completely
determined by the decay rate of each state.
Up to this point the presence of external charges in a multi-island SET system has
not been considered. As seen for the single island case, external charges cause a charge
offset in the island, the magnitude of which depends on the coupling between the external
charge and the island. Similarly, in this system external charges will cause offsets in the
charges of each island. However if these external charges are scattered around the
chain, each island i may have a different offset charge Qei. This presents a potentially
significant drawback to the use of long chains for a number of reasons. If the offsets are
significantly different, the alignment between the charging energy levels in each island
may be significantly affected, and the chain may not be easily turned on as a result. If
there is a high density of trapped charge in the region surrounding the chain, the offset
may be homogeneous across each island, however the external charges may be effectively
screened. The screening of external charges poses a significant challenge to achieving a
high charge detection sensitivity and will be discussed in the last section. The charge
detection sensitivity is itself fundamental to the application of this device as a biosensor,
and thus the limitations caused by noise are described in the next subsection, and values
of the charge sensitivity are estimated in terms of theoretical and experimental results
from the literature.
2.2.3 Charge sensitivity
The external charge sensitivity of the single and multi-island systems under the
orthodox theory is determined by the change in current δI caused by a change in the
external offset charge δQe, resulting from the modulation of the change in free energy
for the relevant tunneling events. If δQe is much smaller than e, the change in current
can be expressed as
δI =
∂I
∂Qe
δQe. (2.55)
A similar expression can be obtained for the sensitivity of the current to the gate volt-
age by replacing δQG with CGδVG. In the single island case, the sensitivity is thus
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determined by the modulation of the rates in and out of the island as a function of the
magnitude of the external charge, the applied bias, and the temperature of the system.
In Figure 2.6 (b), the width and slope of the conductance peaks are controlled by the
magnitude of the charging energy relative to the temperature, and the applied bias. In
Figure 2.4 (b), the tunneling rate through a particular junction becomes very sharply
defined by the threshold voltage at very low temperatures, which under the orthodox
theory leads to very sharp oscillations of the conductance controlled only by the mag-
nitude of the bias window (Equation 2.36). In this idealised regime, the SET may act
as a switch, controlled by the gate. At higher temperatures, the threshold voltage is no
longer well defined, and the conductance peaks thermally broaden as transitions between
islands become more favourable, decreasing the slope of the conductance leading to the
peak. As the thermal energy exceeds the charging energy, the oscillations are signifi-
cantly suppressed and the SET cannot be turned off. By comparison in the multi-island
system, since it is possible for each island to independently couple to external charges, a
change in current could be determined by a fraction of the islands in the chain. As the
charging energy of islands in the middle of the chain is largest, they have the greatest
potential to modulate the total current through the chain.
In practice, the sensitivity of these SET systems is limited by a number of noise
sources. Each source causes current and voltage fluctuations with a certain frequency
distribution, that may drown out conductance oscillations and cause significant uncer-
tainty in fast measurements when averaging is not used. The sensitivity is determined
by the smallest detectable fluctuations of the current due to the external charge, as
described by Equation 2.55. In general, noise processes are characterised by a power
spectral density that specifies the average power of the noise at a given frequency. The
total noise present in the measurements is then determined by the bandwidth of the
system ∆ω = ω2 − ω1 and the power spectral densities Ss of the noise sources s
Pnoise =
∑
s
∫ ω2
ω1
Ss(ω)dω. (2.56)
If the power spectral density is ‘white’ or approximately frequency independent in the
measurement bandwidth, the noise power is then proportional to the bandwidth. The
bandwidth is determined by the frequency response of the measurement system con-
nected to the SET including external filters. The r.m.s. noise current inoise can then be
found from
Pnoise = i
2
noise. (2.57)
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The minimum detectable external charge is then found by comparing Equations 2.55
and 2.57 resulting in the general expression
δQe =
√
Pnoise
(
∂I
∂Qe
)−1
. (2.58)
Equation 2.58 gives the absolute minimum detectable charge in the given bandwidth[115].
Since measurement systems and experimental conditions differ, it is more convenient to
consider the spectral minimum detectable charge δQe/
√
∆ω, in units of C/
√
Hz.
The intrinsic noise of an SET system is treated in detail under the orthodox theory
by A. N. Korotkov[50], and sheds light on the origin of shot and thermal noise in tunnel
junctions. Equation 2.22 can be solved numerically in matrix form for all states of
the system, and a spectral density SII(ω) of the total current I along the chain and
spectral density Sϕϕ of the average island potential can be derived, which describes the
frequency distribution of the tunneling events in the system of junctions. The current
and potential spectral densities are a function of the applied voltage, the temperature of
the system, the capacitance matrix and all the tunnel junction impedances of the system.
When the thermal energy is much greater than the charging energy and the applied bias,
many electrons may tunnel back and forth between each electrode. This noise can be
considered to be thermal in nature and therefore the power spectrum takes the form of
Johnson-Nyquist noise. Single electron effects are completely suppressed in this regime
as discussed, and therefore there is no correlation between tunneling events, and the
junctions behave as normal tunnel junctions. When the thermal energy is much smaller
than the charging energy and falls within the Coulomb blockade range V  e/2CΣ, the
intrinsic noise is completely suppressed (SII = Sϕϕ = 0). In this range, quantum noise
becomes much more important, such as random quantum fluctuations and cotunneling
as described by Equations 2.20 and 2.21. Ignoring cotunneling effects, the sensitivity
to small changes in the external charge in this range is 0, since no current flows at all.
The maximum sensitivity to the external charge can be obtained at the threshold of
Coulomb blockade by the applied bias V ≈ e/2CΣ or by the gate voltage VG ≈ e/2CG,
where only a very small charge can turn the channel on. The minimum detectable
charge δQe per unit bandwidth ignoring all noise sources other than the intrinsic noise
is therefore determined by the noise floor at the threshold of Coulomb blockade. In this
state, δQe is approximately [116]
δQe ≈ 1.9CΣ
√
RΣkBT∆ω (2.59)
derived from Equation 2.58, where for a two junction SET RΣ = R1 + R2 and CΣ =
C1 + C2 + CG. This expression is only valid near the Coulomb blockade threshold, in
a small bandwidth, and at low temperatures according to Equation 2.27. With values
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Figure 2.10: The two charge states of a two-level system. The particle can tunnel
between the two levels shown in red, across the barrier which determines the decay rate
of each state. The excitation energy Efl is usually much smaller than kBT .
CΣ = 1 fF and RΣ = 200 kΩ, and at T = 100 mK, the maximum external charge
sensitivity is δQe ≈ 6.2 × 10−6e
√
Hz
−1
. In a small bandwidth this represents a very
small fraction of the elementary charge e. Therefore in a system with very small CΣ ≤ 1
aF, and at higher temperatures, a similar ultimate intrinsic charge sensitivity is possible.
For a multi-island system, by treating the islands either side of the middle island as
electrodes with an effective resistance and capacitance, Equation 2.59 can be used to
a first approximation. The effective capacitance seen from the middle dot CΣ(N/2)
is considerably reduced. The effective resistance can be treated as due to the series
contributions from each junction RΣ =
∑N
i Ri. Using CΣ = 1 aF, T = 300 K, and
RΣ = 2 MΩ for example, an ultimate sensitivity δQe ≈ 1.1× 10−6e
√
Hz
−1
is obtained,
which is on the same order of magnitude as in the single island case. Typically in
charge sensitivity measurements the smallest bandwidth achievable is desired. Lock-in
amplifiers are typically used, which is described in Section 3.4.2. Very low frequency
measurements can be performed using this system, usually less than 1 Hz, and the
bandwidth can consequently be lower than 1 Hz. However in this frequency range, low
frequency noise processes limit this intrinsic charge sensitivity in practice.
An important source of noise that is frequently encountered in experiments with SETs
is 1/f noise[60, 64, 117–121]. This extrinsic source of noise is seen in most electronic
devices operating at low frequency and may have different origins depending on the
device. In conventional metallic SETs, 1/f noise usually dominates over the intrinsic
noise described above. The noise spectral density is characterised by an inverse law
Sf (ω) =
1
aωb
(2.60)
where a and b are empirical fitting parameters characterising the amplitude and slope of
the spectral density, respectively. The most plausible explanation for the origin of this
type of noise is the dynamic behaviour of external impurity charges trapped in dielectric
materials surrounding the device. Impurity charges can contribute a static charge, which
Chapter 2. SET biosensors, design and limitations 42
is part of the external offset charge Qe, and a dynamic charge that fluctuates. The
simplest model of the origin of 1/f noise is to consider two particle traps that are close
enough together for tunneling to occur, i.e. when d12 is small, allowing electrons or
atoms to tunnel between the two states[120]. The potential energy of this situation is
illustrated in Figure 2.10 where the excitation energy of the fluctuator Efl =
√
U2 + Λ2
is highlighted, and the two resulting different charge states Qa and Qb. Here U is the
difference between the two energy levels, and Λ = ~ωphe−λ is the broadening due to
the vibrational mode of the system ωph, and λ characterises the opacity of the potential
barrier between the energy levels[122], analogously to the exponent 2κt in Equation
2.17, and therefore depends on d12. The charge spectral density of this system can be
expressed as[120]
SQ(ω) =
(Qa −Qb)2
cosh2 (Efl/2kBT )
τ
ω2τ2 + 1
(2.61)
where τ is the relaxation time. The r.m.s. charge fluctuations can then be found from
the spectral density. These external charge fluctuations give rise to a noise current found
using Equation 2.55. Under normal conditions, the difference Qa−Qb is expected to be
much smaller than the electronic charge e, since Qa and Qb correspond to the effective
charges of slightly different configurations of the same particle. The excitation energy
Efl is also usually expected to be much smaller than the thermal energy such that the
denominator of the first factor in Equation 2.61 is unity. Experimental and theoretical
studies show that a group of fluctuators with a distribution of relaxation times and
energy gaps are a plausible origin for 1/f noise in SETs[117, 119, 121]. The spectral
distribution of the r.m.s. external charge fluctuations due to each contributing fluctuator
i can then be estimated as[118]
Qnoise(ω) =
(∑
i
∆Q2i τi
ω2τ2i + 1
) 1
2
(2.62)
where ∆Qi is the difference in charge between the two states of fluctuator i, and τi is
the relaxation time of fluctuator i.
From these equations it is clear the external charge noise increases with increasing
fluctuator concentration and increasing relaxation time. When ωτi  1, the charge noise
is large, and for a single fluctuator, Qnoise(0) = ∆Qi
√
τi. To characterise 1/f noise, the
value of τi is expected to be on the order of 10 ms, corresponding to a cutoff frequency
of 100 Hz. The charge sensitivity when 1/f noise is present is often between 10 and
100 times worse at low frequencies[60, 118], giving values on the order of δQe ≈ 10−4e√
Hz
−1
. The 1/f noise due to fluctuating impurity charges can effectively be reduced
by suspending the SET islands to separate it from materials by air gaps, as has been
shown experimentally[64]. Nonetheless, such a high charge sensitivity is likely to be
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adequate for the detection of a single molecule, provided room temperature operation
can be achieved. As will be discussed in Section 2.3.3, the charge of single biomolecules
depends on their composition, their environment, and their size. Saving the details for
that discussion, the total biomolecule charge can be substantially greater than e under
the right conditions, and in such cases and using a low bandwidth, the SET charge
sensitivity is more than adequate. However, only a certain fraction of the total charge of
the biomolecule, depending on the geometry of the coupling and screening effects, will
play a role in shifting the island charge, and therefore the charge sensitivity is discussed
separately.
2.3 SET biosensor design
This section will explore how an SET biosensing device would be formed in practice,
given the theoretical considerations discussed in the previous sections. This section be-
gins with a description of the components required for an SET biosensor system that
fulfils the challenges laid out in Chapter 1. The broad practical requirements of an
SET system applied as a biosensor are then described in terms of the most important
challenges. In terms of the SET technology, the first most pressing challenge is increas-
ing the charging or addition energy significantly beyond the thermal energy at room
temperature, 26.7 meV. This challenge is addressed by estimating the required proper-
ties of the system through the orthodox theory described previously. The second most
pressing challenge is the coupling between the islands and the target charge, which must
occur across a bioelectronic interface. The basic properties of such an interface and the
implications for the system are discussed.
2.3.1 Proposed system architecture
Figure 2.11 shows a schematic that summarises the important features of a SET
biosensor system that are required for multiplexed diagnostic of a panel of biomarkers,
employing an array of N devices. The envisaged end-user device is a point-of-care
device such as shown in Figure 1.2. The biological input to the system would be, for
example, a sample of the user’s blood. Once instructed through the user interface, the
device would begin a diagnostic sequence for a particular biomarker panel, chosen by
the user. In a device designed for diagnosing a specific panel, a simple microfluidic
system would be used to deliver the sample to the array of floating gate surfaces. For a
given biomarker panel, each biomarker antigen requires a specific antibody tethered to a
floating gate surface. The antibody itself must be tethered to a surface that is chemically
functionalised accordingly, the whole structure can then be called the capture molecule
for a specific biomarker. The deployment of the capture molecules in the sensor are
discussed in more detail in further paragraphs. To make the control measurements
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Figure 2.11: Schematic of the proposed SET biosensor system, showing the important
components that allow full control of the system.
(no binding), the SET must be biased to its most sensitive point at the threshold of
Coulomb blockade, as discussed in the previous section. This is achieved with the gate,
which serves to set the bias point of the SET. The current or voltage of the channel
is then measured using suitable peripheral electronics. After the initial measurements,
the floating gates can be exposed to the blood sample. The biomarkers, once in the
sensing area, must diffuse through the medium to the desired floating gate so that the
binding reaction can take place. The geometry and material properties of the microfluidic
channel will influence the average diffusion time. After sufficient time was allowed for
the biomarkers to bind, another measurement is made to find the change in external
charge of the floating gate, caused by the binding event. If this is performed on a
biomarker panel, the results of the measurements can be analysed by the software and
a diagnosis can be reported with a certain confidence. Admittedly, this technology is
highly ambitious for a number of reasons, and not only the challenges associated with
SETs operating at room temperature. Before looking at the optimisation of the SET
system, some of the other challenges surrounding the SET biosensor are briefly discussed
for completeness.
For dilute concentrations of a target species, the volume of the chamber becomes an
important factor to consider. For example, given a molar concentration ci = 1 fM of a
species i, there is on average one molecule of that species in a 1/ciNA ≈ 1.66 mm3 (166
nL) volume. If the sensing area chamber volume is smaller than the volume containing
on average one target particle, the fluid must be pumped whilst ensuring enough time
is allowed for diffusion and reaction to occur.
Typically in analytical experiments where the blood plasma is required, the blood
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must be filtered to remove large cells, such as red and white blood cells, to leave only the
plasma containing the proteins of interest. Normally this is achieved by centrifugation,
so that the constituents of the blood are phase separated by mass, leaving only the
blood plasma at the top of the vial used in the centrifugation. Experiments integrating
microfluidics and blood paper have shown however that it is possible to separate the
plasma from the blood in a contained on-chip device[123, 124]. If a suitable plasma
sample can be provided, the main challenge associated with the microfluidic system is
then the delivery of the sample, limited by the properties of the channels that constitute
the fluidic network, and the fluid properties of the blood plasma sample itself[125].
Figure 2.12: Diagram of an 4-
alkylthiol molecule with an hydroxyl
end group, tethered to an Au surface
by a sulfide bond.
The capture molecules can be realised us-
ing self-assembled-monolayers (SAMs)[126], which
have been widely used in biosensing platforms[127–
129], and which may allow for the multiplexed de-
tection of different biomarkers, improved speed and
throughput of the sensor system, and reduced costs
for a given diagnosis[130]. SAMs are a type of self-
forming and self-packing molecular structure on a
substrate surface, where self-assembly refers to the
high reactivity and reproducibility of the chem-
istry, and a monolayer implies the chemistry is self-
terminating. SAM chemistry is based on the fact
that metal and metal-oxide surfaces can readily ad-
sorb certain organic chemical groups into a stable
dense structure, modifying the chemical properties
of the surface. In the simplest case, a suitable
solvent (or vapour), such as ethanol or water for
example, carrying the desired organic molecules is
placed in contact with the substrate surface, and enough time is allowed for the molecules
to diffuse and react with the substrate, until SAM coverage reaches almost 100% and
optimal packing density is achieved. The part of the SAM molecule that reacts with the
substrate surface is named the head group, and the rest of the molecule consists of a
hydrocarbon chain, and an end group that under dense packing conditions determines
the chemical properties of the surface after SAM formation[126]. The most commonly
used head group is the thiol group R—S—H, where R is the chain and end group. The
thiol group reacts with a clean Au surface, and forms S—Au bonds up to 50 kcal.mol−1
in strength[131], which represents approximately 2.1 eV per bond, significantly larger
than the room temperature thermal energy 27 meV. Figure 2.12 shows the chemical
structure of an alkylthiol SAM bonded to a gold surface, with 4 methylene groups. The
length of the chain and the end group can be synthesised so that a wide variety of SAM
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molecules can be created with specific properties before self-assembly. It is also possible
to further modify the chemistry of a preformed SAM by reaction or adsorption of new
surface functional groups. For example, poly ethylene glycol (PEG) modified alkylthio-
lates have been extensively used to protect an Au surface from non-specific binding of
biomolecules[132], since the end groups of these molecules are highly inert. This method
has been successfully applied to the multiplexed detection of different proteins teth-
ered to peptide aptamer functionalised Au electrodes, using electrochemical impedance
spectroscopy (EIS) to measure the change in impedance of the biological interface after
adsorption[133].
The use of SAM tailored surfaces provides a means of designing the surface chemistry
of the floating gates such that the affinity is high only to the target biomolecules, re-
ducing non-specific binding. The floating gate is capacitively coupled to the SET sensor
so that changes in the surrounding charge polarise the floating gate, inducing a charge
in the SET islands. The floating gate surface is very difficult to clean in a microfluidic
system if it cannot be electrically addressed. Through the use of a highly insulating
and isolating switch, or an additional control gate[134], the potential of the floating gate
could be controlled, allowing the use of electrochemical methods within the microfluidic
system. With a switch, the floating gate would be connected to a true voltage source, al-
lowing a current to flow. The control gate method doesn’t provide a true voltage source,
rather the floating gate potential is matched to that of the control gate. The coupling
between the SET, the floating gate and the adsorbates is discussed in a later subsection.
It has been shown that a combination of SAM chemistry and electrochemistry can be
used to functionalise individual electrodes[132, 135]. Using an Ag/AgCl reference elec-
trode, thiol based SAMs formed on a particular electrode were removed by applying a
30 s 1.4 V pulse to the electrode in a phosphate-buffered saline (PBS) solution. This
allows different thiol based SAMs to be used with the cleaned electrodes, providing a
route to the selective functionalisation of different electrodes. In addition to this it is
possible to use such electrochemical methods to enhance the SAM formation rate down
to a matter of minutes[136], showing that such a system could be a viable means of selec-
tively functionalising large sensor arrays[137]. It has also been demonstrated that these
processes can be used at the nanoscale, where electrodes separated by even a nanoscale
gap can be functionalised differently[138], allowing DNA strands to be anchored with
DNA modified alkylthiol SAMs across the nanogap[139]. Figure 2.13 shows an example
circuit diagram and schematics of a lab-on-a-chip biosensor array, combining microflu-
idic, SAM and electronic technology. A pump or force establishes a flow rate of a carrier
solution, valves control which fluids are allowed to flow through the sensing chamber,
so that a recipe can be sequenced for the formation of SAMs before admitting the sam-
ple. When the floating gates are prepared, control measurements can be performed to
measure the initial charge. The sample is then admitted into the sensing chamber and
Chapter 2. SET biosensors, design and limitations 47
Figure 2.13: Fluidic (solid lines) and control (dashed lines) circuit diagram for an
example self-contained SET biosensor, with capabilities for functionalising the floating
gates on chip. Multiplexing is achieved if the floating gates can be functionalised with
different capture molecules, so that multiple antibodies can be detected separately at
the same time.
measurements of the change in charge can be recorded. Such a device is not necessarily
important for POC applications however, since the floating gates could in principle be
prepared before distribution to detect a specific panel of biomarkers only. However if
more sophisticated devices were required, such as in a research setting, a more versatile
but more complicated system, such as shown in Figure 2.13, could in principle be used.
The SET is coupled to the floating gate, but should be shielded from the fluid and
unwanted external sources of charge. The microfluidic channels are usually either made
from PDMS and/or SiO2, materials with excellent resistance to organic chemicals used
in biomedical assays[140]. Passivation of the SET against the biological environment can
be achieved by the floating gate material and the insulator that separates the SET islands
and floating gate. ALD Al2O3 has been shown to be an excellent passivation material
for organic transistors[141], however its amorphous structure may lead to a significant
charge offset or fluctuation noise in the SET islands[142], due to the random atomic
potential causing electron localised states. Alternatively to using metallic floating gates,
the capture molecules could be formed directly on the passivation surface to directly cou-
ple the target biomolecule to the channel. For example, n and p-type Si-nanowires coated
in aldehyde propyltrimethoxysilane (APTMS) to form aldehyde groups, can be subse-
quently functionalised with specific antibodies for label-free biomolecule detection[15].
Some SAM chemistries for Al2O3 surfaces also exist nonetheless[143], which could lead
to solutions becoming available for biomarker binding with this material also.
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2.3.2 SET optimisation for operating temperature
Two configurations may be discerned in the multi-island SET system, by comparing
the gate-junction capacitance ratio αJ and the number of junctions N . An in depth
analysis of the properties of long chains of tunnel junctions is given by Bakhalov et
al. [144]. Considering an infinite system of series junctions with equal parameters, the
decay constant of a soliton solution of the potential deep inside the chain is found to be
λ = arccosh
(
1 +
αJ
2
)
(2.63)
which has units of inverse number of junctions. The width of the soliton is then
W =
2
λ
(2.64)
where W is considered in both directions along the chain. It is clear from Equation
2.63 that when αJ = 0 the width is infinite, as expected, since all the voltages of the
junctions in the system are affected by the addition of an electron on an island in the
middle of the chain. For finite values of αJ , and in an infinite chain, there may in
principle be an infinite number of solitons within the chain. This leads to interactions
between solitons, consisting of repulsion between like-charge solitons, and attraction
and subsequent annihilation between opposing charge solitons. In a finite system with
a specific number of junctions, there are then two configurations that lead to different
behaviour.
Soliton operation when W  N . In this case, voltages applied at the source and
the drain decay at the same rate λ into the chain, and once electrons are able to tunnel
into the chain, a stream of solitons of width W will flow into the system, the number
limited by the strength of the repulsion between neighbouring solitons. The solitons
can then be trapped by applying a negative voltage on both the drain and the source
electrodes. The charging energy of each island becomes constant beyond W/2 junctions
away from the source and drain electrodes. In this limit the charging energy of each
island takes the value
EC =
e2
2
√
C2G + 4CCG
. (2.65)
This operation is not suitable for higher temperature operation as excessively small
values of C and CG are required for small values of N .
Coulomb operation when W ≈ N and W  N . In this case, almost all the
junctions in the chain are affected by the presence of a single electron in the chain.
Only a single soliton is permitted to exist in the chain, since the addition of subsequent
electrons is prevented by the Coulomb blockade. The charging energy in this system
increases up to the middle region of the chain, which is of greatest interest to increasing
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the operating temperature of the chain. This mode of operation is closer to the original
single-island system, which only allows sequential tunneling of single electrons (under
the orthodox theory).
For a sensor system working at higher temperatures, the case when W ≈ N is
more suitable since the charging energy can be increased. However, paradoxically, for
a stronger coupling of the target charge, a large value of CG is required, therefore a
trade-off is established between the number of islands and the value of αJ . Considering
the cases described in Figure 2.8, the soliton widths are found to be infinite for the
αJ = 0 case, W = 2 for αJ = 1 and W = 6 for αJ = 0.1. For αJ = 0 and αJ = 0.1,
the circuit should operate in the Coulomb mode so that only single electrons can exist
in the chain. For αJ = 1, more than one electron may enter the chain, and therefore
the circuit operates in the soliton mode. As both the sensitivity of the chain to external
charges, requiring a large value of CG, and a high charging energy, requiring a small
value of αJ , are important, the number of islands in the system must be limited such
that W ≥ N − 1. The condition can then be expressed as
N − 1 ≤ 2
arccosh
(
1 + αJ2
) (2.66)
Figure 2.14: Plot of the charging energy of the middle island of a multi-island SET,
against the number of islands. The red dashed line represents the energy condition
imposed by Equation 2.27, and the crosses on the x-axis correspond to values of the
soliton width W for each αJ , calculated through Equation 2.64.
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which restricts the range of interest of the number of islands for a given value of αJ .
Alternatively
αJ ≤ 2cosh
(
2
N − 1
)
− 2 (2.67)
can be used to estimate αJ for a given number of junctions. These expressions do not
provide a guide to the required values of C and CG however, so they can only be used
estimate the optimal value of N or αJ for a given system configuration.
The first consideration should be that the value of N needs to be large enough for the
middle island charging energies to satisfy Equation 2.27, and yet retain a suitable value
of αJ . This problem can be solved iteratively by starting with a known value of C, and
optimising for the value of N and αJ , until the middle island charging energy exceeds
10kBT . Using a minimal value of C = 1 aF = 10
−18 F, achievable at 10 nm length
scales, Figure 2.14 shows a plot of the charging energy of the middle island against the
array length, computed by finding the reciprocal capacitance matrix R¯, and using
EC(i) =
e2
2CΣ(i)
(2.68)
where CΣ(i) is found using Equation 2.48. The condition set by Equation 2.27 is repre-
sented by the dashed red line. The soliton width W for each value of αJ (approximately
6, 9 and 20) is indicated by the crosses on the x-axis. Clearly C must initially be small
enough to have any chance of providing a large charging energy. The value of αJ sets
the limiting value the charging energy can take for large arrays, as discussed previously.
With the current parameters, Equation 2.27 is then satisfied when N − 1 ≥ 15 and
αJ = 0.01, and if W ≥ N − 1, a good balance between αJ and N is obtained from the
point of view of operating temperature optimisation. Thus to decrease N and increase
αJ , C must be made even smaller.
2.3.3 SET optimisation for charge sensitivity
A number of configurations are available for coupling the target biomolecule charge
Qe to the SET islands. The charge can be directly coupled to the islands, such that
the passivating insulating dielectric materials and the SAM biological interface form
a capacitor between the charge and the SET islands, and thus a charge is directly
induced into the SET islands, similarly to a gate electrode. Alternatively, the charge
can be coupled to a floating gate, which itself is coupled to the SET islands, forming
two capacitors in series to the island channel. Both methods impose constraints on the
fabrication of the devices, and different considerations for the layout and operation of the
biosensor. The origin of the effective charge of a biomolecule is the incomplete screening
(by the medium and the macromolecule itself) of the charged chemical groups that form
its macroscopic structure. To first approximation, the net charge of a biomolecule can
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be assessed by summing the contributions from each ionisable chemical group i[145],
Qnet =
∑
i
zie
1 + 10zi(pH−pKi)
(2.69)
where zi = +1 for a basic group, zi = −1 for an acidic group, pH is the pH of the
solution, and pKi = − log10(Ki), where Ki is the dissociation constant for group i. pKi
describes how many protons H+ are dissociated (associated) from (to) an acid (base) in
solution at equilibrium, and hence describes the strength of an acid (base) in a solution.
The pH of the solution determines the magnitude of the net charge of a single group in
the solution. For example, for a single weakly acidic species with a value of pKi = 8,
if the pH of the solution is much less than this value, describing a high concentration
of dissociated protons in the solution, then the weakly acidic species cannot readily
donate a proton, and therefore the net charge becomes very small. Increasing the pH
to match the pKi value is termed the isoelectric point, at which the charges in the
solution and those of species i are perfectly compensated. When the pH exceeds the
pKi value, the solution is more basic, and therefore protons are more readily donated,
leaving a net negative charge on the acidic group. For a basic group, a net positive
charge is contributed when the pH is lower than the pKi value of the group. Therefore
in a complex molecule such as a protein, formed of amino-acids with different individual
charge properties, the net charge is a function of the pH, where if the pH is lower than
the effective isoelectric point, the protein is net positively charged, and net negatively
charged otherwise. Gel-electrophoresis is a widely used experimental technique that
makes use of this to measure to separate proteins by mass and charge. According to
Equation 2.69, the net charge of a large biomolecule can be significant under the right
conditions, with values on the order of −100e[145].
In a solution of given pH, a protein can be described as a system of point charges
distributed in space according to the molecular structure, surrounded by the solution
ions. When the protein is adsorped onto a floating gate, the charge system changes
slightly due to the reaction, and is brought in close proximity to the sensing surface. The
effective charge seen by the sensing surface is therefore dependent on the electrostatic
properties of the medium between the protein charge system and the sensing surface,
governed by Poisson’s equation
∇2ϕ(r) = −ρ(r, ϕ)
r0
, (2.70)
where ϕ(r) is the spatially dependent electric potential of the system, ρ is the charge
density which may depend on position and the potential of the system itself, and r is
the relative permittivity of the medium, assumed constant everywhere. The solution
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carrying the proteins is usually a buffer solution, a weak acid-base mixture in an equi-
librium state with a pH that is independent of small additions of strong acids and bases
to the solution. The buffer solution therefore contains ions that can effectively screen
the protein charges. The ionic strength characterises the concentration of ions j in the
buffer solution,
I =
1
2
∑
j
NAcjz
2
j (2.71)
where cj is the concentration of ions j in mol.m
−3, and zj is the number of charges per
ion. A buffer with a high ionic strength will have a large number of charged species or
a smaller number of highly charged species, and as a result will have a high conductiv-
ity[146].
The classical Debye-Hu¨ckel theory can be used to estimate the effect of charge screen-
ing on the potential[147]. The concentration cj is assumed to follow a Boltzmann distri-
bution, where the activation energy is dependent on all the ions of the solution through
the potential
cj = c0j exp
(
−zjeϕ
kBT
)
, (2.72)
where c0j is the concentration with no external potential ϕ. The charge density ρ is then
due to the sum of each charged species in the solution. Due to the complex resulting
expression for ρ and Equation 2.70, a Taylor expansion is taken and only the first two
terms are retained, resulting in
ρ =
NAϕ
kBT
∑
j
z2j e
2c0j =
2NAIe
2ϕ
kBT
, (2.73)
where the first term of the expansion is equal to zero due to charge conservation. The ions
in the solution are approximated to be spherically symmetrical with minimum contact
distance rj , the potential is then solved by considering Poisson’s equation (Equation
2.70) in radial form, which gives a solution for the potential local to ion j
ϕ(r) =
zje
r0r(1 + κDrj)
eκD(ri−r) (2.74)
where κD is the inverse Debye screening length, which describes the rate at which the
potential due to the ion decays into the surrounding medium. The Debye screening
length λD is independent of the geometry of the ions, and is defined as
λD =
√
r0kBT
2Ie
. (2.75)
The potential due to an ion is therefore more effectively screened in a buffer with high
ionic strength and smaller permittivity. Therefore, the potential due to the charges in
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Figure 2.15: Schematic illustrating the Debye length in a buffer solution with an acid
AH, a base B, and the conjugate base A− and acid BH+ in equilibrium.
the biomolecule will decay into the solution. Figure 2.15 illustrates the Debye length in
a buffer solution formed of an acid AH, a base B, and the conjugate base A− and acid
BH+. Using Equation 2.74, the effective charge due to an ion j can be expressed as
Qj(r) = zje exp
(
rj − r
λD
)
(2.76)
for r ≥ rj , which shows that when |rj − r| > λD the effective charge appears less than
37% of the original value at r = rj . Optimisation of the buffer solution is therefore a
critical consideration when performing a charge measurement in a buffer solution, and
the effect of the solution on the activity of the proteins of interest must be carefully
considered[148]. The total effective charge seen by the sensing surface is due to both
the buffer solution and the target biomolecule, therefore as long as the pH of the buffer
solution doesn’t change when biomolecules bind onto a surface, the change in charge
detected should be due only to the target biomolecules.
Recent measurements of the effective charge of biomolecules using a novel escape-
time electrometry technique[145] have shown that the effective charge is a significant
fraction (between 20 and 80%) of the net charge Qnet (Equation 2.69). A dependence
of the effective charge on the size and structure of the biomolecules used was observed,
which was found to be due to the internal screening properties of each molecule. Large
spherical biomolecules contain many charged groups within the structure, leading to a
screening of the internal charges by the exterior charges. In contrast, elongated molecules
with less structural volume are less affected by the screening effect, and therefore the
effective charge is a greater portion of the net charge in those cases. The effective
charge seen by a planar sensing surface will be again a fraction of the effective charge
of the biomolecule, due to the spatial distribution of the biomolecule effective charges,
and additional screening from the medium between the biomolecule and the sensing
surface. The Debye-Hu¨ckel theory is only valid for small concentrations cj due to the
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linear approximation used, however recent experiments show that in a high concentration
solution, the Debye length increases with concentration[149]. The Bjerrum constant
lB =
z2j e
2
r0kBT
, (2.77)
is the length scale at which ion interactions are comparable to the thermal energy. The
Debye-Hu¨ckel theory breaks down when l3Bcj  1, and in this range it has been shown
that the Debye length varies as[150]
λD ∝ lBcjr3j . (2.78)
At these high concentrations however, the proteins are at risk of losing their function or
decomposing, so increasing the concentration to increase the screening length may not
be a viable option.
Within a molecular layer, such as a SAM, trapped ions and defects are different to
ions in solution. In a solution, an ion responds to the presence of all other ions and
moves according to the forces in the liquid state, however when trapped in a potential
well in a solid structure, a significant force may be required to displace the ions. If the
activation energy of the traps and defects are much higher than the thermal energy and
the concentration very low, the state is stable over time and the charge is static. Within
the SAM layer, the distribution of charges will give rise to static potentials and each
Figure 2.16: Illustration of trapped ions and defects in molecular layers, such as
SAMs, that cause static and possibly fluctuating sources of charge. The solution ions
are also illustrated, which contribute to the total charge seen by the SET and form a
double layer at the interface with the SAM.
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pair of ions i and j will experience a force
Fij =
zizje
2
4pi0r|ri − rj |2 .ˆrij (2.79)
where rij are the position vectors of each ion, and rˆij is the unit vector (ri−rj)/|ri−rj |.
For ions close to the floating gate, the image force will be so strong that migration
towards the floating gate is possible, at which point the ion is passivated. The stable
charges will contribute a significant offset charge to the nearest SET islands in possibly
an inhomogeneous way. In addition, a small spatial separation between traps or defects
of similar energy give rise to charge fluctuations that impede the SET sensitivity, as dis-
cussed previously. If the molecular layer has insulating and uniform dielectric properties,
which implies a low density of defects and trapped ions, the screening of the external
charge should be minimal. If ions and defects can move within the molecular layer, then
screening could be as effective as in a electrolyte solution.
The nature of the effective charge is therefore determined by the environment of the
surface-bound biomolecule and the dielectric properties of the capture molecular layer.
When the external charge is near a metallic surface, a charge is induced that depends
on the capacitance between the external charge and the metallic surface. If the external
charge is dimensionally very small, the self-capacitance (Equation 2.6) becomes very
small, and therefore it is usually dropped from the capacitance matrix and the charge is
expressed directly as an offset. When the point charge is coupled to a surface, the mutual
capacitance will be very insensitive to the distance from the surface. For instance, the
capacitance between concentric spheres is given by
Cpc = 4pi
(
1
ri
− 1
ro
)−1
, (2.80)
where ri and ro are the inner and outer diameters respectively. The value of r0 must be
on the same order of magnitude as ri to make a significant difference to the capacitance,
so for a point charge coupled to a plane at a large distance, the capacitance will be at
least on the order of the self-capacitance. With dimensions of ri = 1 A˚, an outer diameter
of ro = 1 nm leads only to an 11% increase in the capacitance. With larger conductors
such as patterned electrodes, the capacitance becomes considerable and therefore should
be included in the capacitance matrix. Another important contribution that should
be included is due to the coupling between the ions in solution and the conducting
surfaces. The potentials of the conducting surfaces cause an electrical double layer to
exist at material interfaces, the scale of which can be determined using the Debye-Hu¨ckel
theory. The electrical double layer has an associated capacitance that is in parallel with
capacitance associated with the external charge. The external charge can be coupled
directly and indirectly to the SET islands:
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Figure 2.17: (a) Direct coupling of the external charge Qe to an SET island, through
a very small capacitance Ce. (b) Coupling of Qe to the SET island through the floating
gate. The potential of the floating gate is changed by the external charge, which can
be detected through CFG. The SAM layer is shown in blue, the SET components are
shown in orange, and the uncoloured regions represent insulation or passivation layers.
Direct coupling is illustrated in Figure 2.17 (a) for an SET with a single island. In
this case, the external chargeQe shifts the electrostatic energy of the island by an amount
eQe/CΣ from Equations 2.30 and 2.32. Using the gate to set the electrostatic energy of
the system at the threshold of Coulomb blockade allows a baseline measurement I1 to
be taken, and when the charge Qe is coupled to the island, the current is changed by
an amount ∆I(Qe) = I(Qe) − I1. For sub-electron charge (Qe < e) measurements, the
SET can be biased with a small enough voltage across the source and the drain such
that the charging energy lies within the bias window (Equation 2.36) when the second
measurement I2 is made. If Qe is very large and the SET has periodic oscillations, the
change in charge can not be measured quantitatively in a metallic system due to the
indistinguishability of the oscillations associated with each charge state n. In a multi-
island system, Qe will be shared between each island i such that Qe +
∑
iQie = 0, so
that each induced charge depends on the coupling between the external charge and the
islands. If the source of the charge is very small compared to the dimensions of the
island chain, the response of the system will depend on the location of the charge.
Indirect coupling is illustrated in Figure 2.17 (b), where the SET island is coupled
to a floating gate, which is isolated to allow the potential to change according to the
surrounding electrostatic environment. Starting from charge conservation the charge in
an arbitrary multi-island system, the floating gate charge can be expressed as
QFG = −
(
Qe +QS +QD +
∑
i
Qi
)
, (2.81)
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where Qi is the charge of island i. Proceeding in the same way as in Section 2.2.2, the
potential of the floating gate can be expressed as
ϕFG =
QFG + ϕSCFGS + ϕDCFGD +Qe
CFΣ
+
1
CFΣ
∑
i
ϕiCFGi, (2.82)
where CFΣ is the total capacitance neighbouring the floating gate, CFGS and CFGD are
parasitic capacitances between the floating gate and the source and drain electrodes,
and CFGi are the capacitances between the floating gate and island i. The desired
situation is for the floating gate potential to change as much as possible with respect to
the external charge, so that a larger charge Qi can be induced in the SET islands. From
Equation 2.82, it follows that
∂ϕFG
∂Qe
=
1
CFΣ
, (2.83)
so that it is clear that as CFΣ increases, the floating gate potential is less sensitive to
the external charge. Expressing the external charge in terms of the potential Qe =
(ϕe − ϕFG)Ce, Equation 2.81 leads to
∂ϕFG
∂ϕe
=
Ce
CFΣ + Ce
, (2.84)
which shows that when CFΣ  Ce, the potentials of the floating gate and the external
charge are matched. This effect has been used to control the potential of a floating
gate via a control gate[134], shown in Figure 2.18, where if the control gate capacitance
is large compared to the others, the potential of the floating gate follows that of the
control gate, and can therefore be used to bias the transistor as a normal gate. Optimal
sensitivity of the floating gate potential to the external charge is determined by the
coupling to the islands and the control gate. In a multi-island system, the size of the
floating gate must increase if it is to couple to multiple islands, which also increases
CFΣ, reducing its efficacy. Considering that the magnitude of the effective charge of a
biomolecule can be quite large under the right conditions (up to 100e depending on the
size and structure of the molecule[145]), higher values of CFGi at the cost of a reduced
∆ϕFG are likely tolerable.
If the capacitance values of the external charge, the floating gate, the control gate and
the double layer capacitance are large, they should be included in the capacitance matrix
of the system. The capacitance seen from an island i in the chain gains a contribution(
1
CFGi
+
1
Ce + CCG + CDL
)−1
(2.85)
where CCG is the control gate capacitance and CDL is the double layer capacitance.
Therefore the use of a large floating gate closely coupled to the islands will reduce their
charging energy along the chain in a similar way as a gate electrode, the magnitude
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of the reduction being mitigated by the values of Ce, CCG and CDL. If the value is
considerable, this contribution should therefore be added to the gate capacitance value
in the estimation of the number of junctions N and the value of αJ .
2.4 Mass fabrication of metallic SETs with ALD
The systems discussed in the previous section describe the envisaged routes for the
implementation of the final system. The most formidable fabrication challenge is with
mass producing room temperature operable SETs in a suitable configuration for use
as a biosensor. The SET device can be laid out in two general ways if the fabrication
processes permit it. In a vertical configuration, the islands are stacked on top of each
other. In this configuration it is much easier to form a very thin island so that quantum
confinement effects can be utilised. This method is more useful for studying the physics
and electronic properties of a multi-island SET, such as spectroscopically probing the
confined states with the gate electrode[74]. The difficulty is with the fabrication steps
required to form vertical columns, and then the need to include a contact to the top
of the column. Although the confinement effect can be used to increase the charging
energy, a vertical configuration for a biosensing SET makes the fabrication process very
challenging. Metallic SETs are more commonly fabricated using shadow-angle evap-
oration[60–62, 65, 67, 151], a technique that involves evaporating a metal through a
suspended mask connected to the substrate. The first metal layer, usually Al, is de-
posited at a given angle, after which controlled in-situ oxidation of the metal film is
performed to form the tunnel barriers. The second metal layer is then deposited at
a different angle to create overlapping structures separated by the tunnel barrier thin
film. Although this technique is very effective in an experimental environment, the mass
fabrication of such devices for commercial use is not feasible using this method. The
complexity of forming a suspended mask with densely packed features, the difficulty
Figure 2.18: Use of a control gate to modify the floating gate potential like a normal
gate, while still serving as a sensing surface. The capacitance caused by the electrical
double layer at the interfaces of the materials is included.
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Figure 2.19: Variation of the gate length for each technology node, from manufac-
turers Intel and TSMC. The 10 nm node gate length is a projection. Image found
here[155].
with achieving reproducible uniform thin films using oxidation, and the need for com-
plex metal-evaporation equipment are all factors that limit the ease of fabrication of
reproducible biosensor devices.
A potential route to the mass fabrication of metallic SETs is through the use of
metal evaporation and ALD deposition of Al2O3. The experimental work presented
in this thesis will show that ALD, a technique described in detail in Section 3.2.3,
shows potential for producing reproducible thin films of Al2O3 over a large surface
area with desirable properties for a SET operating at a high temperature. The highly
uniform thickness and uniform insulating properties are promising for creating a high
density of small capacitors and tunnel barriers with minimal spread in the tunneling
and dielectric properties. ALD was integrated into the CMOS manufacturing process
flow for the 45 nm Intel® technology node[152], to reduce the gate leakage current in
Si FETs by a few orders of magnitude by increasing the thickness of the gate capacitor
and using high permittivity of Al2O3. It has also been used more recently as a gate
oxide in MoS2 based FETs at sub-nanometer thicknesses, to considerably reduce gate
leakage[153]. As discussed in Chapter 1, finFET CMOS technology has shown some
potential for room temperature SET operation, but the Si quantum dot properties are
irregular and highly non-reproducible. Metallic interconnect technology, which connects
the FET networks to make logic circuits, is driven by similar scaling requirements to
the FET dimensions, and therefore much research is focused on achieving the smallest
metallic linewidth. It is expected that 10 nm linewidths will become possible within
a decade according to the 2015 International Technology Roadmap for Semiconductors
(ITRS) for interconnects[154], so the patterning of ultra-small metallic electrodes using
photolithographic methods is an important part of industrial-scale manufacturing.
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The fabrication of the islands can be approached in two ways, using top-down or
bottom-up methods. Bottom-up methods involve patterning the metals directly into
the required structure, such as using the lift-off method (discussed in Section 3.2.1). In
a typical CMOS process, top-down methods are usually used, where in this case the metal
and a hardmask is deposited on the entire substrate first, after which the photoresist is
deposited and patterned, allowing the metal patterns to be formed by etching techniques.
There are two general steps in the CMOS processing line in which metals can be used, the
front-end-of-line (FEOL), which is the transistor fabrication step including the gates, and
the back-end-of-line (BEOL), which involves fabrication of contacts to the FET source
and drain, and subsequently the interconnects. Metal gates (proprietary materials) were
used in Intel 45 nm node technology for FETs, and very small gate lengths on the order
of 35 nm with a pitch of roughly 160 nm in SRAM cells could be achieved[152]. The
10 nm and lower technology nodes are currently still in development, however various
semiconductor manufacturers have revealed their estimations of the gate lengths, some
of which are summarised in Figure 2.19, including the past technology nodes. As can
be seen, the gate lengths increase relative to the node size as of the most recent trends.
Figure 2.20 (a) and (b) illustrate an example lateral SET system that makes use of
the small half-pitch achievable in the CMOS process. Making use of the minimum half-
pitch, the gate length is on the order of half its value, so that overlaid metal lines can
produce small capacitors defined mostly by the contact area of the overlap. Use of ALD
provides the junction capacitance and tunnel dielectric. The size of the floating gate is
determined by the dimensions of the channel. By densely packing the lines that form a
channel, the floating gate can be scaled down, reducing the capacitance with the multi-
island SET. The packing density of the devices determines how much of the exposed
surface area consists of sensing surfaces. Since each island has a planar structure, and
an exposed region above and below, the capacitance between electrodes placed in these
regions could be quite large. The floating gate capacitance can be tuned by changing
the thickness of the dielectric between the islands and the floating gate.
The use of ALD for the precise control of the tunnel barrier thickness has some
potential drawbacks depending on the substrate materials used. The standard ALD-
Al2O3 recipe used to make high quality tunnel barriers makes use of either water or
oxygen plasma as one of the gas precursors. Therefore most materials will inevitably
oxidise to some extend during the ALD process, which can cause significant uncertainty
in the thickness of the tunnel barrier. Multi-layered insulator tunnel barriers show
properties that are generally undesirable for SETs, such as an enhanced asymmetry in
the I–V characteristics, a diffuse interface, and a change in the effective permittivity of
the whole film. To completely avoid such oxidation in the ALD process, highly inert
materials such as Au or Pt should be used. This considerably restricts the range of
materials that can be used to form SETs using this particular process. The implications
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of using the ALD-Al2O3 process for precise tunnel barrier fabrication is discussed in
further detail in Chapter 5.
According to the 2015 ITRS for lithography[156], a number of technologies are in
various stages of development for the 10 nm node technology and beyond. One of the
most promising technologies is extreme ultra-violet (EUV) lithography which uses a 13.5
nm wavelength electromagnetic radiation source, compared to the current state of the art
deep ultra-violet (DUV) lithography that uses a 193 nm source. Despite the numerous
challenges facing the use of EUV for mass fabrication, the performance of resists that
are sensitive to 13.5 nm radiation were tested using a synchrotron source, and it was
shown that half pitch value of less than 20 nm could be achieved for line-space patterns,
which represents a linewidth of less than 10 nm[157] (shown in Figure 2.21). There is
therefore some potential for mass producing nanoscale metallic electrodes, that may be
used for forming SET devices.
2.5 Conclusion
It was shown in the first section that multi-island metallic SET systems may be used
to significantly enhance the Coulomb blockade, at the cost of a tradeoff with coupling
to gate electrodes. Using the orthodox theory of Coulomb blockade, the important
parameters of the system were identified as the capacitances and electron tunneling
properties of the junctions, which need to be determined experimentally. The important
sources of noise in an SET system were discussed, with particular attention to the
effect on the charge sensitivity of the device. Some of the most important challenges
Figure 2.20: (a) First layers of the SET fabrication, and thin ALD coating for tunnel
barriers. (b) Final device layers, showing the position of the floating gate on top of the
channel.
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surrounding the integration of an SET as a biosensor were discussed, including the
integration of microfluidics and the use of SAMs. The geometrical requirements and
the arrangement of the system was discussed in terms of the operating temperature and
the charge sensitivity. Finally, the use of mass fabrication techniques for fabrication of
metallic SETs was briefly discussed. It was shown that at the scale of lithography limits
Figure 2.21: (a) Basic schematic of the EUV process used to pattern the resist.
In this case the EUV source is a synchrotron beam, which allows precise control the
electromagnetic radiation. (b) Comparison of linewidths achieved using different re-
sists (HSQ, Inpria IB and CAR), and different EUV techniques (BEUV result is not
important here). Adapted from Mojarad et al. [157].
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(≈ 10 nm), the thermal energy at room temperature could be significantly exceeded
with long chains, on the order of 10 islands, and that the charge sensitivity should still
be sub-electronic in this range. The use of ALD and metals to mass fabricate SETs was
discussed in terms of state of the art, and anticipated CMOS fabrication processes.

Chapter 3
Experimental Details
3.1 Introduction
This chapter details the experimental techniques used during the project. The fabri-
cation equipment used to fabricate metal-insulator-metal (MIM) capacitors of different
surface area and insulator thickness is detailed first. Typical process parameters are
given here if they were varied little or not at all throughout the fabrication work, oth-
erwise they are detailed in the relevant chapters. The tools used to characterise the
fabrication steps and materials of the structure are described next. The measurement
equipment used to electronically characterise the devices is described last.
3.2 Fabrication techniques and apparatus
3.2.1 UV Photolithography
To create micrometer-scale patterned structures, photolithographic techniques can
be used to create a patterned sacrificial layer, which acts as a stencil for a fabrication
process, such as metal evaporation, or wet/dry etching, allowing the desired patterns to
be projected onto the underlying substrate. The sacrificial layer is formed from a pho-
toresist, a curable resin that is designed to be sensitive to light in a specific wavelength
range, such that a controlled dose of such radiation causes a chemical reaction that de-
termines the photoresist’s sensitivity to a developer solution, used to form the stencil
pattern. A positive resist becomes soluble in its associated developer after exposure to
a sufficient radiation dose, the reverse type of resist is called a negative resist, where
exposure leads to insolubility in the developer. To create patterns, a lithography mask
is required to protect the desired regions from the radiation. The mask is formed from
a high quality plate of glass which is optically transparent to the light source, on which
the design patterns are created using electron-beam lithography and a special set of
metal coatings designed to reduce optical aberrations. The mask and the substrate are
then loaded into a mask-aligner, which provides the radiation source and the controls
to set a precise exposure time. When the mask is properly aligned with the substrate,
the mask is brought into contact with the resist on the substrate surface, and the con-
trolled dose can then be delivered. This method is called contact printing, since the
mask is in direct contact with the resist surface. After development of the patterns in
the developer solution and any additional resist processing post-development (such as
65
Chapter 3. Experimental Details 66
Figure 3.1: (a) Schematic of the Karl Suss MJB3 system used for aligning a mask
with a substrate and exposing the substrate to UV radiation. (b) Geometry of the
mask-substrate system. The smallest critical dimensions CD achievable are related to
the thickness of the gap between the mask and the resist tgap, the thickness of the resist
tres and the incident radiation wavelength.
extra baking steps), the substrate is ready for the next processing step to be used as a
sacrificial layer. After the deposition or etch step, the remaining resist is stripped in a
suitable solution, exposing the protected regions of the substrate.
Figure 3.1 (a) shows a schematic of the Karl Suss MJB3 system used in this work[158].
The UV source is a mercury lamp that emits a broad range of wavelengths, those of
interest between 310 and 436 nm. The ellipsoidal mirror focuses the light emitted from all
angles of the lamp to maximise the intensity. The coldlight mirror is specially designed to
transmit infra-red (IR) radiation and reflect UV radiation. The IR radiation is absorbed
into a heat sink, and the UV radiation is focused into a system of lenses for conditioning.
The fly’s eye lens disperses the light evenly into a series of condenser lenses that collimate
the light into a uniform beam, which are adjusted spatially for optimal intensity and
uniformity. An optional interference filter can be placed to filter unwanted spectral
lines, however none were used in this work, so that the maximal intensity from the
mercury lamp is used. The beam is then fed through a series of 12 lenses designed to
reduce diffraction effects. The surface mirror then reflects all light coming out of the
lens system into a vertical beam, and finally through a collimating lens. The mask is
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fixed patterns-down to a metallic plate using a vacuum seal around an aperture 5 cm
in diameter. The substrate is placed on a chuck connected to the alignment stage, so
that the substrate can be aligned with the patterns on the mask, using a microscope
aligned with the aperture. When the substrate is aligned, the chuck is pushed upwards
into contact with the mask to minimise the gap between the substrate and the mask
patterns. The exposure time is set using a dial and initiated using a button, after which
the optical system is moved into alignment with the aperture and a shutter is opened
for the specified time.
The resolution and precision of the photolithography process is determined by many
factors. Fundamentally, as the wavelength of light approaches the scale of the clear
patterns on the mask, diffraction begins to occur, leading to a diffuse image of the
pattern projected onto the resist. Figure 3.1 (b) shows a diagram of the patterned mask
and the resist-coated substrate. In contact printing, the gap tgap is reduced as much
as possible to make use of the maximum resolution available by the wavelength of the
incident light, and therefore the main limitation on the resolution is the diffraction due
to opaque edges on the mask. The maximum resolution can be expressed as[159]
2CD = 3
√
λ
(
tgap +
tres
2
)
(3.1)
if the patterns are considered to be a grating with pitch 2CD. Therefore with a wave-
length λ = 365 nm and a resist thickness tres = 1 µm, the best achievable resolution is
CD ≈ 640 nm. If a poor contact is made with the resist, a finite gap tgap is introduced
which decreases the resolution. For instance a gap of 10 µm worsens the resolution to
approximately 3 µm. Therefore a good contact is essential for small features. The draw-
back of contact printing is the contamination risk and deformation of the resist under
contact, which causes reliability issues. The mask must therefore be thoroughly cleaned
before use. Depending on the severity, an acid clean may be required using piranha
(1:H2O2 (30%) to 3:H2SO4 (98%)) to remove tough resist residues, or a simple rinse in
acetone followed by isopropyl alcohol (IPA), and plenty of N2 blow-drying, is sufficient
directly before and after use. The mask used in this work was designed for positive
resists.
Positive resists are generally formed of a photoactive compound (PAC), a novolak
resin, and a solvent. The resin is diluted in the solvent such that when it is cured, the
resin remains and provides a strong and stable structure. In this work, the substrates
used to make devices were placed in a resist spinner. The resist spinner is essentially a
chuck connected to an axle with a vacuum line that holds the substrate in place on the
chuck. The axle is connected to a motor which spins the substrate on a precise vertical
axis, with the required velocity profile. The resist in its dilute form is administered to
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the substrate surface using a small pipette, slowly enough to avoid the formation of small
bubbles, after which the programmed velocity profile can be initiated. The viscosity of
the resist, determined by the solvent concentration, limits the amount of resist ejected
from the substrate surface at a given velocity, and therefore highly uniform thin layers
of resist can be obtained. The spin speed curves provided in the resist datasheets are
used to determine the speed required for the desired resist thickness. The resists used
here are then baked for a specific time at a given temperature, after which the substrate
is ready for patterning. The baking or curing step evaporates the solvent, and the
PAC is trapped in the resin structure as a result. The most important resist used
in this work was Shipley S1813[160], a positive resist that uses tetramethylammonium
hydroxide (TMAH) (MF-319, approximately 2% TMAH in water) as a developer. S1813
is optimised for sensitivity to the g-line (435 nm) of a mercury lamp, achieved using a
proprietary diazo based compound, such as diazonaphthoquinone (DNQ). DNQ is a
compound that is insoluble in water and TMAH before exposure to UV radiation, and
upon sufficient UV absorption, becomes soluble[161]. The exposure dose delivered to
the resist is a function of the UV power, time, and the geometry of the mask patterns.
The UV power seen after the collimating lens stage in the mask aligner can be measured
using a tool which yields a power on the order of 20 mW.cm−2, depending on the age
of the mercury lamp. The recommended exposure dose for S1813 is 150 mJ.cm−2, such
that approximately 7 s exposure times are sufficient to a first approximation. The mask
and the substrate influence the exposure time however. If the mask is highly opaque, i.e.
with small (< 10 µm) and disparate clear features, a higher exposure time is generally
needed due to the low optical transmittance of the mask. As a result, a mask pattern
that contains both large and small features will show an inhomogeneity in the image
tolerance printed to the resist after development. If the substrates are UV transparent,
such as those used in this work, the mask aligner chuck can scatter some of the radiation
back through the substrate into the resist, increasing the UV absorption, and thus the
exposure time must be limited to avoid over exposure. The trade-off between these two
factors results in an optimal exposure time, derived experimentally using the available
mask (described in Chapter 4), between 4 and 10 seconds, depending on the fabrication
step. Modern masks use anti-reflective coatings to minimise reflections between the
mask and the substrate/chuck.
For lift-off lithography, where a material is deposited on the patterned resist and
subsequently removed to leave the deposited pattern, a single resist layer is generally
insufficient to provide reliable image transfer. The reason is the deposited material
usually ends up on the resist walls due to the non-ideality of the source of the material
being deposited, or simply due to the nature of the deposition (such as ALD). The
solution is to use another resist deposited before the S1813 to act as a buffer layer.
If the buffer layer is more soluble in the developer than S1813, it will dissolve at a
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higher rate, and therefore produce an undercut that leaves the edges of the S1813 layer
hanging. This way the deposition source is shadowed by the overhanging S1813, which
leaves clean edges on the patterns as long as the buffer layer is thick enough. The usual
guideline is that the buffer layer should be at least 3 times thicker than the deposited
material for a reliable undercut, and the method is therefore called the bilayer lift-off
method. Two different resist materials were used as buffers in this work, depending on
the fabrication step. LOR-3A is a resist widely used with S1813 to produce a reliable
undercut[162]. It is baked at a higher temperature than S1813 and is developed in the
same developer, so that generally only one development step is needed. The thickness
is determined by the spin speed, and the dissolution rate by the bake temperature and
duration, as well as the TMAH concentration of the developer. The second resist used
as a buffer layer was PMMA[163], which is a commonly used electron-beam lithography
(EBL) resist. PMMA was required mainly to protect the underlying aluminium oxide
film from dissolving in the TMAH developer, as a different developer is required. The
PMMA-S1813 bilayer process is complicated for a number of reasons. PMMA is sensitive
to deep-UV (DUV) radiation at 248 nm, and for lack of a dedicated DUV source for
lithography, the DUV source of an ozone cleaning unit was used, which resulted in the
need for long exposure times on the order of 20 minutes. Additionally, the interface
between PMMA and S1813 becomes significantly diffuse, which reduces the sensitivity
of the diffuse layer to both the UV and DUV sources. The process is not reliable for
producing a good undercut for thick deposition layers, however the PMMA is readily
removed from the underlying surface in a suitable developer, leaving a clean surface free
of residue. PMMA comes in a series of different molecular weights and solvents. Higher
molecular weight PMMA leads to thicker deposited layers at a given spin speed. In this
work thick layers were required so the less diluted and higher molecular weight variants
were used (495K and 950K series), and the anisole solvent series was used, rather than
chlorobenzene which poses greater safety hazards. A range of developers were tested,
including varying concentrations of MIBK in IPA, and the 7:3 IPA:H2O developer.
Table 3.1 summarises the equipment used for photolithography processes. The wet-
bench is supplied with all the required solvents for cleaning and resist development, and
Equipment Purpose
Wetbench (inc. Solvents) Cleaning/Processing
Hotplates Resist baking/Surface treatment
MJB3 Resist patterning
UVO Cleaner PMMA exposure/Cleaning
Ultrasonic Agitator Cleaning
O2 Asher Cleaning
Spinner 1 Primer/S1813
Spinner 2 Primer/LOR-3A
Spinner 3 Primer/PMMA
Table 3.1: List of equipment used for photoligraphy processes.
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a range of glassware. Resists are stored in a separate fridge to avoid contact with light
and to prolong shelf-life. Separate spinners are used for each resist, to reduce risk of
cross contamination. The ultrasonic agitator, UVO cleaner, and O2-plasma asher can
be used to clean substrates at various stages of fabrication. The substrates were han-
dled with carbon fibre tipped tweezers at all times during photolithography processing.
A N2 gun is used to dry substrates after cleaning in solvents. The substrates used in
this work required a surface-priming step before coating with S1813 and LOR-3A. The
primer solution used was hexamethyldisilazane (HMDS), which is applied after heating
the substrate to remove unwanted solvent residue and water, which makes the SiO2 sur-
face hydrophobic. The adhesion of the resist to the substrate surface is then improved,
which is important for contact lithography and clear substrates.
3.2.2 Metallic thin film deposition
Thin metallic films were deposited using electron-beam evaporation (EBE), to create
metallic electrodes. The system used is a Leybold Univex 350, which uses a curved-beam
electron source. Figure 3.2 shows a schematic of this system. Substrates are placed on
a large chuck, which is placed inside a large chamber that is brought under vacuum by
a roughing pump and then a turbo pump for a higher vacuum. An electron beam is
created using a filament, usually composed of tungsten, that is heated to boil electrons
off the surface, and an anode plate held at a high voltage of approximately 7.5 kV
accelerates electrons. A transverse magnetic (TM) field is applied that deflects the
beam emitted from the anode towards the target. Deflectors control the beam x and
y position by controlling the current through inductive coils that induce the desired
deflecting magnetic field. The metal target is placed in a liner, designed to thermally
isolate the target from the crucible as much as possible. The crucible is cooled by a
cold water or liquid nitrogen source. The shutter when closed shades the chuck away
from the metal vapour released from the metal target. When the shutter is opened the
metal vapour is exposed to the substrate and material is deposited on the substrates.
The crystal monitor is used to measure the thickness of the film during the deposition,
by measure of the change in resonant frequency of a quartz crystal microbalance due
to the change in mass, and knowledge of the mass density and acoustic impedance of
the target material. The crystal monitor must be at the same radial distance from the
source as the substrates, to ensure an accurate reading. The deposition rate depends on
the distance from the source, since the vapour is emitted at broad angles.
The system used has a rotary crucible that supports multiple metal targets. A
system module provides an interface to create recipes that allow sequential deposition of
metallic films without breaking vacuum. The created recipe sets up the crystal monitor
for the desired film, and sets up an optional automatic electron-beam control and shutter
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Figure 3.2: Schematic of the electron beam evaporation system used in this work.
operation. The electron beam, when focused and incident with the target, will effectively
heat the target. Depending on the target material, a certain minimum amount of power
is required to bring the material to its melting, or sublimation point. The power is
increased by increasing the current emitted from the filament, which leads to a higher
electron flux to the target. The characteristics of the deposition are determined by
the phase transition properties, the path between the target and the substrates, and
the characteristics of the condensation of the vapour onto the substrate. The vapour
pressure, the pressure exerted by the vapour on the condensed phase (liquid or solid)
in equilibrium, as well as the properties of the target, determine the evaporation rate.
The vapour pressure is increased by increasing the temperature, which leads to higher
evaporation rates. The air pressure in the vacuum chamber must be minimised so that
only the target vapour pressure limits the rate at which atoms transition to a vapour
state. A high vacuum then allows a long mean-free-path for both the electron beam
and the evaporated beam, and reduces the organic impurity content of the deposited
material. Vapour pressures are usually determined experimentally, and they may defer
strongly between materials[164]. The materials used during this work were Au (gold) for
the electrode layers and Cr (chromium) for the adhesion of the electrode layers to the
substrate. Au requires a significant electron beam power to bring the vapour pressure
to a high value, partly due to the high heat capacity, which indicates a high energy is
required to heat Au. The beam current required to observe a practical evaporation rate
(> 0.1 A˚.s−1) for Au is on the order of 0.25 A at 7.5 kV accelerating voltage and vacuum
pressure of approximately 10−6 bar, or 750 µTorr. For Cr, the vapour pressure exceeds
the equilibrium pressure before melting, and thus sublimes rather than evaporates. The
equilibrium pressure refers to the vapour pressure at which the condensed and vapour
phase are in equilibrium, i.e. when the transfer of substance between the two phases
are equal across a boundary (the surface of the target). A significantly smaller power is
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required for Cr compared to Au. A beam current on the order of 20 mA is sufficient to
produce practical deposition rates on the order of 0.5 A˚.s−1 in the available system.
The morphology and properties of the deposited films depends on the growth char-
acteristics during condensation of the vapour onto the substrate. The growth can be
characterised in four steps as determined by electron microscopy observations of the
substrate at various stages of growth[165]. The first impinging nuclei diffuse on the
surface and nucleate to form small grains (on the order of 2.5 nm), such that growth
occurs both in parallel and perpendicular to the surface. As the deposition continues the
nucleation centres coalesce into larger patches on the surface and the original substrate
becomes more covered. As the substrate becomes covered, small channels and holes
remain. Beyond a certain thickness the film then becomes continuous, although metallic
thin films show a grain size that is dependent on film thickness. The grain structure
depends on the metals, where for Au, columnar grains are formed that impinge on each
other during growth. In order to create good quality electrodes, the metal film thick-
ness must be continuous, and as homogeneous as possible. Films at least 20 nm thick
in total were used, which was found to be sufficient to achieve a dense and continuous
film. Such thin films were used firstly because the lift off process is more reliable, and
secondly because the roughness of such evaporated thin films increases with thickness
and deposition rate[166, 167], amongst other factors. After the deposition and lift-off
process, the thickness and surface roughness of the films can be measured using either
an alpha-step or an atomic-force microscope (AFM). The AFM system is described in a
separate section, however the alpha-step is a similar system that is much less accurate for
fine measurements such as roughness or very thin layers (< 20 nm), but is much simpler
and quicker to use. The alpha-step drags a diamond tip connected to a cantilever across
the substrate surface, and deflections of the cantilever are measured to produce a trace
of the surface profile. Film thickness measurements showed that at most a 10% error in
thickness was present between uses and maintenance of the system. As the metal film
thickness was not so critical in this work, no tooling factor was needed to achieve precise
film thicknesses with less than 10% error.
3.2.3 Atomic layer deposition
ALD can be defined as a fabrication tool that makes use of surface-limited, irre-
versible solid-gas reactions to provide uniform and conformal thin-films of many mate-
rials onto many substrates. The material deposited is a result of the surface chemistry
between the substrate and usually two precursor gases that are supplied sequentially
into a reactor via high speed switching valves[98, 168]. The primary driving force of the
development of ALD is the need for higher-k dielectrics in the CMOS technology nodes
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as conventional SiO2 gate oxide scaling leads to excessive gate leakage current in MOS-
FETs, leading to higher power dissipation and unreliable operation. In the sidelines of
this research goal in CMOS technology, many groups are using this technology in areas
that require reliable and well defined tunnel barriers, such as single electron memories
based on floating gates[63, 169], MIM tunnel diodes[170–174] and graphene spintronic
devices[175]. Only the use of the trimethylaluminium (TMA) precursor for depositing
Al2O3 will be discussed, which is by far the most studied and understood ALD process,
as well as the most ‘ideal’ in terms of the physics and chemistry of the precursors. The
growth process in ALD is intended entirely as a chemical process as opposed to a phys-
ical process such as EBE and sputtering. It is the properties of the specific reactions
between precursors that distinguish it from other chemical-vapour deposition (CVD)
process such as Molecular-Beam Epitaxy (MBE) where the growth is limited by the
MBE system itself through the use of shutters. To create a successful ALD chemistry,
it is necessary that the surface reaction be irreversible so that the deposited precursor
layer cannot react back into volatile compounds, and it must be self-terminating or sat-
urating, so that only one precursor layer is deposited. Figure 3.3 illustrates the kinetics
of adsorption where inset (a) depicts the ideal conditions for an ALD process. In the
TMA/H2O or O2-plasma process, the adsorption is of the chemisorption type where the
interaction between the reactants is strong, meaning that a given surface of reaction
sites cannot rearrange itself to acquire more packing efficiency. This leads to the dis-
tinction between a physisorption monolayer and a chemisorption monolayer, where the
latter considers the density and structure of reaction sites on the surface as well as the
structure of the binding molecule, as is discussed by Puurunen et al.[98].
An overview of the ALD system (Fiji model by Cambridge Nanotech) used for the
experimental work is shown in Figure 3.4. The substrate is delivered to the reaction
chamber through a load-lock system, which permits the reaction chamber to remain
under vacuum. Heaters in the reaction chamber control the temperature of the chuck,
which the substrate is placed on. Further heaters control the temperature of the precur-
sor delivery lines (denoted in green). The delivery of the precursor gases is controlled
by high-speed switching valves that ensure a precise precursor dose is delivered to the
reaction chamber. A carrier gas (light blue arrows) maintained at a constant flow rate
is used to continually purge the reaction chamber, and is used to clear the headspace
of remaining precursor gas between the manually operated precursor inlet valve and
the switching valve. Depending on the adsorption kinetics, the high speed switching
valve is opened for long enough for saturation of the surface to occur, after which the
system is purged for a certain amount of time to ensure no precursor remains. This is
an ALD half-cycle for a two-precursor deposition process, such as for Al2O3 and many
other materials[176]. The second half-cycle then depends on the kinetics of the second
precursor, in this case water vapour or O2-plasma. Therefore, every cycle provides a
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Figure 3.3: Adsorption kinetics, (a) irreversible saturating (self-terminating), (b)
reversible saturating, (c) combined irreversible and reversible saturating, (d) irreversible
nonsaturating (deposition), and (e) irreversible saturating adsorption prevented from
saturating. The vertical dashed line marks the end of an injection of precursor into
the reaction chamber, which is cleared of any remaining precursor by the purge gas.
Source: [98]
certain amount of growth of the target material, which is described by the growth-per-
cycle (GPC), usually quoted in units of A˚.cycle−1. The user interface to the system is a
LabView program that provides both manual and programmatic control over all aspects
of the system. Control over the execution of the cycle loop and the individual param-
eters are controlled in an editable list with a simple programmatic structure providing
loops and conditional statements.
The chemistry of the TMA/H2O process for the deposition of Al2O3 is considered
chemically ideal for a number of reasons. The TMA molecule is thermally stable up
to approximately 300 °C, which allows a wide range of temperatures, and it is highly
reactive to water vapour and oxygen containing compounds, allowing short exposure
times. Additionally, the products of the reaction in general do not interefere with the
growth process. The stochiometric equation of the reaction between the two precursors
is
2Al(CH3)3 (g) + 3H2O (g) −→ Al2O3 (s) + 6CH4 (g) (3.2)
where the underlying mechanism is the oxidation of the aluminium atom through the
reaction of the hydrogen and methyl groups leading to the release of methane. The
reaction of TMA with a surface occurs through a number of chemisorption mechanisms
depending on the surface chemical composition of the substrate. On a substrate that
presents a high surface density of OH groups, TMA reacts predominantly through ligand
exchange and dissociation of the CH3 groups. TMA molecules may also react associa-
tively to surface groups other than OH, such as the native substrate terminations, in
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Figure 3.4: Overview of the ALD system used for the fabrication of the devices
presented in this thesis. The precursors are denoted by the asterisks.
which case no reactants are formed. In general, the TMA half-cycle is intended to ter-
minate the surface with CH3 groups, so that in the H2O half-cycle, the CH3 surface
reacts and is turned back into an OH terminated surface. In ligand exchange, the TMA
half-reaction equation for single ligand exchange is
‖OH + Al(CH3)3 (g) −→ ‖OAl(CH3)2 + CH4 (g) (3.3)
where ‖ represents any supports for the binding site. This reaction can continue through
the same process until all the methyl ligands are turned into methane, such that an
aluminium atom is fully adsorbed and forms part of the solid oxide, at which point
it can be reacted with H2O to form new surface OH groups. The H2O half-reaction
equation is
‖AlCH3 + H2O (g) −→ ‖AlOH + CH4 (g) (3.4)
where the same ligand exchange reaction has occurred to switch the terminating groups
back to OH, ready for the next TMA exposure. These equations describe the process in
general and are useful as a starting point for understanding the growth mechanisms. In
fact many types of surface species have been identified by in-situ infrared spectroscopy
where in the TMA half-reaction, the TMA monomer can react with two surface OH
groups simultaneously and it can react dissociatively with coordinatively unsaturated Al-
O pairs. Similarly for the H2O half-reaction, ligand-exchange and dissociation reactions
occur to produce OH groups. The oxidising half-reaction involving water vapour is
usually always made more effective with the application of heat, however the GPC
decreases at low temperatures as dehydroxylation of the surface occurs during the long
purge times required for water vapour, reducing the surface density of reaction sites[98,
168].
In the TMA/O2-plasma process, often called plasma-enhanced ALD (PEALD), oxy-
gen free radicals are used in the second half-cycle rather than water molecules for their
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much higher reactivity. In the Fiji system, the plasma type is a remote plasma, where
the plasma is kept some distance away from the plasma boundary, providing some pro-
tection from high energy electrons, ions and photons that can cause physical damage
to the substrate, or alter the growth. The plasma source is a cylindrical inductively-
coupled plasma (ICP) that feeds directly into the reaction chamber from above. In a
research setting the remote plasma method is the most versatile, as it allows the sub-
strate and plasma parameters to be controlled independently. Since the plasma is far
away from the substrate, the substrate plays no important part in species generation,
allowing the composition of the plasma to be controlled, as well as the temperature of
the substrate surface[177]. The proposed mechanism for the surface chemistry of the
O2 plasma is a combustion-like process where in the plasma half-cycle, H2O, CO2 and
CO are released as products[178]. The dominant surface groups created in the remote
plasma process are confirmed to be CH3 groups for the TMA half-cycle, and OH groups
for the plasma half-cycle in the temperature range 25°C to 150°C[179]. The suggested
O2-plasma half-reaction equation in the simplest case can then be written as
‖AlCH3 + 4O (g) −→ ‖AlOH + H2O (g) + CO2 (g). (3.5)
The main motivations for the use of PEALD over ALD is that it offers more flexibility
over the choice of substrate, as the deposition can occur at much lower temperatures.
PEALD has been used for example to coat sensitive organic materials, such as organic
light emitting diodes (OLEDs)[180]. It has also been shown that there are a number of
advantages in the material and electronic properties, such as a higher breakdown field,
higher permittivity and more reproducible electronic properties[181–183], compared to
the water vapour process. Furthermore, the process is faster overall since the plasma
is purged more easily than water vapour and thus cycle times are optimised with short
purge times. This in turn leads to a higher growth rate, due to the limited dehydroxyla-
tion within the purge time. As the surface OH concentration is temperature dependent
and the O2-plasma highly reactive independently of temperature, higher growth rates
are achieved at lower temperatures[178]. However due to the nature of the plasma, and
the geometry of the reactor, conformality and uniformity are reportedly not as consistent
over large areas covering a 300 mm Si substrate[181, 184, 185]. This can be expected
as the reaction with radicals is no longer saturating as with water vapour, rather, since
the radicals come from a source that is contained and not spread equally over the re-
actor volume, the reactants must follow a directional path to reach the surface. The
fact that the reactions with radicals are not thermally induced provides better control
over the surface chemistry and the species supplied to the substrate. Overall the use
of plasma is a much more versatile methodology since different precursors can be used,
additional gases can be introduced to dope the film and the plasma can be used to clean
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Parameter Value
Process temperature 200 °C
Process pressure 50 mTorr
Carrier gas and flow Ar at 100 sccm
ICP power 300 W
O2 flow 50 sccm
TMA pulse 60 ms
TMA purge 10 s
Plasma exposure 20 s
O2 purge 5 s
GPC 1.14 A˚.cycle−1
Table 3.2: Fiji F200 ALD system parameters used for the fabrication of MIM devices.
a surface before starting deposition without breaking vacuum. Further benefits of the
PEALD-Al2O3 process over the conventional process include a higher film density and
lower impurity content[177], and the impurity content is reported to reduce with a longer
plasma exposure time[178, 179].
Table 3.2 details the PEALD system parameters used during the fabrication of the
devices presented in Chapter 4. The parameters were not changed throughout the
experimental work carried out, as the dielectric properties of interest were found to be
within the narrow range of widely reported values. The highest permitted temperature of
200 °C was selected as it is reported to feature a smaller impurity content, higher density
and overall better electronic characteristics[181–185]. The GPC was determined from
all the film thickness measurements presented in Chapter 4. All other values are those
recommended by the system manufacturer. In order to accurately reproduce the results
obtained here, and those presented in the rest of this thesis, the ALD parameters need
to be carefully controlled. The most important parameters to maintain with regards
to the GPC are the process temperature and duration of the gas purging steps. The
temperature of the substrate influences the reactivitity of the precursors, where for
PEALD-Al2O3, the growth rate increases significantly at lower temperatures due to
the high reactivity of the oxygen radicals and the higher density of OH groups on the
substrate surface, as discussed previously. To estimate the growth rate for a given
process temperature, see Figure 8 of Profijt et al.’s work[177], where the GPC is found
to vary between 1.75 and 1 A˚.cycle−1 from room temperature to 400 °C, respectively.
The purge duration is important for ensuring the reaction chamber has been cleared
of any remaining precursor, and therefore a minimum duration is required to avoid
overgrowth and CVD deposition of the film. The values used here were fine-tuned by
the manufacturer, however extensive literature suggests that times of at least 5 s are
required to ensure the chamber is cleared of oxygen plasma, and significantly longer
times are required for the water vapour precursor, particularly at low temperature[177,
178]. The other ALD parameters already discussed typically affect the stochiometry and
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Figure 3.5: Diagram of the packaging steps. A finished device die is cut using the
wafer saw into four equal pieces, each containing a set of devices. The interior of the
ceramic chip package is then coated with a small amount of GE varnish, which produces
a good thermal contact. Finally the pads are connected using Au bonding wires.
impurity content of the films, and thus they may not be so important for achieving a
desired GPC, but more relevant to detailed comparisons of the material properties of
the deposited films.
3.2.4 Packaging techniques
A number of tools are required to process the wafers used for device fabrication, and
the final device packaging steps. A wafer saw (Loadpoint Microace 66) is used to both
dice a quartz wafer into square substrates suitably large for the devices, and to further
dice the square substrates once all the materials have been deposited. The wafer saw
uses a special blade selected according to the material which is being cut. The blade is
connected to a computer-numerical-control (CNC) system that is programmed to guide
the blade at the desired velocity and depth to produce a precise cut. The blade material
and speed must be selected according to the material, in this case resin blades were used
at 20 krpm spin speed and 2 mm.s−1 maximum velocity, as recommended for quartz
substrates. To reduce the risk of damage to the substrate, the cuts are made in two
runs or ‘pecks’. The substrates are placed on a chuck with XY translational control,
and is aligned using a camera-optical system. The blade height is calibrated through an
automated procedure that measures the blade diameter. The depth of cut can then be
determined, considering the thickness of the substrate and the tape placed on the chuck
to hold the substrates in place. The substrates used were 500 µm thick, and the tape
approximately 70 µm thick, so that the total thickness seen by the blade is 570 µm.
A cut 350 µm deep, leaving approximately 150 µm thickness under the cut is sufficient
to hold the substrates in place during sawing, and to gently separate the devices after
sawing. While cutting, the blade is sprayed with plenty of water to avoid local heating of
the substrate and subsequent damage. To protect the devices from damage during this
process, the substrates are coated in S1813 and cured at 115 °C for at least 3 minutes.
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Figure 3.5 shows a simple diagram of the process. After dicing the processed square
substrates, the devices must be placed in a ceramic chip package that provides a means
of connecting the device to measurement equipment with a suitable carrier. The square
ceramic chip packages used have a side length of 0.9 cm, and consist of 20 Au electrodes
approximately 1 mm wide, leaving plenty of space for a connection to be made. The
devices are sealed to the chip package using GE varnish, a cryogenic sealant which pro-
vides a strong bond to the ceramic chip package and provides good thermal conductivity
for cryogenic measurements. The GE varnish is applied to the interior of the chip pack-
age, and the device substrate is pressed onto it to spread the varnish equally between
the substrate and the chip package. The varnish is then cured at 100 °C for at least
5 minutes which solidifies the structure. Finally, the bond pads on the substrate must
be connected to those on the chip package. This is done using a ball bonder, which is
used to connect very fine gold wire to both pads. The ball bonder creates a bond in two
steps, the first bond is usually made to the device and the second to the chip package.
The gold wire is fed through a thin capillary tube. The wire exposed at the opening of
the capillary is melted to form a ball larger than the capillary diameter, using a high
voltage needle that is brought in close contact with the wire end. The ball then holds
the wire in place, such that it can be pulled on when the capillary is lowered towards
the substrate. The Z position of the capillary is adjusted for the first and second bond
through a calibration step, which consists of setting the maximum displacement of the
capillary, such that the ball makes contact with each surface. The first bond is formed
by welding the ball to the bond pad through applied force and ultrasonic vibration of
the capillary. The wire is then directed to the chip package bond pad, and similarly, the
wire is brought into contact with the pad and welded. The second bond step breaks the
wire and forms a new ball for the next contact.
3.3 Imaging techniques and apparatus
3.3.1 Optical microscopy
A series of optical microscopes were used during fabrication, to monitor the lithog-
raphy steps and to make measurements of the patterns. The microscopes are placed
near the wetbenches and the mask aligner used for photolithography processing. A Carl
Zeiss Axio-Imager A1m fitted with a camera, ×5, ×10, ×20, ×50 and ×100 objectives,
and a yellow filter was used to take images of substrates at various stages of processing.
The camera is connected to a PC, running image processing software calibrated such
that rough measurements can be made of the dimensions of features on the substrate. A
Nikon Eclipse LV100ND with bright and dark-fields, and ×5, ×10, ×20, ×50 and ×150
objectives was used for similar purposes. The dark-field mode was used to inspect the
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surfaces of features, and the areas where resist has been developed to check for small
contaminating particles. In the dark field mode, the light path is modified such that
light is incident on the substrate only from a steep angle. The light is then diffracted by
small edges and particle features on the substrate surface. The contrast between large
uniform structures and fine details and defects is then increased significantly.
3.3.2 Electron microscopy techniques
A Leo 1530 field-emission gun (FEG) scanning electron microscope (SEM) was oc-
casionally used to observe the edges of deposited structures, however these were readily
observable by AFM, which was more versatile for this purpose. Figure 3.6 shows a
simplified diagram of the Leo 1530, which consists of a GEMINI electron-optic column,
and with an Everhart-Thornley secondary electron (SE) detector. Most of the innova-
tive features of the Gemini column were not required, such as the in-lens SE detector,
which requires a very short working distance (distance between the sample and the final
objective lens) and low electron energies of the primary beam. A FEG is a fine con-
ducting tip that may be formed of multiple layers, that is biased as a cathode to a very
high voltage. In contrast to thermal emitters, in a FEG the potential near the tip is so
steep due to the high voltage and the sharp geometry, that the potential energy seen
by electrons appear as a triangular barrier. As the voltage is increased the triangular
barrier decreases in thickness, and the tunneling probability of electrons increases. FEG
sources are preferred over thermal sources in high resolution imaging, partly because the
spread of energies is drastically reduced, leading to less dispersion of the electron beam
formed in the column, improving the resolution. The interior of the SEM is divided
into multiple vacuum regions, such that the FEG is always held under a high vacuum
during sample loading. The suppressor plate is slightly negatively biased compared to
the FEG, and placed slightly behind the tip apex such that emitted electrons are ac-
celerated away from the tip. The anodes are at a significantly lower potential than the
FEG, which provides significant acceleration of electrons into the magnetic condenser
lens stage. Magnetic electron-lenses are formed from a high precision coil wrapped in
a highly permeable material, where under application of a large current through the
coil, a strong magnetic field is induced within the outer material. The air gap in the
outer material then presents a magnetic field in the middle of the column that points
down the column. The magnetic field causes the electron path to become curled down
the column, and therefore can act as a lens if the magnetic field is precisely controlled
and maintained. The beam is conditioned and positioned by the scanning lenses, after
which a final electrostatic lens fine-tunes the beam focus for optimal resolution. Images
are formed by raster scanning the beam while performing measurements of the signals
created by the interaction of the electron beam and the substrate.
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Figure 3.6: Diagram of the SEM system used in this work. Many additional compo-
nents are ommitted as they are not important in this work.
When a high energy electron beam is incident on a sample, an interaction volume
with various layers corresponding to different interactions occurs. A great number of
electron and photon signals are created over a broad range of energies, depending on the
interaction. Image creation is performed through the detection of secondary electrons
(SEs), which are electrons that have lost most of their energy through inelastic processes.
SEs are emitted from within a small volume under the substrate surface at the beam
incidence location, and therefore provide topographical information. The quantity of
SEs emitted is determined by the topography of the surface, where outward sharp fea-
tures yield a higher signal due to the reduced recapture of SEs by surrounding material.
Therefore the quantity, and not the energy of the SEs, is important for topographical
imaging. The Everhart-Thornley SE detector provides a method of quantifying the SE
signal. A Faraday cage composed of a fine mesh is positively biased at a high voltage,
which attracts the low energy emitted electrons towards a scintillator, such as a phos-
phor screen. The incident electrons cause emission of electromagnetic radiation from
the scintillator, which is coupled to an optical waveguide or fibre. The waveguide di-
rects the light signal to a photomultiplier tube. The photomultiplier tube converts the
electromagnetic radiation back to electrons, which are accelerated under vacuum into
metallic plates that emit more electrons. The electrons are collected at an anode, creat-
ing a measurable current signal that is proportional to the SE intensity. An SE image
is formed from the current measurements taken at each incremental X or Y step of the
raster scan. The system is operated through a PC running dedicated software and with
control hardware extensions, such as controls for zoom, focus, and beam conditioning.
The sample is fixed to a standard pin-mount sample holder with a double sided tape
suitable for use in high vacuum. The substrates were not processed in any way prior
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to imaging in the SEM due to the process flow. Charging effects due to the trapping
of electrons in materials may cause significant artefacts in the rendered image, usually
anomalously bright regions that build up over time. However for the large metallic fea-
tures imaged, charging was not a major concern for image fidelity. The primary beam
voltage used for imaging was usually between 2 and 5 kV, with an aperture of 30 µm,
and a working distance on the order of 4 mm. Resolutions better than 10 nm could be
achieved with a slow scan speed.
Transmission electron microscopy (TEM) and scanning-TEM (STEM) was used to
produce atomic resolution (≤ 0.1 nm) images of a fabricated MIM structure. TEM
imaging is a much more involved process than that described previously, and thus only
the important details will be covered. With this technique, a very high energy electron
beam is incident on a cross section of the sample. The wavelength of the electrons can
be estimated using the De Broglie wavelength,
λDB = µ(Va)
h√
2meVa
, (3.6)
where Va is the acceleration potential, and µ(Va) is a relativistic correction factor, as
free electrons in such a potential approach a significant fraction of the speed of light c.
The relativistic correction factor for the wavelength is given as
µ(Va) =
(
1 +
eVa
2mc2
)− 1
2
, (3.7)
which decreases the wavelength. For values of Va ≥ 100 kV, the correction factor is
µ(Va) ≈ 0.95, and the electron wavelength becomes λDB < 4 pm, much smaller than the
inter-atomic spacing, which is on the order of a few A˚. If the sample is thin enough, it
becomes transparent to electrons, due to the significantly reduced interaction volume.
As electrons are incident on the structure, parts of the beam are diffracted to different
angles past the sample. As electrons interact strongly with matter, the exit beams are
strongly correlated to atomic spacing, which acts similarly to an optical grating of given
pitch. A series of objective and projection lenses manipulate the transmitted beams,
which are captured by different detectors. Due to the interference of the electron paths,
the captured diffraction pattern depends strongly on the geometry of the beam and
the sample, which induce phase shifts of the transmitted electron waves. The diffrac-
tion pattern is recorded, and an image can be formed from the two-dimensional Fourier
transform of the circular diffraction pattern. As a diffraction spot represents a vector
in reciprocal-space (or k-space), there is an associated periodicity along a plane in the
real-space image. In this work, TEM was not used to determine the precise atomic posi-
tions of composite materials, therefore no detailed modelling of the beam and quantum
mechanical behaviour of electrons in the sample was required to determine the exact
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Figure 3.7: (a) Schematic showing part of the sample preparation process for creating
electron transparent cross-sections. (b) Diagram of the beam shape (qualitative) for
the TEM and STEM imaging modes.
conditions for the diffraction pattern obtained. Boundaries between materials are rel-
atively clear in TEM images, due to the changes in the periodicity, composition and
density of a structure in real-space, leading to significant changes in the phase of the
transmitted electron waves. This allows the basic determination of the thin film prop-
erties such as the diameter of metallic grains and thin film thicknesses. There is a good
resolution of the boundaries between materials due to the significant Z-number (atomic
number) contrast, which arises as lighter elements deflect primary beam electrons less,
yielding a brighter signal (in the bright-field imaging mode) in these regions. Using the
dark field mode, i.e. focusing the post-specimen lenses to capture scattered electrons,
then reverses the signal.
A significant part of TEM imaging involves the preparation of the sample cross-
section, which has to be milled out of the substrate and thinned to a thickness less than
100 nm for good transparency. Figure 3.7 (a) illustrates part of this process, where first
a Ga focused ion beam (FIB) system with an in-situ SEM is used to carve out trenches
and thick support structures at the sides and bottom of the cross-section, and then the
finely milled region in the middle that is left quite thick (on the order of 10 µm). A
microprobe can then be directed and attached to the edge of one of the supports, by
depositing a thick layer of tungsten. The region at the bottom of the side trenches is
then milled out to separate the cross section from the substrate. The cross section can
then be mounted onto a specimen holder or retained on the microprobe. High precision
milling of the middle region of the cross section is then performed to thin the sample
down to the required thickness for electron transparency. The milling system used was
a FEI Helios G4 CX DualBeam , which consists of two columns aimed at the sample
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space, used for milling and imaging in one sample space. Similarly to an SEM, the
FIB uses a Ga+ ion source to produce an ion beam, and is accelerated through a series
of lens stages to produce a focused high energy beam. The TEM/STEM microscope
used was a FEI Titan Themis 300 kV system, which supports many additional electron
microscopy and spectroscopy modes, some of which are discussed in a later subsection.
The technical aspects of the sample preparation and operation of the TEM were handled
by a trained operator.
Figure 3.7 (b) shows the difference between the TEM and STEM operating modes. In
the TEM mode, the sample is exposed to a wide collimated beam, whereas in the STEM
mode, a probe is formed with the beam and thus it must be scanned across the surface
to produce an image of the cross section. The STEM mode allows new information
about the sample to be collected that is not attainable in the TEM mode. In TEM
mode, electrons scattered by the sample at a high angle result in a defocusing effect
of the diffraction spot projected onto the detector, due to the objective lens chromatic
aberration. In STEM, there is no objective lens below the specimen, such that the
electrons emitted at high angles are captured directly using large annular detectors,
and inelastically scattered electrons can be detected without defocusing effects due to
chromatic aberrations. Additionally, emitted SEs yield topographical information in
STEM mode due to the small probe size. The Titan Themis has the three modern STEM
detectors, the bright-field detector that detects primary beam electrons (non-scattered)
and low-angle scattered electrons, an annular dark field (ADF) detector, and a high-angle
ADF (HAADF) detector. The ADF detector can be used to detect electrons deflected
at a moderate angle, such as electrons elastically scattered by the Coulomb repulsion of
nuclear cores (Rutherford scattering), or certain inelastic collision that lie with the ADF
detector angle. The HAADF detector is intended to detect only inelastically scattered
electrons, usually scattered at the highest angles, so that a very high Z-contrast at a
high spatial resolution can be achieved[186].
3.3.3 Scanning probe microscopy techniques
Atomic force microscopy (AFM) was used to measure the thickness of deposited ma-
terials at the nanoscale, through step height measurement, and to estimate the roughness
of surfaces. Figure 3.8 shows a schematic of the essential components of an AFM sys-
tem. The substrate is placed on a chuck with a vacuum line to hold it in place. The
substrate is aligned with the AFM probe, the cantilever and the tip, using the computer
controlled stage connected to the chuck. A suitable height of the probe is adjusted by
finding the focal point of the camera system with the substrate surface. AFM measures
the force of interaction between a very sharp tip, and the surface near the tip. A range
of forces are experienced depending on the distance to the sample. These forces cause
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Figure 3.8: Schematic of the basic components of the AFM system used.
the cantilever connected to the tip to bend. A red laser is then aligned onto the back
of the cantilever, such that the bending cause a change in the beam trajectory. The
changes in the beam are captured by an optical system and shone onto a four-quadrant
photodiode. An adjustable mirror allows the beam spot to be centred in the middle
of the photodiode when not engaged with a surface. When the cantilever is deflected
the photodiode detects lateral and transverse motion through the deflection of the laser
onto different quadrants, yielding four signals. If the tip is dragged along a surface in
the direction parallel to the cantilever arm, the differential signal between the top and
bottom quadrant provides a measure of height. The differential signal between the left
and right quadrants provides a measure of the torsion experienced by the cantilever,
caused by deflections perpendicular to the cantilever arm. Generally the AFM system
can be operated in two modes in terms of contact with the surface. A direct mode
consists of keeping the tip at a constant height, scanning the surface and measuring tip
deflections. Alternatively, in feedback mode the deflection amplitude can be fed back
into the height control system, to maintain a given height of the tip above the surface
at the given position. These two modes are considered variants of contact mode.
The interaction of the tip with a sample is characterised by the force-distance curve,
which is simply a plot of the force determined from the cantilever deflection, against
the distance between the surface and the tip (in relative terms). As the tip approaches
the surface, intra-molecular forces become important, and can repel or attract the tip,
depending on the type of interaction. The z-scale of the height measurements can be
calibrated when the tip first makes contact with the surface, by measuring the deflection
of the laser beam as a function of cantilever displacement towards the surface, which
for a solid surface yields a linear response. The force experienced by the tip can be
determined using Hooke’s law
Fd = kcl∆d (3.8)
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where ∆d is the deflection amplitude relative to the equilibrium position, and kcl is the
spring constant of the cantilever. The spring constant is determined by the geometry
and the materials of the tip and the cantilever structure, it is usually provided by
the manufacturer if commercial tips are used. However the spring constant is very
sensitive to the length and thickness of the cantilever[187], so that quantitative force
measurements require accurate knowledge of the tip geometry. If the tip is soft relative
to the surface, attractive and repulsive forces will deflect the cantilever at a greater
distance than with stiffer cantilevers. The true force-distance curve of the sample surface
is found by accounting for the tip displacement, which was previously used as a measure
of height.
The tip may be operated in a number of different ways to measure the surface to-
pography of a sample, that provide more information and some significant advantages
over the normal contact mode. The system used was a Bruker Icon AFM operated in
tapping mode, and the tips used were standard silicon nitride OTESPA tips with ap-
proximately 300 kHz resonant frequency. In tapping mode, the tip height is oscillated
at or near the resonant frequency of the cantilever, such that when the oscillating tip
is lowered towards the surface and impinges on it, the amplitude of the oscillation (the
drive amplitude) decreases as a function of distance from the surface. The drive ampli-
tude is then recorded and fed back to the Z-motion controller to maintain a constant
tapping force (the tracking force) on the sample. In this mode, weak surface-tip interac-
tions such as Van der Waals forces and liquid surface tension effects are screened by the
substantial force of the oscillating cantilever. An image is rendered by raster scanning
the tip across a specified surface area up to 100 µm × 100 µm and measuring changes
in amplitude at each grid point of the surface. As the measurement at each position
is differential, nanoscale measurements shows constant offsets due to external effects,
such as a slight inclination of the substrate on the chuck. The internal image processing
software attempts to correct the offset if there is a clear reference plane. With images
of a surface showing only one step, the correction usually has to be done manually with
image processing software.
3.3.4 Compositional imaging and mapping
To determine the elemental composition of the fabricated MIM structures, electron
and X-ray spectroscopy techniques were used. Electron energy loss spectroscopy (EELS)
and energy dispersive X-ray (EDX) capabilities are built into the Titan Themis system
used for S/TEM imaging. In the STEM mode, EDX data can be collected at the same
time as forming an image using the HAADF detector, which allows high spatial resolu-
tion mappings to be created. When high energy electrons are incident on a material, a
series of interactions occur that generate new electrons and X-rays characteristic of the
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Figure 3.9: (a) Qualitative energy diagram of the nuclear potential and associated
electron energy levels, grouped into electron shells K, L, M and N. (b) Classification
of the characteristic X-rays and inelastically scattered electrons emitted from an atom
upon irradiation of high energy electrons.
composition of the material. Electrons moving at relativistic speeds (greater than 100
keV kinetic energy) are not screened effectively by the electron clouds of the atoms, and
therefore can pass through the atoms. In doing so, electrons occasionally collide with
the nuclei and the core electrons held deep in the nuclei potential wells. As the nuclear
potential of each element is unique, the electron energy levels of the resulting atom are
unique to that atom. Due to the significant confinement of the atomic potential for core
electrons, significant incident electron energies are required to displace them. Figure 3.9
(a) shows a diagram of such a nuclear potential, which causes a significant energy gap
to exist between electron shells. The electron shells arise when analysing the spherical
symmetry of the atomic potential, which, as discussed before, results in a set of allowed
quantum numbers for the wavefunction of a single electron. In the Bohr model of the
atom, where the electrostatic potential energy is simply due to the nuclear charge Zn,
the electron states in each shell are degenerate. This degeneracy is usually lifted due to
subtle atomic effects, such as the coupling of internal magnetic moments, which produce
distinct states with new quantum numbers. These properties vary depending on the
element and may depend on the chemical environment for light elements also, introduc-
ing energy shifts in the detected radiation. In order for EDX and EELS techniques to
be widely applicable, considerable work was invested in the documentation and classi-
fication of the characteristic energy levels of the elements. The EELS Atlas is a widely
used public database of collected spectra for the elements most frequently encountered
in materials science[188].
Figure 3.9 (b) shows a simplified diagram of the classification system used to identify
characteristic X-rays and inelastic electrons for a given element. High energy primary
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beam electron occasionally displace core electrons, leaving significant positively charged
holes. Electrons from higher energy shells may or may not relax into these holes, depend-
ing on the selection rules imposed by the particular transition. The selection rules are
represented by the change in quantum numbers of an electron during a transition[189],
which results in certain direct transitions being forbidden due to the violation of conser-
vation laws. The characteristic X-rays are named from a specific transition, for example,
the Kα X-ray for a given element corresponds to a transition of an electron from the
L shell to the K shell. Transitions from higher shells to the K shell are then named
iterating the greek alphabet as Kβ, Kγ, Kδ and so on. These shells correspond with the
principle quantum number n (Equation 2.11) of the atom, which represents essentially
the ground state of the shell, since the angular and magnetic moment quantum num-
bers are 0. If the resolution of the system is sufficient to detect the non-degeneracies of
electrons within each shell, then the characteristic X-rays can be named further accord-
ing to the specific energy levels involved in the transition. This level of detail was not
required for the experiments in this work however, so only a knowledge of the general
shell peak positions and amplitudes are important for the determination of composition.
Both EELS and EDX provide similar information that is measured differently.
Fundamentally, EDX is less sensitive to light elements, as the chances of an electron-
electron collision are reduced, resulting in their characteristic X-ray intensities being
reduced. However compositional mapping using EDX is much easier since the X-ray
results are directly interpretable through the classification system. X-rays are emitted
at many angles from the sample, and are collected as near to the sample as possible
for a strong signal. The EDX detector used was a FEI Super-X 4-detector system with
0.3 nm pixel resolution and an energy spectral resolution of less than 140 eV. The EDX
mapping is created by the internal software through automatic determination of the
elements at a given primary beam location by identifying the energy of the detector
signal peak amplitudes.
EELS is known to be more sensitive to light elements, and has a higher spatial and
energy resolution, and can provide more information on the material properties of the
sample[190]. However interpretation of the results involves identifying the interactions
that produce the collected electrons, making analysis difficult. The electrons in EELS
are collected in a Gatan GIF Quantum ER spectrometer with 0.1 eV energy spectral
resolution. Simultaneous EELS/STEM imaging was not possible as the system was not
set up to use the ADF/HAADF detectors in this mode. EELS results were analysed
using the Gatan EELS suite, which uses known data to analyse the collected spectra.
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3.4 Electrical measurement techniques and apparatus
3.4.1 Temperature control
Measurements of the temperature dependence of the (current–voltage) I–V curves
of MIM devices were performed using different systems. Cryogenic measurements were
performed in a cryogen-free variable temperature insert (VTI) supplied by Cryogenic
Limited. The ceramic chips containing the devices are loaded onto a connector at the
end of the probe stick, called the cold finger, made of a high thermal conductivity metal
and containing a temperature sensor. At the top of the probe stick a multi core cable
delivers the connections from the devices to a breakout box with coaxial terminations
suitable for the measurement equipment. The cryostat is a continuous flow system, which
allows minimal consumption of helium and can be maintained at base temperature as
long as required. The system is prepared with two external continuous flow systems
(water chiller coupled to He compressor) that successively cool the internal magnets
(not used), and the cold parts of the helium circuit shown in Figure 3.10. When the
temperature of the helium drops below 4.2 K in certain regions of the circuit, the helium
condenses into its liquid phase. The sample space, that is separate from the main helium
circuit, is filled with a small amount of helium. The oil-free pump pushes helium vapour
around the circuit to first be passed through a charcoal filter that removes unwanted
contaminants. The helium vapour is then cooled by a 40 K and 4 K stage and collected
at the helium pot. When most of the helium vapour has condensed to the liquid phase
in the helium pot, the needle valve can be tightened such that the pump pulls the liquid
helium through the constriction, allowing it to reach temperatures as low as 1.2 K. The
needle valve output feeds directly to a heat exchanger coupled to the sample space, the
walls of which can subsequently be cooled to sub-4 K temperatures. When this happens
the helium in the sample space condenses onto the walls, and due to the surface tension
of the liquid phase, forms a contact with the cold finger, reducing its temperature. The
best heat-exchanger temperature achieved during experiments was approximately 1.6 K,
whilst the best achieved temperature of the cold finger was approximately 2.6 K. When
the heat exchanger has reached base temperature, the probe stick is mounted to the
sample space circuit and sealed with vacuum-tight clamping bolts. The sample space
is brought under vacuum using a roughing line to roughly match the pressure in the
sample space. On disconnecting the roughing line, the gate valve is opened to allow the
transfer of the sample to the heat exchanger. The VTI pressure gauge shows negligible
pressure when the helium in the sample space has condensed.
The heat exchanger temperature sensor (sensor A), and the coldfinger temperature
sensor (sensor B) are fed into a Lakeshore proportional-integral-derivative (PID) tem-
perature controller, which controls a set of internal heaters that warm up the heat
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Figure 3.10: Schematic of the 4K cryogen-free closed-loop continuous flow system
used for low temperature measurements.
exchanger. The PID controller attempts to maintain a set-point temperature of sensor
A based on its P, I and D settings, which are set depending on the conditions of the
cryostat. The temperature curves of the sensors were calibrated by service engineers
and are programmed into the PID controller. The PID controller is connected to a
PC through GPIB connectors, and controlled by a Labview program that sets the PID
values in the operating temperature range and collects data continuously. A separate
Labview program was developed to record sensor A and B measurements at each I–V
point measured. Due to the temperature difference between sensors A and B varying
with the temperature of the system, the system was operated and inspected manually
when changing the setpoint temperature. As there was no on-chip temperature sensor,
the measurements were started at least 10 minutes after the setpoint was reached. The
system and measurement circuit is grounded and shielded from internal and external
noise sources. Temperature dependent I–V measurements ranging from 2.6 K to 290 K
were taken for a series of devices.
A high temperature system was developed in-house early during the project to inves-
tigate possible thermally activated emission processes occuring in devices with thicker
Figure 3.11: Schematic of the sample mount which houses the sample and makes a
good thermal contact with the hotplate surface.
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Figure 3.12: Schematic of the in-house built high-temperature measurement system,
which provides fully shielded connections to the sample mount.
films. It was also used to extend the temperature range of the tunneling I–V measure-
ments of very thin devices to a maximum of 160 °C, or 433 K. The system is based
on a programmable IKA RET CV hotplate, which can be operated via a serial RS-232
connection to a PC running Labview. The hotplate has an additional input for an ex-
ternal Pt100/Pt1000 temperature sensor which can be monitored by the internal PID
controller, allowing the hotplate temperature to be dictated by the response of an ar-
bitrary external entity rather than the hotplate temperature itself. A cryogenic quality
brass device mount was designed and commissioned to a mechanical workshop, to pro-
vide a means of making a good thermal contact between the hotplate and the device
and simultaneously making low noise connections to the device. Figure 3.11 shows a
diagram of the sample mount structure. Two polyimide printed-circuit-boards (PCBs)
were designed and commissioned to provide contacts to the device, and a spacer layer
that insulates the contacts from the brass lid. The polyimide material provides the
highest temperature stability and thermal conductivity combination available, and an
electroless-nickel/electroless-palladium/immersion-gold (ENEPIG) plating was used for
the PCB traces to provide good resistance to the ball bonder and to improve corrosion
resistance. The ceramic chip is placed upside down in a precise indentation on the sam-
ple mount, exposing the underside contacts that run from each side. The ball-bonder
can then be used to bond the inner PCB edge contacts to the ceramic chip, where using
the underside makes removal of the bond wires easier after an experiment. The outer
PCB edge contacts were designed to form a plug-pin system with external copper wires
that connect to the outer enclosure. Gold plated high temperature resistant plugs were
soldered to through holes at the outer edge of the PCB using high-Pb content solder,
also resistant to high temperatures. Indentations were placed as near to the devices as
possible at the same depth as the chip indentation, allowing Pt100 sensors to be housed,
fixed in place using GE varnish thermal contact glue, and soldered to dedicated PCB
traces.
Figure 3.12 shows a diagram of the complete hotplate system. The copper wires
Chapter 3. Experimental Details 92
are soldered to SMA panel mount connectors (165 °C rated) on one end and gold-
plated pins on the other. SMA cables running from the enclosure then connect the
temperature sensor and device connections to a breakout box that contains heat sinks
(for safety considerations), BNC coaxial connectors for the measurement systems, and
a special connector for the temperature sensor feedback cable to the hotplate. Since the
top surface of the ceramic chip is gold plated, and the body is made of aluminium oxide,
which is widely used for its high thermal conductivity, a good thermal contact can be
made with the sample mount body. The mount lid encloses the device and the sensors
using threaded screws, and a central spring loaded (S.L. in Figure 3.11) ball screw, which
is softly fastened to apply a small pressure to the back of the chip package, holding it in
place and ensuring a better thermal contact. The PCB connector board and the brass
mount body are cleaned between uses by ultrasonication in acetone followed by a rinse
in IPA and N2 drying. A simple simulation of heat transfer in the sample mount was
developed during the design phase in COMSOL, which was used to determine where
the most serious temperature gradients occurred. Thermal gradients across different
metals induce voltage noise in the circuit due to the Seebeck effect. With a knowledge
of the material parameters of the brass mount, the PCBs and the chip package, it was
estimated that under an ideal thermal contact the chip package temperature would reach
a 100 °C set point in approximately 5 minutes from 20 °C, and the important thermal
gradients where mostly along the PCB traces between the devices and the edge plug
connectors. The Labview program was made such that setpoints and measurements
could be automated. A delay of at least 5 minutes was used between the attainment of a
stable setpoint temperature, and the initiation of a measurement cycle. The temperature
was recorded for each point as with the cryostat system.
3.4.2 Electronic measurement systems
A series of measurement systems were used to electronically characterise the fabri-
cated devices. All connections to the measurement equipment including the temperature
control systems were shielded using standard BNC and SMA cables ground at one end,
with the ground loops being broken at a specific point in the circuit depending on the
mounting system used. For the measurements at room temperature, a series of three
small PCBs were created consisting of a soldered chip package connector and BNC con-
nectors at the edges. Each PCB connected two specific chip package connector pins
and the remaining 18 connections connected to the grounded coaxial shield. The BNC
connectors used had a negligible series resistance (non-50 Ω) in this case, as impedance
matching was not necessary at the AC measurement frequencies used. Standard RF
coaxial cables were used with a matching impedance of 50 Ω and at most 100 pF.m−1
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Figure 3.13: Circuit diagram of the measurement circuit used to measure the I–V
curves of the fabricated devices.
shunt capacitance. The series inductance in all the AC measurement circuits were es-
timated to be at most on the order of 100 µH, a very small value at the frequencies
considered and is thus neglected.
Direct-Current (DC) measurements were performed using a Labview controlled Keith-
ley 2400LV source-measure unit. The equivalent circuit of the measurement system in
this case is shown in Figure 3.13. The internal impedance of the 2400LV is less than 1
Ω and is thus ignored as it is much smaller than all other circuit elements of the system.
The applied voltage Va induces a current I that is measured by the internal ammeter of
the 2400LV, and the impedance at a given voltage point can be expressed as
ZDEV(Va) =
Va
I
−RS , (3.9)
where RS is the series resistance due to the device connections, which is due to many
contributions along the circuit. The connections in the cryostat system from the mea-
surement end to the chip package connector presented a contribution between 50 and 100
Ω, and in general the fabricated devices had at most a 100 Ω series resistance between
the ceramic chip package edge and the fabricated capacitive junctions. As most devices
had a DC impedance much greater than RS ≈ 200 Ω over the whole bias range, RS was
thus ignored in the analysis of the DC properties of the junctions, so that the voltage
across the device is taken as the applied voltage. For devices with a high capacitance, a
delay between the change in voltage and the current measurement was applied to avoid
errors due to capacitive charging and discharging effects. The internal ammeter analog-
to-digital converter (ADC) was set to average the measured current over the longest
time possible (approximately 0.5 s), effectively acting as a low pass filter with a low
frequency pole (approximately 2 Hz). Further averaging was employed for thick devices
showing very high impedances, but generally was not necessary, and was avoided due to
risk of damaging the devices under a maintained high voltage.
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The first AC measurement system available was a Signal Recovery 7225 lock-in sys-
tem. Amongst other functions, the lock-in can be used as a voltage signal source syn-
chronised with a phase-sensitive ammeter or voltmeter. The phase-sensitive detector
operates by feeding the digitised measured signal to in-phase and quadrature digital-
signal-processing (DSP) multipliers. Consider a signal measured in a wide bandwidth
system, in response to a source operating at frequency ω0, contaminated by a noise
signal at frequency ωN
f(t) = A0 cos(ω0t+ φ0) +AN cos(ωN t+ φN ) (3.10)
where A0,N and φ0,N are the amplitude and phase of the response and noise compo-
nents of the signal f(t). This signal is multiplied by demodulation functions fX(t) =
2cos(nhω0t) and fY(t) = 2sin(nhω0t) where nh is the lock-in harmonic number, always
set to unity in this work, and X and Y are the ‘channels’ that represent the signal in
the complex plane (Y is the imaginary axis). The resulting signals f(t) × fX(t) and
f(t)×fY(t) are then fed into a low-pass filter with a pole much lower than ω0, such that
DC offsets in the signal can be extracted. Using the identity
cos(ωt+ φ) = cos(ωt) cos(φ)− sin(ωt) sin(φ), (3.11)
the signal f(t) can be decomposed, and terms of the form cos2(ω0t) and sin
2(ω0t) occur in
the X and Y channels respectively. Through the identities cos2(ω0t) = 0.5(1+cos(2ω0t))
and sin2(ω0t) = 0.5(1− cos(2ω0t)), one can see that an offset factor of 0.5 exists due to
these terms. The other multiplied components of the waves on the other hand produce
terms that on average fluctuate about zero, and given a long enough averaging period,
these contributions are suppressed at the low pass output. The value of channel X in
response to f(t) is then given by
AX = A0 cos(φ0), (3.12)
and for channel Y
AY = −A0 sin(φ0). (3.13)
The complex form of the signal can then be reconstructed from AX and AY as
fr(t) =
√
A2X +A
2
Y exp
[
i arctan
(
AY
AX
)]
exp(iω0t) = A0 exp(iφ0) exp(iω0t). (3.14)
Therefore the amplitude and phase of the response signal can be determined very ac-
curately, and is limited by the integration time constant, that should be set to a value
greater than 20pi/ω0 s to obtain a stabilised value.
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The lock-in amplifier was used in the ammeter mode, and the equivalent circuit in
this case is shown in Figure 3.14. In this case the values of AX and AY correspond to the
real and imaginary components of the measured current. The bandwidth of the ammeter
input amplifier was limited to about 2 kHz (in the wide-bandwidth mode), as beyond
this frequency the gain depends on the load as well as the frequency, and therefore
measurements with a small, frequency-dependent load are very difficult to interpret.
At low frequencies, the voltage source is offset by a constant phase that needs to be
accounted for in the measurements to obtain correct signal phase measurements. These
phase offsets remain constant over time, so they were entered into a lookup table in the
Labview program that operates the SR7225. The offsets were measured using a very
low parasitic capacitance, 0.01% tolerance metal-foil 100 kΩ resistor, placed where the
ceramic chip package would be in the measurement circuit, so as to simulate an ideal real
impedance in the measurement circuit. The phase values obtained at each measurement
frequency were then used as the phase offsets corrections for an arbitrary impedance
device placed in the measurement circuit. The measurement of this arbitrary impedance
is then limited by the frequency response of the measurement circuit itself. From the
circuit in Figure 3.14, the internal impedances of the voltage source and the ammeter
are given as rs = 50 Ω and rA ≈ 250 Ω at 1 kHz respectively[191]. The measurement
circuit is then not limited by the stray capacitances unless their impedances become
comparable to rs and rA. Starting from the voltage source side, as long as rs  (ωCs)−1,
then the voltage across the left stray capacitor is va(ω). From the right side, as long
as rA  (ωCs)−1, then the current measured is that coming from the device branch.
This is only true if rs, rA  ZDEV(ω) of course, however ZDEV(ω) is not required to be
much greater than (ωCs)
−1, as long as the previous conditions are held, therefore the
effect of the stray capacitance can be neglected under these conditions. In this case, the
impedance derived from the X and Y r.m.s. current values and the known r.m.s. voltage
is representative of the device on the ceramic chip.
Figure 3.14: Circuit diagram of the measurement circuit used to measure the complex
impedance of the fabricated devices as a function of frequency.
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A different system with a wider bandwidth and load correction capabilities became
available at a later time. A Rohde&Schwarz 8118 LCR meter was used to perform
AC measurements from 20 Hz to 200 kHz, and to perform capacitance voltage (C–V)
measurements. This system provides the same information as the SR7225 lock-in, but
with a greater frequency range and flexibility, and the ability to apply a DC offset voltage.
The circuit diagram of this measurement circuit is shown in Figure 3.15, configured as a
four-wire measurement. The 8118 has open, load and short compensation capabilities,
whereby the load of the measurement circuit can be accounted for in the determination of
the impedance[192]. To perform this compensation, an empty ceramic chip package was
placed in the measurement system to perform a measurement of the open circuit, and
for the short circuit, a ceramic chip package with a gold wirebond shorting the relevant
contacts was used. The load setting was ignored as it was not necessary. Coaxial
T-junctions were used as the PCB mount was very small, so that a separate PCB
with four connectors was not necessary. The data was collected by a Labview program
in the magnitude-phase configuration, which provides A0 and φ0. The minimum AC
r.m.s. voltage applicable is 50 mV, and the impedance is determined internally. The
slow measurement mode was used for maximal accuracy, which similarly to the lock-in,
controls the time constant used in the averaging. The consistency between the 8118 and
the SR7225 lock-in was verified using a range of capacitors, and the systems were found
to have negligible differences up to 1 kHz.
A Keithley 2400LV was used to provide a computer controlled DC offset voltage which
enables C–V measurements, however the connection is not direct, rather the 8118 has an
internal source matched to the voltage seen at the 2400LV terminals. This prevents the
2400LV from being used in its source-measure mode, which should be configured to only
source a voltage. In a C–V measurement, a constant voltage Va is superimposed with
the AC signal va(ω) is applied to the device, and the AC current is measured similarly
Figure 3.15: Circuit diagram of the measurement circuit used to measure the com-
plex impedance of the devices as a function of both frequency and an applied bias
simultaneously.
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to the lock-in method. The voltage applicable in a C–V measurement is limited by the
impedance of the device, i.e. when the DC offset current becomes too large for the
internal ammeter and voltmeter. This limited the range of the C–V measurement for
the more conductive devices, as well as the upper frequency used to determine the AC
impedance. Furthermore only a positive voltage can be applied, so that the device PCB
had to be flipped to obtain both polarities.

Chapter 4
Fabrication Results and Characterisation
4.1 Introduction
The fabrication and results of the fabrication of the metal-insulator-metal (MIM)
devices are detailed in this chapter. An analysis and discussion of each critical step in
the fabrication process is presented in a chronological order. The first section treats the
design and fabrication of MIM capacitors and tunnel junctions. These devices are built
specifically for investigating the material and electronic properties of these thin films over
a large surface area. The results of the characterisation of the fabricated devices are used
in Chapter 5 to estimate the performance of a metallic SET with multiple islands. The
two critical parameters needed for the estimation of the calculation of the capacitance
and current density are the area of the device and the thickness of the insulator film.
It is first shown that using a standard photolithography and metal deposition process,
geometrically consistent and repeatable metallic electrodes can be created for a wide
variety of junction areas, ranging from 1300 µm2 to 724000 µm2. Next it is shown that
the ALD film grows linearly with the number of cycles on both quartz and Au through
thickness measurements over a wide range of values from 1.4 nm up to 30 nm. The final
section details the final steps of the device fabrication and presents a summary of all
devices fabricated.
4.2 MIM capacitor design and fabrication
MIM devices were designed to study the electronic properties of ultra-thin Al2O3
layers deposited by ALD, when in contact with similar and dissimilar metals. The
purpose of these devices was to determine the capacitance and the tunneling properties
as a function of surface area, and thickness of the Al2O3 layer over a large area. In such
devices the aspect ratio of the critical electrode dimensions to the thickness of the device
is on the order of 104. As there is a lack of literature that targets the fabrication of
SETs using ALD[102, 103] using methods suggested in Chapter 2, although promising,
there appears to be little understanding of the material properties of the junctions with
respect to the SET parameters extracted from the measurements. In order to close this
gap, these large-area MIM devices provide a method of investigating the consistency
of the material parameters as the geometry of the junctions is changed, and at Al2O3
thicknesses of relevance to an SET device. The primary benefit of using large-area
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Figure 4.1: Mask patterns (polarity inverted) for forming the bottom electrodes. The
diameter of each disc is within each cell is indicated by the red font.
devices is the ease with which they can be fabricated and measured, compared to complex
multi-layer electron-beam lithography fabrication processes and very high sensitivity
measurements. Another important benefit is that significant inconsistencies in the film,
such as pin-holes, should be rather obvious in an electronic measurement. Of more
interest are the subtle inconsistencies in the junctions, which are expected to produce
discernible electronic effects that are more easily qualified, or identified. However these
effects are not readily quantifiable due to the associated uncertainty in the distribution
of defects or inconsistencies, and the difficulty associated with accurately characterising
materials at the nanoscale over large surface areas. This issue is addressed in Chapter
6, with regard to the dependence of the capacitance and tunneling properties on the
geometry of the fabricated MIM devices.
4.2.1 Design details
The fabrication process is based on a series of photolithography patterning steps and
subsequent depositions by electron-beam evaporation (EBE) or ALD, and an Al2O3 etch
step to expose contacts to the coated bottom electrodes. Figure 4.1 shows the inverted
mask pattern for creating the bottom electrodes, which is similar to the top electrode
mask. The patterns on the mask were designed to align in groups of four, so that the
minimum substrate dimensions are 1 cm by 1 cm, each containing 26 devices with a
set of four different values of surface area. The stacked MIM structure is formed by
depositing Al2O3 films with a specific thickness by ALD, and subsequently depositing
top electrodes of approximately equal dimensions to the bottom electrodes. The junc-
tion area is therefore defined by the overlapping area enclosed by the bottom and top
electrodes. In the case that the electrodes are well aligned, the smallest diameter disc
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(those shown in Figure 4.1 by design) defines the junction area such that
AJ =
1
4
piD2c (4.1)
where Dc is the critical diameter, and it is assumed the interfaces are perfectly planar.
There is also a very small additional contribution to AJ due to the overlap of the top
electrode connecting wire, which was generally ignored in subsquent calculations, but
acknowledged as a small source of uncertainty in the precise area AJ . The wires were
made very narrow on the order of 2 − 10 µm depending on the device, to reduce the
stray capacitance. Due to the very large aspect ratios of the structures, a parallel
plate model of the MIM structure capacitance is a very good approximation. Circular
electrode structures were used to minimize the fringe field strength due to sharp edges.
Simulations using COMSOL of the contributions to the capacitance due to the stray
fields at the edges of the structure showed that the error is much less than 1% for the
smallest area devices. The capacitance of the junction can then be written as
CJ = r0
AJ
tJ
= pir0
D2c
4tJ
(4.2)
where tJ is the thickness of the junction. The capacitance can be extracted from mea-
surements of the impedance and a suitable equivalent circuit model, which, given an
accurate knowledge of tJ , allows the relative permittivity of the film to be calculated.
Figure 4.2 shows an image of the etchmask pattern (one of four identical patterns)
used for devices with electrode diameters from 20 µm to 160 µm. A significant amount
Figure 4.2: Mask patterns for forming the etch mask, which protects the deposited
ALD film in the region of the electrodes exposing only the tip of the connecting wire.
Small structures between 1 and 10 µm were designed around the edges for the purpose
of ALD film thickness measurements.
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of space (at least 50 µm) was left between the edge of the bottom electrode disks and
the edge of the central etch mask pattern to stop the creeping of a wet etchant under
the resist from reaching the device region. Small patterns with critical dimensions
ranging between 1 and 10 µm are laid out around the edge of the etch mask, which were
intended to leave small patterns of the deposited Al2O3 film that are more easily imaged
by AFM. As can be seen in Figure 4.1, small bars are deposited around the edges of the
devices which overlap with a portion of the etch mask patterns. This was intended to
allow thickness measurements of the Al2O3 layer on the deposited bottom metal layer,
and on the neighbouring quartz surface within a small area for AFM imaging. The
deposited films are optically transparent and thus the top electrodes are easily aligned
with the bottom electrodes using the mask aligner system. The top electrodes were made
separate from the bulk electrodes that connect to the contact pads for the ball bonder.
This allowed different top electrode metals to be deposited, whilst retaining gold contact
pads with a chromium adhesion layer, suitable for the ball-bonding process.
Figure 4.3 shows a logarithmic plot of the range of capacitance values achievable in
principle over the range of areas and thicknesses. The capacitance values were calculated
using Equations 4.1 and 4.2 with a value r = 9, a commonly reported value for ALD
deposited Al2O3. The chosen values of AJ result in a significant range of area, and
consequently a significant practical range of capacitances on the order of 10 pf to 10 nF.
Figure 4.3: Logarithmic plot of the possible range of capacitance values provided by
each electrode diameter, where the height of the box represents the range provided by
the change in thickness. A relative dielectric constant value of r = 9 was used.
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The fabrication of devices was performed in batches of up to 8 substrates at once, and
a certain range of values of tJ and Dc where chosen for each batch. Capacitors with
diameters greater than 160 µm were generally only used for thick films (tJ ≥ 10 nm),
and thus were usually used only for measurements of the dielectric constant as a function
of thickness. Devices with diameters 160 µm or less, and with thin films were used for
I–V measurements as well as capacitance measurements. Although thicker film devices
were characterised, the conduction mechanisms at such length scales are not directly of
interest to SET devices and thus less effort was invested in quantifying the conduction
mechanisms. These devices are more suited to determining the bulk properties of the
film[193], which may or may not show a consistent behaviour with the thin-film devices.
4.2.2 Fabrication process
The fabrication process was developed early on in the project and did not change
significantly between produced batches, therefore the general process is described below
in sufficient detail to be reproduced, and the important details are treated in further
sections. The MIM devices were fabricated using 500-µm-thick quartz, single-side pol-
ished wafers, diced into 1.7 cm by 1.7 cm square substrates using the wafer saw. The
substrates were then cleaned by ultrasonication in water to remove large particulates (at
least 5 minutes), in acetone to dissolve organic compounds and water residue (a least
5 minutes), and finally in IPA to remove acetone residue (at least 1 minute). The sub-
strates are dried using a N2-gun for at least 20 s. The substrates surfaces were observed
using the dark-field microscope to check for damage or optically visible residue.
The bottom electrode resist layer was formed using optical lithography with a LOR-
3A/S1813 photoresist bilayer to ensure a good undercut is produced. Prior to LOR-3A
deposition, the surface must be treated with HMDS to ensure good adhesion between
the resist layer and the substrate for contact lithography. The substrates are placed on
a hotplate at 200 °C to evaporate remaining solvent and water molecules on the surface.
Substrates are then placed (serially) on a spinner chuck with the vacuum turned on,
and HMDS solution is applied to the substrate surface using a small pipette. The chuck
is spun at 5 krpm for 30 s to finely distribute the solution on surface, after which it is
placed on the 200 °C hotplate for at least 1 minute. A short rinse in IPA then cleans
the surface of HMDS solution residue, and the substrates are again left on the 200
°C hotplate to evaporate IPA residue. The substrates are then placed (serially) into
a different spinner, and coated with a LOR-3A layer at 500 rpm for 5 s to coat the
substrate evenly, and 5 krpm for 45 s for a uniform coating, approximately 300 nm
thick. This layer is then baked between 180 and 200 °C for 3 minutes. It was found at
this stage that a good thermal contact between the hotplate surface and the substrate is
indispensable, since a poor contact under-bakes the resist and causes it to dissolve much
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Figure 4.4: Schematic of the EBR process for ensuring a good contact with mask
during contact lithography processing.
too fast, which subsequently causes the resist bilayer to collapse, or delaminate from the
substrate upon development in MF-319. For the S1813 layer, the substrates are placed
on a spinner chuck, and S1813 is dispensed and spun at 500 rpm for 5 s followed by 5
krpm for 45 s, yielding a resist thickness of at most 1.2 µm. The layer is then baked at
115 °C for 2 minutes.
As the wires connecting the devices in some cases are very small (< 5 µm), an edge-
bead-removal (EBR) process was used on such substrates to ensure the distance between
the mask and the resist was minimized. Edge-beads arise at the corners of the substrate
due to the surface tension of the S1813, which causes these regions to have a resist
thickness on the order of three times the nominal thickness, preventing a good contact
between the mask and the central resist region. Figure 4.4 shows a diagram of the
EBR process, where Si/SiO2 1.1 cm by 1.1 cm square substrates, prepared and cleaned
identically to the quartz substrates, are turned upside down and gently placed on the
resist surface. A small amount of pressure is then applied to the back of the Si/SiO2
substrate using tweezers, to hold it in place during transferral to the mask aligner. The
substrates are placed up to four at a time on the mask aligner chuck, and exposed for
4 s without a mask placed between the final collimating lens and the substrate. The
substrates are then gently agitated in MF-319 developer for 45 s to clear the exposed
edges of resist, and rinsed in a large beaker of DI water for at least 20 s, followed by N2
drying until the surface is water free. The remaining resist is then exposed for up to 8
s in the mask aligner, now with the patterned mask placed under the collimating lens.
A good contact is achieved between the central resist area and the mask patterns by
applying a high pressure to the bottom surface of the substrate, such that the mechanical
control is finger-tight. The resists are then developed in a large beaker of MF-319 for 45
s, or until the thinnest wires have developed which can be up to 1 minute depending on
the exposure time and quality of the contact, and finally rinsed in DI water for at least
20 s. The resist patterns are inspected in the bright and dark-fields to ensure that there
is no resist residue, and that the exposed quartz surfaces are free of visible contaminants.
The substrates are then placed in an O2-plasma asher for 40 s, including a 10 s ramp,
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and a sustained 50 W plasma power for 30 s, to clean the surface of adsorbed organic
compounds, and immediately loaded into the EBE system and placed under vacuum.
Processes were planned such that the substrates could be left in the EBE system
vacuum chamber overnight, to ensure the substrates have had plenty of time to outgass.
A chromium layer at least 5 nm thick was always deposited for the bottom electrodes,
to ensure good adhesion with the subtrate. This layer was deposited between 0.1 and
0.5 A˚.s−1. A gold layer between 25 nm and 45 nm thick is then deposited to form the
bottom electrode surface. This layer was deposited at a rate no greater than 5 A˚.s−1 to
minimize surface roughness due to uncontrolled build up of certain crystal planes over
others, but kept at a high enough rate to ensure the deposition time is short to minimize
adsorption of impurities in the chamber. The lift-off of the resist is then performed in
a solution of 1165 remover placed on a hotplate at 75 °C, for at least 10 minutes. The
substrate is then removed from the solution with tweezers, and the acetone wash bottle
is used to spray the surface, removing 1165, resist and metal residue as much as possible.
The substrates are then rinsed in IPA and blow dried with the N2 gun, to leave a clean
surface on the top electrodes. The electrode surfaces are then observed in the bright and
dark fields of the optical microscope to check for defects. In some cases, resist residue
can remain, thus an additional round of heated 1165, acetone and IPA rinses may be
needed to ensure the surface is clean. The substrates are ready for deposition of the
Al2O3 film by ALD at this stage.
The ALD O2-plasma source was used to clean the samples in the chamber, for 2
minutes at 200 °C and 300 W, after which the dielectric layer was deposited by ALD using
the TMA/O2-plasma method at 200 °C (process parameters are detailed in Table 3.2).
The growth-per-cycle (GPC) of this process was initially measured using a blank Si/SiO2
substrate exposed to 100 ALD cycles. An S1813 resist layer was then deposited and
patterned using an optical microscope for exposure (approximately 2 minute exposure
at full brightness and focused on the resist surface), which served as the etch mask. The
Al2O3 film was then wet-etched in a solution of orthophosphoric acid (85%), commonly
used for Al2O3[194], heated to 100 °C for a much longer time than needed. The formed
step was then measured by AFM and the GPC was determined to be approximately
0.114 nm.cycle−1. The next section details the film thickness characterisation. This
rate was then used to deposit devices with a specific design thickness, detailed in Table
4.1. The film is deposited everywhere on the substrate and thus an etch step is required
to expose the bottom electrode connecting wires. S1813 was found to be a suitable
masking material for short etch times, as minimal damage was incurred, as long as the
substrate was not left at bottom of the beaker. Acid resistant tweezers (PTFE was
suitable) were used to handle the substrates. An approximate etch rate was determined
in orthophosphoric acid by observing the progressive change in colour of the Si/SiO2
substrate between 1 minute exposures of the test substrate to the heated acid solution.
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It is well known that the colour of the Si/SiO2 substrate is strongly dependent on
the thickness of the SiO2 layer and additional dielectric layers. This fact is commonly
used to determine the number of monolayers in graphene sheets deposited on Si/SiO2
substrates[195, 196]. Using this method, an etch rate of approximately 2 nm.min−1 was
determined by finding the etch time at which the substrate colour no longer changes, and
using the film thickness value determined by AFM. An accurate etch time was generally
not required, and in most cases the substrates were gently agitated in the acid solution
for longer than required by up to a few minutes, to ensure the electrode contact wire is
clean of any insulating material. Cleaned blank Si/SiO2 substrates were placed in the
ALD chamber alongside the devices for each thickness point, which serve as monitor
substrates, used to easily measure the thickness of the film.
The Al2O3 etch mask was formed by first priming the surface with HMDS, then
depositing S1813 spun at 500 rpm for 5 s, 4 krpm for 45 s and subsequently baked at
115 °C for 2 mins. A shorter exposure time up to 4 s was used as this mask pattern is
mostly transparent, and the small features are easily over-exposed such that they are not
well resolved after development. The patterns are developed in MF-319 for 45 s, rinsed
in DI water, and baked again at 115 °C for up to 5 minutes to evaporate remaining
solvent, reflow (diffuse) the resist edges, and increase the resistance of the S1813 to
the etchant solution. The substrate can then be placed in the etchant solution for the
desired amount of time. It was found that for etch times exceeding 5 minutes, the resist
would incur significant damage, and the acid would creep a significant distance under
the resist, making AFM measurements of the step impossible. Despite this, the distance
between the etch mask edge and the electrodes was still sufficient to prevent exposure
to the acid, since the regions attacked by the etchant were readily observable optically.
The post-bake step was found to be essential in maintaining the adhesion and resistance
of the S1813 layer when in the etchant for a long time (only for films with tJ ≥ 10
nm). Following the etch, the resists are stripped using 1165-remover solution placed on
a hotplate heated to 75 °C, and subsequently rinsed in acetone and IPA, and blow dried.
Once the dielectric films were deposited, cleaning by ultrasonication was avoided as
the films are fragile when deposited on gold. This was determined in the very first batch
of devices made, which all showed short circuits. Subsequent batches were fabricated
almost identically, without cleaning by ultrasonication and the number of short circuited
devices was drastically reduced. To form the top electrodes, a PMMA/S1813 bilayer was
required to protect the underlying Al2O3 film from the MF-319 developer, which is a
Cycles 12 18 26 44 88 176 264
Thickness 1.4 nm 2 nm 3 nm 5 nm 10 nm 20 nm 30 nm
Table 4.1: Number of cycles used for the corresponding desired thickness, according
to the determined GPC, and assuming linear growth.
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strong etchant at room temperature. MF-319 was not used as the etchant although this
is simpler in practice, as significant residue was observed at the Al2O3 edges when a test
was performed, possibly due the formation of a precipitate, and thus was not used as
it made AFM imaging more difficult. The PMMA/S1813 bilayer can be achieved in a
number of ways, however in each case the results were not significantly different, thus the
most reliable process used is described, which was used for the most important devices
presented in this work. A 495k A8 PMMA layer was deposited, by spinning the substrate
at 500 rpm for 5 s, and 4 krpm for 45 s, which yields a thickness of approximately 400
nm. The PMMA layer is then baked at 150 °C for 8 minutes. The substrate is then
placed in the S1813 spinner, and S1813 is deposited at 500 rpm for 5 s and 5 krpm for
45 s. The time between the application of the S1813 and the initiation of the spinning
routine should be minimized to avoid excessive reaction between the PMMA and S1813
layers, and similarly should be baked as soon as spinning has finished. The S1813 layer
is baked at 115 °C for 2 minutes. The EBR process can be performed at this stage,
identically to the first layer. Afterwards, the S1813 is patterned by aligning the top
electrode mask with the bottom electrodes, exposing for at least 10 s, and developing
the resist in MF-319 for 45 s. The substrates are then placed on a hotplate at 140 °C
for at least 30 s, to improve the resistance of the S1813 layer to the UVO cleaner, and
the developer used for the PMMA under-layer. The PMMA regions opened up by the
S1813 development are then exposed in a UVO cleaner for approximately 20 minutes.
The UVO tray was moved as near as possible to the DUV bulbs, to make the best use of
the power output available. To develop the PMMA layer, a solution of 1:3 MIBK:IPA
was prepared during the UVO exposure, after which the substrates are gently agitated in
for 30 s, and rinsed in IPA for at most 20 s, and promptly blow dried. Undiluted MIBK,
or a 7:3 IPA:H2O mixture may also be used as developers, however it was found that the
7:3 IPA:H2O developer attacks the S1813 more, and thus limits the development time.
The surface is then inspected under the bright and dark-fields to check that the PMMA
layer has been removed. If the surfaces are not clear, the substrates can be placed in the
UVO for an additional time, and the development repeated until the surfaces are clear,
which is made possible by the hardening bake step. Finally, the substrates are placed
in the O2-plasma asher for 40 s, as for the bottom electrode process.
The first metal deposited as to form the top electrode will influence the properties
of the junction. Devices formed of a chromium/gold layer of thickness 5 nm/65 nm
were formed by EBE, using the same deposition rates as for the bottom electrode,
forming an Au-Al2O3-Cr junction. These devices, featuring a Cr top electrode, will be
referred to as type-A devices or junctions. In a separate batch, devices formed only
of a single gold layer 80 nm thick were created, again at the same deposition rate as
other electrode layers, forming an Au-Al2O3-Au junction. These devices are referred
to as type-B devices or junctions. The large thickness was chosen to ensure continuity
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over the step caused by the bottom electrode and the deposited dielectric. The lift off
is then performed in 1165 remover solution, identically to the other lift-off processes
used. The quality of the undercut of the PMMA/S1813 was found to be quite poor and
unpredictable, but sufficiently good for the desired regions to lift off properly. The effect
of such an undercut can be observed in the dark-field microscope, which reveals a highly
reflective edge, due to the so called ‘lilly-padding’ of the metal edges, which can also be
observed and measured by AFM. This effect was only a concern for the deposition of the
contact pad layer and continuity of the contact with top electrode wire, since the metal
edges can be raised quite significantly, shadowing the evaporation source. Some devices
showed open circuits, which could be attributed to this, however there was no easy way
of testing this. Since a sufficient amount of devices were functional, the process was not
improved, although it is acknoledged as a source of uncertainty in the reliability and
reproducibility of the process. A more suitable solution to tuning this process would be
to use a resist bilayer designed to work in this way, such that the Al2O3 layer can be
protected, and a good undercut achieved.
To form the contact pad layer, the LOR-3A/S1813 bilayer was used. The substrates
are first primed with HMDS, and coated with LOR-3A at 500 rpm for 5 s, 2 krpm for
45 s to provide a larger undercut. The substrates are placed on a hotplate at 200 °C
for 3 minutes to bake the layer. S1813 is then deposited at 500 rpm for 5 s, 5 krpm
for 45 s, and baked at 115 °C for 2 minutes. The substrates are then aligned in the
mask aligner with the correct pad patterns, exposed for 4-5 s, developed in MF-319 for
1 minute, rinsed in DI water and blow dried. The development time is increased to
increase the undercut, as the metal pad layer is quite thick. After routine inspection
under the optical microscopes, the substrates are placed in the O2-plasma asher for 40
Figure 4.5: Images of 160 µm (a) and 80 µm (b) diameter finished devices, taken
using an optical microscope.
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s, before being placed in the EBE chamber, and held under vacuum overnight. Contact
pads were then deposited, formed of 5 nm Cr/120 nm Au for all devices. The deposition
rates used for Au were higher (≈ 1 nm.s−1) in this case to reduce time, as roughness
was not a concern for this layer. The lift-off step is then performed identically to the
previous lift-off steps.
Prior to dicing the devices, the substrates are coated in S1813 to protect the devices
from material ejected by the wafer saw. The devices can then be placed upwards on the
wafer saw chuck, so that the saw is easily optically aligned with the required cut lines.
A series of 8 cuts are required to separate the devices completely, with their final size
being on the order of 4 cm by 4 mm. The devices are then sealed to a chip package
using a small amount of GE varnish, and baked at 100 °C. The pads are connected
to the chip package with gold wires, using the ball bonder. Finally the devices are
inspected to determine obvious faults, and recorded in a notebook for referral when
performing measurements. Discerning between the bottom and top contacts is essential
in interpreting the measurements.
Figure 4.5 shows images of finished devices taken using an optical microscope. Mea-
surements of the dimensions of the electrodes using the optical microscope showed that
an error up to 5% in excess of the target value was obtained, due mostly to the long
exposures required for the narrow wires connecting the electrode discs. This translates
into an amplified error in the surface area of the electrodes, since it depends on the
square of the diameter. This is discussed in more detail in the next chapter.
4.3 Electrodes and ALD film characterisation
The most critical dimension in the fabricated devices is the thickness of the ALD film.
In this section measurements of different film thicknesses, using AFM measurements and
high resolution TEM images are presented and discussed. The linearity of the growth as
a function of thickness is discussed, and the consistency between the results obtained by
AFM and TEM is assessed. The last subsection discusses the geometry of the bottom
electrode surface, through an analysis of the statistical properties of AFM images of the
gold surface, and comparing these results with the TEM cross section images obtained.
4.3.1 AFM ALD-film characterisation
As discussed previously, Si/SiO2 substrates were used to monitor the ALD depo-
sitions, and small structures around the edges of the devices were included to make
AFM analysis more straighforward. The monitor substrates allow a measurement of
the thickness of the Al2O3 film without interfering with the device, however, it is not
entirely representative of the film thickness on the gold regions of the device. The edge
patterns provide a means of measuring the thickness of the Al2O3 film, and hence the
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growth rate, on both gold and the SiO2 surface. In many cases however, due to the
variability of the wet etching process and the extra time used to ensure the contact is
properly exposed, many of the small etch mask patterns lifted off in solution, making the
remaining patterns difficult to find and interpret. A similar limitation was encountered
when imaging the thin film monitor substrates, where the edges were difficult to find
and could not be imaged in a sufficiently small area to capture the whole step, which is
diffuse due to the wet etching process. As discussed in Chapter 4, the growth of Al2O3
on an oxide substrate is expected to be linear, i.e. a constant GPC, since a sufficient
quantity of OH groups should exist on the surface[98], allowing saturation of the surface
with TMA molecules. Furthermore, the in-situ plasma exposure prior to the deposition
cycle was always used, so that it is very likely that OH groups can be formed from
the oxygen radicals and parasitic hydrocarbon compounds always present due to the
vacuum pumping system. However gold is known to be highly inert, and thus there is a
Figure 4.6: AFM images of Al2O3 strips on Au (a) and SiO2 (b) surfaces, and the
corresponding plots of the profiles delimited by the solid white numbered lines, showing
an average thickness of the film of approximately 10 nm. The averaging region is the
area delimited by the solid white lines.
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concern as to the linearity of the growth in the first cycles, before the surface has been
covered in an oxide. This is called a nucleation delay, where coverage of the surface by
TMA groups is not complete, and has been observed on some metallic or semiconducting
substrates, such as hydrogen passivated Si[197] although very small, on the order of 2-3
ALD cycles. In contrast, on an Al substrate, there is generally an initial overgrowth in
the initial cycles due to the oxidation of Al surface during the oxygen based precursor
exposure[198]. Generally the growth is reported to be linear on many substrates includ-
ing gold[199]. This is discussed in more detail in the next section concerning the TEM
images, which provide more conclusive evidence as to the behaviour of the growth on
gold.
AFM images were analysed using the open-source program Gwyddion, which provides
the necessary capabilities for basic analysis of the image properties. Figure 4.6 shows
AFM images taken of some of the small Al2O3 patterns (see Figure 4.2) created by
etching on SiO2 (a), and Au surfaces (b), of a device fabricated with 88 ALD cycles,
corresponding to approximately 10 nm desired thickness. As can be seen in the profile
plot to right of the AFM images, the average thickness measured by AFM is very close
to 10 nm on both the SiO2 and Au surface, which shows that the growth appears to
be linear to within very few ALD cycles. The averaging region is the area delimited by
the solid white lines. The profile plot in Figure 4.6 (b) shows what appears to be a 2
nm step either side of the Al2O3 strip, however this is due to the levelling process used
on the surface of the strip during image processing. The original image has wave-like
background which is likely due to some larger scale fluctuation of the Au surface. To
ensure such structures are real, the scan speed of the AFM is reduced to prevent the
tip from jumping from the surface and gliding significantly, and the tapping force can
be increased to close the gap between the trace and retraces further. When the traces
and retraces of the tip are observed to overlap, this is a good indication the observed
texture is real.
Figure 4.7 shows AFM images of the step height of monitor substrates used in a
5 nm (a) and 3 nm (b) process. The profile plots shown to the right of the images
correspond to the numbered solid white lines in the image, and show that the average
thickness of the film is very close to the targeted thickness, using the constant GPC
value. The thickness values obtained from different monitor substrates used at different
times were generally very similar, showing that the ALD process is highly reproducible
and repeatable to a remarkable accuracy. These results are summarised at the end of
this section including the measurements made with TEM images. Monitor substrates
with films less than 3 nm in thickness were generally not imaged, due to the difficult
in finding the etched edges and analysing the resulting images, as the thickness in this
case approaches the scale of the surface roughness of the SiO2 surface. Due to similar
difficulties, images of sub-10 nm films on gold surfaces could not be produced due to
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Figure 4.7: AFM images of 5 nm (a) and 3 nm (b) process monitor substrates, and
the corresponding profile plots to the right, showing that the average thickness is very
close to the targeted thickness. The profiles in plot (a) are offset for clarity.
the non-ideal performance of the etch mask. Despite this, these thickness measurements
using AFM strongly suggest that the ALD growth is linear within very few cycles. The
z-scale accuracy of the AFM system under ideal conditions is on the order of 0.1 nm,
limited by the detector or height motion actuator resolution, however many factors can
influence this value, including the geometry of the tip and the difference between the
tip-SiO2 and tip-Au interactions. The use of tapping-mode minimises these effects to
a great extent, therefore the accuracy of these measurement is possibly on the order of
2-3 cycles, corresponding to at most a 3.3 A˚ error. This is made more evident in the
thickness measurement plot (Figure 4.10 (a)), discussed in the next subsection.
4.3.2 TEM cross section characterisation
Cross section images of a sample from a device featuring a 2 nm Al2O3 film were
taken using the TEM system described in Chapter 4, to observe the morphology of the
interfaces between all the materials of the MIM structure, and to measure the thickness
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to within 0.1 nm. This particular device was studied at length alongside another device,
the details of which are discussed in Chapter 6, and was characterised electronically,
including against temperature using the systems described in Chapter 3, ranging from
2.6 K to 433 K. Despite these extensive measurements, the device remained intact, and
provided consistent electronic characteristics over a period exceeding a year. Due to this,
and the fact that the fabrication process was not changed much, and only the thickness
of the Al2O3 film was significantly changed, the material properties of this single device
were assumed to be representative of the batch it was part of during fabrication, since
the electrode depositions were done in parallel in each batch, and the ALD process
is highly repeatable and performed identically for each set of given thickness devices.
Additionally, the properties observed for the ALD deposited Al2O3 film are likely to be
representative of films of different thickness, and those deposited in different batches of
devices. The only conditions that make a difference at the nanoscale between batches
are the variability of the bottom electrode gold deposition by EBE, which cannot be
easily controlled, since this depends on many factors in addition to the deposition rate
detected by the crystal monitor. The variability between devices is then attributed to
extrinsic and intrinsic defects incurred during the fabrication of the devices, but not to
variability in the Al2O3 film. The geometrical properties of the Al2O3 film observed in
this device are found to be conformal to the bottom electrode surface, and highly uniform
and homogeneous. The spatial resolution of the TEM system is within one ALD cycle,
which corresponds to approximately a half of the average atomic spacing between an
O and Al atom[200] in the amorphous phase. Figure 4.8 (a) shows an SEM image of
the imaged device, and the region that was extracted by Ga-ion milling. This area was
chosen as it contains what appeared to be a macroscopic defect, but was found to reside
Figure 4.8: (a) SEM image of a MIM device with a 2 nm Al2O3 film, taken prior to the
cross section fabrication process. The region selected for analysis is shown by the white
bar. (b) TEM image of the finished cross-section-sample, taken at low magnification.
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on top of the MIM structure, likely corresponding to resist residue from the final sawing
process. Figure 4.8 (b) shows a TEM image of the resulting device cross section. The
images obtained were ultra high resolution 4096 pixel by 4096 pixel raw images in a
dm4 format, converted to tiff images using Gatan image processing software available
online. The image file contains an extensive information section, including the TEM
system parameters used and the scale information. The images were analysed both in
the Gatan suite and in the open-source program ImageJ, which features extensive image
processing capabilities.
Figure 4.9 (a) shows a TEM image containing all the materials in the MIM structure.
The contrast between each material is mostly due to the atomic mass of the elements
present in the imaging region, such that the higher atomic mass materials appear darker.
The thickness of the electrodes is measured to be very close to the targeted thickness
value, between 30 nm and 35 nm for the bottom electrode, and around 60 nm for the
top electrode. The chromium adhesion layers are clearly visible, and are measured
to be very close to 5 nm in thickness, as intended. The interface between the gold
bottom electrode surface and the Al2O3 layer is visibly sharp due to the high contrast
between the two layers. The Al2O3 layer shows the expected conformal, homogeneous
and uniform structure, and measurements of the thickness are very close to 2 nm, well
within the 0.1 nm error of the system. Figures 4.9 (c) and (d) show TEM images of
two different regions at a high magnification. The polycrystalline structure of both the
chromium and gold layers is made clear in these images. The gold layer clearly shows
many crystal planes, and the grain structure appears to be columnar. The grain size
cannot be seen clearly, however there appears to be diffuse boundaries that run through
of the bottom gold layer, as seen to the left in Figure 4.9 (c) where a grain boundary
can be seen at the Au–Al2O3 interface, and in the bottom and top gold layers in Figure
4.9 (a). The Au–Al2O3 interface is clearly very sharp, as there is a clear departure
from crystallinity and a strong contrast between the materials. The Cr–Al2O3 is less
clear but appears to be equally sharp in most regions. In Figure 4.9 (d) there appears
to be amorphous Cr regions at the interface with Al2O3, however this could be due to
curvature of the structure. As the Au surface is not perfectly flat, and the grains appear
to curve outwards, there are regions of materials that overlap each other in the images.
In these regions the Al2O3 film is not easily discerned from other materials, particularly
Cr, due to the lower contrast between the materials. In some cases, if the overlapping is
small, sub-nanometer scale fluctuations of the gold surface can be observed, which are
discussed in Chapter 6.
Figure 4.9 (b) shows 2D fast-fourier-transforms (FFTs) of each region of Figure
4.9 (d), which highlights the polycrystallinity of the Au and Cr layers, and the highly
amorphous structure of the Al2O3 layer. The dotted rings denote certain periods of the
crystal structure, where a single point on the ring specifies the direction the plane is
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repeating. The signal intensities of the Au and Cr layers are concentrated around each
ring, showing that there are crystal planes present in may different orientations. Indeed
single-crystal regions can be found be reducing the area used in the FFT calculation,
which shows a series of points who’s symmetry about the origin is tied to the orientation
of the unit cell of the structure relative to the electron beam. The absence of periodic
structure in the Al2O3 layer is also highlighted, where the FFT results in a spherical
probability density.
Figure 4.10 (a) summarises the measurements of the Al2O3 film thickness made using
AFM and TEM, which shows the growth is on average linear to within a single ALD cycle
(≈ 0.1 nm). The conformal, uniform and linear growth, and the amorphous structure
of the Al2O3 film is consistent with extensive literature[98, 168]. The growth on gold
Figure 4.9: (a) TEM image of the MIM structure, showing all the materials. (b)
FFT transformations of each material region in image (d). (c) and (d), TEM images
showing the interfaces with the Al2O3 layer in detail.
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Figure 4.10: (a) Summary of the average values of the thickness of Al2O3 measured
on SiO2 and Au surfaces throughout the fabrication work. (b) Summary of the average
values of the electrode diameters obtained throughout the fabrication work.
is linear, and therefore there must have been sufficient reactive sites for saturation of
the surface by TMA molecules to occur, leading to linear growth. Studies suggest that
atomic oxygen can be adsorbed preferentially onto different planes of an Au surface and
remain stable[201, 202]. As the bottom electrode surface is disordered, presenting many
different crystal planes within a small area, atmospheric oxygen and plasma oxygen
radicals may readily adsorb onto the surface. The presence of a finite amount of light
hydrocarbons in the atmosphere and the ALD chamber may provide a pathway to the
creation of OH groups on the Au surface, through combustion-like reactions that release
CO2.
Figure 4.10 (b) shows the average of the measurements of the electrode diameters.
The smallest electrodes with a 20 µm diameter were at most 5% in excess of the design
value, and this percentage is halved for each increasing diameter, and becomes negli-
gible for devices with a diameter greater than 160 µm. The excess of the diameter on
average is due to the long exposures used in the patterning of the LOR-3A/S1813 and
PMMA/S1813 bilayers, required to adequately expose the small connecting wires. This
lead to the broadening of the electrode disks during development in MF-319, which is
also required to be long enough to resolve the small wires. The PMMA/S1813 bilayer
hardening step caused many of the smallest wires connecting the 20 µm diameter devices
not to be resolved, and thus very few of these devices were measurable.
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4.3.3 AFM bottom electrode characterisation
The surface features of the Au bottom metal were analysed by AFM, to corroborate
the results obtained from the TEM images. Figure 4.11 (a) shows a high resolution image
of an Au layer approximately 30 nm thick. The scan was performed at low speed and
with a high tapping force to track the surface as accurately as possible. A small area was
used to maximize the spatial resolution of the surface, and then was scanned a number
of times after the main image was obtained, to ensure all the features of the surface
stable on the surface. The image was analysed statistically using Gwyddion. A clear
granular structure of the surface can be observed, with an average grain size between
30 nm and 50 nm. Figure 4.11 (b) shows the slope intensity image corresponding to
the image in (a), which is calculated using the derivative of the height as a function
of position on the surface. This highlights the boundaries between grains. The small
values of the slope of the features in image (a) is consistent with the TEM images, where
a small wave-like background fluctuation can be clearly observed. Figure 4.11 (c) shows
a plot of the trace indicated by the white solid line in image (a), which crosses through
Figure 4.11: (a) High resolution image of an Au surface. (b) Slope of the topography
of image (a). (c) Height fluctuation along the trace indicated by the solid white line in
image (a). (d) Probability distribution function of the height fluctuations.
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the middle of certain grains. The height amplitude curve can be decomposed into a
noise contribution, shown in blue, and a smooth contribution shown in red, where the
noise contribution represents the residual from the fitting to a high order polynomial.
The noise contribution could be due to sub-atomic fluctuations of the surface, such as
few-atom terraces or small protrusions. However these fluctuations are on the order of
the resolution limit of the AFM system, and therefore can not be directly interpreted.
The grain sizes estimated from the width of the peaks are on the order of 30 nm to 50 nm
in diameter. The maximum peak to peak amplitude of the surface in the whole image
is found to be less than 4 nm, ignoring the large feature in the top right of panel (a).
This is highlighted by considering the probability distribution of the height fluctuations,
shown in Figure 4.11 (d), which yields a Gaussian distribution centred at 2 nm, with a
spread at half-maximum of about 1 nm. The results obtained from the TEM images and
such high resolution AFM images of the Au surface show that the roughness is small
on the scale of the electrodes dimensions, but not on the scale of the thinnest Al2O3
films, which due to their conformal structure, introduce bends in the junction. Since the
Au bottom electrode does not oxidise, the Au surface topography is preserved during
the growth of the Al2O3 layer, resulting in a sharp interface. The topography of the
Al2O3 surface is then a mould for the surface of the top electrode metal, which, due to
the conformal nature of the growth, provides a smoothed version of the Au topography,
which has been termed ‘asymmetric’ roughness[203, 204].
It is well known that bends and sharp features of metallic surface lead to the local
enhancement of the electric field surrounding those regions. As the growth is uniform and
conformal, as evidenced by the AFM and TEM measurements, the effect of bends and
sharp features can be effectively approximated in a planar geometrical model, allowing
the use of finite-element methods to solve the potential and derive the local electric field.
This is discussed in detail in Chapter 6. From the data in the AFM image, each (single-
channel) pixel can be divided into a series of points, which when connected to points of
other pixels define facets with a given orientation, slope and surface area. This method
is implemented in Gwyddion and was used to estimate the probability distributions of
the slopes and inclinations angles of these facets. Figure 4.12 shows a plot of the slope
probability distribution function (PDF) (a) and the inclination angle PDF (b). The
small average values and the narrow distribution of the slope and inclination angles are
consistent with the morphology observed in the TEM images. The contribution to the
total surface area due to the topography in Figure 4.11 (a), estimated from the sum of
the surface area of each facet, is approximately 1%, which is a negligibly small value.
Nonetheless it is important to consider the effects of field enhancement, which are shown
to be considerable in the interpretation of the tunnel current in the present work. The
tail in the distributions suggests that small numbers of, and thus well isolated, sharp
features must exist on the surface. The sharp spike seen in the top right of Figure
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Figure 4.12: Probability distributions of the slope (a) and inclination angle (b) present
in the topography of Figure 4.11 (a).
4.11 (a) however is a comparatively irregular fluctuation of the surface that could cause
significant field enhancement from the bottom electrode. Fluctuations such as these
with a slope or inclination angle much greater than the mean of the distribution are not
represented well due to the small area used. A larger area is likely to include a greater
number of such irregular fluctuations, which could produce a second distribution with
a higher mean than the general surface topography distribution. This is limited by
the spatial resolution required to create an accurate representation of the topography
of the surface. The local field enhancement is not expected to play a significant role
in the capacitance of the devices, as long as the response of the dielectric remains
proportional to the electric field. The C–V measurements presented in Chapter 5 show
that a significant externally applied electric field is required to modulate the permittivity
of the material. The increased area due to the non-planar topography of each surface
introduces a negligibly small contribution to the capacitance if the parallel plate model
approximation is retained, which is wholly applicable to the slow fluctuations of the
topography on a larger scale than the thickness of the Al2O3 layer.
4.4 Compositional characterisation
Although the evidence presented so far suggests the materials in the MIM structures
are of high quality and show many of the properties expected of them, EDX/STEM
imaging was performed in a few small regions of the TEM cross section sample to confirm
the atomic composition is as intended to a suitable spatial resolution (approximately 5
A˚). Figure 4.13 shows a STEM image (HAADF detector) and corresponding EDX data,
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Figure 4.13: STEM/EDX mapping of the composition of the MIM structure, showing
all the elements present in significant quantities.
showing a high homogeneity in the composition between each layer. The EDX signal is
strongly dependent on the mass of the element, and limited in spatial resolution, and
thus the aluminium and oxygen signals are particularly weak within the MIM structure
around the Al2O3 layer. The gold and chromium signals are very strong, indicating the
structure is dense, as confirmed by the polycrystalline structure observed in the TEM
images. The Al2O3 layer also appears highly uniform, although ultra small features could
not be resolved in this mode. The oxygen signal was noisy and appears prominently
not only in the Al2O3 region, but also in the entire Cr layer. This is likely due to the
significant overlap of the O-K peak centred at 532 eV and the edge of the Cr-L3 peak
centred at 575 eV that has a delayed maximum (EELS Atlas data[188]), leading to false
signals for oxygen in the Cr layer. We note that while it is conceivable that oxygen may
diffuse from the Al2O3 into the Cr layer, this would result in a visible change of the Cr
structure predominately at the interface, which is inconsistent with the homogeneous
distribution of O in the Cr layer as suggested by the EDX results. However, some regions
of the Cr interface with Al2O3 do show an amorphous structure, as noted previously in
Figure 4.9 (d), which may be formed, for example, due to the low initial temperature
of the substrate in the electron-beam evaporator chamber and the high surface energy
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of the ALD film due to residual stress[165, 205] amongst other effects that influence
ordering of deposited atoms on a substrate.
From the other STEM/EDX images obtained, small regions where gold from the top
electrode appears deep in the chromium layer can be observed. This can be seen in
Figure 4.9 (a), where the top Cr region appears darker in certain regions. This suggests
that the work function in these regions may vary, due to the varying composition of
the apparent alloy. The work function corresponds to the energy required to ionise an
electron at the Fermi energy in the metal, and is inherently a surface property that is
dependent on the atomic and electronic structure of the metal. This is discussed further
in Section 6.2. In the chromium regions that appear to have an amorphous structure, the
work function may also vary due to the departure from crystallinity, which affects the
electronic properties. Variations in the work function are likely to be more important for
the Au bottom electrode however, due to the presence of different crystal faces extended
over larger areas, although the differences are expected to be small and on the order of
10 meV[206].
4.5 Device summary and conclusion
A series of batches of devices were fabricated using the process described in the first
section. Table 4.2 summarises the performed fabrication runs, and the yield, calculated
by considering devices that showed neither a short nor an open circuit, and had an
interpretable electronic response shortly after fabrication completion. All of these devices
showed highly consistent behaviour as a function of the geometry. In the devices for
which a tunneling current could be measured, there were no significant deviations unless
the devices were permanently damaged by application of high voltages near breakdown
and high temperatures, which generally led to short circuits or devices with a significantly
larger and qualitatively different tunnel current. The first Au-Al2O3-Au batch suffered
from a poor yield, and some devices showed a small dielectric loss which was attributed
to devices that were contaminated during fabrication of the top electrode layer. This is
discussed in more detail in Section 5.2.1.
A wide range of diameters and thicknesses were used to measure the AC response
properties of the Al2O3 film as function of these parameters, and the devices with
Date Junction Al2O3 thick. E Diam. Yield
19th Feb 2015 Au-Al2O3-Cr 2,3,5,10 nm 40,80,160 µm 36% of 67 (13 chips)
22nd Jun 2015 Au-Al2O3-Au 2,3,5,10,20 nm 40,80,160 µm 25% of 67 (11 chips)
7th Jun 2016 Au-Al2O3-Au 1.4,2,3 nm 20,40,80,160 µm 55% of 73 (12 chips)
22nd Mar 2017 Au-Al2O3-Cr 10,20,30 nm 160,320,640,960 µm 76% of 78 (12 chips)
Table 4.2: Summary of the fabricated devices, where two different MIM structures
were created, using Cr and Au as top electrodes.
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the thinnest films were used to study the tunneling properties of the MIM structure.
Chromium and gold were used as top electrodes, to form MIM junctions with different
properties. The fabrication duration was on average two and a half weeks, and the
measurements were performed immediately on completion of the fabrication, beginning
with capacitance measurements, followed by room temperature I–V measurements. The
low yield values are due primarily to devices showing an open circuit, and relatively few
short circuits were detected. The open circuits occurred randomly across all types of
devices, and is thought to be caused by the poor undercut of the PMMA/S1813, leaving
raised metal edges that may prevent a good contact between the top electrode and the
corresponding contact pad. Short circuits were also distributed across the different de-
vices, however they did occur more commonly in the thinnest devices with films less than
10 nm. These short circuits are possibly due to damage incurred during fabrication, or
large particles trapped under the comparatively thin Al2O3 film, which are subsequently
desorbed from the surface in the processes immediately following the ALD step, leaving
the bottom electrode exposed in small regions.
It was shown that the growth of Al2O3 by ALD is proportional to the number of
cycles on both SiO2 and Au surfaces, and that there is therefore no significant nucleation
delay, allowing highly reproducible and uniform thickness films to be deposited. Due to
the consistency of the ALD and photolithography processes, accurate values of tJ and
AJ could be obtained for each device, allowing them to be used as parameters in the
modelling of the electronic properties. The use of ALD therefore provides a significant
advantage over native oxidation processes, since the thickness can be accurately known,
given prior characterisation of the growth properties on the substrate concerned. The
characteristic surface geometry of the bottom electrode Au layer was assessed and com-
pared with the results obtained by TEM imaging, and showed a good consistency. The
geometrical errors and immediate implications associated with the surface topography
were discussed.
Chapter 5
Measurement Results and Analysis
5.1 Introduction
The electronic characterisations performed on the devices described in Chapter 4 are
detailed in this chapter. The two critical properties for the design of metallic SET sys-
tems are the dielectric constant of the insulating thin film, and the tunneling properties
of the junction. Through low-frequency measurements the static dielectric constant of
the film was determined using standard circuit models of the impedance. Using C–V
measurements it was found that the permittivity of all MIM devices increases with ap-
plied voltage, consistent with the behaviour of ceramic insulators. It is shown that below
a critical thickness the dielectric constant decreases with thickness and appears to be
roughly independent of the type of the device, i.e. the top electrode metal Cr (type-A)
and Au (type-B). DC measurements of the I–V characteristics of a range of thin film
thickness devices were performed to determine the dependence of the tunnel current on
the geometrical parameters of the junctions. It is shown that in general the devices have
a response consistent with the geometry, particularly for the thinnest films.
5.2 Capacitance measurements
The measurement of the capacitance of each device was performed initially using a
lock-in system, which was limited in bandwidth. The LCR system was not available
until much later in the project, which allowed for a much greater flexibility in the
measurements, as described in Section 3.4.2. The first batch of Au-Al2O3-Cr devices,
referred to as type-A, featuring thin films were initially only measured using the lock-
in system. Many of these devices were subsequently tested at high voltages and high
temperatures following these initial measurements, which often destroyed the devices
hence leading to only a small number of remaining working devices by the time the
LCR system was available. Nonetheless, some of these devices were measured again
with the LCR meter at a later date. The higher fabrication yield of the Au-Al2O3-Au
(type-B) batch provided an extensive range of ultra-thin film (3 nm, 2 nm and 1.4 nm)
MIM capacitors/diodes featuring a wide range of surface areas. In general, the quantity
of interest in this section is the impedance of the device as a function of the material
properties and the device geometry ZJ(ω, Va, tJ , AJ), which is treated as a ‘black box’
in this expression, and where ω is the angular frequency of the AC excitation, Va an
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applied bias (used in the C–V measurements). The capacitance is determined by fitting
the unknown impedance to an equivalent circuit model. The permittivity of the film
can then be extracted using the junction geometrical parameters tJ and AJ with the
parallel plate model of the capacitance (Equation 4.2). The low frequency measurements
of ZJ(ω, tJ , AJ) are presented in the first subsection, and in the following subsection the
C–V measurements of a few selected devices (160 µm diameter, and 1.4, 2, 3 thickness
for type B and 10, 20 and 30 nm thickness for type A) are presented, and compared
with reports in the literature on the subject.
5.2.1 Low-frequency measurements
Figure 5.1 shows the impedances of a series of type-A devices measured using the
lock-in system, between 1 Hz and 1 kHz. The impedance of each device was determined
from the measurement of the r.m.s. current detected in channels X (in-phase) and Y
(quadrature), using the circuit represented in Figure 3.14. Using the complex number
representation, the applied voltage, and the complex current measured can be written
as
v(ω) =
√
2vrmse
jωtejφv and (5.1)
i(ω) =
√
2irmse
jωtejφi , (5.2)
where φv,i are the phase values of the voltage and current, and j is the complex number.
The complex voltage expression can be obtained by measuring the amplitude and phase
of the voltage source, which was only required once as it did not vary between experi-
ments. In each case, the r.m.s. AC voltage amplitude was chosen to be sufficiently small
to avoid causing damage to the devices due to excessive electric field strengths and to
avoid a non-linear dielectric response as a result. The C–V measurements discussed in
the next subsection show that the MIM device dielectric is well within the linear re-
sponse regime at voltages below 100 mV r.m.s. for 10 nm thick films. It was found that
the measured impedance indeed varies very little below this value of r.m.s. AC voltages.
The impedance is determined using the complex voltage and current expressions as
ZJ =
vrms
irms
ej(φv−φi) = |ZJ |ejφ. (5.3)
From this expression it can be seen that when the phase of the voltage source and
measured current are the same then the load is purely real, and otherwise has a finite
imaginary part. As can be seen from the impedance and phase curves in Figure 5.1,
devices with films greater than 2 nm show an impedance that decreases with increas-
ing frequency over the whole frequency range (1 Hz to 1 kHz), which is the expected
behaviour of a single capacitor. For the 2 nm films, the impedance plateau at low
frequencies suggests there is a significant real conductance across the MIM structure,
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Figure 5.1: Plot of the magnitude (left) and phase (right) of the measured impedance
of a series of type-A devices, of varying thickness and surface area, using the lock-in
system. The top legend shows the electrode diameters, and the inset legends show the
film thicknesses used.
evidenced by the low phase values in this range. In the purely capacitive region of the
impedance, the phase values are very close to -90°, which suggests there are minimal
power losses in the dielectric. The dielectric loss, or absorption, is discussed in more
detail in Section 6.4.
Figure 5.2 shows the impedance of a large number of type-B devices, measured
using the LCR system between 50 Hz and 200 kHz. The impedance is determined
internally from the measurement of the voltage across the device and current measured
in the four-probe system, represented in Figure 3.15, where the bias voltage is set to
zero. The minimum AC voltage of 50 mV r.m.s. was used in all device measurements.
The broader frequency range provides a much broader range to measure the decreasing
impedance of thinner-film and larger-area devices, allowing the dielectric properties to
be determined more precisely. The plot in Figure 5.2 shows two devices for each (tJ ,AJ)
combination, except for the 1.4 nm thickness device with a 160 µm diameter, as only
one such device was successfully fabricated. The dependence of the impedance on the
geometrical parameters tJ and AJ is much clearer here due to the significant number of
devices available, where the spacing between the curves of equal tJ in the y-axis are very
similar, as expected from Equation 4.2. There is also a roughly even spacing between the
curves of equal AJ , showing that the capacitance does appear to increase with decreasing
thickness. The plateau of the impedance for the 1.4 nm curves at low frequencies suggests
a significant real conductance shunts the capacitive impedance, similarly to the 2 nm
devices in Figure 5.1. In addition, the spacing between the plateaus for the 1.4 nm
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devices is less consistent than in the capacitive regions, which suggests the tunneling
conductance is more susceptible to inconsistencies, as expected.
Collectively these results suggest a simple model of the MIM structure can be used
to extract the capacitance. There are clear contributions from a capacitive impedance in
all the measurements presented, and in the thinnest devices a resistance parallel to this
capacitance dominates at low frequencies. Although a second plateau at high frequencies
cannot be seen in these measurements, a small series resistance on the order of 100 Ω
exists due to the small wires connecting the electrodes, and was measured primarily in
the short circuited devices in each batch. The impedance can then be written as
ZJ(ω) = RS +
RJ
1 + jωRJCJ(tJ , AJ)
(5.4)
where RS is the small series resistance, RJ is the parallel resistance of the junction,
and CJ(tJ , AJ) is the junction capacitance according to Equation 4.2. This impedance
can then be fitted to the measured impedance, using RS , RJ and CJ(tJ , AJ) as fitting
parameters. As there are distinct regions in the impedance spectrum, Equation 5.4 pro-
vides a unique solution {RS ,RJ ,CJ(tJ , AJ)} with a high certainty. The permittivity of
the film can then be extracted using Equation 4.2, which under the current approxi-
mations is considered to be constant at all measurement frequencies. As the phase is
very close to -90° and varies little with frequency in the purely capacitive regions, this
Figure 5.2: Plot of the magnitude (left) and phase (right) of the measured impedance
of a series of type-B devices, of varying thickness and surface area, using the LCR
system. In the measurements shown there are two devices for each (tJ ,AJ) combination,
except for the 1.4 nm thickness device with a 160 µm diameter where only one such
device was successfully fabricated.
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is in fact a good approximation. The resistance RJ can be associated with the tunnel
conductance of the barrier near equilibrium, termed the zero-bias conductance, since the
amplitude of the AC voltage is small such that the in-phase response is approximately
linear. The I–V curves of the thin-film devices are presented in the next section, and
do show an approximate linear behaviour at such low applied voltages, which gives a
nearly constant RJ in this range.
Figure 5.4 (a) shows a diagram of the equivalent circuit, illustrating the physical
correspondence with the circuit elements RS , RJ and CJ . Figure 5.4 (b)-(d) shows the
results of fitting to Equation 5.4, where three devices with an equal electrode diameter
DJ = 160 µm and Al2O3 film thicknesses of 1.4 nm, 2 nm and 3 nm are shown. The
crosses denote the measured points, and the solid black line is the result of the model
with the best fit parameters, shown within each plot. The quality of the fit was better
than R2 = 0.9999 in each case, when each point is weighted by their relative magnitude
in the fitting routine. In general, the response of many devices of different thickness and
surface area are well described at least qualitatively by this simple circuit model, and
as such the same model was used for each device. In most cases the RS was less than
100 Ω, and in some rare cases reached up to 10 kΩ in some devices with thicker films.
Nonetheless the simple circuit model used permits reliable extraction of the capacitance
even in those rare cases. Figure 5.3 shows a summary of the values of CJ obtained from
fitting the impedance of all working devices to the circuit model. As can be seen, the
spread in the capacitance values for a given geometry is generally very small, even across
different batches. There is a slight discrepancy between the type-A and type-B thin film
devices, this is addressed in Section 6.4.
The resistance RJ is omitted in devices where the phase at low frequency is near
-90 ° (in general for tJ ≥ 5 nm), since it cannot be determined to any accuracy. RJ
in these cases is much larger than the capacitive impedance, which is the expected
behaviour of a high quality insulating thin-film. In the first type-B batch, a few devices
consistently showed a phase offset and a small frequency dependence in the capacitive
impedance range, where the phase would approach, but not reach -90°, and the difference
increases slowly with frequency. The magnitude of the impedance in these regions is not
perfectly proportional to (ωCJ)
−1, which suggests that dielectric relaxation mechanisms
are present in these particular devices. As this was not observed in any devices obtained
from other batches, it was attributed to the fabrication process of this particular batch,
which suffered due to sub-optimal cleanliness of the resist patterning steps, resulting in
a low yield. Contaminating particles that lie between the top and bottom electrodes
at the interface with the Al2O3 layer may introduce a low frequency loss component
in the AC response, resulting in a perceptible frequency dependence of the ‘black-box’
dielectric susceptibility[207]. In this case the capacitance itself can be expressed as a
complex quantity CJ(ω, tJ , AJ), which results in a small contribution to the real part of
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Figure 5.3: Summary of capacitances extracted from the impedance spectra of all
the devices. The labels on the y-axis show the electrode diameter, the thickness of the
Al2O3 film, and the number of devices in that set.
the complex impedance in Equation 5.3[208]. This is not discussed in greater detail as
these effects are avoidable when the fabrication process is maintained at a satisfactory
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Figure 5.4: (a) Equivalent circuit model, where each element is associated with a
certain layer in the MIM device. (b)-(d) Results of fitting the complex impedance
to Equation 5.4, where type-B devices with DJ = 160 µm and a range of ultra-thin
thickness films are shown.
cleanliness throughout each step. The devices that show this effect are not as well
represented by Equation 5.4, and are thus omitted in the analysis of the capacitance.
The consistency between the geometry and the CJ values is assessed by computing
the static permittivity r of the Al2O3 film, according to each (tJ ,AJ) combination using
Equation 4.2 as
r =
CJ tJ
0AJ
=
4CJ tJ
pi0D2J
. (5.5)
Figure 5.5 (a) shows the values of the permittivity obtained for each batch as a function
of tJ , and the curves connect the average values obtained for each top electrode material
Cr and Au. As can be seen, a remarkable consistency between the permittivity values
at a given thickness and the surface area AJ is obtained for a given top electrode type,
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where the scatter in the symbols at each thickness value are assumed to be entirely
representative of inconsistencies in AJ between each device. The permittivity of the
film is found to decrease significantly below a certain critical thickness less than 10 nm,
according to the parallel plate model of the capacitance. To deduce if this value is truly
representative of the permittivity of the film, the errors incurred from Equation 5.5
due to inconsistencies in the geometry must be considered. The values of r obtained
for each device were computed using the average electrode diameters obtained from
optical microscopy measurements, summarised in Figure 4.10 (b), where the smallest
diameter devices were on average larger than the design value. The uncertainty in the
measured diameter is ±δD ≈ ±0.5 µm, due to the difficulty in finding the true edges
of the circular electrodes. The true diameter of the perfectly planar electrode is then
expressed as DJ = DM ± δD, where DM is the measured diameter, which takes the
values shown in Figure 4.10 (b). This uncertainty then translates to an uncertainty in
the calculated surface area ±δA ≈ ±0.5piDMδD. The true (continuous) surface area is
then written as
AJ = AM + δAN ± δA, (5.6)
where δAN represents the additive contribution due to the deviation of the surface
geometry from an ideal planar surface, which was estimated to be on the order of 1%
of the total area in section 4.3.3 on the bottom electrode characterisation. AM is the
measured area, calculated using DM through Equation 4.1. Using Equation 5.5, the
uncertainty in the dielectric constant due the area AJ can then be expressed as
± δ(AJ) = CJ tJ
0
(
1
AM + δAN ∓ δA −
1
AM + δAN
)
, (5.7)
which depends on δA, as well as the measured area AM and the contribution δAN . The
uncertainty in the Al2O3 thickness is assummed to be on the order of ±δt ≈ ±0.1 nm
in the thin film devices (tJ ≤ 10 nm), as assessed by the AFM and TEM measurements
DM 21 µm 41 µm 81 µm 161 µm 320 µm 640 µm 960 µm
AM (m
2) 3.5× 10−10 1.3× 10−9 5.2× 10−9 2× 10−8 8× 10−8 3.2× 10−7 7.2× 10−7
±δA ±5% ±2.5% ±1.25% ±0.63% ±0.31% ±0.16% ±0.1%
CJ max. 10 pF 30 pF 120 pF 480 pF 570 pF 2.3 nF 5.2 nF
±δ(AJ) ±0.21 ±0.08 ±0.04 ±0.02 ±0.02 ±0.01 -
tM 1.4 nm 2 nm 3 nm 5 nm 10 nm 20 nm 30 nm
±δt ±7.1% ±5% ±3.33% ±2% ±1% ±0.5% ±0.33%
CJ max. 480 pF 400 pF 340 pF 250 pF 5.2 nF 2.5 nF 1.8 nF
±δ(tJ) ±0.27 ±0.22 ±0.19 ±0.14 ±0.08 ±0.04 ±0.03
Table 5.1: Summary of the errors associated with AJ (top section) and tJ (bot-
tom section) values in each column. The ‘CJ maximum’ row represents the (approx-
imate) maximum capacitance measured for the given geometrical parameters, so that
the largest errors are represented for the extracted dielectric constant.
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Figure 5.5: (a) Thin film permittivity of all measured devices from both the chromium
and gold top electrode batches, extracted using Equation 4.2, plotted as a function of
tJ . (b) Selected values of RJ determined from fitting the impedance to Equation 5.4,
plotted as a function of AJ . The solid lines represent ideal scaling of RJ with AJ , and
the dashed line represents non-linear scaling.
presented in Section 4.3.2. The uncertainty in the permittivity due to the thickness can
then be expressed as
± δ(tJ) = ±δt CJ
0AJ
, (5.8)
which depends only on δt. Table 5.1 summarises the errors discussed, where the largest
values for a given case are shown. As can be seen, the error in the permittivity is on
the order of ±10% for the devices with the smallest electrode diameters DM and the
smallest films. The combined error δ(tJ , AJ) can then reach on the order of ±20% of
the measured permittivity value. Thus the permittivity of the film appears to strongly
decrease with the thickness of the film, within both extremes of the estimated errors.
Plausible physical explanations for this trend are discussed in Section 4.3.2. The curves
obtained for each top electrode type are roughly similar, although at small tJ values,
the permittivity appears larger in the chromium top electrode devices, which is likely
partly due to the difference between the electrode work functions, which results in a
considerable electric field within the Al2O3 layer that increases with decreasing thickness.
This is discussed in the next subsection concerning the C–V measurements. The value of
the permittivity appears to vary little as tJ is increased beyond 10 nm, and approaches
a value between 8.0 and 8.5. These values are slightly smaller than reported values for
Al2O3 in general[209], usually on the order of 9, however they are consistent with similar
MIM devices fabricated by ALD in a CMOS-compatible process[99], where values on the
order of 8.2 were obtained. See also the references in section 3.2.3, which report similar
values also for the process used to fabricate the present devices.
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Figure 5.5 (b) shows a plot of selected values of the junction resistance RJ obtained
from fitting Equation 5.4 to the impedance data. The value of RJ cannot easily be
expressed as a function of tJ and AJ without considering the tunneling characteristics
and the surface geometry in detail, which is performed in Chapter 6. The scaling of RJ
with AJ in an ideal device, i.e. with planar geometry and uniform material properties,
would be expected to scale linearly as
RJ =
ρJ(tJ)
AJ
, (5.9)
where ρJ(tJ) is an empirical surface resistivity associated with electron tunneling, that
sensitively depends on the thickness and energetic potential barrier of the Al2O3 film, as
discussed in Chapter 2. This ideal scaling law is represented by the solid lines in Figure
5.5 (b). As can be seen, RJ can be interpreted as changing slightly non-linearly with
AJ , and as a result can be empirically described as
RJ = αc
ρJ(tJ)
A1+xJ
, (5.10)
where αc is a proportionality factor and x determines the non-linearity of the scaling.
This scaling law is represented by the dashed line in Figure 5.5 (b), where x = 0.3.
According to either of these scaling laws, scaling AJ down to values relevant to SET
systems leads to values of RJ far greater than desired. For example, Equation 5.9
with ρJ = 6 × 10−3 Ω.m2 obtained at tJ = 1.4 nm (solid blue line) corresponds to an
empirical surface resistivity on the order 6 GΩ.µm2. The values of RJ obtained for the
2 nm chromium top electrode devices are in general much smaller than the equivalent
thickness gold top electrode devices, which is due in part to the smaller work function
of Cr, resulting in an overall smaller potential barrier. Furthermore the values of RJ for
films greater than 2 nm are highly uncertain for the type-B devices due to the limited
impedance range. A limited range of ultra-thin film, type-A devices were measured,
insufficient to observe a trend, and the determination of RJ was further limited due to
the frequency range of the lock-in system used at the time those devices were measured.
Despite the scatter and uncertainty, there clearly is scaling of the values of RJ with
AJ , and the deviations from the ideal scaling law are likely due to the sensitivity of the
total tunneling current to fluctuations of the geometry of the structure, and the material
properties of the Al2O3 films. The uncertainty in RJ is smallest for the type-B 1.4 nm
thick film devices, which shows the closest match to ideal scaling of the resistance with
area. The scaling of CJ with AJ was shown to be nearly ideal, since the derived values
of r have a minimal spread for each thickness value. Therefore, the tunneling properties
are clearly more sensitive to imperfections and irregularities between devices, since the
scaling of RJ with AJ at a given thickness shows a greater deviation from the expected
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scaling law.
5.2.2 Capacitance-voltage measurements
The behaviour of the capacitance as a function of a DC applied bias is measured
using the LCR system described in Figure 3.15, where the DC bias is controlled using
the voltage output of a Keithley 2400LV, which is readily controlled by a computer
running Labview. A current due to both the DC voltage source and AC voltage source
will exist in the branch connecting the device, which can be expressed as
IDEV(Va, va(t)) = I(Va) + i(va(t)) (5.11)
where I(Va) is the current in response to the applied DC voltage Va, and i(va(t)) is
the current in response to the applied AC voltage va(t), which in general is a complex
quantity. The LCR meter internally separates the AC component i(va(t)) from the
current IDEV using techniques similar to the lock-in method, and provides the additional
benefit that a significant DC offset current can be effectively rejected, unlike the lock-
in system available, which could not handle significant DC offsets. Additionally, the
AC voltage across the device is measured close to the terminals of the device, again
using a phase sensitive detector that rejects DC offsets. The LCR meter was calibrated
with open and short corrections performed as detailed in section 3.4.2. The quantity
measured is then the dynamical impedance of the junction in a state determined by
the applied voltage ZJ(ω, Va, tJ , AJ). It was found that if RJ is too small, the LCR
meter can no longer resolve the AC current, as it is too small compared to the DC offset
current. This was primarily an issue for the thinnest films and largest area devices and
therefore imposed limits on the applied bias, which varied from device to device. In order
to obtain the most accurate measurement of the capacitance possible, the largest area
devices available were used for the thin film devices, which provided large CJ values and
slightly larger ρ values according to Figure 5.5 (b). The frequency of the measurement
was chosen such that the reactance dominates the impedance spectrum, so that the
capacitance could be easily calculated from the measured impedance as a function of
Va, using
CJ(Va) ≈ 1
ωZC(ω, Va)
(5.12)
where ZC is the measured impedance at a given frequency ω and applied voltage Va,
and was assumed to be entirely due to the capacitance of the junction. The range of
suitable frequencies could easily be determined by inspecting the impedance spectrum
of the device.
This type of measurement is commonly used to characterise the so called voltage co-
efficient of the capacitance (VCC) in MIM structures with thin films and is an important
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test for the reliability of MIM capacitors for RF applications[210, 211], where precision
filters and strong DC offsets are often required. The voltage coefficient γ(Va) represents
the normalised difference between the nominal capacitance CJ(0) and that at a given
voltage
γ(Va) =
CJ(Va)− CJ(0)
CJ(0)
. (5.13)
The form of γ(Va) for most insulating materials used in MIM devices can then generally
be described empirically as
γ(Va) = α(ω, tJ)V
2
a + β(ω, tJ)Va, (5.14)
where α and β represent a quadratic and linear factor respectively, that each depend on
frequency and thickness. These coefficients also depend on temperature, however only
measurements at room temperature were performed in these experiments. For most
high-k materials, including Al2O3, γ(Va) tends to increase with applied voltage, such
that at least α is positive. In some cases the voltage coefficient can be negative such as
for SiO2[212] and TiO2[213]. In MIM devices for RF applications, the smallest possible
value of γ(Va) is usually required, which is an important driver of MIM research[212, 214,
215]. As it is well known that γ(Va) increases in magnitude with decreasing thickness[99],
ultra-thin devices such as those presented here are generally not of great interest in RF
applications, and therefore there is no specific research targeted towards the characteri-
sation of the permittivity in such thin films. Figure 5.6 (a) and (b) show the calculated
VCC for a 3 and 2 nm device at a series of frequencies, and measured in a cycle between
-1.5 and 1.5 V, applied to the top electrode of the MIM structure. The connections to
the device had to be switched around to measure the opposite polarity of the VCC. Both
devices have a diameter of 160 µm, and the values of CJ(0) obtained from Equation 5.12
are approximately 340 pF for the 3 nm device, and approximately 400 pF for the 2 nm
device. The impedance spectrum of the 3 nm device is that shown in Figure 5.4 (b), and
the nominal capacitance is in close agreement with the capacitance derived by fitting
the impedance to the circuit model. A slight hysteresis was observed at low voltage,
which is possibly due to trapped charges incorporated in the film during higher voltage
measurements, which may increase the permittivity slightly due to the formation of ad-
ditional dipoles. The noise in the higher frequency measurements was less prominant
due to the much larger AC current available.
There are a number of important features in the curves of Figure 5.6 that suggest
the dielectric properties of the film are consistent with an Al2O3 layer in a MIM capac-
itor. Firstly the VCC is positive and increases with thickness, which is the expected
behaviour for Al2O3[99]. Furthermore, the increase of γ(Va) with decreasing frequency
is known in ALD deposited Al2O3 films[216]. Both of these properties occur in many
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Figure 5.6: C–V measurement results, expressed in the form described by Equation
5.13, for a 3 nm device (a), and a 2 nm device (b). A series of frequencies are shown.
materials besides Al2O3 however, particularly in the high-k oxides, which tend to have
mostly polar (ionic) bonds. The resulting ionic dipoles induced under an applied electric
field are understood to be responsible for the high static permittivity of these materi-
als[209], which depends on both the electronic and atomic structure of the material. The
STEM/EDX analysis of the Al2O3 film presented in section 4.4 showed that Al and O
dominate the X-ray spectrum. Although the precise composition of the film could not
be determined from these measurements, electronic measurements of the static relative
permittivity r in thick films are consistent with widely reported values for disordered,
ALD deposited Al2O3 thick films (≥ 7 nm). Another important feature of the γ(Va)
curve is the clear asymmetry in the polarities, and the offset of the minimum from the
origin. This asymmetry can also be observed in Be´cu et al.’s C–V experiments with
Al2O3 MIM structures, formed of TiN bottom and top electrodes in a CMOS compati-
ble fabrication process. There is little specific literature that treats the physical origin
of the slight capacitance enhancement in ceramic MIM structures, and therefore the
asymmetry is difficult to interpret. A series of plausible explanations are presented in
Chapter 6, based on the understanding of the capacitance enhancement in the litera-
ture and the modelling of the tunneling results, which provides some insight into the
properties of the metal layers.
The offset voltage from the origin appears similar in both devices, which suggests
this effect could be due to a difference between the top and bottom electrode work
functions[217], since the internal electric field Ei can be large enough to offset the CJ(Va)
value by a discernible amount. If ΦB is the bottom electrode work function, and ΦT is
the top electrode work function, there exists a potential difference across the insulating
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Figure 5.7: (a) Fitting of the 2 and 3 nm device VCC data at 100 kHz, using Equation
5.14 with β = 0, where only the up-sweep was considered for both polarities. (b) Fitting
of the 10, 20 and 30 nm device VCC data at 100 kHz, using the same method as for
(a). The curves in (a) and (b) were centred by applying offsets discussed in the text.
region
Vi =
ΦB − ΦT
e
=
∆Φ
e
, (5.15)
which is required for the junction charge to reach equilibrium. In the parallel plate
model, this internal potential difference results in a uniform internal electric field Ei =
Vi/tJ , which has the same effect as an applied field. Under this approximation, the
magnitude of the (macroscopic) total electric field is due to the superposition of the
applied field and the internal field
ET =
1
tJ
(
Va +
∆Φ
e
)
, (5.16)
normal to the metal surfaces, where the internal contribution can be constructive or
destructive to the applied electric field. This is discussed in more detail in Chapter 6
concerning the modelling of the tunneling I–V measurements. This internal electric field
is a very plausible explanation for the offsets observed in the VCC curves, which appears
to increase with decreasing thickness, consistent with Equation 5.16. Equation 5.14 is
then better expressed as
γ(ω, Va) = α(ω, tJ)
(
Va +
∆Φ
e
)2
+ β(ω, tJ)
(
Va +
∆Φ
e
)
, (5.17)
such that the work function difference ∆Φ is accounted for.
Figure 5.7 (a) shows the results of fitting the 100 kHz up sweep γ(Va) curves of
the 2 and 3 nm type-B devices to Equation 5.17, represented by the dashed lines, and
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the data points are denoted by the symbols. An offset of approximately 165 mV was
obtained for both curves, which has been accounted for in the plot to centre the curve.
Only the quadratic factor α of Equation 5.14 was used as a free parameter in the fitting
routine, so that any linear contribution is reflected in ∆Φ. In this case, according to
Equation 5.17, the offset caused by the work function difference can be expressed as the
β parameter
β = 2α
∆Φ
e
(5.18)
and the corresponding offset in the VCC itself at Va = 0 is then α(∆Φ/e)
2, which
increases with decreasing thickness due to α. A value of α ≈ 0.01 V−2 was obtained
for the 3 nm device, which represents roughly a 1% increase in the capacitance at 1 V
applied voltage. For the 2 nm device, α ≈ 0.02 V−2 was obtained, which represents
approximately a 2% increase at 1 V applied voltage. The adsorption of oxygen onto the
bottom Au surface has been shown to increase the work function up to 5.35 eV[218],
250 meV greater than the usual value reported for evaporated thin films on the order
of 5.1 eV[219]. The bottom Au electrode is exposed to oxygen plasma and a small
amount of oxygen gas during the ALD process, and growth was observed to be linear in
every case, which suggests that there are sufficient oxygen reactive sites on the surface.
However Au deposited on top of ALD deposited Al2O3 is known to have poor adhesion,
and has been used in fabrication processes to create plasmonic nanostructures, where
top gold layers can be easily lifted off[220–222]. The bond between the Al2O3 layer and
the top electrode is therefore weaker than that with the bottom electrode, and may
result in a work function difference on the order of the observed shift. The direction
of the shift in the C–V measurements is consistent with this observation. Such small
shifts are not readily observable in devices with thicker films, since the electric field
produced reduces significantly with increasing thickness. A device with a 1.4 nm thick
film and similar electrode diameter as the 2 and 3 nm devices was also characterised at
100 kHz, however the device was damaged during the experiment which resulted in a
permanent change in the measured capacitance. Despite this damage incurred during
the measurement, an offset of approximately 165 mV consistent with the other devices
could still be determined from the portion of the curve that was measured before the
device was damaged.
C–V measurements of thick film devices were performed to compare with the thinner
films and with VCC values reported in the literature, which are usually performed at
high frequencies. Voltages ranging from ±5 V to ±15 V were applied to the devices to
obtain electric fields on the same order as those in the thin film devices (approximately 5
MV.cm−1). In these devices the entire impedance range at low frequencies is dominated
by the reactance and large DC voltages are required to produce a large electric field.
Figure 5.7 (b) shows the results of fitting the VCC curves obtained for 10 nm, 20 nm
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and 30 nm thick film type-A devices with a 160 µm diameter, shown between -6 V and
6 V. Small offsets on the order of ±150 mV are present that are not consistent with
the difference between the top and bottom electrodes, which is expected to be on the
order of 500 mV, since the Cr work function is smaller than the Au work function by
approximately this amount[223, 224], and is expected to be unique in polarity as observed
in the thin film devices. The observed offsets are possibly due to other extrinsic effects
that contribute to β, or noise in the measurements at low voltages. The values of α were
found to decrease with thickness as expected, yielding 1.819×10−3 V−2, 5.5×10−4 V−2
and 2.1 × 10−4 V−2 for the 10 nm, 20 nm and 30 nm films respectively. The nominal
capacitance CJ(0) obtained for each thickness device was on the order 140 pF, 70 pF
and 50 pF respectively.
Figure 5.8 (a) and (b) shows the C–V results re-expressed in terms of the total
electric field ET , in order to highlight the dependence of the dielectric constant itself on
the electric field. The change in the capacitance under an applied bias is fundamentally
linked to the dependence of the permittivity of the film on the total electric field, which
can be expressed as
CJ(Va) = 0(ET )
AJ
tJ
, (5.19)
where AJ and tJ are assumed independent of the applied voltage. An empirical expres-
sion similar to Equation 5.14 can then be found for the dielectric constant
(ET ) = (0)(1 + aE
2
T ), (5.20)
Figure 5.8: (a) γ(Va) expressed as a function of the total electric field ET , computed
using Equation 5.16. The dotted line in corresponds to Be´cu et al.’s result for similar
MIM devices, obtained at 100 kHz[99]. (a) Same data as in (b) displayed in the same
electric field range as in Be´cu et al.’s experiments.
Chapter 5. Measurement Results and Analysis 139
where (0) = r is determined from the impedance measurements, and a is an empirical
fitting factor similar to α. Equation 5.20 is valid as is in a homogeneous electric field,
and thus a is related to α through
a(ω) = α(ω, tJ)t
2
J , (5.21)
where a is a parameter more representative of the behaviour of the permittivity and
is independent of the geometry of the MIM capacitor as long as the electric field is
homogeneous. Be´cu et al. have developed an insightful microscopic model to explain
the quadratic dependence of the VCC[225], and which incorporates the magnitude of the
permittivity in an empirical way. This model was used in their analysis of the thickness
dependence of γ(Va) in MIM devices with Al2O3 film thicknesses ranging from 7 nm up
to 20 nm[99], and will serve as a starting point in Chapter 6 for modelling of the C–V
results presented here. They found that a was independent of thickness in their devices
and their result is represented by the thick solid line in Figure 5.8 (a) and (b). The
electric field applied to their devices was not as strong as that used in this work, and
thus the curve shown in Figure 5.8 is a projection of their result based on the fitting
parameters they obtained with Equation 5.20. Figure 5.8 (b) represents the data in
the range of electric fields used by Be´cu et al. in their devices. As can be seen, the
value of a for the thick film devices presented in this work are highly consistent with
their result. With the present ultra-thin film devices, a decrease in a is observed with
thickness apart from the observed decrease of the static permittivity with thickness.
Since both of these trends are representative of the permittivity of the film, it is likely
that they are linked. These results therefore suggest that a more complete empirical
description of the permittivity, ignoring the frequency dependence, can be expressed as
(ET , tJ) = (tJ)(1 + a(tJ)E
2
T ), (5.22)
where a(tJ) reflects the behaviour of the permittivity under an applied electric field
and (tJ) reflects the thickness dependence of the nominal value of the permittivity.
Using Equation 5.21, the values of a obtained for each thickness were calculated as
approximately 7.3 × 10−4 cm2.MV−2 and 9.4 × 10−4 cm2.MV−2 for the 2 nm and 3
nm thick films respectively and Be´cu et al. obtained 2.2 × 10−3 cm2.MV−2 for each
thickness which is consistent with the values obtained for the 10 nm, 20 nm and 30 nm
film devices.
From the present results, it is also clear that the difference between the dielectric
constants obtained for the type-A and B devices cannot be explained by the larger
difference in work function alone. The work function of Cr is commonly reported to
be close to 4.5 eV[223, 224] such that the work function difference is on the order of
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0.6 eV, which would result in only a very small change of the permittivity. Chromium
is known to form a good chemical bond with Al2O3, evidenced by its good adhesion
properties[226]. In a ALD-based MIM structure that employs Cr as the top electrode,
both the top and bottom electrodes form a reliable chemical bond. In the type-B (Au top
electrode) MIM structure the poor chemical bond may be responsible for the increased
reduction in the dielectric constant. This is discussed in Chapter 6 concerning the
modelling of the permittivity thickness and voltage dependence.
5.3 DC conductance measurements
In the previous section, the AC properties of the junctions was determined, in which
a strongly thickness-dependent parallel resistance RJ was observed in films with tJ ≤ 3
nm. In this section, this parallel resistance is investigated against an applied DC bias
Va, which is discussed in the first subsection, and against temperature T , discussed in
the following subsection. The dependence of RJ(Va, T ) against these parameters and
knowledge of the material properties of the junction serves to identify the conduction
mechanisms involved in manifesting the recorded current[193]. The measurement circuit
shown in Figure 3.13 was used in all DC characterisation experiments. Both the source
and the ground wires are shielded using coaxial cables with the outer connection made to
the earthed chassis of the Keithley 2400LV. This section will only focus on the properties
of the thinnest film devices, which are of greatest interest to SET devices. In the
previous section, thick film devices were required to confirm that the permittivity of
the film becomes independent of thickness, and to check the consistency of the C–
V measurements. All working MIM devices with tJ > 5 nm were highly insulating,
and significant electric fields were required to produce a measurable current. In most
cases, these devices were damaged shortly after the current became measurable, which
provided a rough estimation of the breakdown field strength of 8 MV.cm−1, which is
on the order of reported measurements of the breakdown field[181, 199] for the Al2O3
PEALD process. Measurements of the thin film devices showed a measurable current at
an electric field significantly below the breakdown field. Electric fields up to 6 MV.cm−1
were used to characterise certain devices, to gain as much information on the barrier
parameters as possible, which is discussed in more detail in Chapter 6 where models are
used to estimate the barrier parameters. This section focuses on the consistency of the
measurements as a function of the geometrical parameters of the junctions.
5.3.1 Tunneling thickness and area dependence
When a potential difference is applied between the top and bottom electrodes, a
current I flows that sensitively depends on the material properties and the geometry of
the junction. Under the assumption of ideal planar electrodes and a uniform thickness,
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the current density can be expressed as
J(tJ) =
I(tJ)
AJ
, (5.23)
where the underlying assumption is that the current density is independent of position
in the volume between the electrode surfaces. Similarly, the applied electric field can be
expressed as
E(tJ) =
Va
tJ
, (5.24)
which is also assumed to be independent of position. The values of AJ and tJ used are
those shown in Figure 4.10. Using the generalised form of Ohm’s law, the conductivity
is expressed as
σ(tJ , Va) =
J(tJ)
E(tJ)
, (5.25)
where σ(tJ , Va) is the conductivity of the junction at a given film thickness and applied
voltage, and where it is implied that the current density is generally not proportional to
the applied electric field. The junction resistance at a given voltage and thickness can
then be expressed as
RJ(tJ , Va) =
1
AJσ(tJ , Va)
=
ρ(tJ , Va)
AJ
, (5.26)
where ρ(tJ , Va) is the surface resistivity expressed in Equation 5.9 in the previous section.
Figure 5.9 (a) shows a summary of the type-A device current density—electric field (J–
E) curves, in which a series of 2 nm, 3 nm and 5 nm thick film devices with different
surface areas were characterised. Figure 5.9 (b) shows a summary of the type-B device
J–E curves, in which a series of 1.4 nm, 2 nm and 3 nm thick film devices with different
surface areas were characterised. Equations 5.23 and 5.24 were used to calculate J
and E. From these J–E characteristics it is clear that J is a non-trivial function of E,
especially for the type-B devices, shown in panel (b). In both cases there is a clear
exponential dependence of the current density as a function of thickness, at high electric
fields. This is the first evidence that electron tunneling likely dominates in the thinnest
films. The smallest measurable currents were on the order of 1 pA, which is achieved
using long averaging times and accounting for the constant offset current present in
each Keithley 2400LV, which was within ±50 pA, depending on the system used. This
limit prevented accurate measurements of the current at low electric fields in the thicker
devices, as can be seen by the spread of the 3 nm and 5 nm device curves at low electric
fields. The shape of the J–E curves of the thinnest devices (≤ 2 nm) are highly consistent
at a given thickness, and there are offsets that reflect errors in AJ rather than tJ . The
type-B devices are found to be much less conductive than the type-A devices, which
is expected to be due to the larger effective barrier height in these devices, since the
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Figure 5.9: (a) Summary of the J–E measurements of 5 nm, 3 nm and 2 nm thick
type-A devices with different diameters. (b) Summary of the J–E measurements of 3
nm, 2 nm and 1.4 nm thick type-B devices.
Au work function is larger than that of Cr, as discussed previously. However, it will
be shown in further paragraphs that this cannot be the only factor that causes this
difference.
Figure 5.10 (a) and (b) shows the J–E data computed using Equation 5.25 and 5.26
to express the resistivity as a function of thickness and applied voltage. As can be seen
in plot (a), the resistance of the type-A devices decreases non-linearly and monotoni-
cally. In the type-B thin-film devices however, the resistance changes non-monotonically
for the 2 nm devices and below. Peaks in RJ(Va) can be observed in the 2 nm type-B
devices in both polarities. An asymmetry of the current between forward and reverse
polarity can be observed in all measured devices. All devices show a slightly higher cur-
rent when the top electrode is positively biased, such that electrons flow from the bottom
electrode to the top electrode. The qualitative shape of the J–E and resistivity curves
in the type-A devices closely resembles the typical shapes described in the literature for
electron tunneling[100, 181, 193, 227–229], whereas for the type-B devices there appears
to be subtle effects not commonly encountered in MIM devices in general. An effective
way to identify the conduction mechanism in the devices is to measure the temperature
dependence of the current. In thin insulating film devices in general, a series of different
conductions are commonly observed. There exist classical and semi-classical thermally
activated conduction mechanisms, such as thermionic (Schottky) emission[230], an elec-
trode limited process, and Frenkel-Poole conduction[231, 232], a bulk limited process.
These processes are generally highly temperature dependent, and can be described by a
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thermal activation law of the form[233]
I ∝ exp
(
− Wa
kBT
)
, (5.27)
where Wa is an activation energy related to the underlying physical mechanism respon-
sible for the current, and may depend on the applied voltage also[234]. None of the I–V
measurements performed followed this law at all temperatures considered, which suggests
these mechanisms are not present, or at least they are not discernible from the measured
current. Frenkel-Poole type conduction mechanisms have previously been identified in
thick (> 5 nm) ALD deposited Al2O3[181, 235], from which it is possible to extract the
energy levels of electron trapping centres within the insulator band gap[236], since the
electron transfer across the structure occurs by field-assisted thermal hopping between
trapping centres. Variants of the Frenkel-Poole conduction mechanism exist that treat
the hopping between trapping sites as tunnel-assisted, as well as thermally-assisted[237,
238], however these mechanisms also have a significant temperature dependence again
following Equation 5.27. The temperature dependence measurements are discussed in
detail in the next section, focusing on the ultra-thin film devices.
Due to the disordered nature of the ALD deposited Al2O3 film, as seen in the TEM
images presented in Figure 4.9 in Chapter 4, it is expected that electron traps exist
intrinsically as a result of the long range random fluctuations of the atomic potential
in such structures. In these structures the band theory of electrons in solids cannot be
applied exactly, since there is no symmetry in the material. N. F. Mott showed that
in such structures the conduction and valence band edges are not well defined, rather,
the quantity of trap energy levels for electrons increases as the average maximum of the
Figure 5.10: Measurements from Figure 5.9 (a) and (b) expressed as the resistivity
of the junctions as a function of voltage.
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atomic potential energy is approached, beyond which a conduction band is formed[142].
The same occurs with holes to form a valence band, and the resulting band gap conse-
quently contains intrinsic traps near the conduction and valence band edges. The band
gap of thick ALD Al2O3 films is estimated to be between 6 and 7 eV[239, 240], which
represents a very good insulator. The permittivity measurements discussed in the pre-
vious section suggest that the material properties of the Al2O3 layer in our device must
have similar electronic parameters. The reduction of the permittivity with thickness
also suggests that the band gap could increase, according to the commonly ascribed
trend that permittivity is intrinsically inversely related to the band gap[209], although
this is usually for thin films representative of the bulk properties, in the present case for
tJ ≥ 10 nm. In such large band gap disordered materials of high purity[241], the ran-
dom fluctuations of the atomic potential energy are much smaller in amplitude than the
band gap itself, and thus virtually no intrinsic trap levels exist near the Fermi level. The
Fermi level in the insulator is determined by the thermal equilibrium of the electrons
and holes both extrinsic and intrinsic to the material, but generally lies near the middle
of the band gap in such a wide-gap insulator[242, 243]. Since the thermal energy at
room temperature is much smaller than the band gap and the occupancy of the electron
traps is governed by Fermi statistics (Equation 2.26), virtually no electron trap levels
can be occupied at equilibrium. Therefore these traps play no direct role in the conduc-
tion of electrons under near-equilibrium conditions in the junction, such as low voltage
measurements. Electron traps that exist due to extrinsic factors have been detected in
ALD Al2O3, and are estimated to lie between 1.4 eV and 1 eV below the conduction
band using Frenkel-Poole measurements in thick films as a function of temperature and
using EELS techniques[240, 244]. These trapping levels have been analysed mostly in
metal-insulator-semiconductor (MIS) junctions, due to the considerable interest in the
use of high-k materials and ALD techniques for CMOS transistor gate insulators. In
such systems, the alignment of the conduction and valence bands between the semi-
conductor and insulator layers is a critical design consideration, as charges inside the
material layers and in the interface region cause an effective offset in the alignment of
the bands to reach equilibrium, which affects the barrier height of the gate material, and
consequently the leakage current[245].
Figure 5.11 (a) shows a simplified energy band diagram of the MIM structures, where
the electric field throughout the insulator is assumed to be constant. Φ± represents the
metal electrode work functions, and χ represents the electron affinity of the Al2O3
layer, which describes the energy required to bring an electron at bottom of the Al2O3
conduction band to the vacuum energy level Evac. The band diagram is formed by
assuming that before contact is made between the materials, Evac is the same for each
material and the Fermi energy EF differs for each material. When the MIM junction
is formed, charges may flow in, out and through the insulator to establish equilibrium,
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Figure 5.11: (a) Simplified energy band diagram of the MIM structures used in this
work, showing the important junction parameters discussed in the text. (b) Energy
band diagrams depicting the junction in the forward (1) and reverse (2) direct tunneling
regime, and similarly for the FNT regime, (3) and (4). The arrow density in (b)
indicates the relative magnitude of the current in each configuration.
so that the Fermi level EF becomes the same in each material, which results in an
internal potential difference when Φ+ 6= Φ−, as discussed previously. Depending on
the trapped charge density and energy, and the thickness of the film, the insulator
conduction band bends due to the screening of the metal plane by the trapped charges,
resulting in different types of metal-insulator contacts[242, 243]. In thin films such
as those used in this work, a significant trapped charge density is required to cause
discernible band bending, since the metal contacts are so close together they cannot be
screened effectively, and hence does not need to be considered in this work. However,
trapped charges that remain in the thin insulating layer after equilibrium is established
will cause a so called space-charge to exist in the layer, which modulates the potential
energy seen by electrons, either enhancing or suppressing electronic conductivity due to
positive, and negative space-charge respectively[246]. Static negative space-charge has
been reported in Al2O3 usually in the context of MIS junctions[181, 247], and is usually
not specifically reported in modern MIM tunnel diode literature, which is probably due
to the much higher quality insulating films that can be created with modern thin film
deposition techniques (see ALD related references). Therefore the effect of space charge
is not treated explicitly in Chapter 6 on the modelling of the tunneling characteristics of
the junctions. The top portion of Figure 5.11 (b) shows the junction under forward (1)
and reverse (2) bias in the direct tunneling regime. The current due to electron emission
from the higher work function metal is slightly more conductive in this regime, and is
discussed in detail in Chapter 6.
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The electron tunneling process is known to be relatively temperature independent,
since energy is not dissipated or gained during the tunneling transition itself, i.e. the
kinetic energy of electrons is not changed throughout the transition across the insula-
tor. In early experimental work on MIM structures, due to limitations in fabrication
technology, only thick film (on the order of 10 nm) devices could be reliably produced,
and consequently electron tunneling was first discovered experimentally by application
of very high electric fields[248]. Under these conditions the conduction is entirely elec-
trode limited, since the rate limiting process is electron tunneling from the cathode to
a region in the insulator with a considerably lowered potential due to the high electric
field, which is depicted in the lower portion of Figure 5.11 (b). This conduction regime
is known as the Fowler-Nordheim tunneling (FNT) regime, where the potential energy
barrier appears triangular to electrons in the cathode, and thus appears considerably
reduced in height and width so that the tunneling probability becomes significant and
highly sensitive to the applied voltage. In the simplest case of this regime, the current
density obeys a law of the form
JFN = P1E
2
T exp
(
− P2
ET
)
, (5.28)
where P1,2 are fitting parameters and ET is the total electric field as defined by Equation
5.16. The study of FNT is today a highly advanced field, driven by various applications
such as electron emitters in electron microscopes, and the interpretation of the param-
eters P1,2 must be carefully undertaken to obtain accurate results[249, 250]. Figures
5.12 (a) and (b) show the J–E data for three 5 nm film devices expressed in the form
of Equation 5.28, using the applied electric field Ea = Va/tJ , and centred onto the high
electric field region of the curve. The diameter of two of the devices was 80 µm and 320
µm, respectively. Surprisingly, despite the great difference in surface area, the current
density appears consistent for two of three devices. In both plots the highest electric
field regions of the curves appear to be reasonably linear, particularly in the forward
characteristic, which throughout this work is referred to as emission from the bottom
Au electrode, which was almost always the more conductive polarity in the voltage
range of the measurements. The forward characteristic is then obtained when a positive
(negative) potential is applied to the top (bottom) electrode.
FNT conduction is commonly identified in MIM devices with thick (tJ ≥ 5 nm) ALD
Al2O3 films. The data corresponding to the green curve in Figures 5.12 (a) and (b) is
fitted to Equation 5.28. Following Cowen et al.’s method, the FNT equation can be
expressed in terms of the forward (+) and reverse (−) current as[251]
I± = ±AJP
′
1
t2Jφ±
(Va + Vi)
2 exp
(
∓P ′2
√
m∗φ3±
tJ
Va + Vi
)
, (5.29)
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Figure 5.12: Fowler-Nordheim plot of the 5 nm thick film device, the linear regions
in the curves can be fitted to Equation 5.28.
where P ′1,2 represent fitting parameters that are related to physical constants in the
analysis of planar Al2O3 MIM junctions[246, 249–251], and Va,i are the applied and
internal potential difference. φ± represents the energetic barrier height (shown in Figure
5.11 (a)) in eV, and is given by
φ± = Φ± − χ, (5.30)
which shows that a metal with a small work function results in a smaller potential barrier
at equilibrium, as depicted in Figure 5.11 (b). The electron affinity χ of the insulator
determines the height of each interfacial barrier. The effective mass m∗ represents the
mass that electrons appear to have when inside the insulating layer, and is the result
of approximating electrons at the Al2O3 conduction band edge as having a parabolic
dispersion relation, which was discussed briefly in Section 2.2.1, and will be discussed in
more detail in Chapter 6. Each of P ′1,2 are defined as[246]
P ′1 =
e3
8pih
≈ 1.541× 10−6 A.eV.V−2, (5.31)
and
P ′2 =
4
√
2
3e~
≈ 6.83× 109 eV− 32 .V.m−1. (5.32)
In the fitting routine, P ′1,2 are kept constant, and Vi and φ± are used as the fitting
parameters. A value of m∗ = 0.44me[252, 253] was used for the effective mass of bulk
Al2O3. Due to the curvature in the reverse characteristic, a conclusive fit could not be
obtained, and both polarity curves could not be fitted simultaneously, which suggests
that the reverse characteristic has not fully reached the FNT regime. This would explain
the symmetry observed between the devices measured at a lower electric field, shown
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by the blue and black lines in Figures 5.12 (a) and (b), since at the onset of FNT, the
asymmetry in the current, defined as
ηasy =
I+(Va)
I−(Va)
, (5.33)
approaches unity, and in the FNT regime, becomes very small[193]. The asymmetry
calculated for each of the curves in Figures 5.12 (a) and (b) is illustrated in Figure
5.13 (a). The values obtained from fitting the forward characteristic to I+ are φ+ ≈ 3
eV, φ− ≈ 2.3 eV and Vi ≈ 0.7 V, and consequently the Al2O3 layer electron affinity is
determined as χ = Φ± − φ± ≈ 2.1 eV, which is consistent with literature values[100,
219, 239]. The value of Vi is also consistent with the difference between the Cr and Au
work function, as discussed in the previous section. These results show that thick film
devices fabricated during this work are consistent with reports of similar work on similar
devices, and that devices with a thinner film should show direct tunneling at voltages
below the barrier height φ+, which should be similar in the bottom electrodes for both
the Au and type-A devices. The dashed lines in Figures 5.12 (a) and (b) represent the
result obtained using Equation 5.29 for each polarity.
The tunneling characteristics of selected ultra-thin film devices (2 nm and 3 nm)
are modelled in Chapter 6, where a theoretical model was developed to describe the
observed asymmetry in the low voltage characteristics. The FNT analysis presented
above only provides a rough estimate of the bulk electrostatic properties of the Al2O3
Figure 5.13: (a) Asymmetry in the current obtained from the 5 nm type-A devices,
calculated using Equation 5.33. The colours of the symbols correspond with those in
Figure 5.12. (b) Estimated low voltage surface resistivity ρ(tJ) as a function of film
thickness. The error bars are estimated from the spread in the curves shown in Figures
5.12 (a) and (b). The solid and dashed line correspond to solutions of Equation 5.35.
Chapter 5. Measurement Results and Analysis 149
film, and is not necessarily representative of devices with thinner films. To estimate the
surface resistivity as a function of thickness, the resistance can be taken as approximately
constant at low voltage. Figure 5.13 (b) shows a plot of the estimated values of the
resistivity, including error bars corresponding to the observed spread in Figure 5.10.
Despite the significant errors in the thicker devices, there is a clear power law governing
the scaling of the resistivity with thickness that significantly exceeds this error, which
is a testament to the remarkable thickness resolution and uniformity achievable with
the Al2O3 PEALD process. As was discussed in Chapter 2, the probability of a direct
electron tunneling transition in a rectangular barrier follows a law of the form
P (Va ≈ 0) ∝ exp(−2κtJ), (5.34)
where κ represents the wave vector of electrons in the insulator potential barrier region.
At a small voltage, a small energy range of electrons near the Fermi energy will result
in excess transitions into the collecting electrode, leading to a finite conductance. The
conductance in this small energy range is approximately proportional to the transition
probability. In this approximation, it follows that the resistance, and hence the resistivity
can be described as
ρ(tJ) = ρ0 exp(2κtJ), (5.35)
where ρ0 is a proportionality constant that in principle can be related to the tunnel
barrier parameters. The solid and dashed lines in Figure 5.13 (b) represent the result
of fitting Equation 5.35 to the estimated zero bias values of ρ(tJ) for the type-B and
A devices respectively. A remarkably good fit is obtained, although the result for the
type-A devices is ambiguous due to the limited number of points. Despite this, the
rate of decrease of the resistivity with thickness appear to be similar as expected. The
value of κ obtained can be used to estimate the effective rectangular barrier height using
Equation 2.16 in Chapter 2
φrect =
~2κ2
2m∗
≈ 1 eV, (5.36)
obtained with m∗ = 0.44me as before. The value of φrect is clearly too small in this
approximation, as Schottky thermal emission becomes important for barriers below 1
eV, which was not observed. This result shows that in the available thickness range,
the resistivity scales with the wavefunction decay constant κ of a 1 eV barrier. Similar
parameters have been reported in Al-Al2O3-Al junctions using this method[254]. The
error in this estimated value is quite large however, as the underlying approximation of
the wavefunctions in the metals and the barrier region is crude, including the effective
mass approximation of the electron energy dispersion, which is estimated from other
experimental and theoretical work. To illustrate the effect of errors in the effective
mass approximation, using a barrier height of 3 eV yields an effective mass around
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0.14, which is just outside the reported range for ALD Al2O3. Using Equation 5.35
with the obtained values of κ and ρ0, the thickness range required for SET systems
can be estimated, where it is assumed that the material properties do not change with
thickness. A value of ρ0 ≈ 10−6 Ω.m2 and ρ0 ≈ 3.3 × 10−8 Ω.m2 was obtained for the
type-B and A devices respectively, and κ ≈ 3.3 nm−1 was obtained in both devices. The
values obtained for ρ0 are infeasibly large, since extrapolation of the scaling law to zero
thickness with the derived parameters yields a very large value of ρ(0), compared to the
result ρ0 ≈ 10−13 Ω.m2 obtained by Dorneles et al.[254]. This suggests the barrier height
and effective mass of the tunnel barrier may themselves depend on thickness, and the
tunneling probability may depend on other properties in addition. The few reports of
ALD fabricated SETs suggest that films on the order of 1 nm are required to produce high
enough electron tunneling rates[104]. Considering the barrier parameters obtained in the
FNT analysis of the 5 nm device, the value of κ obtained is approximately 5.6 nm−1,
which describes a greater rate of decrease of the resistance with decreasing thickness
than that obtained from the smaller thickness devices. Considering the evidence shown
in Chapter 4 for the high consistency in the Al2O3 film thickness, and the change in the
permittivity observed as thickness is decreased that is highly consistent across different
batches and different device types (types A and B), the non-ideal scaling of the tunneling
current as a function of thickness is likely linked to changes in the material properties
as thickness is decreased, rather than significant inconsistencies in the geometry. Small
inconsistencies in the geometry on the other hand could have a significant effect on
the tunnel current[249, 250], which is considered in detail in Chapter 6 in terms of the
evidence presented in Chapter 4 and in the present chapter.
5.3.2 Tunneling temperature dependence
The evidence presented in section 5.2 showed that for thick (tJ ≥ 5 nm) deposited
films, the measured material properties are consistent with high quality Al2O3. The
I–V measurements showed that direct tunneling and FNT are likely the dominating
conduction regimes, suggested by the observed material properties and the consistency
of these results with various literature. In this subsection the current as a function of
applied voltage and junction temperature I(Va, T ) is analysed. These measurements
provide not only evidence for the direct tunneling interpretation of the current, but
highlight subtle differences between the type-A and B devices. A number of devices
were characterised in a temperature range between 2.6 K, using the closed loop He
system, and 433 K using the hotplate system, both described in Section 3.4.1. Figures
5.14 (a) and (b) show the temperature dependence of the conductance of a type-A and B
device, respectively, and each with a 2 nm thick Al2O3 film. The conductance of type-A
devices is easily calculated, as the current increases monotonically. The derivative of the
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Figure 5.14: (a) Temperature dependence of the conductance of a type-A 2 nm device.
(b) Temperature dependence of the conductance of a type-B 2 nm device.
I–V curve shown in Figure 5.14 (a) was computed as
Gj =
Ij+1 − Ij
Vj+1 − Vj (5.37)
and using V ′j = 0.5 × (Vj + Vj+1) for the voltage axis. For the type-B devices, the
conductance is difficult to compute using Equation 5.37 due to the excessive noise.
Instead, a high order polynomial is fitted to the I–V curve, of the form
I(Va) =
n∑
i=0
FiV
i
a (5.38)
up to some order n, where Fi are coefficients. It was found that n = 4 was sufficient to
reproduce the obtained I–V curves very well, where the goodness of fit for each curve was
better than 0.999. The derivative can then be expressed analytically, which smoothens
the conductance curve obtained. Figure 5.14 (b) shows the resulting smoothed conduc-
tance curve, calculated using
G(Va) =
dI
dVa
=
n∑
i=1
iFiV
i−1
a (5.39)
with the obtained coefficients Fi.
In the type-A device, the conductance appears temperature-independent at temper-
atures between 3.7 K to 77 K, after which there appears to be a small linear increase
with temperature. The qualitative form of the thermal activation is consistent with the
temperature dependence of Al-Al2O3-Al MIM junctions of similar thickness, formed by
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plasma oxidation of the bottom Al electrode[255, 256]. In Chapter 6, the models pre-
sented are used to calculate the temperature dependence of barrier parameters in the
type-A devices, as the parabolic conductance is a typical feature of thin film MIM tun-
nel diodes. In the type-B devices however, the obtained conductance cannot be easily
modelled, due to the observed reduction in conductance, which suggests that a reso-
nance with surface electron states exists, which have been widely observed in scanning-
tunneling-spectroscopy (STS) measurements on crystalline Au surfaces[257–262]. The
position of the conductance peak in the forward characteristic, approximately 0.3 V,
is consistent with numerous measurements of the tunnel current emitted from different
facets of crystalline Au surfaces, and reflects the density of electron states below the
Fermi energy EF in the bottom electrode. The origin of these intrinsic surface states is
understood to be due to the strong spin-orbit coupling effect and strong band bending
of the surface potential of an Au crystal[263, 264], and as a consequence may be linked
to the surface reactivity of Au with oxygen. The band bending causes the sp band
crossing to be lowered below the Fermi energy, which leads to the formation of a surface
state band occupied by electrons. A detailed theoretical and experimental analysis of
these surface states has previously been performed in the context of STS measurements,
where it has been shown that the surface band that participates in conduction has an
energy dispersion well described by[259]
E(k) = EF − ES + ~
2k2
2m∗
, (5.40)
where ES ≈ 0.4 eV is the bottom of the surface state band, and m∗ ≈ 0.3me is its
effective mass, and can be incorporated in a simple model of the current. In Davis et
al.’s model[259], the thermal broadening of electrons in the surface band determines the
position of the peak, where in the low temperature limit the peak is expected to reflect
exactly the density-of-states. In the present results it is shown that at low temperature,
there is no sharp cutoff, rather the peak changes little in shape but shifts slightly to a
higher energy. Despite this, their results taken at room temperature are highly consistent
with those shown in Figure 5.14 (b), where the peak conductance is just under a factor of
two of the conductance at Va ≈ 0, and has an identical shape and position. Davis et al.
and others[262] have also shown that the peak shape and position in STS experiments
is determined by the topography of the Au surface. The peak height obtained in the
present MIM devices is consistent with emission of surface electrons from flat surfaces,
where the conductance peak is highest. In light of the new developments in the field
of topological insulators, the surface states on Au surfaces have been described as very
similar to topological states in these novel materials, originating from the bulk properties
of the band structure of Au[264]. These surface states are described as temperature
insensitive and robust to disorder, however, magnetic impurities are known to cause the
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surface states to disappear, which could explain why no surface states were observed
in the type-A devices. There is little work that treats the existence of surface states
in MIM structures, however the STS experiments in the literature provide the closest
analogy to the structures in this work, including the typical tip-sample distances used
on the order of 2 nm.
The non trivial part of the conductance described by the odd terms F1Va + F3V
3
a
can be associated with the surface state, and can be empirically accounted for to re-
veal the underlying conduction due to tunneling from bulk states[265], as appears to
be the case with the type-A devices. This was not performed, as this contribution can
be clearly seen in the background of the curves shown in Figure 5.14 (b), which has a
similar temperature dependence to that shown in Figure 5.14 (a). The type-A measure-
ments presented are representative of the measurements performed on the 2 nm, 3 nm
and 5 nm devices, which all showed a qualitatively identical temperature dependence.
For the type-B devices, the 1.4 nm and 2 nm devices both showed similar peaks and
temperature dependence, whereas in the 3 nm devices the effect of surface states could
not be observed, as the low voltage current could not be accurately measured due to the
limitations of the measurement equipment, but the tunneling temperature dependence
is similar to that observed in the type-A devices. The difference in amplitude between
the tunneling current obtained between the type-A and B devices is discussed in the
next chapter. This difference in tunneling amplitude, and the presence of surface states
in the type-B devices may be linked to the slight difference in the dielectric constant
trends observed between the type-A and B batches. This is discussed briefly at the end
of the final chapter, which presents opportunities for further work.
5.4 Conclusion
In the first section it was shown that a very high consistency in the capacitive prop-
erties of the junctions is obtained with the values of thickness tJ and surface area AJ
used. It was shown that as the film thickness is decreased below 5 nm, the dielectric con-
stant of the film appears to decrease significantly and consistently across all measured
devices. The C–V measurements performed suggested this change is mostly intrinsic
to the Al2O3, since a clear trend that matches the decrease in the dielectric constant
was observed that deviates from the bulk characteristic. The decrease in the dielectric
constant could therefore be helpful in raising the operating temperature of a metallic
SET system, through the effective reduction in CJ . In the following section, the mea-
surements and basic determination of the tunneling characteristics were described in
terms of the geometry, where a clear exponential scaling of the junction resistance was
obtained. The scaling observed between 1.4 nm and 3 nm thickness is thought to not be
representative of the true scaling, since the properties of the film appear to be changing
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with thickness, as suggested by the evidence presented in the first section. The tem-
perature dependence of the conductance was shown to be consistent with the reported
temperature dependence of Al2O3 MIM junctions, and some important differences be-
tween type-A and B devices were highlighted, particularly the effect of surface states
on the bottom electrode surface. The high consistency obtained in both the capacitive
and tunneling characteristics is promising for the mass fabrication of devices, as esti-
mated by the scaling relations, however there are limitations in the understanding of
small fluctuations in the geometry, particularly the thickness of the insulating film and
the morphology of the metal surfaces, which affects the material parameters determined
from models based on planar surfaces. The effects of these fluctuations is discussed in
the following chapter.
Chapter 6
System Modelling
6.1 Introduction
The fabrication and measurement of highly consistent ultra-thin film MIM devices
was presented in the two previous chapters, where it was found that a number of trends
occur in both the capacitive, and tunneling properties of the junction as a function of
thickness. In this chapter models are developed to investigate the important trends ob-
served in the material properties in detail in an attempt to identify the underlying phys-
ical mechanisms responsible for the observed behaviour. The first section is concerned
with the determination of the barrier parameters obtained from the I–V measurements,
and provides a model that can explain the asymmetry of the direct tunneling current
in MIM diodes, which cannot be explained only by the metal work function difference.
This work was published in Physical Review B[106]. The temperature dependence of
the tunneling current is then analysed in more detail using the proposed model, and
compared with modelling results of similar MIM junctions in the literature. In the final
section, the decrease of the dielectric constant is modelled simply by likening this effect
to dielectric screening effects at the interfaces in the MIM junction. An in depth dis-
cussion on the possible origins of this effect is then presented in terms of various models
and experiments available in the literature that have treated this effect in different elec-
tronic and material systems. The evidence obtained from the impedance spectroscopy
and C–V measurements are discussed together in this final section.
6.2 Direct tunneling field enhancement
Despite the widespread applications of ALD deposited thin films, the relation be-
tween the surface morphology and the symmetry and linearity of the I–V characteristics
of MIM devices is poorly understood, in particular in devices employing ALD-deposited
ultra-thin films with dielectric thickness below 5 nm. This presents significant challenges
for engineering and manufacturing of MIM devices with specific symmetry requirements
in their tunneling characteristics. Effects of field enhancement on the tunneling charac-
teristics of thicker MIM devices with large surface areas are well studied in the context
of FNT[250]. Alimardani et al. investigated the effect of roughness of the bottom elec-
trode [266] and concluded that the rough surface of metals deposited by evaporation
can cause an inversion of the forward bias configuration due to field-enhancement at
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roughness peaks, and that structures designed to be symmetric show asymmetry due to
this effect. More recently Lau et al. have reported that the roughness-smoothing effect
in the Al2O3 ALD process[204], which leads to the top electrode having a smoother
interface with the oxide than the bottom electrode, enhances the asymmetry in the I–V
characteristics. In the FNT regime, effects of field-enhancement are known to play an
important role as the tunnel current is much more sensitive to the shape of the poten-
tial barrier[250] than in the direct tunneling regime. However, field-enhancement can
still play an important role in the direct tunneling regime of MIM devices employing
ALD-deposited dielectric films, which is the subject of this work.
Two type-A MIM devices featuring a 2 nm film and with surface areas AJ1 and
AJ2 corresponding to DJ1 = 40 µm (device A) and DJ2 = 80 µm (device B) diameter
electrodes are studied in detail in this section. Device A is shown in Figure 4.8 (a),
and was used to create the TEM sample after the I–V measurements were performed.
Device B is shown in Figure 6.1 (b). These two devices were a distance of about 1
cm apart on the substrate during initial fabrication steps. In the case of device B the
radius of the bottom electrode is computed from the measured perimeter of the circle,
the area is then simply given by AJ2 = pir
2
b = 5.366 × 10−9 m2. In the case of device
A there is a slight misalignment that should be accounted for by computing the area
of the overlapping areas as the area enclosed by the intersection of two circles. Using
the procedure outlined in Ref. [267] we obtain an area AJ1 = 1.28 × 10−9 m2. This
area obtained corresponds to the area of a discs with a radius of 20.02 µm. In order
to understand the features of the I–V curves in detail over the whole bias range, a
model was developed that takes into account the effect of field enhancement due to
asymmetric roughness and the aforementioned roughness smoothing effect. The model
complements Miller et al.’s symmetric roughness model[268] that considers thickness
fluctuations but doesn’t consider field-enhancement. This model successfully reproduces
the experimentally observed asymmetry and is highly consistent with the measured I–V
Figure 6.1: (a) Schematic of the cross section of a typical MIM structure. (b) Optical
image of device B with a 80 µm diameter bottom electrode, highlighting the measured
radii of the bottom electrode.
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characteristics over a wide bias range.
The current density as a function of the applied electric field for devices A and
B is shown in Figure 6.2 in orange and blue, respectively. The current density was
calculated using Equation 5.23 using AJ1 and AJ2, and the applied electric field Ea was
calculated using Equation 5.24 with tJ = 2 nm, the measured thickness of the film.
The bottom electrodes of each device are used as the ground potential. For device A
shown in Figure 6.1 (a), the area was obtained by finding the offset between the circle
centres and computing the area intersected by these circles. For device DJ2 the area
AJ2 is defined by the top electrode area. The overlap of the two curves in the current
density plot shows that the consistency between these two devices is very high despite
using a simple parallel plate geometry. This implies that the typical length scale of the
geometrical imperfections on the electrode surface that impact the I–V characteristics
must be much smaller than the electrode surface area of both devices. Although the
J–E curves of other devices do not overlap as well as shown in Figure 6.2, in Chapter
4 it was shown that there is a clear scaling of the junction resistivity with thickness,
which implies that in general, irregular imperfections are not present in these working
devices. Such imperfections are likely to be responsible for the observed open and short
circuits detected in certain devices, which are extreme cases of the resistivity.
Close inspection of the TEM images presented in Figure 4.9 reveals two distinct
types of surface features. Figure 6.3 (a–b) show magnified regions of the TEM image
presented in Figure 4.9 (d). Figure 6.3 (a) shows a highly planar region in the MIM
structure, where it can be clearly seen that the roughness on the grain surface is atomic
in scale. Figure 6.3 (b) an image of a region with a protruding sharp peak outlined by
the dotted yellow line and where the contrast was increased to highlight the Al2O3 region
and the morphology of the interface. The Au region overlapping the Al2O3 is clearly a
thin three-dimensional structure, as the amorphous signature and the brightness of the
Al2O3 region appears around it.
Roughness smoothing during the deposition of amorphous layers is a well-known
phenomenon. This effect is clearly illustrated in a TEM image presented by Lau et al.
(Figure 7 in Ref. [269]) of a symmetric device with a much thicker amorphous insulator
than discussed here, which shows a sharp peak on the bottom electrode. Importantly, the
thickness of the insulator appears to increase near the pits to the sides of the peak on the
bottom electrode in their image, and thickness uniformity normal to the peak apex is not
clear. In our devices, the thickness of 2 nm measured at the peak apex appears consistent
with that measured in the planar regions. However due to the small thickness of our
film compared to that in Lau et al.’s device, it is very difficult to measure accurately the
thickness fluctuations. For clarity we have outlined the interfacial boundaries in Figure
6.3 (b) with dotted yellow lines.
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Figure 6.2: Current density (J) versus applied electric field (Ea) curves for devices
A and B at room temperature. The inset shows the I–V characteristics of the same
devices between −0.6 V and 0.6 V.
The smoothing effect can be understood as a result of the finite size of the TMA
precursor molecules and the steric-hindrance-limited adsorption[98] that leads to the
rounding of peak and pit features of the surface at the nanoscale, leading to thicker
values of the film normal to pit features. We note that an increased thickness of the
dielectric near the pit regions would decrease the tunneling probability, and the electric
field would be more uniform than around peaks. Therefore, it is likely that in rough
regions of the electrode small thickness fluctuations due to pits lead to a smaller current
than expected in MIM devices with an insulator of uniform thickness. Furthermore,
since the ALD deposited film forms a ‘mould’ for the surface of the top electrode, the
rounded pits cause the top electrode to have smoother, slowly varying features rather
than sharp crystal plane boundaries. The consequence of this is that field-enhancement
due to sharp features is stronger on average near the bottom electrode surface compared
to the top electrode surface.
A finite element model was developed using COMSOL to simulate and study the
effect of sharp features on the bottom electrode such as those shown in Figure 6.3 (b).
We consider a peak geometry that can be constructed using a two-dimensional model
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with a rotational symmetry axis as illustrated in Figure 6.4 (a), where r represents the
peak apex radius, θ the inclination angle of the surface leading to the apex, and the
green dashed line indicates the axis of rotational symmetry, which is also the path along
which the potential is sampled. The dielectric material is assumed to contain no free
or trapped charges. For a peak radius of approximately r = 0.2 nm, as for the peak
highlighted in Figure 6.3 (b), the potential profiles obtained from applying a potential
difference of 1 V between the top and bottom surfaces and varying the slope angle θ are
shown in Figure 6.4 (b) (solid lines). In the finite element model, the bottom electrode
is chosen as the reference potential and is set to 0 at position x = 0, corresponding to
the peak apex, and the top electrode potential is set to 1 V at x = 2 nm. It can be seen
that the potential becomes highly non-linear as θ is increased. We note that increasing
the peak radius r reduces the non-linearity only slightly as long as the radius is smaller
than the film thickness, and that in this regime the non-linearity in the potential extends
Figure 6.3: (a) Flat and (b) rough regions highlighted from Figure 4.9 (d). The
contrast in (b) was enhanced to distinguish the Al2O3 region shaded by the Cr more
clearly. (c) and (d) Energy band diagrams corresponding to the situations shown in
panels (a) and (b) with a uniform and distorted potential barrier, respectively. The
metal work functions are denoted by ΦAu,Cr, the insulator electron affinity by χI and
U(x) is the potential energy in the insulator.
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far into the dielectric layer.
The spatial dependence of the potential in this model is well described by an arbitrary
function of the form
ϕ(x) = ∆ϕT ln
(
1 +
e− 1
tn
xn
)
(6.1)
where t is the film thickness, n an arbitrary parameter, e is Euler’s number, and ∆ϕT
is the potential difference applied in the finite element model. The approximation of
the potential obtained via the finite element model by this function are represented by
the open symbols in Figure 6.4 (b). Physically realistic results are obtained when the
parameter n is constrained by n 6 1. When n becomes smaller than 0.5 the poten-
tial drops very rapidly near the peak apex which further restricts the parameter range
in terms of physically realistic situations. The parameter n effectively represents the
sharpness of the peak for small values of r (compared to t) and θ > 10°. For large θ, i.e.
θ > 40°, the accuracy of the approximation decreases, however, it can still be employed
for qualitative considerations. In thicker tunnel barrier systems (of the order of 5 nm
for Al2O3) where the breakdown voltage is high enough, Fowler-Nordheim field emission
dominates at voltages exceeding the barrier height, and the barrier appears triangular
in shape to tunneling electrons. In this regime the precise shape of the potential barrier
is very important, so field-enhancement must be considered as it significantly affects
the thickness of the barrier[250] as well as its average height. The approximation given
above may still be used in those cases but it may not be sufficiently accurate for a precise
study of the Fowler-Nordheim characteristics at high voltages.
Equation 6.1 must be modified to account for the work function difference of the
electrodes. The function is then expressed as
ϕ(x) = ∆ϕ ln
(
1 +
e− 1
tn
xn
)
(6.2)
where ∆ϕ is the internal potential difference of the junction, described by
∆ϕ = Va +
ΦL − ΦR
e
(6.3)
where Va is the applied voltage, and ΦL and ΦR represent the left and right metal
electrode work functions respectively. The spatial dependence of the potential energy in
one dimension that includes any field-enhancement effects in the simplest case is then
given by
U(x) = ΦL − χI − eϕ(x) (6.4)
where ΦL is the left metal work function, χI the insulator electron affinity, and ϕ(x)
the electric potential at position x in the insulator. The work function values of these
metals are widely reported; here we use the values ΦCr = 4.5 eV[223, 224] for the right
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Figure 6.4: (a) Geometrical model used to represent a typical peak on the bottom
electrode, with the apex radius r (red), the inclination angle of the surface θ (blue), and
the axis of rotational symmetry highlighted (green dashed line). (b) Potential profiles
obtained for r = 0.2 nm as a function of the inclination angle (solid lines). Least-square
fits of Equation 6.1 to the potentials obtained from COMSOL finite element modelling
are shown as open symbols. (c) Plot showing the voltage dependence of the potential
barrier using Equation 6.4 and n = 0.63, which corresponds to r = 0.2 nm and θ = 40°,
in Equation 6.1. The dashed lines represent a uniform barrier with the same material
parameters. The material parameter χI = 1.66 eV is taken from the fitting results
(discussed below).
electrode, and ΦAu = 5.1 eV[219] for the left electrode, corresponding to atomically
clean surfaces in an abrupt contact with vacuum or an insulating material.
The voltage dependence of the potential energy barrier is shown in Figure 6.4 (c),
which includes the potential due to the work function difference. The dependence of the
potential on the position inside the insulator considering specific surface features has
been studied by others in detail[171, 250, 270]. Gaillard et al. numerically extracted
interfacial roughness profiles of the top and bottom electrodes of a 45-nm-thick dielec-
tric MIM structure using high resolution TEM images to simulate the electric field[203].
The roughness profiles in their devices are asymmetric owing to the amorphous struc-
ture of Ta2O5 deposited by metal-organic chemical vapour deposition (MOCVD). Their
simulation results show that the electric field strength near both the interfaces can be
significantly larger at protrusions but that on average the field is slightly stronger near
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the bottom electrode. They concluded that the asymmetry in the leakage current is
possibly correlated with the asymmetric roughness profile of the interfaces. Below, we
show that the model of the potential introduced above indeed yields asymmetric I–V
characteristics and that in our case the data is consistent with the interpretation of
asymmetric roughness.
Figure 6.3 (c) represents the ideal trapezoidal potential barrier[271] found where
regions of the barrier are highly planar such as shown in Figure 6.3 (a), and Figure 6.3
(d) represents an example of an approximated field-enhanced potential barrier expected
in regions where the bottom electrode comprises sharp features such as the one shown in
Figure 6.3 (b). Given the large surface area of our devices, there will be variations in the
fine surface features that will influence the field structure[203], but qualitative behaviour
at the sharpest peaks is very similar to that produced by Equation 6.1 where the electric
field approaches a constant value far away from a peak apex. As this approximation
is applied to the description of the potential barrier it is possible to use a number
of different tunneling models. Here we chose to use the Wentzel-Kramers-Brillouin-
Jeffreys (WKBJ) description of the transmission probability as it is widely applied to
MIM structure characterisation and is the simplest model available.
Using Equation 6.4, the standard WKBJ approximation[249] applied to the trans-
mission probability of incident electrons yields
P±(Ex) = exp
{
− 2
~
∫ t
0
√
2mI(U(x)− Ex)dx
}
(6.5)
under forward bias (+) when Va > 0, where electrons incident on the barrier at x = 0
from the left (x < 0) are considered, and under reverse bias (−) when Va < 0, where
electrons incident on the barrier at x = t from the right (x > t) are considered. mI is the
effective mass and Ex is the energy of incident electrons normal to the surface, measured
relative to the Fermi level of the left electrode. The current can now be calculated by
adding the contributions from all regions featuring a uniform dielectric layer, and thus
with a trapezoidal barrier, and contributions from all regions featuring sharp peaks in
the dielectric layer, and thus with a distorted barrier. The current densities for the
individual regions are calculated using the one-dimensional version of Harrison’s tunnel
current density equation[272],
J± =
2e
h
∫ ∞
−∞
P±(Ex)
[
f(Ex)− f(Ex + eVa)
]
dEx (6.6)
where transverse wavevectors are ignored, and where f(E) is the Fermi-Dirac function,
defined relative to the Fermi level of the left electrode. The sign of the current is
determined by the sign of the applied voltage Va. Assuming T = 0 K, the integration in
equation 6.6 can be performed from −eVa to 0 under forward bias (when Va > 0), and
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from 0 to −eVa in reverse bias (when Va < 0). In this model, the bandstructure in the
metals and the insulating region is first assumed to be isotropic, such that the effective
mass is the same in all directions in reciprocal space. The usual method is then to
consider the three dimensional wave vector k¯ = i¯kx + j¯kt of an electron in each metal in
a cylindrical coordinate system, where kx represents the electron momentum normal to
the metal surface and kt represents transverse momentum parallel to the metal surface.
The total energy of free electrons in the metals is then written as[273]
ET =
~2
2me
(k2x + k
2
t ) = Ex +
~2k2t
2me
. (6.7)
The transverse energy component therefore appears in the Fermi Dirac function in this
form and can be integrated to yield a different expression for the current. In the present
model, it is assumed that electrons with total momentum off the normal to the metal
surface have a negligible transmission probability, since the barrier appears thicker.
Then kt = 0, which leads to ET = Ex so that only electrons normal to the surface are
considered. The three dimensional form of the current density equation was investigated,
however the full numerical integration in this form was found to take much too long,
and the result was sensitive to the choice of integration limits. Using Equation 6.5, the
total current is now given by
I = AiJi +AdJd (6.8)
where Ai and Ad are the surface areas of the uniform regions and regions with sharp
features respectively, which are constrained byAJ = Ai+Ad, whereA is the total area. Ji
and Jd are the current densities associated with uniform and sharp regions, respectively,
which are evaluated using Equation 6.6. The parameters χI , mI , Ai, Ad and n can now
be determined by fitting Equation 6.8 to the experimental I–V characteristics of the
different MIM devices.
It is worth noting that this model can not only be used to describe the effect of field-
enhancement due to geometrical features, but also for field-enhancement induced by a
local change in permittivity of the film. Under the assumption that there is no free or
trapped charge, geometry-induced field-enhancement produces a non-linear flux density
and electric field that are related by D(x, Va) = cξ(x, Va), where D and ξ share the same
dependence on x, and c is the constant permittivity of the dielectric. The equivalent
effect can be achieved by using a position-dependent permittivity, that is D(Va) =
(x)ξ(x, Va). The two interpretations can be linked through a well-behaved scaling
function f(x) (for example, the derivative of Equation 6.1), which in the geometrical case
describes D(x, Va) = D(Va)f(x) and ξ(x, Va) = ξ(Va)f(x). The equivalent effect on the
field can be achieved by a permittivity gradient (x) = /f(x) which shows that the two
forms are equivalent when the flux density is assumed constant in the dielectric layers.
Chapter 6. System Modelling 164
Therefore it is possible to use geometry as well as changes in permittivity to engineer
the asymmetry properties of ultra-thin film MIM diodes, as has been shown extensively,
for example, by sequentially depositing different dielectric materials in-situ by ALD in
stacked layers[274, 275] or to produce alloyed materials with new properties[216].
It is also possible that an imperfect chemistry in the first few cycles of the ALD growth
may cause a permittivity gradient in certain regions due to the presence of unreacted or
adsorbed compounds, which are expected to lead to optical phonons in the far-IR range.
In turn, such phonons would lead to inelastic scattering of electrons, however, we could
not observe any signs of inelastic scattering by computing the second derivative of the
I–V curve[276] taken at 3.7 K. We note that this could be due to the low probability of
transmission of electrons in our system and insufficient adsorbates or trapped organic
compounds. The non-linearity of the I–V curve at low voltage is a feature of a tall
energetic barrier even in thinner films[275], which causes the determination of small
peaks in the second derivative of the I–V curve to be very difficult.
The results of fitting Equation 6.8 to the I–V data presented in Figure 6.2 are shown
Figure 6.5: Fitting results of the mixed barrier model described by Equation 6.8 (solid
orange line) and the uniform barrier model where Ad = 0 in Equation 6.8 (dashed blue
line), to the experimental data for device A (open circles). The inset shows the two
contributions to the total current.
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Table 6.1: Fitting parameter results from using Equation (6.8).
Parameter Value Uncertainty
Ai 73% of A ± 26%
Ad 27% of A ± 69.5%
mI 0.69me ± 3.1%
χI 1.75 eV ± 5.2%
n 0.83 ± 25.2%
Table 6.2: Estimated correlations between the parameters used in the fitting process.
Parameter mI n Ai
mI - 0.967 -0.941
n 0.967 - -0.994
χI 0.999 0.964 -0.935
in Figure 6.5 and the parameters obtained are summarised in Table 6.1. The dashed
line shows the best fit (R2 = 0.661) obtained when assuming a fully uniform dielectric
with no sharp features, ie Ad = 0, for which we obtain the values mI = 0.75 and
χI = 2.03 eV. Not surprisingly, the uniform barrier model is unable to account for the
asymmetry in the I–V data as the work function difference alone causes only a negligible
effect in the direct tunneling regime. However, when considering the effects of sharp
features on the bottom electrode, the asymmetry is enhanced by the combined effect
of the work function difference and field-enhancement. This mechanism is illustrated
in Figure 6.4 (c) where the shape of the barrier at Va = 0 V (black line) is distorted
due to the non-zero built-in potential. The best fit (R2 = 0.990) to the model including
both, regions where the dielectric layer is highly uniform, as well as regions where it
comprises sharp features, is represented by the solid line in Figure 6.5. The inset shows
the individual current components from Equation 6.8. As can be seen, the asymmetry
is significantly increased in field-enhanced regions, which is of interest for the design of
certain MIM devices, for example IR rectennas based on MIM diodes. The uncertainty
(Table 6.1) and the correlations (Table 6.2) in the parameters were estimated from the
covariance matrix[277]. To ensure that a wide range of the parameter space is probed
during fitting and to the ensure the covariance matrix is representative, the starting
values of the parameters were chosen to be far from the resulting optimal solution.
The correlations between the parameters obtained from the fitting are shown in
Table 6.2 where a correlation of 1 between two parameters means that a change in one
parameter is entirely compensated for by a positive linear change in the other. A value
of −1 means the same except that changes in the two parameters are negatively linear to
each other. The correlation is highest between the effective mass mI and the affinity χI ,
which is well known to cause uncertainty when fitting I–V characteristics in a limited
bias voltage range[268]. Despite this, we obtained a much smaller uncertainty in these
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parameters than with others due to the I–V curve spanning a wide voltage range so
that there is an optimal solution that is stable. The reason for this can be explained by
considering the squared integrand of Equation 6.5, 2mI(ΦL − χI − eϕ(x) − Ex). The
relationship between mI and χI can then be expressed as
mI =
C1
2(ΦL − χI − eϕ(x)− Ex) =
C1
2(C2 − χI) (6.9)
where C1 is a given value of the squared integrand and C2 = ΦL − eϕ(x) − Ex. For
large values of C2 compared to χI , the dependence of mI on χI is quasi-linear as χI is
far away from the singularity point χI = C2. As the voltage is increased, at the point
x = t and for Ex = 0, the value of C2 decreases bringing the singularity point closer to
the origin which decreases the linear correlation between mI and χI . With the highest
voltage value used of Va = 1.6 V, we find C2 = 2.9 eV under forward bias which is a
drastic shift from C2 = 4.5 eV at Va = 0 V. The other important correlation is between
n and Ai (and Ad) which is not surprising as increasing n necessarily implies a decrease
in Ai (and increase in Ad). The remaining correlations are less important in particular
when Ad is small compared to Ai, as is illustrated above where the values of the effective
mass and electron affinity are not significantly affected.
The values found for the effective mass are within the range of reported experimental
values, i.e. between 0.23 and 0.8 for amorphous ALD deposited Al2O3[181, 247, 251,
266, 278], and theoretical predictions with values around 0.4[252, 253]. The values found
for the electron affinity of Al2O3 are also within the range of reported values of 1.0 eV
to 2.5 eV[100, 219, 239]. Despite the very high correlation between effective mass and
electron affinity, due to the I–V curve spanning a wide voltage range, there is an optimal
solution that is stable for both the uniform and mixed barrier models, which is reflected
in the small uncertainty in these parameters.
The value of n obtained is near the value obtained for the potential profile normal
to the apex of a peak with θ = 20° and r = 0.2 nm, however similar potential profiles,
and thus similar values of n, are obtained with different combinations of θ and r. Figure
6.6 (a) shows the dependence of n on the possible combinations of θ and r of interest.
The values of n were obtained by fitting Equation 6.1 to the potential profiles obtained
through finite element modelling by varying the value of r from 0.1 nm to 2.0 nm in
steps of 0.1 nm, and the value of θ from 0° to 45° in steps of 5°. When n reaches 1, the
potential is no longer well described for decreasing values of θ by a single parameter and
an additional parameter may be added to Equation 6.1 that extends its applicability
into small θ and large r values. As can be seen, if θ is large the value of n is consistently
smaller than 1 even for large r values, which represents a significant distortion in the
potential. Figure 6.6 (b) shows the same data as panel (a) but here θ is shown as a
function of r for a range of selected discrete values of n. From this plot it is clear that
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a certain n, for example as obtained in the fit to the I–V curve, represents an infinite
number of (r,θ) duplets.
We note that the value found for the area Ad appears to be large compared to
the evidence revealed by the TEM images. This suggests that isolated sharp peaks are
unlikely to dominate the field-enhancement. In contrast, sub-nanometer-scale roughness,
which may extend over a large area thus yielding a higher value of Ad, may play an
important role. Since the area imaged in the TEM sample is very small compared to the
area of the junction, Ad cannot be easily connected to a peak surface density without
a detailed knowledge of the surface-roughness over a statistically significant area. As
a result, the uncertainty in the parameters Ai, Ad and n is large. The value of n can
Figure 6.6: (a) Parameter n from Equation 6.1 as a function of r and θ obtained by
fitting Equation 6.1 to the data obtained via finite element modelling. The dot-dashed
lines indicate the projections of the corresponding dotted lines onto the r-θ plane for
selected values of n. (b) The same data as in panel (a), but showing θ as a function of
r for a range of fixed n values.
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indeed be set to a different value and a value for Ai and Ad can be found that yields
a similar solution. For example, fixing n = 0.63, corresponding to the case identified
in the TEM image, causes Ad to be reduced to 14.3% of A, while both mI = 0.66me
and χI = 1.66 eV remain almost unchanged, yielding a solution with an R
2 value of
0.989, hardly discernible from the optimal fit. We note that this uncertainty is due to the
limited voltage range accessible in this experiment; the differences between each solution
increase at very high voltages as the FNT regime (eV > ΦL − χI) is approached.
It is, in fact, possible to define a non-linear potential barrier over the whole area
of the junction (i.e. Ai = 0) which yields a solution with an R
2 value only slightly
smaller than for the optimal case. The potential obtained is close to that of a uniform
barrier and corresponds to the field-enhancement resulting from sub-nanometer scale
roughness. Taken together these observations suggest that a more complete ‘mosaic’
field-enhancement model of the MIM junction may be described as
I(A, Va) =
N∑
j=1
AjJj(Va, nj) (6.10)
where N is the number of regions with a uniquely defined potential described by nj cov-
ering an area Aj . While this approach is unlikely to produce unambiguous distributions
of different potential profiles to model the I–V characteristics of MIM diodes operating
in the direct tunneling regime, it may be expected to produce valuable information near
or in the FNT regime.
We now discuss the elements of the distribution of sharp features that dominate
the field-enhancement to shed more light on the significance of n and Ad. We have
established that a greater quantity of sharp features on the bottom electrode is due to the
uniform and conformal growth of Al2O3 by ALD, the shape of the features on the surface
and the roughness smoothing effect that occurs at the nanoscale. Although roughness
smoothing is not unique to ALD, it is different to a natively grown oxide, for example,
where the surface features of the bottom electrode are not preserved during oxidation by
oxygen atmosphere or plasma, which leads to a more gradual interface. As the bottom
electrode surface in our devices is Au, being a noble metal, the sharpest features are
not altered during ALD growth and it is therefore reasonable to expect a distribution
that includes atomically sharp peaks and ridges, with an abrupt interface. Figure 6.7
shows surfaces with different peak geometries that cause varying degrees of net field-
enhancement near the bottom electrode. When considering isolated three-dimensional
peaks such as illustrated in Figure 6.7 (c), the base of the peak (highlighted in light
blue) forms a ridge structure on the top electrode interface (dashed light blue) with the
Al2O3 layer, characterised by an increased radius due to the roughness smoothing. This
leads to field-enhancement occurring near the top electrode in these regions, although of
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Figure 6.7: Schematic representations of structures that represent areas that have a
higher net field-enhancement near the bottom compared to the bottom electrode. The
area Ae from Equation 6.11 is highlighted in red. The uniform and conformal nature
of the deposited film and the roughness smoothing effect are represented but not to
scale. (a) Wave-like structure characterised by large values of n with little to no net
field-enhancement near the bottom electrode. No roughness-smoothing occurs in this
idealised case. (b) Sub-nanoscale asymmetric roughness over a large area that, as a
result of the density of the sharp peaks, is characterised by a large value of n. This
is a direct consequence of the roughness smoothing effect[203, 204]. (c) Isolated sharp
peak structures characterised by small values of n and small area Ae. The roughness
smoothing effect occurs at the base of sharp peaks. (d) An isolated, relatively blunt
peak with a large area Ae and small value of n.
much smaller amplitude due to the increased thickness of the film and increased radius
of the emitting surface. Similarly, large wave-like features characterised by small values
of θ (< 10 °) and large values of r (> 0.2 nm) such as shown in Figure 6.7 (a) that extend
over a larger scale than the thickness of the film will cause a slight field-enhancement
from both the top and bottom electrodes, which will mostly cancel out. In Figure 6.7
(b) the asymmetry in the sub-nanometer roughness is represented by a simple diagram.
This causes stronger field-enhancement near the bottom electrode on average compared
to near the top electrode, as shown by Gaillard et al.[203]. This corresponds to a
situation where there are many peaks densely packed together such that the effective
field-enhancement is significantly reduced compared to isolated peaks but extended over
a potentially large portion of the total area.
The area Ad can be described in terms of the values of r and θ by using the model
shown in Figure 6.4 (a). The area of the spherical cap illustrated in Figure 6.7 is given
by
Ae = 2pir
2(1− cos(θ)) (6.11)
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and the potential normal to this area on the spherical surface does not change signifi-
cantly. Therefore to a first approximation Ad can be written as the sum of all the con-
tributing instances of Ae(r, θ) from the bottom electrode, assuming that all the other
contributions are small in comparison and hence can be neglected. We can see from
Equation 6.11 that the area increases significantly with larger r values and similarly
with increasing θ. Choosing the largest value of Ae in our distribution, i.e. r = 1.4 nm
and θ = 45° obtained from the contour in Figure 6.6 (b), the two-dimensional density
of peaks is given by np = Ad/AAe = 7.68 × 1016 m−2 or one peak per 3.61 nm by
3.61 nm area of the surface when Ad = 0.27A. Such a high density of sharp features
is not borne out of the TEM results. However, we note that it is based on a coarse
approximation, which in the context of a constant thickness of the dielectric film, de-
pends on a number of contributions that will affect the result. In order of decreasing
importance the following considerations will affect the resulting density of peaks: (i) the
distortion in the potential extends far beyond the area Ae for isolated sharp peaks (thus
increasing Ae significantly); (ii) sub-nanometer-scale densely packed peaks that extend
over a large area[203] (thus effectively increasing Ae); (iii) sharp features on the surface
of the top electrode which cancel out contributions from sharp features on the bottom
electrode (increasing Ad); and, (iv) corrections to the underestimation of AJ due to the
assumption of a perfectly flat surface[279] (which affects all free parameters).
Furthermore, in the direct tunneling regime, the current density is strongly dependent
on the thickness of the potential barrier, but fluctuations in the thickness of the film
have not yet been considered. The effect of changes in thickness on the other parameters
is illustrated if we assume that the thickness normal to a peak apex is reduced by 10%,
i.e. 1.8 nm. If n is kept at 0.832, we find that Ad is reduced to 2.5% of AJ , mI = 0.73
and χI = 1.85 (R
2 = 0.992). With the value of Ad = 2.5% of AJ and following the
contour for n = 0.83 as before yields a peak density of np = 7.041 × 1015 m−2 or one
peak per 12 nm by 12 nm area of the surface, showing that thickness fluctuations of
the film play an important role even with A˚-scale fluctuations. It is very challenging
to quantify such small fluctuations experimentally, in particular over a large areas. In
contrast, it is possible to include thickness fluctuations in our model using Miller et al.’s
method[268], which assumes a Gaussian distribution α(t) in the film thickness, such that
A(t) = AJα(t) is the portion of the total area with thickness t. However, experimentally
identifying the parameters to describe the thickness distribution is non-trivial.
It is important to note that the effect of such small features in the surface geometry
is unlikely to play a similarly important role in MIM structures comprised of electrode
materials with a small electron density such as weakly doped semiconductors. The Fermi
energy of electrons in metals is normally high, for bulk Au between 5 and 10 eV above
the valence band edge[264, 280–283] and for Cr on the order of 7 eV[284, 285]. At
kinetic energies above 1.5 eV for electrons, the de Broglie wavelength is smaller than 1
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nm and, as the electron density is high, the probability of incident electrons to ‘see’ the
fine features in the surface topography is large.
An asymmetry in the incident electron energy of the electrodes may cause a slight
asymmetry in the I–V characteristics, however, the difference in Fermi energy required
is of the order of at least 5 : 1 as has been pointed out by Brinkman et al.[286]. In
our system the Fermi energies of both Au and Cr are comparable and may contribute
to the asymmetry but the effect is small. However, a detailed analysis of the band
structure of the metals would be required as there are multiple sub-bands in the metal
valence band that each present wavefunctions with different symmetries that may change
with energy[264]. The Fermi energies of s-like sub-bands should dominate the tunneling
current due the spherical character of the wavefunction, however other sub-bands such
as the prominent d-band in Au[287] may play a role.
Finally, it is emphasised that the high consistency obtained in these devices is due
to the optimal conditions for the deposition of the bottom metal electrodes and the
compatibility of these electrodes with the ALD process, which allows highly uniform
and conformal growth of high quality Al2O3. The minimal surface roughness obtained
first reduces the chances the devices break down under a small applied bias and secondly
the adhesion of contaminating particles should be minimised. Additionally, the surface
must have had enough reactive surface sites for highly uniform growth to occur, which
is likely due to the stable adsorption of atomic oxygen onto sub-nanoscale rough Au
surfaces during the oxygen plasma exposure[201].
It was shown that a high consistency in the electronic characteristics of ultra-thin
MIM devices can be achieved over a large area using ALD to control precisely the
thickness and uniformity of the film. A highly reliable uniform thickness of 2 ± 0.1
nm was achieved for Al2O3 using plasma-enhanced ALD, and the tunneling current
density as a function of applied electric field was found to be independent of the surface
area of the MIM devices. We found that the tunnel current was strongly asymmetric,
beyond what would be expected as a result of the difference in work function between
the two metal electrodes. Although the dielectric thin film is highly uniform, we have
shown using TEM that sharp features on the bottom metal surface lead to a net field
enhancement and hence an asymmetric distortion in the potential across the film. We
have developed a model which takes into account such distortions and have demonstrated
that field enhancement can accurately account for the observed asymmetry in the I–V
characteristics of the MIM devices. These results show that deliberate and controlled
introduction of sharp features in the metal film may be used to engineer an asymmetry
and non-linearity into the I–V characteristics of MIM structures, which are of critical
importance to a range of applications, including IR rectenna diodes, storage capacitors
for DRAM, and non-volatile memory applications.
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In the case of the type-B, 2 nm devices, the same was observed where the forward
characteristic is more conductive than the reverse. For these devices, the current cannot
be directly fitted to Equation 6.8 without including the band structure of the surface
states, which has been performed by Davis et al.[259], as discussed in Chapter 5. The
shape of the I–V curves in field enhanced regions, shown in the inset Figure 6.8, corre-
sponds closely with the shapes observed in STM measurement on the Au surface[257–
262], where field enhancement near the tunneling tip causes a much higher current when
electrons are emitted from the tip, contrary to the devices presented in Chapter 5, where
the field enhancement occurs more on the same surface that contains the surface states.
Using the barrier parameters estimated in the 2 nm type-A devices, replacing the top
electrode with Au decreases the current by a factor just under 10, and therefore the over-
all smaller conductance of the type-B devices cannot be explained only by the change
in top electrode material.
The image force has the effect of decreasing the asymmetry in the current by rounding
off the corners and decreasing the effective height of the potential barrier, where both
these effects increase as thickness is decreased[227]. The conditions under which the
image force should be considered are not yet clear as it is intrinsically related to the
behaviour of the elastic tunneling electron inside the potential barrier[108, 288, 289]
which to our knowledge remains an unsolved problem. Thus under the observation that
fine distortions in the barrier are required to produce low-voltage asymmetry, it seems
reasonable to expect the image force effect is small enough such that the distortion in the
potential is still seen by tunneling electrons. If it were to be considered, the restorative
force acting on departing electrons in the sharp regions would be expected to be more
important due to the different spatial charge configuration. The effect can be included
as a contribution to Equation 6.4.
It is worth noting that this model can be applied to electron tunneling devices be-
sides SETs. For example, metal-insulator-metal (MIM) capacitors with ALD deposited
high-k dielectrics are used in applications such as radio-frequency (RF) capacitors for in-
tegrated circuits[212, 216, 266, 274], storage capacitors for dynamic RAM (DRAM)[154,
156] and non-volatile memory (NVM) applications[102, 169]. Similarly, MIM diodes crit-
ically underpin high-speed electronics applications such as infra-red (IR) detectors[170,
290–292] used in energy harvesting applications and backplane selector diodes for LCD
displays.
6.3 Temperature dependence of the barrier parameters
Using the model presented in the previous section, the I–V characteristics of a type-
A, 3 nm representative device is analysed as a function of temperature. A series of
I–V curves were recorded at each temperature set point between 4 and 290 K. In the
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fitting routine, tJ is set to 3 nm, and the same values as in the previous section are
used for the work functions of the metal electrodes. In order to extract the temperature
dependence of the barrier parameters, the result of fitting the 4 K I–V curve provides
values for Ad and Ai, which are subsequently kept constant for the remaining curves. The
underlying assumption is that the geometry does not change with temperature, which is
a reasonable approximation considering that thermal expansion effects are very small for
isolated sharp features. Figure 6.8 shows a plot of the I–V curves taken at the lowest and
highest temperatures, where the mixed barrier result is represented with the solid lines,
and the uniform barrier by the thin dashed lines. The natural weighting of each point in
the fitting routine results in a good fit for the current at higher voltages. As with the 2
nm devices, the asymmetry and qualitative shape of the I–V curves is better described
by the mixed barrier model that includes regions where field enhancement occurs near
the bottom electrode. The low temperature affinity obtained was χI ≈ 1.4 eV, which
is smaller than that obtained for the 2 nm devices, and the effective mass for electrons
in the insulator conduction band obtained was m∗ ≈ 0.43me, which is also smaller than
obtained for the 2 nm devices. Although these are significant differences, decreasing χI
decreases the current density, but decreasing m∗ increases the current density, and thus
the parameters obtained as a function of thickness reflect possible errors in the values
of AJ and tJ , the underlying approximations made in the model and changes in the
material properties with thickness. The value obtained for Ad is 18% of AJ , which again
is smaller than obtained in the 2 nm devices, but does not represent a difference as large
as with the electronic barrier parameters and is well within the uncertainty obtained in
the 2 nm devices for this parameter. The uncertainty in the obtained parameters for the
3 nm devices have similar ratios to those shown in Table 6.1, but are generally smaller
at all temperatures.
Fitting of the I–V curves was performed in two ways. In the first pass, represented in
Figure 6.8, the curves were fitted leaving only χI as a free parameter at all temperatures.
The effective mass is kept at the value obtained from the 4 K I–V curve. Figure 6.9 (a)
shows the dependence of the obtained values of χI as function of temperature. As can
be seen, generally the barrier height
φB(T ) = ΦL,R − χI(T ) (6.12)
decreases with increasing temperature, and changes little at low temperature. In the
second pass, the curves were fitted using both χI and m
∗ as free parameters at all
temperatures, which resulted in an identical dependence of χI against temperature, and
a slight increase of 10% in the effective mass was obtained over the whole temperature
range. The R2 values obtained were almost identical in both cases, which suggests there
is little statistical significance to the derived variation of the effective mass. Figure 6.9
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Figure 6.8: Fitting results of the mixed barrier model described by Equation 6.8
(solid lines) and the uniform barrier model (dashed lines) where Ad = 0 in Equation
6.8, to the experimental data for the 3 nm thick device at 4 and 290 K.
(b) shows the goodness of fit obtained for the first pass, which shows that the fit is
better at lower temperatures, which is expected since the I–V curves change little and
the values of Ad and Ai were kept constant. The trend in χI is qualitatively identical in
both cases, although the change in barrier height appears greater when the effective mass
is allowed to change. Physically, the change in the barrier height reflects an underlying
change in the bandstructure of the Al2O3 layer, which implies both the band gap EG
and χI can be temperature dependent.
The temperature dependence of the band gap has a physical explanation and has
previously been analysed in a 2 nm Al2O3 MIM device, where the Al2O3 layer was
formed by oxidation in atmosphere for 24 hours[256]. They present qualitatively identical
results to those presented in Figure 6.8 (a), and interpret the temperature dependence
of the current as due entirely to the change in band gap with temperature. It has been
shown that in many semiconductors, the band gap decreases with increasing temperature
due to the electron-phonon interaction[293]. Phonons are quasi-particles that represent
collective vibrations of the atomic lattice and generally have energies corresponding
to the far-infra red region of the electromagnetic spectrum. The phonon population
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Figure 6.9: (a) Temperature dependence of the electron affinity, represented by the
open circles, which reflects the change in the Al2O3 barrier height through Equation
6.12. The solid line represents the fitting result to Equation 6.13. (b) Goodness of fit
(R2) of the mixed barrier model as a function of temperature.
is described by Bose-Einstein statistics, and due to their small energies which reach
maximum values in the meV range, their population is highly sensitive to temperature.
At low temperatures, lattice vibrations are strongly suppressed and thus the effect of
the electron-phonon interaction is reduced. In a wide band gap insulator such as Al2O3,
phonons can interact with valence electrons and in turn modulate the band gap. The
modulation of the band gap occurs due to the deformation of the atomic potential
under lattice vibrations[294]. As the phonon spectrum of a material is highly complex,
efforts have been made to describe the modulation of the band gap as due to an average
phonon mode 〈~ω〉 representative of the distribution of phonon frequencies that depends
on the material[295]. A simple model that expresses the dependence of the band gap
on the temperature was developed based on the temperature dependence of the phonon
population by O’Donnel et al., which reads[293]
EG(T ) = EG(0)− Spe〈~ω〉
[
coth
( 〈~ω〉
2kBT
)
− 1
]
(6.13)
where Spe is interpreted as a coupling constant representative of the strength of the
electron-phonon interactions.
In the present work the value of EG was not measured, although it is estimated to be
greater than 6 eV according to reports on ALD deposited Al2O3[239, 240]. Following the
procedure used by Patin˜o et al.[256], χI is assumed to be constant against temperature,
such that band gap can be written as
EG(T ) = γaφB(T ) (6.14)
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using Equation 6.12 for the barrier height φB and where γa depends on the band align-
ment at the Al2O3 and metal layer interfaces, which should take a value near 2, according
to the barrier heights on the order of 3 eV obtained in the previous and present section.
Equation 6.13 shows that the zero temperature value of the band gap EG(0) can be arbi-
trarily chosen as it plays no role in determining the slope of the temperature dependent
part. The value of 〈~ω〉 controls the temperature at which EG(T ) becomes relatively
temperature independent, and Spe controls the rate at which the band gap decreases
with temperature when the thermal energy is greater than 〈~ω〉. Due to the arbitrari-
ness of the choice of EG(0), χI(T ) can be fitted to Equation 6.13 by only inverting the
sign of the temperature dependent part, and is shown in Figure 6.9 (a). The goodness of
fit obtained was R2 > 0.999 and the parameters obtained were Spe = 3.35 and 〈ω〉 = 26
THz. The value of 〈ω〉 obtained is in close agreement with Patin˜o et al.’s result of 20.3
THz, however the value of Spe obtained here is twice the size of theirs, which indicates
the band gap in our devices appears to be decreasing faster, within the interpretation
of the model. The result is also very close to derived values of the average phonon
frequency 〈ω〉 = 22.4 THz obtained from speed of sound measurements in amorphous
Al2O3 thin films[296], which Patin˜o et al. also compared against. The discrepancy in
the value of Spe could be due to the different experimental conditions, where in this
work thicker films and a much broader voltage range was used. There are few reports of
this nature on the temperature dependence of electron tunneling in Al2O3 MIM devices,
however despite this, a reasonable agreement is obtained with these parameters. Values
of Spe on the order of 3 have been reported for Ga based semiconductor materials[293].
Other devices were measured but not to such a high temperature resolution, however
the same trend occurs where at low temperatures less than 70 K, the thermal activation
becomes very small, which yields very similar values of 〈ω〉, and similarly for the slope.
6.4 Dielectric constant
Due to the significant challenges facing the down-scaling of CMOS devices as critical
device dimensions on the molecular scale are approached[297–300], there is considerable
interest in novel two dimensional materials, which due to the significant confinement
in one dimension, show novel properties and present new opportunities for the mass
fabrication of devices. Interest is focused on materials that can be used to provide basic
circuit elements, formed of conductors, semiconductors, and insulators. For instance,
graphene shows great promise for use as metallic contacts[214, 298], and possibly as a
semiconductor[301–303]. Newer, more exotic monolayer materials are being investigated
for use as semiconductors, such as MoS2[304–306] and SnS2[307]. ALD is a highly
versatile and reproducible technique, that can be used to fabricate very thin films,
the composition of which can be selected from a vast array of materials[98, 308]. The
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sequential chemical growth allows the controlled deposition of many of these materials to
sub-nm precision, over large surface areas relevant to industrial scale manufacturing. The
deposition of Al2O3 by ALD has by now been widely used in research and in industry, and
continues to be used today as a highly reliable insulating material in novel applications in
nanoelectronics, such as spintronics[309], magnetic tunnel junctions[310], solar cells[311],
SETs[102, 103] and MIM capacitor and tunnel diode structures for RF[171, 312] and
IR[290, 313] applications. Less interest has focused on the properties of ultra-thin ALD
deposited Al2O3 based MIM structures however, as more effort has focused on ALD
deposited Al2O3 employed as a gate dielectric in nanoscale FET devices, which was
used in the Intel 45 nm CMOS technology node.
Size effects on the dielectric constant have already been demonstrated in experimen-
tal and theoretical reports. Groner et al. created Al2O3 MIM structures formed of
n-doped Si and Mo electrodes, and found a significant decrease in the dielectric con-
stant below 60 nm Al2O3 thickness, and the smallest devices they created featured a 3
nm insulator thickness, which gave a dielectric constant on the order of half the bulk
value they obtained[199]. In their MIM structure, they used materials that readily ox-
idise when exposed to the oxygen based precursors used, and thus their result is well
explained by the inclusion of a low permittivity oxide on either material used as the
seed layer in the deposition, the thickness of which must be determined independently,
as shown by others. In contrast, the permittivity in confined materials can be consid-
erably reduced compared to their bulk equivalent. An atomistic model of an Si slab
has shown that both the ionic and electronic contributions to the dielectric constant
decrease with thickness below a critical thickness[314], which shows that confinement
effects in semiconductors play a role not only on the electronic transport properties, but
on the dynamical properties represented by the dielectric constant. They also show that
at the molecular scale, fluctuations of the local permittivity near a contact with a mate-
rial can drastically affect the measured dielectric constant. Similar thickness dependent
properties have been observed and predicted in nanoscale materials such as MoS2[306,
315].
The qualitative shape of the decrease in the dielectric constant as thickness decreases
can be reproduced in a simple one dimensional classical macroscopic model. The decrease
in the dielectric constant can be interpreted as a dielectric screening effect, where regions
of small permittivity screen the regions of higher permittivity, so that the effective bulk
dielectric constant is reduced. Consider the model of the permittivity in the planar
MIM structure shown in Figure 6.10 (a), where two interfacial regions of thickness ti1
and ti2 are introduced, which each have a smaller permittivity i1 and i2 than the bulk
dielectric constant b. The equivalent circuit of the capacitance is then given by
1
CJ
=
1
Ci1
+
1
Cb
+
1
Ci2
, (6.15)
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where each capacitor has the same surface area AJ . Since there is no knowledge that
can be used to predetermine the properties that define each of Ci1 and Ci2, for the
purposes of analysis they can be lumped together into a single interfacial capacitance
CI = 0IAJ/tI , so that tJ = tb + tI and tI = ti1 + ti2. The measured permittivity J
can the be expressed in terms of each region as
J = tJ
(
tJ − tI
b
+
tI
I
)−1
. (6.16)
This can then be used to fit the values of J obtained from the capacitance as a function
of thickness tJ , where it is assumed that tI , b and I do not depend on tJ . The
result obtained for both the type-A and B devices is shown in Figure 6.10 (b), for which
R2 > 0.95 was obtained in both cases. The solved parameters are not unique, and a range
of solutions exist for both tI and I , constrained by the values of tJ and J . The most
immediately relevant result is to ascribe the interface capacitance to a vacuum layer, of
permittivity I , so that the smallest possible value of tI can be determined. Using this
method and b = 8.8, tI = 2 A˚ was obtained for the type-B devices, and tI = 1.935
A˚ was obtained for the type-A devices, which represents a distance comparable to the
atomic spacing in solid materials. Identical solutions are obtained when the permittivity
of the interfacial layer is increased, and the corresponding thickness can be determined
as
tI = g
(
1
b
− 1
I
)−1
, (6.17)
where g is a negative variable that depends on J , b, tJ and can be determined using
Equation 6.16.
Such a model of the interfacial capacitance has commonly been used to describe MIM
devices with ferroelectric dielectric materials[317–321], and has been called the dead layer
effect, which in such devices occurs at much greater thicknesses on the order of 1 µm.
Although the quantitative and qualitative results of this model are very acceptable, the
underlying classical description and interpretation of interfacial capacitance presents a
number of issues. In this model, the dielectric layers are treated as being in a perfect
chemical contact, so that there are no metallic electrodes between the layers. This
then requires the charge to be conserved across all the dielectric layers, rather than in
each capacitor separately as for the multi-island metallic SET systems. In the planar
structure, the flux density is constant across all the layers, and thus the charge on each
capacitor is the same, i.e. QJ = Qi1 = Qb = Qi2. From this and Equation 6.15 it follows
that the voltage across each dielectric layer is related to the potential difference between
the electrodes
Vk = ∆ϕ
CJ
Ck
, (6.18)
where k can be each of i1, and i2 and b. This shows that depending on the choice
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Figure 6.10: (a) Equivalent circuit and electrostatic model of the classical dielectric
screening effect, represented by the interfacial capacitances Ci1 and Ci2. (b) Result of
using Equation 6.16 to fit the thickness dependence of the permittivity. Song et al.’s
theoretical result for an Al2O3 monolayer is included[316].
of parameters, the shape of potential barrier is affected, which implies the tunneling
characteristics should be affected. As discussed in Section 6.2, this can be effectively
accounted for in the tunneling model. This analysis is usually performed for multi-layer
dielectrics in MIM devices, which are used to engineer the Fowler-Nordheim character-
istics[274]. If the layer is interpreted as a vacuum layer, then the tunneling electrons
see a very thin but tall potential barrier before the Al2O3 regions, the dimensions of
which significantly affect the tunnel current and asymmetry, particularly for large values
of tI . For the value of tI obtained here, the vacuum region is virtually transparent to
electrons and mainly has the effect of decreasing the amplitude of the current rather
than affecting it’s behaviour under bias. As can be seen from Equation 6.18, as tI is
made very small, CI becomes very large compared to CJ and thus most of the voltage
is across the bulk layer rather than the interfacial layers.
At the length scale of the values of tI obtained, the interpretation of a vacuum layer
as presented is questionable first because it is atomic in scale, but also because the
macroscopic concept of the permittivity as used so far is not applicable at this scale.
Clearly a microscopic model of the permittivity as a function of space is required to
describe the observed trend, that provides a continuous, but position and thickness
dependent permittivity. A classical model that considers the microscopic dielectric con-
stant as a function of position and thickness has shown that a reduction of the intrinsic
local permittivity occurs at the interfaces of a thin dielectric slab[322]. In this method,
a lattice of electric dipoles is defined, and the local electric field due to each dipole is
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then due to the superposition of all the dipole electric fields. The atomic polarisability
αa of each dipole is empirically determined from the bulk dielectric constant using the
Clausius-Mossotti relation
J − 1
J + 2
=
Nαa
30
, (6.19)
where N is the density of dipoles in space. Using a cubic lattice, it was found that the
local permittivity is smaller in only two layers of dipoles from each interface, and the
outer-most layers show a reduction of about 20% from the bulk value. These generalised
dipoles cannot easily be related to spatial dimensions in Al2O3, due to it’s amorphous
structure, and the ionic nature of the Al–O bonds. Starting from a phenomenological
description in one dimension based on Maxwell’s equations, the displacement current
density can be written as
J(ω) =
∂D
∂t
(6.20)
where D is the frequency dependent electric flux density in one dimension, which is
expressed as
D(ω) = 0ξ(ω) + P (ω), (6.21)
where P is the polarisation density in one dimension, which represents the response
from the dielectric material, and therefore contains all the relevant dynamical electronic
properties of the material. In general, P is due to all dipoles that align with the direction
of the applied alternating electric field ξ(ω), whether intrinsic or not to the dielectric
material, where each contribution can be expressed as a susceptibility χi(ω) in the
frequency domain as
P (ω) = 0ξ(ω)
N∑
i
χi(ω), (6.22)
where it is assumed the polarisation is a linear function of the electric field, and that
there is no static polarisation.
In diatomic, ionic materials such as Al2O3, two intrinsic contributions arise, first
the polarisation of the electronic clouds responsible for the optical dielectric properties
can be expressed as χele. The second contribution χion is due to the induced dipoles
formed by relative displacements of the oppositely charged ionic cores, which for Al2O3
are Al3+ and O2−. Extrinsic contributions to P , such as the dipoles created by hopping
of trapped electrons, tend to respond very slowly to the time dependent electric field
in the range of frequencies used in this work (1 Hz - 200 kHz)[207, 323, 324], however
no significant loss tangeant was measured in the whole frequency range as shown in
Section 5.2. Therefore the flux density can expressed solely in terms of the intrinsic
contributions
D(ω) = 0ξ(ω)
[
1 + χele(ω) + χion(ω)
]
= 0J(ω)ξ(ω), (6.23)
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which shows the phenomenological description of the measured relative permittivity
r(ω). The response of each susceptibility component to a change in the electric field
against time can be approximated as a first order Debye process for the purpose of
this discussion. Under a constant electric field, an induced ionic dipole is in thermal
equilibrium. If at τ = 0 the field is set to zero instantaneously, there is a delay for the
induced dipole to reach equilibrium, and the polarisation can be written as Pion(τ) =
0χion(0) exp(−τ/τion). Taking the (positive) Fourier transform of this expression yields
the frequency dependent susceptibility
χion(ω) = χion(0)
ωion
ωion + jω
, (6.24)
where ωion is the frequency at which the amplitude of the contribution is decreased by
half. A similar expression can be assumed for the electronic contribution, which is char-
acterised by a resonant frequency ωele of much greater amplitude than ωion. The real
part of the susceptibility then contributes to the (real) capacitance, and the imaginary
part presents a frequency dependent real impedance known as the dielectric loss, which
consequently affects the phase of the measured impedance. It was established experi-
mentally in Section 5.2 that there is no discernable dielectric loss in the range of electric
field frequencies used and at all thicknesses, which shows that ωele >> ωion >> ω, as ex-
pected, since ωion is expected to be found in the THz range[325]. Therefore the measured
values of J as a function of thickness contains both χion(0) and χele(0). χele(0) can then
be obtained through knowledge of the refractive index ni, which gives χele(0) = n
2
i − 1.
Values of ni have been reported to vary between 1.5 and 1.8, and thus χele(0) is between
2.25 and 3.25. This contribution is usually called the optical dielectric constant, and is
written as
∞ = 1 + χele(0) = n2i , (6.25)
so that the static dielectric constant obtained from the impedance spectroscopy mea-
surements can be written as
J = ∞ + χion(0). (6.26)
In high-k materials, ∞ is usually much smaller than χion(0), which shows that the
high permittivities in such materials are linked to the motion of ions in the dielectric
material[209].
First principles calculations of a structurally stable Al2O3 monolayer have shown that
the band-gap and the static permittivity both decrease by a significant fraction[316]. It
was found that both ∞ (1.27) and the ionic part of the dielectric constant (1.24) decrease
perpendicular to the plane of the monolayer, giving a value of approximately 2.5 for the
total dielectric constant, which is much smaller than in the bulk value. Their result
is shown in Figure 6.10 (b), where a thickness of 4 A˚ was used, which is no longer a
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well defined quantity, and could be larger or smaller when in contact with a material
by up to a few A˚, depending on the interactions of the layer with the top and bottom
electrodes. Even within these uncertainties, their result aligns quite well with the result
from the dead layer capacitance model. The results found here suggest that the dielectric
constant of Al2O3 in MIM devices transitions towards this monolayer limit, starting at
a critical thickness, below which some progressive and fundamental change occurs in
the dynamical material properties. The decrease in the contributions to the dielectric
constant are caused by a change in the bonding structure, where Al–O bonds become
smaller and more covalent, such that electrons are shared more between ions. This
effect is attributed to a reduction in the coordination environment, i.e. the number
of bonds that each Al and O atom. As discussed previously, it has been extensively
been shown that ALD deposited Al2O3 has an amorphous structure. Two dimensional
nuclear-magnetic-resonance (NMR) studies on ALD deposited Al2O3 have shown that
the coordination environment of each atom is already reduced due to the disorder, so
that Al atoms with 4 bound O atoms are much more common[241], rather than Al
atoms with 6 bound O atoms, as expected in crystalline Al2O3. At the interfaces, there
is inevitably a change in coordination environment compared to the bulk that likely
affects the local dielectric constant, depending on the interface material, and in a bulk
system would not be apparent in capacitance measurements. However, as the amorphous
material is made thinner approaching atomic dimensions, the effect of the interfaces on
the remaining bulk of the material must become more important, due to the already
reduced coordination environment. Such subtle changes in the bonding properties could
be responsible for both the observed trends in the dielectric constant and a change in
the tunnel barrier parameters with thickness.
The behaviour of the permittivity under an applied electric field and as a function of
temperature has been experimentally and theoretically investigated by Be´cu et al.[225],
who’s C–V results of Al2O3 MIM structures were found to be consistent with those
presented here. Due to the wide band gap of Al2O3 and the apparent mid-gap alignment
of the Fermi level (according to the barrier height results obtained from the tunneling
model), valence electrons are tightly bound to the atomic cores, and thus they are
displaced little by the local electric field and thermal fluctuations. In contrast, the
motion of the ionic cores is much more flexible, since they are trapped in a comparatively
weaker (inter-atomic) potential. They consider an oxygen anion in a tetrahedral cell
formed of Al cations, which corresponds to the crystalline case of Al2O3, and compute
the interaction potential of the ions in the cell using the Mie-Gru¨neisen (MG) potential
with a bond energy EMG = 1.5 eV estimated from the elastic modulus of Al2O3
φMG(r) = EMG
nrna
nr − na
[
1
nr
(r0
r
)nr − 1
na
(r0
r
)na]
(6.27)
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Figure 6.11: (a) Plot of the permittivity against applied electric field data obtained
for a 10 nm type-A device. The green dashed line shows Be´cu et al.’s result for a 15 nm
Al2O3 MIM device. (b) Fitting of the permittivity against applied electric field data
obtained for a 2 nm device using the same model.
where na = 1 controls the attractive part of the potential, nr = 9 controls the repulsive
part of the potential and r0 = 1.9 A˚ is the Al–O bond length. The MG potential then
allows the free energy of an ensemble of cells to be calculated from thermodynamic
principles. They then express the ionic susceptibility as
χion(Va) = nMkBT
1
2
∂2U
∂ξ2loc
, (6.28)
where U is the free energy of the system (the authors use the notation F in their paper),
nM = 3.2 × 1022 cm−3 is the number density of Al cations per unit volume and ξloc is
the local electric field, which can be defined as
ξloc = ξ
3J
2J + 1
= ξλloc (6.29)
when treating the dipoles in the classical Onsager model. This model was implemented
as prescribed, and fitting of the data was performed by evaluating Equation 6.28 nu-
merically and using the definition of U , the interaction potential, and the parameter
values reported in Ref. [225], then λloc and ∞ are used as free parameters. The J
data is then minimised using Equation 6.26. Using the bulk value of J = 8.2, a value
of λloc ≈ 1.414 for the local field factor is expected. In their experiments, performed at
100 kHz, Be´cu et al. found a value of 1.71 for λloc, and they used ∞ = 1.772. Figure
6.11 (a) shows their result of using this model, superimposed on our measurements of a
10 nm type-A device. Due to the greater range of electric fields applied in our devices,
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a greater deviation of the model at high electric fields can be seen, where the ionic sus-
ceptibility increases faster than a second order polynomial equation in the high electric
field regions according to this model. A value of ∞ ≈ 2.7 had to be used to adjust
Be´cu et al.’s result to ours, indicating they obtained a dielectric constant of about 8.6
in their device, which was only expressed in terms of the capacitance density in their
paper. Figure 6.11 (b) shows the result of applying this model to the measurements
obtained from a 2 nm type-B device. This result was obtained using λloc and ∞ as
free parameters, where it is assumed the interaction potential is identical to the bulk
case. Since λloc controls the amplitude of the cell distortion, which in turn affects the
rate of increase of the ionic susceptibility as a function of applied electric field, we found
a considerably smaller value of λloc = 1.1. A value of ∞ = 0.666 was found which
is unrealistically small, since the minimum value should be 1 in the case of a vacuum.
This indicates that the amplitude of the χion produced by the model is too large. The
amplitude is controlled by the bond energy, where a larger bond energy decreases both
the cell distortion amplitude and the resulting susceptibility. Under the interpretation
of this model, this suggests the decrease in the permittivity with thickness could be
explained by a change in the interaction potential and the internal electric field, due to
chemical effects occurring in the Al2O3 layer as the monolayer limit is approached.
The qualitative features of the C–V curves produced and much of the underlying
physics in this microscopic model corresponds closely to the real system, however the
application of this model to the thin film devices presents a number of issues in terms of
the interpretation and the quantities produced, although some of them can be addressed.
The structure of the Al2O3 layer is amorphous and as discussed O and Al atoms have a
lowered coordination environment as a result. Therefore no particular cell can be defined
to a sufficiently small scale to capture the disorder of the structure, and large cells make
the definition of the MG potential and the ensuing calculations much more complicated.
A fundamental assumption made by Be´cu et al. to simplify the calculations is that the
cells do no interact with each other, which in a bulk system is not necessarily unreason-
able since the desired properties are reproduced in those cases, notably independence of
the result on the size of the Al2O3 layer. Furthermore, as Equation 6.28 is determined
from thermodynamic principles, it is assumed the ensemble of cells is very large, which
appears to be applicable in Al2O3 MIM devices down to about 5 nm thickness, accord-
ing to the capacitance measurements shown here and in Chapter 5. These assumptions
certainly break down in the ultra-thin film limit, since in the direction perpendicular to
the interfaces there are a countable number of cells, for which the interactions with the
interfaces and each other begin to influence the electronic properties of the layer.
Some insight into this apparent size effect of the dielectric constant can be gained from
first principles studies using density-functional-theory (DFT). DFT is a very effective
numerical method for solving the many body Hamiltonian of a crystalline system of
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atoms, whereby the symmetry of such systems is exploited to considerably simplify
the mathematical problem, and there exist numerous approaches to different physical
problems[326]. Momida et al.[200] have performed a DFT study of the bulk dielectric
properties in amorphous Al2O3, using a large cell composed of 120 atoms to capture
the random character of the structure. They found a close match to the experimental
reported values of both ∞ ≈ 2.7 and χion between 5 and 8 depending on the cell, and
concluded that the obtained result is very sensitive to the particular atomic arrangements
in each cell. With regards to the ionic susceptibility, they use the Berry phase description
of electric polarisation[327–329], which is explicitly only defined for infinite systems,
and thus the theory does not express long range electric field effects in a completely
accessible way. They show using this method that the Born effective charges[329, 330]
of the Al and O sites in the bulk system are close to ionic values of Z∗Al = +3e and
Z∗O = −2e respectively, which shows that the bonds are highly ionic in nature in this
model, i.e. the charges are highly localised to each respective ion. This is in contrast
to the monolayer system investigated by Song et al.[316], who found the electrons are
delocalised from the ionic cores, indicating the Born effective charges of the Al and O
sites should be smaller in this case, which in turn decreases the ionic contribution to
the dielectric constant, although it is still larger than the electronic contribution in their
work. Importantly, Momida et al. find that the lattice vibrational properties of the bulk
Al2O3 are significantly affected by subtle variations in the atomic configuration, which
in turn also influence the ionic contribution.
Long wavelength phonons in polar materials give rise to electric fields that extend
over many unit cells typically used in perturbative DFT (DFPT), and thus they are
treated separately as the resulting atomic potential modulated by this field is no longer
periodic with the lattice[326]. In an ionic diatomic material, two types of lattice vibra-
tion component exist due to the ionic interactions, which are called the transverse and
longitudinal modes. These modes exist in all materials, but are prominent in ionic mate-
rials due to the significant Born effective charge. If the three dimensional wave vector of
the phonon is q, then transverse modes represent ionic motion perpendicular to q, and
longitudinal modes represent ionic motion parallel to q. There exist two general types
of phonons, the acoustic type where ions move in phase with the wave, which must be
of greater wavelength than a number of atomic periods, and the optical type where ions
move out of phase with each other. Longitudinal optical (LO) phonons contribute to
the dielectric constant as they describe the response of a diatomic lattice to an external
oscillating electric field[330]. In the case of cubic crystal, the longitudinal optical mode
ωLO is simply expressed in terms of the transverse mode ωTO
ωLO =
√
ω2TO +
4piZ∗
Ω∞
, (6.30)
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where Z∗ is the Born effective charge of ions in the cell and Ω is the cell volume. In a
completely non-ionic material, the longitudinal and transverse modes become degenerate
as the effect of the lattice displacement along any high symmetry axis for any q looks
the same. It was shown by Lyddane, Sachs and Teller (LST) that the static dielectric
constant due to the LO phonons in this cubic system can be expressed in terms of the
phonon modes in a remarkably simple equation[330]
J
∞
=
ω2LO
ω2TO
, (6.31)
which has since been generalised to three dimensions and used in many systems, includ-
ing in studies on Al2O3 phonon properties[331, 332], where it can be used to extract
the permittivity. This equation shows that the LO/TO splitting due to the effective
charge is responsible for the ionic contribution, through the product of the ratio of each
set of modes squared. Therefore, high energy modes tend to contribute less as the ratio
between LO and TO modes is smaller. The three dimensional form of the LST relation
is expressed as[333]
J
∞
=
Nc∏
j=1
ω2LOj
ω2TOj
(6.32)
where the number of LO and TO mode pairs Nc is determined by the symmetry of the
crystal and the composition of it’s unit cell. Table 6.3 summarises the optical modes
identified in various phases of Al2O3, collected from various authors experimental work
using IR ellipsometry techniques, and the resulting LST ratios J/∞ calculated from
their data. In the crystalline phases of Al2O3, there are at least six pairs of LO/TO
modes due to the structure of the unit cell[252, 334, 335], although not all of them
appear in experimental work as their intensity often cannot be detected. The static
permittivity values obtained using Equation 6.32 with ∞ on the order of 3 yields values
very close to the experimentally reported values for each phase, i.e. between 8 and
10, where the higher values correspond to the crystalline phases, which have a slightly
higher density. In general one or two sets of modes (usually the higher energy ones) are
found in amorphous Al2O3 thin films by IR spectroscopy (see [331] and the references
therein). The LST relation has also been generalised to amorphous systems, where the
ratio can be found from the average TO and LO phonon modes[336, 337].
From Equation 6.30 and Equation 6.31, the probable causes for the permittivity
decrease with thickness are a change in the Born effective charge, and a related change
in the LO/TO splitting, as well as a possible change in vibrational frequency or the
introduction of new modes due to the coupling of the materials at the interfaces of the
MIM structure[332]. Subtle changes in the structure both intrinsic to a confined insulator
and due to the influence of the interfaces can therefore cause a considerable change at
a critical slab thickness. The results of Song et al. with the Al2O3 monolayer[316]
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Al2O3 Phase α [332, 338] γ [331] Amorphous [331]
Optical Mode (cm−1) TO LO TO LO TO LO
1 385 387.6 357 403 422 537
2 439.1 481.7 536 669 721 959
3 569 629.5 744 783 - -
4 633.6 906.6 807 917 - -
LST ratio (⊥-modes) 3.057 2.839 2.865
Table 6.3: Results of the phonon spectrum measurements of different phases of bulk
Al2O3 summarised from various sources.
and those of others[304, 307, 314] in different systems show that both the ionic and
electronic susceptibilities decrease with thickness due to changes in the electronic and
atomic structure. It has been shown that in ferroelectric SrTiO2, the very large LO/TO
splitting of a special soft mode, so called due to it’s near zero value in the ferroelectric
state, increases with decreasing thickness due to subtle structural changes that occur
over a long range[318], which explains the considerable dielectric screening observed in
those systems. In their study the shift in phonon frequencies was observed as a function
of thickness of the material using high resolution IR spectral ellipsometry. The results
on the MIM structures described in this work suggest that an effect of this kind occurs,
such that the measured out-of-plane static dielectric constant can be written as
J = 1 + χele(tJ) + χion(tJ), (6.33)
where each susceptibility component decreases with tJ below a critical thickness, that
may be different for each contribution. The qualitative features of the permittivity
curves as a function of thickness are almost identical to those produced by the dead
layer capacitance model[314], therefore the parameters obtained from this model could
easily be related to a suitable theoretical result.
6.5 Conclusion
In this chapter the electronic measurements were analysed in detail to shed light
on the origin of the observed trends as a function of the geometry. For the tunneling
measurements, a model was developed that accounts for field enhancement effects near
the bottom electrode. Using this model, the Al2O3 potential barrier parameters χI and
m∗ were extracted, and were found to vary with thickness, which is possibly due to the
incompleteness of the model, the high correlation between χI and m
∗ in the model, a real
change in these material parameters or a combination of these factors. The asymmetry
in the I–V curves as a function of voltage polarity is well explained by field enhance-
ment effects. This model shows that such field enhancement effects are an important
consideration in the design of SET tunnel junction of very small surface area, where a
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device at 10 nm length scales containing a single sharp peak could be adversely affected,
particularly when the thickness of the film near the peak is smallest. As long as the
thickness fluctuations are small, and the geometry sufficiently planar, the asymmetry
should be similar in very small devices, which in this case is negligible. However these
subtle surface features will inevitably cause subtle variations in the single electron tun-
neling rates between islands in an SET system. The clear scaling and minimal spread
of the resistance in the ultra-thin film devices discussed in Chapter 5 shows that ALD
can be relied on to produce highly uniform thickness thin films. The thickness depen-
dence of the permittivity was expressed in terms of a simple phenomenological model
based on the dielectric screening effect. It was found that this model produces excellent
qualitative results, however the interpretation of the underlying physical mechanisms
is not straight forward. The unphysical dimensions and permittivities of the interface
capacitances obtained suggest the change in permittivity with thickness is likely due
to an intrinsic effect. Using a model of the bias voltage dependent permittivity, it was
shown that the deviation from the bulk C–V characteristic in the thin devices could
be intrinsic to the dielectric, measured as a change in the local electric field within the
dielectric layer. These observations are then discussed in terms of a recently developed
theoretical framework of the lattice vibrational properties of Al2O3. The permittivity
and C–V measurements in general show that PEALD deposited Al2O3 provides a re-
liable dielectric constant value that scales very well with tJ and AJ . In general, it is
expected that scaling down the geometrical parameters to the dimensions required for
SETs would produce more repeatable values of CJ rather than RJ , as the tunnel current
has been shown to be more sensitive to geometrical fluctuations.
Chapter 7
Conclusion
In Chapter 2 the orthodox theory of Coulomb blockade was used to detail the chal-
lenges associated with employing metallic, lithographically-defined SETs as highly sensi-
tive label-free biosensors. It was shown using results from the literature that sub-electron
charge resolution can be achieved in SET systems in general and could potentially pro-
vide single-molecule resolution. The challenges associated with exploiting this charge
sensitivity are twofold. Firstly, the need for room temperature operable SETs is the most
critical requirement that follows from the broad aim of this project, since the biosensors
are targeted towards widespread commercial use, similarly to CMOS devices for modern
computer hardware. Secondly, the details of the coupling between the charge from a
bound molecule and the SET islands or floating gate are expected to play a significant
role in the charge sensitivity. The use of linear arrays of tunnel junctions was described
as one of the promising schemes that could address the first challenge, by balancing the
number of junctions and the ratio of the gate capacitance to the junction capacitance
αJ (Equation 2.52), the charging energy of electrons near the middle of the chain can
significantly exceed the thermal energy, and the size of the system as a whole can be
restricted allowing for denser arrays of devices. This method can be exploited provided
the properties of the junctions, particularly the electron tunneling properties, are ho-
mogeneous, which is not easily achieved using conventional SET fabrication methods.
Therefore ALD was identified as a potential candidate to deposit uniform thin-films
suitable for producing MIM junctions with homogeneous dielectric and electron tunnel-
ing properties. As there is little literature that treats the application of ALD deposited
Al2O3 thin-films over large areas, and initial studies that discuss SETs fabricated by
ALD do not discuss the material properties of the deposited film, the properties of the
Al2O3 film needed to be determined. In the context of mass-fabrication and engineering,
the uniformity of the film properties over large areas and their scaling relationship with
the junction geometry are crucial properties. Therefore, large-area MIM capacitors were
identified as a good method of determining the scaling behaviour of the electronic prop-
erties of the Al2O3 film, notably the dielectric constant and the tunneling impedance,
which in turn determine the charging energy and the tunneling rates between the islands.
The fabrication of the large-area MIM devices was detailed in Chapter 4, and it was
shown that the deposition of Al2O3 by ALD is compatible with photolithography-based
metal lift-off processes, and a good tolerance of the geometrical parameters could be
achieved. The top and bottom electrode dimensions could be formed to a high enough
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resolution that the material parameters could be extracted to a good accuracy using
the surface area defined by the electrode diameter. The thickness of the Al2O3 film was
determined to approximately 0.1 nm resolution using both AFM and TEM techniques,
the latter of which allowed identification of the atomic structure of the materials, which
revealed a highly uniform and high quality junction. It is concluded that the Al2O3
growth is linear, since the thickness follows a linear relationship with the number of
cycles down to the molecular scale, where significant non-linearities of the growth would
be evident. The uniformity of the thickness of the film observed in the TEM images of
the 2 nm thick film shows that growth does occur uniformly across the entire surface
area within the first few ALD cycles. Therefore it is reasonable to expect that, provided
the bottom electrode surface is sufficiently reactive as was found in all the fabricated
devices, thinner films can be produced using the linear GPC value obtained, which
was also shown to be very close to literature values for the same process reported in
the literature (Section 3.2.3). The STEM and EDX imaging showed that Al and O
atoms are completely contained within the boundaries of the film region, indicating the
boundaries between the materials in the MIM structure are sharp and thus well defined
at the molecular scale. It was shown by AFM image analysis that the thin metallic
films used for the bottom electrodes have a minimal roughness, and thus the error in
the real surface area compared to that determined from the electrode diameter is not
excessive. Similarly, it is not unreasonable to expect the bottom and top electrodes can
be made much thinner, however due to the nature of the deposition in the EBE process,
a minimum thickness on the order of 5 nm is required to obtain a dense continuous film,
which is sufficient for creating lateral or vertical metallic SET devices.
The electrical characterisation of a series of MIM device batches was discussed in
detail in Chapter 5, where it was shown that in general there is a good consistency
between the properties of all devices with similar thickness Al2O3 films. The impedance
spectroscopy measurements and determination of the capacitance of each device as a
function of varying surface area and thickness revealed that the static dielectric constant
of the film decreases with thickness. This indicated that interfacial effects and changes
in the dielectric properties of the Al2O3 layer likely occur as the molecular limit of the
film thickness is approached, which was consistent in all devices of varying surface area,
indicating the effect is not due to significant inhomogeneties in the geometry, which
are shown to be minimal in the TEM images and the AFM measurements of the film
thickness. Measurement of the tunneling current revealed that a good consistency is also
obtained against varying surface area, and that a clear exponential dependence of the
junction resistance at low bias can be observed as a function of thickness. Measurements
of the tunnel current as a function of temperature showed that the dominant conduction
mechanism in films less than 5 nm thick was indeed direct tunneling, evidenced by the
small thermal activation over a broad temperature range. The odd-symmetry component
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in the G–V curves of the type-B devices was attributed to the existence of surface states
on the bottom electrode Au surface. The conductance enhancement produced at low
voltages could be a useful property that allows a slightly thicker film to be used for
a smaller capacitance. However in the present stacked structure of the MIM devices,
the effect occurs only on electron emission from the bottom electrode, and thus in an
SET formed of an array of such junctions, the resulting asymmetries in the tunnel
rates between islands will play an important role in determining the SET conductance.
Asymmetry in the I–V curves of the type-A devices could also be observed, which could
not be completely explained by basic models of uniform tunnel barriers. The scaling
of the tunnel resistance as a function of thickness was determined to have the slope
expected of direct tunneling at low voltage within the range of thicknesses that could be
measured. However, as the thickness range is narrow, and the tunnel barrier properties
also appear to be changing within the range of thicknesses investigated, the obtained
scaling relationship cannot reliably be used to predict the resistance of the devices at
smaller thicknesses. The best indicator of the consistency of the geometry of the system
over each batch is the obtained consistency in the permittivity of the films, the scaling
relationship of which can reliably be used in this case.
In Chapter 6 the effect of small fluctuation in the geometry on the tunnel current was
analysed using a simple model of the observed surface features. It was shown that the
asymmetry in the I–V curves can be attributed to the effect of electric-field enhancement
occuring near the bottom electrode, which arise due to sharper features being found
on the bottom electrode surface on average. Although a quantitative estimate of the
distribution of the roughness could in principle be obtained from this model, the choice
of the distribution is rather arbitrary, and furthermore its relation to a real surface
formed of atoms is not clear. The model therefore is phenomenological in nature, and
is useful to produce the necessary qualitative features expected when field-enhancement
effects are present, and therefore could serve as a starting point for more sophisticated
models of the tunneling process. The barrier parameters obtained for the 2 and 3 nm
films using this model were found to be consistent with extensive literature treating ALD
deposited Al2O3 thin films. The barrier parameters at each thickness were not mutually
consistent, as varying values of mostly the effective mass were obtained using the model
presented, which suggests that additional unidentified effects should be considered to
provide a physically complete description of the MIM junction. These considerations
are not expected to alter the asymmetry of the curves produced by the model much,
rather the amplitude of the tunnel current produced is expected to change, which would
then affect the barrier parameters obtained from fitting the experimental data. The
permittivity as a function of thickness was described in terms of a vacuum interface
layer, which gave an excellent fit to the experimental data averaged over both types of
devices produced in this work. It is expected that in an empirical interpretation of this
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vacuum layer model, the permittivity of the film can be accurately predicted outside the
range of thicknesses investigated. A phenomenological description of the permittivity of
the film was given to elucidate the contributions to the polarisation, and the link to the
VCC of the permittivity. A review of related size dependent effects of the permittivity
reported experimentally and theoretically also point to the occurrence of subtle changes
in the properties of the films as thickness is decreased, indicating that quantum size
effects begin to play a significant role in films less than 5 nm thick. Theoretical results
on the dielectric properties of an Al2O3 monolayer in the literature were compared with
our results and appear to be consistent, which suggests the dielectric properties undergo
a transition towards this monolayer limit, i.e. a transition from bulk behaviour to
monolayer or two-dimensional behaviour. In the present MIM devices, the thickness at
which this transition begins to occur appears to be just under 10 nm, which is consistent
with the properties of MIM devices investigated in the literature, where thick films are
typically used.
In conclusion, the experimental and theoretical characterisation of ALD-grown MIM
devices presented in this thesis shows some promising results for application in room
temperature operable SETs. It was also shown that some significant challenges can
be expected, particularly with regards to the homogeneity of the system. The primary
advantages identified in this work are (i) the exceptional reproducibility of the deposited
Al2O3 thin films in terms of both the tunneling properties and the permittivity, (ii) the
compatibility of the MIM system with state-of-the-art mass fabrication techniques, and
(iii) the robust operation of the MIM devices under high electric fields and at high
temperatures. The primary challenges with regards to the fabrication of the junction
array are expected to be the small inhomogeneities in the electrode surfaces that will
become important in devices with nanoscale electrode areas. In Chapter 6 it is shown
that the electrode surface roughness can impact the tunneling properties much more
than the dielectric properties, which may lead to asymmetries in the response of the SET
junction arrays. Small inconsistencies in the junction capacitances cause the charging
energy profile to become disordered, which can influence the operating temperature of
the device. Small inconsistencies in the gate capacitances are also important to consider,
particularly at low temperatures, since the charging energy levels may no longer be able
to align, and may lead to devices that cannot be turned on due to the absence of available
states for electron tunneling between the islands, no matter what the gate voltage is.
7.1 Future work
As this project is in its infancy, a great deal of work could be performed to follow up
on the work presented in this thesis, therefore only direct follow-up work is discussed, and
more speculative discussion is reserved for the final section in this chapter. A number
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of questions follow naturally from the conclusions presented, notably, are the dielectric
and tunneling properties of SET scale junctions consistent with those observed in larger
area devices? In order to answer this question, a large number of single nanoscale
junctions could be fabricated in a mostly identical process but scaled down using EBL
methods. If the junctions are small enough for Coulomb blockade to occur at liquid
helium temperatures, the dielectric and tunneling properties of the junction can be
determined from the amplitude of the observed Coulomb blockade. The method of using
large area MIM devices at films thinner than those used in this work presents significant
difficulties, since the junctions will become significantly more conductive. In this case the
dielectric properties can no longer be discerned in the same frequency range, requiring
a higher frequency range, which may be inaccessible anyway due to the series resistance
in the connecting leads causing significant uncertainty in such measurements. Therefore
the area must be scaled down in any case for these types of measurements to be possible
using standard electronic characterisation equipment as in this work. Using nanoscale
junctions, the growth in the ALD Al2O3 process could also be characterised further from
a materials science point of view. Depending on the outcome of this work, the number
of nanoscale junctions used could be gradually increased to test experimentally the
relationship between the number of junctions and the single electron properties, notably
the temperature dependence. This could be performed to unprecedented accuracy if it
is found that the junction properties are sufficiently homogeneous. A great advantage
of ALD is ability to tune the chemistry of the process, therefore in the event that a
solution to a problem can be identified, the recipe for Al2O3 can be altered, precursors
can be replaced with different ones, and additional precursors can be used to alter
the chemical composition with new elements. The use of this technique may therefore
provides highly versatile solutions to issues related to the material properties of the
junctions. For instance, using the readily available HfO2 precursors, an alloy can be
formed with alumina, the stochiometry of which can be finely controlled, which results
in fine control of the barrier height and the dielectric properties[216].
Another pressing issue is with the origin of the permittivity, although the effect is
likely beneficial to Coulomb blockade, the origin of the thickness dependence of the
static permittivity in Al2O3 is not clear. Using the existing MIM devices, the dielectric
properties could be studied as a function of temperature as well as thickness, which can
yield information on the energetic properties of the induced dipoles. Using a suitable
model, the temperature dependent behaviour can probably be related to the lattice-
vibrational properties, i.e. the phonon properties. Subsequently, this information could
also serve to better understand the temperature dependence of the Al2O3 bandgap,
which is understood to be related to the phonon properties of the material.
The tunneling model used is considerably simplified with regard to the behaviour of
electrons in metals. Some amount of the discrepancy observed in the scaling relationship
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of the barrier parameters with thickness could be resolved by improving the tunneling
model, for example by including a model of the bandstructure of the metals rather
than free electrons. This could lead to a more quantitative estimation of the barrier
parameters, and therefore a better understanding of conduction in a SET system com-
posed of such junctions. Particularly with regard to the observed surface states in the
type-B devices, an improved model is required to imitate the temperature dependence
of the observed conductance. The observed deviation from Davis et al.’s model[259] at
low temperatures suggests that the electric field at the interface containing the surface
states might have a significant effect, since the surface band will be out of equilibrium.
The existence of the surface states in only the type-B devices also presents a number of
questions, however they are more of interest to physics in general than to room temper-
ature SETs at this stage. Experiments involving the testing of different top electrode
materials, and perhaps using magnetic fields could shed light on this topic.
7.2 Outlook
From a more general perspective, it is noted that there is little literature treating the
detailed scaling behaviour of the direct tunneling properties in Al2O3 MIM junctions
with the geometry, despite the significant amount of work that has been reported on
these systems. This is understandable however, since efforts have mainly focused on
RF applications for such systems, where films of minimum 5 nm thickness are suffi-
cient, and the minimum thickness is generally limited by the requirements of the VCC.
Emerging applications where these properties are of interest besides SET research is in
IR rectenna applications, where sub-5 nm MIM junctions could be used as rectifiers for
energy harvesting and physics applications.
This thesis has focused on the application of ALD-Al2O3 films deposited on metals
as the material system. This was primarily since the recipe used is widely available
throughout industry and research. However, using novel ALD chemistries and surface
treatments it is possible to avoid the oxidation of the underlying material, such that
atomically sharp interfaces can be formed from a compositional point of view, as observed
in the present MIM structures. With such capabilities, the electrode materials could be
replaced with more suitable materials if required. As the orthodox theory generally
holds true in well behaved SET systems, and since the extension to include confinement
effects is straight forward to a first approximation, new avenues could be used for the
electrode materials while retaining ALD as the technique of choice for forming the tunnel
barriers. In this case confinement effects could be used to enhance the Coulomb blockade.
In addition to the SET material systems discussed in Chapter 1, a significant number of
emerging material systems have been reported, including using CMOS technology[339,
340]. Self-assembly[341] fabrication methods are becomming more popular, whereby a
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bottom-up approach is used, using for example Au nano-particles[342, 343], InGaAs
nano-particles[344], carbon nanotubes[345], graphene[346], 2D materials[347, 348], and
exotic organic materials[349]. For many of these systems, it is still possible to use ALD to
form tunnel-junctions, and thus a significant range of possibilities exist for implementing
room temperature SETs that use an ALD-based fabrication process.
In addition to the application of new materials in SET research, a new field has
emerged that could solve the issues associated with the thermal suppression of Coulomb
blockade due to the broadened distribution of energetic electrons. Electron cooling[350–
358] involves the use of energy filters, such as resonant tunnel barriers, to suppress the
tunneling of hot electrons into the island. This technique has been used to achieve
room temperature Coulomb blockade in a single CdSe-QD SET[354], using a remark-
ably simple system where Cr was oxidised in atmosphere, and the resulting band bending
creates a quantum well with a well defined energy level, which sets up a two-step tun-
neling process into the QD occuring most favourably for electrons with energy aligned
with the quantum well level. This cooling technique has also been demonstrated in
2DEG systems[350], which have also been used to create electrostatically formed SETs.
This avenue raises interesting questions for the electrodynamics and thermodynamics
of the electrons and the lattice, but could potentially be used to renew interest in SET
technology, for which the benefits have been long awaited[56].
From the perspective of biology, the bio-SET platform could possibly be used in
research provide new insight into the charge-dynamical properties of proteins, provided
single-molecule detection can be reliably achieved. SET research in the context of read-
out circuits for quantum computers show that the system is well suited to the detection
of charge fluctuations[359]. Thus in principle the charge fluctuations that exist in single
biomolecules, depending on their environment, could be detected and spatially resolved,
with knowledge of the reaction sites, using an advanced form of the proposed technology
presented in this thesis.
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