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Resumo Actualmente, as redes de transporte utilizam principalmente tecnologia SDH
sobre uma camada WDM. Esta dissertac¸a˜o aborda a mudanc¸a da tecnologia
das redes de transporte, de SDH para Carrier Ethernet. Depois de descrever
as limitac¸o˜es que a tecnologia Ethernet tem ao operar em redes de tranporte,
passamos a descrever a definic¸a˜o de tecnologia Carrier Ethernet segundo
o Metro Ethernet Forum. De seguida sa˜o apresentadas dois protocolos
propostos para suportar a tecnologia Carrier Ethernet.
Na segunda parte da dissertac¸a˜o e´ apresentado um modelo IPTV que com-
bina o envio de canais em multicast e unicast para melhor utilizar os recursos
da rede, de seguida o modelo e´ testado e e´ analisado o desempenho consi-
derando o envio em unicast, em multicast e usando um modelo misto.

Abstract Nowadays, most of the transport networks are based on SDH technology
over a WDM layer. This dissertation approaches the undergoing change in
transport networks from SDH to Carrier Ethernet. We describe the limitati-
ons that the Ethernet technology faces on a transport level. We proceed by
describing the concept of Carrier Ethernet according to the Metro Ethernet
Forum. Afterwards two protocols intended to support the Carrier Ethernet
technology are presented.
On the second part of this dissertation we present a model that combines
the use of multicast and unicast to use the resources of the network more
effectively. After the model is presented then we test it, and analyze the
performance of sending the channels using unicast, multicast and a mixed
model.
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Cap´ıtulo 1
Introduc¸a˜o
As redes de transporte hoje em dia usam principalmente a tecnologia SDH sobre canais
WDM. Esta tecnologia foi desenvolvida com o propo´sito de transportar sinais telefo´nicos
substituindo as redes de cobre, mas permitindo velocidades de transmissa˜o mais elevadas.
No entanto com a evoluc¸a˜o de servic¸os ha´, actualmente necessidade das redes de transporte
suportarem de forma eficiente tra´fego sob forma de comunicac¸o˜es do tipo ponto-multiponto
e serem mais fle´xiveis em termos de largura de banda oferecida. A tecnologia SDH na˜o foi
projectada para operar neste cena´rio, e a tecnologia Ethernet que consegue preencher estes
requisitos na˜o consegue operar satisfatoriamente em redes de transporte.
E´ uma situac¸a˜o de compromisso, em que e´ preciso abdicar de um pouco da simplicidade
da tecnologia Ethernet para ganhar capacidades de rede de transporte, ou alterar o SDH para
ser mais fle´xivel. Assim, que vantagens oferece a Ethernet sobre as restantes soluc¸o˜es?
• Ethernet e´ a tecnologia dominante no mercado LAN, na realidade, mais de 90% das LAN
usam Ethernet [16] e segundo o Metro Ethernet Forum 99% do tra´fego que circula nas
redes MAN e WAN tem origem e destino numa porta Ethernet [16]. Esta situac¸a˜o coloca
o problema de transportar frames ou ce´lulas com formato e tamanho diferentes das
frames originais. Actualmente sempre que uma frame e´ encaminhada para fora da LAN,
ou e´ convertida no formato adequado e sempre que a tecnologia de encaminhamento
muda e´ reconvertida, e depois uma eventual resposta passa por um processo ideˆntico,
com a desvantagem de este processo de conversa˜o aumentar o atraso sofrido pelas frames
que atravessam as redes de transporte[15]. Outra soluc¸a˜o e´ o encapsulamento sucessivo
das frames de acordo com a tecnologia das redes onde passam, o problema desta soluc¸a˜o
e´ o overhead introduzido na rede com os cabec¸alhos adicionados. Com uma tecnologia
comum na camada de ligac¸a˜o de dados, estes problemas desaparecem porque o formato
das frames e´ o mesmo quer nas redes locais, quer nas redes de transporte. Assim na˜o
ha´ os atrasos introduzidos pela conversa˜o das frames entre tecnologias, nem desperd´ıcio
de largura de banda com pilhas de cabec¸alhos [16]
• Ethernet e´ um mercado em grande escala onde a concorreˆncia faz com que haja prec¸os
mais baixos. A tecnologia Ethernet e´ um open-standard em que todos os aspectos
esta˜o normalizados e qualquer fabricante pode produzir equipamentos pagando apenas
uma pequena quantia ao IEEE. Esta pol´ıtica de open-standard conduziu a uma total
interoperabilidade dos equipamento, e a um baixar dos custos de hardware. Estender
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esta lo´gica ao mercado das redes de transporte, trara´ reduc¸a˜o de custos com o equipa-
mento, e o fim de problemas com a interoperabilidade entre equipamentos de diferentes
fabricantes.
• Outro aspecto onde a tecnologia Ethernet tem vantagem sobre a tecnologia SDH en-
quanto soluc¸a˜o para as redes de transporte e´ na formac¸a˜o da ma˜o-de-obra, pois apenas
e´ preciso formac¸a˜o numa tecnologia, neste caso Ethernet, e na˜o em duas como actual-
mente. [16],
Mas a tecnologia Ethernet na˜o opera satisfatoriamente nas redes de transporte, a tecnolo-
gia Carrier Ethernet surge assim como uma soluc¸a˜o para lidar com as novas exigeˆncias a que
as redes de transporte teˆm de responder. O Metro Ethernet Forum define Carrier Ethernet
como um servic¸o normalizado, ub´ıquo de transporte e de rede, definido por 5 atributos que
distinguem Carrier Ethernet da Ethernet tradicional:
• Servic¸os Normalizados
• Escalabilidade
• Recuperac¸a˜o e Protecc¸a˜o de Falhas
• Qualidade de Servic¸o
• Gesta˜o de Servic¸os
Estes atributos permitem a` tecnologia Carrier Ethernet oferecer funcionalidades de gesta˜o,
recuperac¸a˜o de falhas, e escalabilidade que a Ethernet tradicional na˜o tem, e que associados
a` flexibilidade e simplicidade da Ethernet tradicional permitem a` tecnologia Carrier Ethernet
assumir-se como alternativa a` tecnologia SDH para as redes de transporte.
Ate´ ao momento o MEF lanc¸ou mais 25 especificac¸o˜es que conteˆm especificac¸o˜es te´cnicas
sobre os mais diversos temas como OAM, servic¸os e atributos de servic¸os, ou suites de teste.
Apesar do MEF ser a organizac¸a˜o mais empenhada em normalizar e divulgar a tecnologia
Carrier Ethernet, na˜o esta´ sozinho encontrando-se a trabalhar em conjunto com o IEEE e com
o ITU-T para o desenvolvimento de normas de forma cooperativa, de modo a garantir uma
grande aceitac¸a˜o das mesmas. Entre as empresas associadas ao MEF, esta˜o principalmente
fornecedores de servic¸os de telefone, Internet e TV, e fabricantes de equipamentos. Ambos os
tipos de empresas veˆm vantagem em associar-se ao MEF e certificar os seus servic¸os/produtos
como Carrier Ethernet Compliant, porque a certificac¸a˜o garante a compatibilidade de servic¸os
e interoperabilidade do equipamento.
1.1 Objectivos
Os objectivos desta dissertac¸a˜o sa˜o:
• Identificar as motivac¸o˜es para levar a Ethernet para a a´rea do transporte
• Identificar as caracter´ısticas e servic¸os prestados por uma rede Carrier Ethernet
• Identificar os pontos fortes e fracos da tecnologia Ethernet para a a´rea do transporte
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• Analisar de forma cr´ıtica o principal trabalho que tem vindo a ser desenvolvido pelos
diversos organismos de normalizac¸a˜o a actuar nesta a´rea
• Analisar formas eficientes de disponibilizar servic¸os de IPTV usando Carrier Ethernet
na rede de transporte
1.2 Estrutura da dissertac¸a˜o
A estrutura da dissertac¸a˜o e´ a seguinte: no cap´ıtulo seguinte, e´ definido o conceito de
Carrier Ethernet assim como os problemas de usar Ethernet nas redes de transporte e as
soluc¸o˜es propostas. No terceiro cap´ıtulo e´ apresentado um modelo para distribuir sinais de
IPTV usando uma combinac¸a˜o de unicast e multicast. No quarto cap´ıtulo sa˜o apresentados
os resultados e no quinto e u´ltimo cap´ıtulo sa˜o apresentadas as concluso˜es.
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Cap´ıtulo 2
Carrier Ethernet
As redes de transporte actuais usam principalmente a tecnologia SDH. Esta tecnologia foi
desenvolvida no in´ıcio dos anos 1980, e comec¸ou a ser normalizada em 1985 [17]. Na altura
a quase totalidade do tra´fego provinha de ligac¸o˜es telefo´nicas, que eram codificadas a uma
taxa de 64 kbit/s usando a tecnologia PDH. Este sinal de 64 kbps era obtido dividindo um
sinal de 2.048 Mbps por 32 canais, o sinal de 2.048 Mbps tem a designac¸a˜o de E1. Na altura
a tecnologia PDH foi desenvolvida em conjunto com a instalac¸a˜o de fibra o´ptica nas redes
de transporte porque a fibra o´ptica permite velocidades de transmissa˜o muito mais elevadas
do que as permitidas usando ligac¸o˜es de cobre. A tecnologia SDH era usada para transmitir
os sinais PDH depois de estes serem agregados em sinais de ritmos superiores. A tecnologia
PDH tambe´m suporta ritmos mais elevados e que sa˜o mu´ltiplos do ritmo de transmissa˜o E1,
na tabela 2.1 esta˜o os ritmos de transmissa˜o da tecnologia PDH. Para manter o sincronismo
entre os sinais, quando se agregam os sinais de mais baixo ritmo em sinais de ritmo mais
elevado sa˜o introduzidos bits extra, esta operac¸a˜o e´ conhecida por bit stuffing.
Tabela 2.1: Ritmos de transmissa˜o PDH.
Sinal PDH Velocidade
(Mbps)
E1 2
E2 (4 x E1) + bit stuffing 8
E3 (4 x E2) + bit stuffing 34
E4 (4 x E3) + bit stuffing 140
E5 (4 x E4) + bit stuffing 565
Eventualmente os ritmos de transmissa˜o oferecidos pela tecnologia PDH tornaram-se in-
suficientes para transportar a quantidade de informac¸a˜o que circulava nas redes de transporte.
Foi enta˜o introduzida a tecnologia SDH, que actuando sobre uma camada WDM, e usando
os sinais PDH como tributa´rios consegue alcanc¸ar de´bitos elevados.
Nos anos 90 com o aparecimento e expansa˜o da Internet, o tra´fego baseado em pacotes
tornou-se comum, e agora e´ o tipo de tra´fego mais comum nas redes de transporte. No entanto
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a tecnologia SDH tem va´rios problemas em lidar com redes de comutac¸a˜o de pacotes, uns
derivados de ter sido uma tecnologia pensada para lidar com sinais telefo´nicos, outros devido
a ser uma tecnologia pouco flex´ıvel. De seguida esta˜o enumeradas as desvantagens do uso da
tecnologia SDH nas redes de transporte de futuro.
1. Pouca flexibilidade na largura de banda oferecida, que esta´ limitada aos ritmos STS/
STM indicados na tabela B.1 no Anexo B, assim um cliente que tem necessidade de
largura de banda que na˜o se enquadre num desses ritmos ou tem de pagar por um
servic¸o que na˜o esta´ a usufruir, ou fica limitado a um servic¸o que na˜o satisfaz as suas
necessidades.
2. OPEX: os custos com os pessoal te´cnico constitui uma parte considera´vel dos custos de
operac¸a˜o de uma rede, e as redes SDH requerem bastante configurac¸a˜o manual da rede
o que implica te´cnicos treinados, e custos de deslocac¸a˜o (truckrolls) ate´ a` localizac¸a˜o do
equipamento[16].
3. SDH e´ orientado para velocidades de transmissa˜o fixas, as frames sa˜o enviadas a cada
125µs, e esse limite e´ imposto por hardware, mesmo por pequenos instantes e´ imposs´ıvel
ritmos de transmissa˜o acima do ritmo STS/STM estipulado
4. SDH e´ tambe´m orientado para ligac¸o˜es extremo-a-extremo, na˜o suportando original-
mente tra´fego do tipo ponto-a-multiponto, ou multiponto-a-multiponto, este facto e´
uma limitac¸a˜o para redes de transporte modernas em que a distribuic¸a˜o de TV e vide-
oconfereˆncia sa˜o requisitos fundamentais.
A tecnologia Ethernet surgiu nos anos 70 nos laborato´rios da Xerox, mas a partir de 1980
o IEEE passou a coordenar o esforc¸o de normalizac¸a˜o desta tecnologia atrave´s do projecto
IEEE 802[17]. Durante os anos que se seguiram a tecnologia Ethernet suplantou as tecnologias
concorrentes no mercado LAN, a tecnologia Token Ring usada pela IBM, e a tecnologia Token
Bus apoiada pela General Motors, e tornou-se um omnipresente no mercado LAN, de tal
maneira que neste momento mais de 90% de todo o tra´fego gerado tem origem numa porta
Ethernet[16].
Mas o que define a tecnologia Ethernet? Formalmente a tecnologia Ethernet e´ definida
pela norma IEEE 802.3, que define treˆs paraˆmetros das redes Ethernet:
1. O meio de transmissa˜o, fibra, cobre (cabo co-axial, par entranc¸ado ou outro) ou o ar.
2. As frames usadas para a comunicac¸a˜o entre os dispositivos.
3. O protocolo usado para a comunicac¸a˜o entre os dispositivos, este protocolo lida com a
transmissa˜o e recepc¸a˜o de frames, detecc¸a˜o de erros e coliso˜es e ainda a sinalizac¸a˜o da
comunicac¸a˜o.
A` partida aplicar uma tecnologia simples e orientada para transportar tra´fego sob a forma
de pacotes a`s redes de transporte poderia resolver os problemas que as redes SDH enfrentam,
mas a tecnologia Ethernet actual na˜o pode ser aplicada ao mercado das redes de transporte.
Por ser uma tecnologia demasiado focada em redes locais tem aspectos que a penalizam
quando aplicada no universo das redes de transporte. As principais limitac¸o˜es da tecnologia
Ethernet sa˜o:
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• Tempo de recuperac¸a˜o, a tecnologia SDH recupera de falhas em 50 ms, usando o proto-
colo Spanning Tree o tempo que uma rede Ethernet demora a recuperar de uma falha
varia entre 2 e 120 s
• Nu´mero de dispositivos, o protocolo Spanning Tree obriga a que o raio da rede (o nu´mero
ma´ximo de dispositivos onde uma frame pode passar) seja menor ou igual a 7.
• Escalabilidade em nu´mero de utilizadores, a tecnologia Ethernet implica que qualquer
dispositivo presente na rede conhec¸a os enderec¸os MAC de todos os outros, quando
o nu´mero de no´s comec¸a a aumentar as pesquisas para fazer o encaminhamento das
frames podem introduzir um atraso muito grande na rede.
• QoS, o protocolo Ethernet na˜o tem suporte nativo para QoS, visto que o pro´ximo salto
de uma frame e´ apenas determinado com base no enderec¸o destino ou VLAN-ID. Usar
VLAN permite definir prioridades por tag VLAN mas isso e´ insuficiente porque na˜o ha´
maneira de fazer com que as frames sejam entregues de acordo com algum SLA, nem
ha´ sequer garantia que a frame seja entregue.
• Suporte a servic¸os TDM, tecnologia Ethernet na˜o tem suporte nativo para emular cir-
cuitos TDM, no contexto MAN/WAN este facto pode ser um problema porque circuitos
TDM sa˜o uma fonte importante de receitas para os prestadores de servic¸os.
• Os equipamentos Ethernet tradicionais quando recebem uma frame com enderec¸o des-
tino Multicast, ou com enderec¸o desconhecido, tratam-na como se fosse uma frame
com enderec¸o destino Broadcast, enviando-a por todas as portas. Este comportamento
faz com que seja desperdic¸ada largura de banda, e torna o inu´til o envio de tra´fego
Multicast.
Mesmo assim, ha´ a esperanc¸a que alterando um pouco o funcionamento da tecnologia
Ethernet, estas limitac¸o˜es sejam ultrapassadas, e que a tecnologia Ethernet consiga superar
a tecnologia SDH nas redes de transporte.
2.1 Definic¸a˜o de Carrier Ethernet
O MEF, entidade que define os conceitos relacionados com Carrier Ethernet, define o
conceito de Carrier Ethernet como:
Rede e Servic¸os normalizados, universais de rede de transporte definidos pelos cinco atri-
butos que distinguem a tecnologia Carrier Ethernet da tecnologia Ethernet.
O conceito de Carrier Ethernet e´ definido de forma dual, por um lado a parte de Servic¸os
que diz respeito aos servic¸o prestados pelas redes Carrier Ethernet, por outro a parte de Rede
que diz respeito ao comportamento da rede. Na figura 2.1 esta´ a interligac¸a˜o entre as normas
do MEF e a arquitectura da rede.
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Normas
MEF
Requisitos de Serviços
Requisitos de Rede
Camada Física
Camada de Rede
Figura 2.1: Interligac¸a˜o entre as normas do MEF e a arquitectura da rede
As normas e conceitos definidos pelo MEF sa˜o independentes das tecnologias de encami-
nhamento ou camadas de controlo da rede, apenas definem o que a rede deve fazer, ou os
servic¸os que a rede deve prestar, na˜o como o fazer. As normas aprovadas pelo MEF que
esta˜o numeradas cobrem areas como OAM, definic¸a˜o de servic¸os ou QoS. Os atributos que
distinguem a tecnologia Carrier Ethernet da tecnologia Ethernet tradicional sa˜o:
• Servic¸os Normalizados
• Escalabilidade
• Recuperac¸a˜o e Protecc¸a˜o de Falhas
• Qualidade de Servic¸o
• Gesta˜o de Servic¸os
2.2 Conceitos introduzidos em Carrier-Ethernet
O MEF introduziu dois novos conceitos na tecnologia Carrier Ethernet, que sa˜o a base
da prestac¸a˜o de servic¸os entre o operador e o cliente. Estes conceitos sa˜o o: User-Network
Interface (UNI) [16], e Ethernet Virtual Connection (EVC) [16].
2.2.1 User-Network Interface, UNI
Uma User-Network Interface (UNI) e´ a fronteira lo´gica onde a responsabilidade do pres-
tador de servic¸os sobre a rede acaba e comec¸a a do cliente. As UNI seguem o modelo com
treˆs camadas da figura 2.2.
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UNI Camada de Dados UNI Camada de Controlo UNI Camada de Gestão
• Frames Ethernet
• Tagging 
• Gestão de tráfego
• Sinalização e controlo de
ligações
• Reserva de Recursos
• Detecção de Serviços
• Protecção e Recuperação
de falhas
• OAM 
Figura 2.2: Esquema interno de uma UNI
Cada camada tem um conjunto de func¸o˜es diferente:
• A Camada de Dados, e´ a responsa´vel por implementar as camadas F´ısica e Ligac¸a˜o de
Dados (ver Anexo A).
• A Camada de Controlo, que define a forma como o cliente e o operador comunicam.
Esta camada define os meios pelos quais os servic¸os sa˜o oferecidos ao cliente, isto resulta
num acordo entre o cliente e o operador.
• A Camada de Gesta˜o que configura e monitoriza a operac¸a˜o das camadas de Dados e
de Gesta˜o.
Ha´ dois tipos de UNI:
• UNI-C (User Network Interface - Client side): Que conte´m todas as func¸o˜es necessa´rias
para ligar um cliente a` rede.
• UNI-N (User Network Interface - Network side): Que conte´m todas as func¸o˜es para
ligar a rede aos clientes
2.2.2 Ethernet Virtual Connection, EVC
Um EVC e´ um construtor que guarda a informac¸a˜o de todas as UNIs que participam
numa ligac¸a˜o, e impede a transfereˆncia de informac¸a˜o para UNIs que na˜o fac¸am estejam
autorizadas a receber tra´fego dessa ligac¸a˜o. O EVC guarda tambe´m a informac¸a˜o relativa ao
SLA acordado para cada fluxo de dados.
UNI
EVC1
EVC2
EVC3
Rede do 
Cliente
Rede do 
Operador
Figura 2.3: Exemplo de uma UNI que separa a rede de um cliente da rede do operador.
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Cada UNI pode ter va´rios EVCs associados, como e´ vis´ıvel na figura 2.3, cada um com
SLAs diferentes a serem respeitados pelo prestador de servic¸os.
2.3 Atributos relativos a requisitos de Rede
2.3.1 Servic¸os Normalizados
O MEF definiu um atributo de Carrier Ethernet como servic¸os normalizados, estes servic¸os
sa˜o um modo gene´rico de garantir conectividade na rede do operador e entre a rede do operador
e as redes dos clientes:
• Circuitos virtuais que fornecem servic¸os E-Line, E-LAN e E-Tree de forma transparente
Segundo as especificac¸o˜es do MEF a tecnologia Carrier Ethernet fornece treˆs tipos de
servic¸o virtuais, com estes treˆs tipos de servic¸o e´ poss´ıvel disponibilizar qualquer servic¸o
modificando apenas os paraˆmetros da ligac¸a˜o. E´ ainda poss´ıvel realizar multiplexagem
de servic¸o, ou seja, o mesmo UNI estar ligado a mais que um servic¸o ao mesmo tempo,
por exemplo um cliente pode estar ligado a um servic¸o E-Line que lhe proporciona
acesso telefo´nico ao mesmo tempo que com o mesmo UNI esta´ a participar numa video-
confereˆncia usando um servic¸o E-LAN.
Equipamento 
do Cliente
UNIUNI
EVC Ponto-a-Ponto
Equipamento 
do Cliente
Figura 2.4: Exemplo de E-Line.
– E-Line e´ um servic¸o de que usa uma EVC de ligac¸a˜o ponto-a-ponto para ligar dois
UNIs atrave´s da rede e permite a comunicac¸a˜o entre eles, como mostrado an figura
2.4. Pode ser usado como uma Ethernet Private Line (EPL) ou Virtual Private
Line (EVPL) para ligar dois UNIs atrave´s da rede ou pode servir para o prestador
de servic¸os fornecer acesso Internet ao clientes. Apesar de um servic¸o E-LINE
ligar apenas dois clientes, pode ser usado para transportar um grande nu´mero de
servic¸os entre esses dois clientes, cada servic¸o tendo requisitos pro´prios.
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Equipamento 
do Cliente
UNIUNI
Equipamento 
do Cliente
UNI
Equipamento 
do Cliente
Equipamento 
do Cliente
UNI
EVC multiponto-a-multiponto
Figura 2.5: Exemplo de E-LAN.
– E-LAN e´ um servic¸o que permite comunicac¸a˜o multiponto-a-multiponto que serve
para ligar va´rios UNIs atrave´s da rede. Permite comunicac¸a˜o entre todos os UNIs.
Um exemplo pode ser visto na figura 2.5. Os perfis dos UNIs ligados por uma
E-LAN podem ser bastantes d´ıspares ao n´ıvel de largura de banda ou outros
paraˆmetros de ligac¸a˜o, assim o EVC de ligac¸a˜o multiponto-a-multiponto pode guar-
dar um perfil de QoS para cada UNI presente. Entre as utilizac¸o˜es poss´ıveis para
este servic¸o esta˜o VPNs, servic¸o de LAN atrave´s da rede (permitir a comunicac¸a˜o
de UNIs que esta˜o na mesma LAN apesar de na˜o estarem juntos fisicamente), e o
fornecimento de servic¸os de Videoconfereˆncia ou outros que usem multicast.
Equipamento 
do Cliente
UNI
UNI
Equipamento 
do Cliente
UNI
Equipamento 
do Cliente
Equipamento 
do Cliente
UNI
EVC ponto-a-multiponto
Figura 2.6: Exemplo de E-TREE.
– O u´ltimo tipo de servic¸o aprovado pelo MEF e´ o E-TREE. A aprovac¸a˜o deste tipo
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de circuito virtual foi adiada porque o E-TREE era considerado uma degenerac¸a˜o
do servic¸o E-LAN. O servic¸o E-TREE tem uma UNI Raiz, e UNIs folha. E´ permi-
tido o tra´fego bidireccional entre as UNI folhas e a UNI raiz, mas na˜o entre UNI
folhas. Para oferecer redundaˆncia podem estar presentes mais que uma UNI raiz,
neste caso, as UNI folha podem comunicar com as UNI Raiz, e as UNI Raiz podem
comunicar entre si, mas a UNI folha continuam a na˜o poder comunicar entre si.
Um exemplo de uma E-TREE esta´ na imagem 2.6. Entre as aplicac¸o˜es da E-TREE
esta˜o servic¸os de IPTV, acesso a` internet e servic¸os triple-play.
• Oferta de servic¸os global e local atrave´s de equipamento normalizado Carrier Ethernet
permite a prestac¸a˜o de servic¸os universais local e globalmente atrave´s de equipamento
normalizado, ou seja os servic¸os fornecidos por Carrier Ethernet na˜o devem depender de
caracter´ısticas especificas do hardware de nenhum fabricante, mas apenas dependentes
de equipamento e servic¸os normalizados.
• Manutenc¸a˜o do equipamento LAN e redes do cliente sem problemas de conectividade
Segundo o MEF, a adopc¸a˜o da tecnologia Carrier Ethernet por parte dos prestadores
de servic¸os deve implicar a na˜o necessidade de mudanc¸a de equipamento dos clientes,
nem a problemas com conectividade nas redes locais dos clientes. Este requisito deve-se
ao facto de se querer compatibilidade com a tecnologia ja´ implementada, e minorar
resisteˆncia a` adopc¸a˜o da tecnologia. Caso fosse preciso mudar o equipamento terminal
de todos os clientes, iria concerteza surgir resisteˆncia quer por parte dos operadores quer
por parte dos clientes a` adopc¸a˜o da tecnologia Carrier Ethernet.
• Granularidade de largura de banda, e de opc¸o˜es de qualidade de servic¸o
Para contrapor a` pouca flexibilidade dos ritmos de transmissa˜o da tecnologia SDH,
a tecnologia Carrier Ethernet oferece largura de banda fle´xivel com incrementos de
1M a partir de um mı´nimo de 1Mbps ate´ um ma´ximo de 10Gbps, isto e´ conseguido
instalando hardware normalizado para 1G, e por software configura-se a largura de
banda pretendida que pode, ate´ atingir o limite imposto pelo hardware, ser alterado
remotamente a pedido do cliente. A juntar a isto tem-se que e´ poss´ıvel definir perfis de
largura de banda como um tuplo do tipo [16]:
Perfil = < CIR, CBS, EBS, CM >
Em que:
– CIR (Committed Information Rate): velocidade me´dia que as frames sa˜o entregues
por tipo de performance
– CBS (Committed Burst Size): especifica a taxa me´dia (em relac¸a˜o a` CIR) de
chegada de frames para a qual estas ainda sa˜o admitidas na rede. Estas frames
sa˜o admitidas na rede sem qualquer garantia de performance.
– EBS (Excess Burst Size): e´ o limite, em bytes, para o nu´mero ma´ximo de frames
de servic¸o admitidas pela UNI
– CM (Color Marking): A frames de servic¸o sa˜o marcadas com cores diferentes de
acordo com o crite´rio que respeitam:
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∗ Verde: Respeita as taxas CIR e CBS
∗ Amarelo: Respeita a taxa CBS e e´ entregue se a rede estiver pouco congesti-
onada
∗ Vermelho: A frame fora do perfil de largura de banda e e´ descartada
2.3.2 Qualidade de Servic¸o
As redes Ethernet tradicionais na˜o tinham mecanismos de QoS, mas estes sa˜o essenciais
em redes de transporte em que ha´ possivelmente milho˜es de utilizadores, e cada um com SLAs
que ha´ que respeitar, assim a rede deve ter mecanismos para prestar os servic¸os acordados.
Segundo o MEF o atributo de Qualidade de Servic¸o engloba 3 vertentes:
Granularidade de largura de banda, e de opc¸o˜es de qualidade de servic¸o
Este requisito sobrepo˜e-se nos atributos de Servic¸os Normalizados, e de Qualidade de
Servic¸o. Na vertente de qualidade de servic¸o, este atributo e´ relevante no acordo entre o
cliente e o prestador de servic¸os em relac¸a˜o a` largura de banda disponibilizada porque a
tecnologia Carrier Ethernet oferece largura de banda fle´xivel com incrementos de 1M a partir
de um mı´nimo de 1Mbps ate´ um ma´ximo de 10Gbps.
SLAs que fornecem servic¸os extremo-a-extremo
As redes Carrier Ethernet devem ter capacidade de fornecer servic¸os extremo-a-extremo
com base no SLAs acordados com os clientes. Estes SLAs devem ser respeitados em termos de
desempenho para a entrega de servic¸os como voz, dados e video, o restante tra´fego e´ entregue
em regime de best-effort. Podem tambe´m ser acordados SLAs relativos a paraˆmetros mais
espec´ıficos da rede como CIR, nu´mero de frames perdidas, atraso e variac¸a˜o do atraso na
entrega de frames.
2.3.3 Gesta˜o de Servic¸os
Uma das maiores falhas das redes Ethernet era a falta de mecanismos de gesta˜o de rede.
O MEF consciente desse facto adicionou mecanismos de gesta˜o a` tecnologia Carrier Ethernet.
Esta reflecte-se em 3 pontos:
• Capacidade de monitorizar, diagnosticar e centralmente gerir a rede usando protoco-
los independentes de fabricantes, isto garante interoperabilidade entre componentes, e
permite abandonar as truck-rolls caracter´ısticas das redes SDH, e permite gerir a rede
remotamente
• OAM de classe de transporte, permite gerir ligac¸o˜es, e comunicac¸o˜es extremo-a-extremo
• Fornecimento ra´pido de servic¸os, permite a instanciac¸a˜o ra´pida e remota de servic¸os a
um cliente quando este a solicita
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2.4 Atributos relativos a requisitos de Servic¸os
2.4.1 Escalabilidade
Um dos requisitos da tecnologia Carrier Ethernet e´ a escalabilidade, ou seja, ter a capa-
cidade de variar quer o nu´mero de utilizadores, quer o alcance geogra´fico, quer a largura de
banda de um cliente sem degradar o desempenho geral da rede. A escalabilidade pode ser
medida em 3 factores:
• Escalabilidade em termos de suportar milho˜es de utilizadores. Uma rede de transporte
pode ter milho˜es de clientes, com va´rias CoS que teˆm de ser respeitadas, foram ja´
desenvolvidas tecnologias que permitem ultrapassar a dificuldade das redes Ethernet
tradicionais em lidar com grandes nu´meros de utilizadores como as tecnologias Provider
Bridges e Provider Backbone Bridges.
• Escalabilidade em termos de alcance geogra´fico. A capacidade de fornecer servic¸os
a a´reas locais, metropolitanas e nacionais, ou seja capacidade de alcanc¸ar um grande
espac¸o geogra´fico e´ essencial para uma rede de transporte para alcanc¸ar o maior nu´mero
de clientes poss´ıvel, permitindo assim a disponibilidade de servic¸os mais abrangentes.
• Escalabilidade em termos de largura de banda. A largura de banda dispon´ıvel em Carrier
Ethernet e´ oferecida de forma fle´xivel com incrementos de 1Mbps a partir de um mı´nimo
de 1Mbps ate´ um ma´ximo de 10Gbps. Sendo previs´ıvel que ligac¸o˜es a 10 Gbps na˜o sejam
disponibilizadas a clientes dome´sticos no futuro pro´ximo, esta escalabilidade de largura
de banda e´ importante para clientes industriais e para os segmentos core da rede onde
o tra´fego de ritmos mais baixos e´ transportado depois de agregado.
Estes treˆs requisitos fazem a tecnologia Carrier Ethernet dar um salto em termos de
capacidade da rede, e sa˜o essenciais para tornar a Carrier Ethernet uma tecnologia atractiva
para os prestadores de servic¸os e para os clientes.
2.4.2 Recuperac¸a˜o e Protecc¸a˜o de Falhas
As redes o´pticas SDH, ao contra´rio das redes Ethernet tradicionais, teˆm mecanismos
de protecc¸a˜o recuperac¸a˜o bastante eficientes que garantem a protecc¸a˜o da comunicac¸a˜o e
recuperac¸a˜o de falhas em menos de 50ms. Este valor tornou-se o tempo de refereˆncia para
recuperac¸a˜o de falhas em redes de transporte, e um valor que a Carrier Ethernet tem de
alcanc¸ar. O MEF define 3 requerimentos para a recuperac¸a˜o e protecc¸a˜o de falhas em redes
Carrier Ethernet:
• Capacidade de detectar e recuperar de falhas sem que os utilizadores tenham conheci-
mento ou percepc¸a˜o da falha que ocorreu
• Responder aos requisitos de mais exigentes em termos de qualidade e disponibilidade
• Tempo de recuperac¸a˜o de falhas em menos de 50 ms
Em redes o´pticas tradicionais a protecc¸a˜o era geralmente obtida com me´todos de protecc¸a˜o
1+1 ou 1:1 que desperdic¸avam metade da largura de banda instalada. Em Carrier Ethernet
esses me´todos de protecc¸a˜o foram abandonados, sendo substitu´ıdos por quatro novas formas
de protecc¸a˜o, publicadas na norma MEF 2.
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• Aggregate Link and Node Protection (ALNP) que oferece protecc¸a˜o contra falhas de
no´s e ligac¸o˜es locais
• End-to-end Path Protection (EEPP) que oferece protecc¸a˜o extremo-a-extremo onde sa˜o
estabelecidos dois caminhos, um principal e um de protecc¸a˜o que e´ activado em caso de
falha na rede.
• Multipoint-to-Multipoint (MP2MP) que fornece protecc¸a˜o para E-LAN
• Protecc¸a˜o de ligac¸o˜es por agregac¸a˜o em que ligac¸o˜es que liguem os mesmos no´s podem
ser agregadas
2.5 Tecnologias Ethernet para a a´rea de transporte
Aplicar a tecnologia Ethernet a`s redes de transporte traz vantagens quer para operadores
quer os clientes. Mas a tecnologia Ethernet, universal nas redes locais na˜o pode ser aplicada
directamente nas redes de transporte. Os problemas que impedem essa aplicac¸a˜o directa sa˜o:
• Escalabilidade: O problema da escalabilidade tem va´rias vertentes:
1. Ethernet obriga a que os terminais guardem o enderec¸o MAC de todos os terminais
na rede, numa rede MAN/WAN com milhares de terminais, pesquisas e filtragens
na˜o podiam ser feitas em tempo u´til pelos equipamentos
2. Usar a tecnologia Ethernet nas redes MAN/WAN faz com que cada um dos 4094
VLAN IDs tenha de ser global na rede de transporte sob o risco de haver frames
mal encaminhadas, e torna o nu´mero de VLAN IDs insuficiente.
3. Quando uma Ethernet bridge recebe uma frame com um DA que na˜o conhece
envia-a por todas as portas, menos pela porta de onde a frame chegou. Numa rede
com milhares de terminais a probabilidade de isto acontecer aumenta.
• Protecc¸a˜o: O encaminhamento numa rede Ethernet que use va´rias bridges usa o pro-
tocolo STP (ou uma das suas variantes: MSTP ou RSTP) e este tem um tempo de
convergeˆncia que varia entre os 2 e os 120s, o que so´ por si o exclui como opc¸a˜o visto
que o tempo de recuperac¸a˜o de refereˆncia e´ 50 ms. Mas ainda ha´ a agravante de todas
as bridges na rede participarem no protocolo, o que no caso da Ethernet de transporte
inclui as bridges do fornecedor e as dos clientes porque o protocolo na˜o faz essa distinc¸a˜o,
o que tem como consequeˆncia a necessidade de todo protocolo reconvergir em todas as
redes MAN/WAN e locais sempre que ha´ um mudanc¸a na topologia numa rede local.
Um exemplo deste problema esta´ na figura 2.7 em que uma rede de transporte que liga
2 redes locais, cada uma dividida em 2 localizac¸o˜es, e na parte de baixo da figura a
topologia do ponto de vista do STP, sem fronteiras entre redes locais e de transporte.
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Figura 2.7: Topologia verdadeira, e topologia processada pelo STP de uma rede de transporte
conjuntamente com redes locais.
• QoS: O protocolo Ethernet na˜o tem suporte nativo para QoS, visto que o pro´ximo salto
de uma frame e´ apenas determinado com base no enderec¸o destino ou VLAN-ID. Usar
VLAN permite definir prioridades por VLAN tag mas isso e´ insuficiente porque na˜o ha´
maneira de fazer com que as frames sejam entregues de acordo com algum SLA, nem
ha´ sequer garantia que a frame entregue.
Assim, antes de poder aplicar a tecnologia Ethernet nas redes de transporte foi preciso
evoluir a tecnologia Ethernet tradicional, esta evoluc¸a˜o foi feita de forma concorrente por
treˆs organismos de normalizac¸a˜o, IEEE, ITU-T e IETF. O IEEE optou por modificar a frame
Ethernet para incluir tags que consigam resolver as limitac¸o˜es da tecnologia Ethernet. O ITU-
T comec¸ou o tambe´m o desenvolvimento de uma tecnologia para a a´rea de transporte, optando
por alterar o protocolo MPLS, essa tecnologia designada por T-MPLS, foi abandonada apo´s
terem surgido problemas com a compatibilidade entre o T-MPLS e o MPLS. Para resolver
esses problemas em 2008 o ITU-T juntou-se ao IETF para desenvolver em conjunto um
protocolo que ficou conhecido como MPLS-Transport Profile, ou MPLS-TP. Na figura 2.8
esta´ um diagrama para a evoluc¸a˜o das tecnologias para a a´rea de transporte.
De seguida va˜o ser descritas as tecnologias actuais para a rede de transporte. Como
foi dito acima ha´ neste momento duas abordagens, a do IEEE que passa por treˆs normas
diferentes ate´ chegar a um protocolo final, e a soluc¸a˜o conjunta do IETF e ITU-T, na lista
abaixo esta˜o os nomes das soluc¸o˜es propostas:
• Soluc¸a˜o IEEE
– IEEE 802.1AD - Provider Bridges
– IEEE 802.1AH - Provider Backbone Bridges
– IEEE 802.1Qay - Provider Backbone Bridges - Traffic Engineered
• Soluc¸a˜o IETF/ITU-T
– MPLS-TP
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OTN
NG-SDH
Ethernet
SDH
WDM
MPLS
T-MPLS
MPLS-TP
PBB-TE
Figura 2.8: Evoluc¸a˜o das tecnologias para a a´rea de transporte
2.6 Soluc¸a˜o proposta pelo IEEE
Nesta secc¸a˜o ira˜o ser explicados os passos dados pelo IEEE ate´ chegar a uma soluc¸a˜o
capaz de, usando a tecnologia Ethernet, ser aplicada com efica´cia a`s redes de transporte. A
soluc¸a˜o adoptada pelo IEEE foi adicionar sucessivamente tags para resolver os problemas de
aplicar a tecnologia Ethernet a`s redes de transporte.
2.6.1 IEEE 802.1AD - Provider Bridges
Para resolver o problema do reduzido nu´mero de VLAN IDs dispon´ıveis, e da coordenac¸a˜o
entre prestadores de servic¸os e os gestores de redes privadas, foi criada uma nova tag, tambe´m
com 12 bits, a S-VLAN (Service Provider-VLAN), que e´ usada pelo prestador de servic¸os
para identificar o servic¸o a que a frame do cliente pertence e encaminha´-la atrave´s sua rede,
enquanto a VLAN-TAG, renomeada para C-VLAN (Costumer-VLAN ) e´ usada dentro da
rede privada do cliente [22]. Este empilhar de tags, faz com que esta soluc¸a˜o seja tambe´m
chamada de Q-in-Q, ou stacked VLANs.
Figura 2.9: Frame usada pelo protocolo 802.1AD, Provider Bridges
Os equipamentos encarregados de inserir e retirar as S-TAGs e que servem de fronteira
entre as redes dos clientes e a rede do operador chamam-se Provider Edge Bridges. E os
equipamentos que fazem uso da S-VLAN para encaminhar o tra´fego chamam-se Provider
Bridges.
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Figura 2.10: Aplicac¸a˜o da tecnologia Provider Bridges.
A hierarquia desta tecnologia esta´ na imagem 2.10. O funcionamento desta tecnologia e´
o seguinte:
1. O equipamento e a topologia das redes privadas, permanecem inalterados.
2. A PEB detecta quando uma frame e´ enderec¸ada para fora da rede privada, e quando
assim acontece acrescenta a S-VLAN, e encaminha a frame para a rede do prestador de
servic¸os onde e´ encaminhada com base na S-VLAN
3. Dentro da rede do prestador de servic¸os, a frame e´ encaminhada pelas PB de acordo
com a sua S-VLAN
4. Analogamente quando uma frame chega a uma PEB vinda da rede do prestador de
servic¸os e esta´ enderec¸ada para dentro da rede privada, a UNI retira a S-TAG para as
bridges do cliente conseguirem encaminhar a frame.
Este empilhar de VLANs resolve o problema de coordenac¸a˜o de VLAN-IDs entre o presta-
dor de servic¸os e os gestores das redes privadas mas na˜o resolve nenhum dos outros problemas
de aplicar a tecnologia Ethernet a`s redes de transporte.
2.6.2 IEEE 802.1AH - Provider Backbone Bridges
Para resolver os problemas de escalabilidade provocados por tabelas de enderec¸os MAC
demasiado grandes para serem pesquisadas em tempo u´til, por um nu´mero insuficiente de
VLANs que e´ poss´ıvel criar com uma tag de 12 bits, e para distinguir os domı´nios das redes
privadas e da rede de transporte foi necessa´rio alterar novamente o cabec¸alho Ethernet. A
tecnologia que especifica estas alterac¸o˜es e´ a norma IEEE 802.1AH - Provider Backbone
Bridges. Se a norma 802.1AD empilha VLAN-IDs para distinguir os VLAN-IDs dos clientes
e do prestador de servic¸os, a norma 802.1AH empilha enderec¸os MAC, a frame desta norma
esta´ na figura 2.11, e a rede, ou secc¸a˜o da rede que usa tecnologia e´ chamada de Provider
Backbone Bridge Network (PBBN).
Frame
Figura 2.11: Provider Backbone Bridge frame.
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Esta tecnologia acrescenta 4 tags a` frame 802.1AD. Estas tags sa˜o:
• B-DA: Esta tag com 48 bits guarda o enderec¸o de destino na PBBN.
• B-SA: Esta tag com 48 bits guarda o enderec¸o da porta onde a frame entrou na PBBN
• I-SID: Esta tag com 24 bits, e´ u´nica dentro da rede do operador, e identifica uma
comunidade de interesse implementada como um domı´nio de broadcast[10]. E´ atribu´ıdo
I-SID a cada instaˆncia de servic¸o do cliente [9]. Esta tag e´ vis´ıvel apenas para as BEB,
sendo transparente para as BCB.
• B-VID: Esta tag com 12 bits identifica a VLAN na rede do operador [10]. As B-VLANs
sa˜o partic¸o˜es da PBBN que actuam como classes de servic¸o.
Nota: Os enderec¸os de entrada e sa´ıda no cabec¸alho PBB, sa˜o independentes dos enderec¸os
de destino e origem no cabec¸alho Ethernet. Alia´s, como o sa˜o dois domı´nios separados,
enderec¸os MAC atribu´ıdos a equipamentos PBB podem sobrepor-se a enderec¸os ja´ atribu´ıdos
a equipamentos LAN [22].
Equipamentos
Para lidar com as tags introduzidas esta tecnologia introduz dois tipo de bridges novos,
que sa˜o:
• Backbone Edge Bridge (BEB): Estas bridges esta˜o na extremidade da PBBN, e sa˜o
responsa´veis por adicionar e retirar as tags PBB a`s frames. As BEB, teˆm dois compo-
nentes: o I-Component e o B-Component. Quando uma frame chega a uma BEB com
destino a` PBBN o I-Component mapeia o S-TAG em I-SID e o B-Component mapeia
o C-TAG em B-VID e adiciona o cabec¸alho PBB [6]. Quando o sentido da frame e´ o
oposto, o funcionamento da BEB e´ invertido. O B-Component de uma BEB encaminha
as frames com base nos enderec¸os da PBBN, e o I-Component encaminha as frames
com base nos enderec¸os da PBN, assim estes componentes precisam de conhecer os en-
derec¸os MAC quer das bridges da PBBN, quer das redes locais a que estejam ligadas,
quer estas redes sejam PBN ou redes de clientes [6].
• Backbone Core Bridge (BCB): Estas bridges esta˜o no core da PBBN, e fazem o en-
caminhamento das frames no core da PBBN, por isso apenas aprendem os enderec¸os
das restantes BCB e das BEB. Estas bridges teˆm um funcionamento ana´logo a`s PEB
da tecnologia 802.1AD PB tanto que estrutura e a semaˆntica da B-VID e´ igual a` da
S-TAG, e assim estas bridges na˜o teˆm de estar cientes da PBBN, podendo ate´ ser usadas
bridges PB no core da PBBN [6]. Estas bridges o encaminham as frames usando o tuplo
: <B-DA, B-VID>.
Conclusa˜o
Com as tags inseridas na frame a tecnologia 802.1AH, consegue resolver os problemas de
escalabilidade relativos ao nu´mero de servic¸os prestados, porque a I-SID permite, em teoria
224 servic¸os, e 212 classes de servic¸o. O problema de tabelas de enderec¸amento muito grandes,
e a falta de distinc¸a˜o entre os domı´nios das redes dos clientes e do operador, foi resolvido com
o empilhar de enderec¸os MAC.
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Figura 2.12: Esquema de uma Backbone Edge Bridge. Imagem dispon´ıvel em [6]
2.6.3 IEEE 802.1Qay - Provider Backbone Bridges - Traffic Engineered
Funcionamento
Usando as tecnologias descritas anteriormente, e´ poss´ıvel aplicar engenharia de tra´fego
a uma zona da rede, esta engenharia de tra´fego e´ feita com recurso a uma nova tecnologia:
IEEE 802.1Qay - Provider Backbone Bridges. Esta tecnologia na˜o introduz alterac¸o˜es no
cabec¸alho das frames, mas usa a premissa que ”ignorando algumas funcionalidades Ethernet,
o equipamento Ethernet e´ capaz de encaminhamento orientado a` ligac¸a˜o”[22]. Com esta
tecnologia o protocolo Spanning Tree e´ abandonado em favor de uma entidade de gesta˜o
externa [14] responsa´vel por criar ligac¸o˜es ponto-a-ponto na rede PBB chamadas Ethernet
Switched Paths ao preencher as MAC fitler tables das bridges.
O primeiro passo para usar esta tecnologia e´ configurar um conjunto de B-VIDs retirados
ao controlo do STP. Um B-VID que pertenc¸a a este conjunto e´ chamado de ESP-VID e e´
associado a uma valor especial do MSTP que indica que este VID especifico na˜o esta´ sob
o controlo de nenhum STP [11]. A alocac¸a˜o de frames e´ feita nas IB-BEBs, e o B-SA das
frames e´ o enderec¸o MAC das portas Ethernet do cliente que teˆm capacidade para mapear
ESP’s. Estes enderec¸os MAC sa˜o designados por ESP-MACs, e estas portas sa˜o designadas
por Costumer Backbone Ports, ou CBPs[11].
A entidade de gesta˜o externa, cuja relac¸a˜o com a rede esta´ na figura 2.13, e´ responsa´vel
por:
• Auto-descobrir a topologia da rede [5]
• Criar a´rvores, ou ligac¸o˜es ponto-a-ponto atrave´s da rede, partindo de cada CBP per-
tencente a` regia˜o PBB-TE ligando um conjunto de CBPs pertencentes a essa regia˜o
[11].
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Figura 2.13: Relac¸a˜o entre o espac¸o PBB-TE e a entidade de gesta˜o.
• Preencher as MAC fitler tables das bridges pertencentes a essas a´rvores com entradas
para os CBP DA e ESP-VIDs.
• Gerir a largura de banda de cada ESP ao longo de cada a´rvore [11].
• Para cada CBP que faz parte da regia˜o PBB-TE, provisionar uma ou mais a´rvores de
que fornecem caminhos de retorno [11].
Neste contexto cada um dos ESPs e´ definido por um tuplo do tipo [11]:
<ESP-MAC SA, ESP-MAC DA, ESP-VID >
Em que :
• ESP-MAC SA: Enderec¸o da CBP que esta´ ligada a` IB-BEB que e´ a raiz do ESP.
• ESP-MAC DA: Enderec¸o que identifica a CBP de destino.
• ESP-VID: E´ um valor que distingue diferentes ESPs. Apenas podem ser atribu´ıdos
valores de ESP alocados a` regia˜o PBB-TE.
Na norma PBB-TE esta˜o definidos 2 tipos de ligac¸a˜o:
• Ligac¸a˜o ponto-a-ponto, constitu´ıda por dois ESPs, cada um fornecendo conectividade
em cada sentido [11].
• Ligac¸a˜o ponto-a-multiponto, constitu´ıda por um ESP ponto-a-multiponto, e ESPs uni-
direcionais ponto-a-ponto mapeados ao longo as folhas da a´rvore[11].
Apesar de cada ESP ser identificado por um tuplo do tipo <ESP-MAC DA, ESP-MAC
SA, ESP-VID> apenas o par <ESP-MAC DA, ESP-VID> e´ usado no encaminhamento das
frames. Usar esta combinac¸a˜o permite reutilizar os B-VIDs atribu´ıdos a` regia˜o PBB-TE [22].
O comportamento de uma bridge que suporte PBB-TE e´ o seguinte:
• Na˜o fazer flooding de frames cujo destino <ESP-MAC DA, ESP-VID> e´ desconhecido,
quando isso acontece as frames sa˜o descartadas [11].
• Na˜o adicionar entradas na tabela de encaminhamento atrave´s de frames recebidas. Esta
tabela e´ preenchida e actualizada pela entidade externa de gesta˜o [11].
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• Na˜o usar nenhum STP na regia˜o PBB-TE, toda a informac¸a˜o de encaminhamento e´
fornecida pela entidade externa de gesta˜o [11].
Numa rede onde esta´ implementada esta tecnologia em paralelo com VLAN, o estabele-
cimento de ESPs e o policiamento de tra´fego a` entrada dos ESPs e´ uma condic¸a˜o necessa´ria,
mas na˜o suficiente para garantir que o tra´fego na rede seja tratado com a QoS desejada, para
garantir que essa QoS seja respeitada o tra´fego PBB-TE deve ter sempre prioridade sobre o
tra´fego VLAN[11].
2.7 Soluc¸a˜o proposta em conjunto por IETF/ITU-T
A soluc¸a˜o proposta em conjunto por IETF/ITU-T, e´ um protocolo chamado MPLS-
Transport Profile, e baseia-se no protocolo MPLS, este protocolo tradicionalmente opera entre
as camada 2 e 3 do modelo OSI [16], e e´ um protocolo amplamente usado por operadores no
encaminho de redes de pacotes. O protocolo MPLS e´ operado por dispositivos de camada
3, e transparente para os dispositivos de camada 2. O desafio para o protocolo MPLS-TP e´
modificar o protocolo MPLS para que este opere na camada de ligac¸a˜o de dados. O funci-
onamento do protocolo MPLS-TP e´ ate´ certo ponto ana´logo ao funcionamento do protocolo
MPLS, o mesmo tipo de pacote e´ usado, com a diferenc¸a exposta na figura 2.14, a diferenc¸a
e´ que a RFC5462 [1], muda a denominac¸a˜o e a func¸a˜o do campo ”EXP” do pacote MPLS
tradicional para ”Traffic Class (TC)” e este campo passa a transportar informac¸a˜o sobre a
CoS do pacote, em [7] sa˜o analizadas va´rias formas de interpretar a informac¸a˜o contida neste
campo.
Label EXP S TTL
Label TC S TTL
20 bits 3 bits 8 bits
1 bit
Renomeado pela RFC 5462
Figura 2.14: Cabec¸alhos usados pelos protocolo MPLS e MPLS-TP
Apesar do esforc¸o das entidades envolvidas, o protocolo MPLS-TP na˜o esta´ ainda total-
mente definido, ha´ ainda discussa˜o sobre algumas RFCs que ainda na˜o entraram em vigor. No
entanto, todas as RFCs, definitivas e ainda em discussa˜o esta˜o dispon´ıveis no site do IETF.
2.7.1 Diferenc¸as entre MPLS e MPLS-TP
Ao n´ıvel de funcionamento existem 4 diferenc¸as principais entre os protocolos MPLS e
MPLS-TP:
• O protocolo MPLS-TP na˜o implementa Penultimate Hop Popping [13], no protocolo
MPLS tradicional era poss´ıvel, para na˜o sobrecarregar os LERs, desencapsular os pa-
cotes no u´ltimo LSR que o pacote passava. Esta funcionalidade conduz a` perda de
contexto, logo no protocolo MPLS-TP foi desactivada.
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• O protocolo MPLS-TP na˜o suporta Load Balancing [13], no protocolo MPLS as rotas
entre os LSRs eram definidas manualmente, ou usando um protocolo de encaminha-
mento, podia acontecer que entre dois LSRs houvesse mais do que um caminho com o
mesmo custo e se tal acontecesse os LSRs podiam distribuir o tra´fego entre ambas as
rotas, no protocolo MPLS-TP esta funcionalidade esta´ desactivada. Pode acontecer que
na rede haja Load Balancing, mas tal deve ser transparente para o protocolo MPLS-TP.
• No protocolo MPLS-TP um LSP bidireccional entre dois LSRs e´ obrigatoriamente con-
gruente, isto quer dizer que o caminho percorrido pelos pacotes enviados por cada
LSR deve ser o mesmo [19]. Como cada dispositivo que corra um IGP toma deciso˜es
de encaminamento com base apenas na informac¸a˜o que possui, no caso do protocolo
MPLS podia acontecer que os pacotes enviados em cada direcc¸a˜o percorressem cami-
nhos diferentes, isso torna a monitorizac¸a˜o de tra´fego muito dif´ıcil, por isso no protocolo
MPLS-TP foi tomada a decisa˜o de forc¸ar os LSPs bidireccionais a serem congruentes.
• No protocolo MPLS os pacotes eram encaminhados tendo em conta o seu destino, por
isso pacotes pertencentes a va´rios LSPs encaminhados por um router para o mesmo
destino, podiam ser encaminhados com a mesma label, tal facto torna imposs´ıvel moni-
torizar a ligac¸a˜o entre um extremo e o outro, por isso essa funcionalidade foi desactivada
no protocolo MPLS-TP
2.7.2 Aplicac¸a˜o de MPLS-TP a Carrier Ethernet
Se os problemas que aplicar a tecnologia Ethernet a`s redes de transporte enumerados em
2.5 forem recordados, pode ver-se que o protocolo MPLS-TP tem uma resposta para todos
eles:
• Escalabilidade: O protocolo MPLS-TP usa routers e na˜o switches para separar as redes,
isto implica que cada dispositivo na˜o tem de aprender os enderec¸os MAC de todos os
outros dispositivos na rede. No entanto pode ser por vezes necessa´rio transportar a
frame Ethernet atrave´s da rede MPLS-TP, neste caso a RFC4448[18] define a forma de
encapsular e transportar frames Ethernet em pacotes MPLS. O problema do nu´mero de
VLANs na˜o se coloca porque o protocolo MPLS-TP na˜o usa VLANs, identifica servic¸os
com base em labels com 20 bits o que permite oferecer 1 milha˜o de servic¸os, e estas
labels sa˜o pass´ıveis de ser empilhadas. Se por exemplo um operador empilhar duas labels
pode oferecer 220 ∗220 = 240 servic¸os. O problema das frames com destino desconhecido
tambe´m na˜o se coloca, porque a` entrada da rede, nos LSRs os pacotes sa˜o filtrados,
entre os que sa˜o encapsulados e entram na rede MPLS-TP, e os que sa˜o descartados.
Os pacotes que entram na rede esta˜o sujeitos, a na˜o ser o caso de haver dispositivos
mal configurados manualmente, a um processo de monitorizac¸a˜o que garante que sa˜o
entregues no LSR correcto.
• Protecc¸a˜o: A RFC5654 [19], define que para uma topologia em anel, o protocolo MPLS-
TP deve fornecer um tempo de recuperac¸a˜o equivalente ao SDH, isto e´ a rede recupera
de falhas em 50ms.
• QoS: A RFC RFC5654 [19], define como requisitos de QoS em redes MPLS-TP, o
suporte a servic¸os diferenciados, o provisionamento e garantia de cumprimento de di-
ferentes SLAs, o suporte de servic¸os sens´ıveis a jitter e atrasos, a garantia de acesso
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justo aos recursos da rede, e o suporte e um esquema fle´xivel de alocac¸a˜o de largura de
banda. Estes requisitos permitem aos operadores oferecer aos clientes a garantia que os
paraˆmetros acordados para os servic¸os oferecidos sa˜o cumpridos.
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Cap´ıtulo 3
Modelo eficiente de distribuic¸a˜o de
IPTV
O conceito de IPTV e´ muito vago, diversos organismos teˆm definic¸o˜es, ou participaram
no esforc¸o de definic¸a˜o do conceito de IPTV[20]:
• DSL Forum (actualmente conhecido como Broadband Forum)
• ETSI - European Telecommunications Standards Institute
• IPDR - Internet Protocol Detail Record Organization teˆm definic¸o˜es para IPTV
• ISMA - Internet Streaming Media Alliance
• DVB-IPI
• WirelessHD Consortium
• Moving Pictures Experts Group
• Digital Video Broadcasting Project
No entanto a definic¸a˜o de IPTV mais aceite e´ a definic¸a˜o proposta pelo ITU:
”IPTV e´ definido por distribuic¸a˜o de servic¸os multime´dia tais como televisa˜o/ video/ au-
dio/ texto/ gra´ficos/ dados sobre redes IP geridas para prestar o n´ıvel necessa´rio de qualidade
de servic¸o e experieˆncia, seguranc¸a, interactividade e confianc¸a ”
Do ponto de vista dos clientes IPTV e´ um servic¸o que ale´m do servic¸o tradicional de te-
levisa˜o, fornece servic¸os de Video-On-Demand (VoD) e televisa˜o interactiva. Resumidamente
as caracter´ısticas de IPTV sa˜o [20]:
• Suporte televisa˜o interactiva: A comunicac¸a˜o bidireccional permite aos operadores for-
necer servic¸os interactivos
• ”Time shifting”: IPTV permite a gravac¸a˜o de TV e posterior visionamento
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• Requisitos de baixa largura de banda: Em vez de enviar todos os canais para todos os
utilizadores, os operadores podem enviar para cada utilizador o canal que ele pretende
ver, ou criar sesso˜es de multicast quando necessa´rio
• Acess´ıvel em va´rios dispositivos: A visualizac¸a˜o de IPTV na˜o esta´ limitada a televiso˜es,
os clientes podem usar os computadores, ou dispositivos mo´veis para aceder a conteu´dos
IPTV
Tecnicamente o conceito de IPTV na˜o esta´ definido, nem ao n´ıvel de aplicac¸a˜o, que neste
caso sa˜o os codecs necessa´rios para poupar largura de banda, e que todos os dipositivos na
mesma rede que necessitam de interpretar os fluxos de dados de IPTV como sinais de televisa˜o
teˆm de usar os mesmos codecs
3.1 Modelo de distribuic¸a˜o de IPTV
Esta dissertac¸a˜o vai ter como objectivo modelar um sistema de IPTV usando como re-
fereˆncia o modelo proposto em [3]. Este modelo atribui um custo ao envio de um canal em
multicast, e um custo ao envio de um canal unicast. E assume que o custo de enviar um
canal em multicast e´ maior que o custo de enviar um canal em unicast. Mas como o envio
de um canal em unicast para cada cliente desperdic¸a muita largura de banda, a soluc¸a˜o e´ um
modelo misto que combine o envio de canais em unicast e multicast. Assim o modelo de um
sistema de IPTV segue o esquema da figura 3.1. Este esquema hiera´rquico tem 3 camadas:
• Camada IPTV: Esta camada define quais os canais enviados em multicast e em unicast,
segundo o modelo a apresentar a seguir.
• Camada Carrier Ethernet: Esta camada e´ responsa´vel pelas ligac¸o˜es extremo-a-extremo
• Camada 1 (F´ısica): Responsa´vel por interagir com o hardware
Figura 3.1: Camadas do sistema de IPTV
3.2 Modelar Sistema de IPTV
Segundo [3] por vezes enviar um canal em multicast consume mais recursos do que enviar
em unicast. Assim o modelo proposto para optimizar o uso dos recursos da rede e´ o seguinte:
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Vamos considerar que um operador quer oferecer um pacote com K canais. Estes podem
ser ordenados pela popularidade (probabilidade de um utilizador estar a ver o canal). Ha´
estudos [25] que mostram que a popularidade dos canais segue uma distribuic¸a˜o de Zipf, o
vector Π guarda estas probabilidades, que sa˜o calculadas de acordo com a fo´rmula:
pik = dk
−α, para k = 1, 2, ... , K (3.1)
O comportamento dos utilizadores e´ modelado da seguinte maneira: cada utilizador esta´
activo (a ver um canal) com probabilidade a, e esta´ inactivo com probabilidade 1-a. Como
a decisa˜o de cada utilizador estar ou na˜o activo e´ independente do comportamento dos ou-
tros utilizadores, este comportamento obedece a`s regras de uma varia´vel de Bernoulli com
paraˆmetro p = a. Como o comportamento de cada utilizador e´ uma varia´vel de Bernoulli o
comportamento do conjunto de utilizadores pode ser modelado como uma distribuic¸a˜o Bino-
mial (Anexo C). O comportamento dos utilizadores tem influeˆncia no paraˆmetro d da distri-
buic¸a˜o de Zipf que modela a popularidade dos canais, desde que esteja activo, um utilizador
tem obrigatoriamente de estar a ver um dos K canais, assim o somato´rio da probabilidade de
cada canal estar a ser visto e´ obrigatoriamente 1. Assim, o paraˆmetro d pode ser calculado
como:
K∑
k=1
pik = 1⇔
K∑
k=1
dk−α = 1⇔ d
K∑
k=1
k−α = 1⇔ d = 1∑K
k=1 k
−α
3.3 Cena´rio dinaˆmico e cena´rio esta´tico
Propomos dois cena´rios para um melhor aproveitamento dos recursos da rede, um cena´rio
esta´tico, e um cena´rio dinaˆmico.
• Cena´rio Esta´tico: No cena´rio esta´tico sa˜o escolhidos os M canais mais populares e esses
sa˜o sempre enviados em multicast, e os restantes (K − M) canais sa˜o enviados em
unicast conforme sa˜o requisitados. O maior objectivo neste caso e´ calcular o nu´mero M
o´ptimo de que permita optimizar os recursos da rede.
• Cena´rio Dinaˆmico: No cena´rio dinaˆmico o envio de um canal em multicast ou broadcast
esta´ dependente do nu´mero de utilizadores a ver o canal. Assim enquanto a largura
de banda requerida para transmitir o canal para em unicast for inferior a` necessa´ria
para transmitir o canal em multicast, o canal transmitido em unicast, quando o nu´mero
de utilizadores faz aumentar essa largura de banda ate´ ao limiar em que e´ mais efici-
ente o envio do canal em multicast, nesse momento canal passar a ser transmitido em
multicast. Este facto implica que num dado momento e dependendo dos utilizadores
activos, da popularidade dos canais num dado momento todos os canais podem estar a
ser transmitidos em multicast, ou em unicast. Neste caso o maior objectivo e´ encontrar
o limiar a partir do qual e´ mais eficiente enviar os canais em multicast.
3.4 Abordagem Exacta
Com uma abordagem exacta ao sistema de IPTV pretende-se saber com exactida˜o qual
e´ o comportamento dos utilizadores, e os recursos da rede utilizados. Tendo em conta os
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paraˆmetros da tabela 3.1, para obter uma abordagem exacta do modelo e´ preciso ainda definir
o vector C como o vector com entradas ck (k = 1, 2, ...,K) que correspondem ao nu´mero de
utilizadores a ver o canal k. Deste vector e´ fa´cil obter o nu´mero de utilizadores inactivos como
N menos a soma de todas a entradas ck. E´ tambe´m definida a varia´vel na = c1 + c2, ..., +ck,
que e´ o nu´mero de utilizadores activos num dado momento.
3.4.1 Cena´rio Esta´tico
Neste cena´rio o nu´mero de canais transmitidos em multicast esta´ fixado em M, mas nu
i.e. o nu´mero de canais transmitidos em unicast e´ uma varia´vel aleato´ria. Dependendo da
forma como os utilizadores esta˜o ou na˜o activos, e a sua distribuic¸a˜o pelos canais, o nu´mero
de canais enviados pelo sistema tanto podem ser apenas os M canais enviados em multicast,
como num caso extremo sa˜o enviados M canais em multicast, que na˜o esta˜o a ser vistos por
nenhum utilizador, e, simultaˆneamente sa˜o enviados N canais unicast (um por utilizador).
Assim e´ necessa´rio saber a probabilidade Pr[nu = i] i.e. a probabilidade do nu´mero de canais
unicast ser igual a i. Esta probabilidade depende:
• Do nu´mero de utilizadores activos
• Do vector Π que influeˆncia a distribuic¸a˜o de popularidade dos canais
• Do valor de M que influeˆncia o nu´mero de canais que podem ser enviados em unicast
A probabilidade que se quer calcular e´: tendo na utilizadores activos, qual a probabilidade
de serem transmitidos nu canais em unicast. Para calcular esta probabilidade para todas as
possibilidades de utilizadores activos (o nu´mero de utilizadores activos varia entre 0 e N),
soma-se a probabilidade de haver n utilizadores activos e serem enviados i canais em unicast:
Pr[nu = i] =
N∑
n=0
Pr[nu = i ∧ na = n] (3.2)
Com os dados que dispomos e´ imposs´ıvel calcular Pr[na = n ∧ nu = i] directamente, assim,
usamos a expressa˜o da probabilidade condicional para chegar a uma expressa˜o que conse-
guimos calcular. Os passos para conseguir calcular a probabilidade de haver n utilizadores
activos e serem enviados i canais em unicast, partindo da expressa˜o para a probabilidade
condicional sa˜o:
Pr[nu = i|na = n] = Pr[nu = i ∧ na = n]
Pr[na = n]
Pr[nu = i ∧ na = n] = Pr[nu = i|na = n] · Pr[na = n] (3.3)
Como e´ poss´ıvel calcular Pr[nu = i|na = n] e Pr[na = n], ja´ podemos calcular Pr[nu = i].
De seguida calculamos os valores das expresso˜es anteriores.
Pr[na = n|nu = i] = n!(n−i)!i!(1− Pu)n−i(Pu)i
Pr[na = n] =
N !
(N−n)!n!(1− a)N−nan
(3.4)
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Assim:
Pr[nu = i] = Pr[na = n|nu = i] · Pr[na = n]
=
n!
(n− i)!i! (1− Pu)
n−i(Pu)i · N !
(N − n)!n! (1− a)
N−nan
=
N !
(N − n)! (1− a)
N−nan
(Pm)
n−i(Pu)i
(n− i)!i! (3.5)
Nas expresso˜es Pu e Pm sa˜o respectivamente a probabilidade de um utilizador escolher ver
um canal unicast ou um canal multicast. Como M e´ um valor fixo, a probabilidade Pm e´
dada pela soma das probabilidades de um utilizador ver algum dos M canais enviados em
multicast. E Pu e´ a probabilidade complementar de Pm. Estas expresso˜es sa˜o:
Pm =
M∑
k=1
pik
Pu = 1− Pm
(3.6)
Na figura 3.2 esta´ a representac¸a˜o da func¸a˜o de densidade de probabilidade de Pr[nu = i]
para um cena´rio com 25 canais (K=25), em que 15 sa˜o sempre enviados em multicast (M=15),
com 170 utilizadores (N=17), sendo que a probabilidade de cada utilizador estar activo e´ 0.7
(a=0.7), e com paraˆmetros α=0.5, e β=2.
0 20 40 60 80 100 120 140 160
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
P r
o
a
b i
l i d
a
d e
Número de canais unicast
Figura 3.2: Func¸a˜o de distribuic¸a˜o de probabilidade de Pr[nu = i], isto e´, a probabilidade de
haver i canais enviados em unicast
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3.4.2 Cena´rio Dinaˆmico
Para conseguir uma aproximac¸a˜o exacta no cena´rio dinaˆmico e´ necessa´rio definir um
conjunto de vectores B, contendo entradas bk (k = 1, 2, ...,K). Cada um destes vectores
representa uma maneira poss´ıvel, e diferente de na utilizadores activos se distribu´ırem pelos
K canais, e o conjunto de todos os vectores B representa todas as maneiras poss´ıveis de todos
na utilizadores activos (de nenhum utilizador activo a N utilizadores activos) se distribu´ırem
pelos K canais. Segundo [24] o nu´mero de vectores B poss´ıveis e´ dado por 3.7
C(K +N,N) =
(N +K)!
N !K!
(3.7)
Para calcular com exactida˜o as probabilidades de um determinado canal ser transmitido
em multicast ou unicast, ha´ que calcular a probabilidade ωB associada a cada vector B, esta
probabilidade depende de:
• Da probabilidade de cada utilizador estar activo
• Da distribuic¸a˜o da popularidade dos canais
• Do nu´mero de utilizadores
• Da distribuic¸a˜o de utilizadores representada pelo vector B.
O vector ωB representa a probabilidade da distribuic¸a˜o presente no vector B ser a dis-
tribuic¸a˜o real dos utilizadores activos pelos K canais. A expressa˜o para calcular ωB e´ dada
por:
ωb = Pr[c1 = b1, ..., cK = bK ]
Novamente, na˜o e´ poss´ıvel calcular directamente esta grandeza, e e´ necessa´rio recorrer a`
expressa˜o da probabilidade condicional. Assim, ha´ que trabalhar a expressa˜o ate´ atingirmos
expresso˜es que consigamos calcular.
Pr[c1 = b1, ..., cK = bK |na = n] = Pr[c1 = b1, ..., cK = bK ]
Pr[na = n]
Pr[c1 = b1, ..., cK = bK ] = Pr[c1 = b1, ..., cK = bK |na = n] · Pr[na = n] (3.8)
Desta maneira temos duas expresso˜es que podemos calcular. Pr[na = n] segue uma
distribuic¸a˜o binomial (uma explicac¸a˜o sobre a distribuic¸a˜o binomial esta´ no Anexo C), assim:
Pr[na = n] =
N !
(N − n)!n! (1− a)
N−nan
Pr = [c1 = b1, ..., cK = bK |na = n] segue uma distribuic¸a˜o multinomial (uma explicac¸a˜o sobre
a distribuic¸a˜o multinomial esta´ no Anexo C):
Pr = [c1 = b1, ..., cK = bK |na = n] = n!
b1! ... bk!
pi1
b1 ...pik
bk
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Juntando as duas partes, para encontrar a expressa˜o de ωB:
ωB =
N !
(N − n)!n! (1− a)
N−nan
n!
b1! ... bk!
pi1
b1 ...pik
bk
=
N !
(N − n)!n! (1− a)
N−nann!
K∏
k=1
pik
bk
bk!
=
N !
(N − n)! (1− a)
N−nan
K∏
k=1
pik
bk
bk!
(3.9)
Neste cena´rio quer Pr[nm = i] quer Pr[nu = j], respectivamente a probabilidade de i canais
serem enviados em multicast e a probabilidade de j canais serem enviados em unicast, sa˜o
varia´veis aleato´rias calculadas segundo 3.10 e 3.11.
Pr[nm = i] =
∑
B
1{B:multicast channels=i} ωB (3.10)
Pr[nu = j] =
∑
B
1{B:unicast channels=i} ωB (3.11)
A func¸a˜o 1{expr}, definida por 3.12, e´ uma func¸a˜o que tem apenas dois resultados poss´ıveis
dependendo de ”expr”, caso ”expr” seja uma expressa˜o verdadeira enta˜o a func¸a˜o retorna o
valor ”1”, caso ”expr” seja uma expressa˜o falsa a func¸a˜o retorna o valor ”0”. Assim, neste caso
a func¸a˜o
∑
B
1{B:multicast channels=i} e´ a soma da probabilidade de cada vector B em que ”i”
canais sa˜o enviados em multicast. O nu´mero de canais multicast sa˜o calculados percorrendo
cada vector B e contando o nu´mero de canais que esta˜o a ser vistos por mais de β utilizadores.
1{X} =
 1 , se X verdadeiro0 , se X falso (3.12)
Na figura 3.3 esta´ a representac¸a˜o das func¸o˜es de densidade de probabilidade de Pr[nu = i]
e Pr[nm = i] para um cena´rio com 6 canais (K=6), com 3 utilizadores (N=3), sendo que a
probabilidade de cada utilizador estar activo e´ 0.7 (a=0.7), e com paraˆmetros α=0.5, e β=2.
Esta simulac¸a˜o teve valores de N e K ta˜o pequenos, porque o algoritmo exacto tem a desvan-
tagem de obrigar a calcular, e percorrer todos os vectores B. O problema e´ que o nu´mero de
vectores B aumenta de acordo com 3.7, o que faz com que rapidamente o nu´mero de vectores
B seja ta˜o grande que esta soluc¸a˜o se torna impratica´vel. Na figura 3.4 esta´ a evoluc¸a˜o do
nu´mero de vectores B para 10, 20, 30, 40, 50 e 100 utilizadores em cena´rios com 10, 15, 20, 25,
50 e 75 canais, nos gra´ficos pode ver-se que rapidamente o nu´mero de vectores B a calcular
rapidamente dispara para valores que tornam esta abordagem muito pesada computacional-
mente.
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Figura 3.3: Func¸o˜es de distribuic¸a˜o de probabilidade de Pr[nu = j] e Pr[nm = i], ou seja a
probabilidade de haverem j canais unicast e i canais multicast
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Figura 3.4: Variac¸a˜o da quantidade de vectores B. Nota: Nos gra´ficos e´ usada uma escala
logar´ıtmica.
3.5 Aproximac¸a˜o usando a distribuic¸a˜o Normal
Para contornar a desvantagem de a abordagem exacta ser muito pesada computacional-
mente, pode assumir-se que as varia´veis nu e nm podem ser aproximadas por uma distribuic¸a˜o
normal. Esta forma de encarar o problema produz apenas aproximac¸o˜es, e na˜o valores exactos,
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mas e´ mais leve computacionalmente.
A func¸a˜o de densidade da distribuic¸a˜o normal e´ calculada usando a expressa˜o 3.13 [26].
Para podermos calcular esta func¸a˜o, temos de calcular quer a me´dia quer o desvio padra˜o da
nossa distribuic¸a˜o. No nosso caso o que nos interessa e´ a me´dia e o desvio padra˜o dos canais
em unicast e multicast que sa˜o enviados.
fX(x) =
1√
2piσ
e
(x−m)2
2σ2 (3.13)
Neste caso, a me´dia e o desvio padra˜o do nu´mero de canais a enviar em sa˜o definidas como:
• nu: Nu´mero me´dio de canais unicast.
• nm: Nu´mero me´dio de canais multicast.
• σu: Desvio Padra˜o dos canais unicast
• σm: Desvio Padra˜o dos canais multicast
Na figura 3.5 esta´ a comparac¸a˜o entre as duas func¸o˜es de densidade de probabilidade para o
cena´rio esta´tico apresentadas atra´s. Pode constatar-se que a aproximac¸a˜o com a distribuic¸a˜o
normal consegue, com elevado grau de precisa˜o replicar o comportamento das func¸o˜es de
densidade de probabilidade do modelo.
Figura 3.5: Comparac¸a˜o entre a abordagem exacta e a aproximac¸a˜o usando a distribuic¸a˜o
normal.
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3.5.1 Cena´rio Esta´tico
No cena´rio esta´tico, como nm=M, apenas e´ necessa´rio calcular a me´dia e a variaˆncia de
nu. A me´dia de nu, designada por E[nu] calcula-se atrave´s da me´dia de canais enviados em
unicast sabendo o nu´mero de utilizadores activos,[E[nu|na]], e calculando depois a me´dia de
utilizadores activos, como mostrado em 3.14.
E[nu] = Ena [E[nu|na]] = Ena [naPu] = NaPu (3.14)
V ar[nu] = E[nu
2]− E[nu]2 (3.15)
Como no´s ja´ conhecemos o valor de E[nu] de 3.14, resta calcular o valor de E[nu
2]. O valor
de E[nu
2], que e´ o momento de segunda ordem da varia´vel, e´ calculado em 3.16.
E[n2u] = Ena [E[(nu)
2|na]]
= Ena [naPu(1− Pu) + n2aP 2u ]
= naPu(Pm + (1− a)Pu) + (NaPu)2 (3.16)
Assim, usando 3.15, e sabendo que o desvio padra˜o de uma varia´vel aleato´ria e´ a raiz quadrada
da variaˆncia, o desvio padra˜o de E[nu] e´ dado por 3.17:
σ =
√
E[X2]− E[X]2
=
√
(naPu(Pm + (1− a)Pu) + (NaPu)2)− (NaPu)2
=
√
naPu(Pm + (1− a)Pu) (3.17)
A expressa˜o para a largura de banda utilizada tem uma parte constante que depende de M
e de β que e´ largura de banda ocupada pelos canais perpetuamente enviados em multicast,
uma parte que varia com a probabilidades de os utilizadores estarem activos e de estarem a
ver um canal que e´ enviado em unicast. A expressa˜o erfc−1(PBlock
√
NaPu(1− aPu) serve
para corrigir o erro introduzido pela aproximac¸a˜o usando a distribuic¸a˜o normal.
Na figura 3.6 esta´ a representac¸a˜o da func¸a˜o de densidade de probabilidade de Pr[nu = i]
para um cena´rio com 25 canais (K=25), em que 17 sa˜o sempre enviados em multicast (M=17),
com 170 utilizadores (N=170), sendo que a probabilidade de cada utilizador estar activo e´ 0.7
(a=0.7), e com paraˆmetros α=0.5, e β=2.
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Figura 3.6: Func¸a˜o de distribuic¸a˜o de probabilidade de Pr[nu = i], isto e´, a probabilidade de
haver i canais enviados em unicast
3.5.2 Cena´rio Dinaˆmico
No cena´rio dinaˆmico quer o nu´mero de canais enviados em unicast, nu quer o nu´mero de
canais enviados em multicast nm sa˜o varia´veis aleato´rias. Logo antes de achar o valor de rD,
ha´ que achar o valor de E[nu] e de E[nm].
Neste cena´rio, o nu´mero de canais unicast, e´ dado pela soma de todos os utilizadores a ver
canais unicast. Um canal unicast e´ um canal que tem um nu´mero de utilizadores sintonizados
no intervalo [1..β], este intervalo e´ definido pelo facto de um canal sem utilizadores sinto-
nizados na˜o ser transmitido, e, porque neste caso estamos a lidar com o cena´rio dinaˆmico,
um canal com mais de β utilizadores sintonizados ser transmitido em multicast. A definic¸a˜o
anterior da´-nos o nu´mero de canais enviados em unicast, mas, no caso de envio de canais em
unicast, cada canal e´ enviado de forma independente para cada cliente, logo temos de saber
quantos clientes esta˜o sintonizados em canais unicast. Desta necessidade vem 3.19, nesta
fo´rmula o nu´mero de canais unicast (nu) e´ definido como a soma de todos os clientes que
esta˜o sintonizados num canal enviado em unicast, da´ı o vector C (que guarda o nu´mero de
utilizadores sintonizados em cada canal) ser percorrido, e para cada canal, caso o nu´mero
de utilizadores sintonizados esteja no intervalo [1..β] soma-se esse nu´mero de utilizadores
sintonizados ao nu´mero de canais enviados.
nu =
K∑
k=1
∑
1≤i≤β
i1{ck=i} (3.18)
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Como a probabilidade da func¸a˜o indicadora, e´ a probabilidade do evento, podemos calcular
E[nu] como:
E[nu] =
K∑
k=1
i∑
1≤i≤β
Pr[ck = i]
Ou seja E[nu], e´ a soma das probabilidades de cada canal ter entre 1 e β utilizadores. Esta
probabilidade e´ calculada como Pr[ck = i], que e´ a probabilidade de o canal ter i utilizadores
sintonizados, variando i entre no intervalo [1..β] obtemos a probabilidade de o canal ser envi-
ado em unicast. De seguida temos de calcular a probabilidade Pr[ck = i]. Esta probabilidade
tambe´m segue uma distribuic¸a˜o binomial, neste caso a experieˆncia e´ descrita como a tomada
de decisa˜o de cada utilizador de estar activo (a ver um canal) e escolher um determinado
canal. Assim, neste caso a probabilidade de sucesso do acontecimento, ou seja de o utilizador
estar activo e a ver o canal k e´ dada por apik, e este exerc´ıcio e´ repetido para cada um dos N
utilizadores. Assim, em 3.19 esta´ a a expressa˜o que define Pr[ck = i].
Pr[ck = i] =
N !
i!(N − i)! (1− apik)
N−i(apik)i (3.19)
De seguida temos de calcular o desvio padra˜o de nu, novamente calculamos o desvio padra˜o
como a raiz quadrada da variaˆncia, e a variaˆncia e´ calculada segundo 3.23.
V [nu] =
K∑
k=1
k 6=l
K∑
l=1
i∑
1≤i≤β
j∑
1≤j≤β
(Pr[ck = i, cl = j]− Pr[ck = i]Pr[cl = j]) + (3.20)
=
K∑
k=1
(
i2∑
1≤i≤β
Pr[ck = i]−
i∑
1≤i≤β
j∑
1≤j≤β
Pr[ck = i]Pr[ck = j]) (3.21)
Como estamos a lidar com o cena´rio dinaˆmico, em que os canais sa˜o enviados em multicast
ou unicast conforme o nu´mero de utilizadores que os esta˜o a ver, temos de prever tambe´m
seguida vamos achar a me´dia e o desvio padra˜o dos canais enviados em multicast. O nu´mero
de canais enviados em multicast e´ dado pelo somato´rio de todos os canais que teˆm mais que
β utilizadores sintonizados:
nm =
K∑
k=1
1{ck>β}
Usando a mesma propriedade que anteriormente, a probabilidade da func¸a˜o indicadora, e´ a
probabilidade do evento, assim, podemos definir a E[nm] como a soma das probabilidades de
haver mais de β utilizadores sintonizados em cada canal, ou como o acontecimento contra´rio
a haver entre 0 e β utilizadores a ver um determinado canal.
E[nm] =
K∑
k=1
∑
i>β
Pr[ck = i]
=
K∑
k=1
1−
i∑
0≤i≤β
Pr[ck = i] (3.22)
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E a variaˆncia de E[nm] e´ dada por:
K∑
k=1
k 6=l
K∑
l=1
i∑
i>β
j∑
j>β
(Pr[ck = i, cl = j]− Pr[ck = i]Pr[cl = j]) +
K∑
k=1
(
∑
i>β
Pr[ck = i](1−
∑
j>β
Pr[ck = j])
Como rD e´ dado por rD = nu + βM A variaˆncia de rD pode ser obtida como:
V [rD] = E[r
2
D]E[rD]
2 = V [nu] + β
2V [nm] + 2βA (3.23)
Na figura 3.7 esta´ a representac¸a˜o da func¸a˜o de densidade de probabilidade de Pr[nu = j]
e Pr[nm = i] para um cena´rio com 25 canais (K=25), em que 15 sa˜o sempre enviados em
multicast (M=15), com 170 utilizadores (N=17), sendo que a probabilidade de cada utilizador
estar activo e´ 0.7 (a=0.7), e com paraˆmetros α=0.5, e β=2.
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Figura 3.7: Func¸o˜es de distribuic¸a˜o de probabilidade de Pr[nu = j] e Pr[nm = i], ou seja a
probabilidade de haverem j canais unicast e i canais multicast
3.6 Optimizac¸a˜o dos paraˆmetros do Modelo
Para um uso eficiente do modelo sa˜o va´rios os paraˆmetros que podem ser optimizados:
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• No cena´rio esta´tico, o valor de M, pode ser optimizado porque um valor de M grande
demais significa que esta˜o a ser enviados um canais multicast sem que esteja efectiva-
mente a ser vistos, e um valor de M pequeno demais pode significar que o canal esta´
a ser enviado em unicast para va´rios cliente, quando uma sessa˜o multicast seria mais
eficiente.
• No cena´rio dinaˆmico, o valor de β, pode ser optimizado para que o modo de transmissa˜o
dos canais alterne entre unicast e multicast de forma a utilizar os recursos da rede da
forma mais eficiente.
3.6.1 Paraˆmetros do modelo
Os paraˆmetros do modelo esta˜o na tabela 3.1.
Tabela 3.1: Paraˆmetros do modelo [3]
Paraˆmetro Descric¸a˜o
K Nu´mero de canais
N Nu´mero de utilizadores
a Probabilidade de um utilizador estar activo
β
Relac¸a˜o entre a largura de banda requerida para o multicast
de um canal e a largura de banda requerida para o unicast
desse mesmo canal
Π Vector com a popularidade dos canais
α Paraˆmetro que controla a distribuic¸a˜o da popularidade dos
canais
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Cap´ıtulo 4
Resultados
Depois de ter um modelo estabelecido, ha´ que o testar. Para testar o modelo, e obter
resultados, foram criadas va´rias simulac¸o˜es em Matlab. Como a aproximac¸a˜o exacta descrita
no cap´ıtulo anterior, e´ muito pesada, foi usada aproximac¸a˜o normal. A aproximac¸a˜o normal
usada assume que:
R = RM +RU (4.1)
Em que R e´ a carga que o sistema de IPTV impo˜e na rede, esta carga e´ medida em ”unicast
units”, em que 1 ”unicast unit” sa˜o os recursos necessa´rios para transmitir um canal em
unicast. Voltando a 4.1, R e´ igual a` soma dos recursos necessa´rios para enviar os canais
em multicast, na expressa˜o representados por RM , mais os recursos necessa´rios para enviar
os canais em unicast, na expressa˜o representados por RU . A forma como estes recursos sa˜o
calculados varia com os cena´rios.
4.1 Cena´rio Esta´tico
No cena´rio esta´tico o valor mais importante que importa optimizar e´ o valor de M, o
nu´mero o´ptimo de canais a enviar em multicast. O valor de M pode ser optimizado de
duas formas: pode ser calculado analiticamente ou, para cada cena´rio, pode ser procurado
iterativamente de entre todas as possibilidades. O valor o´ptimo de M tem de ser calculado
para cada cena´rio, porque o valor o´ptimo de M depende de va´rios paraˆmetros do sistema,
desde logo o mais o´bvio e´ o valor de K, porque, como ja´ foi visto o valor de M varia entre 0
e K. Mas o valor de M depende, tambe´m, da distribuic¸a˜o da popularidade dos canais, neste
caso em que usamos uma distribuic¸a˜o de Zipf, o valor o´ptimo de M depende intimamente do
paraˆmetro α que controla a distribuic¸a˜o da popularidade dos canais, M depende ainda dos
paraˆmetros a e N que controlam o nu´mero de utilizadores activos do sistema, o valor o´ptimo
de M depende ainda do valor de β, porque este paraˆmetro controla o custo de enviar os canais
em multicast em relac¸a˜o a envia´-los em unicast.
4.1.1 Calcular o valor de M
Em oposic¸a˜o a calcular o valor o´ptimo de M usando me´todos anal´ıticos, pode calcular-se,
para cada cena´rio, a carga que diferentes valores de M impo˜em na rede, e escolher o valor de
M que minimiza essa carga, ale´m de calcular a carga imposta na rede por cada cena´rio, pode
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tambe´m verificar-se como os diferentes paraˆmetros do sistema teˆm influeˆncia no valor o´ptimo
de M . Neste cena´rio, as simulac¸o˜es assumem que:
R = βM +NaPu (4.2)
Nas simulac¸o˜es o valor de M e´ uma varia´vel cujo valor pretendemos optimizar, e NaPu ja´ foi
calculado no cap´ıtulo anterior.
4.1.2 Influeˆncia do valor de α
Vamos comec¸ar por definir 4 cena´rios em que varia o valor de α, a forma como o valor de
α influeˆncia a distribuic¸a˜o da popularidade dos canais esta´ no anexo 3. Os paraˆmetros para
os cena´rios esta˜o na tabela 4.1.
Cena´rio 1 Cena´rio 2 Cena´rio 3 Cena´rio 4
N 10000 10000 10000 10000
K 150 150 150 150
a 0.7 0.7 0.7 0.7
α 1.4 2 2.5 3
β 2 2 2 2
Tabela 4.1: Paraˆmetros dos cena´rios para iterativamente calcular o calor de M
Na figura 4.1 esta´ a evoluc¸a˜o da carga no sistema, para cada valor diferente de α, em
func¸a˜o do valor de M que varia entre 0 e K. Para ajudar na leitura do gra´fico esta´ tambe´m
presente a linha horizontal βM que representa o cena´rio em que K = βM e a carga sobre a
rede e´ constante independentemente do nu´mero de utilizadores activos, ou da distribuic¸a˜o da
popularidade dos canais.
Pelos gra´ficos, nota-se a tendeˆncia para que, conforme a popularidade do canais se concen-
tra num nu´mero mais reduzido de canais, com o aumento de α, o nu´mero M o´ptimo de canais
a enviar em multicast e´ mais reduzido. Este facto acontece porque se, para o mesmo nu´mero
de clientes, estes se concentram mais num reduzido nu´mero de canais enta˜o menos clientes se
distribuem pelos canais menos populares e o custo de enviar o canal em multicast compensa
para um nu´mero menor de canais. Os resultados para estas distribuic¸o˜es de popularidade dos
canais esta˜o na tabela 4.2.
Pelos resultados, pode ver-se que para este cena´rio, o valor de α de 1,4, e tambe´m para
valores menores que 1,4, a distribuic¸a˜o dos clientes pelos canais e´ ta˜o uniforme que o valor
o´ptimo de M e´ M = K, isto porque tendo β = 2 basta haver mais que dois clientes a ver um
canal, para que enviar o canal unicast na˜o seja mais eficaz que enviar o canal em multicast, e
neste cena´rio com 10000 clientes, e α ≤ 1.4 ha´ sempre mais de 2 clientes a ver qualquer canal.
4.1.3 Influeˆncia do nu´mero de utilizadores activos
Neste caso, vamos variar o valor do nu´mero de utilizadores activos, esta variac¸a˜o pode
ser feita alterando dois paraˆmetros: o nu´mero de utilizadores no sistema, paraˆmetro N , ou
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Figura 4.1: Evoluc¸a˜o da carga no sistema, para diferentes distribuic¸o˜es de popularidade de
canais
a probabilidade de estes estarem activos, paraˆmetro a. Neste caso vamos alterar apenas o
paraˆmetro N . Os valores da simulac¸a˜o sa˜o os que esta˜o na tabela 4.3.
Na figura 4.2, esta´ a evoluc¸a˜o da carga sobre o sistema dependendo do nu´mero de utiliza-
dores activos. Pode ver-se que o aumento de utilizadores activos faz com que o valor o´ptimo
de M tambe´m aumente. Este comportamento deve-se ao facto de que om o aumento de
utilizadores activos, alguns dos canais menos populares sa˜o vistos por utilizadores suficientes
para que o custo de os transmitir em multicast compense o custo de os transmitir em unicast
para va´rios utilizadores.
Na tabela 4.4 esta˜o os resultados para os valores o´ptimos de M para os cena´rios em
que os valores de utilizadores activos variam. E´ poss´ıvel ver que a variac¸a˜o do nu´mero de
utilizadores influeˆncia o nu´mero M o´ptimo de canais a enviar em multicast como a distribuic¸a˜o
da popularidade dos canais.
4.2 Cena´rio Dinaˆmico
No cena´rio dinaˆmico o paraˆmetro que tem maior influeˆncia sobre a carga a que o sistema
pode estar sujeito, e´ o paraˆmetro β, visto que todos os canais sa˜o enviados em unicast ou
multicast dependendo apenas do valor de β. Neste cena´rio na˜o faz sentido falar em opti-
mizac¸a˜o de paraˆmetros, visto que β depende da tecnologia usada, N , a e α dependem do
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α Carga
Mı´nima
M o´ptimo
1.4 300 150
2 154 47
2.5 74 24
3 41 15
Tabela 4.2: Valores de M o´ptimos para diferentes distribuic¸o˜es de popularidade
Cena´rio 1 Cena´rio 2 Cena´rio 3 Cena´rio 4
N 5000 15000 25000 35000
K 150 150 150 150
a 0.7 0.7 0.7 0.7
α 2.5 2.5 2.5 2.5
β 2 2 2 2
Tabela 4.3: Paraˆmetros dos cena´rios para iterativamente calcular o calor de M
cena´rio porque modelam o nu´mero de utilizadores activos, e a distribuic¸a˜o da popularidade
dos canais, o valor de K tambe´m na˜o pode ser optimizado porque por norma os operadores
querem oferecer o maior nu´mero de canais poss´ıvel aos clientes. Assim, resta perceber de que
forma a variac¸a˜o destes paraˆmetros afecta o sistema. Para ter essa percepc¸a˜o testa´mos va´rios
cena´rios, em que varia apenas um paraˆmetro, para assim ver a influeˆncia desse paraˆmetro.
Nas simulac¸o˜es e´ assumido que:
R = piNaPu (4.3)
E partindo desta assumpc¸a˜o sa˜o depois calculados os canais enviados em unicast e em multi-
cast
4.2.1 Variac¸a˜o de β
O paraˆmetro β e´ a relac¸a˜o do custo entre enviar um canal em unicast, e o custo de enviar
um canal em multicast. O valor de β depende da tecnologia que suporta o multicast. Para
testar a influeˆncia de β na esforc¸o exercido sobre a rede, correu-se uma simulac¸a˜o com os
paraˆmetros da tabela 4.5. Nos teste o valor de β variou entre 1 que e´ caso em que o custo
de enviar um canal em unicast e´ igual ao custo de enviar o canal em multicast, e o valor 3
que e´ o caso em que enviar um canal em multicast custa 3 vezes mais do que enviar o canal
em unicast, este e´ um valor exagerado, e que serve apenas para testar um caso extremo, os
valores 1, 1.5 e 2 sa˜o os valores mais realistas.
Na figura 4.3, esta´ a evoluc¸a˜o da carga sobre a rede para os va´rios valores de β. Pode ver-
se que o valor de β so´ tem influeˆncia, quando o nu´mero de utilizadores e´ grande o suficiente
para um grande nu´mero de canais ser transmitido em multicast, quando isso acontece, β
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Figura 4.2: Evoluc¸a˜o da carga no sistema dependendo do nu´mero de utilizadores activos
influencia o valor ma´ximo de carga posta na rede, porque, quando todos os canais esta˜o a ser
transmitidos em multicast, a carga imposta a` rede e´ βK, que e´ o caso em que todos os K
canais sa˜o enviados em multicast.
4.2.2 Variac¸a˜o de α
O paraˆmetro α controla a distribuic¸a˜o da popularidade dos canais, assim, no cena´rio
dinaˆmico α influencia o nu´mero de canais que va˜o ser transmitidos em unicast ou multicast.
Uma distribuic¸a˜o de popularidade muito muito d´ıspar, com um α muito elevado, em norma
tera´ menos canais enviados em multicast do que uma distribuic¸a˜o de popularidade mais
uniforme, porque os utilizadores va˜o estar mais concentrados nos canais mais populares, e
os canais menos populares tera˜o menos possibilidade de ter β utilizadores sintonizados. Na
tabela 4.6 esta˜o os paraˆmetros para os testes efectuados para testar a influeˆncia do paraˆmetro
α. Neste caso os teste foram feitos com um nu´mero muito elevado de clientes, para mesmo
com distribuic¸o˜es com α muito elevado, se ver que eventualmente a carga imposta sobre o
sistema e´, no ma´ximo, β ∗K.
Na figura 4.4, esta´ a evoluc¸a˜o da carga sobre a rede para os va´rios valores de α. Pode
ver-se que o valor de α influencia o nu´mero de utilizadores que o sistema precisa para que a
carga ma´xima sobre a rede seja alcanc¸ada.
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Utilizadores
activos
Carga
Mı´nima
M o´ptimo
5000 33 12
15000 48 17
25000 57 20
35000 64 22
Tabela 4.4: Valores M o´ptimos para diferentes nu´meros de utilizadores activos
Cena´rio 1 Cena´rio 2 Cena´rio 3 Cena´rio 4
N 10000 10000 10000 10000
K 150 150 150 150
a 0.7 0.7 0.7 0.7
α 2.5 2.5 2.5 2.5
β 1 1.5 2 5
Tabela 4.5: Paraˆmetros de diferentes cena´rios para calcular o impacto de β na carga exercida
sobre a rede
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Figura 4.3: Evoluc¸a˜o da carga no sistema dependendo do valor de β
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Cena´rio 1 Cena´rio 2 Cena´rio 3 Cena´rio 4
N 500000 500000 500000 500000
K 150 150 150 150
a 0.7 0.7 0.7 0.7
α 1.4 2 2.5 3
β 2 2 2 2
Tabela 4.6: Paraˆmetros dos cena´rios para iterativamente calcular o calor de M
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Figura 4.4: Evoluc¸a˜o da carga no sistema dependendo do valor de α
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Cap´ıtulo 5
Concluso˜es
A distribuic¸a˜o eficiente de canais IPTV e´ um problema grande para os operadores. E´
facilmente provado que enviar um canal em unicast para cada cliente e´ uma forma pouco
eficiente de transmitir os sinais, porque a carga imposta na rede cresce muito rapidamente,
e esgota a capacidade da rede rapidamente. A alternativa e´ enviar os canais em multicast, e
criar sesso˜es multicast a que os clientes aderem para ver os canais que querem. Mas mesmo
assim, o custo de criar e manter sesso˜es multicast pode na˜o compensar enviar todos os canais
sempre em multicast.
Para aferir a carga imposta na rede quer usando multicast, ou unicast, ou um modelo misto
que combine unicast e multicast propomos um modelo, que simula quer o comportamento dos
utilizadores, quer a popularidade dos canais, e que permite simular e constatar qual a carga
a que a rede esta´ sujeita em diferentes condic¸o˜es. A premissa para o nosso modelo era que,
usando em conjunto, a transmissa˜o em unicast e em multicast, poder-se-ia utilizar os recursos
da rede de forma mais eficiente. No nosso caso a eficieˆncia e´ a medida em que, em comparac¸a˜o
com o que aconteceria usando apenas unicast ou multicast, a carga exercida na rede diminui
ou aumenta.
Por isso, primeiro vamos definir, para o cena´rio so´ unicast, e para o cena´rio so´ multicast,
para os mesmo paraˆmetros das simulac¸o˜es, quais seriam as cargas impostas na rede. Conve´m
lembrar que em alguns gra´ficos apresentados no cap´ıtulo anterior estava uma linha que re-
presentava a equac¸a˜o Y = β ·K que servia para proporcionar contexto em relac¸a˜o ao cena´rio
de so´ multicast. Para um cena´rio so´ de unicast, e para um cena´rio so´ de multicast as cargas
exercidas na rede sa˜o diferentes:
• Para um cena´rio apenas de unicast, para cada utilizador activo seria enviado um canal,
mesmo que todos os utilizadores estivessem a ver o mesmo canal, por isso a procura de
recursos do sistema seria Ru = N
• Para um cena´rio apenas de multicast, todos os canais seriam perpetuamente enviados
em multicast, neste caso a procura de recursos do sistema seria Rm = β ·K.
Assim, vamos voltar a observar os gra´ficos do cap´ıtulo anterior, e observa´-los sob um
prisma diferente, ao inve´s de tentar optimizar os paraˆmetros do modelo, vamos observar a
diferenc¸a entre os casos em que se transmitem canais so´ unicast, so´ multicast e o modelo
misto.
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5.1 Cena´rio Esta´tico
A figura 5.1 mostra a carga no sistema para diferentes valores de α. Pode ver-se que o
modelo misto, para qualquer valor de α e´ sempre melhor que o modelo que implica a trans-
missa˜o de canais so´ em unicast. O modelo misto, para valores de α superiores a 1.5 e´ tambe´m
superior a transmitir os canais apenas em multicast, as razo˜es para este comportamento teˆm a
haver com a distribuic¸a˜o dos utilizadores pelos canais como foi explicado no cap´ıtulo anterior.
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Figura 5.1: Comparac¸a˜o entre o modelo misto unicast/multicast e uso so´ de unicast ou
multicast
Para diferentes valores de utilizadores activos, a carga do sistema e´ mostrada na figura
5.2. Este gra´fico exemplifica ainda melhor os ganhos do uso de multicast, ou um sistema
misto em relac¸a˜o a um sistema em que os canais sa˜o tranmistidos apenas em unicast, porque
conforme o nu´mero de utilizadores activos aumenta a diferenc¸a entre os canais enviados no
caso de ser usado apenas unicast, e nos casos multicast e modelo misto e´ cada vez maior.
Este comportamento deve-se ao facto de no pior caso o modelo misto ou o uso apenas de
multicast exercerem uma carga na rede igual a βK, e o nu´mero K de canais ser em casos
normais bastante inferior ao nu´mero N de canais que o uso de unicast impo˜e a` rede.
5.2 Cena´rio Dinaˆmico
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Figura 5.2: Comparac¸a˜o entre o modelo misto unicast/multicast e uso so´ de unicast ou
multicast, para va´rios valores de utilizadores activos
No cena´rio dinaˆmico na˜o e´ preciso analizar gra´ficos para tirar concluso˜es sobre a carga
ma´xima a que o sistema pode estar sujeito, porque neste caso, a carga ma´xima que pode
ser imposta ao sistema e´ β ∗K, que e´ o caso de todos os canais estarem a ser enviados em
multicast. Podemos fazer esta afirmac¸a˜o porque no instante em que o custo de enviar o
canal em multicast e´ igual ao custo de enviar o canal em unicast para um nu´mero limite β de
utilizadores, o canal passa a ser enviado em multicast, havendo suficientes utilizadores activos
no sistema,e dependendo tambe´m da distribuic¸a˜o de popularidade dos canais, todos os canais
sa˜o enviados em multicast, e logo a carga ma´xima que e´ imposta na rede e´ β ∗K.
5.3 Trabalho Futuro
O trabalho futuro deste dissertac¸a˜o inclui, obrigatoriamente, o teste que em simuladores,
quer em equipamento dos me´todos propostos para suportar multicast usando Carrier Ether-
net. Este teste na˜o foi poss´ıvel nesta dissertac¸a˜o porque, durante os trabalhos referentes a
esta dissertac¸a˜o os protocolos IEEE802.Qay e MPLS-TP na˜o estavam totalmente definidos.
Assim foi apenas feita uma ana´lise ao modelo, ana´lise esta, que pode, ao ser passada para
um cena´rio real provar-se errada, porque dependendo dos protocolos pode ate´ provar-se que
o custo de enviar um canal em multicast e´ igual ao custo de enviar um canal em unicast,
ou ate´ pode ser estabelecido um limiar (um certo nu´mero de utilizadores sintonizados num
canal) acima do qual em vez de enviar o canal em multicast e´ mais eficiente fazer broadcast
do mesmo.
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Apeˆndice A
Ethernet
A tecnologia Ethernet como ja´ foi dito foi desenvolvida nos anos 70 com o intuito de ligar
computadores numa rede local, e esta´ definida na norma 802.3 do IEEE. Funcionalmente a
tecnologia Ethernet divide as camadas f´ısica e de ligac¸a˜o do modelo OSI em treˆs sub-camadas
• Subcamada f´ısica especifica a interface f´ısica e a cablagem, e´ responsa´vel pela trans-
missa˜o e recepc¸a˜o dos sinais da rede. Tipicamente aparece sob a forma de uma placa de
rede (NIC - Network Interface Card), que se liga ao terminal que requer conectividade
Ethernet. Cada NIC tem um enderec¸o u´nico de 6 bytes, que identifica univocamente o
terminal a que esta´ ligado, este enderec¸o e´ conhecido como o enderec¸o MAC.
• Subcamada de controlo de acesso do meio define func¸o˜es independentes do meio f´ısico de
transmissa˜o e que dizem respeito a` forma lo´gica como a informac¸a˜o e´ enviada e recebida,
a detecc¸a˜o de erros e coliso˜es. Tem duas func¸o˜es principais:
– Encapsulamento da informac¸a˜o esta subcamada e´ responsa´vel pela construc¸a˜o
das frames Ethernet a enviar e e´ responsa´vel por detectar erros em frames Ethernet
recebidas
– Controlo de acesso ao meio esta sub camada e´ responsa´vel evitar coliso˜es no
envio de frames, e por lidar com o meio de transmissa˜o partilhado.
• Camada de controlo de ligac¸o˜es lo´gicas esta subcamada e´ responsa´vel por pela comu-
nicac¸a˜o entre a camada MAC e as camadas superiores, ocupa-se principalmente multi-
plexac¸a˜o das frames transportadas pela camada MAC e fornece mecanismos de controlo
de fluxo, aviso e recuperac¸a˜o.
A forma como as camadas Ethernet se ligam com as camadas OSI esta´ explicita na figura
A:
A camada f´ısica da Ethernet corresponde a` camada f´ısica do modelo OSI e, mas a camada
de ligac¸a˜o de dados do modelo OSI corresponde a`s subcamadas de controlo de acesso ao meio
e de controlo de ligac¸o˜es lo´gicas da Ethernet.
A.1 Elementos da Rede
Os elementos das redes que usam Ethernet dividem-se em treˆs grupos:
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Figura A.1: camadas OSI
• Equipamentos terminais dispositivos que sa˜o a fonte ou o destino da informac¸a˜o
• Equipamentos de comunicac¸a˜o dispositivos que que servem para interligar disposi-
tivos terminais, ou troc¸os da rede, encaminhando mensagens Ethernet com base no seu
enderec¸o de destino.
• Equipamento de ligac¸a˜o meio f´ısico que liga os componentes da rede e sobre o qual
viajam os dados. Tipicamente e´ um cabo UTP (unshielded twisted pair), mas tambe´m
pode ser um cabo de fibra o´ptica ou ate´ o ar no casa de wireless LANs.
A.1.1 Ethernet Switches e Bridges
Existem dispositivos que que operando ao n´ıvel da camada 2 do modelo OSI permitem ligar
2 ou mais segmentos de LAN, permitindo assim criar redes maiores. Tais dispositivos chamam-
se Switches ou Bridges, a diferenc¸a entre os dois e´ que o switch funciona com hardware, e a
bridge funciona por software.
Estes dispositivos teˆm va´rias portas Ethernet (cada uma ligada a uma sub-rede diferente)
e funcionam aprendendo os enderec¸os MAC alcanc¸a´veis por cada uma das suas portas, e
construindo uma tabela de encaminhamento com essa informac¸a˜o, assim quando uma frame
chega a` bridge esta ou a descarta ou a encaminha pela porta que oferece conectividade com o
dispositivo de destino, e so´ por essa porta. Caso seja uma frame com enderec¸o de broadcast,
e´ encaminhada por todas as portas, menos pela porta por onde chegou.
A.2 Ethernet frames
Figura A.2: frame Ethernet
A tecnologia Ethernet tem um tipo de mensagem definido, mostrado na figura A.2, o ta-
manho ma´ximo de uma frame Ethernet e´ 1526 bytes que corresponde a 26 bytes do cabec¸alho
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e outros dados de controlo e a um payload ma´ximo de 1500 bytes. Devido a inovac¸o˜es como
V-LANs e MPLS o cabec¸alho de mensagens Ethernet foi modificado para incluir mais campos.
Tambe´m foi criada uma classe de frames chamada de jumbo frames que podem ter mais de
9000 bytes, e destinam-se a soluc¸o˜es comerciais. Na figura A.2 esta´ uma frame Ethernet com
os respectivos campos realc¸ados:
Tabela A.1: Campos de uma frame Ethernet
Campo Bytes Descric¸a˜o
Preaˆmbulo 7 Indica que uma frame esta´ prestes a ser
difundida
SOF (Start od Frame) 1 Indica o in´ıcio da frame
Enderec¸o de destino (DA) 6 Identifica o terminal destinata´rio da frame
Enderec¸o de origem (SA) 6 Identifica o terminal de origem da frame
Tamanho/Tipo 2 Identifica o tamanho o nu´mero de bytes
enviados ou o tipo de frame
Dados/Payload 46-1500 Dados transportados
FCS (Frame Check Sequence) 4 Valor usado para garantir a integridade da
frame
A.3 Funcionamento Ethernet
A Ethernet tem um principio de funcionamento simples:
1. O terminal que quer transmitir verifica se o meio de transmissa˜o esta´ ocupado
• Se estiver ocupado espera ate´ poder transmitir
• Se estiver livre o terminal transmite uma frame
2. volta a 1. ate´ terminar de mandar todas frames
Este algoritmo e´ conhecido por Carrier Sense Multiple Access with Collision Detection,
ou CSMA/CD, e foi desenvolvido para evitar e detectar coliso˜es entre frames. Este algoritmo
ainda e´ usado em ligac¸o˜es Ethernet a 10Mbps e FastEthernet a 100Mbps, mas foi abandonado
nas ligac¸o˜es Gigabit Ethernet a 1Gbps. Quando uma frame e´ recebida por um terminal, este
verifica se o enderec¸o de destino da frame e´ o seu enderec¸o MAC, se for o terminal processa a
frame, caso na˜o seja a frame e´ descartada. Ha´ tambe´m o caso particular de transmissa˜o em
broadcast, neste caso o DA esta´ preenchido apenas com 1s e todos os terminais que recebem
a frame processam-na.
No funcionamento das redes Ethernet surge um problema quando os dispositivos sa˜o
interligados de forma a que existam ciclos, ou ”loops” entre eles, neste caso duas caracter´ısticas
da tecnologia Ethernet conjugam-se para criar um enorme problema:
• Os dispositivos Ethernet quando recebem uma frame multicast ou broadcast enviam-na
por todas as portas, menos pela porta por onde a receberem.
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• As frames Ethernet na˜o teˆm um campo com o funcionamento do campo ”Time to Live”
dos pacotes IP.
Com estas duas caracter´ısticas da tecnologia Ethernet, basta apenas uma frame multicast
ou broadcast para que acontec¸a um feno´meno chamado ”broadcast storm”. Este feno´meno
acontece quando um dispositivo recebe uma frame broadcast de um terminal, de seguida
envia essa frame broadcast por todas as suas portas, menos pela porta por onde recebeu a
frames, e todos os dispositivos que esta˜o directamente ligados a esta bridge quando recebem
esta mensagem teˆm o mesmo comportamento, ou seja enviam a frame por todas as portas,
menos pela porta por onde a frame chegou. O problema acontece quando existe um ciclo
na rede, e a bridge que enviou a frame broadcast recebe uma co´pia dessa mesma frame, e
a primeira bridge volta a re-enviar a frame, assim como todos os dispositivos que recebem
uma segunda co´pia da frame, este comportamento faz com que haja va´rias co´pias da frame a
circular na rede, e sempre que um dispositivo recebe uma co´pia da frame volta a re-envia´-la
por todas as portas menos pela porta onde recebeu a frame, originando ainda mais co´pias da
frame. Caso as frames Ethernet tivessem um campo ”Time to Live”, eventualmente as co´pias
seriam descartadas, mas como as frames Ethernet na˜o teˆm esse campo as frames broadcast
sa˜o re-enviadas ate´ eventualmente ocuparem quase toda a largura de banda dispon´ıvel e
degradarem o desempenho da rede. Ha´ va´rias soluc¸o˜es para este problema, podia alterar-se
o comportamento dos dispositivos Ethernet aquando de uma frame broadcast ou multicast,
podia alterar-se a frame Ethernet para incluir um campo ”Time to Live”, podiam rejeitar-se
as topologias de rede que inclu´ıssem ciclos ou podia introduzir-se um protocolo que mesmo
que uma determinada topologia inclu´ısse ciclos, desligasse, por software portas de bridges de
modo a eliminar os ciclos, e assim o problema, e foi esta u´ltima opc¸a˜o a adoptada, surgindo
o protocolo IEEE802.1D Spanning Tree Protocol (STP).
O protocolo Spanning Tree divide a topologia da rede em duas partes, a topologia f´ısica
e a topologia activa [15]. A topologia f´ısica e´ constitu´ıda por todos os dispositivos e todas as
ligac¸o˜es f´ısicas, a topologia activa e´ constitu´ıda por todos os dispositivos e por um conjunto
de ligac¸o˜es activas, o conjunto das ligac¸o˜es activas e´ um subconjunto das ligac¸o˜es f´ısicas que
consiste nas ligac¸o˜es que na˜o sa˜o desligadas para prevenir a ocorreˆncia de ciclos.
A.4 IEEE 802.1Q - Virtual LAN
O primeiro esforc¸o para melhorar a tecnologia Ethernet, foi a norma 802.1Q - Virtual LAN.
Esta tecnologia permite criar va´rias LANs virtuais sobre a mesma infraestrutura, isto e´ feito
inserindo uma tag de 12 bits chamada de Q-TAG, VLAN-TAG ou VLAN-ID no cabec¸alho
Ethernet que identifica a VLAN da frame [12]. Assim esta tecnologia permite gerir as VLAN
de forma independente, e atribuir a cada VLAN um papel diferente dentro da mesma orga-
nizac¸a˜o. Cada VLAN tem um domı´nio de broadcast independente, e um conjunto de portas
atribu´ıdo [10],
Esta tecnologia funciona bem dentro das fronteiras de uma organizac¸a˜o, separando o
tra´fego entre as diferentes VLANs, e aumentando a resisteˆncia a falhas visto que usando o
algoritmo MSTP em que cada VLAN tem a sua pro´pria Spanning Tree. Mas quando se tenta
aplicar esta tecnologia a`s redes de transporte rapidamente surgem problemas quanto a essa
utilizac¸a˜o:
• Dificuldade em atribuir os VLAN-IDs. Tradicionalmente quem distribui os VLAN-IDs
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e´ o gestor da rede privada, mas no caso das redes de transporte quem atribui os VLAN-
IDs e´ o prestador de servic¸os, que neste caso teria de certificar-se que os VLAN-IDs que
atribui sa˜o u´nicos quer na rede de transporte quer nas redes privadas onde os gestores
de rede querem manter o controlo sobre a atribuic¸a˜o de VLAN-IDs.
• Problema de escalabilidade, visto que ha´ um nu´mero limitado, a tag tem 12 bits o
que limita o nu´mero de VLAN-IDs utiliza´veis a 4094 visto que 2 esta˜o reservados para
administrac¸a˜o. Este facto implica que cada prestador de servic¸os estaria limitado a 4094
clientes. O que e´ claramente insuficiente [22] [14] [10].
• O uso de VLAN herda tambe´m o problema de escalabilidade da tecnologia Ethernet
que e´ o uso de um esquema de enderec¸amento plano, que implica que cada dispositivo
conhec¸a o enderec¸o MAC do dispositivo na rede para o qual quer enviar uma frame,
aplicar a tecnologia VLAN a`s redes de transporte iria implicar que todos os switches da
rede tivessem tabelas de encaminhamento enormes com todos enderec¸os quer da rede
de transporte, quer das redes privadas que pertencessem a` mesma VLAN.
VLAN Frame
Figura A.3: Frame VLAN
Na figura A.3 esta´ uma frame VLAN, foi adicionada uma tag, que se divide em 4 campos.
Os mais importantes sa˜o:
• VLAN-ID: E´ um nu´mero que identifica a VLAN a que a frame pertence.
• Prioridade: E´ um campo que possibilita 8 n´ıveis de prioridade ordenados do valor com
mais prioridade para o valor com menos prioridade: 7-6-5-4-3-0-2-1 [16] (pag 383). O
valor de prioridade e´ usado para o forwarding das frames, porque apesar de tipicamente
cada porta da Bridge estar atribu´ıda a uma VLAN, podem haver portas onde este
campo indica quais a frames que devem ter prioridade.
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Apeˆndice B
SDH
B.1 SDH
A tecnologia SDH(Synchronous Digital Hierarchy) pertence a` primeira gerac¸a˜o de redes
o´pticas, tal como a Ethernet funciona como camada 2 do modelo OSI, fornecendo servic¸os
de construc¸a˜o de tramas, multiplexagem dos dados enviados sobre o meio f´ısico, controlo de
erros e sub-camada MAC para protocolos de n´ıvel superior que a usam como como camada
de ligac¸a˜o de dados e camada f´ısica. A camada SDH fornece:
• Ligac¸o˜es do tipo comutac¸a˜o de servic¸os extremo-a-extremo da rede
• Multiplexac¸a˜o eficiente das ligac¸o˜es de baixo ritmo para obter ligac¸a˜o de de´bito mais
elevado
• Um me´todo eficiente, usando ponteiros, para nos no´s interme´dios extrair fluxos de ritmos
mais baixos, a partir de fluxos mais elevados
• Um elevado grau de fiabilidade entre 99,99% e 99,999%
• Capacidades OAM, cerca de 5% do tra´fego e´ reservado para gesta˜o da rede
• Uma tecnologia normalizada de transporte a altas velocidades que permitem a satisfac¸a˜o
de SLAs acordados com clientes
O bloco fundamental do SDH e´ o STS-1 (Synchronous Transporte Signal-1), logicamente
pode ser representado por uma estrutura com 90 colunas e 9 linhas, contendo cada ce´lula da
estrutura um byte, onde as 3 primeiras colunas sa˜o reservadas para overhead de transporte, e
as restantes 87 colunas sa˜o usadas par transportar a payload STS, esta estrutura e´ transmitida
a cada 125µs, resultando numa velocidade de 51.840 Mbps.
O SPE (Synchronous Payload Envelope) e´ uma estrutura de 87x9 bytes que e´ transportada
na payload do STS, os limites do SPE na˜o teˆm obrigatoriamente de estar alinhados com os
limites do STS, podendo um SPE estar distribu´ıdo por mais que um STS. Para o SDH saber
onde esta´ o in´ıcio de cada SPE dentro de cada STS, cada SPE tem um overhead pro´prio,
que inclui um byte que serve de ponteiro para o in´ıcio do SPE dentro do STS. Quando ha´
varic¸o˜es na velocidade de relo´gio entre sinal SPE e a rede, apenas o ponteiro e´ alterado para
reflectir essa mudanc¸a. O SDH consegue tambe´m multiplexar sinais de ritmos mais baixos
para atingir ritmos de transmissa˜o mais elevados. Os ritmos de transmissa˜o SONET e SDH
esta˜o representados na tabela B.1
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Tabela B.1: Ritmos de transmissa˜o SDH e SONET
Sinal SONET Velocidade
(Mbps)
Sinal SDH
STS-1, OC-1 51,840 STM-0
STS-3, OC-3 155,520 STM-1
STS-12, OC-12 622,080 STM-4
STS-48, OC-48 2,488,320 STM-16
STS-192, OC-192 9,953,280 STM-64
STS-768, OC-768 39,813,120 STM-256
B.1.1 Elementos da Rede
As redes SDH usam va´rios componentes para inserir e retirar eficiente fluxos de tra´fego
na rede, para regenerar o sinal o´ptico e para comutar o tra´fego. Assim os componentes SDH
dividem-se em:
• Terminais de linha que multiplexam e desmultiplexam fluxos de tra´fego
• Add-Drop Multiplexers que fornecem uma forma eficiente para extrair a parte do tra´fego
destinado a uma determinado no´, permitindo a passagem do restante tra´fego
• Digital Cross Connects usados em redes maiores para comutar um grande nu´mero de
fluxos de tra´fego
• Regeneradores para regenerar o sinal sempre que necessa´rio
B.1.2 SDH frames
A figura B.1 mostra duas frames SONET que transportam um SPE STS-1 que esta´
distribu´ıdo por ambas. Como referido anteriormente cada frame SONET e´ uma matriz de
90x9 bytes transmitida a cada 125µs. Na frame onde comec¸a o SPE esta˜o tambe´m indicados
os bytes indicados para overhead de secc¸a˜o de regenerador e do multiplexer, e tambe´m os
bytes reservados para administrac¸a˜o onde se encontra o ponteiro para o in´ıcio do STS.
B.1.3 Funcionamento SDH
As redes SONET/SDH sa˜o implementadas de treˆs formas:
• Configurac¸a˜o linear
• Configurac¸a˜o ponto-a-ponto
• Configurac¸a˜o em anel (baseado em token-ring)
– UPSR (Unidirectional Path-Switched Ring) anel que usa 2 fibras que funcionam
em sentido contra´rio, uma de trabalho, e uma de seguranc¸a que e´ activada quando
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Figura B.1: STS distribuido por duas frames SONET, imagem dispon´ıvel em [21]
Figura B.2: Exemplo de anel UPSR, imagem dispon´ıvel em [21]
se detecta uma falha na fibra de trabalho ,este tipo de protecc¸a˜o e´ chamado de
1+1. Na figura B.2 encontra-se um exemplo de anel UPSR, imagem dispon´ıvel em
[21].
Figura B.3: Exemplo de anel BLSR/4, imagem dispon´ıvel em [21]
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– BLSR (Bidirectional Line-Switched Ring), tambe´m conhecidos por BHSR (Bidirec-
tional Self-Healing Ring) ha´ duas variantes deste tipo de anel: BLSR/2 e BLSR/4.
A diferenc¸a entre os dois e´ o nu´mero de fibras usadas, 2 e 4 respectivamente. A
maior diferenc¸a deste tipo de ane´is para os ane´is UPSR e´ que neste tipo de anel,
o tra´fego e´ transportado nas duas direcc¸o˜es simultaˆneante. Na figura B.3 esta´
exemplificado um anel BLSR4. O uso de 4 fibras faz com que seja poss´ıvel, em
caso de falha, implementar comutac¸a˜o de va˜o no caso de ocorrer uma falha num
emissor ou receptor, ou implementar comutac¸a˜o de anel quando e´ cortado o cabo
que contenha as quatro fibras do anel.
O anel BLSR/2 funciona de modo indeˆntico ao BLSR/4 mas usa duas fibras,
cada uma funciona numa direcc¸a˜o, e cada uma guarda metade da capacidade para
encaminhar o tra´fego em caso de falha.
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Apeˆndice C
C - Me´todos probabil´ısticos
C.1 Varia´vel de Bernoulli
Se A for um acontecimento que resulte de uma experieˆncia aleato´ria com apenas dois resul-
tados poss´ıveis: sucesso ou insucesso. Enta˜o A e´ uma varia´vel de Bernoulli com P (sucesso) =
p e P (insucesso) = (1− p) [26].
C.2 Distribuic¸a˜o Binomial
Uma distribuic¸a˜o binomial, e´ uma distribuic¸a˜o que respeita 3 regras:
1. Em cada ensaio ha´ apenas dois resultados poss´ıveis: sucesso ou insucesso
2. Os ensaios sa˜o independentes entre si
3. Cada ensaio tem P (sucesso) = p e P (insucesso) = (1− p)
E´ fa´cil de ver, atrave´s de 1 e 3 que cada ensaio pode ser encarado como uma varia´vel de
Bernoulli. Assim uma distribuic¸a˜o Binomial permite calcular a probabilidade de apo´s n
ensaios terem havido k sucessos. A func¸a˜o de densidade de probabilidade e´ definida por:
Pr[X = n] = Ckn(1− p)n−kpk =
n!
(n− k)!k! (1− p)
n−kpk
Esta func¸a˜o e´ fa´cil de deduzir, pela independeˆncia dos acontecimentos, a probabilidade de
de haverem k sucessos, em qualquer ordem e´ dada por Ckn, e novamente pela independeˆncia
dos acontecimentos a probabilidade de haver k sucessos e´ pk. Como so´ ha´ dois resultados
poss´ıveis, a probabilidade de insucesso e´ complementar da probabilidade de sucesso, e se
houve n ensaios e k sucessos enta˜o houve n− k insucessos, e a probabilidade de haver n− k
insucessos e´ (1− p)n−k
C.3 Distribuic¸a˜o Multinomial
A distribuic¸a˜o Multinomial e´ uma generalizac¸a˜o da distribuic¸a˜o Binomial, mas em vez de
os acontecimentos terem apenas dois resultados poss´ıveis, o resultado de cada ensaio sai de
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um conjunto finito com k possibilidades. Uma distribuic¸a˜o multinomial e´ uma distribuic¸a˜o
com as seguintes propriedades [?]:
• Consiste em n ensaios consecutivos
• Cada ensaio tem um nu´mero finito de resultados poss´ıveis
• A probabilidade de sucesso de cada resultado e´ constante em todos os ensaios
• Os ensaios sa˜o independentes
A func¸a˜o de densidade de probabilidade e´ dada por:
Pr = [c1 = b1, ..., cK = bK ] =
n!
b1! ... bk!
pi1
b1 ...pik
bk
C.4 Distribuic¸a˜o de Zipf
A distribuic¸a˜o de Zipf, e´ uma distribuic¸a˜o, descoberta de forma emp´ırica por George
Zipf nos anos 30, para tentar prever a frequeˆncia que as palavras apareciam em livros. A
distribuic¸a˜o de Zipf depende de 3 paraˆmetros:
• O nu´mero dos elementos
• O classificac¸a˜o dos elementos
• O expoente que que caracteriza a distribuic¸a˜o
C.4.1 Implicac¸a˜o do paraˆmetro β
A distribuic¸a˜o de Zipf que usamos na dissertac¸a˜o e´:
pik = dk
−α, para k = 1, 2, ... , K (C.1)
Neste caso, o nu´mero de elementos e´ o nu´mero de canais, K, a classificac¸a˜o dos elementos
e´ k, e α e´ o expoente que caracteriza a distribuic¸a˜o. A figura C.1 tem imagens de diferentes
distribuic¸o˜es de popularidade, caracterizadas por diferentes valores de α.
Pode constatar-se que um valor α de 0 corresponde a uma distribuic¸a˜o uniforme, em
que todos os canais teˆm igual probabilidade de serem vistos. E que conforme o valor de α
aumenta, a distribuic¸a˜o de popularidade altera-se e um nu´mero restrito de canais comec¸a a
sobressair como os mais populares.
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Figura C.1: Vectores de distribuic¸a˜o de popularidade para diferentes valores de α
59
Apeˆndice D
Multi-Protocol Label Switching -
MPLS
O protocolo MPLS, definido na RFC3031 [23] opera entre a camada de ligac¸a˜o de dados e
a camada de rede, a forma como o protocolo encaixa no modelo OSI esta´ na figura D.1. Este
protocolo usa encaminhamento baseado em labels, cada dispositivo tem uma lista de labels e
informac¸a˜o sobre como encaminhar pacotes marcados com cada uma das labels.
Figura D.1: Enquadramento do protocolo MPLS no modelo OSI
Os caminhos que os pacotes tomam dentro da rede MPLS sa˜o chamados Label Switched
Paths, ou LSPs, estes LSPs sa˜o identificados por labels [8] e podem ser estabelecidas quer de
forma manual, quer usando um protocolo de sinalizac¸a˜o. Este protocolo usa um formato de
pacote pro´prio onde encapsula os pacotes de camadas superiores. O cabec¸alho desse pacote
esta´ na figura D.2. Este cabec¸alho pode variar de tamanho, porque va´rias labels podem ser
empilhadas no mesmo cabec¸alho. RFC
Figura D.2: Cabec¸alho usado pelo protocolo MPLS
O cabec¸alho tem 4 campos, o campo Label com 20 bits que guarda a label com que o
pacote e´ encaminhado, o campo EXP (Experimental) com 3 bits, que aquando da definic¸a˜o
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do protocolo MPLS ficou reservado para uso futuro, embora ja´ seja usado ha´ bastante tempo
para implementar QoS, o campo S (End of Stack) com 1 bit que sinaliza se a pilha de labels
esta´ vazia ou na˜o, e o campo TTL (Time to Live) com 8 bits que tem a mesma func¸a˜o
que o campo homo´nimo no cabec¸alho dos campos IP que e´ o de impedir que os pacotes
circulem eternamente na rede. Este cabec¸alho fica colocado entre o cabec¸alho de camada 2 e
o cabec¸alho de camada 3, o MPLS como o nome indica e´ independente quer da tecnologia de
camada 2 quer da tecnologia de camada 3 usadas, no entanto enquanto a tecnologia de camada
2 pode variar muito: Ethernet, SDH, Frame Relay e a tecnologia de camada 3 utilizada em
conjunto com o protocolo MPLS geralmente e´ o IP este protocolo e´ tambe´m conhecido como
IP/MPLS. Na figura D.3 esta´ um exemplo de um pacote MPLS com um pacote IP no payload.
O protocolo MPLS introduz tambe´m o conceito de ”Forwarding Equivalent Class”, ou
FEC, uma FEC e´ definida como o conjunto de todos os pacotes que sa˜o encaminhados pelo
mesmo caminho, ou conjunto de caminhos, dentro da rede [23]. Para ale´m de serem encami-
nhados pelas mesma rotas atrave´s da rede, as FEC podem ser definidas por mais atributos,
como a rede de origem dos pacotes, ou a CoS. Os pacotes sa˜o classificados em diferentes FECs
no LER quando sa˜o encapsulados em pacotes MPLS.
Cabeçalho L2 Cabeçalho MPLS Pacote IP FCS L2
Figura D.3: Pacote MPLS com cabec¸alho e payload
D.0.2 Equipamentos
O protocolo MPLS divide os equipamentos em duas classes, com base nas func¸o˜es que
cada equipamento tem:
• Label Edge Routers (LER): Estes routers esta˜o localizados na fronteira das redes e sa˜o
responsa´veis por encapsular a informac¸a˜o em pacotes MPLS e encaminha´-los de acordo
com a sua tabela de encaminhamento. No sentido contra´rio, quando recebem um pacote
MPLS encaminhado para fora da rede sa˜o responsa´veis por retirar o cabec¸alho MPLS
e encaminha´-lo. Quando o LSR encapsula um pacote IP, pode copiar o valor do campo
TTL do pacote IP para o campo TTL do pacote IP. O protocolo MPLS tem uma
opc¸a˜o chamada penultimate hop popping, que foi criada para evitar que os LERs sejam
sobrecarregados com pacotes para retirar o cabec¸alho MPLS, com esta opc¸a˜o, o u´ltimo
LSR antes de enviar o pacote para o LER retira o cabec¸alho MPLS e envia o pacote
como um pacote IP normal.
• Label Switching Routers (LSR): Estes routers esta˜o localizados no interior da rede, e
encaminham os pacotes MPLS de acordo com a sua pro´pria tabela de encaminhamento e
a label que esteja no topo da pilha. Quando enviam um pacote MPLS, estes dispositivos
decrementam o valor do campo TTL do pacote MPLS, e caso este valor atinja o valor 0,
o pacote e´ descartado. Esta tabela de encaminhamento conte´m labels, e na˜o enderec¸os
IP, e o modo como e´ preenchida e´ explicado mais a` frente.
Estas definic¸o˜es sa˜o aplicadas aos routers para cada LSP, pode acontecer que para um
LSP um determinador router actue como um LER e para outro LSP actue como LSR, de-
pende da topologia da rede, e das rotas percorridas por cada LSP. No geral, para ale´m da
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encapsulamento ou desencapsulamento de pacotes IP em pacotes MPLS, cada router MPLS
pode efectuar 3 operac¸o˜es sobre as labels de cada pacote:
• Label Swap: Os routers podem substituir a label do topo na pilha, por outra. Todos os
routers ao longo de um LSP efectuam esta operac¸a˜o.
• Label Push: Os routers podem adicionar labels ao cabec¸alho MPLS, as labels sa˜o adici-
onadas em pilha, ou seja a u´ltima a ser adicionada e´ a pro´xima a ser retirada. Quando
os pacotes sa˜o encaminhados para uma rede MPLS e lhes e´ adicionado um cabec¸alho
MPLS, este cabec¸alho ja´ conte´m uma label, no entanto enquanto percorrem a rede, os
LSRs podem adicionar mais labels. Labels adicionais podem ser adicionadas apo´s a
troca da label do topo na pilha.
• Label Pop: Os routers podem retirar a label que esta´ no topo da pilha. Esta operac¸a˜o
pode ser efectuada para retirar labels que estejam empilhadas, ou pode indicar ao router
que deve retirar todo o cabec¸alho MPLS, esta indicac¸a˜o e´ feita atrave´s do bit EOS,
quando este bit e´ ”1” indica que na˜o ha´ mais labels na pilha.
Na figura D.4 esta´ o exemplo de uma rede MPLS com 5 LSRs, 5 LERs e 3 LSPs. Neste
exemplo e´ poss´ıvel ver que o router LER4 tem diferentes pape´is para diferentes LSPs, para o
LSP representado a Vermelho actua como LER porque recebe os pacotes fora da rede MPLS
e e´ responsa´vel pelo encapsulamento e encaminhamento desses pacotes para dentro da rede
MPLS, mas para o LSP representado a Verde o router LER4 actua como um LSR mudando
a label e encaminhando o pacote para o router LER2. Tambe´m e´ poss´ıvel ver neste exemplo
que o o router LSR1 adiciona uma label aos pacotes pertencentes ao LSP 2, mas antes de
adicionar uma label nova ao topo da pilha troca label que fica na segunda posic¸a˜o da pilha.
Na imagem esta´ tambe´m um exemplo de agregac¸a˜o de LSPs, em que no router LSR 5 o LSP
2 e o LSP 3 sa˜o agregados em apenas um LSP e encaminhados para o router LER4.
Figura D.4: Exemplo de uma rede que usa o protocolo MPLS, com 2 LSPs definidos
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D.1 Estabelecimento de Ligac¸o˜es e multicast
O protocolo MPLS pode estabelecer ligac¸o˜es de va´rias formas, as formas mais comuns sa˜o
as ligac¸o˜es serem criadas de forma manual aquando da configurac¸a˜o dos routers, ou usando
um protocolo de sinalizac¸a˜o tipicamente o protocolo Label Distribution Protocol, ou protocolo
Resource Reservation Protocol - Traffic Engineering.
• Configurac¸a˜o Manual: O operador pode escolher configurar manualmente todos os LSRs
da rede para fazerem o encaminhamento dos pacotes. Esta soluc¸a˜o pode ser demorar
muito tempo, e e´ muito susceptivel quer a falhas de configurac¸a˜o, por erro humano
podem ser configurados LSPs com ciclos, ou LSPs que na˜o encaminham o tra´fego para
o LSR correcto, quer a falhas da rede, porque se ha´ um problema com um router, ou
uma ligac¸a˜o o comportamento da rede na˜o se adapta a essa realidade e pode continuar
a encaminhar tra´fego pelos dispositivos ou ligac¸o˜ees que na˜o esta˜o a funcionar.
• Label Distribution Protocol (LDP): Este protocolo definido na RFC3036 [2], e´ um pro-
tocolo que permite aos LSRs estabelecerem sesso˜es para anunciarem labels. Dois routers
MPLS adjacentes tomam conhecimento um do outro atrave´s de mensagens ”Hello” mul-
ticast enviadas para a porta UDP 646. Este protocolo tem de funcionar em conjunto
com um protocolo de routing que que permita aos routers tomarem conhecimento das
rotas entre eles. Apo´s os LSRs tomarem conhecimento das rotas entre eles, os LSPs
criados seguem o caminho mais curto de acordo com o procolo de encaminhamento
usado.
• Resource Reservation Protocol - Traffic Engineering (RSVP-TE): Este procotolo defi-
nido na RFC3209 [4], e´ um protocolo capz de fazer reservas de largura de banda e definir
paraˆmetros de QoS para os LSPs configurados na rede. Este protocolo tambe´m e´ de-
pendente de um protocolo de encaminhamento para descoberta e ca´lculo dos caminhos
mais curtos entre os LSPs.
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