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S U M M A RY
In the past decades, the growing urbanization rate together with the
increasing demand for high, slender and complex structures has led
to significant scientific developments in the discipline of wind engi-
neering, which is best defined as the rational treatment of the interac-
tions between wind in the atmospheric boundary layer and humans
and their works on the surface of earth. In particular, aiming at con-
ceiving healthier, safer and more sustainable buildings and cities, the
study of wind flow in the urban environment has become a very ac-
tive research topic. Recently, due to the continuous increase in com-
putational power, the numerical simulation of wind flow by means
of Computational Fluid Dynamics (CFD) techniques is becoming an
attractive complementary tool to traditional experimental campaigns
for the investigation of problems such as wind loading on structures
and pollutant dispersion. In particular, the Reynolds-Averaged Navier-
Stokes (RANS) approach has been intensively investigated in the past
and successfully applied to several wind engineering problems. Un-
fortunately, despite their diffusion, the predictive capability of RANS
models is limited to the mean flow properties, while the ability to ac-
curately predict turbulent fluctuations is of fundamental importance
when dealing with wind loading and pollutant dispersion. This fact
has led researchers to move towards scale-resolving turbulence mod-
els such as Large Eddy Simulations (LES) which nowadays represent
a very promising tool for analysing a wide range of problems in wind
engineering.
Although numerical techniques are characterised by several well-
known advantages when compared to the traditional experimental ap-
proach based on wind tunnel testing, LES results often show to be
quite scattered, even for simple geometries. In fact, turbulent flows
around bluff bodies, of primary interest in wind engineering, are inher-
ently unsteady, three-dimensional and multi-scale and many parame-
ters can affect LES results, such as the subgrid-scale model adopted,
the time and space discretisation schemes, the computational grid and
the boundary conditions. It is currently insufficiently known to what
extent these parameters can affect the numerical results. Scientists and
engineers are confronted with a severe lack of best practice guidelines
for LES, while such guidelines for RANS have become well-established
in the international community already in the past 17 years.
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Within this framework, this thesis focuses on the assessment of the
capability of LES when applied to wind loading and pollutant disper-
sion with the aim to contribute to the development of international
best practice guidelines for the application of LES for these topics. To
this end, first the adopted numerical setup is validated through an in-
depth study of the wind flow predicted around a 5:1 rectangular cylin-
der, which is the main subject of the BARC (Benchmark on the Aero-
dynamics of the Rectangular Cylinder 5:1) international benchmark
and is considered to be well representative of bluff bodies of interest
for civil engineering applications. The effects of different subgrid-scale
models as well as the effects of different inflow turbulence intensities
and length scales are investigated. Then, the most accurate and cost
effective numerical setup is adopted to assess the LES capability in ac-
curately predicting wind loads on a low-rise and a high-rise building.
For all the considered cases, the turbulent part of the ABL is generated
by means of synthetic methods in order to correctly represent the von
Kàrmàn spectrum and to limit as much as possible the computational
cost. All the obtained numerical results are systematically compared
to available experimental measurements. As an additional element of
novelty, the LES results are compared with the experimental data not
only in terms of pressure distributions, but also in terms of internal
forces on the structural members. Finally, LES are performed aiming
at predicting pollutant concentrations from an isolated stack and in the
wake of an isolated building.
The analyses on the 5:1 rectangular cylinder show that, when the
standard Smagorinsky-Lilly subgrid-scale model is adopted, taking
into account even small levels of the incoming flow turbulence inten-
sity is of primary importance in order to obtain accurate results, since
the subgrid-scale model is not able to accurately predict the natural
laminar to turbulent transition, which strongly affects the pressure
distribution on the rectangular cylinder. When the inflow turbulence
is introduced in the computational domain, a satisfactory agreement
between LES results and experimental measurements is observed in
terms of pressure statistics for the different inflow conditions anal-
ysed, even considering the need for large domains when the inflow
turbulence length scale increases. The obtained results represent at this
stage the only contribution in the framework of the international BARC
project regarding the effects of the incoming turbulence when LES are
adopted.
Regarding the wind load assessment, it is found that the accuracy
of LES in reproducing the fluctuating pressure field is not necessarily
maintained when internal forces are taken into account. Nevertheless,
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the design values predicted by LES can be considered as satisfactory
when the envelope of different angles of attack is considered.
Regarding the pollutant dispersion, in order to obtain accurate re-
sults the adoption of LES is recommended, in particular when disper-
sion around obstacles is analysed. In this case, a good agreement be-
tween numerical results and experimental measurements is achieved
in terms of average concentrations, without the need for calibrating
any case-dependent model parameter.
In conclusion, the LES results presented in this thesis appear very
promising although a strong sensitivity of the obtained results on the
adopted boundary conditions and numerical setup is noted. The pro-
posed research work is expected to provide clear guidance towards the
drafting of best practice guidelines for the application of LES to wind
loading and pollutant dispersion.
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I N T R O D U C T I O N
1

1I N T R O D U C T I O N
1.1 problem statement
Due to the growing urbanization rate, the disciplines of Urban Physics
and Wind Engineering are rapidly expanding. They encompass sev-
eral branches of Science and Engineering, such as Physics, Mathemat-
ics, Chemistry, Civil Engineering and Environmental Engineering [1].
These disciplines deal with a wide range of problems, such as pollu-
tant dispersion, pedestrian-level wind conditions for pedestrian com-
fort and safety [2], wind loads on structures [3–5], outdoor and in-
door thermal environment [6] and many others, so they are closely
connected to the grand societal challenges of climate change, energy,
health and security. The study of wind flows in the urban environment
has become an extremely active research area in the last decades, aim-
ing at conceiving healthier, safer and more sustainable cities.
The research in the field of Urban Physics and Wind Engineering
is traditionally based on experimental campaigns conducted either on
site (field experiments) or in wind tunnels using reduced-scale geo-
metrical models. Different from wind tunnel facilities designed for
mechanical and aeronautical studies, when wind flows in the urban
environment are analysed, wind tunnel tests have to accurately repro-
duce the natural turbulent characteristics of the Atmospheric Bound-
ary Layer (ABL). In fact, for a given geographical site, the wind climate
is strongly affected by the terrain roughness and the surroundings ob-
stacles. This is reflected into modifications in mean velocity, turbulence
intensity and turbulence length scales, which are known to strongly in-
fluence the results for a wide range of applications. Before 1950, most
of the wind tunnel facilities were aeronautical tunnels with short test
sections, but after the publication of Jensen’s law, which allowed to
scale natural wind properties, the wind tunnel practice changed fun-
damentally. The need for an artificial reproduction of the ABL in wind
tunnels led engineers to design ABL wind tunnels with long work-
ing sections where the long length was needed for the reproduction
of the ABL characteristics. One of the first large ABL Wind Tunnels
(ABLWT) was built by Prof. A. G. Davenport in 1965. Today, ABLWTs
3
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are widespread in most parts of the world. Usually, in a typical ABLWT
setup, the incoming flow turbulence is generated by spires, responsi-
ble for the generation of the large-scale eddies, and other roughness
elements, such as rough carpets and blocks organised in different pat-
terns. This part of the wind tunnel is set upwind with respect to the
test model that is usually placed on a turning table to simulate differ-
ent wind angles of attack. A pattern of blocks is used to generate the
desired vertical mean wind speed profile together with the target tur-
bulence intensity profile and turbulence spectra. The approaching flow
generated in this way should be representative of the roughness of the
upstream obstructions present in reality that however, are not explic-
itly included in the wind tunnel model, or rather the terrain effect. A
view of a typical arrangement of obstacles adopted to reproduce the
ABL is shown in Fig. 1.1 (a), while Fig. 1.1 (b) shows an example of a
geometrical model of a structure placed on a turning table in the wind
tunnel, also with upstream roughness elements.
(a) (b)
Figure 1.1: (a) view of a typical arrangement of spires and roughness blocks in an at-
mospheric boundary layer wind tunnel [7] and (b) view of the geometrical
model of the Burj Khalifa also with upstream spires and roughness blocks
[8].
In the last decades, thanks to the continuous growth in computer
power, numerical techniques based on Computational Fluid Dynam-
ics (CFD) have become very attractive and have gained interest in
the scientific community in Urban Physics and Wind Engineering [9].
Although numerical techniques show several advantages when com-
pared to the traditional experimental approach based on wind tunnel
testing, CFD results often show to be very sensitive to the numeri-
cal setups adopted even when simple geometries are considered [10–
12]. In fact, turbulent flows around bluff bodies, which are of primary
interest for Civil Engineering applications, are inherently unsteady,
three-dimensional and multi-scale so that their numerical simulation
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often presents a challenging engineering problem. Notwithstanding
the fact that the direct numerical integration of the Navier-Stokes equa-
tions is theoretically possible, the high temporal and spatial resolutions
needed to accurately resolve all the turbulent scales render its applica-
bility very limited or even impossible for a wide range of Engineer-
ing applications [13]. In order to overcome this problem, researchers
introduced simplified forms of the governing equations. These simpli-
fied forms add additional unknowns to the governing equations, for
which turbulence models are needed to provide closure [1, 13, 14]. The
simplified forms in combination with turbulence models were intro-
duced with the aim of finding a satisfactory trade-off between accuracy
and computational cost. In particular, the Reynolds-Averaged Navier-
Stokes (RANS) equations and the associated turbulence models have
been intensively investigated in the past and successfully applied to
several Urban Physics and Wind Engineering problems [9]. Unfortu-
nately, the predictive capabilities of the RANS approach are limited to
the mean flow properties, while the ability to accurately predict tur-
bulent fluctuations is of fundamental importance when dealing with
wind loading [4, 15–19] and pollutant dispersion problems [20–25].
This fact led researchers to move towards scale-resolving turbulence
approaches such as Large Eddy Simulation (LES), which nowadays rep-
resent a very promising tool for analysing urban physics and wind en-
gineering problems. Despite their well-recognised potential, their use
is still mainly limited to research due to their considerable computa-
tional cost and a careful validation work is still necessary in order to
accurately assess their accuracy and reliability.
Besides the adopted turbulence approach, a key aspect for the nu-
merical simulation of ABL wind flows are the boundary conditions. In-
deed, an accurate simulation of the natural characteristics of the ABL
is of utmost importance in order to obtain accurate results. In prin-
ciple, the vertical mean wind speed profile as well as the turbulent
intensity profile can be applied as an inlet boundary, without loss of
time in designing any configuration of blocks and obstacles upwind
of the model as required in an ABLWT experiment. However, if the
wind flow is not in equilibrium with the aerodynamic roughness of
the bottom boundary, the wind profile tends to evolve in the compu-
tational domain towards a given equilibrium configuration [26]. As a
result, in such cases the ABL is not horizontally homogeneous and it
might be difficult to accurately control the wind flow and its turbu-
lence characteristics in the CFD simulation. Furthermore, it should be
noted that the treatment of boundary conditions is very different be-
tween RANS and LES. Indeed, while RANS can take into account the
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incoming turbulence through variables transported by the flow itself,
LES requires that turbulent fluctuations are explicitly introduced in the
computational domain [27]. In this regard, it should be pointed out that
introducing velocity fluctuations at the inlet boundary is not straight-
forward [28]. In fact such fluctuations should be generated in order to
match predefined time and space spectra, correlations and coherences
to represent a realistic wind flow and they should not cause unrealistic
large pressure fluctuations when introduced in the computational do-
main (a problem that might appear especially when an incompressible
solver is adopted [28]). Among the wide variety of methodologies pro-
posed in the relevant literature, synthetic methods to generate turbu-
lent fluctuations seem to be very promising [29–31]. Indeed, they allow
to generate turbulent fluctuation fields in accordance with predefined
time power spectral densities, while maintaining the field divergence
null and with a limited computational cost. Nevertheless, the synthetic
generation of inflow turbulence still appears to be an open research
topic as a completely satisfactory approach is still unavailable [32].
The scientific community is nowadays confronted with a severe lack
of best practice guidelines for LES, in particular when applied to Ur-
ban Physics and Wind Engineering problems. Within this framework,
the present thesis aims at assessing LES capabilities when applied to
wind loading and pollutant dispersion. For this purpose, three main
applications of LES, namely the numerical simulation of bluff body
aerodynamics, the numerical simulation of wind loads on buildings
and the numerical simulation of pollutant dispersion, are investigated
in this thesis.
In the framework of bluff-body aerodynamics, the first part of the
present thesis represents a new contribution to the BARC (Benchmark
on the Aerodynamics of the Rectangular Cylinder 5:1) international
benchmark. To the author’s knowledge, this study represents the first
one in the framework of the BARC project that deals with LES simu-
lations taking into account inflow turbulence intensities up to 13.5%,
which are of interest for Engineering applications. Moreover, as addi-
tional elements of novelty, the effects of the LES subgrid-scale model
as well as the interaction between the along-wind turbulence length
scale characterising the inflow and the domain spanwise dimension
are analysed.
Regarding the assessment of wind loads on buildings, the common
practice to validate numerical results consists of comparing numerical
predictions of pressure statistics with experimental data. As an element
of novelty, in the present work LES results are compared to experimen-
tal data not only in terms of pressure distributions, but also in terms
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of internal forces on the structural members in order to assess LES ca-
pabilities to be used as a complementary design tool alongside wind
tunnel tests.
Considering pollutant dispersion, the present thesis aims to assess
the capabilities of LES to predict it in a turbulent atmospheric bound-
ary layer, in particular when obstacles are taken into account. As an
element of novelty, in the present thesis the average concentration field
is analysed also far downwind the source and results are compared
to the configuration with an isolated stack. In addition to the compari-
son with experimental data, a comparison with well-known theoretical,
empirical and semi-empirical models is provided.
1.2 aim , objectives and methodologies
This thesis focuses on the assessment of LES capabilities when applied
to wind loading and pollutant dispersion problems. The aim of the
present thesis is to contribute to the development of international best
practice guidelines for the application of LES in Urban Physics and
Wind Engineering. To this end, this thesis is organised in three parts,
which main objective are: (I) the assessment of LES capabilities to re-
produce the wind flow around bluff bodies; (II) the assessment of LES
capabilities to reproduce the internal forces in the structural members
of buildings and (III) the assessment of LES capabilities to accurately
reproduce pollutant dispersion.
For all the considered cases, the turbulence characterising the ap-
proach flow is generated by means of synthetic methods in order to
correctly represent the von Kármán spectrum and to limit as much as
possible the computational cost. The obtained numerical results are val-
idated through a systematic comparison with experimental data and
solution verification is performed to reduce and assess the numerical
errors in each study.
The objectives of the three parts aforementioned are detailed in the
following subsections.
1.2.1 Part I: LES applications to bluff body aerodynamics
The first objective of the thesis is to validate the adopted LES subgrid-
scale model. In order to do that, an in-depth study of the flow around
the 5:1 rectangular cylinder, which is the main subject of the BARC in-
ternational benchmark, is performed. Despite its geometrical simplic-
ity, the flow around the 5:1 rectangular cylinder is regarded as complex,
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being characterised by flow reattachment/detachments mechanisms,
turbulent shear layers and vortex shedding, therefore it is considered
to be well representative of bluff bodies of interest for Civil Engineer-
ing applications.
First, the effects of different subgrid-scale models are analysed as
well as the effects of small levels of inflow turbulence, in order to assess
the sensitivity of the adopted subgrid-scale models to small incoming
disturbances. Then, the sensitivity of the results to higher levels of tur-
bulence intensities and length scales are investigated in order to assess
LES capabilities in predicting the flow properties in radically different
conditions. Furthermore, the interaction between the inflow turbulent
length scale and the spanwise domain dimension is analysed. The re-
sults of the numerical simulations are analysed in terms of statistics of
the pressure coefficient distributions, flow bulk parameters and flow
topology.
1.2.2 Part II: LES applications for assessment of wind loads on buildings
The second objective of the thesis is to assess LES capabilities in accu-
rately predicting wind loads on buildings.
Using the numerical setup validated in the first part of the thesis,
LES simulations are performed in order to assess wind loads on a low-
rise building. Then, the wind flow around a high-rise building is anal-
ysed as well. The LES results are compared to experimental data in
terms of pressure distributions and in terms of internal forces on the
structural members. For that purpose, linear structural dynamic anal-
yses are performed starting from the pressure field obtained from the
simulations and from the experiments. Then, aimed at assessing LES
capabilities to be adopted as a complementary design tool alongside
wind tunnel tests, a comparison between numerical and experimental
predictions of the internal forces is provided for different wind angles
of attack.
1.2.3 Part III: LES applications to pollution dispersion problems
The third objective of the thesis is to assess LES capabilities in accu-
rately predicting pollutant dispersion in the urban environment.
First, LES simulations of pollutant dispersion from an isolated stack
are performed, aiming at validating the numerical model employed.
The results of different computational grids as well as different subgrid-
scale models are analysed. LES results are compared to experimental
data as well as to results from theoretical, empirical and semi-empirical
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formulae in terms of statistics of the concentration field and their along-
wind evolution. Subsequently, LES simulations are performed aimed at
predicting pollutant concentrations in the wake of an isolated building.
1.3 structure of the thesis
This thesis is organised as follows .After the introductory part pre-
sented in Chapter 1, Chapter 2 describes the theoretical background
of the numerical models adopted as well as their governing equations.
Then, the core of the thesis is organised in three parts composed by self-
contained chapters, most of which have been published or submitted
as papers to international journals with peer review:
• Part I is composed of Chapters 3 and 4 and focusses on LES appli-
cations to bluff body aerodynamics. In particular, the flow field
around the rectangular cylinder 5:1 is analysed. In Chapter 3, the
effects of different subgrid-scale models as well as the effects of
small incoming turbulence are analysed, while Chapter 4 studies
the effects on the flow field of higher turbulence intensities and
length scales and their interaction with the spanwise domain di-
mension.
• Part II is composed of Chapters 5 and 6 and focusses on LES
applications for the assessment of wind loads on buildings. LES
capabilities in reproducing wind loads in terms of internal forces
on the structural members are assessed for a low-rise and a high-
rise building in Chapters 5 and 6, respectively.
• Part III is composed of Chapter 7 and focusses on LES applica-
tions to pollutant dispersion problems in the urban environment.
Simulations are performed in order to assess the pollutant con-
centrations for an isolated stack as well as in the presence of
obstacles.
Finally, in Chapter 8 conclusions are drawn, summarising the results
presented in the previous chapters.
The core of this thesis is composed by articles that have been pub-
lished or submitted to international peer-reviewed journals. For this
reason, the text as well as figures, tables and equations are reported
without any change, although this might lead to some repetitions or a
slightly different notation among the chapters. In the heading of each
chapter, the full reference is reported, referring to the corresponding
journal paper.

2T H E O R E T I C A L B A C K G R O U N D
In this chapter, the theoretical background of the numerical approaches
and models adopted in the present thesis as well as their governing
equations are briefly described. Since a considerable amount of litera-
ture exists on these topics, the present chapter is not intended to be
exhaustive, but rather aims at providing the basic elements needed
in order to understand the main features of the numerical models
through which results presented herein are obtained. For a more de-
tailed overview of the physical mechanisms which characterise turbu-
lent flows, the reader is referred to [13, 33, 34], while for an in-depth
understanding of the main numerical techniques adopted in CFD, the
reader is referred to [14, 35].
2.1 governing equations
In this section, the equations governing the motion of viscous fluids
are reported. These equations represent the mathematical formulation
of the following physical conservation principles:
• the mass of the fluid is conserved (mass conservation);
• the sum of the forces acting on a fluid particle equals the rate of
change of its momentum (Newton’s second law).
First, the mass and momentum conservation laws are obtained from
simple equilibrium considerations. Then, the constitutive law for New-
tonian fluids is described and introduced in the momentum conserva-
tion law to derive the Navier-Stokes equations. Einstein’s notation is
adopted for all equations reported in the present chapter.
2.1.1 Mass conservation
In the following, the fluid is considered as a continuum. By means
of this approach, the infinitesimal fluid particle is then the smallest
element of fluid, the macroscopic properties of which (i.e. density and
velocity) are not influenced by the molecular structure of the fluid itself.
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Considering the infinitesimal cubical element of fluid with dimensions
∂x1, ∂x2 and ∂x3 reported in Fig. 2.1, it is thus possible to calculate the
mass flow rate through its surface.
1
2
3
Figure 2.1: Mass conservation for the infinitesimal volume of fluid.
In particular, by approximating the velocity field in the correspond-
ing center of mass of the infinitesimal volume of fluid using the first
two terms of its Taylor expansion, the following equation can be easily
obtained:
∂ρ
∂t
+
∂ρui
∂xi
= 0 , (2.1)
where ρ is the fluid density, ui is the velocity component in the i− th
direction. Eq. 2.1 is the continuity equation for a compressible fluid.
2.1.2 Momentum conservation
According to the Newton’s second law, the sum of the forces acting on
a fluid particle equals the rate of change of its momentum. It is possible
to distinguish two types of forces acting on the fluid particles:
• surface forces;
• body forces.
The surface forces can be subdivided into pressure forces and vis-
cous forces, while the body forces can be of different nature, for exam-
ple gravity force, centrifugal force, Coriolis force and electromagnetic
force. In the following, only surface forces are considered. In such a
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context, the state of stress of a fluid particle is fully described by the
pressure p and the viscous stresses, referred as τij, where τ is the vis-
cous force acting on the surface with normal i in the j direction. Fig.
2.2 shows the surface forces components acting in the direction j = 1,
approximated by considering the first two terms of their Taylor expan-
sion.
1
2
3
Figure 2.2: Momentum conservation for the infinitesimal volume of fluid in the i = 1
direction.
By equalling the net force in each direction with the rate of change
of the momentum, it is straightforward to deduce the following equa-
tions:
∂ρui
∂t
+
∂ρuiuj
∂xj
= −
∂p
∂xi
+
∂τij
∂xj
, i = 1, 2, 3. (2.2)
2.1.3 Navier-Stokes equations for a Newtonian incompressible fluid
Many liquids and gases at low speed behave as incompressible fluids.
The fluid flows of interest for Urban Physics and Wind Engineering ap-
plications fall in this category. In this case, the fluid density is constant
in both time and space, consequently the governing equations can be
rewritten as:
∂ui
∂xi
= 0 , (2.3)
∂ui
∂t
+
∂uiuj
∂xj
= −
1
ρ
∂p
∂xi
+
1
ρ
∂τij
∂xj
, i = 1, 2, 3. (2.4)
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Eq. 2.3 and 2.4 are a set of 4 scalar independent equations containing
the unknowns p, u1, u2, u3, plus the nine components of the stress ma-
trix, τij. In order to close the problem, a constitutive law for the viscous
stresses is needed in order to express the stress matrix τij as a function
of the unknowns p, u1, u2, u3. For incompressible air flow, usually the
hypothesis of an isotropic Newtonian fluid is assumed. In this case, the
viscous stresses are proportional to the rate of strain matrix sij:
sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
, (2.5)
according to the following constitutive law:
τij = 2µ
[
sij −
1
3
δijskk
]
, (2.6)
where µ is the dynamic fluid viscosity and δij is the Kronecker delta.
If Eq. 2.6 is introduced in Eq. 2.3 and 2.4, the Navier-Stokes equations
are obtained:
∂ui
∂xi
= 0 , (2.7)
∂ui
∂t
+
∂uiuj
∂xj
= −
1
ρ
∂p
∂xi
+
1
ρ
∂
∂xj
(
µ
∂uj
∂xi
)
. (2.8)
2.2 turbulence modelling
In principle, the Navier-Stokes equations can be directly solved numer-
ically. This approach is known as Direct Numerical Simulation (DNS).
Despite the fact that DNS is recognised to be the most accurate nu-
merical approach, it is not applicable for many Engineering problems.
Indeed, the simulation of turbulent flows at high Reynolds numbers
typically encountered in Engineering applications implies that high
spatial and temporal resolutions are adopted to accurately reproduce
all the flow features, ranging from the largest vortices to the small high-
frequency vortices dissipated by viscosity. The computational cost of
DNS becomes thus unaffordable and the need for a different approach
arises. In order to overcome this problem, several approaches to model
turbulent flows have been developed, two of which will be addressed
here: the Reynolds-Averaged Navier-Stokes (RANS) approach and the
Large Eddy Simulation (LES) approach.
RANS turbulence models simplify the Navier-Stokes equations by in-
troducing a time averaging operator, separating both the velocity and
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the pressure fields in a time-averaged and a fluctuating component. In-
deed, for most Engineering purposes it is not necessary to simulate the
unsteady turbulent fluctuations, but only the time-averaged fields. The
averaging procedure introduces additional unknowns to the governing
equations, for which turbulence models are needed to provide closure.
These unknowns represent the effects of the turbulent fluctuations on
the time-averaged field and depending on how they are modelled, dif-
ferent RANS turbulence model classes can be distinguished:
• first-order closure models;
• second-order closure models.
First-order closure models are based on the Boussinesq eddy-viscosity
hypothesis [36], while second-order closure models are based on Reynolds
stress modelling (RSM) [1]. Boussinesq eddy-viscosity models intro-
duce a turbulent viscosity to model the effects of the turbulent fluctu-
ations on the time-averaged fields. This artificial viscosity might affect
the laminar to turbulent transition, which is very important to correctly
simulate the free shear layer instabilities and thus the aerodynamic be-
haviour of many bluff bodies of interest for Civil Engineering appli-
cations [37]. Furthermore, RANS turbulence models only resolve the
time-averaged field, so all the scales characterising the turbulent fields
are modelled (i.e. approximated).
Differently from RANS, LES directly resolves the largest anisotropic
turbulent structures of the flow and models only the turbulent struc-
tures whose scales are smaller than (or comparable to) a filter that is
often taken equal to the local grid size. These subgrid-scales are mod-
elled (i.e. approximated) in the assumption that the smallest scales of
the turbulent motion are almost isotropic and problem independent,
while the largest scales are directly resolved since they are considered
to be deeply affected by the specific geometry of the problem under
consideration [14]. In order to correctly reproduce the turbulent fea-
tures of the resolved flow, LES requires both high grid and time reso-
lutions and thus the computational cost is typically much higher than
that required by RANS. However, thanks to the increase in the avail-
able computer power, LES simulations are becoming more commonly
used to study turbulent flows, although their use still remains mainly
limited to research.
In the next sections, more details regarding the turbulence models
adopted in the present thesis are presented. In particular, Section 2.3
is focussed on the RANS approach, while Section 2.4 focusses on the
LES approach.
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2.3 reynolds-averaged navier-stokes
According to the RANS approach, the unknowns in the Navier-Stokes
equations 2.7 and 2.8 are separated in a time-averaged term and in a
fluctuating term:
ui = Ui + u
′
i, (2.9)
p = P+ p ′, (2.10)
where the capital letters denote the averaging operator reported below:
(·) = 1
2T
∫T
−T
(·)dt, (2.11)
where 2T is the averaging period. If Eq. 2.9 and Eq. 2.10 are introduced
in Navier-Stokes equations 2.7 and 2.8 and then the averaging operator
is applied to all the terms, the following set of equations is obtained:
∂Ui
∂xi
= 0 , (2.12)
∂Ui
∂t
+
∂UiUj
∂xj
= −
1
ρ
∂P
∂xi
+
1
ρ
∂Tij
∂xj
−
1
ρ
∂Rij
∂xj
, (2.13)
where Tij is the time-averaged tensor of viscous stresses, related to Sij
through the assumption of a Newtonian fluid:
Tij = 2µ
[
Sij −
1
3
δijSkk
]
, (2.14)
where Sij represents the time-averaged rate of strain tensor reported
below:
Sij =
1
2
(
∂Ui
∂xj
+
∂Uj
∂xi
)
. (2.15)
It should be noted that the averaging operator introduces additional
unknowns collected in the terms:
Rij = −ρu
′
iu
′
j. (2.16)
These terms act as stresses on the fluid flow and are called Reynolds
stresses. In order to close the problem, additional equations are needed
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to model the Reynolds stresses. The most commonly used approach
to deal with this problem is represented by the Boussinesq approxi-
mation, which is a first-order closure method and assumes that the
Reynolds stresses are proportional to the local mean rate of strain:
Rij = −2µt
(
Sij −
1
3
δijSkk
)
+
2
3
ρδijk , (2.17)
where µt is the dynamic turbulent viscosity and k is the turbulent
kinetic energy:
k =
1
2
u ′iu
′
i. (2.18)
It should be noted that the turbulent viscosity µt is a property of
the flow and not of the fluid, so it can vary significantly from point
to point and between different fluid flows. The closure of the problem
adopted by the SST k-ω model, also adopted in the present thesis in
Chapter 7, is reported in the subsequent section.
2.3.1 SST k-ω model
The SST k-ωmodel is a blending between the standard k- [13] and the
standard k-ω [13] model. Indeed, k- models are generally more accu-
rate in shear type flows, while the standard k-ω model shows better
performance in the near wall region [13, 38]. Following the formulation
of the SST k-ω model, the specific dissipation rate ω is defined as:
ω =

Cµk
(2.19)
where Cµ is a model constant and  is the turbulence dissipation rate:
 = ν
∂u ′i
∂xj
∂u ′i
∂xj
. (2.20)
Two transport equations for k andω are then introduced to complete
the mathematical formulation of the problem [39]:
∂k
∂t
+Ui
∂k
∂xi
=
∂
∂xi
[
(ν+ σkνt)
∂k
∂xi
]
+ Pk −Cµωk, (2.21)
Pk = 2νtSijSij −
2
3
∂Ui
∂xj
δijk, (2.22)
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∂ω
∂t
+Ui
∂ω
∂xi
=
∂
∂xi
[
(ν+ σωνt)
∂ω
∂xi
]
+ γ
ω
k
Pk −βω
2+ (2.23)
+ (1− F1)
2σω
ω
∂k
∂xi
∂ω
∂xi
, (2.24)
where Pk is the kinetic energy production term, while σk, σω, γ, β and
Cµ are model coefficients. F1 is a blending function defined as:
F1 = tanh
{
min
[
max
( √
k
Cµωy
,
500ν
y2ω
)
,
4ρσω2k
CDkωy2
]}
, (2.25)
where y is the normal distance to the wall, σω2 is a model coefficient
and CDkω is:
CDkω = max
(
2ρσω2
1
ω
∂k
∂xi
∂ω
∂xi
, 10−20
)
. (2.26)
The model coefficients σk, σω, γ and β are computed with the general
form:
φ = F1φ1 + (1− F1)φ2, (2.27)
where φ1 corresponds to coefficients from the k −ω model and φ2
corresponds to coefficients from the k− ε model.
The turbulent kinematic viscosity νt is calculated from:
νt =
a1k
max (max(a1ω,ΩF2))
, (2.28)
where a1 is a model coefficient, Ω is the magnitude of the vorticity
vector and
F2 = tanh

[
max
(
2
2
√
k
Cµω
,
500ν
y2ω
)]2 . (2.29)
2.4 large eddy simulation
Analogously to what was described before in the RANS framework,
but applying a filtering operation with respect to space instead of
performing a time-averaging operation, the unknowns in the Navier-
Stokes equations 2.7 and 2.8 are separated in a resolved term and in a
subgrid term:
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ui = u˜i + u
′
i, (2.30)
p = p˜+ p ′, (2.31)
where in this case the apexes indicate the subgrid terms and the sym-
bol (˜·) represents the spatial filtering operator:
(˜·)(x) =
∫∞
−∞G(x− ξ)(·)dξ, (2.32)
where G is the filter function. If Eq. 2.30 and Eq. 2.31 are introduced in
the Navier-Stokes equations 2.7 and 2.8 and when the spatial filtering
operation is performed on all the terms, the following set of equations
is obtained:
∂u˜i
∂xi
= 0 , (2.33)
∂u˜i
∂t
+
∂u˜iu˜j
∂xj
= −
1
ρ
∂p˜
∂xi
+
1
ρ
∂τ˜ij
∂xj
−
1
ρ
∂τ˜
sgs
ij
∂xj
, (2.34)
where the symbol (˜·) denotes the spatially filtered quantities, τ˜ij is
the resolved viscous stress tensor and τ˜sgsij is the subgrid stress tensor,
that needs to be modelled in order to close the problem. The resolved
viscous stress tensor τ˜ij can be written as:
τ˜ij = 2µ
[
S˜ij −
1
3
δijS˜kk
]
, (2.35)
where S˜ij represents the resolved rate of strain tensor, whose expres-
sion is:
S˜ij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
. (2.36)
Adopting the Boussinesq hypothesis, the subgrid stress tensor τ˜sgsij can
be written as:
τ˜
sgs
ij = ρ(u˜
′
iu
′
j − u˜
′
i u˜
′
j) = −2ρνt
(
S˜ij −
1
3
δijS˜kk
)
+
2
3
ρδijk
sgs
(2.37)
where ksgs is the subgrid kinetic energy:
ksgs =
1
2
(
u˜ ′iu
′
i − u˜
′
i u˜ ′i
)
, (2.38)
and νt = µt/ρ is the kinematic turbulent viscosity.
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2.4.1 Smagorinsky-Lilly subgrid-scale model
The subgrid stress tensor τ˜sgsij and consequently the turbulent viscosity
νt need to be modelled to complete the mathematical formulation of
the problem. Depending on how the turbulent viscosity is computed,
different subgrid-scale models have been proposed in the literature [40–
43]. One of the first LES subgrid-scale models is the Smagorinsky-Lilly
model [44]. Following its formulation, νt is expressed as:
νt = (Cs∆)
2
√
2S˜ij S˜ij (2.39)
where Cs is the Smagorinsky constant, set equal to 0.12, while ∆ is the
local grid spacing [44].
Despite its wide adoption in Science and Engineering, in many cases
the Smagorinsky-Lilly subgrid-scale model has shown to be too dissi-
pative and to fail to accurately predict the laminar to turbulent tran-
sition [37, 45]. Different subgrid-scale models have been suggested to
overcome this issue, among others, the Kinetic Energy Transport (KET)
subgrid-scale model, used in the present thesis and described in the
subsequent subsection.
2.4.2 Kinetic Energy Transport subgrid-scale model
The KET subgrid-scale model introduces, in addition to Eq. (2.33) and
(2.34), a transport equation for the subgrid kinetic energy:
∂
∂t
(ρksgs)+
∂
∂xi
(ρksgsu˜i) =
∂
∂xi
(
ρνt
∂ksgs
∂xi
)
− τ˜sgsij
∂u˜j
∂xi
−ρc
(ksgs)
3
2
∆
.
(2.40)
Then the turbulent viscosity νt is calculated as:
νt = cν
√
ksgs∆, (2.41)
where c and cν are model constants set equal respectively to 1.05 and
0.094. Due to the fact that the subgrid kinetic energy is computed ac-
cording to a transport equation, the turbulent viscosity evolves conse-
quently and can be null in the regions where the flow is expected to be
laminar. Thanks to this feature, the KET model showed to predict the
laminar to turbulent transition more accurately than the Smagorinsky-
Lilly model [45].
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2.5 dispersion modelling
Pollutant dispersion in the urban environment is often treated as a
problem of diffusion and advection of a passive scalar in the turbulent
velocity field. According to such assumption, the transport equation
for the pollutant concentration c can be expressed as:
∂c
∂t
+
∂cuj
∂xj
=
∂
∂xj
(
D
∂c
∂xj
)
, (2.42)
where D is the molecular diffusivity of the passive scalar in the fluid.
Depending on the adopted turbulence modelling approach, Eq. 2.42
takes different forms. In particular, Section 2.5.1 describes the equa-
tion for the pollutant dispersion when the RANS approach is adopted,
while Section 2.5.2 focuses on its form in the LES framework.
2.5.1 Passive scalar transport equation in RANS
If the averaging operator described in Section 2.3 is applied to Eq. 2.42,
the following transport equation is obtained:
∂C
∂t
+
∂C Uj
∂xj
=
∂
∂xj
(
D
∂C
∂xj
)
−
∂
∂xj
Qj , (2.43)
whereQj is an additional unknown introduced with the time-averaging
operation and represents the flux in the j direction of the passive scalar
due to turbulent fluctuations not explicitly computed by the RANS ap-
proach. Depending on how Qj is modelled, different turbulent scalar
flux models have been proposed in the literature [46]. ]. One of the sim-
plest ways to complete the mathematical formulation of the problem is
by adopting the standard gradient-diffusion hypothesis (SGDH). The
SGDH model is developed in analogy with molecular diffusion and
assumes that the turbulent scalar flux is proportional to the gradient
of the time-averaged pollutant concentration:
Qj = −Dt
∂C
∂xj
, (2.44)
Dt =
νt
Sct
, (2.45)
where Dt is the time-averaged turbulent diffusivity, νt is the (kine-
matic) turbulent viscosity introduced by the RANS approach and Sct
is a non-dimensional parameter defined as the turbulent Schmidt num-
ber [47].
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2.5.2 Passive scalar transport equation in LES
Analogously to what is described for RANS in the previous section,
but applying a filtering operation in space instead of applying a time-
averaging operation, the following transport equation for the pollutant
concentration can be obtained:
∂c˜
∂t
+
∂c˜ u˜j
∂xj
=
∂
∂xj
(
D
∂c˜
∂xj
)
−
∂
∂xj
q˜j , (2.46)
where q˜j is the flux of the passive scalar due to the subgrid turbulent
motion in the j direction. If the SGDH model is adopted, then q˜j can
be expressed as:
q˜j = −D˜t
∂c˜
∂xj
, (2.47)
D˜t =
νt
Sct
, (2.48)
where D˜t is the space-filtered turbulent diffusivity, νt is the turbulent
viscosity introduced by the LES subgrid-scale model and Sct is the
turbulent Schmidt number.
2.5.3 Some remarks on the standard gradient diffusion hypothesis
Due to its inherent simplicity, the SGDH model for the turbulent scalar
flux is one of the most commonly used and easy to implement models.
Nevertheless, it exhibits many limitations. First, the SGDH model as-
sumes that the turbulent scalar flux vector is aligned with the gradient
of the concentration field, which is not verified for many flows [46].
Furthermore, a universal value for the turbulent Schmidt number does
not exist, since it is more a local property of the flow rather than of the
fluid [25, 48]. Moreover, the SGDH model assumes that the turbulent
viscosity is isotropic and does not link the turbulent scalar flux to the
strain rate. This fact leads to a poor accuracy in predicting pollutant
dispersion in complex flows [49].
Despite the limitations of the SGDH model, in many flows of interest
for Civil Engineering applications the dominant transport mechanism
is convection, therefore in the framework of LES where large eddies
are directly resolved, the effects of the turbulent Schmidt number are
limited when the grid resolution is high [25], since q˜j → 0 when the
local grid spacing ∆ → 0. The same observation does not hold in the
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framework of RANS turbulence models, where the turbulent fluctua-
tions are not resolved but modelled (i.e. approximated). As a conse-
quence, RANS results are significantly affected by the adopted turbu-
lent Schmidt number and a calibration of this parameter is needed.

Part I
L E S A P P L I C AT I O N S T O B L U F F
B O D Y A E R O D Y N A M I C S
The accurate reproduction of turbulent flows around bluff
bodies represents a very demanding task for a numerical
model even when simple geometries are considered. In-
deed, the flow dynamics around bluff bodies is characterised
by complex phenomena, as intermittent flow detachments
and reattachments, vortex shedding and shear layer insta-
bilities. This part aims at assessing the accuracy and relia-
bility of Large Eddy Simulations when a simple rectangular
cylinder with sharp edges and smooth surfaces is consid-
ered. Despite its simplicity, this shape is considered to be
representative of the aerodynamic characteristics of a wide
range of bluff bodies and it is the object of an international
benchmark that collects a large amount of both numerical
and experimental data. First, the effects of different subgrid-
scale models are analysed as well as the effects of small lev-
els of inflow turbulence. Then, higher level of turbulence
intensities and length scales are investigated in order to as-
sess LES capabilities in predicting the flow properties in
radically different conditions. Furthermore, the interaction
between the inflow turbulent length scale and the domain
spanwise dimensions is analysed.

3E F F E C T S O F L O W I N C O M I N G
T U R B U L E N C E O N T H E F L O W A R O U N D A
5 : 1 R E C TA N G U L A R C Y L I N D E R AT
N O N - N U L L AT TA C K A N G L E
This chapter has been published as:
Ricci, M., Patruno, L., de Miranda, S., Ubertini, F., Effects of low incoming
turbulence on the flow around a 5:1 rectangular cylinder at non-null attack
angle, Mathematical Problems in Engineering, 2016.
http://dx.doi.org/10.1155/2016/2302340
The incompressible high Reynolds number flow around the rectangular
cylinder with aspect ratio 5:1 has been extensively studied in the recent lit-
erature and became a standard benchmark in the field of bluff bodies aerody-
namics. The majority of the proposed contributions focus on the simulation of
the flow when a smooth inlet condition is adopted. Nevertheless, even when
nominally smooth conditions are reproduced in wind tunnel tests, a low turbu-
lence intensity is present together with environmental disturbances and model
imperfections. Additionally, many turbulence models are known to be exces-
sively dissipative in laminar to turbulent transition zones, generally leading
to overestimation of the reattachment length. In this paper, Large Eddy Sim-
ulations are performed on a 5:1 rectangular cylinder at non-null attack angle
aiming at studying the sensitivity of such flow to a low level of incoming
disturbances. To this purpose, the performances of a standard Smagorinsky-
Lilly and a Kinetic Energy Transport turbulence models are considered with
perfectly smooth and low turbulence inlet conditions. Results are compared
with experimental data in terms of both flow bulk parameters and statistics
of the pressure distributions and show that, when the incoming flow turbu-
lence is considered, both the models are quite accurate. In particular, predic-
tions obtained by means of the standard Smagorinsky-Lilly model are found to
be significantly affected by even low levels of incoming turbulence intensity,
while the Kinetic Energy Transport model shows to be less sensitive to small
incoming disturbances.
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3.1 introduction
Thanks to the increase in the computer power, the research in the field
of Wind Engineering is more and more making use of Computational
Fluid Dynamics techniques in order to assess the effects of wind load-
ing on structures.
In fact, a number of flows usually encountered around structures
relevant to Civil Engineering applications, like bridge decks and build-
ings, are characterized by multiple detachments and reattachments
which render their prediction by means of CFD an extremely challeng-
ing task.
Due to their special geometric simplicity, prismatic shapes have been
deeply investigated in the literature and have been often adopted as a
prototype of fully detached and reattached flows. A number of experi-
mental studies identified the main mechanisms involved in the defini-
tion of the flow field around such simple, nominally two-dimensional,
shapes and highlighted the fundamental role played by the stability
conditions of the shear layers detached from the leading edges, espe-
cially for shapes whose aspect ratio is higher than three, which ap-
proximately correspond to the threshold separating fully detached and
reattached flows [50–53]. In particular, Nakamura et al. focused on the
effects of incoming turbulence, showing that the reattachment point mi-
grates upstream with increasing turbulence levels [50]. Subsequently,
it was clarified that Kelvin-Helmholtz instabilities appear in the de-
tached shear layers due to incoming disturbances, destabilizing them
and, thus, causing the reattachment point upstream migration. This
result was also highlighted by Hillier et al. [54] and Kiya et al. [55],
which investigated the effects of free-stream turbulence on the topol-
ogy of separation bubbles. Their experiments showed that the incom-
ing flow turbulence deeply influences pressure distributions in terms
of both mean and standard deviation. Due to these considerations, it
appears that the incoming flow turbulence should be accurately taken
into account when dealing with wind loading problems, for both ex-
perimental and numerical investigations.
For what it concerns numerical studies, several research works have
been proposed aiming at reproducing the flow field around bluff bod-
ies. Among them, Yu et al. performed Large Eddies Simulations (LES)
around rectangular cylinders with varying aspect ratio at null-attack
angle in a two and three-dimensional framework [56]. Sohankar et
al. [57] proposed simulations of rectangular cylinders at non-null at-
tack angle focusing on very low Reynolds numbers, for which the flow
is expected to be mainly laminar. Such simulations showed good re-
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sults in terms of bulk parameters and highlighted that, when using
the standard deviation of the lift coefficient as an indicator, the sim-
ulation shows to be very sensitive to the adopted numerical setups.
Shimada proposed a detailed validation of a two-layers k − ε model
with a modification on the turbulent kinetic energy production term by
analysing the flow field around a wide selection of rectangular cylin-
ders at null-attack angle [58] while Noda et al. proposed LES including
the effect of incoming turbulence (a turbulence intensity equal to 5%
was considered) showing that the standard Smagosinsky model is suit-
able for reproducing the effects induced by incoming turbulence for
engineering purposes [53]. Moreover, a wide number of experimental
and computational studies have been also proposed in order to study
the aeroelastic behaviour of such bodies in smooth [59] and turbulent
conditions [60]. In particular, Daniels et al. [61] performed LES on an
elastically mounted rectangular cylinder in smooth and turbulent in-
flow conditions, showing that increasing the turbulence intensity can
diminish significantly the amplitude of oscillations.
Summarising, it appears that, while all computational models are
able to approximately reproduce some characteristics of the flow field,
their accuracy strongly depends on the adopted numerical setups, and
on the quantities taken into consideration. Indeed, if on one hand the
mean flow characteristics are generally reproduced by numerical simu-
lations in a satisfactory way, on the other hand the standard deviation
of velocity and pressure fields are often predicted with much less accu-
racy [62]. It also emerged that, due to the large number of parameters
which might affect the flow topology, a detailed mapping of the prisms
aerodynamic behaviour has not been yet achieved.
Recently, the BARC project focused on the simulation of the turbu-
lent flow around a 5:1 rectangular cylinder and became a standard
benchmark for comparison between experimental data and numeri-
cal simulations [63]. The overview of the first four years of activity
of the BARC project [64] highlighted that even experimental results
extracted by various research groups show a remarkable variability
whose causes are currently not completely clear. When numerical sim-
ulations are considered, Bruno et al. [64] observed that results are even
more dispersed showing great sensitivity to the adopted numerical
schemes, turbulence model and mesh size while their relative impor-
tance is difficult to be evaluated at the current stage. In this context, un-
certainty studies can play a fundamental role. In particular, Witteveen
et al. [65] showed that the flow field around the 5:1 rectangular cylinder
is very sensible to set-up parameters as small variations of the angle of
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attack, the incoming turbulence intensity and the incoming turbulence
length scales.
It is also noticed that, while disturbances are always present in ex-
perimental conditions, when numerical simulations are performed, a
fictitious environment is produced where imperfections are introduced
only by the differential problem discretization and by the numerical
solution itself. Beside the absence of incoming disturbances, many tur-
bulence models are known to be excessively dissipative in laminar to
turbulent transition zones [66]. Thus, numerical simulations can be con-
sidered as a limit case, expected to produce excessively stable shear
layers and, thus, generally overestimating the reattachment length.
In this paper, the performances of the standard Smagorinsky-Lilly
[40, 41] model and the Kinetik Energy Transport [67] model are tested
when the incoming flow is characterized by a very low turbulence in-
tensity. To this purpose, the flow around a fixed 5:1 rectangular cylin-
der is considered at 4◦ attack angle. In fact, the mismatch between
experimental and numerical results has been found to increase with
the attack angle when perfectly smooth inlet conditions are adopted
together with a standard SM turbulence model [68].
The paper is organized as follows. In Section 7.3 the experimental
setup adopted in the wind tunnel tests is briefly described, while in
Section 4.4 the numerical features of the computational model are dis-
cussed. Numerical results obtained from simulations are presented in
Section 5.3 and compared with the experimental data. Finally, in Sec-
tion 7.7 some conclusions are drawn.
3.2 experimental setup
In this section, the setup used to extract the experimental results used
for comparison with numerical simulations is described. The experi-
mental study was performed in the open-circuit boundary layer wind
tunnel of CRIACIV laboratory, located in Prato, Italy [69].
An aluminium model characterized by width, B, equal to 300 mm,
depth, D, equal to 60 mm and length, L, equal to 2380 mm was em-
ployed in the experimental tests and equipped with 62 pressure taps
monitored by two 32-channels PSI miniaturized piezoelectric scanners
at a sampling rate of 500 Hz [70]. The wind tunnel test section is
2.42 m large and 1.60 m high, so that the resulting blockage ratio was
3.75%. The Reynolds number based on D was varied from 2.2× 104 to
1.12× 105, while incoming turbulence intensity was varied from 0.7%
to 13.6%.
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In the present study, the experimental configuration with nose-up
angle equal to 4◦ at Reynolds number based on D equal to 5.5× 104
has been used as a reference for the numerical simulations.
3.3 computational model
In this section, the characteristics of the computational model are re-
ported and compared with other studies, together with the description
of the adopted boundary conditions and numerical setups.
According to the aim of this study, the lowest turbulence intensity
recorded in the available wind tunnel tests, representing the experi-
mental approximation of the smooth flow condition, is adopted, so
that the incoming turbulence intensity is set equal to 0.7%. The inflow
turbulent field is synthetically generated by using the Modified Dis-
cretizing and Synthesizing Random Flow Generator method proposed
by Castro et al. [29, 71], which guarantees the divergence-free condition
and is able to satisfy prescribed turbulence spectrum and spatial cor-
relations. It is worth noting that, if the fluctuation field is introduced
at the inlet boundary, large pressure fluctuations are generated due to
the violation of the Navier-Stokes equations. In order to avoid this phe-
nomenon, fluctuations are introduced in the computational domain by
modifying the velocity-pressure coupling algorithm following the pro-
cedure reported by Kim at al. [28].
The computational domain size and the grid resolution have been
defined according to the guidelines provided by Bruno et al. [64] and
the BARC main setup [63]. As showed in Fig. 7.4, the domain dimen-
sions are such that Dx = 40B and Dy = 30B, while Dz = 2.0B. The
resultant blockage ratio is 0.67%, therefore blockage ratio effects can
be neglected. In order to avoid boundary effects on the solution, the
distance of the front face from the inlet is set equal to Λx = 16B.
As shown in Fig. 4.2 (a), a structured mesh is adopted in the bound-
ary layer close to the wall, with along wind dimension δx/B = 2.5× 10−3
and cross wind dimension δy/B = 1.5× 10−3. The maximum y+ recorded
during all simulations is found to be equal to 6.61, while the mean
one equals 2.02. Outside the boundary layer, the mesh is unstructured
quad dominated and its size is slowly coarsened up to approximately
δx/B = δy/B = 1.8× 10−2 in the wake (see Fig. 4.2 (b)), where the cells
aspect ratio is approximately one. In order to limit the numerical dis-
sipation and to propagate the fluctuation field minimizing the energy
loss, the mesh sizing in front of the rectangular cylinder has dimen-
sions δx/B = δy/B = 5× 10−2 and is maintained almost constant and
structured until the inlet boundary is reached.
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Figure 3.1: Model and computational domain geometries [63].
(a) (b)
Figure 3.2: Mesh adopted for the LES simulation: detail of the mesh close to the solid
boundary (a) and mesh in proximity of the body and wake (b).
In the z direction, the cell dimension is δz/B = 0.02. The final resul-
tant mesh counts about 16.0M finite volumes. A comparison between
the domain size and the mesh resolution adopted in the present study
and similar ones is reported in Tab. 4.2 and Tab. 4.3.
Source Dx/B Dy/B Dz/B Λx/B
Present simulation 40 30 2 16
Bruno et al. [10, 72] 41 30.2 1,2,4 15
Grozescu et al. [73] 41 30.2 1 15
Mannini [74] 200 200 1,2 100
Table 3.1: Parameters of the computational domain as reported by Bruno et al. [64].
With respect to turbulence modeling, two sub-grid scales models
have been considered, namely the standard Smagorisnky-Lilly (SM)
model and the Kinetic Energy Transport (KET) model. The fluid flow
governing equations are reported in Eq. (3.1) :
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Source nw/B δx/B δz/B
Present simulation 5.0× 10−4 2.5× 10−3 0.02
Bruno et al. [10, 72] 5.0× 10−4 2.0× 10−3 0.042− 0.01
Grozescu et al. [73] 5× 10−4,2.5× 10−4 1.0× 10−2,5× 10−3 0.042,0.01
Mannini [74] 5.0× 10−5 1.4× 10−2 0.0156
Table 3.2: Grid resolution in the boundary layer: comparison with meshes adopted by
other authors as reported by Bruno et al. [64].
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where the overbar denotes the spatially filtered quantities and ui rep-
resents the velocity in the i− th direction, while p is the pressure, τij is
the resolved viscous stress tensor and τsgsij is the sub-grid stress tensor.
The resolved viscous stress tensor τij can be written as:
τij = 2µ
[
Sij −
1
3
δijSkk
]
, (3.2)
where Sij represents the resolved strain rate tensor, whose expression
is below reported:
Sij =
1
2
(
∂ui
∂xj
+
∂uj
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)
. (3.3)
Assuming the Boussinesq’s hypothesis, the sub-grid stress tensor τsgsij
can be written as:
τ
sgs
ij = ρ(uiuj − ui uj) = −2ρνt
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)
+
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ρδijk
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where ksgs is the sub-grid kinetic energy:
ksgs =
1
2
(uiui − ui ui) , (3.5)
and νt is the turbulent eddy viscosity. When the SM model is adopted,
νt is expressed as:
νt = (Cs∆)
2
√
2Sij Sij (3.6)
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where Cs is the Smagorinsky constant, set equal to 0.12, while ∆ is the
local grid spacing. Conversely, if the KET model is adopted, the trans-
port equation for the sub-grid kinetic energy is considered in addition
to equations reported in Eq. (3.1):
∂
∂t
(ρksgs)+
∂
∂xi
(ρksgsui) =
∂
∂xi
(
ρνt
∂ksgs
∂xi
)
−τsgsij
∂uj
∂xi
−ρc
(ksgs)
3
2
∆
(3.7)
and the turbulent eddy viscosity νt is calculated as:
νt = cν
√
ksgs∆, (3.8)
where c and cν are model constants set equal respectively to 1.05 and
0.094.
With respect to the numerical scheme, a centered second-order accu-
rate scheme is adopted to discretize the spatial derivatives, exception
made for the non-linear convective term. For this therm, the Linear
Upwind Stabilized Transport scheme is used, which was proved to be
particularly successful for LES in complex geometries [75].
Time integration is performed by using the two-step second order
Backward Differentiation Formulae, in accordance with Bruno et al.
[11]. The solution at each time step is obtained by means of the well
known Pressure Implicit with Splitting of Operator algorithm. The
adopted non-dimensional time step (based on D) is ∆t∗ = 5.0× 10−3,
leading to a maximum Courant number in all the simulations equal to
3.9.
Symmetry boundary conditions are imposed at the top and bottom
surfaces, while periodic conditions are adopted on the faces normal
to the span wise direction (see Fig. 7.4). At the outlet boundary, zero
pressure is imposed, while at the inlet, the null normal gradient of
pressure is prescribed.
The generated fluctuation field is introduced to the computational
domain in a plane shifted with respect to the inlet boundary of ap-
proximately 5.0× 10−1B, while the mean velocity is prescribed at the
inlet. The power spectral density of the velocity components along x,
y and z directions, indicated respectively as u, v and w, are reported
in Fig. 7.9 for two different points located near the inlet boundary at
(−15B, 0, 0) and just upstream the rectangular cylinder at (−1.5B, 0, 0).
As it can be seen, the high frequency content of the spectra appears to
be slightly damped proceeding from the inlet towards the rectangular
cylinder. With respect to the along-wind turbulent length scale Lu, it is
found to be equal to B for both the aforementioned locations.
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Figure 3.3: Spectra of the velocity time series obtained from the KET simulation with
incoming flow turbulence at different locations.
The prism has been equipped with 2500 pressure monitors and data
are acquired at each time step, leading to 200 samples for one non-
dimensional time unit. All simulations have been run by using the
open source Finite Volume softwareOpenFOAM on 160 CPUs at CINECA
on the Galileo cluster (516 nodes, 2-eight cores Intel Haswell 2.40 GHz
processors with 128 GB RAM per node).
3.4 numerical results
In this section, numerical results obtained for each turbulence model
with smooth and turbulent inflow condition are reported and system-
atically compared with experimental data. In particular, the flow bulk
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parameters obtained from each simulation together with a discussion
of the resulting flow topology are reported in Section 4.5.2. The pres-
sure coefficient statistics on the central section are showed in Section
4.5.3, while Section 3.4.3 focuses on the spanwise-averaged pressure
distributions. Then, in Section 4.5.4, correlations in the span wise di-
rection are discussed.
Numerical results have been obtained by considering a simulation
time of t∗ = 1000, being t∗ the non-dimensional time unit. The post-
processing of data has been carried out considering only the last 700
non-dimensional time units in order to avoid flow initialization effects
[10].
In order to check the convergence of the recorded statistics, the time-
history of the lift coefficient has been subdivided in ten segments and
first and second order statistics extracted by incrementally extending
the part of the signal considered in the post-processing. Despite the rel-
atively long simulation time (longer than the minimum requirements
[10]), in the worst case, a plateau has been reached for second-order
statistics only when 90% of the total time-history has been used.
3.4.1 Flow topology and bulk parameters
In order to have a qualitative view of the turbulent structures obtained
from the numerical analyses, the flow topology in terms of isosurfaces
of the invariant λ2 [76] coloured with pressure is reported in Fig. 5.9
for the two investigated turbulence models, in smooth and turbulent
inflow conditions. The instantaneous iso-surfaces are plotted to corre-
spond with maximum lift. As it can be seen, when the inflow turbu-
lence is considered, the topology showed by the SM model appears to
be quite in accordance with that obtained by means of the KET model.
Furthermore, both of them comply well with the topology showed by
the KET model in smooth inflow conditions, while in this case the
topology obtained by using the SM model shows a narrower wake.
The different behavior of the two turbulence models is also reflected
in Tab. 4.4, that shows that the reattachment point at the bottom surface
moves from xr = 1.16 to xr = 0.01 when turbulence is introduced
and the SM model considered, while no significant differences between
turbulent and smooth inlet are observed if the KET model is analyzed.
The effect of incoming turbulence can be also appreciated by observ-
ing the streamlines of the time averaged flow fields reported in Fig. 4.9.
In particular, the SM model appears to be significantly affected by the
presence of incoming turbulence while the KET models appears to be
rather stable. It is also noticed that all considered models, apart from
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Figure 3.4: Isosurfaces of λ2 coloured with pressure for the two analysed turbulence
models.
the SM in smooth flow, predict the creation of a small elongated vortex
at the leading edge, in correspondence to the top side, whose core is
located at approximately xc = −1.5.
The statistics of the flow bulk parameters are reported in Tab. 6.1
(results are made non-dimensional with respect to D) and referred to
the global reference system. In particular, CD and CL are the drag and
the lift coefficients, respectively, while their root mean square values
are indicated as C ′D and C
′
L, respectively. Again, the results obtained
by the two turbulence models are in good agreement when a low level
of incoming turbulence is considered while remarkable differences are
observed in perfectly smooth flow. Furthermore, it should be noticed
that the CD and CL, together with the Strouhal number St, obtained
by taking into account the incoming turbulence agree quite well with
experimental measurements. In order to provide a clearer picture of the
obtained results, in the following, pressure field statistics distributions
are analysed.
3.4.2 Central section statistics
In this section, the pressure coefficient statistics on the prism central
section are analysed. Data are presented by adopting the curvilinear
abscissa s as reported in Fig. 7.4. The upwind face of the prism is
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(a) SM Smooth (b) KET Smooth
(c) SM I=0.7% (d) KET I=0.7%
Figure 3.5: Time-averaged streamlines for the two analysed turbulence models.
Source xr Down xc Up xc Down yc Up yc Down
SM (smooth) 1.16 0.54 -0.49 0.96 -0.78
SM I=0.7% 0.01 0.91 -0.81 0.91 -0.63
KET (smooth) 0.05 1.09 -0.65 1.01 -0.54
KET I=0.7% 0.04 1.10 -0.63 1.00 -0.51
Table 3.3: Reattachment point and main vortex core position.
Source CD C′D CL C
′
L St
SM (smooth) 1.26 0.056 1.44 0.57 0.116
SM I=0.7% 1.28 0.064 1.56 0.61 0.115
KET (smooth) 1.37 0.079 2.27 0.76 0.117
KET I=0.7% 1.3 0.080 2.26 0.81 0.115
Mannini et al. [69] (Exp.) 1.63 - 2.02 - 0.126
Schewe2013 (Exp.) 1.38 - 2.52 - 0.115
Table 3.4: Statistics of the flow bulk parameters.
identified by 0.0 6 s/D 6 0.5, the along-wind surfaces by 0.5 6 s/D 6
5.0 while the downwind face by 5.5 6 s/D 6 6.0.
Figure 3.6 shows the distribution of the pressure statistics obtained
by means of the present simulations and comparison with experimen-
tal results. As it can be noticed, if the top surface is considered, the
time-averaged pressure coefficient, Cp, distribution predicted by the
KET model is almost in perfect accordance with the experimental data
for both smooth and turbulent inflow conditions. Contrarily, the SM
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model approaches experimental results only when turbulent inlet con-
ditions are adopted. Observing C ′p on the same surface, the KET model
always complies with experimental measurements with good accuracy
being the peak position and the experimental trend also well repro-
duced. Generally, the SM model appears to be unable to correctly re-
produce the shape of the pressure recovery not catching the change of
steepness that occurs at about s/D = 3, in correspondence to the sepa-
ration between the vortex shedding and the vortex coalescing zones as
individuated in [10].
When the Cp distribution on the bottom surface is analyzed, the SM
model appears to be very sensitive to small turbulence intensities in
the incoming flow. In fact, the distribution obtained in smooth flow
conditions clearly changes when the inflow turbulence is considered:
the reattachment point migrates upstream and the distribution shifts,
approaching the experimental data. The KET model instead, shows
again a lower sensitivity to the incoming turbulence, being results ob-
tained in both configurations approximately the same. The SM model
is very accurate when turbulence is taken into account and shows bet-
ter performances if compared with the KET model, that slightly over-
estimates the reattachment length and underestimates suctions at the
leeward edge. The improvement of the SM model with turbulent inlet
observed for mean values can be noticed also by considering the C ′p
distribution on the bottom surface. In this case the model correctly pre-
dicts the peak position and the trend observed experimentally, even if
the peak value is clearly overestimated. The KET model correctly pre-
dicts the peak position and the trend in particular at the trailing edge,
where an increment in rms is experimentally observed.
The improvement of performance showed by the SM model when
the incoming turbulence is taken into account can be due to the fact
that the SM model is too dissipative in laminar and transitional regions
[66]. Indeed, the SM model predicts a nonvanishing eddy viscosity
when the flow is laminar and this results in more stable shear layers
when the incoming flow is smooth. Conversely, the KET model is able
to adjust the eddy viscosity based on the subgrid kinetic energy, lead-
ing to an overall less dissipative behavior. When the incoming flow
turbulence is considered, the SM model performs better. In fact, the
laminar to turbulent transition is driven by disturbances introduced
by the explicitly simulated incoming flow turbulence. This different
behaviour in perfectly smooth and low turbulence inflow conditions
is not observed when the KET model is considered. Indeed, the less
dissipative behavior of the KET model with respect to the SM model
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allows to correctly predict the destabilization of the shear layers even
without triggering it explicitly by introducing disturbances.
Top Surface
(a) SM (b) KET
(c) SM (d) KET
Bottom Surface
(e) SM (f) KET
(g) SM (h) KET
Figure 3.6: Distribution of Cp statistics on the central alignment.
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3.4.3 Spanwise averaged quantities
The z− avg distributions of C ′p, denoted as Cp(z− avg) ′, are reported
in Fig. 3.7 for each case. Data concerning the central section statistics
(see Fig. 3.6) are repeated in this figure in order to better highlight
differences with respect to the corresponding z− avg values. Focusing
on the top surface, the SM model shows that the gap between C ′p and
Cp(z−avg)
′ increases proceeding from the leading edge to the trailing
one, where the peak value of Cp(z− avg) ′ is radically decreased with
respect to the central alignment for both smooth and turbulent inlet
condition. The flow two-dimensionality is dominant close the leading
edge, where z− avg statistics are identical to the central section one,
while the flow three-dimensional mechanisms prevail downwind. This
trend is confirmed by the KET model, even if in this case the gap be-
tween C ′p and Cp(z−avg) ′ is reduced if compared with the SM model,
suggesting that the predicted flow is more correlated in the span wise
direction.
Considering results of the SM model on the bottom surface, the re-
duction between z− avg and central section statistics is higher when
the inflow turbulence is considered. In fact, while for the smooth inlet
condition the z− avg peak value is roughly 66% of the central section
one, when turbulence is taken into account, the peak of Cp(z−avg) ′ is
only the 44% of the corresponding C ′p value. Therefore, the SM model
shows that the inflow turbulence contributes to decrease the flow cor-
relation in the span wise direction to a great extent, much further the
direct uncorrelating effects of incoming turbulence.
In agreement with previously reported results, the KET model does
not show such an high sensitivity, being differences between Cp(z−
avg) ′ and C ′p in smooth and turbulent condition almost identical. Qual-
itatively, by observing the rms distributions in terms of both peak am-
plitude and position, results obtained by using the KET model appear
to be intermediate between the ones obtained in smooth and turbulent
flow by using the SM model.
3.4.4 Correlations
This section reports the Cp correlations along the span wise direction
for three different sections, located at s/D = 1.75, 3.00 and 4.25. Data
acquired on probes close to the edges in the span wise direction can
be affected by the prescribed boundary conditions, therefore results
are presented disregarding a part of the rectangular cylinder near to
the boundary, being z/D ranging from −2.5 to 2.5. Fig. 3.8 shows the
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Figure 3.7: Comparison between z-averaged and central section statistics for the SM and
KET turbulence models.
correlation of Cp, indicated as RCp , obtained for the SM model on
top and bottom surfaces for smooth and turbulent inlet, while results
obtained by using the KET model are reported in Fig. 3.9.
Interestingly, in this case the correlation appears to be higher when a
small incoming turbulence level is considered. The authors conjecture
that this behaviour might be related to the fact that, when perfectly
smooth conditions are considered, the flow impinges on the trailing
edge as it can be deduced from time-averaged streamlines reported in
Fig. 4.9. Contrarily, when incoming turbulence is considered, a higher
level of entrapment of the separation bubble is observed, probably lead-
ing to higher along-span correlations. Regarding the bottom surface
and focusing on results obtained by means of the SM model, an oppo-
site behavior is recorded. This fact might be due to the development of
span wise vortical structures that decrease the flow correlation (see for
example Sasaki and Kiya [77]).
Also in this case, results predicted by using the KET model are
qualitatively intermediate between the ones obtained by using the SM
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Figure 3.8: Correlation functions for the SM model in smooth and turbulent inflow con-
dition.
model in smooth and turbulent conditions and a good stability with
respect to the incoming turbulence level is observed.
3.5 conclusions
In this paper, Large Eddy Simulations have been performed aiming at
studying the unsteady flow field around a rectangular cylinder with
aspect ratio 5:1 at 4◦ attack angle, when a small level of incoming tur-
bulence is taken into account. Two different turbulence models have
been considered, namely the classical Smagorinsky-Lilly model and
the Kinetic Energy Transport model. Both of them have been studied
by adopting perfectly smooth and turbulent inlet conditions, with tur-
bulence intensity set equal to 0.7%. The inflow turbulence has been syn-
thetically generated with the MDSRFG method and introduced in the
computational domain by modifying the velocity-pressure coupling al-
gorithm. Results in terms of flow bulk parameters, time-average and
rms of the pressure coefficient distributions in correspondence of the
prism central section have been compared to available experimental
data. It appears that, when the Smagorinsky-Lilly model is adopted,
the modeling of a realistic turbulent inflow is important in order to ob-
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Figure 3.9: Correlation functions for the KET model in smooth and turbulent inflow con-
dition.
tain accurate results, since, even small values of the incoming flow tur-
bulence intensity, can deeply affect results. The Kinetic Energy Trans-
port model proved to be less sensitive to the low inflow turbulence and
provided results qualitatively intermediate between the Smagorinsky-
Lilly model adopted with perfectly smooth and turbulent inflow condi-
tions. The different behavior of the two considered models can be due
to the fact that the Smagorinsky-Lilly model is not able to make the
turbulent eddy viscosity null, showing to be too dissipative and fail-
ing in accurately predicting the laminar to turbulent transition. On the
contrary, the Kinetic Energy Transport model can adjust the turbulent
eddy viscosity depending on the subgrid kinetic energy, showing satis-
factory results for both smooth and turbulent inlet conditions. Indeed,
the less dissipative behavior of the Kinetic Energy Transport model
with respect to the Smagorinsky-Lilly model allow the shear layer in-
stabilities to develop even without directly triggering them with in-
coming disturbances. In all, when incoming turbulence is considered,
a good agreement between numerical results and experimental data is
observed, in particular in terms of time-average pressure distributions.
Moreover, the differences between the flow fields obtained by the two
considered models significantly reduce.
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The flow field around the rectangular cylinder with aspect ratio 5:1 has
been widely investigated in recent literature as a prototype of reattached flow
around elongated bluff bodies like bridge decks and high rise buildings. Due
to the technical importance of such flows, many research works have been pro-
posed aiming at studying the accuracy of available simulation techniques in
reproducing the flow organization. When Large Eddy Simulations (LES) are
considered, to the authors’ knowledge, the proposed contributions focused on
perfectly smooth inlet conditions which, indeed, represent more an exception
than a rule in Computational Wind Engineering. In the present paper, LES are
performed aiming at reproducing the modifications occurring in the flow when
turbulent inflow conditions are adopted. In order to synthetically produce the
unsteady inlet condition, a divergence-free and spatially correlated fluctua-
tions field is generated by means of the Modified Discretizing and Synthesiz-
ing Random Flow Generator technique. The obtained synthetic fluctuations
are imposed in the computational domain by modifying the velocity-pressure
coupling algorithm in order to avoid nonphysical pressure fluctuations. Two
configurations, corresponding to mild and strong incoming turbulence lev-
els, are investigated highlighting the role played by the spanwise domain size.
Results are compared to experimental data showing good agreement between
experiments and numerical simulations.
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4.1 introduction
The prediction of the aerodynamic behavior of bluff bodies at high
Reynolds numbers is of fundamental importance in the field of Wind
Engineering and has been widely investigated in the literature. Re-
cently, thanks to the increase in the computer power, Computational
Fluid Dynamics is becoming an attractive tool, complementary to wind
tunnel tests, for the study of the structure aerodynamic behavior in the
early stage of the design process. Nevertheless, due to the complexity
of the turbulent flows usually encountered around bluff bodies, the
prediction of pressure distributions still represents a demanding engi-
neering challenge.
Several numerical studies analysed the complex flow organization
around bluff bodies in order to characterize both their aerodynamic
and aeroelastic behavior [58–60, 64, 78–85] in some cases presenting
also the sensitivity of these analyses to the body geometrical details
[86] and to the inflow turbulence characteristics as the turbulence inten-
sity and the turbulence length scale [61, 87]. Recently, the flow around
the 5:1 rectangular cylinder received increasing attention and became
a standard benchmark in the Computational Wind Engineering (CWE)
community thanks to the BARC project [63]. In fact, despite its geomet-
ric simplicity, such rectangular cylinder represents a very interesting
case from the aerodynamic point of view: the flow field is characterized
by strong detachments at the leading edge which lead to the formation
of shear layers, unsteady recirculation bubbles and vortex shedding.
The reattachment point location, responsible for the global flow organi-
zation, is strongly related to the stability conditions of the shear layers
detached from the leading edges, rendering the numerical simulation
of such flow an extremely challenging task [62]. Without surprise, the
first four years of activity of the BARC project highlighted a remarkable
variability of the results obtained by different research groups, even for
what concerns time-averaged flow fields at null attack angle [64]. Fur-
thermore, the dispersion observed in the experimental data presented
within the BARC project highlighted the sensitivity of the flow to the
adopted experimental setup and, indeed, further stressed the remark-
able difficulties that can be expected in the numerical simulation of
such instability-driven phenomena.
As regards numerical simulations, a remarkable research work has
been done in the framework of Reynolds-averaged Navier-Stokes (RANS)
turbulence models. In particular, the sensitivity of results based on
RANS models has been deeply investigated by Mariotti et al. [88],
which performed uncertainty quantification analyses aiming at study-
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ing the effects of the angle of attack, the incoming turbulence intensity
and the incoming turbulence length scale. Among other results, it is
shown that the inflow turbulence intensity not only affects the fluc-
tuating pressure field on the prism surface, but, in accordance with
experimental results, also its average distribution, in particular close
to the leading edge. When Large Eddy Simulations (LES) turbulence
models are considered, to the authors’ knowledge, the analyses pre-
sented in the literature focused exclusively on perfectly smooth inlet
conditions [64] which represent an extreme case of limited practical
relevance for Computational Wind Engineering applications. From this
perspective, assessing the capability of commonly adopted LES mod-
els in reproducing the flow modifications occurring in the presence
of incoming turbulence for reattached flows represents a matter of
utmost importance in the field of CWE [53]. On this regard, it must
be noticed that the commonly adopted smooth inlet condition might
contribute to the observed scatter in the numerical results. In fact, in
the absence of incoming disturbances, the position of the reattachment
point is controlled by the natural insurgence of Bloor-Gerrard vortices
in the detached shear layers. On the contrary, the presence of incom-
ing turbulence facilitates the destabilization of the shear layers whose
behaviour, thus, is expected to become less dependent on the amount
of viscosity introduced by the turbulence model. A study on the role
played by low levels of incoming turbulence when LES is adopted in
nominally smooth inlet conditions has been recently presented in [37].
In this paper, aiming at assessing the performance of LES in repro-
ducing reattached flows when a turbulent inflow is adopted, the flow
around a 5:1 fixed rectangular cylinder is studied at null attack an-
gle. Two inlet conditions, characterized by varying turbulence inten-
sity and length scales are considered and the corresponding modifi-
cations in the flow organization are analysed. The fluctuating velocity
field imposed at the inlet is synthetically generated by using the Modi-
fied Discretizing and Synthesizing Random Flow Generator (MDSRFG)
method which guarantees the divergence-free condition and satisfies
prescribed spatial correlation and turbulence spectrum [71]. In order
to avoid nonphysical pressure fluctuations at the inlet, the obtained
fluctuating velocity field is imposed directly within the computational
domain by modifying the PISO (Pressure-Implicit with Splitting of Op-
erator) pressure-velocity coupling algorithm [28]. Additionally, due to
the remarkable computational cost of such simulations, the role played
by the spanwise domain size is also analysed highlighting that, when
turbulent inflow conditions are adopted, its choice must be carefully
considered. Results are compared to experimental data obtained at the
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CRIACIV wind tunnel in terms of flow bulk parameters and pressure
distributions [69, 70].
The paper is organized as follows. In Section 4.2, currently available
turbulence generation methods are reviewed and the one adopted in
the present work is briefly described. The experimental setup adopted
in the wind tunnel tests used for comparison is described in Section
7.3, while Section 4.4 presents the main features of the adopted numer-
ical model. Results obtained by means of numerical simulations are
compared to experimental ones in Section 5.3. Finally, in Section 7.7
some conclusions are drawn.
4.2 turbulent inflow conditions
The generation of realistic unsteady inflow conditions is one of the
main difficulties encountered in LES simulations of turbulent flows.
In this section, a brief review of the most common methodologies
adopted to tackle the problem is reported and the method chosen in
the present paper is presented.
The generation of incoming turbulence can be performed by using
two main approches [89]. The first one is based on the recycling/rescal-
ing of recorded velocity and pressure fluctuations memorized in a
database which can be obtained by means of either a precursor sim-
ulation or wind tunnel tests [90]. As the turbulent fluctuations are ex-
tracted from a simulated or a real flow, they fulfill the Navier-Stokes
equations and are characterized by realistic spectra and integral scales.
The drawback of such an approach is represented by the fact that a
large amount of data needs to be stored, that the characteristics of the
obtained turbulence might be difficult to be imposed a priori and that,
if a precursor simulation is adopted, the computational effort might be
remarkably increased.
The second approach is based on the synthetic generation of the in-
coming turbulence by using random sequences and can be itself subdi-
vided into three main methodologies. The first one consists in building
a trigonometric series based on the FFT of the velocity fluctuations
[91]. Following such an approach, the power spectral density of the
resulting field can be imposed but, generally, the obtained fluctuating
field does not respect the divergence-free condition, causing nonphys-
ical large pressure fluctuations at the inlet boundary. Additionally, the
fluctuating field can not be assembled independently at every point,
so rendering the procedure not ideal for parallel computations. It must
be remarked that an extension of such techniques aimed at correctly
imposing the divergence free condition has been also proposed [92].
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The second methodology is mainly based on the vortex method and
its variants [93, 94]. In this case, discrete coherent vortical structures
are introduced in the computational domain and such methods, espe-
cially in their more recent versions, appear to be promising although
they still do not allow full control over the obtained spectra. The third
method, mainly steams from the work by Kraichnan [95]. In particular,
in the Smirnov’s Random Flow Generation technique (RFG), an inho-
mogeneous and anisotropic velocity field can be obtained starting from
an isotropic field, generated by using Kraichnan’s procedure, by ap-
plying a scaling transformation in accordance with a prescribed veloc-
ity correlation tensor [29]. Unfortunately, these methods can generate
only fields whose spectral density follows the Gaussian model which is
known to contain less energy in the inertial subrange if compared to re-
alistic turbulence spectra, where instead scales represented by LES can
be significative [30]. In fact, it is well known that atmospheric turbu-
lence mainly follows the von Kármán spectrum and that the spectrum
choice is of great significance for the evaluation of loads on buildings
[96, 97]. A review of such kind of turbulence generation procedures,
together with new developments focused on the generation of homo-
geneous anisotropic turbulence, has been recently proposed in [32].
In this paper, velocity fluctuations are generated by adopting the
Modified Discretizing and Synthesizing Random Flow Generation (MD-
SRFG), which belongs to the third category of previously described
synthesis approches. The MDSRFG has several advantages if compared
to other synthesis methods [30, 71]. In particular, the fluctuating veloc-
ity field is generated in accordance with a generic target power spectral
density that can be independently controlled in each space direction.
Furthermore, the generated field is divergence-free and space correla-
tions can be easily controlled. Moreover, the fluctuations time-histories
can be generated independently in each point of interest, so that the
method is suitable for parallel computations. Following the MDSRFG
method, a homogeneous and anisotropic velocity field can be com-
puted as:
ui(x, t) =
M∑
m=1
N∑
n=1
[
pm,ni cos
(
km,nj
xj
Ls
+ωm,n
t
τ0
)
+ (4.1)
qm,ni sin
(
km,nj
xj
Ls
+ωm,n
t
τ0
)]
, (4.2)
with:
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qm,ni = sign(r
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i )
√
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2
, (4.4)

km,n · pm,n = 0,
km,n · qm,n = 0,
|km,n| = fm/U¯,
(4.5)
u2rms,i =
∫∞
0
Si(f)df, (4.6)
where i = 1, 2, 3 while N and M are the number of considered random
extractions and the number of frequencies, respectively. The m − th
frequency adopted for sampling the target spectrum is indicated as
fm, ωm,n is a random number extracted from a Gaussian distribution
N (fm, 2pi∆f), ∆f is the spectrum sampling step, U¯ is the time averaged
velocity, Ls is a factor calibrated a posteriori related to the turbulent
length scale, τ0 is a dimensionless parameter that allows to control
the time correlation of the series and set equal to one in the present
work. Parameters rm,ni are random numbers extracted from a Gaussian
distribution N (0, 1), while Si(k) is the target spectrum for the i− th
velocity component whose total variance is equal to u2rms,i.
In this paper, isotropic turbulence is assumed and the well known
von Kármán spectrum reported below is adopted:
S(f) =
4(IU¯)2(L/U¯)[
1+ 70.8(fL/U¯)2
]5/6 , (4.7)
where I is the turbulence intensity and L is the turbulence length scale.
It should be noticed that in Eq. (4.7) the subscript i has been omitted
since the spectrum is assumed to be identical for the three velocity
components.
It is worth noticing that, despite the fact that the generated flow field
is divergence-free, if it is applied directly at the inlet boundary where a
null pressure gradient is imposed, it causes large nonphysical pressure
fluctuations. In order to overcome this issue, the MDSRFG method has
been adopted aiming at producing a good quality, realistic turbulent
field but the velocity fluctuations have been imposed inside the com-
putational domain rather than been adopted as a boundary condition.
In particular, the PISO algorithm has been modified introducing veloc-
ity fluctuations at the centre of internal cells after the PISO predictor
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step [28]. In such a way, velocities and pressures are corrected by the
pressure-velocity coupling algorithm itself, avoiding nonphysical large
pressure fluctuations and without any additional computational cost.
The effect of such procedure on the solution accuracy was analysed in
detail in [28], showing that the numerical errors introduced by the pro-
cedure are small and in accordance with the levels suggested by Issa
[98].
4.3 experimental setup
In this section, the setup used to obtain the experimental data which
are compared with numerical results is described. The experimental
data were obtained in the open-circuit boundary layer wind tunnel of
CRIACIV laboratory, located in Prato, Italy [69]. The model employed
in the experimental investigations was made of aluminium and was
characterized by width, B, equal to 300 mm, depth, D, equal to 60 mm
and length, Dz, equal to 2380 mm and had sharp edges and smooth
surfaces. The wind tunnel test section was 2.42 m wide and 1.60 m
high, so that the resulting blockage ratio in the vertical direction was
3.75%. The model locking system was conceived in order to avoid
screws and keep lateral surfaces smooth so minimizing disturbances
to the flow. The prism was equipped with 62 pressure taps monitored
by two 32-channels PSI miniaturized piezoelectric scanners at a sam-
pling rate of 500 Hz [70].
Experimental Setup #2 and Setup #6, corresponding to mild and
high turbulence at null attack angle, are used to compare results of
the numerical simulations [69]. The turbulence intensity and the tur-
bulence length scale in the along wind direction for each setup are
reported in Tab. 4.1. Measurements refer to the location of the model
in the wind tunnel facility, but in its absence.
The inflow turbulence was generated by placing upstream the model
two grids characterized by a mesh of 100 mm× 100 mm with 25 mm
thick slats (grid 1) and of 550 mm× 550 mm with 140 mm thick slats
(grid 2). The grid type and the grid position for each setup are listed
in Tab. 4.1, where d indicates the distance of the grid from the longitu-
dinal axis of the model.
Setups Grid d [m] I[%] L/D
#2 1 4.95 2.9 1.3
#6 2 4.95 13.6 3.9
Table 4.1: Experimental setups simulated in the present work [69].
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In order to correct wind tunnel flow asymmetries, the exact position
of the null attack angle is obtained comparing the mean pressure dis-
tributions on the top and bottom surfaces of the prism and rotating the
model of 0.45◦ nose-up with respect to the horizontal plane when sym-
metry is achieved. The Re number, based on D, is in the range between
2.2× 104 and 1.12× 105.
4.4 numerical model
In this section, the characteristics of the numerical model in terms of
domain dimensions and grid features are reported and compared with
other studies, together with the description of the adopted boundary
conditions and the adopted numerical setups. In this study, Setup #2
and Setup #6 as listed in Tab. 4.1 and a Re number based on D equal to
5.5× 104 have been considered. The incoming turbulence is generated
by using the MDSRFG method as previously discussed. The consid-
ered values of the inflow turbulence intensity are close to the ones
suggested in the additional sensitivity analyses proposed within the
BARC project.
The computational domain size and the grid resolution are in overall
agreement with the guidelines provided by Bruno [64] and the BARC
main setup [63]. As showed in Fig. 7.4, the computational domain is
such that Dx = 40B and Dy = 30B leading to a blockage ratio equal
to 0.67%, while the distance of the front face of the prism from the
inlet, Λx, is set equal to 16B. As showed by Mariotti et al. [88], when
the blockage ratio varies from 0.7% to 3.75.%, negligible effects have
been observed on the solution. Therefore, both blockage ratio effects
and boundary effects on the solution can be neglected.
A structured mesh with along wind dimension δx/B = 2.5× 10−3
and cross wind dimension δy/B = 1.5× 10−3 is adopted close to the
wall (see Fig. 4.2 (a)) , leading to an average y+ equal to 1.9. The mesh
stretching ratio close to the wall is set equal to 1.1. Outside the bound-
ary layer, the mesh is unstructured quad dominated and its size is
slowly coarsened up to approximately δx/B = δy/B = 1.8× 10−2 in
the wake (see Fig. 4.2 (b)). The mesh sizing in front of the rectangular
cylinder is grown up to δx/B = δy/B = 5× 10−2 and then maintained
almost constant and structured until the inlet boundary is reached, in
order to limit the numerical dissipation of the introduced fluctuations
field. Finally, the mesh is further coarsened in the far field where an
unstructured mesh is adopted.
The mesh extrusion along the z direction is performed for a total
length of Dz/B = 1 when Setup #2 is considered while for Setup #6,
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Figure 4.1: Model and domain geometry adopted for computational studies [63].
(a) (b)
Figure 4.2: Mesh adopted for the LES simulation: detail of the mesh close to the solid
boundary (a) and mesh in proximity of the body and wake (b).
which is characterized by a higher turbulence length scale (see Tab.
4.1), Dz/B is set equal to 3. Such choice is aimed at minimizing the
effect of the periodic condition as will be later discussed, but additional
simulations, performed by using a domain identical to the one adopted
for Setup #2, are also presented. The cell dimension in the extrusion
direction is set equal to δz/B = 0.02 in both cases. The grid resolution
in the extrusion direction is higher than the minimum requirements
given by Tamura [99]. The mesh characterized by Dz/B = 1 counts
approximately 8.0M, while for Dz/B = 3 the cell number rises up
to about 24.0M and, in both cases, the finite volume aspect ratio is
close to one in the body proximity and in the wake. A comparison
between the domain size and the grid resolution adopted in the present
simulation and other similar ones are reported in Tab. 4.2 and Tab. 4.3,
respectively.
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Source Dx/B Dy/B Dz/B Λx/B
Present simulation (SetupDz/B = 1) 40 30 1 16
Present simulation (SetupDz/B = 3) 40 30 3 16
Bruno et al. [10, 72] 41 30.2 1,2,4 15
Grozescu et al. [73] 41 30.2 1 15
Mannini et al. [74] 200 200 1,2 100
Table 4.2: Parameters of the computational domain as reported by Bruno [64].
Source nw/B δx/B δz/B
Present simulation
5.0× 10−4 2.5× 10−3 0.02
(Setup Dz/B = 1,3)
Bruno et al. [10, 72] 5.0× 10−4 2.0× 10−3 0.042− 0.01
Grozescu et al. [73] 5× 10−4,2.5× 10−4 1.0× 10−2,5× 10−3 0.042,0.01
Mannini et al. [74] 5.0× 10−5 1.4× 10−2 0.0156
Table 4.3: Grid resolution in the boundary layer: comparison with meshes adopted by
other authors as reported by Bruno [64].
As regards the turbulence model, the Smagorinsky-Lilly turbulence
model [40, 41] is adopted aiming at testing a simple and well known ap-
proach which provides good results with the adopted numerical setup.
The wall treatment is performed with van Driest damping law.
The pressure-velocity coupling is obtained for all analyses by using
the well known PISO algorithm with two correctors, modified in order
to introduce the incoming turbulence as discussed in Section 4.2 [28].
The time advancement is performed by using the implicit two-step
second order Backward Differentiation Formulae [11].
For what it concerns the spatial discretization, a centered second-
order differentiation scheme is adopted for the diffusive terms, while,
for non-linear advective terms, the LUST scheme, which proved to be
particularly successful for LES in complex geometries [75], is used.
The LUST scheme is a fixed blend between linear upwind and cen-
tered linear schemes. As recommended by Weller [75], the blending
factor is set equal to 0.25, in order to find the better trade off between
low dissipative behaviour and numerical stability. The characteristic
of the LUST scheme to be less dissipative if compared with the well
known monotonic van Leer scheme makes it suitable for Large Eddy
Simulations. The adopted non-dimensional time step (based on D) is
∆t∗ = 5.0× 10−3 , leading to approximately 1500 steps for a shedding
cycle. The maximum Courant number obtained in all the simulations
is equal to 3.1.
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The mean velocity field is prescribed at the inlet boundary, while
Neumann conditions on the normal component of the stress tensor are
imposed at the outlet boundary. Fluctuations are introduced in a plane
shifted from the inlet one of about 5.0× 10−1B. Symmetry boundary
conditions are imposed at the top and bottom surfaces, while periodic
conditions are adopted on the faces normal to the extrusion direction
(see Fig. 7.4).
The prism has been equipped with 1288 and 3864 pressure monitors
for Dz/B = 1 and Dz/B = 3, respectively, and data are acquired at
each time step, leading to 200 samples for one non-dimensional time
unit. All simulations have been run by using the open source Finite
Volume software OpenFOAM version 2.3.0 on 96 CPUs at CINECA
on the Galileo cluster (516 nodes, 2-eight cores Intel Haswell 2.40 GHz
processors with 128 GB RAM per node).
4.5 numerical results
In this section, the numerical results obtained for each setup are re-
ported and systematically compared with experimental data. Firstly, in
Section 4.5.1 a characterization of the incoming flow is provided. Then,
in Section 4.5.2 results in terms of flow topology and bulk parameters
are reported and compared with those obtained in experimental tests
and other numerical studies. Section 4.5.3 focuses on the analysis of
the pressure coefficient statistics on the central section. Then, in Section
4.5.4 and Section 4.5.5, the span wise correlations and the Covariance
Proper Transformation (CPT) of the obtained pressure distributions are
discussed.
Considering that the introduced turbulence impinges the body after
80t∗, being t∗ = tU/D the non-dimensional time unit, simulations are
run over a total time of 880t∗ while, in order to avoid the effects of
the flow initialization, only the last 500t∗ are considered in the post-
processing. In order to check the convergence of the inflow statistics,
velocities have been sampled in a point located at (−15B, 0, 0). Figure
4.3 (a) reports the inflow statistics in terms of time-average along-wind
velocity, U, and its standard deviation, urms. As it can be seen, after
500t∗ both first and second order statistics reach a plateau, indicating
that a good convergence is achieved.
Focusing on the pressure distribution, a qualitative evidence of the
statistical convergence can be appreciated by focusing on Fig. 4.3 (b),
which reports the distribution of the root mean square of the pressure
coefficient, indicated as C ′p, for the Setup #6. As expected, the distribu-
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tion appears smooth and two-dimensional with very good approxima-
tion, so indicating that a good convergence has been reached.
t U/D
(a)
0 0.5
(b)
Figure 4.3: Incremental average velocity and standard deviation at the inlet boundary (a)
and three-dimensional C ′p distribution for the Setup #6.
Finally, in order to check if the adopted sampling window of 500t∗
can be considered sufficiently extended to reach the convergence of
the first and second order statistics of integral forces, the statistics
of the lift coefficient, CL, and of the drag coefficient, CD, made non-
dimensional with respect to D, have been analysed. Following the
procedure adopted by Bruno et al. [10], the time histories of CD and
CL have been subdivided in sampling windows of extent Tn, where
Tn+1 = Tn + 50t
∗ and T0 = 0t∗. Then, for the n− th sampling win-
dow, the percentage residual φres relative to the considered statistic
has been calculated as φnres =
φn−φn−1
φn
· 100 . The time histories of CL
and CD for the Setup #2 are reported in Fig. 4.4 (a), while the trend of
the percentage residual φres on the considered statistic is shown in Fig.
4.4 (b). The first 180t∗ have been disregarded in order to exclude the
initialization effects. As it can be seen from Fig. 4.4 (b), after 500t∗ the
percentage residual on the rms of CD is less than 2%, while it results
lower than 1% when the average CD and the rms of CL are consid-
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ered (referred respectively as CD and C ′L). Therefore, in the following
the sampling windows of 500t∗, corresponding to about 55 shedding
cycles, has been retained for the calculation of the signal statistics.
C
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D
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t U/D
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t U/D
(b)
Figure 4.4: Time histories of the drag and lift coefficients (a) and convergence of their
statistics (b).
4.5.1 Turbulent inflow characterization
In this section, the main features of the incoming flow are analysed
in order to check the agreement between the statistics of the synthetic
fluctuation field imposed at the inlet and the ones observed in the com-
putational domain. To this purpose, 1680 velocity monitors have been
placed in the domain and velocities sampled at each time step. With
reference to Fig. 7.4, the monitors have been organized in a grid with
−8.0 6 x/B 6 −1.5, −1.25 6 y/B 6 1.25 and −0.25 6 z/B 6 0.25
and with 14 alignments along x, 12 along y and 10 along z. The pro-
files of the time-averaged velocity together with those of turbulence
intensity and turbulence length scale are plotted in Fig. 7.8 (a), (b) and
(c) respectively at z/B = 0 and for two different along-wind positions,
x/B = −15 and x/B = −1.5. It can be noticed that a good agreement
is achieved for the mean velocity component in the stream direction
while the turbulence intensity, Iu, is slightly underestimated with re-
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spect to the target one for both x/B = −15 and x/B = −1.5. The profile
of the turbulent integral length scale reported in Fig. 7.8 (c) is obtained
by fitting the recorded along wind velocity fluctuations spectrum with
the von Kármán one. Also in this case, a reasonable agreement between
the profile obtained from the LES and the target one is reached.
The obtained spectra of the velocity components are reported in Fig.
7.9. In order to check if the fluctuation field is correctly propagated
starting from the inlet boundary and proceeding towards the body,
the spectra are plotted in the correspondence of two different loca-
tions, near the inlet boundary at (−15B, 0, 0) and near the prism at
(−1.5B, 0, 0). Up to frequencies of about 1/20 of the shedding cycle the
target von Kármán spectrum can be considered reproduced with good
accuracy in both the considered locations, so highlighting that vorti-
cal structures are correctly propagated from the inlet boundary to the
immersed body.
(a) (b) (c)
Figure 4.5: Time-averaged velocity (a), turbulence intensity (b) and turbulence length (c)
in along wind direction for the Setup #6 in two different locations. Dotted
lines represent the target values.
4.5.2 Flow topology and bulk parameters
The flow topology for the analysed setups is reported in Fig. 5.9 by
means of isosurfaces of the invariant λ2 coloured with the sign of the
z component of the instantaneous vorticity vector. The λ2 criterion
proved to be successful in reproducing the topology and the geome-
try of vortex core for a large variety of turbulent flows [76]. The iso-
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Figure 4.6: Spectra of the velocity time series obtained from LES for the Setup #6.
surfaces are plotted in correspondence to the maximum lift condition,
when the main vortex on the top side reaches its maximum extension.
It can be observed that the separation of the vortical structures rotat-
ing in the clockwise and anti-clockwise direction (coloured with light
blue) is sharper in Setup #2 than in Setup #6, so clearly highlighting
an increased turbulent mixing in the latter case. In order to better ana-
lyze the instantaneous flow dynamics, Fig. 4.8 shows the instantaneous
streamlines for the two analysed setups in correspondence to the maxi-
mum lift condition. Focusing on the part of the prism near the leading
edge, it can be seen that the destabilization of the shear layer occurs up-
wind when the highest level of the incoming turbulence is considered,
leading to a higher shear layer curvature and consequently to a shorter
reattachment length. Indeed, considering a region that, starting from
the leading edge is 0.5D long, Setup #6 shows the presence of three
vortical structures, while Setup #2 does not highlight vortices within
the same zone. In this case in fact the distance between the first vortex
core and the leading edge is approximately 0.75D.
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(a) Setup #2
(b) Setup #6
Figure 4.7: Isosurfaces of λ2 D2/U2 = −0.375 coloured with the sign of the z compo-
nent of the instantaneous vorticity vector.
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(a) Setup #2
(b) Setup #6
Figure 4.8: Instantaneous streamlines for the two analysed setups and sign of the z com-
ponent of the instantaneous vorticity vector. Detail of the flow dynamics in
correspondence of the leading edge.
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(a) LES-smooth (Patruno et al. [68])
(b) Setup #2 (c) Setup #6
Figure 4.9: Time-averaged streamlines for the three analysed setups.
Looking at time averaged streamlines, other differences between the
analysed setups can be recognized. In particular, the streamlines of
the time-averaged velocity field reported in Fig. 4.9 clearly show the
decrease in size of the time averaged separation bubble and the migra-
tion of the vortex core, which reduces its abscissa from xc/D = −0.19
in case of perfectly smooth inflow to xc/D = −0.63 and xc/D = −1.35
for Setups #2 and #6, respectively, as reported in Tab. 4.4. The same
trend is also showed by the mean position of the reattachment point,
that decreases its abscissa from xr/D = 1.76 in case of smooth inlet to
xr/D = 0.98 and xr/D = −0.20 for Setups #2 and #6. The y coordinate
of the main vortex core, denoted as yc, decreases its value in a less
significant way so that, with reference to the smooth inflow case, its
value is reduced of only 12% for Setup #6. It is worthy noticing that
the length of the mean recirculation bubble is deeply affected by the
numerical setups as well as by the mesh resolution in the spanwise
direction. In particular, when a very low dissipative setup is adopted
together with a very fine resolution in the spanwise direction, the reat-
tachment length shortens becoming even smaller than that found in
the experiments, at least for the smooth inflow condition [100].
Figure 4.10 reports the distribution of the average friction coefficient
Cf made non-dimensional with respect to D on the central alignment
of the rectangular prism. In order to analyze the obtained results, it
is useful to firstly review the organization of the flow around the 5:1
rectangular cylinder. In particular, as described by Bruno [10], the recir-
culation zone can be subdivided into three main sub-regions, accord-
ing to the role played in the shedding mechanism. Proceeding from
the leading to the trailing edge, the first zone is characterized by the
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Inlet Source Re [×104] xr/D xc/D yc/D
Tu
rb
.
Setup #2 5.5 0.98 −0.63 0.81
Setup #6 5.5 −0.20 −1.35 0.72
Sm
oo
th
Bruno et al. [10] (LES) 4.0 2.18 0.04 0.80
Grozescu et al. [73] (LES) 2.0 to 4.0 1.64 -0.17 0.35 to 0.82
Mannini et al.[74] (DES) 2.64 1.72 to 2.06 -1.44 to -0.05 0.77 to 0.88
Patruno et al. [68] (LES) 2.4 1.51 -0.19 0.82
Table 4.4: Reattachment point and main vortex core position.
development of vortices due to the formation of the shear layer insta-
bilities and, in that study, has been named inner-region. A small re-
circulation region is observed in correspondence of the wall, below the
inner-region, which is characterized by opposite vorticity. Downstream
with respect to such regions, vortices coalesce forming the main vortex.
These regions have been qualitatively recognised in Fig. 4.10. For both
the considered setups, a change in sign of Cf highlights the presence of
the aforementioned recirculation region immediately downwind with
respect to the leading edge. This mean vortical structure significantly
reduces its along-wind dimension when the inflow turbulence inten-
sity is increased: its length decreases from 0.96D for the Setup #2 to
0.43D when Setup #6 is considered. Also the inner region appears to
progressively reduce its size when the inflow turbulence increases, be-
coming difficult to be identified when the Setup #6 is considered. The
main vortex region follows the same trend, reducing its extension from
2.43D in Setup #2 to 2.05D in Setup #6.
Figures 4.11 (a) and (b) show respectively the profiles of the average
velocity and of the turbulence intensity on the central section for dif-
ferent along-wind positions, for Setup #2, Setup #6 and for the smooth
case [68]. Focusing on Fig. 4.11 (a), the flow topology previously dis-
cussed can be recognized, with results obtained from Setup #2 being
very close to those relative to the smooth inflow condition. In particu-
lar, according to Fig. 4.10, for Setup #2 the main vortex region extends
from approximately 1.8 6 s/D 6 4.1 and downwind this range, Fig.
4.11 (a) shows that velocity profiles do not change sign anymore, indi-
cating that the average flow is reattached. A similar observation holds
true when Setup #6 is considered, even if, in this case, the main vortex
region extends only from s/D = 1.1 to about s/D = 3.1. If the profiles
reported in Fig. 4.11 (b) are analysed, it can be observed that inside the
corresponding main vortex regions, each setup clearly shows a peak of
the turbulence intensity, while proceeding downwind, profiles tend to
become almost constant. For both analysed setups, the position of this
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recirculation region main vortex
(b) Setup #6
Figure 4.10: Friction coefficient distribution on the central alignment for the two anal-
ysed setups and recognized mean structures according to Bruno et al. [10].
peak of turbulence intensity is located above the point where the aver-
age velocity changes sign, indicating that the highest turbulent mixing
occurs above the main vortex region.
Focusing on the pressure coefficient, Cp, its power spectral density
is plotted in Fig. 4.12 for different along-wind positions on the central
alignment of the prism top surface. For each position, the spectra have
been averaged in the spanwise direction. Regarding Setup #2, Fig. 4.12
shows that for s/D = 3 the signal energy is spread in a wide frequency
range approximately located between fD/U = 0.15 and fD/U = 0.3
without showing clear apparent peaks. When Setup #6 is considered,
both the spectra at s/D = 1.75 and s/D = 3.0 show a peak located
at approximately fD/U = 0.11, that is close to the Strouhal number
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(a)
(b)
Figure 4.11: Profiles of average velocity (a) and turbulence intensity (b) on the central
section in different along-wind positions, for Setup #2, Setup #6 and smooth
flow (the simulation setup is described in Patruno et al. [68]).
obtained in smooth flow conditions, and a second peak at lower fre-
quency located at fD/U = 0.04 approximately corresponding to the
peak of the power spectral density of the incoming velocity field (see
Fig. 7.9). In fact, considering the von Kármán spectra S(f) reported
in Eq. (4.7), the peak value of the function S(f)f can be computed as
fpeakD/U = 0.146(U/L) = 0.037.
The statistics of the flow bulk parameters, obtained by integrating
the pressure field for a spanwise length equal to B and made non-
dimensional with respect to D, are reported in Table 6.1. As expected,
the rms of the lift coefficient clearly grows with increasing turbulence
intensity, while the mean lift coefficient can be considered almost null.
4.5.3 Central section statistics
In this section, the pressure coefficients statistics on the central section
are analysed. Data are presented by adopting the curvilinear abscissa
s as reported in Fig. 7.4. For Setup #2, only the mesh characterized
by Dz/B = 1 is adopted while, for Setup #6, Cp statistics on the cen-
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Figure 4.12: Spanwise averaged power spectral density of the pressure coefficient on the
central section in different along-wind positions for Setup #2 and Setup #6.
Inlet Source CD C′D CL C
′
L
Tu
rb
. Setup #2 0.990 0.042 −0.07 0.55
Setup #6 1.105 0.145 −0.09 1.42
Sm
oo
th
Bruno et al. [72] (LES) 0.96 to 1.03 - -0.315 to -0.0024 0.2 to 0.73
Grozescu et al. [73] (LES) 0.97 to 0.98 - -0.097 to 0.0043 0.52 to 0.65
Mannini et al. [74] (DES) 0.97 to 1.07 - 0.0032 to 0.047 0.42 to 1.07
Patruno et al. [68] (LES) 1.02 0.02 -0.05 0.19
Table 4.5: Statistics of the flow bulk parameters.
tral section are plotted for two different domain extrusions: Dz/B = 3,
that represents the main setup as reported in Tab. 4.2 and for an addi-
tional shorter domain, identical to the one adopted for Setup #2. The
need to increase the domain size for Setup #6 with respect to Setup #2
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and other results presented within the BARC project, should be traced
in the high value of the turbulence length scales found in the experi-
mental data used for comparison. The choice of Dz/B = 3 represents
the result of preliminary tests and has been found to be a reasonable
compromise between accuracy and computational cost. Nevertheless,
due to the remarkable computational effort required to perform such
analyses, results obtained by using Dz/B = 1 are also reported. Such
choice is aimed at providing an evaluation of the inaccuracies that can
be introduced by using relatively small computational domains which
might be attractive in practical applications in order to contain the com-
putational cost.
Looking at Figs. 4.13 and 4.14 it can be observed that the reattach-
ment point migrates upstream, leading to an upstream shift of the pres-
sure recovery zone when the turbulence intensity is increased in agree-
ment with previous observations. Focusing on Setup #2, a good accor-
dance in terms of time-averaged pressure coefficients between numeri-
cal and experimental data is achieved along the whole path. Regarding
Setup #6, the dependence of the obtained results on the domain size
can be clearly observed: Dz/B = 3 appears to be close to the experi-
mental data while a considerable decrease in accuracy is observed for
Dz/B = 1.
Considering Figs. 4.13 and 4.14, which report the C ′p distributions, it
can be also seen that at the frontal stagnation point (i.e. s/D = 0) the
recorded value is equal to 2I with good approximation for all setups,
indicating that the energy content of the impinging flow is in good
accordance with the experimental one. Additionally, the comparison
between the simulation and the experimental results reveals an over-
estimation of C ′p in the pressure-recovery zone, which has been often
observed in LES results presented within BARC.
Moreover, for Setup #2, the peak of C ′p approximately corresponds
to the reattachment point position of the time averaged velocity field.
Such position falls in the central part of the pressure recovery zone in
both numerical and experimental results. When Setup #6 is considered,
such observation does not hold as experiments show that the peak is
located in a zone characterized by relatively high suctions. Also in this
case, the accuracy of the obtained results increases when the larger do-
main is adopted, although the peak position is slightly shifted down-
wind also when the larger domain is considered.
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Figure 4.13: Distribution of Cp statistics on the central section for Setup #2 .
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Figure 4.14: Distribution of Cp statistics on the central section for Setup #6 .
4.5.4 Correlations
This section aims at analyzing the Cp correlations along the extrusion
direction. As a general comment, it should be noticed that spanwise
correlations obtained from numerical simulations are deeply affected
by the spanwise grid resolution, by the numerical model adopted and
by the spanwise dimension of the computational domain [64, 74]. In
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particular, the spanwise cell dimension (δz/D) shows to deeply influ-
ence the RCp distributions, decreasing correlations when the spanwise
cell resolution is increased [11]. Nevertheless, as shown by Bruno et
al. [11] the spanwise grid resolution δz/D = 0.1 and the spanwise
domain dimension Dz/B = 1 lead to acceptable results, representing a
good trade-off between accuracy and computational cost when smooth
inflow conditions are adopted. This is confirmed also by the good re-
sults obtained in Sec. 4.5.3 for Setup #2. Note that Setup #6 clearly
showed increased accuracy when the mesh characterized by Dz/B = 3
has been adopted. In order to highlight the problem, Fig. 4.15 reports
correlation functions, denoted as RCp , for all analysed cases at three
points located at s/D = 1.75, 3.00 and 4.25.
With reference to Fig. 4.15, it is shown that, when Setup #2 is consid-
ered, correlations, although they do not reach a null value, fall rapidly
to small values in the proximity of 0.30 for z/D = 1.25. When Setup
#6 is analysed, it can be clearly seen that correlations never go below a
minimum value of approximately 0.7 when Dz/B = 1 is considered.
Such effect, related to the high value of the turbulent length scale,
has been well studied by Shirato et al. [101], which experimentally
observed an almost linear relation between the spanwise correlation of
the lift force (calculated on two-dimensional strips) and the incoming
turbulent length scale. In numerical simulations, this high value of RCp
denounces also a relatively high effect of the periodic boundaries on
the flow field and it is responsible for the diminished accuracy of the
simulations which, thus, should be performed on a wider computa-
tional domain. Interestingly this effect not only affects the fluctuating
flow field but also appreciably modify the time-averaged pressure dis-
tribution on the prism central section. When the domain characterized
by Dz/B = 3 is considered, correlations decrease more steeply and
results appear to be characterized by higher accuracy. Figure 4.16 pro-
vides a qualitative comparison of the incoming vortical structures char-
acterizing Setup #2 and Setup #6. In can be observed that, while the
Setup #2 does not show the presence of strong incoming vortices, when
Setup #6 is considered, the incoming flow vortical structures become
apparent and that their scale is comparable to the prism dimensions.
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(a) Setup #2
(b) Setup #6
Figure 4.15: Spanwise correlation for the two analysed inflow conditions.
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(a) Setup #2
(b) Setup #6
Figure 4.16: Isosurfaces of λ2D2/U2 = −0.0125 coloured with the sign of the z com-
ponent of the instantaneous vorticity vector: focus on the incoming turbu-
lence.
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4.5.5 Covariance Proper Transformation
Covariance Proper Transformation (CPT) is here adopted aiming at
further characterizing the flow dynamic behaviour and at describing
the fluctuating pressure field. According to the CPT methodology [102,
103], starting from pressure time histories measured at each pressure
tap the eigenvalues and the eigenvectors of the covariance matrix have
been extracted. Each eigenvalue represents the variance associated to
the corresponding eigenvector, hereinafter referred as pressure mode.
The modes have been calculated up to the 95 % of the total variance.
Since the CPT modes are inherently related to the domain dimensions,
in order to compare the mode shapes and the associated variances,
all the results hereinafter presented are relative to a domain spanwise
dimension Dz/B = 1. In order to do this, only the central third of the
domain used for Setup #6 is here considered, so rendering the two
simulations comparable. Then, the CPT technique has been applied as
previously described.
The first three pressure modes for each analysed setup are reported
in Fig. 4.17. It clearly appears that the first two CPT modes are strongly
two-dimensional in all the considered setups. From the qualitative
point of view, a good correspondence between the first two modes
is preserved despite the radical changes in the flow topology, meaning
that the order in which mode shapes appear seems rather stable. Never-
theless, for all modes shapes, the migration of the pressure fluctuation
peaks toward the leading edge is clearly observed.
Table 4.6 reports the ratio between the variance associated to each
CPT mode, indicated as σ, and the total variance, σt, for the analysed
cases and the first 8 modes. In particular, in the table, modes which
are symmetric with respect to the xy plane are denoted as Sym., the
antisymmetric ones as Asym., while the dash indicates modes which
do not fall in such categories.
It should be noticed that Mode 1 is the one which strengthen the
most, passing from 15% to 26% of the total variance, indicating a strong
energy concentration on a mode which is antisymmetric with respect
to the xy plane. Mode 2 appears to be antisymmetric in both Setup
#2 and #6. As a result, taking into account the first eight modes, it
is observed that the total variance associated to antisymmetric modes
increases with the incoming turbulence intensity if compared to the
one associated to symmetric ones. In fact, the sum of the variance as-
sociated to asymmetric modes passes from 25% for Setup #2 to 41%
for Setup #6. This is indeed coherent with the fact that the incoming
turbulence unsteadily modifies the flow attack angle, providing energy
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mainly to antisymmetric modes. Additionally, it should be noticed that
Mode 3 of Setup #6 is the only one of the first eight modes that clearly
involves the frontal surface and its associated variance is equal to 5%
of the total one.
Mode Setup #2 Setup #6
σ/σt [%] Type σ/σt [%] Type
1 15 Asym. 26 Asym.
2 7 Asym. 10 Asym.
3 3 - 5 Sym.
4 3 Asym. 3 Sym.
5 2 Sym. 3 Asym.
6 2 - 2 Asym.
7 2 - 2 -
8 1 - 2 Sym.
Table 4.6: Comparison of the percentage of the total variance (first 8 modes) between
analysed setups.
4.6 conclusions
In the present paper, LES simulations of the unsteady flow field around
a prism characterized by a rectangular 5:1 cross section in presence of
incoming turbulence have been performed. The study has the twofold
objective of analysing the main flow features modifications occurring
in reattached flows in presence of incoming turbulence and assess LES
turbulence models ability in reproducing them.
Two different inflow conditions, corresponding to mild and strong
inflow turbulence levels have been analysed. The unsteady inflow con-
ditions have been synthetically generated by adopting the MDRSFG
model and imposed in the computational domain by modifying the
PISO algorithm in order to avoid non-physical pressure fluctuations.
The analysed inflow conditions are characterized by increasing incom-
ing turbulence intensity and turbulence length scale, so allowing to
test the numerical model performances in radically different configu-
rations. Results have been compared with available experimental data
in terms of both time-average and root mean square of the pressure
coefficients in correspondence of the prism central section.
It appears that the changes in the flow topology due to the presence
of incoming turbulence can be well reproduced by LES simulations.
The shear layer instabilities arise closer to the leading edge when the
higher level of inflow turbulence is analysed, leading to higher shear
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(a) Setup #2 - Mode 1 (b) Setup #6 - Mode 1
(c) Setup #2 - Mode 2 (d) Setup #6 - Mode 2
(e) Setup #2 - Mode 3 (f) Setup #6 - Mode 3
Figure 4.17: First three CPT mode shapes for the analysed setups.
layer curvature and consequently to a shorter reattachment length. The
statistics of the pressure coefficient along the prism central section are
well predicted by LES, even for low levels of incoming turbulence,
the maximum C ′p is generally overestimated. When the higher inflow
turbulence intensity is considered, results appear to be acceptable in
terms of both time-average and root mean square of the pressure coef-
ficient distributions, even if LES predicts the peak of C ′p slightly shifted
downwind with respect to experimental data. It should be noticed in
this case that the ratio between the inflow turbulence length scale and
the domain spanwise extension plays an important role, showing that
the accuracy of the obtained results significantly improves as this ra-
tio decreases. Finding an appropriate compromise between accuracy
and computational cost appears to be a challenging task in presence
of large scale incoming turbulence as, in this cases, large domains
should be ideally adopted in order to decrease the effects of the pe-
riodic boundary conditions leading to extremely demanding simula-
tions.
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Finally, Covariance Proper Transformation has been used in order
to further characterize the flow dynamic behaviour. In such case, it
has been observed that the presence of incoming turbulence leads to
the concentration of the flow energy in antisymmetric CPT modes. In
all, the numerical results are in good agreement with the experimental
ones and show that the presence of incoming turbulence might repre-
sent an advantage in the simulation of reattached flows around bluff
bodies.
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Part II
L E S A P P L I C AT I O N S F O R
A S S E S S M E N T O F W I N D L O A D S O N
B U I L D I N G S
The traditional approach to validate numerical models when
dealing with wind loading problems consists in comparing
numerical predictions of the statistics of the pressure field
to the corresponding experimental measurements. In order
to assess LES capabilities to be adopted as a complemen-
tary design tool alongside wind tunnel tests, in this part
LES results are compared to experiments not only in terms
of pressure statistics distributions, but also in terms of in-
ternal forces in the structural members. First, LES are per-
formed to assess wind loads on a low-rise building. Then,
wind loads on a high-rise building are analysed. In both
cases simulations are performed for different angles of at-
tack in order to assess LES performances also when the
envelope of different wind directions is considered.

5W I N D L O A D S A N D S T R U C T U R A L
R E S P O N S E : B E N C H M A R K I N G L E S O N A
L O W- R I S E B U I L D I N G
This chapter has been published as:
Ricci, M., Patruno, L., de Miranda, S., Wind loads and structural response:
benchmarking LES on a low-rise building, Engineering Structures, 144:26-
42, 2017.
https://doi.org/10.1016/j.engstruct.2017.04.027
The correct and safe design of structures subjected to the wind actions re-
quires a realistic estimate of the wind effects on their resisting systems. In this
context, the present paper proposes a complete numerical study that, starting
from Large Eddy Simulation of the turbulent flow around a low-rise building,
arrives to the assessment of the wind loading effects, that is the evaluation of
design forces in all structural members. Since it is well known that a realistic
representation of the turbulent features found in the lower part of the atmo-
spheric boundary layer is required in order to obtain accurate predictions of
the structural response, firstly, the incoming flow turbulence is synthetically
generated by means of the Modified Discretizing and Synthesizing Random
Flow Generator technique. Then, the obtained synthetic fluctuation field is
used as inflow condition for the subsequent Large Eddy Simulations taking
into consideration different angles of attack. Results in terms of pressure dis-
tributions statistics are analyzed and systematically compared to experimental
data. Finally, starting from both simulated and experimental pressure fields,
dynamic structural analyses are performed and results directly compared in
terms of design forces in the structural elements.
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5.1 introduction
The evaluation of wind effects often represents a delicate point in the
design of light and slender structures relevant for Civil Engineering
applications. Currently, standard design practice often involves the use
of wind tunnel tests aimed at characterizing the wind action taking into
consideration the aerodynamic behavior of the building itself and the
expected site conditions in terms of terrain roughness and surrounding
obstacles.
More recently, Computational Wind Engineering is receiving increas-
ing attention and, in the next future, it can be foreseen that numerical
simulations based on Computational Fluid Dynamics (CFD) will grad-
ually complement and/or substitute the well established experimental
practice in a number of Wind Engineering applications [9, 23, 68, 82,
104–107]. In fact, numerical approaches could potentially lead to re-
markable savings in terms of time needed to set up the analyses and
provide a flexible and powerful tool able to investigate phenomena
which might be difficult to be represented when scaled models are
adopted. Nevertheless, it should be noticed that, when bluff bodies are
analyzed, CFD results often appear to be inaccurate even when sim-
ple geometries are considered [64, 108–112]. This is often due to the
fact that the local stability criteria of shear layers, usually detached in
correspondence of sharp edges, can strongly affect the overall flow ar-
rangement rendering the global flow organization extremely sensitive
to local behaviours. Unfortunately, such local effects are well known
to be deeply influenced by the incoming flow characteristics, such as
turbulence intensity and turbulence length scales [16] but, when com-
putational models are considered, also by the adopted discretization
schemes, the mesh sizing and the adopted turbulence model. The rela-
tive role of such aspects is nowadays not fully assessed and only a few
studies tried to investigate the issue on a statistical base in order to
validate CFD as a methodology rather than concentrating on a specific
test case solved by adopting a particular setup [64].
In addition to the previously presented difficulties, exactly as in
wind tunnel tests, another crucial aspect is represented by the gen-
eration of appropriate inflow conditions. In fact, an accurate evalu-
ation of wind loads can not leave aside a realistic representation of
the turbulent structures found in the lower part of the atmospheric
boundary layer (ABL). In wind tunnel practice, the need for an artifi-
cial reproduction of the ABL led engineers to design boundary-layer
wind tunnels with long working sections. In particular, Tieleman et al.
[113] investigated the distributions of mean, standard deviation and
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peak pressures on the roof of a low-rise building immersed in a tur-
bulent boundary layer considering different roughness configurations.
He concluded that much attention should be paid to the correct repre-
sentation of the horizontal incoming turbulence intensity, in particular
at the roof height. A review of available experimental techniques which
might prove useful also in numerical simulations, together with new
considerations useful to improve the quality of wind tunnel tests, have
been proposed by Tieleman [114].
Regarding the wind flow around low-rise buildings, a large number
of studies have been proposed in the literature aiming at comparing
numerical results to wind tunnel and full scale measurements [115].
In particular, Richards et al. [116, 117] focused on the Silsoe Struc-
tures Building and compared wind tunnel measurements to numerical
and full scale measurements, showing that a satisfactory agreement
between the different data is obtained in terms of mean pressure coef-
ficient, while differences increase when the fluctuating pressure coef-
ficient and turbulent kinetic energy fields are analyzed. More recently,
Ozmen at al. [118] investigated the wind flow around low-rise build-
ings with gabled roofs having different pitch angles, showing that in
the recirculation regions and mixing layer results obtained by means of
numerical simulations deviate with respect to experimental measure-
ments, in particular in terms of turbulent kinetic energy.
From all previous considerations it is clear that, aiming at assessing
the reliability of numerical simulations as a design tool, a careful val-
idation of the accuracy of the results obtained by means of numerical
models is mandatory before extensive application in practical cases.
Such validation, should take into consideration all the aforementioned
aspects and investigate their relative importance with respect to the
evaluation of design values which are, indeed, the main quantity of
interest. On such regard, it is observed that currently, in the major-
ity of the cases, the accuracy of numerical simulations is assessed by
comparing numerical results to experimental data in terms of pressure
statistics distributions, usually up to the second order. It should be
noted that, although such way of proceeding surely represents the first
step of the aforementioned validation process, it can not be considered
sufficient in order to fully assess numerical simulations as a design
tool with respect to the dimensioning of structural systems. In fact, the
characteristics of the pressure field, which contribute to the definition
of the design loads, inevitably include also the pressure field spatial
coherence, its spectral content and its higher order moments distribu-
tions. Although systematic comparison of all such quantities would be
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theoretically possible, the resulting picture would probably not be of
straightforward interpretation.
In the present paper, in order to overcome such difficulties, a syn-
thetic approach is adopted. In particular, a low-rise building, for which
wind tunnel tests results are publicly available, is considered. Firstly,
Large Eddy Simulations (LES) are performed leading to the numeri-
cal evaluation of unsteady pressure distributions for all the building
surfaces exposed to the wind action. The inflow conditions for such
simulations are synthetically generated by means of the Modified Dis-
cretizing and Synthesizing Random Flow Generator technique (MD-
SRFG) which allows to obtain a solenoidal fluctuating velocity field
allowing to control its temporal and spatial correlations. According
to standard practice, results are firstly analyzed in terms of integral
forces and pressure statistics distributions on the building. Then, start-
ing from both experimental and numerical results, dynamic structural
analysis are performed for each considered attack angle leading to the
definition of design envelopes which contains peak values of the de-
sign forces for each considered structural member. The comparison
between such design envelopes, obtained by considering experimental
and simulated pressure fields, allows to obtain direct indications re-
garding the accuracy of numerical models in terms of design forces.
Adopting such a way of proceeding, all elements contributing to the
definition of the structural response are naturally taken into account,
so providing a synthetic comparison of the predictions of the adopted
numerical model with respect to experimental evidences.
The paper is organized as follows. Section 7.3 describes the setup
used to obtain experimental data while Section 5.3 describes the com-
putational model adopted for the proposed simulations and discusses
the obtained numerical results in terms of pressure statistics distribu-
tions by comparing them with available experimental data. Then, Sec-
tion 6.5 analyses wind loads effects on the structure directly in terms
of internal forces. Finally, in Section 7.7 some conclusions are drawn.
5.2 wind tunnel setup
In this section, the experimental setup adopted to obtain pressure data
used in the following for comparison with numerical results is de-
scribed. Experiments were carried out at the Boundary Layer Wind
tunnel of the Tokyo Polytechnic University (TPU) and are publicly
available for download [7]. The database of the Tokyo Polytechnic Uni-
versity provides pressure measurements for a wide range of low-rise
and high-rise buildings at different angles of attack and for different
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terrain roughness conditions. In the present work the attention is fo-
cused on a low-rise building with gabled roof without eaves. The con-
sidered geometry is characterized by a height (H0) to breadth (B) ratio
equal to 2 : 4, a depth (D) to breadth (B) ratio equal to 3 : 2 and a
roof pith angle (β) equal to 9.4◦ (see Fig. 5.2 (a)). In experiments the
length scale was set at 1/100, leading to a model with B = 160 mm,
D = 240 mm and H0 = 80 mm. The wind tunnel section was 2.2 m
wide and 1.8 m high, leading to a blockage ratio lower than 1%. The
wind field profile reproduced in the wind tunnel corresponded to that
of terrain category III according to the Architectural Institute of Japan
(AIJ) standards [119]:
U(z) = 1.7
(
z
ZG
)α
Uref, Zb < z 6 ZG, (5.1)
U(z) = 1.7
(
Zb
ZG
)α
Uref, z 6 Zb, (5.2)
where the exponent α is equal to 0.2, ZG is a reference height of the
ABL equal to 450 m, Zb represents the characteristic dimension of
the surface roughness element and it is equal to 10 m while Uref is
the reference wind velocity measured at a height of 10 m (previously
introduced quantities should be intended to be in full scale). In the
wind tunnel tests here adopted for reference Uref is equal to 7.4 m/s
and it is measured at a height equal to zref=0.1 m from the wind
tunnel floor.
In wind tunnel tests, also the turbulence intensity profile as pre-
scribed by AIJ, has been reproduced. This profile is reported in Eqs.
(6.3) and (6.4) for the terrain category III:
I(z) = 0.1
(
z
ZG
)−α−0.05
, Zb < z 6 ZG, (5.3)
I(z) = 0.1
(
Zb
ZG
)−α−0.05
, z 6 Zb. (5.4)
As in standard wind tunnel practice, the correct wind velocity pro-
files have been obtained by means of turbulence-generating spires and
square blocks as roughness elements placed upstream the model.
It is noticed that, according to the experimental setup, the blocks
distribution adopted in the preliminary simulation is uniform over the
bottom of the wind tunnel, so an empirical estimation of the roughness
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length can be also obtained by using the equation proposed by Lettau
[120]:
z0 = 0.5h
Ar
At
, (5.5)
where z0 is the roughness length as defined by EN1991-1-42005 [121],
Ar is the area of the element normal to the wind direction and At
is the ground area per roughness element, as reported in Fig. 5.1. The
hAr
Wind
A
t
Figure 5.1: Roughness block geometry.
resultant roughness length is about 0.22 m in full scale, showing a good
agreement with the roughness of the considered terrain category when
compared to the analogous one reported in EN1991-1-42005 [121].
Experiments were conducted for seven wind directions, starting from
θ = 0◦ to θ = 90◦ with a step of 15◦. The wind angle of attack θ is de-
fined so that θ = 0◦ corresponds to the direction parallel to the roof
ridge, as reported in Fig 5.2 (b). The model was equipped with 192
pressure taps that acquired synchronously at a sampling frequency of
500 Hz for a duration of 18 seconds.
5.3 large eddy simulations of the tur-
bulent flow around a low-rise build-
ing
In this section, the characteristics of the adopted numerical model are
described together with the obtained numerical results. Firstly, Section
5.3.1 describes the geometry of the computational domain, together
with the numerical schemes and the adopted turbulence model. Then,
in Section 5.3.2, a discussion of the turbulent inflow condition adopted
for LES is provided. Finally, in Section 5.3.3, the LES results in terms
of pressure statistics distributions are presented.
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Figure 5.2: Geometry of the low-rise building: three-dimensional (a) and top (b) views.
5.3.1 Numerical setups
The computational domain dimensions together with the adopted ref-
erence system are reported in Fig. 7.4. The reference system origin
is located in correspondence to the center of the building windward
facade. The across-stream section is 27.5H0 wide and 22.5H0 high in
accordance to the actual measures of the wind tunnel facility, while the
distance of the building from the inlet boundary is set equal to 25H0 in
order to avoid boundary conditions effects on the solution. The outflow
boundary is placed at a distance equal to 37.5H0 from the building so
that the overall domain dimensions result to be higher than the mini-
mum requirements provided by Tominaga et al. [122]. Three rows of
square blocks with edge length equal to 1.25H0 are placed upstream
the model and arranged in agreement with the wind tunnel tests so
that the minimum distance of the roughness blocks to the building
model is equal to 12.5H0. The role played by such rows of blocks will
be further discussed in Section 5.3.2.
88 wind loads and structural response : benchmarking les on a
low-rise building
The mean velocity profile is prescribed at the inlet boundary, while
Neumann conditions on the stress tensor are imposed at the outlet.
The fluctuating part of the velocity field is generated by means of the
MDSRFG method and, then, introduced by modifying the pressure-
velocity coupling algorithm as reported by Kim et al. [28]. Symmetry
conditions are prescribed on top and lateral surfaces, while bottom and
building surfaces are modeled as walls.
Grid independency of the solution, not here reported for brevity,
has been checked by means of meshes with a refinement ratio equal to
two in all directions in the proximity of the building. When negligible
differences have been observed between subsequent refinements, the
obtained mesh has been used for all subsequent analyses. In the re-
sulting grid, a structured mesh is adopted close to the wall, where cell
dimensions in x, y and z directions are respectively δx/H0 = δy/H0 =
1.5× 10−3 and δz/H0 = 1.3× 10−4, leading to a resolution higher than
that suggested by Tominaga et al. [122]. In front of the building, the
mesh sizing is slowly coarsened up to δx/H0 = δy/H0 = δz/H0 =
2.5× 10−2 and then maintained constant until the inlet boundary is
reached. No further coarsening has been adopted in order to minimize
the numerical dissipation caused by the grid and, so, to correctly prop-
agate incoming turbulent fluctuations. A frontal and a lateral view of
the mesh in the proximity of the model are shown in Fig. 6.5.
As regards the sub-grid scales model, the Smagorinsky-Lilly turbu-
lence model [123] with, in addition, the transport equation of the sub-
grid turbulent kinetic energy is adopted. The near wall treatment is
performed by adopting the van Driest damping function for the turbu-
lent eddy viscosity.
The pressure-velocity coupling is obtained by means of the well
known PISO algorithm, modified in order to introduce the incoming
turbulence in the inflow region [28]. The time advancement scheme is
the implicit two-step second order Backward Differentiation Formula
[11]. The adopted dimensionless time step is ∆t∗ = 8.75× 10−3, being
t∗ = tUref/H0 the dimensionless time, leading to a maximum Courant
number in all simulations equal to 3.1 and a mean one equal to 0.05.
The mean dimensionless wall distance y+ is equal to 2.3.
As regards the spatial discretisation, a centered second-order differ-
entiation scheme is adopted for the diffusive terms, while, for non-
linear advective terms, the LUST scheme with a blending factor equal
to 0.25 is used. The LUST scheme is second order accurate and proved
to be particularly successful for LES in complex geometries [124], offer-
ing a good trade-off between low dissipative behavior and numerical
stability.
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The building has been equipped with 1288 pressure monitors and
data acquired at each time step. Simulations have been run by using
the open source Finite Volume software OpenFOAM r and, after per-
forming some scalability tests, analyses have been performed by using
80 CPUs at CINECA on the Galileo cluster (516 nodes, 2-eight cores
IntelrXeonr2.40 GHz processors with 128 GB RAM per node). Each
simulation required about 2.5× 104 CPU hours.
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Figure 5.3: Computational domain adopted for the numerical study.
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Figure 5.4: Mesh adopted for LES near the building: frontal (a) and lateral (b) views.
5.3.2 Inflow generation for LES
In the following, details regarding the inflow generation adopted in the
present simulation are reported. Firstly, a preliminary LES of the wind
tunnel, including the complete upstream arrangements of roughness
blocks, is performed in order to fully characterize the experimental
conditions. Then, the obtained results are used in order to synthetically
generate the inflow turbulence of the main simulation.
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5.3.2.1 Preliminary analysis
Since the experimental measures of the turbulence length scales L are
not explicitly reported in the aerodynamic database for low-rise build-
ings of TPU [7], a preliminary simulation is used in order to evalu-
ate such quantity. The numerical setups and the turbulence sub-grid
model adopted for this analysis are the same as those described in Sec-
tion 5.3.1. A uniform and constant velocity profile is imposed at the
inlet boundary and its value is set in order to have the same mass flow
of the power-law profile recorded in experimental tests. Velocities are
sampled at each time step in a grid of monitors arranged in a plane
orthogonal to the flow and located where the model is placed during
testing. The analysis is run as long as the wind tunnel tests and the
post-processing has been done discarding the first 900t∗, where t∗ is
the dimensionless time based on the height of the roughness blocks
(indicated as h in Fig. 5.1) and Uref.
Figure 5.5 (a) shows the geometry of the computational domain and
the layout of obstacles, while Fig. 5.5 (b) shows the resulting topol-
ogy of the flow by means of three-dimensional iso-contours of the sec-
ond invariant of the velocity gradient tensor, hereinafter referred as Q,
coloured by instantaneous pressure. As it can be seen from Fig. 5.5 (a),
the reference system adopted in this case is the same as that reported
in Fig. 7.4, so its origin corresponds to the section where the model
will be placed afterwards.
The along-wind turbulence integral length scale is calculated from
such simulation by applying Taylor’s hypothesis and using the velocity
time-histories measured at (0,0,1.25H0), that is at the reference height.
The along-wind turbulence length estimated in such a way is equal to
0.35 m and it is found to be very close to the value of 0.4 m reported
in Kim and Tamura [125], who describe an experimental setup which
is very similar to that considered in the present study and relative to
the same wind tunnel facility.
5.3.2.2 Synthetic inflow conditions
Once an estimate of the target integral turbulence length scale has been
obtained by using the preliminary simulation, a synthetic inflow con-
dition can be generated. In the present work, velocity fluctuations are
synthetically generated by means of the MDSRFG method according
to the anisotropic von Kármán spectra reported below:
Su(f) =
4(IuUref)
2(Lu/Uref)
[1+ 70.8(fLu/Uref)2]5/6
, (5.6)
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Figure 5.5: LES of the fetch as reported by the wind tunnel setup: three-dimensional
view of the wind tunnel (a) and iso-contour of Q coloured by instantaneous
pressure (b).
Sv(f) =
4(IvUref)
2(Lv/Uref)[1+ 188.4(2fLv/Uref)2]
[1+ 70.8(fLv/Uref)2]11/6
, (5.7)
Sw(f) =
4(IwUref)
2(Lw/Uref)[1+ 188.4(2fLw/Uref)2]
[1+ 70.8(fLw/Uref)2]11/6
, (5.8)
where I is the turbulence intensity, Uref is the average wind velocity at
the reference height as previously defined, L is the turbulence length
scale and u, v,w subscripts indicate the components of the velocity
vector in x,y and z directions, respectively. According to experimental
measurements, the along-wind turbulence intensity is set as Iu = 0.26
at 10 m height in full scale, while, according to the literature, Iv =
0.75Iu = 0.195 and Iw = 0.5Iu = 0.13 [126].
Then, the upstream arrangement of obstacles has been removed, ex-
ception made for the first three alignments, and the domain shortened
(see Fig. 7.4). The synthetic fluctuations field, generated by means of
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the MDSRFG, is thus applied as inlet condition and introduced in a
plane parallel to the inlet and shifted downwind with respect to it of
2.5× 10−2 H0, following the procedure proposed by Kim et al. [28].
Unfortunately, the MDSRFG method does not take as input the tar-
get value of the turbulence length scale but, rather, a length scale pa-
rameter [32]. Therefore, an iterative process is necessary in order to
obtain a fluctuating velocity field characterized by the desired value
of the turbulence length in correspondence to the section where the
model is placed.
Then, several LES of the empty wind tunnel have been performed
and velocities monitored. Simulations are iterated until the length scale
parameter adopted for the inflow generation is able to reproduce the
target turbulence characteristics in the testing section. Figure 7.8 re-
ports the profiles on the central alignment of the average velocity, of
the turbulence intensity and of the turbulence integral length mea-
sured along the vertical alignment at x/H0 = y/H0 = 0 (see Fig. 7.4
and Fig. 5.5 (a)). Aiming at comparing experimental and numerical re-
sults, these profiles are plotted by analyzing data obtained by using
LES of the wind tunnel, LES of the testing section with the synthetic
inlet condition and from experimental measurements. Furthermore, a
comparison with the AIJ standard is provided.
Focusing on the average wind velocity profile shown by Fig. 7.8 (a),
a very good agreement between experimental measurements and data
obtained by means of LES with the synthetic inlet is observed. Indeed,
experimental and numerical profiles appear to be very close to each
other, in particular in the lower part of the simulated ABL, which is
of major interest for low-rise buildings. As regards the along-wind tur-
bulence intensity, Fig. 7.8 (b) shows that the profile obtained by using
the synthetic inlet condition is in good agreement with that obtained
by simulating the wind tunnel, even if both of them slightly under-
estimate the turbulence intensity when z/zref < 1. It should be no-
ticed that, this part of the ABL represents the roughness sub-layer in
which turbulence and mean profiles are deeply affected by the geom-
etry of the roughness elements. In order to reproduce the constant
turbulence intensity shown by experimental data in this region, three
rows of roughness blocks are explicitly considered in simulations, even
when the synthetic inlet is adopted. It should be pointed out that this
methodology is not usually adopted in this kind of simulations, in fact
in most of cases, when a synthetic inlet is adopted, no rows of rough-
ness elements are introduced. Nevertheless, these rows of blocks are of
fundamental importance for obtaining accurate profiles in the rough-
ness sub-layer, that is of major interest when dealing with low-rise
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buildings. In fact, when such elements are not adopted, the incoming
velocity profile accelerates due to the reduced roughness of the build-
ing surroundings, introducing inaccuracies that are particularly strong
in the lower part of the profile. Regarding the turbulent length reported
in Fig. 7.8 (b), a reasonable agreement can be considered achieved be-
tween the LES of the wind tunnel and that with the synthetic inlet
condition.
The spectra of the three velocity components, respectively Su, Sv
and Sw measured at y/H0 = 0, z/H0 = 1.25 and at two different along-
wind positions corresponding to x/H0 = −12.5 and x/H0 = 0.0 are re-
ported in a dimensionless form in Fig. 7.9. As it can be seen, the target
von Kármán spectra at x/H0 = 0 can be considered well reproduced,
even if, as expected, some numerical dissipation is observed with re-
spect to the last alignment of roughness blocks (at x/H0 = −12.5) in
particular in the high frequency range.
In all, the synthetic inlet condition performances are considered to
be satisfactory, leading to profiles that are in good agreement with ex-
perimental measurements. Therefore, the synthetically generated fluc-
tuation field is adopted as inlet condition for all the subsequent simu-
lations.
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Figure 5.6: Wind velocity profiles measured in the wind tunnel along the vertical align-
ment at x/H0 = y/H0 = 0 : average (a), turbulence intensity (b) and turbu-
lence length (c) profiles.
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Figure 5.7: Spectra of the velocity time series obtained from LES at y/H0 = 0, z/H0 =
1.25 and at different along-wind positions.
5.3.3 Large Eddy Simulations results
In this section, the numerical results obtained for three angles of attack,
respectively 0◦, 45◦ and 90◦, are reported and systematically compared
to experimental data. Each simulation is run for a total time of t∗ =
1900 being t∗ the dimensionless time as defined in Section 5.3.1. In
order to avoid flow initialization effects, the first 300 dimensionless
time units are disregarded in the post-processing of the data, so that
the duration of each analysis is the same of wind tunnel tests. Pressures
are recorded at each time step in correspondence of the probe positions
reported by the experimental setup and showed in Fig. 5.8 (a). Then,
data are coarsened in order to match the sampling frequency of 500 Hz
adopted in the wind tunnel tests.
A view of the flow topology obtained by LES can be appreciated
in Fig. 5.9 for the angles of attack of 0◦ and 45◦. In particular, three-
dimensional instantaneous iso-contours ofQ coloured by instantaneous
pressure are reported.
The statistics of the flow bulk parameters are reported in Table 6.1,
where CD and C ′D represent respectively the mean and the standard
deviation of the drag coefficient made dimensionless with respect to
H0, while CL and C ′L represent the same quantities for the lift coeffi-
cient. It can be observed that a satisfactory agreement between experi-
mental measurements and data obtained from LES can is achieved for
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Figure 5.8: Position of pressure probes according to the experimental setup (a) and view
of curvilinear abscissae adopted for plotting the pressure coefficient statistics
(b).
all the angles of attack, being the relative difference lower than 10% in
most cases, exception made for the lift coefficient at 90◦, that appears
to be underestimated by the simulation of about 16%.
Angle Source CD C′D CL C
′
L
0◦ LES MDSRFG 1.842 0.595 2.664 1.066
Exp. 1.950 0.730 2.895 0.976
45◦ LES MDSRFG 1.478 0.490 3.848 1.200
Exp. 1.655 0.623 4.251 1.125
90◦ LES MDSRFG -0.07 0.451 4.001 1.255
Exp. -0.027 0.447 4.795 1.240
Table 5.1: Statistics of the flow bulk parameters.
As regards the statistics of the pressure coefficient Cp, they are an-
alyzed in terms of average, hereinafter referred as Cp, and standard
deviation, denoted as C ′p. These quantities are plotted for each angle
of attack along three different curvilinear abscissae as reported by Fig.
5.8 (b). In order to compare numerical and experimental results along
these paths, the experimental measurements are interpolated starting
from the probes positions showed in Fig. 5.8 (a).
5.3.3.1 Angle of attack: 0◦
The distributions of the pressure coefficient statistics are reported for
the angle of attack of 0◦ in Figs. 5.10, 5.11 and 5.12 for paths S1, S2
and S3, respectively (Fig. 5.8 (b) ). Focusing on the mean pressure co-
efficient Cp, it can be noticed that a very good agreement is obtained
between numerical and experimental data, being the two curves al-
most overlapping for all the considered paths. In particular, mean suc-
tions on the roof are well predicted by LES (see Fig. 5.10 (a)), and
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Figure 5.9: Flow topology at different angles of attack: the three-dimensional views of
LES are presented as Q isosurfaces (5.0× 104) coloured by instantaneous
pressure.
this is reflected also in a satisfactory prediction of the mean lift coef-
ficient, as reported in Table 6.1. Regarding the standard deviation of
the pressure coefficient C ′p, LES and experimental data show to be in
satisfactory agreement, even if discrepancies are slightly higher than
those observed for mean values distributions. Nevertheless, it should
be noticed that the maximum difference between experimental and nu-
merical data is equal to about 28% and it is recorded in correspondence
of the close proximity of the leading edge of the roof, as it can be ob-
served in Fig. 5.10 (b) at S1/H0 6 1.2. As expected, the prediction of
the suction peaks in the proximity of these points represents a very
demanding request for numerical simulation.
Due to the problem geometry and boundary conditions, numerical
and experimental results are expected to be symmetric and distribu-
tions show to reflect this property in a satisfactory way, for both Cp
and C ′p. In fact, by observing Fig. 5.11, data show to be symmetric
with respect to the axis S2/H0 = 2, and looking at Fig. 5.12, results
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for 2 6 S2/H0 6 6 appear to be mirrored with respect to those for
6 6 S2/H0 6 10.
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Figure 5.10: Pressure coefficient along the curvilinear abscissa S1 for 0◦: average (a) and
standard deviation (b).
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Figure 5.11: Pressure coefficient along the curvilinear abscissa S2 for 0◦: average (a) and
standard deviation (b).
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Figure 5.12: Pressure coefficient along the curvilinear abscissa S3 for 0◦: average (a) and
standard deviation (b).
98 wind loads and structural response : benchmarking les on a
low-rise building
5.3.3.2 Angle of attack: 45◦
Focusing on the angle of attack of 45◦, as already observed for 0◦,
a very good agreement between numerical and experimental data in
terms of Cp is achieved for all considered paths, as it can be seen in
Figs. 5.13 (a), 5.14 (a) and 5.15 (a). Also in this case, the maximum
suction on the roof edge is slightly underestimated by LES. Looking at
distributions in terms of C ′p, LES correctly predicts peaks positions for
all the considered paths and fits very well to the experimental curves,
being the two distributions very close to each other on all sides of
the building. The maximum deviations from experimental results is
observed for path S1 (Fig. 5.13 (b)), where differences with respect to
wind tunnel measurements are of about 30%.
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Figure 5.13: Pressure coefficient along the curvilinear abscissa S1 for 45◦: average (a)
and standard deviation (b).
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Figure 5.14: Pressure coefficient along the curvilinear abscissa S2 for 45◦: average (a)
and standard deviation (b).
5.3.3.3 Angle of attack: 90◦
For what it concerns the angle of attack 90◦, Figs. 5.16 (a), 5.17 (a)
and 5.18 (a) show that experimental and numerical prediction of Cp
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Figure 5.15: Pressure coefficient along the curvilinear abscissa S3 for 45◦: average (a)
and standard deviation (b).
are in good accordance, even if, again, the maximum suction on the
roof is slightly underestimated by LES (Fig. 90◦ at S2/H0 u 1 ). The
simulation predicts in a satisfactory way the characteristics of the distri-
butions of C ′p, being this close to experimental data for all alignments
with good accuracy. Again, as expected, Figs. 5.16 (a) and (b) show to
be symmetric with respect to the axis S1/H0 = 2.67, while in Figures
5.18 (a) and (b) data for 0 6 S3/H0 6 3.5 are symmetric with respect
to those for 3.5 6 S3/H0 6 7.0.
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Figure 5.16: Pressure coefficient along the curvilinear abscissa S1 for 90◦: average (a)
and standard deviation (b).
5.3.3.4 Some remarks
In this section, aiming at providing a synthetic picture of the obtained
results, statistics of the pressure coefficient are analyzed by compar-
ing experimental measurements and numerical data for each pressure
probe by representing them in the form of correlation plots, reporting
in abscissa the experimental data and in ordinate the corresponding
values obtained by means of LES. Figure 6.14 shows the correlation
plots obtained for the angle of attack of 0◦, while Fig. 6.26 and Fig.
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Figure 5.17: Pressure coefficient along the curvilinear abscissa S2 for 90◦: average (a)
and standard deviation (b).
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Figure 5.18: Pressure coefficient along the curvilinear abscissa S3 for 90◦: average (a)
and standard deviation (b).
6.27 report the same plots for 45◦ and 90◦, respectively. For all the
three angles, the mean pressure coefficient Cp results to be well pre-
dicted by simulations for all probes. As expected, results are concen-
trated in the proximity of the bisector and Table 5.2 shows that for
0◦, 98% of them falls in the range of tolerance of 30%, while for 45◦
and 90◦ the percentage of points in the same range is equal to 91.8%
and 89.4%, respectively. Regarding the standard deviation of the pres-
sure coefficient, the correlation plots show a slightly wider dispersion
around the bisector if compared to those concerning Cp. Nevertheless,
as reported in Table 5.2, also results regarding C ′p can be considered
satisfactory considering that 92.7% and 97.9% of points is in the range
of tolerance of 30% for 0◦ and 45◦, respectively. When 90◦ angle of
attack is considered, the percentage of points in the same tolerance is
equal to 89.6%.
In all, the statistics of the pressure distributions obtained by LES
can be considered in good accordance with experimental data over
the whole building surface. In order to investigate how differences in
terms of pressure distributions are reflected when internal forces on
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the structural elements are analyzed, in the next section the pressure
field obtained by LES together with that recorded in wind tunnel tests
are used as inputs for dynamic structural analyses.
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Figure 5.19: Correlation graphs of the pressure coefficient over the whole building for
0◦: average (a) and standard deviation (b).
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Figure 5.20: Correlation graphs of the pressure coefficient over the whole building for
45◦: average (a) and standard deviation (b).
102 wind loads and structural response : benchmarking les on a
low-rise building
90°
10%
20%
30%
L
E
S
Exp
(a)
L
E
S
Exp
(b)
Figure 5.21: Correlation graphs of the pressure coefficient over the whole building for
90◦: average (a) and standard deviation (b).
Tolerance 0
◦ 45◦ 90◦
Cp C
′
p Cp C
′
p Cp C
′
p
10% 53.1 % 38.5 % 50.52 % 51.6 % 20.3 % 46.9 %
20% 87.5 % 70.3 % 84.4 % 90.6 % 63.5 % 73.4 %
30% 97.4 % 92.7 % 92.7 % 97.9 % 85.4 % 89.6 %
Table 5.2: Pressure coefficient: comparison between experimental and numerical data.
5.4 assessment of wind loading effects
In this section, starting from both recorded and simulated pressure
fields, linear dynamic structural analyses are performed for each con-
sidered angle of attack, aiming at investigating wind effects in terms of
internal forces on structural elements. In order to do this, a structural
model of the low-rise building is considered.
The structure of the building is reported in Fig. 5.22 and it is 24 m
long and 16 m wide, while the height of the columns is 8 m. The roof
is composed of six trussed beams positioned every 4.8 m and purl-
ing with spacing 2.0 m in plan view. The structural properties of the
adopted elements are reported in Tab. 5.3, where E is the elastic mod-
ulus, A is the cross-section area and I11 and I22 are the principal mo-
ments of inertia, that are not reported for the wind bracing elements,
since they are modeled as trusses. The columns are clamped at their
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Figure 5.22: Structure of the building: (a) prospective view, (b) plan view (adapted from
Patruno et al. [127]).
base sections. The building is considered to be completely closed on
the sides by elements which are not considered in the structural analy-
sis. The first three structural modes of the building are reported in Fig.
5.23.
Element Section type E [Pa] [×1011] A [m2] I11 [m4] I22 [m4]
Columns HE 220 B 2.06 9.1× 10−3 8.09× 10−5 2.84× 10−5
Purlings IPE 120 2.06 1.32× 10−3 3.18× 10−6 2.77× 10−7
Upper chord C-channels x2 2.06 1.42× 10−3 5.35× 10−7 8.71× 10−7
Lower chord L-section x2 2.06 7.50× 10−4 1.89× 10−7 1.69× 10−7
Diagonals L-section x2 2.06 9.50× 10−4 5.80× 10−7 2.25× 10−7
Wind bracing Round 2.06 4.75× 10−4 - -
Table 5.3: Structural properties of the elements constituting the building.
Results are presented in terms of axial forces in 585 monitored sec-
tions. Due to the symmetry of the structure, the pressure field is mir-
rored in order to reproduce wind effects also for 135◦, 180◦, 225◦, 270◦
and 315◦. In particular, structural dynamic analyses are performed by
calculating time-histories of the structural response following the pro-
cedure proposed in [127]. In particular, this procedure calculates the
structural response my means of modal superposition and introduces
quasi-static corrections in order to take into account the effect of high
frequency modes. In such a way, all three components of the structural
response to wind excitation are correctly taken into account (namely
static, quasi-static and resonant contributions). The design wind speed
is set to 25 m/s while the structural damping is provided by means
of the Rayleigh method imposing its value to be 3.0% for the first and
third structural modes.
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Figure 5.23: Structural modes of the building: first three modes (adapted from Patruno
et al. [127]).
Figure 5.24 (a), (b) and (c), show the correlation plot of the standard
deviation of axial forces, indicated as N ′, for 0◦, 45◦ and 90◦, respec-
tively, while Figure 5.24 (d) reports the envelope obtained by consid-
ering all possible attack angles. As it can be seen, results in terms of
N ′ given by LES are in good agreement with those obtained by using
experimental measurements for the structural analyses. Nevertheless,
it should be noticed that, in this case, LES tend to overestimate the fluc-
tuating load for all the considered cases, although the incoming flow
turbulence is slightly underestimated in the simulations, as reported
in Fig. 7.8. Table 5.4 reports, for each case of Fig. 5.24, the percentage
of points that show a difference between experimental and numerical
values lower than 10%, 20% and 30%, here indicated as ranges of toler-
ance. Comparing data showed in this table to those reported in Table
5.2 (which concerns the statistics of the pressure coefficient) it can be
seen that when C ′p is considered, for all the considered cases, the per-
centage of points in the range of tolerance of 30% is always higher
than 85% while, regarding axial forces, this value decreases down to
53.6%, 58.7% and 57.9% for 0◦, 45◦ and 90◦, respectively. Therefore, as
expected, it appears that the accuracy showed by LES regarding the
standard deviation of the pressure fields does not lead automatically
to the same precision when the standard deviation of internal forces
is considered. Nevertheless, when the total envelope is observed, Table
5.4 shows that the percentage of points in the range of 30% of tolerance
grows up to 88.3%.
Aiming at providing a synthetic comparison between LES and exper-
imental results also in terms of yielded design values, Figure 5.25 (a),
(b) and (c), show the correlation plot of the peak of axial forces, indi-
cated asNpeak, for 0◦, 45◦ and 90◦, respectively. The peak axial force is
here simply defined as the mean value plus (and minus) 3.5 times the
standard deviation. Finally, Fig. 5.25 (d) reports the envelope obtained
by considering all possible attack angles. Although the agreement be-
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Figure 5.24: Correlation graphs of the standard deviation of axial forces: angle of attack
of 0◦ (a), 45◦ (b), 90◦ (c) and total envelope considering also 135◦, 180◦,
225◦, 270◦ and 315◦ (d).
Tolerance 0◦ 45◦ 90◦ Total envelope
10% 28.4 % 29.6 % 32.0 % 48.0 %
20% 45.1 % 48.3 % 43.0 % 77.4 %
30% 53.6 % 58.7 % 57.9 % 88.3 %
Table 5.4: Standard deviation of the axial force N ′: comparison between experimental
and numerical data.
tween numerical and experimental results is satisfactory, also in this
case LES tend to overestimate the peak load. Indeed, Table 5.5 shows
that if the data outside the 30% of tolerance are analyzed, LES predic-
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tions are higher than the experimental ones for the 97.2%, 96.6% and
99.7% when 0◦, 45◦ and 90◦ are considered, respectively. Interestingly,
in this case, when the total envelope is analyzed, 100% of axial forces
predicted by LES outside the largest range of tolerance are overesti-
mated. It should be anyway noticed that the effects on highly stressed
members are usually correctly reproduced in the overall envelope.
0°
10%
20%
30%
Exp [kN]
 L
E
S
 [
kN
]
(a)
Exp [kN]
 L
E
S
 [
kN
]
10%
20%
30%
45°
(b)
10%
20%
30%
90°
Exp [kN]
 L
E
S
 [
kN
]
(c)
Exp [kN]
 L
E
S
 [
kN
]
10%
20%
30%
(d)
Figure 5.25: Correlation graphs of peak of axial forces: angle of attack of 0◦ (a), 45◦ (b),
90◦ (c) and total envelope considering also 135◦, 180◦, 225◦, 270◦ and
315◦ (d).
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Tolerance 0◦ 45◦ 90◦ Total envelope
10% 25.9 % 35.5 % 36.4 % 50.3 %
20% 48.1 % 53.2 % 55.0 % 72.1 %
30% 57.1 % 62.0 % 63.6 % 76.0 %
Data outside 30% of tolerance over-
estimated by LES 97.2 % 96.6 % 99.7 % 100 %
Table 5.5: Peak axial forces Npeak: comparison between experimental and numerical
data.
5.5 conclusions
In the present paper, the accuracy of LES as a design tool in the predic-
tion of wind loads on structures has been investigated. To this purpose,
LES of the turbulent flow around a low-rise building were performed
and, then, the simulated pressures were used to evaluate the design
forces in all structural members.
As regards LES, firstly a simulation of the wind tunnel facility was
carried out, including the upstream arrangement of roughness blocks
as reported by the experimental setup, in order to fully characterize the
turbulent profile adopted in the wind tunnel tests. Then, the MDSRFG
method was used in order to synthetically reproduce such turbulent in-
flow conditions. In addition to the synthetically generated turbulence,
three rows of blocks (placed according to the experimental setup) were
explicitly included in the simulations. These rows of blocks are of fun-
damental importance in order to obtain accurate profiles of turbulence
characteristics in the roughness sub-layer, that is of major interest when
dealing with low-rise buildings. Simulations of the empty wind tunnel
testing section highlighted a good agreement between experiments and
numerical simulations in terms of the incoming wind profile. Finally,
once the inflow condition was properly reproduced, a LES of the flow
around a gable roof low-rise building was performed taking into con-
sideration different angles of attack. It appears that, the mean pressure
coefficient field is well predicted by simulations, while its standard
deviation is predicted by the numerical model in a less accurate way.
Nevertheless, also for second order statistics of the pressure coefficient
a good accuracy can be considered achieved, considering that about
90% of monitored points show a difference between experimental data
and numerical predictions lower than 30%. It should be noticed that, as
expected, these discrepancies are mainly observed in correspondence
to the building edges.
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As regards the evaluation of design forces in the structural mem-
bers, once pressure distributions have been obtained, starting from
both measured and simulated unsteady pressure fields, linear dynamic
structural analyses were performed aiming at comparing results in
terms of axial forces in each element of the structure.
It is found that internal forces predicted by LES are in good agree-
ment with those obtained starting from experimental data, even if, with
respect to pressure distributions, results are less accurate. Neverthe-
less, it should be noticed that inaccuracies of the numerical model in
terms of axial forces are mainly due to overestimation. Even more in-
terestingly, it is found that when a single angle of attack is considered,
LES predictions show some inaccuracies, especially for mildly stressed
members. On the other side, when the envelope is built by taking into
consideration all wind directions, this effect is greatly reduced. This
fact might be due to difficulties in accurately simulating secondary
flow mechanisms when a single angle of attack is considered. When
all wind directions are taken into consideration simultaneously, it is
reasonable to assume that each structural member will be involved in
the structural response triggered by a global flow mechanism which
will lead to the maximum value in the considered element. Following
such a conjecture, it is expected that the reproduction of the extreme
values of the structural response obtained by considering all possible
attack angles will be generally more accurate than a partial analysis in
which only one wind direction is considered. The obtained results, at
the current stage, appear to confirm such a hypothesis.
Summarizing, it can be stated that the present study indicates that,
aiming at assessing the potential of LES as a design tool, on one side,
the simple comparison of pressure distributions statistics should not
be considered sufficient: this is due to the fact that, besides the first
two statistical moments of the pressure distribution, many parameters
can deeply influence the structural response to the wind action. On the
other side, it is found that considering a single attack angle might be ex-
cessively restrictive as inaccuracies in the prediction of secondary flow
mechanisms might be responsible for biases which, when all attack an-
gles are considered, be proved to be of limited significance. Although
further research is surely needed on the topic and cases involving struc-
ture nonlinearity and/or aeroelasticity should be taken into account,
the presented results appear to be extremely encouraging in the assess-
ment of LES as a design tool in Civil Engineering applications.
5.5 conclusions 109
acknowledgements
The authors are thankful to CINECA for providing the HPC facilities
needed to accomplish the present research work.

6T O WA R D S L E S A S A D E S I G N T O O L : W I N D
L O A D S A S S E S S M E N T O N A H I G H - R I S E
B U I L D I N G
This chapter has been submitted as:
Ricci, M., Patruno, L., de Miranda, S., Towards LES as a design tool:wind
loads assessment on a high-rise building., Journal of Wind Engineering
and Industrial Aerodynamics.
The accurate evaluation of wind loads on high-rise buildings represents a
key point in their design process. The traditional approach followed for their
wind load assessment is represented by wind tunnel tests. Recently, thanks to
the increase in computers power, Computational Fluid Dynamics (CFD) tech-
niques gained interest among the scientific community as a complementary
tool to experimental campaigns. Unfortunately, the wind flow around bluff
bodies, typical in Civil Engineering applications, often appears to be very com-
plex and a strong research effort is still needed in order to assess the accuracy
and reliability of CFD results. In this paper, Large Eddy Simulations are per-
formed aiming at assessing the wind loads on an isolated high-rise building.
In particular, an unsteady inflow condition, representative of the turbulence
encountered in the atmospheric boundary layer, is synthetically generated by
means of the Modified Discretizing and Synthesizing Random Flow Generator
technique. Firstly, the obtained numerical results are compared to experimen-
tal measurements in terms of pressure distribution statistics. Then, in order to
evaluate the structural response, transient structural analyses are performed
taking into consideration both numerical and experimental unsteady pressure
distributions. It is found that the accuracy of LES in reproducing the fluctuat-
ing pressure field is not necessarily maintained when internal forces are taken
into account. Nevertheless, the design values predicted by LES can be still
considered satisfactory, in particular when global envelopes are considered.
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6.1 introduction
The new generation of high-rise buildings is leading to taller and more
slender structures with respect to the past while their shape appears to
be increasingly complex and often unconventional. Due to these char-
acteristics, particular attention has to be paid to the design of these
structures that have to face increasing environmental loads while still
remaining as light as possible. In particular, wind loads on tall build-
ings may play a fundamental role in the design process and have to
be accurately assessed with respect to both structural integrity and ser-
viceability [128].
In particular, the turbulence naturally present in the Atmospheric
Boundary Layer (ABL), together with aerodynamic phenomena typical
of bluff bodies, like vortex-shedding and detachments/reattachment
of the shear layers, causes the structure to experience dynamic forces,
thus leading to along wind and across wind vibrations.
The traditional approach for the assessment of wind loads on high-
rise buildings strongly relies on wind tunnel practice. The most com-
monly adopted experimental techniques can be ideally subdivided into
three main methodologies. In particular, the High-Frequency Force Bal-
ance (HFFB) method, initially developed by Tschanz et al. [129], rep-
resents one of the first approaches proposed in order to address the
problem. The HFFB method satisfied the need for a relatively simple
technique able to evaluate the structural response in a reduced time,
without employing expensive aeroelastic models and, at the same time,
without introducing simplifications typical in analytical approaches
and not of general applicability [130–132]. The main characteristic of
this method is that the structural response can be reconstructed by mea-
suring only forces and moments at the building base. According to this
experimental approach, a rigid model of the building is mounted on
a balance characterized by high stiffness and high sensitivity, which
records time-histories of shear forces, torque and bending moments.
Then, the structural response can be evaluated by post-processing re-
sults in the frequency domain or in the time domain. Historically, the
frequency domain approach prevailed over the time domain one due
its reduced computational cost. Adopting a stochastic framework, the
power spectral densities of the generalized forces acting on the build-
ing are assumed to be proportional to the power spectral densities
of the measured integral forces according to factors defined as mode
shape corrections [133]. Alternatively to this approach, Xie et al. [134]
avoided the use of mode shape corrections by post-processing data
directly in the time domain. In this case, the generalized forces are
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reconstructed by assuming a linear pressure variation over the build-
ing height. The slope of such distribution is calculated at each time by
equilibrium considerations starting from the balance measurements. It
should be noted that methodologies based on the use of HFFB always
imply the introduction of assumptions with respect to the structural be-
haviour and/or the pressure distributions. Due to this considerations,
the HFFB method can perform well only for the fundamental modes
of the structure [5], while high frequency modes effects can not be sat-
isfactorily predicted and structures characterized by unconventional
geometries cannot be easily studied. Furthermore, in order to avoid ef-
fects of inertial forces, the model should be as stiff as possible, and this
requirements might not be well respected, in particular when dealing
with very slender tall buildings.
The second experimental methodology commonly adopted to assess
wind loads on tall buildings is represented by the High-Frequency
Pressure Integration (HFPI) method. Early developed by Irwin et al.
[135], this approach consists in equipping the exposed surfaces of the
building model with a number of pressure taps, closely spaced in order
to accurately sample the fluctuating pressure field acting on it at each
sampling time. Differently from the HFFB method, no assumptions
on the modal shapes or on the spatial distribution of the pressure field
are necessary, so that wind effects on structures with irregular distribu-
tion of stiffness and mass and complex modal shapes can be analyzed.
Indeed, modal forces can be reconstructed directly from pressure mea-
surements and the structural response can be consequently assessed.
Furthermore, differently from the HFFB method, the pressure measure-
ments are not affected by inertial forces caused by the model itself. On
the other hand, buildings with complex geometrical shapes would re-
quire a very large number of pressure taps acquiring simultaneously
and, sometimes, the limited number of available taps might lead to an
inaccurate sampling of the pressure field.
The third experimental methodology for wind loading assessment
on high-rise structures involves the use of aeroelastic models. In this
case, the model is intended to reproduce the stiffness and the damping
properties of the real scale structure, approaching its modal shapes up
to a certain natural frequency as precisely as possible. The adoption
of aeroelastic models allows for the measurement of the full response
of the structure, taking into account aeroelastic effects like the aerody-
namic damping. Adopting such an approach, complex fluid-structure
interactions can be experimentally investigated. Nevertheless, due to
its high costs, this technique is usually limited to the study of struc-
tures for which aeroelastic effects are expected to be of primary im-
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portance and, in may cases, the HFPI method still represents a good
alternative and a satisfactory trade-off between accuracy and complex-
ity of the experimental tests.
In the last decades, thanks to a significant growth of the computer
power, numerical approaches based on Computational Fluid Dynam-
ics (CFD) become more and more adopted as a complementary tool
to investigate the wind flow around buildings [9]. Numerical methods
show several advantages if compared to wind tunnel tests. In particu-
lar, their costs are reduced with respect to experiments and each quan-
tity of interest can be measured everywhere in the computational do-
main rather than just sampled at a few points. Due to these character-
istics, numerical simulations allow to study phenomena which might
be difficult to be analyzed in wind tunnel tests.
In particular, CFD simulations based on Reynolds-Averaged Navier-
Stokes (RANS) models have been thoroughly investigated in the past.
However, such models are often found to be inaccurate when bluff
bodies are considered and their predictive capability is limited to the
mean flow properties, while the ability to accurately predict turbu-
lent fluctuations is recognized to be of fundamental importance for
the assessment of the dynamic response of structures [30]. The need
for correctly taking into account the flow dynamics led researchers to
move towards scale-resolving turbulence models, such as Large Eddy
Simulations (LES), that represent nowadays a promising tool for the
numerical prediction of wind loads on buildings. Although such mod-
els are commonly considered to be well suited for the analysis of flows
around bluff bodies, it has been often observed that CFD results appear
to be considerably scattered even when simple geometries are consid-
ered [12, 37, 64]. Indeed, the complex, instability driven, phenomena
observed in the turbulent flows around bluff bodies, like shear layer
detachment/reattachment and vortex shedding/coalescing, make the
simulation of this kind of flows an extremely challenging task and re-
sults are often found to be dependent on the simulation setup and the
adopted turbulence model. Additionally, it should be noted that the
generation of realistic unsteady boundary conditions, able to repro-
duce the main features of the turbulence found in the ABL, is manda-
tory in order to obtain accurate results in terms of pressure distribu-
tions and, thus, forces acting on the structure.
As a result, even if CFD techniques represent nowadays a very at-
tractive tool for the assessment of wind loads on structures, it appears
that strong research efforts are still needed in order to evaluate their
reliability and accuracy. In particular, the available literature focused
mainly on the comparison of pressure distributions and its statistics,
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typically up to the second order. Even if such studies are definitely
necessary, they do not appear to be sufficient in order to assess the ca-
pabilities of the numerical models in the prediction of wind loads. In
fact, internal forces on structural members are related to a number of
factors which are often not taken into account in such studies as, for
example, the spatial coherence of the pressure field and its frequency
content, whose relevance and overall effect can be amplified or weak-
ened depending on the mechanical transfer functions characterizing
the structural dynamic behaviour itself. A first detailed evaluation of
LES capabilities in the simulation of flows around low-rise buildings
with specific application to structural design has been recently pro-
posed in [27].
In such context, the present paper represents a first step towards the
assessment of LES as a design tool for high-rise buildings. In particular,
the turbulent fluctuations which characterize the wind impinging on
the structure are generated by means of the Modified Discretizing and
Synthesizing Random Flow Generator (MDSRFG), which produces a
solenoidal fluctuation field and allows to control its spatial and tempo-
ral correlations [71]. Firstly, in accordance with standard procedures,
results are analyzed in terms of statistics of pressure distributions on
the building and systematically compared with wind tunnel measure-
ments. Then, dynamic structural analyses are carried out for each con-
sidered angle of attack starting from both numerically predicted and
experimentally obtained pressure data. Results are analyzed in terms
of envelopes of internal forces acting on structural elements so allow-
ing to analyze the effectiveness of the adopted numerical strategy in
predicting design wind loads on the considered high-rise structure.
It should be noticed that by adopting such a framework, all the ele-
ments which play an important role in the definition of the structural
response are automatically taken into account, providing a synthetic
picture of the effectiveness of the proposed numerical strategy com-
pared to the traditional experimental practice.
The paper is organized as follows. In Section 7.3 the experimental
setup is described, while Section 7.4 reports the main features of the
adopted computational model together with the discussion of the in-
flow condition adopted for LES. Section 6.4 is devoted to the analy-
sis of pressure distributions for each considered angle of attack. Then,
Section 6.5 describes the results obtained from the dynamic structural
analyses, focusing on internal forces on structural elements. Finally, in
Section 7.7 some conclusions are drawn.
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6.2 experimental setup
In this section, the experimental setup adopted to obtain pressure data
used for comparison with numerical results is described. Experiments
have been carried out at the Boundary Layer Wind tunnel of the Tokyo
Polytechnic University (TPU) and results are collected in a public database
organized in different sections, depending on the specific analyzed ge-
ometry and the considered layout [7]. The present work focuses on an
isolated high-rise building characterized by a height (H) to breadth (B)
ratio equal to 5 : 2 and a depth (D) to breadth (B) ratio equal to 1 : 2
(see Fig. 6.1 (a)). During wind tunnel tests, the length scale ratio was
equal to 1/400, leading to a model with B = 200 mm, D = 100 mm
and H = 500 mm. The wind tunnel section was 2.2 m wide and 1.8 m
high, so the maximum blockage ratio was less than 2.5%. The wind
field profile reproduced in the wind tunnel corresponded to that of ter-
rain category IV according to the Architectural Institute of Japan (AIJ)
standards [119]:
U(z) = 1.7
(
z
ZG
)α
Uref, Zb < z 6 ZG, (6.1)
U(z) = 1.7
(
Zb
ZG
)α
Uref, z 6 Zb, (6.2)
where the exponent α is equal to 0.25, ZG is a reference height of
the ABL equal to 550 m, Zb represents the characteristic dimension
of the surface roughness element being equal to 20 m. Uref is the
reference wind velocity. All the quantities referred to the AIJ standards
are relative to the atmospheric boundary layer, so they are intended
to be in full scale. In the experiments, the wind velocity at the height
of the building was equal to UH = 11.11 m/s, leading to a Reynolds
number equal to Re = UHHν = 3.8 · 105.
The adopted turbulence intensity profile was in agreement with AIJ
standards for the terrain category IV as reported in Eqs. (6.3) and (6.4):
I(z) = 0.1
(
z
ZG
)−α−0.05
, Zb < z 6 ZG, (6.3)
I(z) = 0.1
(
Zb
ZG
)−α−0.05
. z 6 Zb. (6.4)
The mean and turbulent profiles were obtained by means of turbulence-
generating spires and square blocks as roughness elements placed up-
stream the model. Experiments were conducted for 21 wind directions,
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starting from θ = 0◦ to θ = 100◦ with a step of 5◦. The wind angle of at-
tack θ is defined so that θ = 0◦ corresponds to the direction orthogonal
to the edgeD, as reported in Fig. 6.1 (b). The model was equipped with
510 pressure taps that acquired synchronously at a sampling frequency
of 1000 Hz for a duration of 32.8 seconds.
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Figure 6.1: Geometry of the high-rise building: three-dimensional (a) and top (b) views.
6.3 computational model
In the present section, the characteristics of the numerical model adopted
for LES are described. In particular, Section 7.4.1 describes the main
features of the adopted numerical settings, together with the computa-
tional domain characteristics. Then, Section 7.4.2.1 focuses on the gen-
eration of the turbulent inflow condition for LES.
6.3.1 Numerical setups
The computational domain dimensions adopted for the simulations are
close to wind tunnel ones and slightly reduced with respect to them in
order to adopt symmetry boundary conditions without modeling the
effects of lateral and top walls. In particular, a three dimensional view
of the adopted computational domain is reported in Fig. 6.2, while
Fig. 7.4 (a) and Fig. 7.4 (b) show its lateral and top views, respectively.
The across wind section is 4.4H wide and 3.6H, while the distance of
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the building from the inlet boundary is set equal to 4H. The resulting
blockage ratio at the 0◦ angle of attack is equal to 2.5%, while at 90◦
it equals 1.25% and in both cases it is lower than the maximum re-
quirements of 3.0% suggested by COST guidelines [136]. According to
Tominaga et al. [122], the distance of the high-rise building from the
outlet boundary is set equal to 10H.
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Figure 6.2: Computational domain adopted for the numerical study: three-dimensional
view.
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Figure 6.3: Computational domain adopted for the numerical study: lateral (a) and top
(b) views.
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Aiming at reducing as much as possible the along wind deteriora-
tion of profiles imposed at the inlet, five rows of square blocks with
edge length equal to 0.06H are placed upstream the model. The blocks
distribution is uniform over the bottom surface of the domain, in ac-
cordance to the experimental setup. The blocks height is calculated
in order to reproduce the aerodynamic roughness characterizing the
mean velocity profile imposed at the inlet boundary by means of the
equation proposed by Lettau [120] subsequently reported:
z0 = 0.5h
Ar
At
, (6.5)
where z0 is the roughness length as defined by EN1991-1-42005 [121],
Ar is the area of the element normal to the wind direction and At is
the ground area per roughness element, as reported in Fig. 6.4 (a).
The resultant roughness length is about 0.3 m in full scale and it is in
good agreement with the roughness of the terrain category reported in
EN1991-1-42005 [121] and equivalent to that considered in the present
study.
When the roughness fetch ends, a new boundary layer starts de-
veloping which might effect results at least in correspondence of the
lower part of the high-rise building. In particular, the height of the
new boundary layer can be estimated by adopting Eq. (6.6) proposed
by Elliot [137]:
Hbl = z0,2
[
0.75+ 0.03log
(
z0,1
z0,2
)](
d
z0,2
)0.8
, (6.6)
where Hbl is the height of the new boundary layer, z0,1 and z0,2 are
the aerodynamic roughnesses characterizing two different zones and d
is the distance from which the new boundary layer starts developing.
The distance of the roughness blocks from the model is set in order to
limit the new boundary height up to a height of H/10. According to
Eq. 6.6, this requirement leads to a distance of about 1.4H between the
building model and the first alignment of blocks (see Fig. 6.4 (b)).
As regards the boundary conditions, the mean velocity profile is pre-
scribed at the inlet boundary, while Neumann conditions on the stress
tensor are imposed at the outlet. The turbulent part of the inflow is
generated by means of the MDSRFG method and introduced to the
computational domain by modifying the pressure-velocity coupling al-
gorithm following the procedure described by Kim et al. [28]. Bottom
floor, building and roughness blocks surfaces are modeled as walls,
while symmetry boundary conditions are imposed on the other do-
main boundaries.
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Figure 6.4: Roughness block geometry (a) and view of the boundary layer development
according to Elliot’s equation [137] (b).
A cubic structured mesh is adopted near the high-rise building sur-
faces, where cell dimensions in x, y and z directions are respectively
δx/H = δy/H = δz/H = 3.1× 10−3, leading to a resolution higher
than that suggested by Tominaga et al. [122]. Immediately close to the
wall, a structured mesh is adopted for the boundary layer and the first
cell height is set equal to δz/H = 5.1× 10−4. Proceeding away from
the building, the mesh is slowly coarsened up to δx/H0 = δy/H0 =
δz/H0 = 5.0× 10−2. This sizing is kept constant until the inlet bound-
ary is reached in order to correctly propagate inflow fluctuation and to
keep as low as possible the numerical dissipation caused by the grid.
Two views of the adopted mesh can be observed in Figure 6.5 (a) and
(b). The final grid counts about 12× 106 cells.
The pressure-velocity coupling is performed by means of the well
known PISO algorithm, modified as proposed by Kim et al. [28] as
previously reported. The time discretization is obtained by adopting
the second order accurate Backward Differentiation Formulae [11]. The
adopted dimensionless time step, based on H, is ∆t∗ = 4.4× 10−3. The
maximum Courant number in all simulations is 2.9, while it is lower
than 1.0 in the 97% of points and its mean value in the whole domain
equals 0.06. The maximum dimensionless wall distance y+ is equal
to 9.0, while it is lower than 5.0 on the 94% of the high-rise building
surfaces.
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Figure 6.5: Mesh adopted for LES: lateral (a) and detailed lateral (b) views.
The spatial discretization of the advective terms is performed by
means of the LUST scheme, that is second-order accurate and showed
to perform well in particular for LES in complex geometries [124], offer-
ing a good trade-off between low dissipative behaviour and numerical
stability. For all the other terms of the equations, a centered second-
order differentiation scheme is adopted.
Regarding the LES subgrid scales model, the Smagorinsky-Lilly model
[123] with, in addition, the transport equation of the subgrid turbulent
kinetic energy is adopted. This model is able to adjust the turbulent
eddy viscosity depending on the subgrid kinetic energy, showing a less
dissipative behaviour when compared to the standard Smagorinsky-
Lilly model [37].
The high-rise building has been equipped with 2844 pressure moni-
tors and data acquired at each time step. Simulations have been run by
using the open source Finite Volume software OpenFOAM r v. 2.3.0
and analyses have been performed by using 96 CPUs at CINECA on
the Galileo cluster (516 nodes, 2-eight cores IntelrXeonr2.40 GHz
processors with 128 GB RAM per node). Each simulation required
about 2.5× 104 CPU hours.
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6.3.2 Turbulent inflow characteristics
The turbulent part of the simulated atmospheric boundary layer is gen-
erated by means of the MDSRFG method. In particular, following the
MDSRFG procedure, a homogeneous and anisotropic velocity field can
be computed as:
ui(x, t) =
M∑
m=1
N∑
n=1
[
pm,ni cos
(
km,nj
xj
Ls
+ωm,n
t
τ0
)
+ (6.7)
qm,ni sin
(
km,nj
xj
Ls
+ωm,n
t
τ0
)]
, (6.8)
with:
pm,ni = sign(r
m,n
i )
√
2
N
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(rm,ni )
2
1+ (rm,ni )
2
, (6.9)
qm,ni = sign(r
m,n
i )
√
2
N
Si(fm)∆f
1
1+ (rm,ni )
2
, (6.10)
km,n · pm,n = 0,
km,n · qm,n = 0,
|km,n| = fm/U¯,
(6.11)
u ′i
2 =
∫∞
0
Si(f)df, (6.12)
where i = 1, 2, 3 while N is the number of random extractions adopted
in correspondence of the M frequencies, fm, adopted to sample the
spectrum while ωm,n is a random number extracted from a Gaussian
distribution N (fm, 2pi∆f), ∆f is the step adopted in the spectrum sam-
pling, U¯ is the time averaged velocity, Ls is a factor calibrated a pos-
teriori related to the turbulent length scale and τ0 is a dimensionless
parameter, set equal to one in the present work, that allows to control
the time correlation of the series. Parameters rm,ni are random num-
bers extracted from a Gaussian distribution N (0, 1), while Si(k) is the
target spectrum characterizing the i− th velocity component whose to-
tal variance is equal to u ′i
2. For a detailed review of the characteristics
of MDSRFG and other methods used for the generation of synthetic
turbulence based on the spectral approach, the reader is referred to
Patruno et al. [12].
In this paper, the well known von Kármán spectra reported below
are assumed for the velocity components [5]:
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Su(f) =
4(IuUref)
2(Lu/Uref)
[1+ 70.8(fLu/Uref)2]5/6
, (6.13)
Sv(f) =
4(IvUref)
2(Lv/Uref)[1+ 188.4(2fLv/Uref)2]
[1+ 70.8(fLv/Uref)2]11/6
, (6.14)
Sw(f) =
4(IwUref)
2(Lw/Uref)[1+ 188.4(2fLw/Uref)2]
[1+ 70.8(fLw/Uref)2]11/6
, (6.15)
where I, Uref and L are the turbulence intensity, the average velocity
and the turbulence length at the reference height H, respectively, while
u, v,w subscripts indicate the components in x,y and z directions. In
the present work, Iu is set equal to 11.6% according to experimental
measurements, while Iv = 0.75Iu = 8.7% and Iw = 0.5Iu = 5.8% [126].
The turbulent length scale is not reported in the database for iso-
lated high-rise buildings of TPU [7], therefore two different values have
been investigated, respectively L/H = 0.6 and L/H = 0.8. It should be
noticed that the MDSRFG procedure does not allow to prescribe the
turbulence length scale a priori and, therefore, an iterative procedure
becomes necessary to match the target values. The iterative procedure
consists in generating the synthetic turbulent field by adjusting the pa-
rameter Ls in Eq. (7.21) until the resulting field matches the desired
length scale. At the end of this procedure, two synthetic inlet con-
ditions are obtained, hereinafter referred as inflow #1 and inflow #2,
that differ only in the turbulent length scale, that are L/H = 0.6 and
L/H = 0.8, respectively. These values were chosen to be close to those
reported by Kim and Tamura [125], who analyzed several inflow con-
ditions in the same wind tunnel facility referred in the present work.
In order to check if the turbulence introduced in the proximity of
the inlet is correctly propagated downstream, two simulations have
been performed by adopting the two aforementioned inflow condi-
tions. In this case, according to the standard wind tunnel practice, LES
are performed on a empty wind tunnel, i.e. the computational domain
adopted is identical to that showed by Fig. 6.2 but without the building.
The numerical setups and the turbulence subgrid model adopted for
this analysis are the same as those described in Section 7.4.1. Within
the computational domain, 21,560 velocity monitors sampling at each
time step are arranged in a regular grid, ranging from x/H = −2.0 to
x/H = 5.5, from y/H = −1.0 to y/H = 1.0 and from z/H = 0.0 to
z/H = 0.7.
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In order to check the convergence of the LES performed in the empty
domain, the velocity signal recorded in a point located at the building
height H and in the correspondence of the section where the building
will be placed afterwards are considered. Figure 6.6 (a) shows the time
history of the velocity u in the along-wind direction for the inflow #1.
In the spirit of the procedure proposed by Bruno et al. [112], such time
histories of the along wind velocity were expressed as a function of the
dimensionless time t∗ = tUH/H and subdivided inN partially overlap-
ping sampling window which extend from t∗ = 0 to nT , where T has
been chosen equal to 10 times the signal dimensionless integral time
scale (calculated from the autocorrelation function) and n = 0, ..,N. For
each sampling windows, first and second order statistics of the signal
are calculated. Then, for each considered statistics the percentage resid-
ual φres is computed as φnres =
φn−φn−1
φn
· 100. Figure 6.6 (a) reports
the trend of φres for both the time average and the root mean square.
As it can be observed, after 170t∗, residuals on both average velocity
u and its standard deviations u ′ are lower than 1%, indicating that a
satisfactory convergence of inflow statistics can be considered achieved
at this time, at least up to the second order statistics.
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Figure 6.6: Convergence of inflow velocity statistics: time history of the along wind ve-
locity (a) and incremental residuals on its average and standard deviation
(b).
Results in terms of profiles of average velocity, U, along-wind tur-
bulence intensity, I, and turbulence length scale, L, in the correspon-
dence of the section where the building will be placed afterwards are
reported in Fig. 7.8 (a), (b) and (c) for the two analyzed inflow condi-
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tions, respectively. As it can be noticed, no remarkable differences can
be observed in terms of average velocity profiles between inflow #1 and
#2, being them almost overlapping and very close to experimental mea-
surements. If the turbulence intensity is analyzed, differences between
inflow #1 and #2 slightly increase, remaining anyway lower than 3% (in
terms of relative percentage difference) everywhere. Also in this case,
a good agreement between LES and experimental measurements can
be considered achieved. Regarding the turbulent length scale, this has
been computed by using the Wiener-Khinchin theorem together with
Taylor hypothesis and the resulting integral turbulence length scale at
each height has been averaged in the across wind direction for a length
equal to B, that will be the maximum projection on the across-wind sec-
tion of the building area (occurring at the angle of attack equal to 0◦).
In terms of turbulent length scale, the differences between inflow #1
and #2 remain almost constant until the height of z/H = 0.5 is reached
and above z/H = 0.2 both the curves appear to be almost constant. In
this range, L/H for the inflow #1 is equal to 0.77 while for the inflow #2
it is 0.65, showing a satisfactory agreement with the target parameters.
Proceeding with increasing height, the two curves become closer and
differences almost vanish at the height of z/H = 1.0.
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Figure 6.7: Comparison between wind velocity profile obtained from LES and from wind
tunnel tests: average (a), along-wind turbulence intensity (b) and turbulence
length (c) profiles.
Figure 7.9 shows the power spectral density of the three velocity
components, namely Su, Sv and Sw, in a dimensionless form for the
inflow #1. Aiming at analyzing the dissipation of the turbulent fluctu-
ations proceeding in the along wind direction, spectra are plotted for
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two different points, located respectively at the end of the roughness
blocks fetch at (−1.4H, 0,H) and in the correspondence of the section
where the building will be placed at (0, 0,H). As it can be seen, dis-
sipation appears to be very limited, since spectra at the two locations
are very similar to each other. Furthermore, the obtained spectra result
to be in good agreement with the target von Kármán ones, even if the
frequency cut-off due to the grid size becomes evident starting from
approximately fH/UH = 2.
In all, both the synthetic inlet conditions comply in a satisfactory way
with the target profiles leading to a good agreement with experimental
measurements and so they are retained for the subsequent simulations
when the high-rise building is introduced in the domain.
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Figure 6.8: Spectra of the velocity time histories obtained from LES: along wind (a),
across wind (b) and vertical (c) components.
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6.4 large eddy simulations
In this section, results obtained from LES are systematically compared
with experimental data in terms of both pressure distributions and inte-
gral forces. Firstly, the analysis of convergence of LES together with the
obtained integral forces for each angle of attack are reported in Section
6.4.1. Then, Section 6.4.2 shows some characteristics of the flow topol-
ogy, while Section 6.4.3 compares results of LES in terms of statistics of
the pressure distributions to experimental measurements for each con-
sidered angle of attack. Finally, in Section 6.4.4, the correlation plots
between experimental and numerical prediction of the statistics of the
pressure distribution are shown for all the building surfaces.
For each simulation, pressures are acquired at each time step and
then data are coarsened to match the sampling frequency adopted in
the wind tunnel tests, that was equal to 1000 Hz. The positions of the
pressure probes on the building model are identical to those reported
by the experimental setup and showed in Fig. 6.9 (a), while Fig. 6.9
(b) reports the paths s1, s2 and s3 subsequently adopted for plotting
pressure statistics.
P1
P2
P3
(a)
s1 s3
s2
0
0
0
(b)
Figure 6.9: Positions of the pressure probes according to the experimental setup (a) and
view of the curvilinear abscissae adopted for plotting the pressure coefficient
statistics (b).
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6.4.1 Convergence and integral forces
The simulations convergence is checked for each angle of attack by
analyzing the pressure signals acquired at the three different locations
showed in Fig. 6.9 (a), namely P1 = (−0.1H, 0, 0.5H), P2 = (0.1H, 0, 0.5H)
and P3 = (0,−0.2H, 0.5H). For the sake of brevity, only results regard-
ing the angle of attack equal to 0◦ and the inflow #1 are here reported.
In particular, Fig. 6.10 (a) shows the time history of the pressure coef-
ficient Cp = p0.5ρU2H
for the location P1, while Fig. 6.10 (b) shows the
incremental residual on its average Cp and standard deviation C ′p, ob-
tained by following the method previously described in Section 7.4.2.1.
Figures 6.11 and 6.12 show the same quantities relative to the locations
P2 and P3, respectively. At can be observed, after 250t∗ the residuals
in terms of both Cp and C ′p are lower than 1% at all the considered
locations.
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Figure 6.10: Convergence of pressure signal at location P1: time history of the pressure
coefficient (a) and incremental residual on its average and standard devia-
tion (b).
The convergence is checked not only in terms of punctual pressure
measurements, but also in terms of integral forces acting on the high-
rise building. In particular, the same procedure adopted for the in-
let condition and for pressure measurements is applied to the inte-
gral force coefficients in x and y directions, referred respectively as
CFx =
Fx
0.5ρU2HDH
and CFy =
Fy
0.5ρU2HDH
, where Fx and Fy denote the
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Figure 6.11: Convergence of pressure signal at location P2: time history of the pressure
coefficient (a) and incremental residual on its average and standard devia-
tion (b).
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Figure 6.12: Convergence of pressure signal at location P3: time history of the pressure
coefficient (a) and incremental residual on its average and standard devia-
tion (b).
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integral forces. Figure 6.13 (a) shows the time history of CFx and CFy
for the angle of attack equal to 0◦, while Fig. 6.13 (b) reports the incre-
mental residual in terms of average CFx , defined as CFx , and in terms
of standard deviation of CFx and CFy , denoted as C
′
Fx
and C ′Fy , respec-
tively. As it can be noticed, also in terms of integral force coefficients
after 250t∗ all the investigated residuals fall below the threshold of
1%. In all, the duration of 250t∗ is considered to be sufficient in order
to reach a satisfactory converge of results at least up to second order
statistics, so the simulations at all the investigated angles of attack are
run until this duration is reached.
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Figure 6.13: Convergence of integral force coefficients in x and y directions: time histo-
ries (a) and incremental residual on their average and standard deviation
(b).
In order to study the impact of the different length scales adopted
for inflow #1 and #2, the pressure time correlations between each pres-
sure probe and all the others are calculated and the resulting fields
are interpolated over the whole building surfaces. In particular, a com-
parison between inflow #1 and #2 at 0◦ is provided in Fig. 6.14, that
shows the pressure coefficient time correlation Cp,corr between the
pressure probe P1 and all the other probes along the path s1 for the
two considered inflows together with the corresponding experimen-
tal data. As it can be observed, inflow #2, characterized by the larger
turbulent length scale, results in a very good agreement with experi-
mental measurements. Indeed, in the windward surface the two curves
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are almost overlapping, while compared to experiments the inflow #1
shows a more rapid decay of correlations proceeding away from the
probe P1. The higher values of correlations showed by inflow #2 com-
pared to inflow #1 is somehow expected, since its incoming flow is
characterized by a larger turbulent length. Differences become even
more evident when the leeward surface is analyzed. In this part, re-
sults from inflow #1 seem to be uncorrelated with the signal recorded
in P1, being Cp,corr almost null along the whole path. On the contrary,
correlations obtained from inflow #2 appears to be negative and equal
to about −0.2 in average, resulting to be quite close to experimental
measurements.
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Figure 6.14: Time correlation between the pressure probe P1 and all the other probes
along the paths s1 (a) and s2 (b): comparison between inflow #1 and inflow
#2 at the angle of attack equal to 0◦.
Differences observed in pressure correlations are also reflected on
the flow bulk parameters, in particular in terms of the standard de-
viation of the along wind force coefficient CFx . Table 6.1 reports the
statistics of the force coefficients for all the considered angles of attack.
As it can be noted, at 0◦ the standard deviation of CFx is equal to
0.153 when the inflow #1 is considered, while it equals 0.196 when the
inflow #2 is adopted, resulting very close to the experimental data of
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0.195 in this case. The better performances showed by the inflow #2 in
terms of both pressure correlations and C ′Fx led to consider only this
inflow condition for angles of attack equal to 45◦ and 90◦. Also for
these wind directions, Table 6.1 shows that a very good agreement is
achieved between numerical and experimental measurements both in
terms of average and standard deviation of the force coefficients, even
if C ′Fy appears to be slightly underestimated by LES.
In all, it appears that the integral force coefficients are predicted by
LES with a satisfactory accuracy for all the considered angles of attack,
in particular in terms of average quantities, being the maximum ab-
solute relative error between numerical and experimental predictions
equal to about 8% in this case.
Angle Source Inflow CFx C
′
Fx
CFy C
′
Fy
0◦ LES #1 1.13 0.153 -0.01 0.12
LES #2 1.14 0.196 -0.01 0.13
Exp. − 1.13 0.195 0.002 0.19
45◦ LES #2 0.81 0.15 0.37 0.07
Exp. − 0.88 0.17 0.34 0.09
90◦ LES #2 0.42 0.08 0.002 0.18
Exp. − 0.43 0.09 0.02 0.19
Table 6.1: Statistics of the integral force coefficients.
6.4.2 Flow topology
In this section, the flow topology obtained with LES is described for
each considered angle of attack. In particular, a qualitative view of the
vortical structures for the angle of attack equal to 0◦ is reported in Fig.
6.15 by means of isocontour of the invariant λ2, coloured with pres-
sure. As it can be observed, the boundary layer approaching the high-
rise building becomes unstable leading to the development of the well
known horseshoe vortex. Indeed, the vertical component of the veloc-
ity gradient that characterizes the approaching boundary layer causes
pressures to be higher near the top part of the high-rise building, where
velocities are higher, and lower near the ground. This pressure gradi-
ent drives the flow downward close to the windward surface of the
high-rise building and then, as it approaches the ground surface, it is
deviated upwind according to a reversal pressure gradient, that is con-
sidered to be responsible for the instability of the incoming boundary
layer [138] and that consequently controls the position of the horseshoe
vortex core.
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Figure 6.15: Three dimensional view of the flow topology at 0◦: isocontours of the in-
variant λ2 at the dimensionless value of λ2U2/H2 = −30.5.
These flow dynamics can be better appreciated if the average stream-
lines are observed. In particular, Figures 6.16, 6.17 and 6.18 show the
average streamlines obtained with the Line Integral Convolution tech-
nique [139] for 0◦, 45◦ and 90◦, respectively. The streamlines are plotted
for the xz plane passing from (0, 0, 0) and for the xy plane passing from
(0, 0, 0.5H). As it can be observed in Fig. 6.16, when 0◦ angle of attack
is considered, the core of the horseshoe vortex is located at approxi-
mately x/D = −1.3, while it moves closer to the building windward
surface as the angle of attack increases, reaching x/D = −1.0 at 90◦
(see Fig. 6.18).
Focusing on the average flow reattachments/detachments, that sig-
nificantly affect the pressure distribution and consequently the wind
load on the building, it can be observed in Fig. 6.16 that, when the an-
gle of attack equal to 0◦ is considered, the average flow field appears to
be detached from both the lateral and the top surfaces. Conversely, the
average flow reattaches on the top surface for the 45◦ angle of attack
(at least in the xz plane considered) and on both top and along wind
surfaces for 90◦, as showed in Figures 6.17 and 6.18, respectively. In par-
ticular, in the configuration at 90◦ showed in Fig. 6.18 (b), in nominally
smooth inflow conditions, the flow is known to be detached, since the
aspect ratio of the considered rectangular shape is D/B = 2, so less
than the threshold value of 2.8 reported by Noda et al. [53]. Neverthe-
less, the incoming turbulence and the enhanced turbulent mixing cause
the shear layer instabilities to occur upwind with respect to the smooth
inflow condition, leading the mean flow to reattach also for aspect ra-
tio smaller than 2.8 [140]. Furthermore, it is worth noticing that, in the
considered case, the flow topology is complicated due to the fact that
the model is immersed in a turbulent shear flow, that is the simulated
atmospheric boundary layer, so the reattachment length changes pro-
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ceeding from the bottom towards the top side of the high-rise building.
In particular, Fig. 6.19 (a) shows the change in the along wind position
of the reattachment point (indicated as xr) with the height at the an-
gle of attack equal to 90◦. In the same figure, the curve 1/I(z), where
I(z) is the turbulence intensity profile, appropriately shifted by a cali-
brated offset. Interestingly, the two curves show a very similar trend,
at least up to approximately z/D = 2.0, where the reattachment bubble
reaches its maximum along wind extension, so suggesting a linear pro-
portionality between the reciprocal of the turbulence intensity and the
reattachment length, at least in the considered range. Moreover, it is
worth noticing that the height of z/D = 2.0, at which the reattachment
length reaches its maximum, represents the boundary between the re-
gions where the flow is deviated downwards, as it can be observed in
Fig. 6.18 (a). Indeed, above this height the flow is deviated upwards by
the high suctions occurring in the top part of the high-rise building and
showed in Fig. 6.19 (b), so the along wind position of the reattachment
point starts decreasing reducing from a maximum of xr/D = 0.34 to
xr/D = 0.005.
(a) (b)
Figure 6.16: Average streamlines at 0◦: view of the xz plane passing from (0,0,0) (a) and
of the xy plane passing from (0,0,0.5H).
(a) (b)
Figure 6.17: Average streamlines at 45◦: view of the xz plane passing from (0,0,0) (a)
and of the xy plane passing from (0,0,0.5H).
6.4 large eddy simulations 135
(a) (b)
Figure 6.18: Average streamlines at 90◦: view of the xz plane passing from (0,0,0) (a)
and of the xy plane passing from (0,0,0.5H).
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Figure 6.19: Average position of the reattachment point (a) and average pressure field on
the along-wind surface (b) at 90◦.
6.4.3 Pressure distributions
The distribution of the average pressure coefficient Cp and of its stan-
dard deviation C ′p along the path s1 for the 0◦ angle of attack is re-
ported in Fig. 6.20. As can be observed, a good agreement is reached
in terms of Cp on both windward and leeward sides. Focusing on the
windward surface, both numerical and experimental data show a max-
imum of Cp, located approximately at s1/H = 0.8. Since the vertical
component of the average pressure gradient changes in sign in cor-
respondence of this maximum, comparing this figure with Fig. 6.16, it
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can be observed that this height corresponds to the streamline that sep-
arates the flow deviated upwards from that deviated downwards. Re-
garding the numerical prediction of C ′p, it can be observed that while
in the windward surface LES tends to slightly overestimate it, in the
leeward surface the behavior is opposite, with LES underestimating
C ′p in particular near the bottom side, where the average streamlines
in Fig. 6.16 (a) show the presence of a vortex structure.
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Figure 6.20: Statistics of the pressure coefficient at 0◦ along the path s1: average (a) and
standard deviation (b).
When the angle of attack equal to 45◦ and path s1 are analyzed,
from Fig. 6.21 it appears that the average pressure coefficient predicted
with LES almost overlaps the experimental data, while discrepancies
previously observed for 0◦ angle of attack in terms of C ′p become more
evident in this case, in particular in the leeward part of the path. Any-
way also in this case, C ′p appears to be satisfactory predicted by LES on
the windward surface, being the maximum relative difference between
numerical and experimental data less than 8%.
The Cp and C ′p distributions along the path s2 for the 90◦ angle of at-
tack are showed in Fig. 6.22. Looking at the Cp distribution, the same
observations done for 0◦ and 45◦ hold, being the numerical and the
experimental data in good accordance, with a maximum relative dif-
ference of about 15%, recorded close to the leading edges where high
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Figure 6.21: Statistics of the pressure coefficient at 45◦ along the path s1: average (a) and
standard deviation (b).
suctions due to the flow separation occur. On such regard, it should
be noticed that the accurate reproduction of the flow dynamics near
such zones represent a very challenging task for numerical simulations,
since it would require extremely high spatial and, consequently, time
resolutions, rendering LES very time consuming and, indeed, compro-
mising their use for practical applications. Moving away from the lo-
cations where the highest suctions are recorded, the pressure recovery
starts and the slope of the curve increases as the reattachment point
is passed, so before s2/H = 0.32 and after s2/H = 0.68. Looking at
the distribution of the standard deviation of the pressure coefficient
reported in Fig. 6.22 (b), the numerical results underestimate the peak
of C ′p, even if the maximum relative difference between numerical and
experimental data is below 15%. Conversely, the numerical predictions
of C ′p values on the windward part of the path are in good accordance
with the experimental measurements, indicating that the energy con-
tent in the approaching flow is correctly reproduced. This observation
also holds for the previously analyzed angles of attack.
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Figure 6.22: Statistics of the pressure coefficient at 90◦ along the path s2: average (a) and
standard deviation (b).
6.4.4 Overall pressure distributions
In order to analyze the accuracy of the numerical prediction of the
pressure coefficient statistics over the whole building surfaces, in this
section the correlation plots between the numerical measurements and
data obtained with LES for all the pressure probes and all the consid-
ered angles of attack are reported. In particular, Fig. 6.23 shows the
correlation plot for Cp and C ′p at the 0◦ angle of attack, while the
same plots for 45◦ and 90◦ are reported in Fig. 6.24 and 6.25, respec-
tively. Furthermore, Table 6.2 reports for each angle of attack and each
analyzed statistics the percentage of points whose difference between
numerical and experimental predictions is less than 10%, 20% and 30%
(hereinafter referred as ranges of tolerance). The same ranges are high-
lighted in the correlation plots. In addition to these data, Table 6.2
shows for each case also the Mean Normalized Bias (MNB), that is the
average relative error between numerical and experimental predictions
defined as follows:
MNB =
1
N
N∑
i=1
(
Qi,num −Qi,exp
Qi,exp
)
, (6.16)
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where N is the number of the pressure probes, while Qi,num and
Qi,exp are the considered quantities obtained from the numerical model
and from the experiments, respectively. The MNB is used as an index
able to synthetically characterize the correlation plots subsequently re-
ported.
As previously observed in Section 6.4.3 for paths s1, s2 and s3, when
the average pressure coefficient is analyzed the numerical results show
to be quite accurate over the whole building surfaces and for all the
angles of attack. Indeed, Table 6.2 shows that at 0◦ the percentage of
points in the range of tolerance of 30% is 93.3%, while at 45◦ and 90◦
the corresponding percentage is 82.0% and 99.0% respectively. Also the
MNB appears to be quite reduced in this case, since it equals 1.5% at 0◦
and 1.33% at 45◦, while at 90◦ it increases up to −9.47% and it changes
in sign, indicating that in this case the average tendency of LES is to
underestimate the mean pressure coefficient.
The correlation plots of Figures 6.23 (b), 6.24 (b) and 6.25 (b) show
that the standard deviation of the pressure coefficient is predicted with
less accuracy than the average one, being the distribution of points
slightly deviated with respect to the bisector line for all the consid-
ered wind directions. These characteristics are also reflected in Table
6.2, that reports that, while at 0◦ the 94.5% of point is within the 30%
of tolerance, this percentage decreases down to 69.4% and 88.8% for
45◦ and 90◦. Also the MNB values appear to be higher than those ob-
served for the distributions of Cp, showing a maximum value of 19%,
observed for the angle of 45◦. Nevertheless, it is worth noticing that,
in this case, the overestimation of the numerical data is mainly concen-
trated in points with relatively small values of C ′p (see Fig. 6.24 (b)).
In all, the maximum absolute MNB observed for the Cp distribution
is less than 10%, while for the C ′p distributions, the maximum absolute
MNB is less than 15%.
Performance metrics 0
◦ 45◦ 90◦
Cp C
′
p Cp C
′
p Cp C
′
p
10% 45.1 % 27.8 % 59.8 % 31.6 % 30.6 % 52.9 %
20% 89.6 % 53.9 % 76.1 % 49.2 % 90.2 % 80.8 %
30% 93.3 % 94.5 % 82.0 % 69.4 % 99.0 % 88.8 %
MNB 1.15 % −14.4 % 1.33 % 19.0 % −9.47 % 4.54 %
Table 6.2: Performance metrics of the pressure coefficient at 0◦, 45◦ and 90◦.
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Figure 6.23: Statistics of the pressure coefficient at 0◦: average (a) and standard deviation
(b).
Exp. Cp [-]
45º
10
%
20
%
30
%
LE
S
 C
p 
[-]
(a)
45º
Exp. C’p [-]
10
%20
%30
%
LE
S
 C
’ p 
[-]
(b)
Figure 6.24: Statistics of the pressure coefficient at 45◦: average (a) and standard devia-
tion (b).
6.4.5 Pressure time correlations
In order to accurately assess the structural response, not only the punc-
tual statistics of the pressure coefficient should be well predicted, but
also the time correlations need to be correctly reproduced. In order
to analyze this aspect, for each angle of attack the time correlations
between each probe and all the others are calculated. The time correla-
tions of the probe P1 along the paths s1 and s2 for the angle of attack
equal to 45◦ are reported in Fig. 6.26, while Fig. 6.27 shows the time
correlation along the paths s3 and s2 for the probe P3 at 90◦ . For what
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Figure 6.25: Statistics of the pressure coefficient at 90◦: average (a) and standard devia-
tion (b).
concerns the 0◦ angle of attack, the same plot is reported in Fig. 6.14
and so it is not repeated here for the sake of brevity.
Focusing on the windward part of the paths, a good agreement be-
tween experimental and numerical data can be considered achieved
for all the considered wind directions. Conversely, despite results at
0◦ show to be satisfactory also on leeward and along wind surfaces, in
these zones, when 45◦ and 90◦ are considered, the LES lack in accuracy,
showing values of the time correlation opposite in sign with respect to
experiments. This fact might be responsible for the underestimation
of the force coefficient C ′Fx reported in Table 6.1 and observed for the
angles of 45◦ and 90◦, while at 0◦ correlations are better predicted and
C ′Fx becomes close to the experimental data.
6.5 assessment of wind loads on struc-
tural elements
In this section, the results of linear structural dynamic analyses are
presented, aiming at assessing the accuracy of LES in reproducing the
internal forces on the structural elements. For each angle of attack,
structural analyses are performed starting from the time histories of
the pressure fields obtained from both experimental data and numeri-
cal simulations.
The characteristics of the adopted structural model are reported in
Figs. 6.28 and 6.29. The structure is made of a steel-framed tube embed-
ding two cores and it counts 50 floors arranged with regular distribu-
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Figure 6.26: Time correlation between the pressure probe P1 and all the other probes
along the paths s1 (a) and s2 (b) at the angle of attack equal to 45◦.
tion along the height. The steel-framed tube structure represents a very
efficient structural solution for high-rise buildings, since it tends to be-
have as an equivalent hollow tube, leading to a considerable saving
of material compared to classical framed buildings [141]. Each floor is
composed of a concrete slab with a thickness of 0.45 m. At the ground
floor, the end sections of the beams are considered perfectly clamped.
The dimensions of the cross-sections of the structural elements con-
stituting the framed structure and the core are varied with the height
every 40 m according to the 5 levels showed in Fig. 6.28 (b). According
to the nomenclature introduced in Fig. 6.29 (b), the dimensions of the
cross-section for each level are reported in Table 6.3.
The first three natural structural modes are reported in Fig. 6.30,
while for the linear dynamic analyses subsequently discussed, 10 struc-
tural modes are considered. The first natural frequency is equal to
0.204 Hz and is in good accordance with the empirical value for steel-
framed structures that can be calculated as fI = 1.0/(0.1Nf) = 0.2 Hz
[141], where Nf is the total number of floors.
The linear structural dynamic analyses are performed by adopting
the procedure described in Patruno et al. [142]. Following this method-
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Figure 6.27: Time correlation between the pressure probe P3 and all the other probes
along the paths s3 (a) and s2 (b) at the angle of attack equal to 90◦.
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Figure 6.28: Three dimensional view (a) and frontal view (b) of the structural model.
ology, the structural response is assessed by means of modal superpo-
sition while quasi-static corrections are introduced to take into account
the effect of high frequency modes. In this way, static, quasi-static and
resonant response to the wind loads can be simply and efficiently as-
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Figure 6.29: View of the characteristic floor of the structural model (a) and sections di-
mensions (b) of frame and core elements.
Level Core elements Framed tube elements
bc [m] hc [m] tc [m] bf [m] hf [m] tf [m]
1 0.7 0.7 0.18 0.3 0.5 0.08
2 0.7 0.7 0.14 0.3 0.5 0.05
3 0.7 0.7 0.1 0.3 0.5 0.045
4 0.7 0.7 0.08 0.3 0.5 0.04
5 0.7 0.7 0.04 0.3 0.5 0.04
Table 6.3: Dimension of the sections of the structural members.
sessed. The design wind speed adopted for the analyses is equal to
30 m/s at the building top for all the considered directions.
Results are analyzed in terms of axial forces in 12800 sections. In
particular, Figures 6.31 (a), 6.31 (b), and 6.31 (c) show the correlation
plots for the standard deviation of the axial force (referred as N ′) for
the angles of attack of 0◦, 45◦ and 90◦, respectively, while Fig. 6.31 (d)
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Figure 6.30: First three structural modes and their natural frequencies (coloured by dis-
placement magnitude).
shows the envelope of these three angles. In order to better analyze
the characteristics of the distributions of N ′, in accordance to what
previously done for the standard deviation of the pressure coefficient,
Table 6.4 reports for each graph of Fig. 6.31 the percentage of points
falling within the three considered ranges of tolerance, together with
the MNB. As it can be observed, while for the angle of 0◦ the 99% of
points is within the range of tolerance of 30%, when 45◦ and 90◦ are
considered the same data fall down to 22.5% and 37.3%, respectively. If
these results are compared to those reported in Table 6.2, and relative
to C ′p, it is observed that the accuracy shown by LES in predicting the
standard deviation of the pressure coefficient is not reflected on the
standard deviation of the axial forces. Focusing on the MNB reported
in Table 6.4, for all the considered angles a negative value is observed,
indicating that LES tend to underestimate the value of N ′. This can be
noticed also in Fig. 6.31 (a), (b) and (c), where points are concentrated
near the lower boundary line relative to the higher considered range
of tolerance. The best agreement between the values of N ′ obtained
starting from experimental and numerical pressure fields is observed
at 0◦, for which the value of MNB is the minimum one (in absolute
value) and it equals −14.2%. Anyway, when the envelopes of the three
angles of attack are considered, differences decrease, since the 98.2%
of points fall below the 30% tolerance and the MNB becomes equal to
−23.9%, despite a maximum one of −33.7% observed at 45◦. Further-
more, if the higher level of tolerance is increased from 30% up to 38%,
the percentage of points included in the new tolerance range increases
significantly, reaching 77% for 45◦ and 99.6% for 90◦, so indicating that
the distribution of the normalized bias is quite narrow around its mean
value.
In all, it is worth noticing that, in order to accurately assess the
wind loads effect on structures, the correct reproduction of the punc-
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tual statistics of the pressure coefficient on the building surfaces is not
sufficient, even if it obviously represents a first necessary step. Indeed,
the structural analyses are affected also by the spectral content of the
pressure signals as well as its spatial correlations. Bearing in mind this
consideration, in the analyzed cases it can be observed that the numer-
ical predictions of N ′ show the best accuracy for 0◦ angle of attack, for
which also the pressure correlations result in a very good agreement
with the experimental data, as shown in Fig. 6.14. Conversely, Fig. 6.26
and Fig. 6.27 show that for 45◦ and 90◦ the pressure correlations are
predicted with less accuracy, and the correlation plots of N ′ are less
accurate as well. In particular, as previously observed for these wind
directions, LES show a positive pressure correlation between the wind-
ward surface and the leeward one, despite experimental data report a
negative correlation. This fact might be responsible for the observed
almost systematic underestimation of N ′ in these cases. Although it
is not so straightforward to identify the cause of the discrepancies ob-
served in the pressure correlations, it is worthy pointing out that the
inflow conditions might affect them and that some parameters charac-
terizing the incoming turbulence have been assumed since their values
are not reported in the experimental setup, as for example the across
wind and vertical turbulence intensities as well as the turbulence inte-
gral length scales in the same directions.
Performance metrics 0◦ 45◦ 90◦ Envelope
10% 23.3 % 0 % 0 % 0.1 %
20% 82.9 % 0.43 % 0.5 % 8.86 %
30% 99.0 % 22.5 % 37.3 % 98.2 %
MNB −14.2 % −33.7 % −30.5 % −23.9 %
Table 6.4: Performance metrics of the standard deviation of the axial force (N ′).
In order to provide also quantities of interest for the design of struc-
tural members, Figures 6.32 (a), (b) and (c) show the correlations plots
of the peaks of the axial forces Npeak for 0◦, 45◦ and 90◦ respectively
while Fig. 6.32 (d) shows the envelope of the three considered wind di-
rections. The peaks of axial forces are defined as the mean values plus
(and minus) 3.5 times the standard deviation (N ′). As it can be seen, a
good agreement between experimental and numerical data is achieved,
even if some discrepancies are observed for all the angles in particular
for lightly loaded elements.
If elements loaded less than 10% of the maximum axial force in
the whole structural model are disregarded, data reported in Table
6.5 show that the number of points within the 30% range of toler-
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Figure 6.31: Correlation graphs of the standard deviation of the axial force (N ′).
ance increases and the absolute values of the MNB decrease for all
the considered wind directions. In particular, when the total envelope
is considered, the MNB relative to Npeak equals −8.28%, that is sig-
nificantly lower in absolute terms with respect to the value of −23.9%
relative to N ′. Therefore, it appears that, since the average axial force
is predicted more accurately by LES than its standard deviation N ′,
the accordance between numerical and experimental results improves
significantly when overall effects are considered.
6.6 conclusions
In the present paper, the capabilities of LES as a tool useful for struc-
tural design were investigated. In particular, the turbulent flow around
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Figure 6.32: Correlation graphs of the peak axial force (Npeak).
Performance metrics 0◦ 45◦ 90◦ Envelope
10% 78.0 % 5.18 % 0 % 54.8 %
20% 89.6 % 47.1 % 5.26 % 66.0 %
30% 99.0 % 96.8 % 70.0 % 90.9 %
MNB 0.283 % −18.6 % −27.3 % −8.28 %
Table 6.5: Performance metrics of the peak axial force (Npeak) disregarding members
loaded less than 10% the maximum load.
an isolated high-rise building was simulated and the numerically pre-
dicted pressure field was compared to the experimental measurements
and used to assess the wind loads effects on the structure.
A key point in the simulation process, in particular when dealing
with LES, is represented by the inflow boundary conditions. In order
to obtain accurate results in terms of pressure distributions, the charac-
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teristics of the incoming turbulent flow need to be represented as accu-
rately as possible. In order to do this, two synthetic fluctuation fields
matching the target spectra were generated by means of the MDSRFG
method and introduced to the computational domain. The so gener-
ated fields differed only in the choice of the turbulent length scale and
since the MDSRFG procedure does not allow to control it a priori, an
iterative procedure was performed until the desired turbulent length
scale was obtained. Then, according to the experimental practice, LES
were performed in an empty domain, representing the wind tunnel
in the absence of the high-rise building model. A good agreement be-
tween both the inflow profiles and the experimental measurements was
obtained in terms of average velocity and turbulence intensity profiles.
Then, the high-rise building was introduced in the computational do-
main and a first LES was performed at 0◦ angle of attack. Results in
terms of statics of the pressure distributions on the high-rise building
were systematically compared with experimental measurements and
for the best performing inlet condition, simulations at angles of attack
equal to 45◦ and 90◦ were run.
Firstly, the punctual statistics of the pressure field for the consid-
ered angles of attack were analyzed. In terms of Cp, a good agreement
between numerical predictions and experimental measurements was
achieved, being the maximum absolute MNB obtained in all cases less
than 10%. Regarding the fluctuating part of the pressure field, LES re-
sults showed to be slightly less accurate, being the maximum MNB
equal to 19%. Nevertheless, in particular for 45◦ and 90◦, it was ob-
served that the larger relative errors are concentrated in points showing
relatively small values of C ′p. This fact might suggest that secondary
flow mechanisms were not predicted by LES with the same accuracy
as global and more energetic flow mechanisms.
Once the characteristics of the pressure field were analyzed, in order
to study the effects of the wind loads also in terms of internal forces, a
steel-framed tube was considered and linear dynamic structural anal-
yses were performed for each angle of attack starting from both ex-
perimental measurements and numerical predictions of the pressure
field. It was observed that the accuracy showed by LES in reproduc-
ing the C ′p distribution was not reflected when the standard deviation
of the axial forces N ′ was analyzed, being the maximum MNB ob-
tained in all the analyses equal to −33.5%. Furthermore, differently
from the distributions of C ′p, an almost systematic underestimation
was obtained with LES in terms of N ′. This fact might be related to
the results showed by the analysis of the pressure time correlations
fields. Indeed, while at 0◦ a good agreement in terms of pressure cor-
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relations is obtained, at 45◦ and 90◦ some discrepancies were observed
in particular on the leeward surfaces, where numerical and experimen-
tal results were opposite in sign. This different flow dynamics might be
responsible for the systematic underestimation ofN ′, that becomes par-
ticularly pronounced at 45◦ and 90◦, so when also the accuracy in the
prediction of pressure correlations is lower. Nevertheless, when the en-
velope of the three angles is considered, results significantly improved,
since the effects of minor flow mechanisms were partially hidden by
the enveloping of the results. In this case, the MNB characterizing the
N ′ distribution was equal to −23.9%.
Regarding the peak axial forces, results showed to be more accurate
than those obtained for N ′ for all the considered angles. This improve-
ment was due to the fact that the mean values of the axial forces were
predicted with higher accuracy than their fluctuating parts, so final re-
sults appeared to be globally more accurate. When the envelope of the
three angles was considered in this case, the relative MNB was equal
to −8.28%, indicating that a satisfactory level of accuracy could be con-
sidered achieved.
Summarizing, it could be stated that, in the view of using LES as
a design tool for the sizing of structural members, a comparison be-
tween experimental and numerical results in terms of pressure fields
is necessary, but not sufficient. Indeed, the structural response is deeply
affected also by the spectral content of the pressure field as well as by
its temporal and spatial correlations. These characteristics are directly
related to both the body aerodynamics and the turbulent inflow condi-
tions. In the awareness of the complexity of the problem and bearing
in mind that a large number of factors contribute to the definition of
the structural response, the present study indicates that a satisfactory
accuracy can be obtained with LES if the envelope of several angles of
attack is considered, in particular in terms of peak forces. In the aware-
ness that wind tunnel tests still represent the most reliable technique to
assess the structural response to the wind action, the obtained results
are considered to be encouraging for pursuing the research which is
still needed in order to assess LES as a reliable tool for structural de-
sign.
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Part III
L E S A P P L I C AT I O N S T O P O L L U TA N T
D I S P E R S I O N P R O B L E M S
Pollutant dispersion is one of the most important current
environmental problem since it is strongly connected to air
quality and thus to human health. In this part, LES are per-
formed aiming at assessing their capabilities in reproduc-
ing the average pollutant concentration field downstream a
pollutant source. In particular, first the pollutant dispersion
from an isolated stack is analysed and results are compared
to experimental data as well as to theoretical, empirical and
semi-empirical formulae. Then, pollutant dispersion from a
stack placed downwind a building is investigated.

7N U M E R I C A L S I M U L AT I O N O F P O L L U TA N T
D I S P E R S I O N : E F F E C T S O F A
R E C TA N G U L A R B U I L D I N G U P W I N D O F A
S TA C K
The accurate prediction of pollutant dispersion is of large scientific and soci-
etal importance. This can be performed by on-site measurements, wind tunnel
tests or numerical simulations with Computational Fluid Dynamics (CFD)
techniques, where the latter are attractive due to their ability to provide more
detailed information on the pollutant concentration distribution. However, the
accurate prediction of pollutant dispersion with CFD, especially in the urban
environment, is complicated as it is governed by both atmospheric boundary
layer (ABL) turbulence and turbulence in the flow patterns generated by bluff
bodies such as buildings. This paper consists of two parts: firstly, a discus-
sion regarding theoretical, empirical and semi-empirical models is provided.
In the present paper, the results of these approaches are compared to experi-
mental data as well as to numerical results. Then, Reynolds-Averaged Navier-
Stokes simulations and Large Eddy Simulations are performed to predict the
pollutant dispersion for two different configurations: an isolated stack and a
building placed upwind of a stack. The first case is representative of situations
in which the dispersion process is mainly governed by the ABL turbulence,
while the second case involves both ABL and building-induced turbulence.
Numerical results obtained for the two aforementioned cases are systemati-
cally compared with experimental data in terms of time-averaged pollutant
concentrations allowing to assess the performance of the adopted numerical
approaches.
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7.1 introduction
Nowadays, pollutant dispersion is one of the most important problems
in the field of Urban Physics and Wind Engineering since it is strongly
connected to air quality and thus, to human health. Indeed, air pollu-
tion is associated with a wide range of chronic and acute health dis-
eases [24, 143], which represent a very actual problem in several parts
of the world. In this context, the ability to accurately predict pollutant
dispersion, especially in the urban environment, is of primary impor-
tance in order to improve the air quality and to avoid or limit undesir-
able effects caused by high pollutant concentrations. In the near future,
it can be foreseen that the design of healthier, more comfortable and
more sustainable cities will more and more rely on studies concerning
pollutant dispersion to accurately predict the air quality in the urban
environment.
The traditional approach used to assess pollutant dispersion relies
on experimental practice and is based on either wind tunnel tests [144–
148] or on-site measurements [149–153]. These techniques can be also
adopted in combination with theoretical, empirical and semi-empirical
models, which can provide an estimation of the pollutant concentration
field in the area of interest based on experimental results [23]. Exper-
imental techniques can provide useful information regarding the pol-
lutant distribution but, unfortunately, the number of monitored points
is usually limited by the experimental equipment and, in particular
in case of on-site measurements, an accurate control of the boundary
conditions is very difficult or even impossible.
Alongside the experimental approach, numerical techniques based
on Computational Fluid Dynamics (CFD) are becoming increasingly
popular for the study of the pollutant dispersion, as indicated by a
fairly large number of review papers on the topic [1, 9, 23, 104, 105,
154–162]. In fact, numerical simulations offer several advantages if com-
pared to wind tunnel tests and on-site measurements: they provide
whole-flow field data, i.e. data on the relevant parameters in the en-
tire computational domain and boundary conditions can be accurately
controlled.
In the past decades, CFD simulations have been performed in or-
der to investigate the near-field pollutant dispersion around isolated
buildings [20, 47, 148, 163–165], idealised street canyons [166, 167], reg-
ular building blocks [168–172] and also in actual urban areas [173–176].
Nevertheless, CFD results showed to be very sensitive to the numerical
setup adopted and an in-depth research work is still needed in order
to further assess their accuracy and reliability.
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In particular, several previous studies noted the inadequacy of Reynolds-
Averaged Navier-Stokes (RANS) turbulence models for accurately pre-
dicting the wind flow patterns and consequently the pollutant concen-
trations around buildings [21, 47]. These considerations led researchers
to move towards transient and scale-resolving approaches as Large
Eddy Simulations (LES), which generally showed an improved accu-
racy when compared to RANS turbulence models [21, 22]. Neverthe-
less, due to their high computational cost, LES simulations still remain
mainly limited to the research arena and further studies are necessary
in order to accurately assess their capabilities in predicting the pollu-
tant dispersion.
In this paper, firstly, a brief discussion regarding theoretical, empiri-
cal and semi-empirical dispersion models is provided. Then, numerical
simulations of pollutant dispersion are performed for two configura-
tions: an isolated stack and a building placed upwind of a stack. In the
first case, the plume spread is mainly controlled by the atmospheric
boundary layer turbulence while in the second case, also the local
building-induced flow pattern and turbulence play a crucial role. Re-
sults are analysed in terms of time-averaged pollutant concentrations
and systematically compared to corresponding experimental data. In
the configuration with the isolated stack, both RANS and LES simula-
tions are performed, in order to compare their results when a relatively
simple configuration is analysed. To the best of the authors’ knowl-
edge, this contribution is the first to present an in-depth study of LES
results for the configuration with the isolated stack. When the config-
uration with the building placed upwind of a stack is analysed, the
time-averaged pollutant concentrations are evaluated not only close to
the pollutant source, but also far downwind, aimed at assessing LES
capabilities in predicting the pollutant concentrations also in the far
wake region.
This paper is organised as follows. In Section 7.2 some of the most
commonly adopted theoretical, semi-empirical and empirical disper-
sion models are briefly recalled. Then, the setup adopted in the wind-
tunnel experiments used as reference in this paper is described in Sec-
tion 7.3. Section 7.4 focusses on the setup adopted for the numerical
simulations. The results obtained for the isolated stack configuration
are discussed in Section 7.5, while the case of the building with down-
wind stack is discussed in Section 7.6. Finally, Section 7.7 contains dis-
cussion and conclusions.
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7.2 theoretical background
In this section, the theoretical background underlying dispersion mod-
els subsequently used for a comparison of their results with numer-
ical and experimental data is briefly recalled. In particular, Section
7.2.1 briefly recalls stochastic models for both Markovian and non-
Markovian random processes. Then, Section 7.2.2 introduces gradi-
ent diffusion models and, finally, Section 7.2.3 focusses on the widely
adopted Gaussian plume model.
The classical decomposition of the velocity field, u, and the con-
centration field, c, in time-averaged and zero-mean fluctuating part
is adopted:
u = U+ u˜, (7.1)
c = C+ c˜, (7.2)
where instantaneous quantities are indicated in lowercase, time-averaged
ones with capital letters while the zero-mean fluctuating parts are de-
noted as ˜(·). The components of the velocity field along the x, y and z
directions are indicated as u, v,w, respectively.
7.2.1 Stochastic models for convection-diffusion problems
The microscopic description of diffusion process is usually modelled as
a Brownian motion, assuming that the variation of the particle position
can be described by a Markovian random process [177, 178]. It must be
noted that, in order to accept such an hypothesis, a strong scales separa-
tion between the microscopic particle motion and the macroscopic evo-
lution of the studied phenomena is required. Since the integral scales
that characterise the velocity field are usually comparable to that of the
studied phenomenon, the convection and diffusion within a turbulent
wind flow can usually not be modelled as a Markovian process [177].
In particular, adopting a Lagrangian reference system, marked as L
in the following, the time correlation coefficient of w can be computed
as:
Rw,L(t
′) =
w˜(t)w˜(t+ t ′)
σ2w
, (7.3)
where t is the time, t ′ is the time lag, (·) denotes the time-averaging
operator and σ2w is the variance of w˜. Then, starting from the work of
Taylor [179], it is possible to demonstrate that:
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σ2z = 2σ
2
w
∫t
0
∫t ′
0
Rw,L(t
′)dt ′dt, (7.4)
where σ2z is the dispersion parameter in the vertical direction, which is
equal to the square of the standard deviation of a Gaussian distribution
that can be used in order to fit the particle concentration profile along
the z direction (for more details the reader is referred to Hanna et al.
[177]). If an exponential decay is assumed for Rw,L(t ′):
Rw,L(t
′) = e
− t
′
Tw,L , (7.5)
where Tw,L denotes the integral time scale of the w fluctuations, by
substituting Eq. (7.5) into Eq. (7.4), the following analytical solution
for σ2z can be obtained:
σ2z = 2σ
2
wT
2
w,L
[
t
Tw,L
− 1+ e
− tTw,L
]
. (7.6)
The along-wind distribution of σ2z can be obtained by replacing t
with x/U in Eq. (7.6), where U is the time-averaged wind velocity along
the x direction.
Furthermore, it is also possible to obtain σ2z as a function of the ve-
locity power spectral density Sw,L(f) instead of the time correlation
Rw(t
′), since these two are related through the Wiener-Khinchin theo-
rem [180]. It can be thus demonstrated that [177]:
σ2z = σ
2
wt
2
∫∞
0
Sw,L(f)Φˆ(f, t)df, (7.7)
where Sw,L(f) is the power spectral density of w˜ in a Lagrangian ref-
erence system, while Φˆ(f, t) is the function reported below:
Φˆ(f, t) =
sin2(pift)
(pift)2
. (7.8)
Analogous relationships can be obtained for σ2y, Rv(t ′) and σ2v. It
should be noted that Φˆ(f, t) acts as a filter function. Indeed, as the time
increases, Φˆ(f, t) moves the frequency cutoff from high to low frequen-
cies, as shown in Fig. 7.1, where Φˆ(f, t) is plotted in a non-dimensional
form for different non-dimensional times tU/Lw,L and compared to
the well-known von Kármán spectrum obtained with unitary values of
σ2w, turbulence length scale Lw,L and along-wind velocity U.
Looking at Eq. (7.4), it is interesting to observe that if t ′ → ∞, then
by definition
∫t ′
0 Rw,L(t
′)dt ′ → Tw,L, where Tw,L is the turbulence
time scale defined in a Lagrangian reference system. Consequently, in
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Figure 7.1: Effects of eddies filtering: non-dimensional von Kármán spectrum and filter
function Φˆ(f, t) plotted for 0.5 6 tU/Lw,L 6 5.
this case if t, t ′ → ∞ then σ2z → σ2wtTw,L and thus σz ∝ t 12 . There-
fore, it appears that far from the source Eq. (7.4) is in accordance with
the classical Brownian motion theory, which predicts σz ∝ t 12 inde-
pendently from t. Nevertheless, when the convection-diffusion process
near the source is investigated (that corresponds to t, t ′ → 0), then Eq.
(7.4) gives σz ∝ t and so it differs from the Brownian motion theory.
This fact is expected: the effects introduced by the non-Markovianity
of the process are significant near the source due to the fact that the
incoming turbulence integral time scale and the advection time from
the source are comparable. Proceeding further downstream their ratio
tends to vanish rendering such effects of secondary importance.
7.2.2 Gradient transport models
Starting from the stochastic model described in Section 7.2.1, using Kol-
mogorov equations [181] and adopting an Eulerian reference system, it
is possible to obtain the well-known convection-diffusion equation for
the pollutant concentration reported below [182]:
∂c
∂t
+ u · ∇c = D∇2c, (7.9)
where D is the molecular diffusivity coefficient and ∇ and ∇2 repre-
sent the gradient and the Laplace operators, respectively. Models based
on Eq. (7.9) are referred as gradient transport models. Applying a time-
averaging operator on Eq. (7.9), it is possible to obtain [182]:
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∂C
∂t
+U · ∇C = D∇2C−∇ · u˜c˜, (7.10)
where the last term needs to be modelled in order to express the prob-
lem only in terms of time-averaged quantities. The simplest way is to
model the term u˜c˜ in analogy with molecular diffusion as follows:
u˜c˜ = −Dt∇C, (7.11)
where Dt is the turbulent diffusion coefficient. Equation (7.11) relates
the turbulent transport of the pollutant concentration to the gradient of
the time-averaged concentration and represents the well-known Stan-
dard Gradient Diffusion Hypothesis (SGDH), which is one of the most
widely adopted models for pollutant dispersion studies. Note that the
turbulent diffusion coefficient Dt is unknown a priori since it is a lo-
cal property of the flow field and not a fluid property. Apart from the
SGDH, many other models based on higher order closure equations
can be found in the literature and for a detailed review the reader is
referred to Kao [182].
If the SGDH is adopted, the governing balance equation for the pol-
lutant concentration can be obtained by substituting Eq. (7.11) into Eq.
(7.10) and is reported below:
∂C
∂t
+U · ∇C = D∇2C+Dt∇2C. (7.12)
7.2.3 Gaussian plume model
Using the previously presented models for the description of the convection-
diffusion problem, the well-known Gaussian plume model can be ob-
tained.
In particular, the Gaussian plume model finds its origin in the pi-
oneering works of Sutton [183], Pasquill [184] and Gifford [185] and
still represents one of the most commonly used approaches to deal
with stack gas dispersion or far-field pollutant dispersion in the at-
mospheric boundary layer [177]. Let us consider a pollutant source
located at height Hs above the ground and characterised by a constant
mass flow rate Q, placed in a uniform wind flow with time-averaged
velocity U = (Ur, 0, 0) (see Fig. 7.2). Note that the adopted reference
velocity should be representative of the time-averaged velocity in the
plume. It is generally considered to be equal to the time-averaged wind
160 numerical simulation of pollutant dispersion : effects of a
rectangular building upwind of a stack
Gaussian
 model
x
z
h
e
A
A
W
e
H
s
D
s
U
r
z
Figure 7.2: Simplified sketch of a typical plume rising from an isolated stack (left side)
together with the shape of the time-averaged pollutant concentration that
can be obtained with the Gaussian plume model (right side) (adapted from
Hanna et al. [177]) .
velocity in the along-wind direction at the plume centerline [177]. The
time-averaged pollutant concentration can be estimated as:
C =
Q
2piσyσzUr
e
− y
2
2σ2y [e
−
(z−he)
2
2σ2z + e
−
(z+he)
2
2σ2z ], (7.13)
where he is the effective plume height, while σy and σz are the disper-
sion parameters as defined in Sec. 7.2.1. The effective plume height is
the height at which the maximum time-averaged concentration is ob-
served and can be computed by adopting simplified approaches based
on empirical formulae, as subsequently described in the present sec-
tion. Near the ground, the pollutant concentration is subjected to re-
flection phenomena that are taken into account by means of the last
term in Eq. (7.13), which is obtained by assuming a virtual source iden-
tical to the considered one but symmetrical with respect to the ground
[177].
The dependence of the pollutant concentration C on the distance x
is not explicitly visible in Eq. (7.13), but it is implicitly included by the
parameters σy and σz, which are functions of the along-wind distance
from the pollutant source. It should be noted that σy and σz are repre-
sentative of the turbulence characteristics of the atmospheric boundary
layer as well as its stability properties [184].
The Gaussian plume model allows fast and simple calculations and
descends from the convection-diffusion equation, reported in Eq. (7.9)
[177]. When properly calibrated such model can lead to results in good
7.2 theoretical background 161
agreement with experimental data as well as other more refined mod-
els [186–188]. Nevertheless, it has some limitations in particular for
near-field dispersion in the presence of obstacles such as buildings.
Moreover, an aspect that is not taken into account by such model is
the presence of a vertical gradient in the average wind velocity profile.
Such aspect can play a role in the convection-diffusion process and be-
comes particularly important when the plume widens downstream the
source. Furthermore, the parameters σy and σz as well as the effective
height he are unknown a priori.
Nevertheless, the effective height can be estimated using the for-
mula presented by Briggs [189], who focussed on the study of buoyant
plumes and jets in both vertical and bent-over conditions. In the case of
a bent-over plume coming from a stack in absence of buoyancy effects,
he can be calculated as [189]:
he = Hs + 3DsM, (7.14)
where Hs is the stack height,Ds is the stack internal diameter andM is
the ratio between the vertical component of the time-averaged momen-
tum of the gas coming from the stack and the horizontal component
of the time-averaged momentum characterising the approaching wind
flow (see Fig. 7.2).
For what concerns the estimation of σy and σz, the most frequently
adopted methods are represented by the Stability Class Method and
the σθ − σe Method, which are briefly described in the following sec-
tions.
7.2.3.1 Stability Class Method
If a detailed characterisation of the inflow turbulence is not available,
a first estimate of the dispersion parameters can be obtained by means
of the Stability Class Method, firstly proposed by Pasquill [184]. In
particular, Briggs [190] combined the work of Pasquill [184], Gifford
[185] and Smith [191] to produce the well-known formulae reported in
Table 7.1, valid for flat terrain with uniform roughness.
The evaluation of the dispersion parameters through such formu-
lae inherently suffers from the main limitations typical of empirical
approaches. Indeed, no dependence of σy and σz on the terrain aero-
dynamic roughness length has been included in the model due to the
limited number of experimental tests performed in the original study
in order to investigate the effects of such parameter [177]. Furthermore,
the correct classification of the atmospheric stability can be challenging
if appropriate data are unavailable. As a result, such way of proceeding
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Pasquill type Description σy [m] σz [m]
A Extremely unstable 0.22x(1.0+ 1e−4x)−
1
2 0.2x
B Moderately unstable 0.16x(1.0+ 1e−4x)−
1
2 0.12x
C Slightly unstable 0.11x(1.0+ 1e−4x)−
1
2 0.08x(1.0+ 2e−4x)−
1
2
D Neutral 0.08x(1.0+ 1e−4x)−
1
2 0.06x(1.0+ 1.5e−3x)−
1
2
E Slightly stable 0.06x(1.0+ 1e−4x)−
1
2 0.03x(1.0+ 3e−4x)−1
F Moderately stable 0.04x(1.0+ 1e−4x)−
1
2 0.016x(1.0+ 3e−4x)−1
Table 7.1: Dispersion parameters in the atmospheric boundary layer based on stability
classes: formulae proposed by Briggs for flat terrain with uniform roughness
and 102 < x < 104 [m] [190].
necessarily relies on a layer of empiricism and can provide accurate re-
sults only when applied to conditions similar to that used in the exper-
iments adopted to develop the methodology. Unfortunately, this does
not include the presence of complex terrains and/or high aerodynamic
roughness as in urban environments.
7.2.3.2 σθ − σe Method
When measurements are available in order to characterise the incoming
turbulence, it is possible to estimate the dispersion parameters from
the standard deviation of the wind velocity. Starting from the work of
Taylor [179], σy and σz can be expressed as:
σy(x) = σθxfy
(
x
UrTv,L
)
, (7.15)
σz(x) = σexfz
(
x
UrTw,L
)
, (7.16)
where σθ = σv/Ur, σe = σw/Ur and fy and fz are empirical functions.
Different forms for fy and fz have been proposed in the literature
mainly based on experimental data [192–195]. In particular, Draxler
[194] proposed the following equations for stable and neutral atmo-
spheric conditions:
fy = fz =
[
1+ 0.4
(
x
UrTv,L
) 1
2
]−1
. (7.17)
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The σθ − σe Method has the appreciable feature to link the turbu-
lence characteristics of the atmospheric boundary layer to the disper-
sion parameters σv and σw but, similarly to the Stability Class Method
it relies on empirical relations, represented by the functions fy and fz.
It is interesting to note that, using Eq. (7.6) with Eq. (7.15) and substi-
tuting into Eq. (7.17), it is possible to obtain an analytical expression
for fy and fz. Due to the fact that in the present paper no significant
differences are observed when the analytical expression for fy and fz
are used, in the next sections only Eq. (7.17) is adopted.
7.3 experimental setup
In this section, the experimental setup adopted for the wind tunnel ex-
periments used for validation of the numerical simulations is described.
The setups for the two configurations (with and without the building)
are identical except for the presence of the building itself. The experi-
ments were conducted in the Meteorological Wind Tunnel of the U.S.
Environmental Protection Agency Fluid Modeling Facility and results
are presented in Huber et al. [146, 196]. The present work focusses on
an isolated rectangular building placed adjacent to a stack. The build-
ing is characterised by a vertical square section with dimension Hb and
a length of 2Hb, as shown in Fig. 7.3. The Cartesian coodinate system
is defined so that the time-averaged approach flow wind velocity is
oriented in the x direction, while z and y represent the vertical and the
across-wind directions, respectively. The origin of the coordinate sys-
tem is placed on the ground in the correspondence of the downwind
surface of the building as shown in Fig. 7.3. A stack with a circular
cross section is placed adjacent to the building (see Fig. 7.3). The stack
height is Hs = 1.5Hb and its internal diameter is Ds = 4.2× 10−2Hb.
During wind tunnel tests, a length scale equal to 1/200 was adopted,
leading to a reduced-scale model with Hb = 2.5× 10−1m. The section
of the wind tunnel was 3.7 mwide and 2.1 m high, so that the resulting
blockage ratio was 1.6%.
The time-averaged wind velocity profile reproduced in the wind tun-
nel showed to fit a 1/6 power law, which is representative of neutral
atmospheric conditions and mildly rough terrain [196, 197]. Therefore,
the time-averaged wind velocity profile can be expressed as:
U(z) = Ur
(
z
Hb
)1/6
, (7.18)
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Figure 7.3: Perspective view of the building with downwind stack together with the
coordinate system adopted.
where Ur is a reference velocity, which in this case was measured at a
height of 1.5Hb and it was equal to 2.34 m/s. Such wind velocity leads
to a building Reynolds number equal to Re = UrHbν = 4× 104, which
can ensure the independence of results with respect to Re based on the
criteria reported by Snyder [198].
The turbulence intensity in the along-wind direction was equal to
11% at the reference height z = 1.5Hb while it was equal to 25% near
the ground surface at z = 0.06Hb, again in agreement with neutral at-
mospheric conditions over moderately rough terrains [199]. The time-
averaged mean wind velocity and the turbulence intensity profiles
were obtained by means of castellated barriers, elliptic-wedge vortex
generators and roughness elements placed upwind of the geometrical
model [200] and where measured at the origin of the aforementioned
Cartesian system in absence of the stack and the building (see Fig. 7.3).
During the experiments, the pollutant was emitted from the stack
with a vertical time-averaged velocity We equal to 1.5Ur. The gas emit-
ted from the stack was composed by air and a mass fraction of methane
equal to 1%. The turbulent regime of the emitted gas was ensured by
serrated washers placed upwind of the gas exit [146, 196]. In the follow-
ing, only the experiments for which no buoyancy effects were present
are considered.
Concentration measurements were performed by means of a flame
ionisation detector and time-averaged concentrations were computed
based on a sampling time of one minute, for which stable averages
were recorded [146].
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7.4 numerical setup
Section 7.4.1 describes the numerical setup, while Section 7.4.2.1 and
Section 7.4.2.2 focus on the turbulent inflow condition used for LES
and RANS, respectively.
7.4.1 Numerical setups
The dimensions of the computational domain are reported in Fig. 7.4
(a) and (b) that show its lateral and top views, respectively. The across-
wind section is 9.6Hb wide and 7.2Hb high (see Fig. 7.4), leading to a
blockage ratio equal to 1.5%. The distance of the building from the out-
let boundary is set equal to 20Hb in order to allow flow development
in the wake region [201–203]. The domain dimensions, the distance of
the building from the boundaries and the blockage ratio are in agree-
ment with the requirements suggested by the COST guidelines [136]
and the AIJ guidelines. [122]. Also the directional blockage ratios are
calculated and they are equal to 20.8% and 13.8% in the lateral and
vertical direction, respectively [1].
In order to limit the along-wind deterioration of the wind profiles
prescribed at the inlet boundary, five rows of square blocks with edge
length equal to h = 0.1Hb are placed upwind of the building [27].
The height and distribution of the blocks are calculated by the formula
proposed by Lettau [120]:
z0 = 0.5h
Ar
At
, (7.19)
where z0 is the aerodynamic roughness length defined according to
EN1991-1-42005 [121], while Ar and At are the areas of the block nor-
mal to the wind direction and the ground area per roughness block,
respectively. The aerodynamics roughness length obtained from Eq.
(7.19) is equal to 7× 10−4 m (reduced-scale value) and it results in
good agreement with the aerodynamic roughness length estimated
during experiments, which was equal to 6.5× 10−4 m [146]. In corre-
spondence of the last alignment of roughness blocks, a new boundary
layer starts developing. The distance between the upwind surface of
the building and the first alignment of roughness blocks is equal to
3Hb. This distance is calculated by means of the equations proposed
by Elliot [137] in order to limit the new boundary layer height below
z = 0.15Hb.
At the inlet boundary the time-averaged wind velocity profile re-
ported in Eq. (7.18) is prescribed, while at the outlet Neumann con-
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Figure 7.4: Computational domain: (a) view of the xz plane through (0,0,0) and (b)
view of the xy plane through (0,0,Hb).
V5V6
V10
V15
H5
H10
H15
H10g
H15g
Inlet
Outlet
Wind
x
z
y
Figure 7.5: Perspective view of the computational domain together with measurement
lines.
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ditions are imposed. The building, the stack surface and the bottom
surface of the domain as well as the roughness blocks are modelled as
smooth walls while symmetry conditions are adopted for all the other
boundaries. For the walls, the Launder-Spalding wall function on the
turbulent viscosity is adopted [204].
Near the building surface a structured grid is adopted, so that the
cell dimensions in x, y and z directions are respectively δx/Hb =
δy/Hb = δz/Hb = 7.6× 10−3. Near the stack surface, a structured
grid is adopted and cells are refined up to δx/Hb = δy/Hb = δz/Hb =
1.9× 10−3. Note that the grid resolution adopted is higher than that
recommended by Tominaga et al. [122]. Far from the building the cell
size is slowly increased up to δx/Hb = δy/Hb = δz/Hb = 1.2× 10−1.
In the wake, at the height of z = 1.5Hb the cell size is kept constant
and equal to δx/Hb = δy/Hb = δz/Hb = 3× 10−2 in order to cor-
rectly propagate the incoming turbulence and to limit the numerical
dissipation. A lateral view of the computational grid is shown in Fig.
7.6 (a), while Fig. 7.6 (b) shows a perspective view of the grid near the
building and the stack. The final grid counts approximately 6.6× 106
cells.
In order to study the sensitivity of the results on the grid size adopted,
three different grids are used to study the case with the isolated stack.
In particular, a grid obtained by means of the previously described
settings, but without the building, is considered and denoted in the
following as M2 (see Fig. 7.7). Starting from the grid M2, a finer one,
denoted as M3, and a coarser one, denoted as M1, are obtained using
a uniform and isotropic refinement factor equal to 21/3. Figures 7.7 (a)
and (c) show grids M1 and M3 respectively. The grid refinement led
to a number of cells within the stack diameter equal to 16, 20 and 25
for the grids M1, M2 and M3 respectively, as shown in Fig. 7.7 (d-f).
For the spatial discretisation of the advective terms, the Gamma
scheme proposed by Jasak et al. [205] is used. This scheme is Total Vari-
ation Diminishing and, thus, it does not introduce unphysical fluctua-
tions within the computational domain and it provides a good trade-
off between numerical accuracy and numerical stability. All the other
terms appearing in the balance equations are discretised in space by
means of a centered second-order differentiation scheme.
For LES simulations, the time dicretisation is performed by means
of the second-order Backward Differentiation Formulae [11]. The non-
dimensional time step adopted, ∆t, is fixed and such that ∆t∗ = ∆tUr/H =
1.4× 10−3. In the simulations, the maximum Courant-Friedrichs-Lewy
number is equal to 2.7, while its time-averaged value is 1.6× 10−2.
Regarding the non-dimensional wall distance y+, its time-averaged
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Figure 7.6: Grid adopted for simulations with the stack and building: (a) view of the xz
plane through (0,0,0) and (b) detailed perspective view of the stack and
building surfaces.
and space-averaged value equals about 2.4 and 5.4 on the stack and
the building surfaces, respectively. The Kinetic Energy Transport (KET)
subgrid-scale model is adopted, which consists in the Smagorinsky-
Lilly subgrid-scale model [123] with in addition the transport equation
of the subgrid turbulent kinetic energy. The KET subgrid-scale model
has the capability to adjust the turbulent viscosity based on the subgrid
turbulent kinetic energy and it shows to be less dissipative if compared
to the standard Smagorinsky-Lilly subgrid-scale model [37]. The KET
subgrid-scale model is adopted using Ce = 1.048 and Ck = 0.094. Ad-
ditionally, also the subgrid-scale model proposed by Germano et al.
[40] is considered in which Ce and Ck are dynamically updated based
on the simulation results. In the last case, the subgrid-scale model is
referred as dynamic KET.
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Figure 7.7: Grids adopted for simulations of the isolated stack: view of the xz plane
through (0,0,0) of grid (a) M1, (b) M2 and (c) M3 and corresponding
detailed views near the top of the stack in (d), (e) and (f) respectively.
The inflow turbulence adopted for LES simulations is generated by
means of the Modified Discretising and Synthesising Random Flow
Generator (MDSRFG) method [71] and the turbulent fluctuations are
introduced in the computational domain following the procedure de-
scribed by Kim et al. [28].
In addition to LES, the configuration with the isolated stack is stud-
ied also by means of steady RANS simulations. In this case, the k−
ω SST turbulence model proposed by Menter [206], which proved to
be particularly successful for external aerodynamic problems [207], is
adopted. The numerical setups as well as the computational domain
adopted for steady RANS are the same as those previously described
for LES.
Pollutant dispersion is modelled as the convection and diffusion of
a passive and non-reactive scalar. The pollutant is emitted from the top
of the stack and is assumed to follow exactly the instantaneous velocity
field. The SGDH reported in Eq. (7.11) is adopted, so that the turbulent
mass transport vector is assumed to be aligned with the gradient of the
average concentration field [24, 47, 163, 208]. The turbulent diffusion
coefficient Dt (see Section 7.2.2 ) is expressed in a non-dimensional
form through the turbulent Schmidt number Sct, defined as Sct =
Dt/νt, where νt is the turbulent viscosity. The pollutant concentration
is sampled at each time step and compared to experimental data along
the lines shown in Fig. 7.5 and listed in Tab. 7.2.
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V5 5 H5 1.5
V6 6 H10 1.6
V10 10 H10g 0.1
V15 15 H15 1.6
H15g 0.1
Table 7.2: Lines for comparison between experimental and numerical data.
All the numerical simulations are performed using OpenFOAM r
v.1612+ [209] on the CINECA MARCONI cluster. A typical run is per-
formed using 340 cores on 5 computational nodes. Each node is com-
posed by a 68-core Intelr Knights Landing 1.40 GHz and has 93 GB
of RAM. By means of such setup, the computational cost of a typical
run is about 4× 104 CPU hours.
7.4.2 Inflow conditions
In this section, the turbulent inflow conditions adopted are discussed.
In particular, Section 7.4.2.1 describes the generation of the turbulent
fluctuation field used in LES simulations, while Section 7.4.2.2 focusses
on the inflow boundary conditions adopted for RANS simulations.
7.4.2.1 Turbulent inflow adopted for LES
The turbulent fluctuations characterising the atmospheric boundary
layer are generated by means of the MDSRFG method [71]. In par-
ticular, a homogeneous and anisotropic velocity field can be generated
as:
u˜(x, t) =
M∑
m=1
N∑
n=1
[
pm,ncos
(
km,nj
xj
Ls
+ωm,n
t
τ0
)
+ (7.20)
qm,nsin
(
km,nj
xj
Ls
+ωm,n
t
τ0
)]
, (7.21)
whereN is the number of random samples generated for each of theM
frequencies fm, ωm,n is a random angular frequency extracted from
a Gaussian distribution N (fm,∆f), Ls is a scale factor calibrated a
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posteriori and related to the turbulence length scale. The dimension-
less parameter τ0 is set equal to one in the present work. Vectors
p = (pu,pv,pw) and q = (qu,qv,qw) are calculated as:
pm,ni = sign(r
m,n
i )
√
2
N
Si(fm)∆f
(rm,ni )
2
1+ (rm,ni )
2
, (7.22)
qm,ni = sign(r
m,n
i )
√
2
N
Si(fm)∆f
1
1+ (rm,ni )
2
, (7.23)
where i = u, v,w, ∆f is the frequency increment adopted in the sam-
pling of the spectra, rm,ni are random numbers extracted from a Gaus-
sian distribution N (0, 1), while Si(f) is the target spectrum characteris-
ing the i velocity component whose total variance is equal to σ2i .
Imposing the condition of null divergence to the velocity field in Eq.
(7.21) and following the procedure proposed by Castro et al. [71], the
system of equations reported below is obtained:
km,n · pm,n = 0,
km,n · qm,n = 0,
|km,n| = fm/Ur,
(7.24)
For a detailed review of the characteristics of MDSRFG and other
methods used for the generation of synthetic turbulence based on the
spectral approach the reader is referred to Patruno et al. [32].
The fluctuations spectra adopted in the present paper are the well-
known von Kármán spectra reported below:
Su(f) =
4(IuUr)
2(Lu/Ur)
[1+ 70.8(fLu/Ur)2]5/6
, (7.25)
Sv(f) =
4(IvUr)
2(Lv/Ur)[1+ 188.4(2fLv/Ur)2]
[1+ 70.8(fLv/Ur)2]11/6
, (7.26)
Sw(f) =
4(IwUr)
2(Lw/Ur)[1+ 188.4(2fLw/Ur)2]
[1+ 70.8(fLw/Ur)2]11/6
, (7.27)
where Ii is the turbulence intensity and Li is the turbulence length
scale (for i=u, v,w).
The turbulence length scale is not reported in the experimental database
[146] and so it is assumed to be equal to Lu = 1.5Hb, based on the
experimental data reported by Kim and Tamura [125] who analysed
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different inflow conditions in a wind tunnel with dimensions similar
to those considered in the present study. As the MDSRFG method al-
lows to control the turbulence length scale through a scaling parameter
Ls (see Eq. (7.21)), an iterative procedure is necessary in order to find
the value of Ls that leads to the desired turbulence length scale. At the
end of this iterative procedure, the obtained synthetic fluctuation field
is used as inflow condition.
For the turbulence of the gas coming from the stack, the turbulent
fluctuations are generated with the same procedure as adopted for the
inflow but, in this case, due to the presence of two serrated washers
in the experimental tests, an homogeneous and isotropic turbulence is
considered, with Iu = Iv = Iw = 14% and Lu/Hb = 0.5Ds.
In order to check if the turbulent fluctuation field introduced at
the inlet boundary is correctly propagated within the computational
domain, a preliminary LES in an empty domain containing only the
roughness blocks is performed using the numerical settings reported
in Sec. 7.4.1.
The convergence of first and second order statistics has been contin-
uously monitored and checked calculating moving residuals following
the procedure suggested by Bruno et al. [112]. Following this proce-
dure, the time history of the considered signal is subdivided in N win-
dows, which extents are nT , where T is set equal to 10 times the auto-
correlation time and n = 0, ..,N. For each window, time-averaged and
standard deviation values are calculated, then the residual at the step
n is defined as φnres =
φn−φn−1
φn
· 100. After 155t∗, being t∗ = tUr/Hb
the non-dimensional time, residuals for both first and second order
statistics fell under the threshold of 1.5%, indicating that a satisfactory
convergence of the inflow velocity field has been achieved.
In order to compare LES results with the reference experimental
data, Fig. 7.8 (a), (b) and (c) report in a non-dimensional form the ver-
tical profiles of the time-averaged velocity, the along-wind turbulence
intensity and the along-wind turbulence length scale, respectively. The
considered vertical line is taken through the origin of the reference sys-
tem, where the building and the stack will be placed afterwards. No
significant differences in terms of time-averaged velocity are present;
i.e. LES results and experimental data almost overlap. A good agree-
ment between LES and experiments is also obtained in terms of along-
wind turbulence intensity, in particular for z > 0.5Hb. The along-wind
turbulence length scale shown in Fig. 7.8 (c) is computed using the
Wiener-Khinchin theorem [180] and the Taylor hypothesis, and at the
reference height z = 1.5Hb it is in good agreement with the target
value of Lu = 1.5Hb.
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Figure 7.8: Vertical profiles through (0,0,0) of (a) time-averaged velocity, (b) along-
wind turbulence intensity and (c) along-wind turbulence length scale ob-
tained from LES and experiments. A comparison with the power law profile
with α = 1/6 is also provided.
In order to check the spectral content of the inflow turbulence, Fig.
7.9 reports the non-dimensional power spectral density of all velocity
components u, v andw for two different locations in the along-wind di-
rection, which are point (0,−0.4Hb, 1.5Hb) and point (10Hb,−0.4Hb, 1.5Hb).
The analysis of the frequency content shows that the dissipation is lim-
ited, as the spectra at the two locations are very similar to each other.
Indeed, the dissipation in terms of percentage over the total variance
is equal to 10.9%, 7.9% and 6.9% for u, v and w, respectively. Further-
more, spectra are found to be in good agreement with the target von
Kármán ones.
7.4.2.2 Inflow boundary conditions adopted for RANS
Different from the LES approach, when the RANS approach is con-
sidered the inflow turbulence is taken into account through scalar vari-
ables convected and diffused by the flow itself. Starting from the exper-
imental data, the profiles of the turbulent kinetic energy k and the spe-
cific dissipation rate ω are computed and imposed as inlet boundary
conditions. Also in this case, a preliminary steady RANS simulation is
performed in an empty domain identical to that shown in Fig. 7.4 but
including only the roughness blocks and adopting gridM2. Figure 7.10
(a) shows the time-averaged along-wind velocity profile obtained from
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Figure 7.9: Power spectral densities of velocity components (a) u, (b) v and (c) w
at two different along-wind locations, namely (0,−0.4Hb,1.5Hb) and
(10Hb,−0.4Hb,1.5Hb) and comparison with the von Kármán spectrum.
experiments and RANS simulation and relative to the vertical align-
ment taken through the origin of the reference system. No significant
differences are observed between the numerical and the experimental
data.
Regarding the turbulent kinetic energy, it is computed starting from
the experimental data of Iu and assuming Iv = 0.75Iu and Iw = 0.5Iu,
as suggested by Dyrbye et al. [126]. A comparison between the vertical
profiles of the turbulent kinetic energy obtained from experiments and
RANS is shown in Fig. 7.10 (b). At the reference height z = 1.5Hb , the
relative difference between RANS and experiments is equal to about
30%.
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Figure 7.10: Vertical profiles through (0,0,0) of (a) time-averaged velocity, (b) along-
wind turbulence intensity and (c) turbulence length scale from RANS and
experiments.
The turbulence length scale is computed starting from ω and k as
Lturb =
C−0.25µ
√
k
ω , where Cµ = 0.09 is a constant of the turbulence
model adopted [209]. The resulting turbulence length scale is plotted
in Fig. 7.10 (c) and at the reference height z = 1.5Hb it results in good
agreement with the along-wind turbulence length Lu shown in Fig. 7.8
(c).
7.5 pollutant dispersion from an iso-
lated stack
7.5.1 RANS results
In order to analyse the sensitivity of RANS results on the turbulent
Schmidt number Sct, three different values of Sct are investigated,
namely Sct = 0.5, Sct = 0.7 and Sct = 0.9 using the grid previously
denoted as M2. Such values fall in a range commonly investigated in
the scientific literature [20, 21, 24, 47, 208, 210]. The time-averaged pol-
lutant concentrations obtained from RANS along vertical lines V5, V6,
176 numerical simulation of pollutant dispersion : effects of a
rectangular building upwind of a stack
V10 and V15 (see Fig. 7.5) are plotted in Fig. 7.11 (a), (b), (c) and (d),
respectively. In the same figure, a comparison with experimental data
is also provided.
As expected, a significant dependence of RANS results to the tur-
bulent Schmidt number in terms of time-averaged pollutant concentra-
tions is observed for all vertical lines. As Sct decreases, the turbulent
diffusivity increases, leading to the underestimation of maximum con-
centrations and an overestimation of the variances of the vertical dis-
tribution. Moreover, if the height of the plume centerline is analysed,
it is observed that the RANS simulations systematically underestimate
its vertical position, which is found to be equal to z/Hb = 1.43 for all
the vertical lines when Sct = 0.9 is considered.
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Figure 7.11: Time-averaged pollutant concentrations along lines (a) V5, (b) V6, (c) V10
and (d) V15: comparison between RANS with different turbulent Schmidt
numbers and experimental data.
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Figure 7.12 shows the time-averaged pollutant concentration along
the horizontal lines. Also here the large effect of the turbulent Schmidt
number is observed. It represents a considerable limitation for the ap-
plicability of RANS to pollutant dispersion problems [24, 47, 155, 208].
Results obtained by means of LES simulations, which can be less af-
fected by such shortcomings, are presented in the next section.
(a)
(b)
(c)
Figure 7.12: Time-averaged pollutant concentrations along lines (a) H5, (b) H10 and (c)
H15: comparison between RANS with different turbulent Schmidt numbers
and experimental data.
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7.5.2 LES results
Fig. 7.13 (a) shows the time history of the pollutant concentration in
point (5Hb, 0, 1.5Hb), while Fig. 7.13 (b) shows the corresponding mov-
ing residual calculated on its time-averaged value for the grid sizing
M2 and the KET subgrid-scale model, according to the procedure de-
scribed in Section 7.4.2.1. After 350t∗ the residual is lower than 1.2%,
therefore a satisfactory convergence of the time-averaged pollutant con-
centration is considered to be achieved.
(a)
(b)
Figure 7.13: Convergence of pollutant concentrations at (5Hb,0,1.5Hb): (a) time his-
tory of the concentration and (b) percentage residuals of its time-averaged
value for the grid M2 and the KET subgrid-scale model.
The time-averaged pollutant concentrations obtained from LES along
vertical lines V5 and V6 (see Fig. 7.5) are plotted in Fig. 7.14. In particu-
lar, Fig. 7.14 (a) and (b) compare the results obtained with the gridsM1,
M2 and M3 for the lines V5 and V6, respectively. These figures show
that a clear monotonic grid convergence is not reached. In particular,
at V5 the absolute relative difference between numerical and experi-
mental data in terms of maximum concentration is equal to 16.9% and
3.4% for the grids M2 and M3, respectively. Conversely, when the line
V6 is analysed, results obtained with M2 are more accurate, being the
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absolute relative differences equal to 3.8% and 20.0% for M2 and M3,
respectively. Since the accuracy of the results in terms of maximum
concentration obtained with the two grids is comparable in the lines
considered, grid M2 is adopted in the following due to its reduced
computational cost compared to grid M3.
Fig. 7.14 (c) and (d) compare the results obtained with the KET and
the dynamic KET subgrid-scale models for the lines V5 and V6, respec-
tively. Considering the maximum value of the time-averaged pollutant
concentration, results obtained with the KET subgrid-scale model ap-
pear to be more accurate than those obtained with the dynamic KET
subgrid-scale model, being the absolute relative differences with re-
spect to experimental data equal to 15.5% and 3.75% for V5 and V6,
respectively. Due to this consideration, in the following only results
obtained with the KET subgrid-scale model are further discussed.
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Figure 7.14: Time-averaged pollutant concentrations obtained from LES: comparisons be-
tween different grids and subgrid-scale models in correspondence of lines
V5 and V6.
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In particular, Figures 7.15 (a), (b), (c) and (d) show the time-averaged
pollutant concentrations along vertical lines V5, V6, V10 and V15, re-
spectively. Focussing on the height of the plume centerline, the effec-
tive height calculated using Eq. (7.14) leads to he/Hb = 1.69 and is
plotted in Fig. 7.15 as a horizontal black line. Due to the absence of
buoyancy effects, he reaches a constant value. It is observed that in
all the considered locations the numerical prediction of he is in good
agreement with its empirical estimate, while experiments show a lower
height of the plume centerline, in particular at V5. It should be noted
that as the height of the plume centerline is mainly determined by
the time-averaged flow field, this might indicate some discrepancies
between the time-averaged velocity field in experiments and in the nu-
merical simulations. Nevertheless, proceeding further downwind, the
agreement between experimental data and numerical and empirical
predictions of he improves, being these values almost overlapped in
correspondence of the lines V10 and V15.
Considering now the maximum value of the time-averaged pollutant
concentration along each vertical line, numerical simulations show a
satisfactory accuracy, being the maximum absolute relative difference
with respect to experimental data equal to 15.0%, 3.8%, 6.1% and 6.6%
for V5, V6, V10 and V15, respectively.
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Figure 7.15: Time-averaged pollutant concentrations along lines (a) V5, (b) V6, (c) V10
and (d) V15: comparison between KET subgrid-scale model and experimen-
tal data.
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With reference to the horizontal lines, Fig. 7.16 (a), (b) and (c) show
the time-averaged pollutant concentration along linesH5,H10 andH15,
respectively. In this case, the maximum absolute relative difference be-
tween numerical and experimental data in terms of maximum time-
averaged concentration is equal to 9.3%, 4.6% and 31.8% for H5, H10
and H15, respectively.
(a)
(b)
(c)
Figure 7.16: Time-averaged pollutant concentrations along lines (a) H5, (b) H10 and (c)
H15: comparison between KET subgrid-scale model and experimental data.
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A comparison between the along-wind evolution of σz and σy is
provided in Fig. 7.17 (a) and (b) respectively where they are compared
to estimates obtained by means of the theoretical, empirical and semi-
empirical approaches previously described in Section 7.2.
In particular, Fig. 7.17 (a) shows that that numerical simulations
slightly underestimate the value of σz, being the average relative dif-
ference between experimental and numerical data equal to 28%. It is
interesting to note that in this case the numerical data are very close
to the stability class D, which according to the Briggs’ classification
[190] represents the neutral atmospheric boundary layer, while experi-
mental data are close to the class C, which corresponds to the slightly
unstable one. Analysing the σθ − σe Model, it appears to systemati-
cally underestimate the value of σz, leading to and underestimation of
44% in relative terms with respect to experimental data at x/Hb = 15.
With respect to the results obtained by means of the stochastic model,
it should be noted that its parameters have been calibrated based on
the spectra measured in the numerical simulations.
Different from what previously observed for σz, when the disper-
sion parameter σy is analysed, Fig. 7.17 (b) shows that numerical sim-
ulations tend to overestimate its value. In this case, the Briggs’ classifi-
cation [190] shows that while experimental data are close to the neutral
category D, numerical results are slightly shifted towards the slightly
unstable condition C. Nevertheless, notwithstanding these considera-
tions, it is interesting to note that numerical simulations are satisfacto-
rily accurate, being the average relative difference between experimen-
tal data and numerical predictions of σy equal to 26%. As previously
observed for σz, also in this case the stochastic model shows good
performances, being the average relative difference with respect to nu-
merical simulations equal to 13%.
Fig. 7.18 reports the isosurfaces of instantaneous concentration at
cUrH
2
b/Q = 0.1. It is observed that the incoming turbulence moves
the instantaneous plume in both the vertical (see Fig. 7.18 (a) ) and
horizontal directions (see Fig. 7.18 (b) ), leading to a complex turbulent
plume that widens proceeding downwind of the pollutant source.
The widening of the plume dimensions is apparent when the isosur-
faces of time-averaged concentration reported in Fig. 7.19 (a) and (b)
are observed. The vertical and horizontal sections of the same figures
are shown in Fig. 7.19 (c) and (d) respectively. Fig. 7.19 (c) shows that
concentrations higher than CUrH2b/Q = 0.5 are recorded also quite far
downwind of the source, until approximately x/Hb = 9. Furthermore,
by comparing the plume width in the vertical and in the horizontal
directions (see Fig. 7.19 (c) and (d) respectively)), it is observed that
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(b)
Figure 7.17: Dispersion parameters evolution with respect to the along-wind distance
from the source: (a) vertical variance σz and (b) horizontal variance σy.
numerical simulations predict different plume dimensions, providing
a visual evidence of the anisotropy of the turbulent velocity field pre-
viously observed in terms of σz and σy in Fig. 7.17 (a) and (b).
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Figure 7.18: Isosurfaces of instantaneous concentration at cUrH2b/Q = 0.1 referred
to (a) the xz plane through (0,0,0) and to (b) the xy plane through
(0,0,1.5Hb). Isosurfaces are coloured with the time-averaged wind veloc-
ity magnitude.
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Figure 7.19: (a),(b) Isosurfaces of time-averaged concentration at CUrH2b/Q = 0.1 and
(c),(d) isocontours of time-averaged concentration. Views (a) and (c) are re-
ferred to the xz plane through (0,0,0) while views (b) and (d) are referred
to the xy plane through (0,0,1.5Hb). Isosurfaces are coloured with the
time-averaged velocity magnitude.
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7.5.3 Height of the plume centerline: comparison between RANS and LES
An interesting difference between RANS and LES results is represented
by the height of the plume centerline of the time-averaged concentra-
tion field. As previously observed, the height of the plume centerline
is controlled by the time-averaged velocity field. In this context, the
time-averaged flow field obtained from RANS and LES is investigated
and Fig. 7.20 shows the time-averaged streamlines coloured with the
vertical time-averaged velocity component W in the proximity of the
pollutant source. Close to the top of the stack in RANS simulation the
loss of momentum in the vertical direction is higher than in LES simu-
lation. Furthermore, looking at Fig. 7.21, which shows the isocontours
of the invariant λ2 for RANS and LES simulations, it is observed that
LES simulation predicts the presence of a vortex structure that is not
reproduced by RANS.
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z
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0.75 1.50
(b) LES
Figure 7.20: Comparison between the time-averaged flow field obtained with RANS and
LES: view of the xz plane through (0,0,0) of the time-averaged stream-
lines coming from the stack coloured with the vertical time-averaged veloc-
ity component W.
The higher loss of vertical momentum observed in RANS with re-
spect to LES as well as the different flow organization in the proximity
of the stack might contribute to the systematic underestimation of the
height of the plume centerline observed for RANS (see Fig. 7.11).
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Figure 7.21: Comparison between the λ2 isocontours obtained with RANS and LES close
to the pollutant source: view of the xz plane through (0,0,0).
7.6 pollutant dispersion from a stack
placed downwind of a building
The numerical methodology adopted in the previous section is used to
analyse the flow field when the building is introduced and placed up-
wind of the stack. In this case the convergence of the time-averaged pol-
lutant concentrations is declared after 400t∗, when the moving residual
obtained are lower than 1.1%.
Fig. 7.22 (a) and (b) show the isosurfaces of instantaneous concen-
tration at cUrH2b/Q = 0.1 for the vertical and the horizontal planes,
respectively, while Fig. 7.23 shows the time-averaged streamlines on
the xz plane through (0, 0, 0). It is observed that a recirculation region
is present downwind of the building, causing the time-averaged flow
to be deviated downwards.
The recirculation bubble observed in Fig. 7.23 is the main responsi-
ble for the time-averaged pollutant convective transport from the top of
the stack towards the ground. This is also depicted in Fig. 7.24, which
shows the isosurfaces and the isocontours of the time-averaged concen-
tration field in the vertical plane passing through the origin and in the
horizontal plane passing through (0, 0, 1.5Hb). In particular, it is inter-
esting to compare the isocontours of the time-averaged concentration
field taken in the vertical plane and reported in 7.24 (c) to the corre-
sponding ones obtained from the isolated stack case and reported in
Fig. 7.19 (c). The plume is clearly inclined downwards when the build-
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Figure 7.22: Isosurfaces of instantaneous concentration at cUrH2b/Q = 0.1 for (a) the
xz plane through (0,0,0) and for (b) the xy plane through (0,0,1.5Hb).
Isosurfaces are coloured with the time-averaged velocity magnitude.
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Figure 7.23: View at the xz plane through (0,0,0) of time-averaged streamlines.
ing is introduced, increasing the time-averaged pollutant concentra-
tions near the ground and consequently at the pedestrian level, which
is an undesirable effect. Although the increase of the pollutant concen-
192 numerical simulation of pollutant dispersion : effects of a
rectangular building upwind of a stack
tration near the ground is a negative effect, it should be observed that,
compared to the configuration with the isolated stack, the decay of
the time-averaged pollutant concentration is sharper: an along-wind
distance from the source equal to approximately 9Hb is needed in
the case of the isolated stack in order to obtain concentrations lower
than CUrH2b/Q = 0.5 while, when the building is introduced, the
same threshold is reached at approximately 5.5Hb. This effect is mainly
caused by the building aerodynamics, since the turbulent structures in
the wake of the building enhance the turbulent pollutant mixing, lead-
ing to a rapid spreading of the pollutant in the wake.
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Figure 7.24: (a),(b) isosurfaces of time-averaged concentration at CUrH2b/Q = 0.1 and
(c),(d) isocontours of time-averaged concentration. Views (a) and (c) are re-
ferred to the xz plane through (0,0,0) while views (b) and (d) are referred
to the xy plane through (0,0,1.5Hb) . Isosurfaces are coloured with the
time-averaged velocity magnitude.
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The mixing caused by the turbulent wake of building can be better
appreciated in terms of time-averaged pollutant concentrations distri-
butions in Fig. 7.25 and 7.26. In particular, Fig. 7.25 shows the time-
averaged pollutant concentrations along vertical lines V5, V10 and V15
together with the experimental data. It is shown that LES simulations
are quite accurate for all the considered lines, being the maximum ab-
solute relative difference with respect to experimental data in terms
of maximum concentration over all the vertical lines considered equal
to 26.7%. In particular, it is interesting to note that a good accuracy
of numerical simulations is achieved also far downwind of the pollu-
tant source, that is in correspondence of the alignment V15, where the
maximum absolute relative difference between simulations and exper-
iments equals 27.2%.
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Figure 7.25: Time-averaged pollutant concentrations along lines (a) V5, (b) V10 and
V15: comparison between KET subgrid-scale model and experimental data.
Analogously to Fig. 7.25, but focussing on horizontal lines, Fig. 7.26
shows the time-averaged pollutant concentration along lines H5, H10,
H10g and H15g together with the experimental data. As observed for
vertical lines, LES results are in good agreement with experimental
data for all the horizontal lines considered. In particular, the maximum
time-averaged concentrations at the ground level, reported in Fig. 7.26
(c) and (d) are accurately predicted by LES, being the maximum abso-
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lute relative difference between simulations and experiments equal to
5.5%.
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Figure 7.26: Time-averaged pollutant concentrations along lines (a) H5, (b) H10, (c)
H10g and (d) H15g: comparison between KET subgrid-scale model and
experimental data.
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In order to compare numerical results and experimental data taking
into consideration all the available lines, Fig. 7.27 (a) and (b) show the
correlation plots in terms of time-averaged pollutant concentrations
for the two analysed cases, with and without the building, respectively.
Data are coloured with the along-wind distance from the pollutant
source and the correlation graphs are characterised by means of the
Mean Normalized Bias (MNB) index, which is defined as the average
relative error between numerical predictions and experimental data:
MNB =
1
N
N∑
i=1
(
Qi,num −Qi,exp
Qi,exp
)
, (7.28)
where N is the number of data, while Qi,num and Qi,exp are the con-
sidered quantities obtained from numerical simulations and from the
experiments, respectively.
When the configuration with the isolated stack is analysed, Fig. 7.27
(a) shows that the percentage of data with a relative difference com-
pared to experiments lower than 30% is of about 70%, while the abso-
lute MNB is equal to 29.6%. Conversely, when the configuration with
the building and the stack is considered, Fig. 7.27 (b) shows that the
percentage of data within the 30% range increases up to 91.0% and the
absolute MNB is reduced to 17.6%, indicating that numerical simula-
tions are more accurate in this case.
7.7 conclusions
In the present paper, the capabilities of LES to predict the pollutant dis-
persion in a turbulent atmospheric boundary layer are investigated. In
particular, two different configurations are analysed: the pollutant dis-
persion from an isolated stack and from a stack placed downwind of a
building. The numerical results obtained are analysed in terms of time-
averaged pollutant concentrations and systematically compared to ex-
perimental data as well as to theoretical, empirical and semi-empirical
approaches.
Firstly, the pollutant dispersion from an isolated stack is simulated
using both RANS and LES approaches. As expected, RANS results are
significantly affected by the turbulent Schmidt number adopted. The
need for an a posteriori calibration of the turbulent Schmidt number
represents a strong limit for RANS applications and led to the appli-
cation of LES in the present research work. Indeed, in the framework
of LES the large-scale turbulent fluctuations are directly reproduced
within the computational domain leading to a direct prediction of the
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Figure 7.27: Correlation plots for the time-averaged concentration: (a) case of the isolated
stack and (b) case with the stack and the building.
large-scale turbulent transport mechanisms. In the case of the isolated
stack, this also leads to a strong dependence of the results obtained on
the adopted inflow conditions, which in this case were not completely
7.7 conclusions 199
characterised in the experimental report. In particular, only the time-
averaged wind velocity profile and the along-wind turbulence intensity
were reported, so that the turbulence intensities along the other direc-
tions as well as the turbulence spectra have been assumed according to
the existing literature. Despite such difficulties, the average relative dif-
ference between LES simulations and experiments is equal to 28% and
26% in terms of variances of the time-averaged pollutant concentra-
tion distribution in the vertical and horizontal directions, respectively.
The presence of local aerodynamic mechanisms in the proximity of the
stack also contributes to different results obtained using RANS and
LES approaches.
Then, a rectangular building is placed upwind of the considered
stack. In this case, LES results are found to be quite accurate also far
downwind of the pollutant source, being the maximum relative differ-
ence with respect to experimental data over all the vertical lines con-
sidered equal to 26.7%. Furthermore, when the building is considered,
LES simulations provide an overall better agreement with experimen-
tal data if compared to the isolated stack configuration, being the abso-
lute MNB reduced from 29.6% to 17.6%. The improvement of the LES
results can be attributed to the fact that, downwind of the building,
the pollutant concentration field is mainly controlled by the turbulent
wake generated by the building itself rather than by the turbulence
of the simulated atmospheric boundary layer, so rendering the simula-
tion less sensitive to inflow parameters which are usually difficult to
be evaluated a priori.
Summarising, a significant dependence of LES results on the char-
acteristics of the incoming turbulence is observed, in particular when
the configuration with the isolated stack is analysed. Nevertheless, dif-
ferent from RANS approaches, the LES results are not significantly
affected by the turbulent Schmidt number and they show good perfor-
mances when surrounding obstacles are taken into account. The com-
bination of these two characteristics renders LES particularly attractive
for assessing pollutant dispersion in the urban environment.
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This thesis is composed by three parts: Part I focuses on LES appli-
cations to bluff body aerodynamics, with a particular emphasis on
the aerodynamics of a rectangular cylinder 5:1, Part II focuses on LES
applications for wind loads assessment on a low-rise and a high-rise
building and Part III focuses on LES applications to pollutant disper-
sion problems in the urban environment. In this chapter, for each part
the main findings are summarised and briefly commented.
8.1 les applications to bluff body
aerodynamics
Part I is composed by Chapters 3 and 4 and focuses on LES applica-
tions to bluff body aerodynamics. In particular, the flow field around
a rectangular cylinder with an aspect ratio of 5:1 is analysed.
In Chapter 3, LES are performed to study the unsteady flow field
around a rectangular cylinder with aspect ratio 5:1 at a 4◦ angle of at-
tack when a small level of incoming turbulence is taken into account.
Two different subgrid-scale (SGS) models are considered, namely the
classical Smagorinsky-Lilly model and the Kinetic Energy Transport
model. Simulations are performed for both laminar inflow conditions
as well as by adopting an inflow turbulence intensity of 0.7%. The
results are analysed in terms of first and second-order statistics of
the pressure distributions on the cylinder. It is observed that when
the Smagorinsky-Lilly model is adopted, even in the presence of only
small values of the incoming flow turbulence intensity are present, the
modelling of a realistic unsteady turbulent inflow is important in or-
der to obtain accurate results. Conversely, the Kinetic Energy Transport
model proved to be less sensitive to the low inflow turbulence, show-
ing comparable results for both the analysed inflow conditions that
are qualitatively intermediate between the results by the Smagorinsky-
Lilly model with perfectly smooth and with low level of incoming tur-
bulence. This can be explained by considering that, differently from
the Smagorinsky-Lilly model, the Kinetic Energy Transport model can
modify the turbulent viscosity depending on the subgrid kinetic en-
ergy transport equation and thus it is able to allow the shear layer in-
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stabilities to develop even without directly triggering them with incom-
ing disturbances. Overall, when incoming turbulence is taken into ac-
count, a good agreement between numerical and experimental results
is achieved for both investigated SGS models, in particular in terms of
time-averaged pressure distributions. Furthermore, the differences be-
tween the two considered SGS models decrease when turbulent inflow
conditions are considered.
In Chapter 4, LES simulations are performed in order to study the
effects of different levels of inflow turbulence on the aerodynamic char-
acteristics of a rectangular cylinder with aspect ratio 5:1. Two different
inflow conditions, corresponding to mild and strong inflow turbulence
levels are analysed, with the twofold objective of analysing the main
flow features modifications and assess LES capabilities to reproduce
such cases. It is found that LES can satisfactorily reproduce the changes
in the flow topology due to the presence of incoming turbulence and
is able to correctly predict the upwind shifting of the shear layer in-
stabilities when the higher level of inflow turbulence is analysed. In
this case, the ratio between the inflow turbulence length scale and the
spanwise domain dimension plays an important role, showing that the
accuracy of the obtained results significantly improves as this ratio de-
creases. Overall, the numerical results are in good agreement with the
experimental data and show that the numerical model adopted can
satisfactorily reproduce the flow topology changes caused by different
inflow turbulence characteristics.
8.2 les applications for wind loads
assessment on buildings
Part II is composed by Chapters 5 and 6 and focuses on LES applica-
tions for the assessment of wind loads on buildings.
In Chapter 5, LES simulations of the turbulent flow around a low-rise
building are performed in order to assess the accuracy of LES, which
might be adopted as complementary design tool alongside wind tun-
nel tests. Different wind angles of attack are taken into account and
results show that the mean pressure coefficient field is predicted by
LES simulations with a satisfactory accuracy, while predictions of its
standard deviation are less accurate. Nevertheless, at 90% of the mon-
itored points the difference between experimental data and numeri-
cal predictions of the standard deviation of the pressure coefficient is
smaller than 30%. Starting from both experimental and numerical pre-
dictions of the pressure field, linear dynamic structural analyses are
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performed and results are analysed in terms of internal forces on the
structural members. Average internal forces show to be in good accor-
dance with respect to predictions obtained starting from experimental
results. Conversely, when the standard deviations of the internal forces
are analysed, numerical results are less accurate. In particular, the ac-
curacy shown by LES in terms of standard deviations of the pressure
fields is not maintained when standard deviations of internal forces
are considered. Nevertheless, if the maximum standard deviations of
internal forces obtained over all the analysed wind angles of attack are
considered, the LES results improve. This fact might be due to diffi-
culties in accurately simulating secondary flow mechanisms when a
single angle of attack is considered. Summarising, it can be stated that
in order to assess LES capabilities as design tool, it is not sufficient to
perform a validation in terms of statistics of the pressure field, since
many parameters can deeply influence the structural response to the
wind action, such as the spectra of the incoming flow turbulence as
well as its spatial and temporal correlations. Furthermore, it is found
that considering a single wind angle of attack might be excessively re-
strictive and the use of envelopes of results obtained from different
wind directions, as usually required in the design practice, leads to an
improvement of the numerical results.
In Chapter 6, LES simulations are adopted to investigate the tur-
bulent flow around an isolated high-rise building, with the aim to
compare the internal forces on the structural members obtained start-
ing from numerical and experimental predictions of the pressure field.
Also in this case, when the mean pressure field is analysed, a good
agreement between simulations and experiments is achieved for all
the considered angles of attack, being the maximum mean relative er-
ror over the considered angles of attack equal to 9.47%. The LES results
showed to be slightly less accurate for the fluctuating part of the pres-
sure field; the maximum mean relative error between simulations and
experiments over the considered angles of attack is equal to 19.0%. It
appears that the accuracy of LES in reproducing the standard devia-
tions of pressure field is not maintained when the standard deviations
of the internal forces are considered, i.e. the maximum mean relative er-
ror in terms of axial forces over the considered angles of attack is equal
to 33.5%. It is also observed that LES simulations tend to systemati-
cally underestimate the internal forces and an accurate analysis of the
pressure correlation fields shows that some discrepancies between the
flow dynamics from simulations and experiments are present. How-
ever, when the peak axial forces, defined as the mean values plus (and
minus) 3.5 times the standard deviations, and the envelope of all the
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considered angles of attack is considered, the mean relative error is
reduced to 8.28%, indicating that a satisfactory level of accuracy could
be considered to be achieved. Summarising, it can be stated that in the
view of using LES as a design tool, the use of peak axial forces as de-
sign parameters can lead to a satisfactory accuracy especially when the
envelope of several angles of attack is considered.
In the awareness that the experimental practice based on wind tun-
nel tests has always been considered to be the most reliable approach
to assess wind loads on structures, the results obtained in this part can
be considered encouraging for adopting LES as a complementary de-
sign tool in the near future, even if some research work is still needed
in order to assess their accuracy and reliability.
8.3 les applications to pollutant
dispersion problems
Part III is composed by Chapter 7 and focuses on LES applications to
pollutant dispersion problems.
In Chapter 7 the capabilities of LES to predict pollutant dispersion
in a turbulent atmospheric boundary layer are investigated in two dif-
ferent configurations: pollutant dispersion from (I) an isolated stack
and (II) from a stack placed downstream of a building. The results
are analysed in terms of time-averaged pollutant concentrations and
systematically compared to available experimental data, as well as to
results from empirical and theoretical models.
For the isolated stack, both Reynolds-averaged Navier-Stokes (RANS)
and LES simulations are performed. The RANS results are significantly
affected by the adopted turbulent Schmidt number, which is a priori
unknown and whose value is case dependent. The need for a priori
calibration of the turbulent Schmidt number represents a strong limit
for RANS applications to engineering problems and therefore, suggests
the adoption of LES instead. Indeed, in the framework of LES the large-
scale turbulent fluctuations of velocities and concentrations are directly
reproduced within the computational domain leading to a direct pre-
diction of large-scale turbulent mass transport. This amounts to the
fact that, differently from the RANS model adopted, LES can take into
account turbulence anisotropy and can thus more accurately predict
large-scales turbulent fluxes.
Differently from RANS, LES simulations require that a turbulent in-
flow fluctuation field is generated and introduced at the inlet in the
computational domain. In order to generate this field, some turbu-
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lence characteristics have been assumed since they are not reported in
the experimental report, i.e. the turbulence intensity in the vertical and
across-wind directions as well as the turbulence length scales. Notwith-
standing these assumptions, LES results show a very good agreement
with the empirical formulae for the effective plume height. Compared
to the experiments, the LES simulations predict a lower effective plume
height in general, and in particular downwind close to the stack, while
the agreement improves proceeding further downwind.
When the dispersion parameters obtained from LES simulations are
analysed, it is observed that an accurate prediction of the pollutant
concentration field requires that the turbulence characteristics of the
simulated atmospheric boundary layer have to be reproduced every-
where in the computational domain rather than only in the approach-
ing flow. This agreement might be challenging to be achieved, since the
atmospheric boundary layer characteristics might evolve in the com-
putational domain as well as in experiments. Notwithstanding these
considerations, a satisfactory agreement between LES simulations and
experiments in terms of dispersion parameters is achieved, being the
average relative difference between the two approaches equal to 28%
and 26% for the dispersion parameters in the vertical and horizontal
directions, respectively.
In order to assess LES capabilities in reproducing the time-averaged
pollutant concentration field when a configuration of practical interest
for Civil Engineering applications is considered, a rectangular building
is introduced upstream of the considered stack and an LES simulation
is performed. In this case, LES results are found to provide a better
agreement with experimental results than in the isolated stack config-
uration. The improvement of the LES results can be due to the fact
that downwind of the building the pollutant dispersion is mainly con-
trolled by the turbulent wake generated by the building itself rather
than by the turbulence of the simulated atmospheric boundary layer.
Conversely, in the isolated stack configuration the pollutant dispersion
is mainly controlled by the turbulence of the simulated atmospheric
boundary layer, whose characteristics at the inlet of the computational
domain have been partially assumed due to the lack of experimental
measurements.
Summarising, as expected, a significant dependence of LES results
on the turbulence characteristics of the simulated atmospheric bound-
ary layer is observed. Nevertheless, differently from RANS approaches,
the LES results are not significantly affected by any case-specific model
parameter and they show good performance when surrounding obsta-
cles are taken into account. The combination of these two characteris-
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tics renders LES particularly attractive for assessing pollutant disper-
sion in the urban environment.
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