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Abstract
In this dissertation, we study free fermion lattice systems with different models of static dis-
order. In particular, we examine one-dimensional (1D) systems with power-law correlated
random site energies (de Moura-Lyra class of models), at zero temperature.
We report numerical calculations of the spectral functions of Bloch states in the de
Moura-Lyra model, based on the Kernel polynomial method (KPM), which has an O(N)
computational complexity, where N is the system size. The spatial correlations in the
limit α → 1+ give rise to non-perturbative spectral functions shaped as the probability
distribution of the random on-site energies, even at low disorder strengths, which reflects
the appearance of a classical limit, and finds an excellent agreement with analytical cal-
culations. In addition, we observe a self-averaging behavior of the spectral function for
α ≤ 1, as the standard deviation decays 1/
√
N, at the band center, but ceases to do so for
α > 1.
The main focus is to examine delocalization transition in de Moura-Lyra model, which
has been the object of a long standing discussion in the literature. We report the first
numerical evidences that such a transition happens at α = 1, where the localization length
(measured from the scaling of the conductance) is shown to diverge as (1 − α)−1, in the
thermodynamic limit. The persistent finite-size scaling of the data is shown to be caused
by a very slow convergence of the nearest-neighbor correlator to its infinite-size limit, and
controlled by the choice of a proper scaling parameter. This last conclusion leads to a
re-interpretation of the localization in these models which appears to be dominated by the
first neighbor variance rather than the long range power-law tail. Finally, the numerical
results are confirmed by analytical perturbative calculations which are built on previous
work. In addition, we report the kernel polynomial simulations of localization length for
the de Moura-Lyra model. For the Anderson model, the KPM results show an excellent
agreement with perturbative result in large system size limit, confirming the validity of
the kernel polynomial procedure. For the de Moura-Lyra model, we verify our results
by comparing with the localization length obtained by scaling the conductance as well as
analytical result.
We review entanglement analysis of the disordered system and also compute the KPM
estimates of entanglement entropy based on KPM for the Anderson model. In addition,
we present evidence regarding the area law of entanglement entropy by employing a quan-
tum information inspired technique, entanglement contour: a tool to quantify the spatial
structure of entanglement. We also report on the entanglement contour as a diagnostic
tool for delocalization transition in the disordered system. In particular, we numerically
explore the scale invariant feature of the scaled entanglement contour in the vicinity of
phase transition for the power-law correlated disorder model.
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Chapter 1
Introduction
1.1 Context
The study of electronic properties of quantum systems is one of the most fundamental
problems in Condensed Matter Physics (CMP). The electronic states in a perfectly ordered
crystal are translationally invariant with probability amplitudes extending to all lattice
sites. Such extended states are described by plane waves (Bloch’s theorem) and lead to the
metallic nature of the system. However, the situation becomes much more complicated for
real systems with electron-electron correlations or/and disorder. The aim of this thesis is to
study the electronic properties of non-interacting disordered fermions at zero temperature.
More specifically, we study the delocalization mechanism of the quantum systems in the
presence of different models of static disorder.
The phenomena of metal-insulator transition (MIT) [8, 9] is one of the important pillars
underpinning condensed matter systems. It was Anderson [10], who first proposed the
idea of electronic phase transition in a lattice model under certain conditions, the so-called
Anderson Transition. He argued that a non-interacting tight-binding system of electrons
with uniformly distributed random energies (Anderson disorder) would be localized at the
Fermi level if:
• The disorder is strong enough;
• The Fermi energy lies in the region of sufficiently small density of states (at band
edges).
The localized wavefunctions typically have an envelope with an exponential tail,
Ψ(~r) = exp(−r
ξ
)
∑
i
cie
iφiψi(~ri − ~r0) (1.1)
where φi are the random phases, ψi are the site wavefunctions and ~r0 gives the locations of
the state. The parameter ξ quantifies the localization of wavefunctions and is referred as
the localization length [11, 12]. It is one of the most fascinating tools used to characterize
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the behavior of the disordered system. For an exponentially localized states the localiza-
tion length is finite and typically smaller than the linear size of system. In contrast, the
localization length tends to infinity for extended states.
It is a well established fact that all eigenstates of a one dimensional (1D) system are
localized in the presence of infinitesimal Anderson disorder [10]. There is no room for
diffusion of electrons [13, 14], since the localization length is of the order of mean free path
(the mean distance between two impurities). However, Anderson transition may occur in
a non-interacting cubic lattice for a sufficiently large Anderson disorder (critical disorder)
at zero temperature (T = 0) [15]. Typically electron states in the tails of the disorder-
broadened bands can easily be restricted to a finite region of space, where the localization
length is much smaller than the system size. In addition, Mott [9], proposed the idea of
mobility edge which separate localized and extended states.
Traditionally, much interest has been given to the standard Anderson model, both
by rigorous analytical methods [12] and numerical simulations [13, 16]. On the contrary,
the role played by space correlations in the disordered potential remains unclear. The
early attempts to deal with correlated disorder models [17] did not show any qualitative
differences in the physics of the system, other than by changing the specific values of the
localization length. The main focus of this work is to fill this gap by studying the behavior
of the 1D Anderson model with correlated disorder, in particular, power-law correlated
disorder model (de Moura-Lyra model).
There exists a considerable amount of work dedicated to numerical study of the strongly
disordered systems. We use a powerful numerical method —Kernel Polynomial Method
(KPM)— for our investigations, which in general plays a very prominent role in this re-
search area [18, 19, 20, 21]. It is based the on polynomial expansions of the target function,
which yield results of high accuracy with modest computational effort. The Chebyshev
polynomials — with good convergence properties of the corresponding series and close re-
lation to Fourier transform [22]— turn out to be a judicious choice of KPM expansion for
most applications. It is important to mention that the numerical convergence and accuracy
of the KPM estimates can be controlled by the number of polynomial moments and by the
choice of an optimal kernel (see section 3.2).
The spectral function plays a fundamental role in illustrating the single particles prop-
erties of a interacting and a disordered quantum systems [23, 24]. It describes the energy
distribution for a particle in a given momentum state k. In a non-interacting translation
invariant system, it is simply a Dirac delta function of energy, peaked at the single particle
energy Ek. Typically, the disorder turns the ideal Dirac delta of the spectral function into
a broadened profile with a finite width [1, 24]. This broadening of the spectral function
can trigger a strong suppression of the peak, as the spectral weight shifts from the cen-
ter to its tails. Most theoretical work [1, 23, 24] show that the spectral function follows
Lorentzian distributions in the perturbative regime for the Anderson model. The width of
the Lorentzian reflects the finite lifetime τ = ~Γ−1, and equivalently, the finite scattering
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mean free path l, as given by
l := vF τ =
2t
~Γ
, EF = 0. (1.2)
The calculation of lifetime relies on the Born approximation
~Γ
t
=
ε2
2t2
. (1.3)
where ε2 = W 2/12 is the variance of the local disorder potential of strength W . It is
worthwhile to mention that the mean free path shows a power-law divergence in the limit
of vanishing disorder at the band center [5].
The knowledge of spectral function also plays a crucial role in the de Moura-Lyra model
[1] (see also chapter 4 for detail). The spectral function reveals a perturbative Lorentzian
like behavior in the limit of Anderson model (α → 0), (α an exponent that characterize
the algebraic decay of correlations). For α = 0 ones recover the fully localized uncorrelated
model, while in the opposite limit (α → ∞) the system becomes ordered and there is
a complete delocalization. By varying α we observe a change from a Lorentzian shape
to a Gaussian line shape for α → 1+, that reflects the classical limit. In this limit, the
spectral function converge towards the probability distribution of the random potential.
In addition, the spectral function turns out to be self-averaging for α ≤ 1, as its standard
deviation decay 1/
√
N with size N of the system at the band center. In the extreme
case α → ∞, the correlated disorder system corresponds to a tight-binding model with
a cosine potential of wavelength N and the spectral function reveal similar behavior as
the density of states in real space. Moreover, a quantum to classical transition has been
also experimentally investigated in the framework of one-particle spectral function for a
non-interacting ultra-cold atoms in continuous three dimensional laser speckle disordered
potentials [25].
The possibility of having a delocalization transition in the 1D de Moura-Lyra class of
models has been the object of a long standing discussion in the literature [1, 17, 26, 27] (see
also chapter 5 for detail). The first evidence of the delocalization transition could appear
in 1D stemmed from the study of self-affine potentials pioneered by [17]. They defined
a random potential with a power-spectrum decaying as k−α, which is known to occur
naturally in the assembly of biological macro molecules, such as DNA [28]. By numerically
studying the Lyapunov exponent as a function of α, de Moura and Lyra concluded that an
Anderson transition happens at α = 2, followed by the emergence of a mobility edge in the
spectrum. These results were contested [29] on the basis of the ill-defined thermodynamic
limit in these potentials. Eventually, it was understood that the presumed transition is an
artifact of the anomalous scaling of the Lyapunov exponent, due to the non-stationarity
of the potential for any α ≥ 1 [29, 30]. However, most recently, we reported the numerical
evidences that such a transition happens at α = 1, where the localization length is shown
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to diverge as (1− α)−1 in the thermodynamic limit [27].
The notion of quantum entanglement has been intensively studied for revealing the
non-local features of quantum systems [31, 32, 33]. At the fundamental level, it is widely
considered as a cornerstone of quantum information theory (QIT) and an essential resource
for quantum teleportation, quantum cryptography, and quantum metrology [34]. Never-
theless, it has been also recognized as an inter-disciplinary tool, which combine elements of
condensed matter theory, quantum mechanics and information theory. The most peculiar
property of entanglement is the characterization of a quantum system relative to a given
subsystem. Most theoretical research show that he entanglement entropy of the ground
state of a translationally invariant quantum lattice gaped model with local interactions
scales with the size of the boundary [35]. However, the entanglement entropy as a function
of system size has a logarithmic scaling law in 1D quantum critical systems [36, 37, 38].
Moreover, the entanglement entropy in a 1D critical lattice system in the presence of uni-
formly distributed on-site disorder satisfies area law for l  ξ, while it shows logarithmic
behavior for l ξ, where l is the subsystem size and ξ is the localization length [37, 39].
Recent development in the characterization of entanglement has been introduced by
Chen and Vidal [40]: the entanglement contour. These authors have introduced a way to
express the entanglement entropy as a sum of contributions associated with each degree
of freedom of the subsystem, which satisfies certain consistency conditions that legitimate
an interpretation of each term as the contribution of the corresponding degrees of freedom
to the total entropy. It thus possible to discuss the spatial distribution of entanglement
among the untraced degrees of freedom. The consistency conditions do not entail a unique
definition of the entanglement contour, but in case of fermions, there is a very natural
and intuitive definition. They came up with a conclusion that the contribution of local
states to the total entanglement in a free fermions with translational invariance decays as
a power law with the distance to the boundary for the gapless, and as a exponential for
gaped systems. It has been investigated that the contribution of local states to the total
entanglement in the system decays exponentially with the distance to the boundary for
critical Anderson model [41]. In addition, the contour function can be used as a theoretical
tool for the characterization of delocalization transition in de Moura-Lyra model.
1.2 Organization of the Thesis
The structure of this thesis is as follows:
In Chapter 2, we briefly introduce the basic concepts of condensed matter physics
and quantum information theory, which are relevant to the problems studied in remaining
chapters of the thesis. In particular, we consider a one-dimensional non-interacting tight-
binding chain of fermions with different models of disorder. We briefly review the quantum
information inspired techniques, entanglement entropy and contour function.
In Chapter 3, we discuss an efficient algorithm for the computation of an eigenvector
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of the corresponding known eigenvalue of a tridiagonal matrix. This algorithm is known
as the Fernando technique [42]. In addition, we employ a polynomial expansion based
technique, kernel polynomial method, to calculate the density of states, spectral function
and localization length of the system as described in chapter 2. Indeed, we test and confirm
the utility of numerical implementations for a full understanding of these problems in the
limit of a perfectly clean system.
In Chapter 4, we will employ KPM for the computations of spectral function of Bloch
states in an one-dimensional tight-binding non-interacting chain with power-law correlated
disorder at zero temperature. We examine the appearance of a classical limit in a single-
band lattice system. In addition, we prove the self-averaging behavior of the spectral
function for α ≤ 1.
In Chapter 5, we study the delocalization mechanisms of the de Moura-Lyra model
by means of conductance and localization length. We address that the delocalization
transition in the model occur at a point where localization length diverge as (1− α)−1 in
the thermodynamic limit. We numerically calculate the localization length by two different
techniques and verify them by comparing with analytical result first obtained explicitly in
this work as an application of the generalized Thouless formula [43].
In Chapter 6, we study the entanglement analysis of Anderson model at zero tem-
perature. We review the scaling of entanglement for the model in detail. Moreover, we
address the area law of entanglement from the perspective of entanglement contour. In
addition, we also investigate the delocalization transition in the de Moura-Lyra model from
the perspective of entanglement and entanglement contour.
In Chapter 7, we close this thesis with the conclusions, as well as, a brief discussion on
the possible future directions of our work.
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Theoretical Background
In this chapter we briefly introduce the basic concepts that will be needed in the remainder
of the thesis. The first part of this chapter is devoted to the theoretical background of the
condensed matter systems, related to one-dimensional tight-binding non-interacting chains
with different models of static disorder. The second part, we will review the concepts of
the quantum information theory. In particular, we will be concerned with the measures of
entanglement and entanglement contour in a quantum system.
2.1 Condensed Matter Physics
In this section we will recall certain aspects of condensed matter physics, relevant to the
problems addressed in the following chapters.
2.1.1 The Disorder Model
This section is based on [1], introduces a one-dimensional non-interacting disordered elec-
tronic system. In particular, we study tight-binding model with nearest neighbor hopping
and random site energies. The Hamiltonian of the corresponding system has the following
general form [1],
H = −t
N−1∑
m=0
|ϕm+1〉 〈ϕm|+ |ϕm〉 〈ϕm+1|+
N−1∑
m=0
εm |ϕm〉 〈ϕm| (2.1)
where {|ϕm〉 ; m = 0, . . . , N − 1} are the local Wannier states. In what follows, we impose
periodic boundary conditions by setting |ϕm〉 = |ϕm+N 〉 and the lattice parameter a is
taken as 1. This model is based on certain simplifications. For instance, the second or
third nearest neighbor hopping that might have some contributions in a real system, are
considered to be zero. The term εm is the on-site random potential at site m.
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2.1.1.1 Anderson Model
Anderson Model [10] is a standard model that describes the disorder induced MIT in a
non-interacting lattice electronic system. In the model (see Eq. 2.1), the site energies of
the lattice are chosen be uncorrelated random variables. The standard choice of their
probability distributions is the uniform distribution in the interval ] −W/2, W/2[. The
parameter W is a positive constant describing the strength of disorder. The probability
distribution P (εm), of εm is
P (εm) =
 1W , |εm| < W2 ,0, elsewhere. (2.2)
The variance of the random potential is σ2ε ≡ ε2 = W 2/12.
2.1.1.2 Correlated Disorder Model
Most of the work on electronic system refers to uncorrelated disorder [5, 14, 15, 24, 44],
where all the eigenstates of a non-interacting one-dimensional electronic chain in the pres-
ence of infinitesimal disorder are found to be localized. Here, we pay attention to the case
in which the site energies are the set of correlated random variables for any arbitrary cor-
relation [1]. We will be concerned with the long-range Gaussian and power-law correlated
disorder models from the perspective of spectral function, as studied in [1].
The exact eigenstates of the Hamiltonian (given by Eq. 2.1) in the absence of disorder
would be the Bloch states
|k〉 = 1√
N
N−1∑
m=0
eikm |ϕm〉 , (2.3)
The presence of static disorder causes scattering of |k〉 → |k + q〉, characterized by the
matrix elements of the random potential V := ∑m εm |ϕm〉 〈ϕm| that connect two Bloch
states, i.e.,
〈k + q| V |k〉 = 1
N
∑
m
εme
−iqm, (2.4)
seen here to depend only on the transferred momentum q1. We easily invert Eq. 2.4 to
express the local energies as a Fourier sum,
εm =
∑
q
〈k + q| V |k〉 eiqm, (2.5)
We choose to model the randomness by taking these matrix elements as
〈k + q| V |k〉 = V (q)eiφq , (2.6)
1q is in the first Brillouin zone.
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where V (q) := |〈k + q| V |k〉| is a specified even function of q and φq is a random phase
with a uniform probability distribution in the circle [0, 2π[. The different phases are inde-
pendent variables except for the constraints φq = −φ−q, which ensure the hermiticity of
the Hamiltonian. Using the property V (q) = V (−q), the local energies turns out to be
εm =
∑
q 6=0
V (q)eiφqeiqm, (2.7)
= 2
∑
q>0
V (q) cos(qm+ φq). (2.8)
With these definitions, the mean of the site energies is εm =
∑
q V (q)e
iφqeiqm = V (0),
since the condition φq = −φ−q fixes φ0 = 0 and the individual phase averages are zero,
eiφq = δq,0. Since εm merely shifts the spectrum, we will always choose εm = 0, meaning
that V (0) = 0.
In general, the values of the energies in different sites will be correlated in this model
of disorder. The two-site covariance of the potential can be written as
εnεm =
∑
q,q′ 6=0
V (q)V (q′)eiφq′eiφqei(qm+q
′n), (2.9)
where all the phase averages factorize unless q = −q′, and the average of a single phase is
zero,
eiφq := δq,0. (2.10a)
eiφq′eiφq := δq+q′,0. (2.10b)
Hence (using the property V (q) = V (−q)),
εnεm = 2
∑
q>0
V (q)V (−q)δq+(−q),0 cos (q(n−m)) ,
= 2
∑
q>0
V 2(q) cos (q(n−m)) . (2.11)
From Eq. 2.11, we see that V 2(q) can be related to the Fourier transform of the correlation
of the disorder potential εnε0, as follows
V 2(q) =
1
N
∑
n
εnε0e
iqn. (2.12)
In the case of an uncorrelated disorder, the usual Anderson’s model, we have
εnεm = σ
2
εδn,m, (2.13)
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with σ2ε := ε2, or, equivalently
V 2 (q) =
1
N
σ2ε . (2.14)
Thus, for uncorrelated site disorder, the magnitude of the scattering matrix element from
k → k + q is independent of the transferred momentum, q .
2.1.1.3 Gaussian Correlated Disorder
Our first model of correlated disorder is the Gaussian case. For that, we choose
V (q) :=
A(qc)√
N
exp
(
− q
2
4q2c
)
, (2.15)
where A(qc) is a measure of the strength of disorder. The N−
1
2 factor in Eq. 2.15 is
introduced in order to have a well-defined thermodynamic limit for the local variance and
correlation functions of the disorder potential. The parameter qc is the correlation length
that controls the correlation of the random potential. In the limit, qc  π, one recovers
the Anderson model with uncorrelated disorder. As shown in Fig. 2.1, the smaller the qc
the smoother are the random profiles.
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Figure 2.1: Typical normalized on-site energy landscapes for Gaussian correlated disorder
with N = 4096 for (a) qc = π, (b) qc = π/16, (c) qc = π/128, and (d) qc = 2π/N .
In this model, the values of V (q) are only significant in an interval of linear size qc
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around q = 0. This means that the disordered potential couples Bloch states with nearby
momenta, more strongly2. The statistical properties of the corresponding potential can be
calculated through Eq. 2.11, in the thermodynamic limit (N →∞), yielding
εnεm = A
2(qc)
ˆ π
−π
dq
2π
e
− q
2
2q2c eiqrnm , (2.16)
where rnm = (n −m). This integral can be solved analytically in the limit of qc  π. In
this case, the integration intervals can be extended to k ∈ ]−∞,+∞[, i.e.,
εnεm = A
2(qc)
ˆ ∞
−∞
dq
2π
e
− q
2
2q2c
+iqrnm
, (2.17)
= A2(qc)e
− q
2
c r
2
nm
2
ˆ ∞
−∞
dq
2π
e
− 1
2q2c
(q−iq2crnm)
2
, (2.18)
= A2(qc)e
− q
2
c r
2
nm
2
qc√
2π
, (2.19)
The variance of the potential is
σ2ε := ε
2 = A2(qc)
ˆ ∞
−∞
dq
2π
e
− q
2
2q2c , (2.20)
= A2(qc)
qc√
2π
. (2.21)
In this same limit, we can also relate the parameter A(qc) with the local disorder strength,
using Eq. 2.21
A2(qc) =
√
2π
σ2ε
qc
. (2.22)
meaning that,
V (q) = (2π)
1
4
σε√
qcN
exp
(
− q
2
4q2c
)
. (2.23)
2.1.1.4 Power-law Correlated Disorder
In order to study the influence of long-range correlations of disorder, power-law correlated
random potential was proposed [17]. Specifically, the site energies have approximately
power-law spectral density S(k)  k−α, where k is the inverse of the wavelength k = 1/λ.
The function S(k) is the Fourier transform of the two point correlation function of the
local potential. The power-law correlated site potential for a periodic chain of N sites is
[4, 17]
εm = 2A(α)
N/2∑
p=1
(
2π
N
) 1−α
2 1
p
α
2
cos
(
2πp
N
m+ φp
)
. (2.24)
2However, this does not mean an absence of back-scattering, since the full effect of this potential must
take all the multiple scattering processes into account. As a matter of fact, these disordered potentials with
short-range correlations are believed to cause an exponential localization of the eigenstates, in a manner
similar to the 1D Anderson model with uncorrelated disorder.
10
2.1. Condensed Matter Physics
-4
-2
0
2
4
si
te
 e
n
er
g
ie
s
0 1024 2048 3072
sites
-4
-2
0
2
si
te
 e
n
er
g
ie
s
0 1024 2048 3072 4096
sites
α = 0.0 α = 2.0
α = 2.5 α = 5.0
(a)                                                           (b)
(c)                                                            (d)
Figure 2.2: Typical normalized on-site energy landscapes with N = 4096 for the uncorre-
lated random sequency (α = 0), the trace of a usual Brownian motion (α = 2), the trace
of a usual Brownian motion with persistent increments (α = 2.5), and α = 5.
The phases φp have the same properties as before, being uniformly distributed in [0, 2π[.
The exponent α is called the correlation exponent, and quantifies the degree of correlation
imposed in the system. In the limit α→∞, Eq. 2.1 corresponds to a tight-binding model
with a sinusoidal (cosine) potential and one expects extended electronic states due to the
effective absence of disorder . For the case when α = 0 (white-noise potentials), one recovers
the Anderson model with uncorrelated disorder. Thus, the states of the quantum particles
are exponentially localized. For α = 2, the site energies will have the standard Brownian
diffusion. As shown in Fig. 2.2, the larger α the smoother are the random profiles. We can
reduce this definition to our formulation by defining the Bloch wave-vector as
q :=
2π
N
p. (2.25)
so that Eq. 2.24 becomes
εm = 2A(α)
(
2π
N
) 1
2 ∑
q>0
1
qα/2
cos (qm+ φq) , (2.26)
= A(α)
(
2π
N
) 1
2 ∑
q 6=0
1
qα/2
ei(qm+φq). (2.27)
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Since this sum is only over the positive half of the first Brillouin zone (i.e., q = 2πp/N ,
p = 1, . . . N/2), it can be rewritten as
εm =
∑
q 6=0
V (q)eiφqeiqm, (2.28)
with V (q) defined as
V (q) = A(α)
(
2π
N
) 1
2 1
|q|α2
, (2.29)
and the independent random phases obeying the constraint φq = −φ−q. The q = 0 term
is excluded as before, and we have introduced a normalization factor A(α) that will define
a finite variance for the local disorder.
2.1.2 Physical Quantities
This section is intended to provide the theoretical background of the physical quantities,
that might be needed for the remaining chapters.
2.1.2.1 Density of States
The density of states (DOS) of a quantum system is one of the main observable quantities
of interest in solid-state physics. It describes the number of states that are available in a
quantum system and is essential for determining the particle concentrations and the energy
distributions of particles. The DOS of an N ×N Hamiltonian matrix Ĥ with eigenvalues
Eα is given by
ρ(E) =
1
N
N−1∑
α=0
δ(E − Eα), (2.30)
where α is the set of quantum numbers labelling the eigenstates. In the thermodynamic
limit, the DOS of one-dimensional tight-binding chain in first Brillion zone becomes
ρ(E) =
1
2π
ˆ
dkδ(E + 2t cos k), (2.31)
=
1
π
1√
4t2 − E2
. (2.32)
The DOS define a continuous distribution of the spectrum of the Hamiltonian in the
thermodynamic limit. Moreover, the DOS (Eq. 2.32) is symmetric around the band center
and displays Van Hove singularities at the band edges.
2.1.2.2 Local Density of States
Local density of state (LDOS) [44] is the density of states of a quantum system projected
at a specific site. We start by defining the spectral matrix correlation, ρij(E), at energy
12
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E, with different sites i and j, as given by
ρij(E) =
1
N
N−1∑
α=0
〈i|α〉〈α|j〉δ(E − Eα), (2.33)
where Eα and |α〉 are the eigenvalues and eigenstates of the N × N Hamiltonian matrix
Ĥ, respectively. The LDOS is defined as the spectral matrix correlation at j = i,
ρii(E) ≡ ρi(E) = 1
N
N−1∑
α=0
|〈i|α〉|2 δ(E − Eα), (2.34)
In a pure quantum system, due to the perfect translational symmetry of the lattice, the
LDOS at an arbitrary site is the same as the DOS. Hence, the DOS of the tight-binding
chain is expressed in terms of the LDOS ρi(E), as,
ρ(E) =
1
N
N−1∑
i=0
ρi(E), (2.35)
The DOS of a clean 1D tight-binding chain has von Hove singularities at the band edges,
which are smoothed out by introducing disorder in the system (see Fig. 3.5).
2.1.2.3 Spectral Function
A single-particle spectral function ρ(k,E), is the key ingredient in the understanding of
interacting and of disordered electronic systems. It can be thought of as the energy dis-
tribution of a state of momentum k, or the momentum distribution of a state of energy
E. For free non-interacting particles, the zero temperature spectral function has the form
[23, 24],
ρ(k,E) =
N−1∑
α=0
|〈k|α〉|2 δ(Ek − Eα), (2.36)
where |k〉 is a Bloch state of one electron system. In a non-interacting translationally
invariant system it is simply a Dirac Delta function of energy, peaked at the single particle
energy Ek. Thus, the probability density of the state k with energy E can only be happen
by adding an electron to the state k given by E = Ek. In general, introducing interactions
(electron-phonon, electron-electron) in the system will change the Dirac delta nature of the
spectral function. However, the it may still be a peaked function around the single particle
energy Ek. Moreover, the density of states can also be obtained by taking statistical
average of the spectral function over energy or momentum distributions. In addition, the
spectral function will always be positive and should satisfies the normalization condition
1
2π
ˆ
dkρ(k,E) =
N−1∑
α=0
|〈k|α〉|2 = 1. (2.37)
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Also notice that, in the absence of disorder ρ(k,E) = δ(E −Ek), and by summing ρ(k,E)
over k, one gets the density of states.
2.1.2.4 Localization Length
The one-particle wave-functions for sufficiently strong disorder strength in macroscopic
disordered quantum systems at absolute zero temperature are exponentially localized [12,
45]. In other words, the amplitudes of the one-particle wave-functions are exponentially
decaying in space at infinity. For instance, the localized wavefunctions in one dimension
can be written as
|Ψ(x)| ∼ exp (−κ |x− x0|) , (2.38)
in the limit |x− x0| → ∞, where x0 is the center of localization. The parameter κ is
called the inverse localization length, and specifies the localization strength of the wave-
functions. The wave-functions is weakly localized (widely spread wave) for a small and
strongly localized (narrowly spread wave) for large value of κ.
Many theoretical works have been made for the calculations of localization length for
the one-dimensional Anderson model (see Eq. 2.1). Herbert-Jones-Thouless formula [46],
relates the localization length3 ξ = 1/κ, of a one-dimensional disordered electronic system
in terms of the density of states, as given by
1
ξ(E)
=
ˆ
ρ(ε) ln |E − ε| dε− ln |t| , (2.39)
where ρ(ε) is the density of states at energy ε. It is well known that the density of states4
of the Anderson model varies as 1/W [12], for large disorder in the energy limit, |E| < 12W .
The localization length in this limit can be obtained as,
1
ξ(E)
=
1
W
W/2ˆ
−W/2
ln |E − ε| dε− ln |t| , (2.40)
=
1
2
ln
W 2 − 4E2
4e2t2
+
E
W
ln
W + 2E
W − 2E . (2.41)
Eq. 2.41, gives the localization length of the one-dimensional Anderson model in large
disorder limit.
Now we focus on the localization length of the Anderson model in small disorder limit.
The expression Eq. 2.39, in the thermodynamic limit can be written as (see Eq. 6.10 in
Ref. [12]),
1
ξ(E)
= Re
ˆ E
−∞
Gii(ε)dε, (2.42)
3in unit of lattice spacing, a
4Density of states is just the probability distributions of the random disorder, (ρ(ε) = P (ε)) in the large
disorder limit.
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This is a basic equation and will be used to calculate the ξ(E) in units of lattice spacing,
in the perturbative regime. Using perturbation, the averaged Green’s function Gii(ε) has
the following form:
Gii(ε) =
∑
x
∑
y
G00x(ε)G
0
xy(ε)G
0
y0(ε)εxεy, (2.43)
The variance of the uniformly distributed random potentials (Anderson model) is
εxεy ≡ ε2δxy =
W 2
12
δxy. (2.44)
Substitution of this into Eq. 2.42 gives the localization length as
1
ξ(E)
=
W 2
12
ˆ E
−∞
∑
xy
G00x(ε)G
0
xy(ε)G
0
y0(ε)δxydε,
=
W 2
12
ˆ E
−∞
∑
x
G00x(ε)G
0
xx(ε)G
0
x0(ε)dε, (2.45)
The lattice Green’s function G0pq(ε), at energy ε has the form
G0pq(ε) =
1
2π
ˆ π
−π
dk
eik(p−q)
ε− 2t cos k . (2.46)
Inserting in Eq. 2.45 gives the localization length as
1
ξ(E)
=
W 2
12
1
(2π)3
ˆ E
−∞
ˆ π
−π
ˆ π
−π
ˆ π
−π
∑
x e
ix(k3−k1)dk1dk2dk3dε
(ε− 2t cos k1)(ε− 2t cos k2)(ε− 2t cos k3)
, (2.47)
The sum term gives
∑
x
eix(k3−k1) =
∞∑
x=−∞
eix(k3−k1) = 2πδ(k3 − k1). (2.48)
Inserting in Eq. 2.47, we get,
1
ξ(E)
=
W 2
12
1
(2π)2
ˆ E
−∞
ˆ π
−π
ˆ π
−π
ˆ π
−π
δ(k3 − k1)dk1dk2dk3dε
(ε− 2t cos k1)(ε− 2t cos k2)(ε− 2t cos k3)
,
=
W 2
24
1
4t2 − E2 . (2.49)
This formula allows us to determine the localization distance for known energy spectrum.
The localization length shows a power-law divergence in the limit of vanishing disorder.
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2.2 Quantum Information Theory Concepts
In this section, we recall basic notions of quantum information theory [34, 47].
2.2.1 State Vector
The state of an isolated quantum system can be represented by a normalized state vector
|ψ〉 in a Hilbert space H . It contains all the possible information about the quantum
system. The simplest examples of a two-level quantum system are spin half particle and
a two-level atom. The basis states of a two level system are denoted by |0〉 and |1〉, and
could represent the spin up and spin down for the spin half particle, or the ground and
excited state for the two-level atom. The two level system is the basic unit of information
in quantum computing, and is called the qubit, which is short for quantum bit.
What is the difference between qubit and ordinary bit.? An ordinary bit (classical bit),
the fundamental concept of classical computation and information, may exist either in the
state 0 or 1, while a qubit may exist in any linear combination of the states |0〉 and |1〉.
The superposition state |ψ〉, can be written as
|ψ〉 = α |0〉+ β |1〉 , (2.50)
where α and β are the complex numbers. According to the laws of quantum mechanics,
the modulus squared value of α or β gives the probability of finding the qubit in state |0〉
or |1〉, respectively. Mathematically,
p0 = |〈0|ψ〉|2 = |α|2 .
p1 = |〈1|ψ〉|2 = |β|2 .
(2.51)
where p0 and p1 is the probability of the qubit in the state |0〉 and |1〉, respectively. The sum
of the probabilities of all possible outcomes must be 1, so that the qubit’s state (Eq. 2.50)
must be normalized.
2.2.2 Density Operator
The concept of density operator [34] is a more general description of a quantum system
than the state vector, as it allows the study of the individual subsystems of a composite
quantum system, and the description the statistical mixture of the states. A state vector
can only describe a pure state, while a density operator can describe both pure and mixed
states of a quantum system.
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2.2.2.1 Pure and Mixed States
The state of a quantum system can be represented as a linear superposition of basis vectors.
Consider a system that is in some known state |φ〉, given by
|φ〉 =
∑
i
ci |i〉 (2.52)
The density operator for the system of state |φ〉 can be written as,
ρ = |φ〉 〈φ| ,
=
∑
i,j
cic
∗
j |i〉 〈j| ,
=
∑
i,j
ρij |i〉 〈j| . (2.53)
where ρij = 〈i |ρ| j〉 are the matrix elements of the density operator. If measurement is
made on the system, the diagonal matrix element ρii gives the probability of finding the
system in state |i〉, and are called populations. The off-diagonal matrix element ρij = ρ∗ji
depends on the relative phase ci and cj , therefore often called coherence terms.
The density operator for a pure state has the properties [48]:
Tr(ρ) ≡
∑
i
ρii = 1, and |ρij |2 = |ci|2|cj |2 = ρ2iiρ2jj . (2.54)
it follows that
Tr(ρ2) = 1, and ρ2 = ρ, (2.55)
i.e., the density operator for a pure state is idempotent. The density operator for a statis-
tical mixture of the states |Ψ〉 with respective probabilities pΨ can be written as
ρΨ =
∑
Ψ
pΨ |Ψ〉 〈Ψ| , (2.56)
where the states, |Ψ〉’s
|Ψ〉 =
∑
i
cΨi |i〉 (2.57)
are required to be normalized to one (〈Ψ|Ψ〉 = 1⇒∑i ∣∣cΨi ∣∣2 = 1), but are not necessarily
orthogonal. On inserting Eq. 2.57 into Eq. 2.56, results
ρΨ =
∑
Ψ
∑
ij
pΨcΨi (c
Ψ
j )
∗ |i〉 〈j| , (2.58)
=
∑
Ψ
∑
ij
pΨρΨij |i〉 〈j| . (2.59)
where ρΨij = c
Ψ
i (c
Ψ
j )
∗ is the density matrix for the state |Ψ〉 (Eq. 2.57). The trace of the
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density operator is
Tr(ρΨ) ≡
∑
i
pΨρΨii =
∑
Ψ
pΨ
∑
i
∣∣cΨi ∣∣2 = ∑
Ψ
pΨ. (2.60)
where 0 6 pΨ 6 1 and
∑
Ψ p
Ψ = 1, which is consistent with the interpretation of pΨ, as
the probability for the system to be in the state |Ψ〉. Under these conditions, we say that
the system is in a mixed state. The density operator has the following properties:
• The density operator is Hermitian, ρ = ρ†.
• The density operator on a finite dimensional Hilbert space is a positive operator
ρ > 0 with trace equal to one. The density operator is positive if and only if all of
its eigenvalues are greater than or equal to zero.
• Tr(ρ2) 6 1, where the equality is verified only for pure state. The density operator
for pure states is idempotent, ρ2 = ρ.
2.2.2.2 Expectation Value of an Operator
The mean or average value of an operator with respect to a quantum state is the expectation
value of that operator. For an operator O, the expectation value is simply the scalar
product of a quantum state |φ〉 with the vector O |φ〉 resulting from the action of operator
O on |φ〉. Mathematically,
〈O〉 = 〈φ |O|φ〉 . (2.61)
When a system is in pure state |φ〉 (see Eq. 2.52), then the expectation value of the operator
O is given by
〈O〉 =
∑
i
∑
j
cic
∗
j 〈j|O|i〉 ,
=
∑
i
∑
j
ρijOji =
∑
i
(ρO)ii,
= Tr(ρO) = Tr(Oρ). (2.62)
where ρij = cic∗j and Oji = 〈j|O|i〉. This shows that for known density matrix, the
expectation value of any operator can be calculated by taking the trace of the product of
that operator in matrix representation with the density matrix.
The expectation value of O for the ensemble or mixture of states |Ψ〉 (see Eq. 2.57),
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with respective probabilities pΨ can be written as
〈O〉 = Tr(ρΨO),
=
∑
Ψ
∑
ij
pΨcΨi (c
Ψ
j )
∗Oji,
=
∑
Ψ
∑
ij
pΨρΨijOji,
=
∑
Ψ
pΨTr(ρΨijO),
=
∑
Ψ
pΨ 〈Ψ|O|Ψ〉 . (2.63)
From Eq. 2.63, it is clear that the expectation value of operator O is the statistical average
of its expectation values 〈Ψ|O|Ψ〉 in the pure states |Ψ〉.
2.2.2.3 Reduced Density Matrix
The density operator is a very useful tool for the characterization of the properties of sub-
systems in a composite system. A composite system is made up of two or more individual
subsystems. The reduced density operator, all that is required to define the properties of
the subsystem regardless the size and state (pure or mixed) of the complete system, can
be constructed by an operation on density matrix of the total system, called the partial
trace.
Let us consider a composite system of A and B. HA is the Hilbert space of system
A, with an orthonormal basis |iA〉. Similarly HB is the Hilbert space of system B, with
an orthonormal basis |jB〉. Here i(j) = 0, 1, 2, ...dA − 1(dB − 1), with dA and dB are
the dimensions of the Hilbert space of system A and B respectively. The Hilbert space
of the composite system of dimension dAdB is the the tensor product of the two spaces,
H =HAHB. The state of the composite system is [49],
|ΨAB〉 ≡
∑
ij
cij |iA〉 |jB〉 =
∑
ij
cij |iAjB〉 , (2.64)
with a density matrix
ρAB = |ΨAB〉 〈ΨAB| =
∑
ijkl
cijc
∗
ik |iAjB〉 〈kBlA| , (2.65)
A reduced density of a subsystem B can be obtained by taking the partial trace of ρAB
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with respect to system A:
ρB = TrA(ρAB),
=
∑
iA
〈iA|ΨAB〉〈ΨAB|iA〉,
=
∑
i
cijc
∗
lk〈iA|iA〉 |jB〉 〈kB| 〈lA|iA〉,
=
∑
i
cijc
∗
ik〈iA|iA〉 |jB〉 〈kB| 〈iA|iA〉, (2.66)
=
∑
i
cijc
∗
ik |jB〉 〈kB| . (2.67)
where c∗ik is the complex conjugate of cik. Similarly, we can trace out the degree of freedom
of the subsystem B in order to find reduced density of subsystem A, i.e., ρA = TrB(ρAB).
2.2.3 Schmidt Decomposition
The Schmidt decomposition [34], is a tool characterizing pure states of a composite system
in quantum information theory. This decomposition shows that, any pure bipartite state
can be decomposed as a superposition of corresponding states. By the singular value
decomposition, cij of the composite quantum system |ΨAB〉 given by Eq. 2.64 can be
written by using singular value decomposition, as
cij = (UDV
†)ij . (2.68)
where D = diag(λ1, λ2, λ3, ...λχ) is a positive diagonal matrix of dimension χ × χ, U and
V are unitary matrices. χ is the Schmidt rank of the bipartite state and is equal to the
number of λα in its Schmidt decomposition and satisfies
χ ≤ min(dA, dB). (2.69)
The linear combinations of |iA〉 with the columns of U and |jA〉 with the rows of V † leads
to the Schmidt decomposition form of |ΨAB〉, as [34]
|ΨAB〉 =
∑
ijα
UiαDααVαj |iA〉 |jB〉 , (2.70)
Defining |αA〉 ≡
∑
i Uiα |iA〉, |αB〉 ≡
∑
j Vαj |jB〉, and λα = Dαα, we get
|ΨAB〉 =
χ−1∑
α=0
λα |αA〉 |αB〉 . (2.71)
where |αA〉 and |αB〉 form an orthonormal basis (Schmidt bases) for the system A and
B, respectively. The expansion coefficients λα, also known as Schmidt coefficients, are
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non-negative real numbers, λα ≥ 0, satisfying
∑
α λ
2
α = 1
5. The density matrix ρA of the
system A can be obtained by employing Eq. 2.67,
ρA ≡ TrB(|ΨAB〉 〈ΨAB|) =
∑
α
λ2α |αA〉 〈αA| . (2.72)
Similarly, the reduced density matrix of the system B, can be found as ρB =
∑
α λ
2
α |αB〉 〈αB|.
The eigenvalues of ρA and ρB for a pure state of a composite system are identical, so many
important properties of the quantum systems of a composite system will be the same for
both systems.
The number of non-zero eigenvalues of a matrix is called Schmidt number. This is
an important property of a composite quantum system and quantifies entanglement in a
system. For instance, the Schmidt number for separable state of a composite quantum
system is one, while for entangled state it turns out to be greater than one.
Example 1. A possible state of a composite system AB is [47],
|ΨAB〉 =
1√
2
(|0〉A |0〉B + |0〉A |1〉B) . (2.73)
The density matrix of the subsystem A is
ρA =
1
2
|0〉 〈0| . (2.74)
The eigenvalues of ρA are λ1 = 1/2 and λ2 = 0. Since, the Schmidt number is 1, therefore
the state of the composite system is separable. Eq. 2.73, can be rewritten as
|ΨAB〉 =
1√
2
|0〉A (|0〉B + |1〉B) . (2.75)
which is clearly a separable state.
Example 2. Consider the single state of a composite system AB is [47],
|ΨAB〉 =
1√
2
(|0〉A |1〉B − |1〉A |0〉B) . (2.76)
The density matrix of the subsystem A, can be found as
ρA =
1
2
|0〉 〈0|+ |1〉 〈1| . (2.77)
The eigenvalues of ρA are λ1 = λ2 = 1/2. Since, the Schmidt number is 2, therefore the
state of the composite system is entangled.
5By normalizing,
∑
α λ
2
α = 1, λα are real positions, because one can absorb phases in |αA〉 |αB〉 .
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2.2.4 The von Neumann Entropy
The von Neumann entropy is the most common way of quantifying the uncertainty in
the state of a quantum system. It is the quantum analog of the Shannon entropy, which
measures the uncertainty associated with a classical probability distribution. The von
Neumann entropy, S(ρ), for a quantum system characterized by the density operator ρ, is
defined as
S(ρ) = −Tr (ρ log ρ) . (2.78)
It can be expressed in terms of the eigenvalues, λi, of the density matrix, as
S(ρ) = −
∑
i
λi log λi. (2.79)
Here, we use 0 log 0 ≡ 0, as defined for the Shannon entropy6. The von Neumann en-
tropy has the following basic properties [34], which play a fundamental role in quantum
information theory.
• From the Schmidt decomposition, if the eigenvalues of the reduced density operator
of system A and system B are the same, then SA = SB.
• The von Neumann entropy is non-negative, and vanishes S(ρ) = 0, if and only if the
system is in a pure state.
• For a completely mixed state ρ = I/N , (I is an N × N identity matrix), the von
Neumann entropy attains its maximum value, as given by
S(ρ) = logN (2.80)
where N is the dimension of the corresponding Hilbert space.
• The von Neumann entropy of the tensor product of A⊗B is the sum of the entropies
of system A and system B,
S(A⊗ B) = S(A) + S(B). (2.81)
• The von Neumann entropy of the density matrix ρi with probability pi has the
property,
S(
∑
i
piρi) = H(pi) +
∑
i
piS(ρi). (2.82)
where H(pi) ≡ −
∑
i pi log(pi) is the Shannon entropy of the set of probability pi.
6Intuitively, an event with zero probability should not contribute to the entropy, so by convention we
agree that the Shannon entropy 0 log 0 ≡ 0. More formally, note that limx→0 x log x ≡ 0, which provides
further support for our convention.
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2.2.5 Quantum Entanglement
A pure composite quantum system has zero uncertainty, but the state of one of the subsys-
tems (determined by a reduced density operator) may have finite von Neumann entropy,
associated with the uncertainty of the subsystem. This von Neumann entropy is the en-
tanglement entropy of the two subsystem.
The von Neumann entropy [34] is favored unique measure of entanglement of sub-
systems, and has been commonly used to characterize the entanglement properties of a
quantum lattice models in condensed matter physics [32].
2.2.5.1 Entanglement Entropy
The entanglement entropy for a pure state |Ψ〉 ∈HAHB is the von Neumann entropy of
the reduced density matrix of each part of the system. The entanglement entropy, SA, of
the subsystem A can be written as
SA = −TrA (ρA log ρA) . (2.83)
where ρA is the reduced density operator of the system A, obtained by taking the partial
trace of the total density operator ρ with respect to system B (see Eq. 2.67). If λα are the
eigenvalues of the reduced density matrix ρA, then entanglement entropy can be computed
as
SA = −
∑
α
λα log λα. (2.84)
The entanglement entropy of the system A, can easily be obtained, zero for the separable
state as given by Eq. 2.73, and log 2 for the entangled state, (see Eq. 2.76).
2.2.6 Entanglement in free Fermions
We turn our attention to the study of the ground state bipartite entanglement entropy
for a non-interacting Fermionic system. For non-interacting case, the ground state of the
lattice sites can be describe by a Slater determinant. Let |Ψ〉 be the ground state of the
system, then the higher order correlation function can be expressed in terms of one-particle
correlation function [50],〈
ĉ†kc
†
l ĉmĉn
〉
=
〈
ĉ†k ĉn
〉〈
ĉ†l ĉm
〉
−
〈
ĉ†k ĉm
〉〈
ĉ†l ĉn
〉
. (2.85)
where the two-point one-particle correlation function Cij can be describe as
Cij =
〈
Ψ|ĉ†j ĉi|Ψ
〉
.
with ĉ†i (ĉi) are the creation (annihilation) Fermionic operator of site i, obeying anti-
commutation relations. The two-point correlation function can also be computed by using
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the density matrix ρ as [50]
Cij = Tr[ρĉ†j ĉi]. (2.86)
The ground state correlation function of the free Fermionic chain at half filling in the
asymptotic limit is given by [51]
Cij =
1
2π
ˆ π
2
−π
2
dqe−iq(i−j), (2.87)
=
1
π(i− j) sin(
π (i− j)
2
). (2.88)
If Eq. 2.85 (Wick’s theorem), holds for a subsystem A of size LA, then the reduced density
matrix ρA of the corresponding subsystem can be expressed as the exponential of a free
fermions operator [50]
ρA = F
−1 exp[−H], (2.89)
where F is the normalization constant satisfying
Tr(ρA) = 1→ F = Tr[exp[−H]], (2.90)
and H is the entanglement Hamiltonian of the subsystem A, and expressed as
H =
LA∑
ij
Hij ĉ
†
i ĉj , (2.91)
Let ψk(i) be the eigenvectors of H with eigenvalues Ek. Then the transformation of
ĉi =
∑
kψk(i)ak, will diagonalize the Hamiltonian H, and the reduced density matrix
becomes
ρA = F
−1 exp[−
∑
k
Ek â
†
kâk], (2.92)
The normalization constant can be calculated as
F = Tr[exp[−
∑
k
Ek â
†
kâk]],
=
∏
k
(1 + e−Ek). (2.93)
The entanglement entropy (see Eq. 2.78) of the subsystem A becomes
S(ρA) = −Tr (ρA log ρA) , (2.94)
= −
∑
k
(
e−Ek
1 + e−Ek
) log(
e−Ek
1 + e−Ek
) + (
1
1 + e−Ek
) log(
1
1 + e−Ek
), (2.95)
= −
∑
k
(
1
1 + eEk
) log(
1
1 + eEk
) + (1− 1
1 + eEk
) log(1− 1
1 + eEk
). (2.96)
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The correlation function of the subsystem is
Cij =
∑
kψ
?
k(i)ψk(j)
1
eEk + 1
, (2.97)
On other hand, H has the representations
Hij =
∑
kψ
?
k(j)ψk(i)Ek, (2.98)
In matrix form, the correlation function and the Hamiltonian H can be written as
C = ψ̂†. 1
exp[Ek] + 1
.ψ̂. (2.99)
H = ψ̂†.[Ek].ψ̂. (2.100)
where [Ek] denotes the diagonal matrix with diagonal elements Ek and ψ̂ is the matrix
formed by ψk(i). The eigenvalues of correlation matrix C(λk) and Hamiltonian H (Ek) are
related by [50]
λk =
1
eEk + 1
. (2.101)
The entanglement entropy (see Eq. 2.96) in terms of the eigenvalues of the correlation
matrix can be computed as
SA = −
LA∑
k=1
λk log(λk) + (1− λk) log(1− λk). (2.102)
The expression Eq. 2.102, gives the entanglement entropy of the Fermionic chain, and has
been vigorously studied for the disordered system [5, 26, 36].
2.2.7 Entanglement Contour
In order to examine the spatial distribution of entanglement entropy, Chen and Vidal [40]
introduced the concept of entanglement contour (EC) in the context of Fermionic quadratic
systems. It is found that the entanglement contour Cs(l, L), for a lattice site of state |φl〉,
of sub-region A can be obtained as
Cs(l, L) =
∑
k
|〈φl|ψk〉|2 SA(λk). (2.103)
where λk ∈ [0, 1], and |ψk〉 are the eigenvalues and the eigenstates of the correlation matrix.
The function, SA(λk),
SA(λk) = −λk log λk − (1− λk) log(1− λk). (2.104)
is the local entanglement entropy of the sub-region A.
25
Chapter 3
Computational Techniques
In this chapter we introduce a variety of numerical methods for studying non-interactive
electronic systems with disorder and illustrate them with some examples. We will briefly
describe the exact diagonalization scheme for the eigenvalue problem. In addition, we
will discuss a most efficient algorithm [42] for the computations of an eigenvector of the
corresponding known eigenvalue of a tridiagonal matrix.
We will discuss the computational details and applications of the Kernel Polynomial
Method (KPM). In particular, we will study the KPM simulations of various physical ob-
servables in the context of tight-binding model in the presence of diagonal disorder. As
guidance examples, we will compute the density of states, spectral function, and localiza-
tion length for a one-dimensional non-interacting Anderson model at zero temperature. For
the localization length, we employ the kernel polynomial approximation of Thouless for-
mula [12, 46], which expresses the localization length in terms of density of states. We find
an excellent agreement with the perturbative result in the large system limit, confirming
the validity of the kernel polynomial procedure.
At the end of this chapter, we review Landauer formalism for the calculation of con-
ductance in one-dimensional systems. It is a very useful tool to obtain localization length
of the disordered system in chapter 5.
3.1 Exact Diagonalization Method
The eigenvalue problem (exact diagonalization method) [52] is one of the most basic and
fascinating problem of the numerical analysis and has a central importance in under-
standing various physical quantities —density of states, inverse participation ratio, and
entanglement entropy, etc— in condensed matter physics. The essentials of the method
are based on the solution of the set of homogeneous equations
(T − λI)z = 0, (3.1)
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Figure 3.1: Execution time (sec) as a function of size for a one-dimensional lattice system
with open boundary condition. The lines are the corresponding fit of the data.
where z are the eigenvectors and λ are the eigenvalues of a square N ×N matrix T , I is
the order N identity matrix. The general theory of simultaneous algebraic linear equations
suggests a non-trivial solution of Eq. 3.1 for the singular matrix T − λI, if
det(T − λI)z = 0. (3.2)
This determinant can be expanded in characteristic equation of the T , as
a0 + a1λ+ ...+ aN−1λ
N−1 + aNλ
N = 0 (3.3)
In general, Eq. 3.3 has N roots, which may or may not be complex, even if the matrix is
real. The roots are called eigenvalues or characteristic values of the matrix T . The set of
Eq. 3.1 has at least one non-trivial solution for any eigenvalue, called the eigenvector or
the characteristic vector of that eigenvalue.
We will briefly discuss the cost of computations of solving a dense symmetric eigen-
problem. The cost of solving a dense symmetric matrix require O(N3) operations [52],
where N is the order of the matrix. Thus, a straightforward diagonalization scheme for
the eigenproblem is limited to small systems.
Throughout the work presented in this thesis we are concerned with non-interacting
tight-binding models with nearest neighbor interactions. Fortunately, the Hamiltonian of
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the system turns out to be a symmetric tridiagonal sparse matrix. Thus, we can take ad-
vantage of the sparse structure of the Hamiltonian matrix by using less memory (without
storing the zeros of the matrix), and can perform standard matrix computations econom-
ically.
A detailed comparison of numerical complexity of the diagonalization scheme for com-
puting eigenvalues and eigenproblem is depicted in Fig. 3.1. One can see that, the nu-
merical complexity of the dense Hamiltonian matrix for the computation of eigenvalues
and eigenproblem (eigenvalues and the associated eigenvectors) is O(N3). However, the
computational cost for the eigenvalues of a symmetric tridiagonal sparse Hamiltonian ma-
trix is O(N2). It is worthwhile to mention that a built-in function with Eigen library1
in C++ has been used for computing the eigenvalues of the symmetric tridiagonal sparse
Hamiltonian matrix, i.e.,
Eigen::SelfAdjointEigenSolver<Eigen::MatrixXd> Matrix;
Matrix.computeFromTridiagonal(diag , subdiag, Eigen::EigenvaluesOnly);
Here, diag and subdiag are the diagonal and subdiagonal entries in a one-dimensional array
of N and N − 1 values, respectively. This is a very fast operation as it uses less storage
space. This technique is more appropriate for the computations of eigenvalues only, which
has O(N2) numerical cost as shown in Fig. 3.1.a. However, the computational cost for the
full eigenproblem turns out to be O(N3) for a symmetric sparse tridiagonal matrix 2.
To solve the eigenproblem of the symmetric tridiagonal sparse Hamiltonian matrix with
controlled computational cost, we discuss an algorithm [42] for the solution of the eigen-
problem of a symmetric tridiagonal sparse matrices. The main concern of this algorithm is
to compute an accurate eigenvector of the corresponding approximated eigenvalue of the
matrix.
Since, the systems of linear equations (Eq. 3.1), are under-determined (see Eq. 3.2),
therefore at least one equation is redundant. By putting zk = 1, for the kth redundant
equation, one can compute all other components of z. However, the accuracy of the
eigenvector depends on the choice of the redundant equations of a tridiagonal matrix [52].
More precisely, an accurate eigenvector can be computed by eliminating high redundant
equations. Dropping less redundant equations can lead to a disastrous results. This fact
can be explained by considering an order 2 matrix F [42, 52],
F =
[
0.713263 0.000984
0.000984 0.121665
]
, λ1 = 0.71326463, λ2 = 0.12166336. (3.4)
where λ1 and λ2 are the eigenvalues of F . Let λ ≈ 0.713265 with an approximate error
1https://eigen.tuxfamily.org/dox/index.html
2The Eigen library uses a symmetric QR algorithm [53] for the solution of eigenproblem of a sym-
metric matrix. Hence, the computational cost for the eigenproblem turned O(N3) for a symmetric sparse
tridiagonal matrix.
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0.36 × 10−6; eliminating the second equation of the homogeneous system (F − λI)z = 0,
Wilkinson obtained the following eigenvector
zt =
[
1 0.002033
]
. (3.5)
Similarly dropping the first equation, he obtained the following eigenvector
zt =
[
1 0.00166329
]
. (3.6)
The eigenvector given by Eq. 3.5 is accurate only to 3 decimal places while the eigenvector
Eq. 3.6 is accurate to 8 decimal places (Mathematica3 gives zt = [ 1 0.00166328 ]).
In order to get some intuition of the algorithm developed by Fernando [42], based on
choosing an optimal number k such that zk = 1, and to compute all other components of
z, we consider a tridiagonal matrix T ,
T =

a1 b1
c1 a2 b2
. . .
cN−2 aN−1 bN−1
cN−1 aN

, (3.7)
The tridiagonal matrix T 4 is unreduced, in the sense that all off-diagonal elements are
non-zero. The LDU factorization of the T − λI is computed as
T − λI = LDU, (3.8)
=

1
l+1 1
. . .
1
l+N−1 1


d1
d2
. . .
dN−1
dN


1 u+1
1
. .
1 u+N−1
1

, (3.9)
where the pivots dn are given by
d1(λ) = a1 − λ. (3.10a)
di(λ) = ai − λ− ci−1u+i−1, i = 2, 3, ..., N. (3.10b)
u+i = bi/di, and l
+
i = ci/di. (3.10c)
3Exact diagonalization of F using mathematica.
4The empty entries of the matrix has zeroes.
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In similar way, the UDL factorization is formulated as
T − λI = UDL, (3.11)
=

1 u−1
1 u−2
. . .
1 u−N−1
1


δ1
δ2
. . .
δN−1
δN


1
l−1 1
. . .
1
l−N−1 1

, (3.12)
where the pivots δi(λ) are computed recursively as
δN (λ) = aN − λ, (3.13a)
δi(λ) = ai − λ− bil+i ; i = N − 1, ..., 2, 1, (3.13b)
u−i = bi/δi+1; and l
−
i = ci/δi+1. (3.13c)
For LDU and UDL factorization of (T − λI), the pivots should not be zero,
di(λ) 6= 0, for i = 1, 2, ...N − 1.
δi(λ) 6= 0, for i = N,N − 1..., 2.
In practice, Eq. 3.1 will only be satisfied for an exact eigenvalue of T , however, λ is the
approximate eigenvalue of T with rounding errors. Thus, for an approximate eigenvalue
Eq. 3.1 will have the form
(T − λI) zk = µkek. (3.14)
with residual µk, and ek unit vector. There are two ways to compute µk [42],
µk+1 =
µkδk+1
dk
; k = 1, 2, ...N − 1; with µ1 = δ1. (3.15)
and
µk =
µk+1dk
δk+1
; k = N − 1, ..., 2, 1; with µN = dN . (3.16)
It was Fernando [42] who proposed a more effective way of computing a highly accurate
components of eigenvector z by choosing a number k′ that gives minimum residual value.
k
′
= min (µk) , k = 1, ...N. (3.17)
A remarkable fact is that a very small min |µk| reflects a good approximate eigenvalue of T .
Thus, on eliminating k′th equation and putting zk′ = 1, one compute all other components
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of z by using the following equations
zj = −
bi
di
zj+1, j = k
′ − 1, ...., 1. (3.18)
and
zj = −
ci−1
δi
zj−1, j = k
′
+ 1, ...., N. (3.19)
This algorithm substantially improves the arithmetic complexity of the eigen decomposition
of the sparse tridiagonal matrix from O(N3.06) to O(N2), as illustrated in Fig. 3.1(b).
Thus, we can compute the eigenproblem based quantities, such as local density of states,
and inverse participation ratio etc., with a controllable computational cost.
3.2 The Kernel Polynomial Method
The Kernel Polynomial Method (KPM) [18, 19, 20] has played a significant role in the
fields of condensed matter systems for simulating quantum systems. This is a very efficient
algorithm that can evaluate various physical quantities, such as DOS without diagonaliz-
ing the Hamiltonian of the system. It is a polynomial expansion-based technique with a
controlled accuracy and convergence. A scalar product between two integrable functions
f, g : [a, b]→ R can be defined as
〈f |g〉 =
ˆ b
a
w(x)f(x)g(x)dx, (3.20)
where w(x) is a positive weight function defined on the interval [a, b]. In addition, there
exist a complete set of polynomials pm(x) , which satisfy the orthogonality conditions
〈pm|pn〉 =
1
hm
δm,n. (3.21)
where hm = 1/ 〈pm|pm〉 is the inverse of the squared norm of pm. These orthogonality
relations allow us to expand a piece-wise smooth function f(x) in terms of a complete set
of orthogonal polynomials pm(x),
fKPM (x) =
∞∑
m=0
αmpm(x); x ∈ [−1, 1], (3.22)
where fKPM (x) is the KPM estimate of the function f(x). The expansion coefficients αm
are obtained by taking the inner products of f(x) with polynomial pn
αm = 〈pm|f〉hm. (3.23)
Any type of orthogonal polynomials can be used for the kernel polynomial approach. How-
ever, the Chebyshev polynomials take a significant position for most applications in com-
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putational condensed matter physics, because they have optimal convergence properties
and a close relation to the Fourier transform.
There are several kinds of Chebyshev polynomials. We shall use the first, Tm(x), and
second kind, Um(x), polynomials. These polynomials are defined on the interval [−1, 1].
The Chebyshev polynomial of the first kind is a polynomial in x of degree m, defined by
the relation [22],
Tm(x) = cos (m arccos(x)) ; m ∈ N. (3.24)
More generally we may define Chebyshev polynomials appropriate to any given finite range
[a, b] of x by suitable re-scaling. The Chebyshev polynomials Tm(x) satisfy the following
three-term recurrence relation [22],
Tm(x) = 2xTm−1(x)− Tm−2(x); m > 1. (3.25)
starting with T0(x) = 1 and T1(x) = x. Thus using Eq 3.25, we can recursively generate all
the polynomials very efficiently. Depending on the degree m, the Chebyshev polynomials
Tm(x) is an even or odd function. Furthermore, the Chebyshev polynomial of first kind
has the following special property [22],
Tm(Tn(x)) = Tmn(x). (3.26)
In addition, the weight function of the first kind of Chebyshev polynomial wT (x), is
wT (x) =
1
π
√
1− x2
. (3.27)
The second kind of Chebyshev polynomial Un(x), is a polynomial in x of degree n, defined
by
Um(x) =
sin ((m+ 1) arccos(x))
sin (arccos(x))
, m ∈ N. (3.28)
with a weight function (wU (x)), as given by
wU (x) = π
√
1− x2. (3.29)
and satisfies the recurrence relation
Um(x) = 2xUm−1(x)− Um−2(x), m > 1. (3.30)
which together with the initial conditions
U0(x) = 1, and U1(x) = 2x,
provides an efficient procedure for generating the polynomials. The relation between the
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Chebyshev polynomials of the first and second kinds is
Um(x)− Um−2(x) = 2Tm(x). (3.31)
The Chebyshev polynomials are a complete set of mutually orthogonal functions and satisfy
the following orthogonality relations [22],
ˆ 1
−1
wT (x)Tm(x)Tn(x)dx =
1
2
δmn(δm0 + 1). (3.32)
Thus, the expression Eq. 3.22, in terms of Chebyshev polynomial of the first kind can be
written as
fKPM (x) = µ0 + 2
∞∑
m=1
µmTm(x), (3.33)
with coefficients, µm,
µm = 〈f |Tm〉 =
ˆ 1
−1
wT (x)f(x)Tm(x)dx. (3.34)
Eqs. 3.33 and 3.34 are the general basis for the polynomial expansion. In the next section
we will explain the truncated polynomial expansions of Eqs. 3.33, and the convergence of
the approximation.
3.2.1 Truncated Expansions of a Function
In practical numerical calculation, the KPM simulations of a function can only be evaluated
for a finite Chebyshev series. For this purpose, one needs to truncate the infinite Chebyshev
polynomial series. In the truncated form, Eq. 3.33 can be written as
fKPM (x) = µ0 + 2
M−1∑
m=1
µmTm(x), (3.35)
where M is the number of polynomial series. However, this truncation results in some un-
wanted oscillations (Gibbs oscillations) near points where the function is not continuously
differentiable. The situation is even worse for discontinuities or singularities of a function,
for instance, rectangular function, or Dirac delta function, as depicted in Fig. 3.2 and 3.3,
respectively.
It turns out that the Gibbs oscillations can be filtered out by modifying the moments,
i.e., µm → µmgm, where gm is the Gibbs damping factor. Thus, the accuracy and the qual-
ity of Chebyshev series expansions of a function can be improved by using an appropriate
damping factor.
The accuracy and numerical convergence of the KPM estimates can be controlled by
increasing the number of Chebyshev polynomial moments and using an appropriate Gibbs
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Figure 3.2: The KPM estimates of Dirac delta function for various Chebyshev momentsM
with Jackson kernel. In the inset, we show the Dirac delta approximations for M = 2048
with (red curve) and without (black curve) kernel.
damping kernel. More precisely, the absolute difference between the function f(x) and its
KPM estimates fKPM (x) defined on the interval [−1 + ε, 1− ε] goes to zero,
‖f(x)− fKPM (x)‖ε∞ = max−1+ε<x<1−ε |f(x)− fKPM (x)|
M→∞→ 0. (3.36)
There are various kernels satisfying Eq. 3.36 at different rates. The simplest kernel, is
Dirichlet kernel, whose all coefficients are one,
gDm = 1. (3.37)
and equivalent to truncation of the series without filtering. It works perfectly for a con-
tinuous function (see Fig. 3.4), however, leads to the disadvantages for functions shown in
Fig. 3.2 and 3.3.
The most judicious choice of kernel is the Jackson kernel which improves the quality of
Chebyshev series expansions of a function. The explicit mathematical form of the Jackson
kernel gm, is
gm =
1
M + 1
(
(M −m+ 1) cos
(
mπ
M + 1
)
+ sin
(
mπ
M + 1
)
cot
(
π
M + 1
))
. (3.38)
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The Gibbs damping factor implicitly depends on the number of Chebyshev moments M .
The gm corresponds to a specific kernel polynomial which determines the quality of kernel
polynomial approximations. Examples of the KPM expansions with Jackson kernel are
shown in Fig. 3.2 and 3.3.
In general, the kernels have the following properties [19].
• The kernel should be of M degree Chebyshev moments polynomial.
• The kernel estimates of a function f(x) should be strictly positive for a positive f(x),
for example, the density of states, spectral function etc.,.
• The kernel is normalized, g0 = 1.
• The second coefficient g1 approaches 1 as M →∞.
In the following, we will briefly discuss the KPM approximations of the Dirac delta, rect-
angular and Lorentzian functions.
3.2.2 Dirac Delta Function
The Dirac delta function δ(x − x0) plays a very important role in physics. It may be
thought as an infinitely high and thin spike at x0. It may be represented by a rectangular
function or Lorentz function in the limit of vanishing broadening with constant area. The
KPM approximation of Dirac delta function is given by
δ(x− x0) =
2
π
M−1∑
m=0
µmgm
1 + δm,0
Tm(x), (3.39)
where, x andx0 are in the range ]−1, 1[, and µm are the Chebyshev coefficients, computed
as
µm =
ˆ 1
−1
1√
1− x2
Tm(x)δ(x− x0)dx =
Tm(x0)√
1− x20
. (3.40)
Eq. 3.39, can be rewritten as
δ(x− x0) =
2
π
√
1− x20
M−1∑
m=0
gm
1 + δm,0
Tm(x0)Tm(x). (3.41)
The Dirac delta, Eq. 3.39, can be characterized by evaluating the variance σ2x,
σ2x =
〈
x2
〉
− 〈x〉2 , (3.42)
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where using the first three Chebyshev polynomials, one can find
x = T1(x), (3.43)
x2 =
T2(x) + T0(x)
2
, (3.44)
Thus, the average of x and x2 is,
〈x〉 =
ˆ 1
−1
xδ(x− x0) = g1T1(x0), (3.45)
〈
x2
〉
=
ˆ 1
−1
x2δ(x− x0) =
g0T0(x0) + g2T2(x0)
2
, (3.46)
Putting these equations in Eq. 3.42,
σ2x = x
2
0(g2 − g21) +
g0 − g2
2
,
=
M − x20(M − 1)
2(M + 1)
(
1− cos 2π
M + 1
)
,
'
( π
M
)2(
1− x20 +
3x20 − 2
M
)
. (3.47)
At x0 = 0, the expansion of delta function function has a broadened peak of width σx =
π/M , whereas close to the boundary x0 = ±1, one find σx = π/M3/2. The KPM estimates
of Dirac delta function are presented in Fig. 3.2.
3.2.2.1 Rectangular Function
A rectangular function f(x), with broadening parameter γ, has the following form
f(x) =
 1γ −
γ
2 ≤ x ≤
γ
2 ,
0 otherwise.
(3.48)
Following Eq. 3.35, the approximated rectangular function F (x), will have the form
F (x) =
2
π
M−1∑
m=0
µmgm
1 + δm,0
Tm(x), (3.49)
where µm are the Chebyshev coefficients, and can be computed as
µm =
ˆ γ/2
−γ/2
f(x)Tm(x)√
1− x2
dx, (3.50)
The zeroth moment is
µ0 =
2
γ
arcsin(
γ
2
), γ ≤ 2. (3.51)
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Figure 3.3: The KPM estimates of the rectangular function for various broadening γ. The
KPM converge fully for M = 256/γ, moments with different γ. The KPM approximations
with Jackson kernel show a very good agreement with the exact function. Red curve shows
the estimates with Dirichlet kernel (gm = 1).
and for m > 0,we have
µm =
2
mγ
cos
(mπ
2
)
sin
(
m arcsin
(γ
2
))
, γ ≤ 2. (3.52)
For a better resolutions, the KPM estimates of rectangular function require large amount
of moments for a finite broadening parameter γ. Indeed, the moments and broadening are
inversely related. Suppose M0 Chebyshev moments are required for the broadening γ0,
then
M0γ0 = const. (3.53)
Fig. 3.3, illustrates the KPM estimates of rectangular function for various broadenings. We
found a good resolutions of the estimated rectangular function of γ0 = 1 with M0 = 256
Chebyshev moments. However, in the limit of vanishing broadening γ → 0, one needs to
have large number of polynomials for better convergence. For γ0 < 0.1, we follow
M =
M0γ0
γ
. (3.54)
The KPM estimate of rectangular function with Dirichlet kernel (red curve) has large
fluctuations that are successfully filtered out by using the Jackson kernel.
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3.2.3 Chebyshev Polynomial Green’s function method
The Green’s function method has versatile applications in several fields in Physics. In
general, it can be used to express the physical properties of the system, such as density
of states, conductivities and spectral functions. Here, we derive an exact spectral decom-
position of the lattice Green’s function in terms of Chebyshev polynomials of first kind
following ref. [54]. The Green function for a finite broadening γ at energy E is
Ĝ(E + iγ) =
1
E − Ĥ+ iγ
, (3.55)
=
1
i
ˆ ∞
0
dtei(E−Ĥ+iγ)t, (3.56)
=
1
i
ˆ ∞
0
dtei(E+iγ)te−iĤt, (3.57)
where Ĥ is the Hamiltonian of the system. In terms of Chebyshev expansions, we make
use of the identity (for e−iĤt)[55]
e−ixt =
∞∑
m=0
2i−m
1 + δm,0
Jm(t)Tm(x), |x| ≤ 1. (3.58)
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Inserting into Eq. 3.57, we get
Ĝ(E + iγ) =
1
i
ˆ ∞
0
dtei(E+iγ)t
∞∑
m=0
2i−m
1 + δm,0
Jm(t)Tm(Ĥ), (3.59)
where Jm(t) is the Bessel function of order m. Let z := E + iγ be a rescaled complex
energy variable, then
Ĝ(z) =
1
i
∞∑
m=0
2i−m
1 + δm,0
Tm(Ĥ)
ˆ ∞
0
dte−(−iz)tJm(t), (3.60)
The integral, in fact, is the Laplace transform of the Bessel function, which has the following
solution, ˆ ∞
0
dte−stJm(t) =
1√
1 + s2
(√
1 + s2 − s
)m
, (3.61)
Using this expression, one can express Eq. 3.60 as follows,
Ĝ(z) =
∞∑
m=0
gm(z)Tm(Ĥ), (3.62)
where
gm(z) =
2i−1
1 + δm,0
(z − i
√
1− z2)m√
1− z2
. (3.63)
Specifically, the exact lattice Green’s function expansion was discovered independently
by Ferreira & Mucciolo [54] and Braun & Schmitteckert [56]. Different from the KPM
approximation to the lattice Green’s function, the spectral expansion in Eq. 3.62 always
converges. This approach also provides a control over the energy resolution (via the in-
elastic broadening γ) and thus it is very convenient for studies of quantum criticality.
A comparison of KPM estimates of the imaginary part of the Green’s function with
exact Lorentzian function for various γ are shown Fig. 3.4.
3.3 Applications
The spectral approach [19] enables us to efficiently calculate several physical quantities
without exactly diagonalizing the Hamiltonian of the system. In what follows, the KPM
[19] is demonstrated for the computations of DOS, LDOS in the context of tight binding
Anderson model.
3.3.1 Spectral Matrix Correlation
Let us briefly explain the spectral expansion technique for the real space spectral matrix
correlation (SMC) of a lattice quantum system. To fit the energy spectrum of the Hamilto-
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Figure 3.5: The DOS of the one-dimensional Anderson lattice model with periodic bound-
ary condition at T = 0. (a) The numerical convergence of KPM estimates of DOS for
(a) various Chebyshev moments with fixed system size N = 131072, and (b) increasing
system size with M = 1024 for W/t = 0. (c) The approximated DOS of the system with
size N = 131072 for various disorder strength and 1024 moments with 2048 realizations of
disorder. In (d): Zoom of the DOS in (c) around the band center (E = 0).
nian matrix Ĥ in the standard domain of orthogonality of the Chebyshev polynomials, we
employ a linear transformation to Hamiltonian and all energy scales 5. It is worthwhile to
mention that the calculation of moments Eq. 3.34 requires integration over weight function,
however, in practical applications to matrix problems prohibits a simple iterative scheme.
Thus, following ref. [19], the truncated Chebyshev polynomials expansion of the SMC (see
Eq. 2.33) can be expressed as
ρijKPM (E) =
1
π
√
1− E2
[
1 + 2
M−1∑
m=1
gmµ
ij
mTm(E)
]
, (3.64)
where µijm are the coefficients of expansion series with no weight function in the integrand,
and E is the rescaled energy, and i, or j are the tight-binding basis. The expression Eq. 3.64,
can be used to compute the LDOS, DOS, and spectral function under certain conditions.
The main challenge in the KPM approach is to calculate the Chebyshev moments for
the corresponding physical quantity. For instance, the Chebyshev moments of the SMC of
5The Hamiltonian matrix Ĥ and all energy scales can be renormalized by dividing (2D +W/2), where
D is the dimension of the quantum system.
40
3.3. Applications
the N ×N rescaled Hamiltonian matrix Ĥ can have the following expression
µijm =
ˆ 1
−1
Tm(E)ρ
ij(E) dE,
=
1
N
M−1∑
α=0
〈i|α〉〈α|j〉T (Eα),
=
1
N
M−1∑
α=0
〈i|Tm(Ĥ)|α〉〈α|j〉,
= 〈i|Tm(Ĥ)|j〉. (3.65)
where ρij(E) is the SMC as given by Eq. 2.33. It is important to notice that these moments
can be computed recursively by using Eq. 3.25. Starting from the state |j〉, one can
iteratively construct the states
|jm〉 = Tm(Ĥ)|j〉 (3.66)
with
|j0〉 = T0(Ĥ)|j〉 = |j〉, (3.67)
|j1〉 = T1(Ĥ)|j〉 = Ĥ|j〉, (3.68)
|jm+1〉 = 2Ĥ|jm〉 − |jm−1〉, (3.69)
and Eq. 3.65
µijm = 〈i|jm〉. (3.70)
This iterative calculation of the moments is the most expensive part of KPM simulations.
For a sparse Hamiltonian matrix Ĥ, of dimension N , the matrix vector multiplication
process is an order O(N), and the computational complexity for the calculation of M
Chebyshev moments require O(NM).
Eq. 3.70, is very general expression and can be modified for the local density of states.
For instance, the KPM approximations of the LDOS, ρiKPM (E), at site i is
ρiKPM (E) =
1
π
√
1− E2
[
1 + 2
M−1∑
m=1
gmµ
i
mTm(E)
]
, (3.71)
where the explicit expression of the polynomial coefficients is [19, 57],
µiim := µ
i
m = 〈i|Tm(Ĥ)|i〉 = 〈i|im〉. (3.72)
The DOS of the N ×N rescaled Hamiltonian matrix Ĥ can have the following expression
[19, 57],
ρKPM (E) =
1
π
√
1− E2
[
1 + 2
M−1∑
m=1
gmµmTm(E)
]
, (3.73)
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The Chebyshev moments are
µm =
ˆ 1
−1
Tm(E)ρ(E) dE,
=
1
N
M−1∑
α=0
T (Eα),
=
1
N
M−1∑
α=0
〈α|Tm(Ĥ)|α〉,
=
1
N
Tr[Tm(Ĥ)]. (3.74)
where |α〉 is the αth eigenstate of the Hamiltonian. The trace in Eq. 3.74, can also be
evaluated by the stochastic evaluation method of traces [19]. In this method the trace can
be replaced by a stochastic average and the Chebyshev moments have the following form
µm =
1
R
R−1∑
r=0
〈r|Tm(Ĥ)|r〉, (3.75)
where
|r〉 =
N−1∑
n=0
ζrn |n〉 , (3.76)
are complex random vectors of an arbitrary basis, |n〉, and ζrn ∈ C, is a set of independent
random variables distributed identically. The number of random vectors R can be a small
fixed number, while for the disordered systems, an additional ensemble averaging can be
carried out to arbitrary accuracy. The coefficients of the complex random vectors satisfying
〈ζrn〉 = 0;
〈
ζrnζr′n′
〉
= 0;
〈
ζ∗rnζr′n′
〉
= δrr′ δnn′ (3.77)
Let Θ = 1R
∑R−1
r=0 〈r|B|r〉 be the statistical expectation value of the trace estimate for any
arbitrary Hermitian operator B, with matrix elements Bnn′ = 〈n|B|n
′〉, then
〈Θ〉 =
〈
1
R
R−1∑
r=0
〈r|B|r〉
〉
, (3.78)
=
1
R
R−1∑
r=0
N−1∑
n,n′=0
〈
ζ∗rnζr′n′
〉
Bn,n′ , (3.79)
=
N−1∑
n=0
Bn,n = Tr(B). (3.80)
Similarly, the expectation value of
〈
Θ2
〉
is [19]
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Figure 3.6: The disorder averaged spectral function ρ(k,E) of the Anderson model at
the band center (k = π/2, Ek = 0) for different variance σε of the uncorrelated disorder
potential. The spectral function is well represented by a Lorentzian [1].
〈
Θ2
〉
= (Tr(B))2 +
1
R
(
Tr(B2) +
(〈
|ζrn|4
〉
− 2
)N−1∑
n=0
B2n,n
)
, (3.81)
and the fluctuation (δΘ)2 =
〈
Θ2
〉
− 〈Θ〉2, become [19]
(δΘ)2 =
1
R
(
Tr(B2) +
(〈
|ζrn|4
〉
− 2
)N−1∑
n=0
B2n,n
)
, (3.82)
where
〈
|ζrn|4
〉
=
〈
(ζ∗rn)
2 ζ2rn
〉
. The trace of the matrix B2 is of O(N), and the relative
error of the trace estimate δΘ/Θ, turns out to beO(1/
√
RN) for extremely sparse matrices.
In general, the relative error of the trace estimates is O(1/
√
RN c), with c ∈ [0, 1]6
To give an impression of the physical content of the tight-binding model, we show in
Fig. 3.5, the kernel polynomial expansions of DOS in one-dimensional Anderson model.
We consider finite-size systems of linear size N with nearest-neighbor hopping parameter
t = 1 and periodic boundary conditions at absolute zero temperature. In the absence of
disorder, the DOS of the 1D tight-binding model has been verified for various moments as
6c = 0: fully dense matrices and c = 1: extremely sparse matrices (Identity matrix)
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illustrated in Fig. 3.5. It is shown the DOS can be very well approximated by KPM for
the system of size N = 131072 with 512 Chebyshev moments. In (b), we show the size
dependence of DOS for fixedM = 1024. The DOS show fluctuations for small system size,
which may be because of the large number of moments.
Introducing disorder in the system, results the breaking of translational periodicity due
to scattering effects in the lattice system. As a consequence, the singularities at the band
edges are progressively broadened with disorder strength, and its weight is redistributed to
energies throughout and beyond the crystal band as presented in Fig. 3.5(c). By zooming
the DOS around the band center (see Fig. 3.5(d)), we have pointed that, the DOS has
a sharp peak at the band center in the presence of small disorder. Increasing disorder
will progressively broaden the central part of the DOS, and consequently, the peak will
disappear in the limit of strong disorder. This phenomena has also been studied for a
disordered chains [58].
3.3.2 Spectral Function
The KPM approximation of the the spectral function (see Eq. 2.36), may have the form
ρKPM (k,E) =
1
π
√
1− E2
[
1 + 2
M−1∑
m=1
gmµmTm(E)
]
, (3.83)
where the expansion coefficients µm are determined as
µm := µ
kk
m =
´ 1
−1 Tm(E)ρ(k,E) dE = 〈k|Tm(Ĥ) |k〉 . (3.84)
A plane-wave basis, |k〉, is used in the calculation of Chebyshev moments. The recursion
relations obeyed by the Chebyshev polynomials carry over to these moments, and greatly
simplify their calculation. The expression Eq. 3.83, represents the truncated sum of the
Chebyshev series with Jackson kernel, gm. The use of this kernel does not alter the series
convergence to the intended function, as M goes to infinity. This makes the KPM ap-
proximations of ρ(k,E) always positive, a rather describe feature, since by construction,
ρ(k,E) ≥ 0.
In Fig. 3.6 we show the approximated spectral function for various values of variance
of random potential σ2ε = ε2, at the band center Ek = 0 (k = π/2). It is well fitted by a
Lorentzian, as expected from perturbation theory. The procedure of fitting the data pro-
vides us with more accurate estimates of the width of the spectral function. In Fig. 3.7(a),
we show a comparison of the width parameter of the Lorentzian, obtained from the fits,
with the value calculated from Born approximation
~Υ
t
=
ε2
2t2
. (3.85)
44
3.3. Applications
Fig. 3.7(b) depicts data for the mean free path l obtained from the spectral width of
the fitted Lorentzian spectral function for the 1D disordered lattice. The magenta curve
represents the mean free path l, calculated from the Born approximation. It turns out that
the perturbative results give a good account of the data until values σε . 1.
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Figure 3.7: (a) The disorder induced spectral width Υ as a function of disorder variance
of the fitted curves as presented in Fig. 3.6; the magenta line is the Born approximation
(b) Log-linear plot of the mean free path obtained from the spectral width [1].
3.3.3 Localization Length
The localization length of one-dimensional quantum systems with statistically uncorrelated
random potentials has been studied numerically [58]. They employ the Thouless formula
[46] for the localization length ξ (E) (see Eq. 2.39) of the Anderson model and imposing
OBC. Here, we set, t = 1, so that ln |t| = 0, and hence, the Thouless expression (see
Eq. 2.39) of localization length is rewritten as
1
ξ(E)
=
ˆ 1
−1
ρKPM (ε) ln |E − ε| dε, (3.86)
where ρKPM (ε) is the KPM expansion of density of states at energy ε. After inserting the
Chebyshev polynomial expansion of the density of states (see Eq. 3.73) into Eq. 3.86, we
get
1
ξ(E)
=
2
π
M−1∑
m=0
µmgm
1 + δm,0
Fm(E), (3.87)
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Figure 3.8: The numerical convergence of ξN (E = 0)/ξ∞, as a function of x = N/ξ∞
for the 1D Anderson model with OBC at zero temperature. The data are computed
for M = 2048 Chebyshev moments with 1% estimated error. The parameter ξ∞ is the
analytically calculated localization length in the perturbative regime for N → ∞ [2, 3].
In the inset: we also validate the KPM estimates of the localization length by comparing
with the results calculated by exact diagonalization (Eq. 2.39) for W/t = 1.
where µm are the Chebyshev moments as given by Eq. 3.74,M is the amount of Chebyshev
moments, gm is the Jackson kernel (see Eq. 3.38), and the function Fm(E), is given by
Fm(E) =
ˆ 1
−1
Tm (ε) ln |E − ε|
dε√
1− ε2
, (3.88)
In order to solve the integral, we first differentiate it with respect to E, i.e.,
F ′m(E) =
1 
−1
Tm (ε)
(E − ε)
√
1− ε2
dε, (3.89)
It is found (see 7.344.1 in [59]) that,
F ′m(E) = −πUm−1(E), m ≥ 0, (3.90)
where Um−1(E) is the Chebyshev polynomial of the second kind. For m = 0, we have
U−1(E) = 0, and hence F ′0(E) = 0, or F0(E) = constant. For m > 0, we have
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Fm(E) = −π
ˆ E
Um−1(E) dE, (3.91)
= − π
m
Tm(E) + const. (3.92)
It is also found that F0(E) = −π ln 2, (see Eq.19 in [58]). The final expression of the
localization length is
1
ξN (E)
:=
1
ξ(E)
= − ln 2− 2
M−1∑
m=1
µmgm
m
Tm(E). (3.93)
The numerical convergence of the kernel polynomial simulations of localization length for a
non-interacting 1D Anderson model with OBC at the band center (E = 0) is illustrated in
Fig. 3.8. All computations are carried out for a fixed 1% estimated error with M = 2048
Chebyshev moments at the band center, E = 0. The estimated error is determined by
the fluctuations in the localization length. One can clearly see that the KPM estimates
show good convergence for a sufficiently large system with various disorder strength. In
addition, we have found that the numerical data reported in Fig. 3.8 were very well fitted
to the scaling function,
ξN (E = 0)
ξ∞
=
x
x− x0
, x0 ∼ 0.6. (3.94)
To explore the KPM procedure in more clarity, we compute the localization length as a
function of disorder for various system sizes with a fixed numerical error 1%, as shown
in Fig. 3.9. A small deviation of the estimated localization length from the perturbative
results, 105.2/W 2[3] is observed for a small disorder strength, which disappear in the
large system limit as shown in Fig. 3.9 (left panel). The moments dependence on the KPM
resolutions for a fixed system size N = 218 are shown in Fig. 3.9 (right panel). Interestingly,
the KPM converges fully even for M = 256 moments. Most importantly, our numerical
findings show excellent agreement with the perturbative results in the large N limit.
3.3.4 Numerical Complexity
The calculation of various physical quantities such as DOS, spectral function, and localiza-
tion length by exact diagonalization method requires O(N3S) computational complexity
[57], where N is the order of the dense matrix or the number of sites in lattice system and
S is the realizations of disorder of Hamiltonian. The exact calculation are carried out by
executing the diagonalization of the Hamiltonian matrix of the corresponding system as
shown in Fig. 3.1.
However, the KPM simulations take the advantage of the matrix-vector multiplications
over the diagonalization, and can compute for instance the DOS with an O(NMRS)
numerical complexity for a sparse and O(N2MRS) for a dense Hamiltonian matrix by
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Figure 3.9: The KPM localization length ξN (E = 0), as a function of W/t for the 1D
Anderson model with OBC at zero temperature. The deviations of the ξN (E = 0) from
ξ∞ (black dashed line) in the small disorder limit, start to disappear with increasing system
size (left panel). We also show the numerical convergence of KPM for various expansion
coefficients with fixed system size, N = 218 (right panel).
stochastic evaluation method, where M is the number of Chebyshev moments, and R is
the number of random vectors. Thus, the KPM will be effective only when MR  N2
for sparse and MR  N for dense matrix. One can compute a self-averaging physical
quantities (DOS) for a single random vectors with S = 1 in the large system limit. Hence,
the cost of computations reduced to O(NM) for sparse Hamiltonian matrix.
The Chebyshev moments can also be computed by simple expectation values of Cheby-
shev polynomials in Hamiltonian matrix (see Eq. 3.65 and 3.72). As a consequence, the
computational cost of M moments are O(NM) for a sparse Hamiltonian matrix.
3.4 Landauer Formalism
Now, we focus on the study of the transport properties of a non-interacting conductor
in the presence of a diagonal random disordered potential, εn. An intuitive approach to
quantum transport is based on the Landauer formalism [60, 61]. The standard theoretical
view of the setup needed for the Landauer formalism with two linear leads is depicted in
Fig. 3.10. In this approach, two semi-infinite clean leads are attached to a finite tight-
binding disordered chain with a system Hamiltonian HS , and t hopping integral. Each
lead is modeled by a clean tight-binding Hamiltonian, represented by HL for left with a
hopping matrix element t, and HR for the right with the same hopping. Moreover, the
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coupling between the left and right leads with the adjacent sites in the disordered system
is described by tSL and tRS , respectively. We assume identical leads with a continuum of
quantum energy levels and different constant chemical potentials. The chemical potential
of the left and right leads are represented by µL and µR, respectively. Furthermore, we will
always take the chemical potential of the sample to be its charge neutrality point, µS = 0.
The tight-binding Hamiltonian of the system with two semi-infinite leads, H, has the
form,
H = HL +HS +HR +HC , (3.95)
where,
HS = −t
N∑
n=1
(c†n+1cn + c
†
ncn+1) +
N∑
n=1
εnc
†
ncn. (3.96)
HL = −t
−1∑
n=−∞
(c†n+1cn + c
†
ncn+1). (3.97)
HR = −t
∞∑
n=N+1
(c†n+1cn + c
†
ncn+1). (3.98)
where N is the number of sites in the disordered sample. The Hamiltonian HC = HLS +
HSR, connect two semi-infinite leads with the disordered system by boundary hoppings.
Explicitly, it can be expressed as,
Figure 3.10: Theoretical view of the setup for the two-probe measurement of the conduc-
tance. Two semi-infinite clean leads (black filled circles) are connected to a disordered
sample (red filled circles). The term t is the hopping matrix element of the disordered
system, left, and right lead. The hopping integral tLS and tSR, connect leads with the
disordered sample. The chemical potential of the system is assumed to be zero, while the
left lead has µL and the right lead has µR chemical potential.
HLS = −tLS(c†1c0 + c†0c1). (3.99)
HSR = −tSR(c†N+1cN + c
†
NcN+1). (3.100)
Here, ci and c
†
i are the local fermionic annihilation and creation operators, obeying the
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anticommutations relations. For the sake of simplicity, we will take tLS = tSR = t.
Preliminary — The Periodic Chain: If we were dealing with independent electrons
moving on an infinite periodic chain (no on-site disorder), with a single orbital per site.
The Green’s functions of the system in real space is given by
G
r/a
ij (E) =
∑
α
ψα(i)ψ
∗
α(j)
E − Eα ± iγ
, (3.101)
where {ψα} and {Eα} are the eigenvectors and eigenvalues of the system7. The eigenvectors
are the Bloch-waves and have the following form:
ψk =
1√
N
e−ikn, (3.102)
where k is a wavenumber, k = 2πN n, with n ∈
{
−N2 + 1, · · · ,−1, 0, 1, · · · , N2 − 1, N2
}
,
whereas Ek = −2t cos k. Then, Eq. 3.101, can be rewritten as
G
r/a
ij (E) =
1
N
∑
k
eik(i−j)
E + 2t cos k ± iγ , (3.103)
In the thermodynamic limit, Eq. 3.103 becomes
G
r/a
ij (E) =
ˆ π
−π
dk
2π
eik(i−j)
E + 2t cos(k)± iγ , (3.104)
This integral can be solved by converting it into a complex integral over the unit circle and
finding the residues of the poles lying inside the circle. After some algebra, one obtains
G
r/a
ij (E) =
(2t)−|i−j|√
E2 − 4t2
(
−E ±
√
E2 − 4t2
)|j−i|
; E < −2t, (3.105)
G
r/a
ij (E) = −
(2t)−|i−j|√
E2 − 4t2
(
−E ±
√
E2 − 4t2
)|j−i|
; E > 2t. (3.106)
The General Case: Our aim, of course, is to calculate the non-equilibrium Green’s
function of the connected system, a task which can only be done numerically for a disor-
dered sample. However, there are some general results which may be obtained by appealing
to the local character of the Hamiltonian (Eq. 3.99 and 3.100). We may write the Dyson
equations [61] for the Green’s function, in the energy domain, as
Gr/ai,j (E) = G
r/a
i,j (E) +
∑
k,l
G
r/a
i,k (E)Vk,lG
r/a
l,j (E), (3.107)
= G
r/a
i,j (E) +
∑
k,l
Gr/ai,k (E)Vk,lG
r/a
l,j (E), (3.108)
7r/a = +/− stand for the retarded and advanced Green function
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where Gr/ai,j (E)’s are the Green functions of the unconnected system, G
r/a
i,j (E)’s are the
corresponding ones for the fully connected system, and Vi,j are the matrix elements of the
perturbation in position space.
3.4.1 Green’s Function of a Semi-Infinite Chain
Our aim is to obtain expressions for the propagators in systems which are semi-infinite.
This fact prevents us from using periodic boundary conditions and makes the infinite size
limit much harder to achieve. Hence, to obtain the intended propagators, we resort to a
different method which is based on the idea that an infinite periodic chain may be thought
of as two semi-infinite ones, which are coupled by the hopping between their open-end
sites. This situation is depicted in Fig. 3.11, where we baptize the two semi-infinite chains
as the “left lead” and the “right lead” , respectively.
The interaction between the two semi-infinite leads is written, in the position basis, as
Vn,m = −t(δn,1δm,0 + δn,0δm,1) (3.109)
One can relate the Green’s functions of the uncoupled system G
∞
2
i,j (E) with the ones of the
coupled system G∞i,j(E) = Gi,j(E), via the Dyson equation, as given by
Figure 3.11: Scheme of the setup used to calculate the Green’s functions of semi-infinite
leads.
G∞i,j(E) = G
∞
2
i,j (E) +
∑
n,m
G∞i,n(E)Vn,mG
∞
2
m,j(E),
= G
∞
2
i,j (E)− t
(
G∞i,1(E)G
∞
2
0,j(E) +G
∞
i,0(E)G
∞
2
1,j(E)
)
,
(3.110)
We are only interested in calculating the surface Green’s functions, which are
gL(E) = G
∞
2
0,0(E),
gR(E) = G
∞
2
1,1(E),
(3.111)
The Dyson equation Eq. 3.110, becomes
G∞1,0(E) = −tG∞1,1(E)gL(E),
G∞0,1(E) = −tG∞0,0(E)gR(E),
(3.112)
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Here, we use the fact that the Green’s functions G
∞
2
i,j (E), for any i and j belonging to
different leads are zero. The surface Green’s functions can be reformulated as
gL(E) = −1t
G∞1,0(E)
G∞1,1(E)
,
gR(E) = −1t
G∞0,1(E)
G∞0,0(E)
,
(3.113)
Supposing that a constant potential V is imposed on a semi-infinite lead, then the corre-
sponding surface Green’s function will have the following form
gL/R(E, eV ) =
E + eV
2t2
∓ i
2t2
√
4t2 − (E + eV )2. (3.114)
In general, such a global energy shift has no physical meaning, however in the problem of
non-equilibrium transport the situation is different because the global shift in the left lead
is opposite to the one on the right lead. Such bias will yield physical consequences and
must be taken into account.
3.4.2 Calculation of the Green’s functions for a Sample with Leads
In this section, we will explore how to calculate the Green’s functions —Gr/ai,j (E) — between
two positions inside the sample, when this is coupled (on both sides) to semi-infinite leads.
The Dyson equations can be reformulated by using the fact that only few element of Vm,n
are non-zero (see Fig. 3.10), as given by
Gr/ai,j = G
r/a
i,j − t
[
G
r/a
i,0 G
r/a
1,j +G
r/a
i,1 G
r/a
0,j +G
r/a
i,NG
r/a
N+1,j +G
r/a
i,N+1G
r/a
N,j
]
, (3.115)
Gr/ai,j = G
r/a
i,j − t
[
Gr/ai,0 G
r/a
1,j + G
r/a
i,1 G
r/a
0,j + G
r/a
i,NG
r/a
N+1,j + G
r/a
i,N+1G
r/a
N,j
]
, (3.116)
Since there are no correlations between leads and the scattering region i.e., Gr/ai,0 = G
r/a
i,N+1 =
0, and Gr/a0,j = G
r/a
N+1,j = 0, therefore, Eqs. 3.115 and 3.116 can be further simplified as,
Gr/ai,j = G
r/a
i,j − t
[
G
r/a
i,1 G
r/a
0,j +G
r/a
i,NG
r/a
N+1,j
]
, (3.117)
Gr/ai,j = G
r/a
i,j − t
[
Gr/ai,0 G
r/a
1,j + G
r/a
i,N+1G
r/a
N,j
]
, (3.118)
At the same time, we can also find very simple expressions for Gr/a0,j , G
r/a
N+1,j , G
r/a
i,0 and
Gr/ai,N+1 from Dyson’s equations, which go as follows:
Gr/ai,0 = −tG
r/a
i,1 G
r/a
0,0 (3.119)
Gr/a0,j = −tG
r/a
0,0 G
r/a
1,j , (3.120)
Gr/ai,N+1 = −tG
r/a
i,NG
r/a
N+1,N+1 (3.121)
Gr/aN+1,j = −tG
r/a
N+1,N+1G
r/a
N,j , (3.122)
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We will use the components of the retarded/advanced Green’s functions of the sample
coupled to metallic leads, to calculate the current I, using the Landauer formula for the
current transversing the system [61]
I =
et4
h
ˆ EF+e∆V2
EF−e∆V2
dEγL(E,∆V )
∣∣Gr0,N+1(E)∣∣2 γR(E,∆V ) (3.123)
where we use the fact that for non-interacting systems Ganm(E) = (Grmn(E))∗. The functions
γL(E,∆V ) and γR(E,∆V ) are the given by,
γR(E,∆V ) = −
1
t2
√
4t2 − (E − e∆V
2
)2 (3.124)
γL(E,∆V ) = −
1
t2
√
4t2 − (E + e∆V
2
)2, (3.125)
where γR(E,∆V ) and γL(E,∆V ) are the local density of states at the surface of the semi-
infinite leads. That being said, the physical interpretation of Eq. 3.123 becomes clear,
as
∣∣∣Gr0,N+1(E)∣∣∣2 is simply a probability of a state at the surface with energy E to tunnel
through the sample.
The general Landauer Formula of Eq. 3.123 describes the steady-state non-equilibrium
transport for any strength of the bias potential ∆V . However, the fields usually applied
to real samples are ridiculously small when compared with the bandwidth t of the ordered
chain. That being said, one is generally interested in the linear approximation to the full
non-linear electric current, which is obtained by expanding the Eq. 3.123 in linear order
with respect to the applied voltage, i.e.
I =
e2
h
ˆ EF+e∆V2
EF−e∆V2
dE
√
(4t2 − (E + e∆V
2
)2)(4t2 − (E − e∆V
2
)2)
∣∣Gr0,N+1(E)∣∣2 , (3.126)
=
e2
h
(
4t2 − E2F
) ∣∣Gr0,N+1(EF )∣∣2 ∆V +O (∆V 2) , (3.127)
which implies the following formula for the linear conductance g(EF ), of the sample with
the infinite leads:
g(EF ) =
e2
h
(4t2 − E2F )
∣∣Gr0,N+1(EF )∣∣2 . (3.128)
The central quantity in the Landauer conductance Eq. 3.128, is GrN+1,0(EF ), which is
computed very efficiently by employing recursive Green function method (RGFM), see
appendix C for detail. In chapter 5, we will discuss this formalism for the computations of
the conductance distributions of two different models of disorder in detail.
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Spectral Function
This chapter, based on [1], examines the spectral function of Bloch states in an one-
dimensional non-interacting tight-binding chain with different models of static disorder at
zero temperature. In particular, we will report numerical calculations of the single-particle
spectral function based on the kernel polynomial method (KPM), which has an O(N)
computational complexity.
We will focus on two models of correlated disorder: a Gaussian model and a power-
law model. For power-law model, we will show a Lorentzian like behavior of the spectral
function in the limit of Anderson model α → 0. This Lorentzian shape changes to a
Gaussian line shape for α → 1+, that reflects the classical limit in the single-band lattice
system. In this limit (α ≤ 1), the spectral function shows a self-averaging behavior, as its
standard deviation decays as 1/
√
N with size N of the system, at the band center. In the
extreme limit α→∞, the correlated disorder system corresponds to a tight-binding model
with cosine potential of wavelength N and the spectral function reveals similar behavior
to the density of state in real space.
We also investigate the phenomenon of Anderson transition in this system, by studying
the distribution of the spectral function at the band center. In fact, we show a universal
and a highly asymmetric distributions of the spectral function in the vicinity of phase
transition. Moreover, we find that the spectral function distributions reflects Gaussian
nature in the localized, while log-normal shape in the delocalized regime.
4.1 Correlation Function of the Local Disorder
In order to study the characteristics of the correlated random potential, we analytically
calculate the auto correlation function of the local disorder potential. The auto-correlation
function has the following definition,
Γ(r) =
εnεn+r
σ2ε
, (4.1)
54
4.1. Correlation Function of the Local Disorder
where εn are the onsite random potentials as given by Eq. 2.5. Using Eq. 2.11, and Eq. 2.29,
the auto correlation function for the power-law correlated model is expressed as
Γ(α, r) =
2A2(α)
σ2ε
(
2π
N
)∑
q>0
|q|−α cos(qr), (4.2)
where the variance local disorder σ2ε is,
σ2ε = 2
∑
q>0
V 2 (q) = 2A2(α)
(
2π
N
)∑
q>0
|q|−α , (4.3)
Inserting into Eq. 4.2, the correlation function becomes
Γ(α, r) =
1∑
q>0 |q|−α
∑
q>0
|q|−α cos(qr), (4.4)
replacing q = 2πp/N ; p = 1, . . . N/2, we get
Γ(α, r) =
∑N/2
p=1 |p|−α cos(2πpN r)∑N/2
p=1 |p|−α
, (4.5)
In the large system limit N  1, the correlation function for α = 1 turns out
Γ(1, r) = − 1
HN
2
log
(
2
∣∣∣sin(πr
N
)
∣∣∣) ≈ − 1
log(N2 )
log
(
2
∣∣∣sin(πr
N
)
∣∣∣) , (4.6)
where HN
2
=
∑N/2
p=1 |p|−1 is the N2 th harmonic number, and limN1HN2 = log(
N
2 ). The
correlation functions, Eq. 4.6 is size-dependent, which goes to zero at r = N/6. More-
over, the correlation becomes negative for r > N/6, as shown in Fig. 4.1. For r  N ,
sin(πr/N) ≈ πr/N , and the correlator is
Γ(1, r) = − log
(
2πr
N
)
log(N2 )
= 1− log (πr)
log(N2 )
. (4.7)
Thus, the first neighbor correlator is
Γ(1, 1) = 1− log (π)
log(N2 )
. (4.8)
For α ≤ 1, the denominator of Eq. 4.5 is divergent in the thermodynamic limit for γ > 0.
At γ = 0, the denominator and numerator are equal1, yields unit correlation. Thus, the
correlation function is
Γ(α, γ) = δγ,0. (4.9)
1The series for α = 0, is not convergent but bounded.
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Figure 4.1: Correlation function of the power-law decay type correlated disorder potential
as a function of lattice sites at α = 1, (Eq. 4.6).
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Figure 4.2: Correlation function of the power-law decay type correlated disorder potential
as a function of lattice sites, for several values of the exponent α in the thermodynamic
limit. The α→∞ limit yields a perfect cosine correlation function. In the inset we show
the characteristic of the correlation function for γ = 1 as function α [4].
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for α ≤ 1 in the thermodynamic limit, where δγ,0 is a Kronecker-delta function.
A more interesting case happens for α > 1, where the integrals will have low-q singu-
larities with a natural cut-off of 2π/N . Also, in this case, the corresponding sum over p
in
σ2ε = 2A
2(α)
(
2π
N
)1−α N/2∑
p=1
1
pα
, (4.10)
is found to converge as N → ∞. These two facts mean that, no matter how large N is,
the number of terms contributing to the sum is of O(1). Hence, we can never approximate
it by an integral. In fact, the infinite sum in Eq. 4.10 is known to define the Riemann Zeta
function [62],
∞∑
p=1
1
pα
:= ζ(α). (4.11)
and the local variance of the disorder becomes
σ2ε = 2A
2(α)
(
2π
N
)1−α
ζ(α), (4.12)
This allow us to express A2(α) in terms of σε, as follows,
A2(α) =
σ2ε
2ζ(α)
(
2π
N
)α−1
. (4.13)
and the two-site covariance of the potential (see Eq. 2.11) in this limit can also be calculated
by using q = 2πp/N , as
εnεm = 2A
2(α)
(
2π
N
)1−α ∞∑
p=1
1
|p|α cos
(
2πp
N
(n−m)
)
,
Hence, we can express the correlation function (rnm = n−m) in terms of a polylogarithm
function [62], Liα(z) :=
∑∞
p=1 z
p/pα, as follows,
Γ(α, rnm) =
1
ζ(α)
Re
[
Liα
(
e
2πi
N
rnm
)]
, (4.14)
Defining a variable γ = 2rnm/N in the interval [0, 1] for rnm ∈ [0, N/2], allow us the
size-independent correlation function, as follow:
Γ(α, γ) =
1
ζ(α)
Re
[
Liα
(
eiπγ
)]
. (4.15)
Eq. 4.15, can be further simplified for α = 2, as
Γ(2, γ) =
π2
ζ(2)
B2(γ/2) =
3
2
γ2 − 3γ + 1, (4.16)
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where ζ(2) = π2/6, and B2(x) is a second-order Bernoulli polynomial given by
B2(γ/2) := Re
[
Liα
(
eiπγ
)]
= (
γ
2
)2 − γ
2
+
1
6
. (4.17)
The correlation function for α > 1 in the thermodynamic limit is depicted in Fig. 4.2.
It is shown that the correlations converge to a nonzero value and goes to negative for
α = 1. The correlations decrease with increasing α and at γ = 1, yields a value of −1/2
for critical exponent α = 2 and converge to −1 for α → ∞. Also, the behavior of the
correlation function is concave for α < 2, linear for α = 2 and convex for α > 2 in the limit
γ ∼ 0. The negative correlation is “remarkable” in the sense that it drives the emergence
of a periodic (sinusoidal) structure of the potential and the appearance of the extended
low-energy states for α ≥ 2 [17].
As a last remark, we note that to ensure a finite ε2, we must choose A2(α) ∝ 1/Nα−1
as shown in Eq. 4.13. This implies that A2(α)→ 0, as N →∞ (for α > 1).
The auto correlation function of the Gaussian correlated model Γ(qc, r), in the limit of
qc  π, (using Eq. 2.19 and Eq. 2.21 into Eq. 4.1) can be defined as
Γ(qc, r) = e
− q
2
c r
2
2 . (4.18)
The correlation function of site energies is Gaussian in real space with a decay length
ξ = q−1c .
4.2 Spectral Function
As discussed in chapter 2, the single-particle spectral function is the energy distribution
of a state of momentum k, or the momentum distribution of a state of energy E. In the
absence of interactions or disorder, the spectral function is simply a Dirac delta peaked at
a single-particle energy Ek.
Introducing disorder in a non-interacting disordered electronic system, can induce a
finite width of the spectral function averaged over disorder. For Anderson model, the spec-
tral function has a standard Lorentzian structure [24] with spectral width proportional to
the disorder variance in the limit of weak disorder. Equivalently, the so-determined spec-
tral width can give the decay rate of a momentum state due to scattering by the disorder
as discussed in chapter 3. Here, we mainly focus on the disorder induced broadening of
the spectral function of the correlated disorder models [1].
4.3 Spectral Function of a Disordered Free Fermions
In order to probe the single-particle properties of a disordered quantum system, we demon-
strate the spectral function of a one-dimensional non-interacting free fermions in the pres-
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ence of different models of disorder (see chapter 2 for detail). In practice, we tackle the
single particle spectral function at a definite momentum.
4.3.1 Numerical Analysis of the Spectral Function
In this section, we pay attention to the study the spectral functions for one-dimensional
non-interacting lattice in the presence of on-site Gaussian and power-law correlated disor-
der with periodic boundary conditions at zero temperature.
Numerical computations of the spectral function are carried out by a very efficient
numerical method the so-called kernel polynomial method (KPM) for any strength of
disorder. The resolution and numerical convergence of the KPM estimates are controlled
by the number of M of Chebyshev moments used in the series of Eq. 3.83.
4.3.1.1 Gaussian Correlated Disorder
For other types of disorder, for instance, Gaussian correlated disorder (see Fig. 2.1), the
spectral function of the tight-binding chain follows Lorentzian like function at cutoff wave
vector qc = π . In this case, the system with Gaussian correlated disorder is more like an
Anderson model with uncorrelated disorder. In the thermodynamic limit, the cutoff wave
vector qc ∈ (0, ∞).
The spectral function, at the band center (Ek = 0, k = π/2), for Gaussian correlated
disorder with different values of the cutoff wave vector qc, is shown in Fig. 4.3 for unit
variance of local disorder (σε = 1). The red dashed curves are their corresponding fit of
the spectral function. The best fit of the numerical data is found with a Lorentzian of
width Υ w 0.4456 for qc = π (see Fig. 4.3(a)).
For qc = π/128, the scattering becomes local in momentum space, and the spectral
function is seen to be a Gaussian as shown in Fig. 4.3(b). It is worth mentioning that
the spectral function for various strength of disorder is symmetric around the band center.
Moreover, we have also shown the characteristic of the spectral function for various k as
depicted in Fig. 4.3(c) and (d). For the given values, the spectral function shows similar
distribution over energy. One can see, the peak of spectral function decreases for k values
other than ±π/2, as more clearly shown by the shifted curves in (c). For qc = π/128,
the spectral function shows no difference for other values of k. In this case, the spectral
function just shift by an energy Ek = −2 cos(±k). In addition, the spectral width turns
out to be the variance of the site energies.
Furthermore, we have studied the spectral function of the system for various variance
of local disorder σ2ε . We found that the spectral function for various σ2ε display single
universal curve in the limit of σε  ~vkqc, where vk is the Fermi velocity and ~ is the
Plank constant. In particular, the spectral function for different values of σ2ε are scaled to
show that
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Figure 4.3: The disorder-averaged spectral function for Gaussian correlated disorder with
unit variance σ2ε = 1, for (a) qc = π, and (b) qc = π/128. The spectral functions are
reasonably fitted by a Lorentzian (upper panel) of half-width Υ w 0.4456, and very well
fitted a Gaussian (lower panel) of variance σ2ε = 1. The plots (c) and (d), show the spectral
function for different values of k and how it relates to its shape at the band’s center.
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Figure 4.4: The normalized spectral function for the Gaussian correlated disorder of the
system of size N = 214 with M = 8192 Chebyshev coefficients for different values of
disorder variance σε .
ρ(k = ±π
2
, E) = σ−1ε N (0, 1, E/σε) , for σε  ~vkqc. (4.19)
In Eq. 4.19, N (µ, σ, ε) is the normal distribution of mean µ and variance σ. Fig. 4.4 illus-
trates a clear picture of the universal scaling of spectral function for various σε. Obviously,
the dashed green line does not obey the condition σε  ~vkqc, and could not collapse with
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other curves.
This result calls to mind the classical limit of the spectral function discussed by Trappe
et. al. [63]. In that limit, the disordered potential dominates, and the spectral function
merely reflects the probability distribution of local potential values. This in fact what is
observed here. Since
εm = 2
∑
q>0
V (q) cos (qm+ φq) , (4.20)
in the thermodynamic limit, when qc  π/N , the energy at each site is a sum of a large
number of random independent variables, and by the central limit theorem, it is normally
distributed. But what is significant here is that this limit is obtained even when the
disorder strength is small enough to be considered a weak perturbation when compared
to the bandwidth. As we will see later this will turn out to be a consequence of the local
character of the scattering in momentum space.
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Figure 4.5: Mean spectral function for two values of the correlation exponent, α, and
σε = 1. The numerical plots show a good agreement with the following conclusions: (a)
and (c) a Lorentzian fit of width Γ ∼ 0.433 and a strong dependence of the shape with the
value of k, for α < 1; (b) and (d) a Gaussian fit of unit variance in the large L limit and a
very weak dependence of the shape with the value of k for α ≥ 1.
4.3.1.2 Power-Law Correlated Disorder
We will now concentrate on the statistical properties of the spectral function for a system
under the influence of power-law correlated disorder. As discussed in chapter 2, the power-
law correlated disorder is characterized by the exponent α that determines how fast the
Fourier transform of εn decays with wave vector, q,
V 2(q) ∼ 1|q|α . (4.21)
As α increases, scattering becomes increasingly dominated by small values of q (q  π).
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Figure 4.6: The normalized mean spectral function for the power-law correlated disorder,
in a system of size N = 214 for different values of the on-site variance σε. There were used
8192 Chebyshev coefficients for the calculation.
In Figure 4.5, we see that a transition for a Lorentzian to a Gaussian shape (with unit
variance) of the spectral function at the band center for σε = 1, occurs at α ≈ 1.0. This
transition seems to hold for other values of k as well, except for a shift of the central energy
value2. On closer scrutiny, however, a perfect Gaussian fit is only possible for α→ 1+, in
the large N limit, and deviations become increasingly obvious as α increases; the spectral
function develops a two peaked structure as a function of energy.
Even though the form of the spectral function is not a Gaussian, one still observes
(Fig. 4.6) a universal behavior, for different disorder strengths, similar to the one found
for Gaussian disorder, namely
ρ(k,E) = σ−1ε χα
(
E
σε
)
. (4.22)
with the χα(E/σε) depending on α, but not on the disorder variance σε.
As for the Gaussian disorder case, we will show that the results of Figs. 4.5b and
4.6 reveal the emergence of the classical limit, as a consequence of the local character of
scattering in momentum space.
2The shape of the Lorentzian ρ(k,E) depends much more strongly on the value of of k. This can be
understood as the combined effect of a change in the central velocity (which affects the mean free path,
i.e. the width) and the fact that the algebraic tails start to feel the effect of the finite bandwidth.
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4.3.2 Statistical Properties of the Spectral Function in the Thermody-
namic Limit
Thus far we have discussed the disorder-averaged spectral function. It is not however clear
if this quantity represents a typical value for measurable quantity of macroscopic systems.
This becomes specially concerning in the case of the power-law disorder model, which is
known to have pathological properties in the thermodynamic limit [4]. To investigate this
issue, we calculated the standard deviation of ρ(k,E) for increasing number of sites and
different values of the exponent α. These results are shown for two examples in Fig. 4.7.
From the numerical data, we conclude that for α < 1 the standard deviation scales
as N−1/2, which clearly indicates a self-averaging behavior. On the other hand, for α > 1
there seems to be a finite standard deviation for ρ(k,E), even in the thermodynamic limit,
i.e. ρ(k,E) still fluctuates from sample to sample in the macroscopic limit. This property
clearly indicates that α = 1 is a special value for these models, not only because the shape
of ρ(k,E) changes, but also because it becomes a non-self-averaging quantity.
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Figure 4.7: The standard deviation of the spectral function at k = ±π2 , for α = 0.5 (upper
left panel), α = 1.0 (upper right panel), α = 1.75 (lower left panel) and α = 2.0 (lower
right panel). For α = 0.5 the consecutive curves are shown to collapse when rescaled by a
factor of N−1/2 (black dots). For α > 1, the curves coalesce to a non-zero limiting profile
and no qualitative change of behavior is seen across α = 2. In the extreme right panel, we
show the decrease of the standard deviation for larger values of α (at a fixed size). All the
calculations where done with σε = 1.
In Fig. 4.7, we can also see an example of the same calculation done for α = 2, where no
qualitative changes in the scaling behavior of standard deviation of the spectral function
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Figure 4.8: Scaling of the standard deviation of ρ(k,E) for k = π2 and E = 0, as a function
of the system’s size. The dashed line stands for the usual N−1/2 scaling.
(σρ) can be seen. To sum up these results, we present in Fig. 4.8, a plot showing the scaling
of σρ at the central energy, with the increase in the chain size.
4.4 Analytical Results and Discussion
If the initial plane-wave excitation state at t = 0 is |ψ(0)〉 = |k〉, the amplitude that the
state at time t is still the same is 〈k| e−iHt/~ |k〉. Using a complete set of energy eigenstates
{|ψβ〉 : β = 0, . . . , N − 1}, we can see that this amplitude is the Fourier transform of the
spectral function defined in Eq. 2.36:
〈k| e−iHt/~ |k〉 =
∑
β
e−iEβt/~ |〈ψβ|k〉|2
=
ˆ +∞
−∞
dEe−iEt/~
∑
β
|〈ψβ|k〉|2 δ (E − Eβ)
=
ˆ +∞
−∞
dEe−iEt/~ρ(k,E). (4.23)
Expanding both sides in powers of t and averaging over disorder, we get the following
expression for the nth-moment of the disorder-averaged spectral function ρ(k,E):
〈k|Hn |k〉 =
ˆ +∞
−∞
dEEnρ (k,E). (4.24)
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The Hamiltonian is the one defined in Eq. 2.1 and can be written as H = H0 + V where
H0 =
∑
k
Ek |k〉 〈k| (4.25a)
V =
∑
m
εm |ϕm〉 〈ϕm| , (4.25b)
with the band Hamiltonian H0 being diagonal in the Bloch basis, and the disordered
potential, V, in the local Wannier basis. In the calculation of 〈k|Hn |k〉, we will assume
that H0 |k〉 = Ek |k〉 = 0. This is strictly true for the states in the center of the band
(i.e k = ±π/2), for which we calculated numerically the spectral function. However, this
assumption implies no loss of generality, since for an arbitrary value k, we can add an
irrelevant constant to H,
H0 → H0 :=
∑
k′
(Ek′ − Ek)
∣∣k′〉 〈k′∣∣ , (4.26)
such that H0 |k〉 = 0, remains true. The calculation will show that changing k only shifts
the spectral function in energy.
4.4.1 Gaussian case
As a justification for our numerical results, we managed to calculate the average spectral
function for the infinite chain, with a Gaussian model of correlated disorder. Generally,
our analytical results will be valid in the limits when 2π/N  qc  π and qc  σε/~vk.
4.4.1.1 Lowest Order Terms
To illustrate the gist of the argument, we begin by looking at the lowest order moments,
using the Eq. 4.24. It is obvious that for n = 1 the result is zero, because H0 |k〉 = 0 and
V = 0. For n = 2,
〈k|H2 |k〉 = 〈k| (H0 + V)(H0 + V) |k〉
= 〈k|H20 +H0V + VH0 + V2) |k〉 (4.27)
= 〈k| V2 |k〉, (4.28)
Resolving the identity in the Bloch basis,
〈k|H2 |k〉 =
∑
q
〈k| V |k + q〉 〈k + q| V |k〉. (4.29)
Recalling Eq. 2.11,
〈k|H2 |k〉 =
∑
q
V 2(q) = σ2ε , (4.30)
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By the same arguments, in the third moment only one term survives:
〈k|H3 |k〉 = 〈k| VH0V |k〉
= 〈k| V |k + q〉 〈k + q|H0 |k + q〉 〈k + q| V |k〉 (4.31)
=
∑
q
V 2(q)Ek+q, (4.32)
where H0 |k + q〉 = Ek+q |k + q〉. In the thermodynamic limit, the sum over q turns into
an integral and if qc  π, we can extend the integration range to q ∈ ]−∞,∞[ and expand
Ek+q ≈ ~vkq. In this case, the integrand is odd in q and the right-hand side of Eq. 4.32
vanishes upon integration.
Finally, we tackle the 4th-moment (the last, before presenting the general argument),
whose the only non-zero terms are
〈k|H4 |k〉 = 〈k| (H0 + V)4 |k〉 (4.33)
= 〈k| VH20V |k〉+ 〈k| V4 |k〉. (4.34)
Using the same technique as above, the first term is∑
q
V 2(q)E2k+q =
∑
q
V 2(q) (~vkq)2 , (4.35)
which is a complete Gaussian integral (in the limit qc  π), whose value is
〈k| VH20V |k〉 = σ2ε (~vkq)2 . (4.36)
On the other hand, the term containing the 4th power of V is
〈k| V4 |k〉 =
∑
q1,q2,q3
V (q1)V (q2)V (q3)V (−q1 − q2 − q3)
× eiφq1eiφq2eiφq3eiφ−q1−q2−q3 ,
The averages of these random phase factors are discussed in the Appendix. A. In particular,
we show that, in the thermodynamic limit (N →∞), the expression above reduces to
〈k| V4 |k〉 = 3
(∑
q
V 2 (q)
)2
= 3σ4ε . (4.37)
Finally, by looking at the Eqs. 4.36 and 4.37, we see that, as long as σ2ε  (~vkqc)2, we
can ignore terms that have insertions of H0. Then, we simply write 〈k|H4 |k〉 as:
〈k|H4 |k〉 ≈ 〈k| V4 |k〉 = 3σ4ε . (4.38)
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4.4.1.2 General Expression for the Moments of ρ(k,E)
Inspired on the results above, we argue that the general form of the terms in Eq. 4.24 is:
〈k|H2p |k〉 ≈ 〈k| V2p |k〉, (4.39)
〈k|H2p+1 |k〉 ≈ 0. (4.40)
Furthermore, in the Appendix. A we show that the averages 〈k| V2p |k〉 have the following
general form
〈k| V2p |k〉 = (2p− 1)!!
(
σ2ε
)p [
1 +O
(
1
N
)]
. (4.41)
Using the Eqs. 4.39-4.41, in the thermodynamic limit (N →∞), we can rebuild the entire
Taylor series for the averaged diagonal propagator, and re-sum it as follows:
〈k| e−iHt/~ |k〉 =
∞∑
p=0
1
(2p)!
(−it
~
)2p
〈k| V2p |k〉
=
∞∑
p=0
(−1)p(2p− 1)!!
(2p)!
(
σ2ε t
2
~2
)p
=
∞∑
p=0
1
2pp!
(
−σ
2
ε t
2
~2
)p
= e−σ
2
ε t
2/2~2
The spectral function is the time-domain Fourier transform of this last expression, yielding
ρ(k = ±π
2
, E) =
1√
2πσ2ε
e
− E
2
2σ2ε , (4.42)
which agrees with the results found in our numerical calculations, using the KPM.
For the sake of completeness, we also state the result for a general value of k, which
can be obtained from Eq. 4.42 simply by shifting the energy variable by the corresponding
band energy Ek of that state, i.e.
ρ(k,E) =
1√
2πσ2ε
e
− (E−Ek)
2
2σ2ε . (4.43)
In conclusion, we found that, if qc  π and (vkqc)2  σ2ε , then the disorder-averaged
spectral function, in the thermodynamic limit, will have a Gaussian shape. This is true,
even if the disorder strength (measured by σε) is small, as long as this is matched by a
decrease of qc and corresponding increase of the correlation length of the potential. For
instance, the mean free path, estimated by ` = ~vk/σε can still be much larger that the
lattice parameter, so long as ` < ξ , where ξ is the disorder correlation length.
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4.4.1.3 Emergence of the Classical Limit for the Spectral Function
We were able to establish precise conditions in which the classical limit of the spectral
function, found by Trappe et. al. [63], appears. The statement of this limit is equivalent
to Eq. 4.39, and reads (Ek = 0)
〈k| e−iHt/~ |k〉 = 〈k| e−iVt/~ |k〉. (4.44)
so that
ρ(k,E) =
ˆ
dteiEt/~〈k| e−iVt/~ |k〉. (4.45)
Using the Wannier basis (eigenbasis of V) and its transformation law to the Bloch basis
〈ϕn|k〉 = exp (ikn) /
√
N , we can rewrite the above equation (with Ek = 0) as
〈k| e−iVt/~ |k〉 =
∑
n,m
〈k|ϕn〉 〈ϕn| e−iVt/~ |ϕm〉 〈ϕm|k〉
=
1
N
∑
m
e−iεmt/~ =
ˆ
dEP (E)e−iEt/~, (4.46)
where P (E) is the probability distribution of a site energy. Comparing the above with
Eq. 4.23, we have
ρ(k,E) = P (E). (4.47)
Thus, the averaged spectral function is just the probability distribution of a single site
energy. As it is clear for the definition of the disordered potential (Eq. 2.5), the distribution
P (E) must be a Gaussian according of the Central Limit Theorem.
4.4.2 Power-Law Correlated Disorder
4.4.2.1 Validity of the Classical Limit
In the case of Power-law correlated disorder, the argument leading to the Eq. 4.39 still
holds, as long as α > 1, but requires a slightly different formulation. To see how this
comes about, let us consider Eq. 4.35 as an example. In this case, we have∑
q
V 2(q)E2k+q =
2π
N
A2(α)
∑
q 6=0
1
|q|α [Ek+q]
2
=
σ2ε
2ζ(α)
N/2∑
p=1
1
pα
E2k+2πp/N . (4.48)
As before, if we expand Ek+q in powers of p, we get terms of the form
[
1
n!
dnEk
dkn
]
σ2ε
2ζ(α)
(
2π
N
)n N/2∑
p=1
1
pα−n
(4.49)
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If α− n > 1 the sum above is convergent and the result vanishes, in the large-N limit, as
N−n. On the other hand, if α − n < 1 the sum diverges, but instead it can be written as
an integral over the First Brillouin Zone, as follows
(
2π
N
)n N/2∑
p=1
1
pα−n
=
(
2π
N
)α−1 ˆ π
2π
N
dq
1
qα−n
=
1
n− α+ 1
[
2α−1πn
Nα−1
−
(
2π
N
)n]
. (4.50)
Both terms in the equation above go to zero in the thermodynamic limit, since α > 1 and
n ≥ 1. This argument is obviously true for every term in 〈k|Hn |k〉, containing insertions
of H0. Hence, in the N →∞ limit, the only finite contributions come from the all-V terms,
and we re-obtain the classical result expressed in Eq. 4.47.
In this limit the spectral function can only depend on the parameters of the disordered
potential, namely σε and α. Since α is dimensionless, there is a single energy scale, σε,
in ρ(k,E). The scaling of Eq. 4.22, illustrated in Fig. 4.6, follows at once. It should be
noted, however, that as α gets closer to 1, this scaling is not observed numerically. This
is due to finite size effects that we have not accounted for. An example is the very slow
convergence of
∑N/2
p=1 p
−α to ζ(α). For α = 1.1, for instance, the truncation error is still of
order 10% for N ∼ 1010.
4.4.2.2 The Limiting Cases (α → 1 and α → +∞) And The Double-Peaked
Shape
Despite the validity of the classical limit for the averaged spectral function, we have shown
in the Appendix. A that it is not clear how to obtain a closed form for the nth-moment of
ρ(k,E) even in this limit. Nevertheless, the limit α → 1+ revealed itself as very special
case, where the exact averaged spectral function is found to be a Gaussian,
ρ(k,E) =
1√
2πσ2ε
e
− (E−Ek)
2
2σ2ε . (4.51)
This result is consistent with the numerical results obtained in the last section (see fig. 4.5).
For α > 1, however, the higher cumulants of the spectral function cease to be zero,
and ρ(k,E) drifts away from a Gaussian shape. For illustration, we have calculated the
4th − cumulant of the averaged spectral function, as a function of the exponent α . This
has the following definition:
m4 =
ˆ +∞
−∞
dEE4ρ (k,E)− 3
[ˆ +∞
−∞
dEE2ρ (k,E)
]2
, (4.52)
and can be directly computed using the expressions obtained in the Appendix. A, i.e.
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Figure 4.9: Comparison of the local energy distribution P (E) and the disorder-averaged
spectral function ρ(k,E), obtained for a system of size N = 217 withM = 8192 Chebyshev
expansion coefficients and a single realization of disorder. The calculation was done for
k = π/2.
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Figure 4.10: Spectral function ρ(k, E) for the disordered system of size N = 214 with 8192
Chebyshev moments for different values of α (top panel) and qc (lower panel). The limits
α 1 and qc  2π/N are identical.
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m4(α) = −3σ4ε
ζ(2α)
2ζ(α)
. (4.53)
Other than explaining the deviations from the Gaussian shape that we found in the nu-
merical plots of ρ(k,E), these effects have another striking consequence. According to our
earlier remarks, in the classical limit, the averaged spectral function is the same as the
probability distribution of the site energies [63]. Since the value of the disordered potential
in a single point is described as a sum of a large number of independent random variables
(see Eq. 2.24), the non Gaussian shape shows that these do not obey the Central Limit
Theorem. To see how this comes about, we start by looking at Eq. 4.10, where
σ2ε ∝
N/2∑
p=1
1
pα
. (4.54)
When α > 1, this sum is convergent in the N →∞ limit, which means that only a number
of O(1) of terms actually contribute to the variance of the local disorder εn. Furthermore,
as α increases, this sum is dominated by less and less terms, meaning that we are never
in the conditions of the central limit theorem (which assumes a large number of summed
random independent variables).
This becomes particularly clear in the extreme case α → ∞. In this limit, the local
value of the disordered potential is dominated by a single term, p = 1, and the disorder is
a static cosine potential with a wavelength N and a random phase,
εn ∼
√
2σ2ε cos(
2πn
N
+ φ2π/N ). (4.55)
The corresponding probability density function can be calculated, yielding the expression:
P (E) =
1
π
1√
2σ2ε − E2
. (4.56)
As an illustration, we depict in Fig. 4.9 the KPM calculated the spectral function for
α = 10, and the normalized histogram of site energies for a single realization of disorder.
As α increases above 1, the spectral function smoothly approaches the limiting form of
Eq. 4.56, by first displaying a two peaked shape as illustrated in Fig. 4.10a.
The expression of Eq. 4.56 also corresponds to the one we obtain numerically for Gaus-
sian disorder case when qc  2π/N (see Fig. 4.10.b). In either case, of course, a single
value q dominates the sum
εn = 2
∑
q>0
V (q) cos (qn+ φq) (4.57)
and the two models of disorder cannot be distinguished.
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Figure 4.11: The spectral function distributions p(ρ(k, E)) of 1D Anderson model with
different system sizes for W/t = 2 (top panel). The spectral function distributions for the
system of size N = 217, with various disorder strength (lower panel). The calculations are
carried out for M = 8192 Chebyshev moments and by keeping PBC.
4.5 Probing MIT with Spectral Function
The understanding of Anderson localization has been significantly enriched by studying
the statistical properties of conductance [64, 65, 16], inverse participation ratio (IPR) [66],
and local density of states (LDOS) [44, 67]. For instance, the probability distributions of
the conductance show a universal and a Gaussian nature in the metallic regime, while a
system-size dependent and a log-normal distribution behavior is found in the insulating
regime.
We are now going to address the scaling behavior of the distribution of spectral func-
tion for a non-interacting disordered system. It is useful to study a very well-established
one-dimensional model as a guiding example. In this model, an infinitesimal amount of
disorder can confine all the energy eigenstates of an electron to a finite region of space.
This insulating character of the system has been probed by incorporating various physical
quantities.
What would be the probability distribution of the spectral function in this limit? We
have pointed out that this distribution depends on the microscopic details of the system
as depicted in Fig. 4.11 (upper panel). In fact, the distribution tends to concentrate more
in a narrow Gaussian peak around its mean value with increasing system size.
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Figure 4.12: The distributions of spectral function for one-dimensional lattice with power-
law correlated disorder of unit variance σ2ε = 1, for α = 0.50, 1.00, 1.50, and 2.00 at the
band’s center. The distribution of spectral functions is size independent for α ≥ 2.
0.4 0.45 0.5 0.55 0.6 0.65
0
5
10
15
20
25
p
(ρ
 (
k
, 
E
))
N = 2
19
Fit
0.3 0.35 0.4 0.45 0.5 0.55
0
5
10
15
20
25
0.1 0.2 0.3 0.4 0.5 0.6 0.7
ρ(k, E)
0
2
4
6
8
p
(ρ
(k
, 
E
))
0 0.2 0.4 0.6 0.8 1
ρ(k, E)
0
1
2
3
4
α = 0.50                                                            α = 1.00
α = 1.50                                                            α = 2.00
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This system-size dependence nature of the spectral function distribution agree with
the previously obtained result [44] for the distribution of LDOS in the localized regime.
However, it is figured out that unlike LDOS, which has a log-normal distribution form, the
spectral function distribution has a Gaussian nature in this limit. Moreover, the spectral
function distribution starts to shrink and moves toward zero with increasing disorder for
a fixed system size as presented in Fig. 4.11 (lower panel).
We now characterize the physical behavior of power-law correlated disorder model (see
subsection. 2.1.1.4) from the perspective of spectral function distributions. The spec-
tral function distributions show system size-dependent nature for α < 2 as illustrated in
Fig. 4.12. This is the property of the system in insulating regime, and has been already
shown for the 1D Anderson model (see Fig. 4.11). On other hand, the distributions turned
out to be universal for α ≥ 2, which is a clear indication of the existence of extended states
in the system [44]. In addition, the spectral function distributions are symmetric and
Gaussian distributed around the mean value in the localized regime as shown in Fig. 4.13.
In contrast, the distributions are found highly asymmetric and follows a log-normal distri-
bution for the extended states.
By studying the spectral function distributions of power-law correlated disorder model
(de Moura-Lyra model), we verified that the correlation-induced metal-insulator transition
happens at correlation exponent α = 2 [4, 17]. However, most recently [27] we investigated
that this system undergoes localization-delocalization transition in the perturbative regime
at α = 1 in the thermodynamic limit, will be discuss in next chapter.
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Delocalization in the de Moura-Lyra
Model
This chapter, based on [27], examines the physical properties of a one-dimensional tight-
binding non-interacting lattice with diagonal power-law correlated disorder (de Moura-Lyra
model). We will study the normalized two point correlator of the power-law correlated
disorder for α . 1 in both finite and infinite system limit and will discuss the normalized
single-bond discontinuity parameter, which measures the variance of the nearest neighbor
onsite energies difference.
In addition, we will calculate the localization length of the system by using a generalized
Thouless formula derived by Izrailev and Krokhin [43]. The localization length in the
perturbative regime diverges as (1− α)−1 in the thermodynamic limit.
We will review the Landauer formalism for the calculations of conductance, g1. At
first we will compute the conductance distributions of a well-established one-dimensional
Anderson model. We will calculate the localization length of the Anderson model by fitting
the mean of − ln g, and will compare with the analytical perturbative results. In addition,
we will verify that the variance of − ln g is proportional to 1/
√
N , where N is the system
size.
Our main focus is to investigate the delocalization transition in the de Moura-Lyra
model at zero temperature. In particular, we will report the first numerical evidences that
a localization-delocalization transition happens at α = 1, where the localization length
(measured from the scaling of the conductance) is shown to diverge as (1 − α)−1 in the
thermodynamic limit. These numerical results are confirmed by analytical perturbative
calculations of the localization length. The persistent finite-size scaling of the data is
shown to be caused by a very slow convergence of the nearest-neighbor correlator to its
infinite-size limit, and controlled by the choice of a proper scaling parameter. This last
conclusion leads to the re-interpretation of the localization in these models to be caused
by an effective Anderson uncorrelated model at small length-scales.
1g = G~/e2, where g is a dimensionless conductance
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At the end of the chapter, we will implement and discuss the kernel polynomial method
for the localization length of the de Moura-Lyra model. In fact, finding an analytical
expression for the localization length of the model and comparing with the KPM estimates
of the localization length is one of the intents of this chapter. The main advantage of
using KPM is that it compute the localization length with a controlled accuracy and a low
computational complexity.
5.1 Correlation Function of the Local Disorder
To study the thermodynamic limit (N → ∞) properties of the system with power-law
correlated disorder potential (see Eq. 2.24), for α . 1, we replaced all the sums over q
by integrals (see Eq. 4.2) and analytically calculate the normalized two point correlator,
Γ(α, r) of the random potential, as given by
Γ(α, r) =
A2(α)
σ2ε
ˆ π
0
cos qr
|q|α dq, q > 0, (5.1)
=
A2(α)
2σ2ε
ˆ π
−π
e−iqr
|q|α dq, q 6= 0, (5.2)
where α is the correlation exponent, and q = 2πp/N , p ∈ Z\{0} . For the case when α < 1,
the corresponding integral does not have a low-q singularity and the situation is be very
similar to a system with uncorrelated disorder. The local variance (see Eq. 4.3) has the
form
σ2ε = 2A
2(α)
ˆ π
0
1
|q|αdq, q > 0, (5.3)
= 2A2(α)
π1−α
1− α. (5.4)
where A(α) is the normalization constant, and can be obtained as
A(α) = σε
√
(1− α)πα−1
2
. (5.5)
The auto-correlation function can be rewritten as
Γ(α, r) =
(1− α)πα−1
2
ˆ π
−π
e−iqr
|q|α dq, q 6= 0. (5.6)
Eq. 5.6, can be simplified as
= (1− α)πα−1
ˆ π
0
1
|q|α cos(qr)dq = (1− α)(πr)
α−1
ˆ πr
0
1
|z|α cos(z)dz, (5.7)
=1 F2(
1− α
2
;
1
2
,
3− α
2
;−(πr
2
)2). (5.8)
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Figure 5.1: Correlation function of the power-law decay type correlated disorder potential
as a function of lattice sites for (a) α = 0.3 and (b) α = 0.7. The (c) normalized correlator
and (d) single-bond discontinuity as a function of α for various system size.
where pFq is a hyper-geometric series, given by
pFq (a1, a2, ...an; b1, b2, ...bn; z) =
∞∑
n=0
(a1)n (a2)n ... (ap)n
(b1)n (b2)n ... (bp)n
zn
n!
. (5.9)
It is clear from Eq. 5.8, that the pair correlation function is size independent. Moreover,
the correlation function for various α in the limit of α < 1, is always positive (no anti
correlation exist).
In the asymptotic limit, 1 r  N , the auto correlation function has a rather simple
asymptotic expansion in r,
Γ(α, r) = (1− α)πα−1
ˆ π
0
1
|q|α cos(qr)dq, (5.10)
= (1− α)(πr)α−1Γ (1− α) sin(πα
2
). (5.11)
where Γ (x) is a Gamma function of the variable x. The expression Eq. 5.11, shows that
there is no anticorrelation in the limit α < 1, and the correlations falling-off as rα−1 as
illustrated in Fig. 5.1 (upper panel).
Other than the slow decay of the correlations at large distances, one also notices that
there is a very sharp uncorrelation across a single bond (short-scale noise) as shown in
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Fig. 5.1 (lower panel). This features disappear as α → 1−, but for any smaller value of
the exponent it is enough to generate a small scale random noise with an amplitude of the
order of σε. An appropriate measure for this noise is the (squared) normalized single-bond
discontinuity parameter Dα, defined as
Dα ≡
(εn − εn+1)2
2σ2ε
= 1− Γ(α, 1). (5.12)
This parameter roughly measures the dispersion of onsite energies, relative to the previous
value. In the limit, α→ 1−, this quantity may be shown to be proportional to (1− α).
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Figure 5.2: (a) The conductance distributions of the one-dimensional Anderson model for
various system sizes withW = 0.50 at the band’s center. The distributions of conductance
are very well fitted by a Gaussian function. The rescaled (b) variance and (c) mean of
− ln g vs system size N for various disorder. The variance of − ln g follow “law of large
numbers”, σ(− ln g) ∝ 1/
√
N . (d) A comparison of localization length obtained by fitting
the data in (c) with the theoretical value [3].
Above, all the statistical properties of the disordered potential were calculated in the
thermodynamic limit. On the contrary, the two-point correlator of the finite system of size
N has the following form [27]
ΓN (α, r) =
∑N/2
i=1 i
−α cos(2πirN )∑N/2
i=1 i
−α
. (5.13)
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with an analogous expression for the normalized single-bond discontinuity
DNα = 1− ΓN (α, 1). (5.14)
In Fig. 5.1 (lower panels), we compare exact correlator and Dα of infinite and finite system
of different sample sizes. The very slow convergence towards the thermodynamic limit
value is quite evident, especially for values of α close to 1. This very slow convergence of
the ΓN (α, 1) or Dα to its limiting value is shown to cause a persistent finite-size scaling
of the calculated localization length. This is also the reason for the persistence of the
small-scale uncorrelated noise, even when α is very close to 1.
5.2 Localization Length
We study the perturbative calculation of the localization length for one-dimensional tight-
binding system with diagonal disorder. This analytical calculation is based on Hamiltonian
map approach [68], introduced by Izrailev et. al. [43, 3]. The general expression of local-
ization length ξ in units of lattice spacing, is given by [43],
ξ−1(k) =
σ2ε
8 sin2 k
ϕ(k). (5.15)
where σ2ε is the variance of the local disorder potential in units of t, and the function ϕ(k)
is the Fourier transform of correlator Γ(r), of the site potential εn. The function ϕ(k) is
given by
ϕ(k) = 1 + 2
∞∑
r=1
Γ(r) cos 2kr. (5.16)
where k = arccos(E/2), is a (positive) wave-number associated to an unperturbed band
energy E. For a non-interacting one-dimensional Anderson model, the localization length
turns out
ξ =
96
W 2
(1− E
2
4
). (5.17)
where the variance of the local disorder potential, σ2ε = W 2/12, with Γ(r) = 0, r 6= 0, (the
Anderson disorder has no correlation). Eq. 5.17, was found to work well over all energies,
except E = 0 [2, 69]. This anomaly has also been studied in chapter. 2, where the KPM
estimates of localization length revealed a clear deviation from 96/W 2 at the band center
(see Fig. 3.8), and are in good agreement with the numerical results [2, 69], where the
correct expression for the localization length of the Anderson model is 105.2/W 2 [3, 2, 69].
For the case of potentials correlated in space, for instance, a power-law correlated
disorder potential, we employ the same generalized Thouless expression ( see Eq. 5.15),
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for localization length. In this case, the function ϕ(k) in terms of normalized two point
correlator Γ(α, r) of the correlated disorder potential can be expressed as
ϕ(k) = 1 + 2
∞∑
r=1
Γ(α, r) cos 2kr, (5.18)
=
∞∑
r=−∞
Γ(α, r)e2ikr, (5.19)
Plugging Eq. 5.6 into Eq. 5.19, we get
ϕ(k) =
1
2
(1− α)
π1−α
ˆ π
−π
∞∑
r=−∞
eir(2k−q)
|q|α dq, (5.20)
= πα(1− α)
ˆ π
−π
δ(2k − q)
|q|α dq, (5.21)
= πα(1− α) 1|2k|α . (5.22)
Inserting in Eq. 5.15, we obtain
ξ−1(k) =
σ2ε
8 sin2 k
πα(1− α)
|2k|α (5.23)
It is easy to express the localization length in terms of energy E, as [27]
ξ(E) =
8
(1− α)σ2ε
(1− E
2
4
)
[
2
π
arccos
E
2
]α
. (5.24)
From Eq. 5.24, it is evident that for any value of the band energy, the localization length
is finite. However, as α→ 1− this length diverges as (1− α)−1, signaling the existence of
a global delocalization transition at this point, i.e without generating any mobility edge.
5.3 Conductance
Conductance is an essential ingredient for understanding the transport properties of meso-
scopic systems [65, 16]. For a non-interacting Anderson model (of any dimension), the
probability distribution of conductance deep in the insulating regime for a finite system
follows log-normal distribution function. Moreover, the averaged conductance decays expo-
nentially with increasing system size and vanishes in the thermodynamic limit [64, 65, 16].
On the other hand, the probability distribution of the conductance in the metallic regime
is very well described by a Gaussian function for the 2D and 3D Anderson model [64, 16].
Nevertheless, the extended or localized nature of the system can also be characterized by
the probability distribution of the logarithm of conductance [16]. It is found that [65], the
distributions of the logarithm of conductance follow a Gaussian function for the localized
states and a log-normal behavior for the extended states.
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The existence of a finite localization length ξN leads to a quantum conductance which
has a self-averaging log-normal statistics over the ensemble and a typical value that scales
exponentially to zero with N/ξN . Hence, in order to measure it, we made use of the
linearized Landauer formula [60, 61] for the conductance (of a two-terminal device)
g(EF ) =
e2
h
(4− E2F )
∣∣Gr0,N+1(EF )∣∣2 . (5.25)
where N is the number of sites in the sample, EF is the Fermi energy and Gr stands for
the retarded real-space Green’s function (see chapter 3 for detail). For a given sample
of disorder, the Gr0,N+1(EF ) is calculated by using the recursive Green function method
(see in Appendix. C) with the exact surface Green’s functions of the leads as boundary
conditions.
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Figure 5.3: The logarithm of conductance distributions of the de Moura-Lyra class of model
for various sub-chains NS , drawn from a system of size N = 222 with 105 independent
configurations of disorder at the band’s center. The random potential is generated for
α = 0.9 with a variance σε = 0.10. The logarithm of conductance distribution, for instance,
for NS = 221, is very well fitted by a Gaussian function. In the inset, we show the rescaled
distributions of (− ln g), making clear that this quantity is self-averaging and with an
average which scales linearly with NS .
5.3.1 Anderson Model
In order to test the Landauer formalism, we calculate the conductance properties of one-
dimensional Anderson model. In particular, we compute the distributions of conductance
81
Chapter 5. Delocalization in the de Moura-Lyra Model
at zero temperature. The distributions of − ln g, turns out to be Gaussian in the presence
of disorder as shown in Fig. 5.2(a). In addition, the distributions are size dependent, which
is a clear signature of the existence of localized states of the system. Moreover, we have
verified that the scaled variance of − ln g for a given disorder is proportional to 1/
√
N,
where N is the size of the system as illustrated in Fig. 5.2(b). This property show self-
averaging, and simply means that in thermodynamic limit, a disordered sample will have
a conductance equal to one, such that ln g = 0.
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Figure 5.4: The rescaled localization length, σ2εξN , as a function of α of the de Moura-Lyra
class of model for different total system N . The localization lengths are obtained by fitting
the mean of − ln g.
Furthermore, we have studied the average of − ln g as a function of system size for
various disorder strength as shown in Fig. 5.2(c). The scaled mean of − ln g for various
disorder strength collapse perfectly. Since, all the energy eigenstates are localized in one-
dimensional Anderson model, therefore the mean of − ln g decay exponentially with system
size [16], as
− ln g := 2N
ζ
=
2N
105.2
W 2, (5.26)
− ln gW−2 = 2
105.2
N. (5.27)
where ξ = 105.2/W 2, is the localization length for the Anderson model [3]. From Eq. 5.27,
it is clear that the scaled mean of − ln g is independent of disorder strength and vary
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linearly with L. By fitting the data in Fig. 5.2(c) for various disorder, we can obtain the
localization length as depicted in Fig. 5.2(d). The numerically obtained localization length
is in a very good agreement with theoretical value [3].
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Figure 5.5: The rescaled localization length, σ2εξN , as a function of short-scale normalized
discontinuity DNα , for different variance of the local disorder σε. The data are perfectly
collapsed in the perturbative regime (σε ≤ 0.1) and very well fitted with a curve y = a+b/x
(green dashed curve). However, the data for σε = 0.50, 0.80 already show a deviation from
this fitted curve, due to the breakdown of perturbation theory. Inset: the same data are
plotted as a function of 1/DNα .
5.3.2 Power-Law Correlated Disorder Model
In the presence of an infinitesimal disorder, all the eigenstates of electron in one-dimensional
non-interacting lattice systems with large enough size are restricted in a small part of the
space. However, the de Moura-Lyra class of models show a disorder-induced MIT due to
the smoothing of the potential landscape for α > αc, where αc is a critical disorder. Thus,
for α below αc the states are localized and for α above αc they are extended. Here, we
considered the disordered samples to be different sized pieces (sub-chains of size NS) cut
from independently generated potentials with N sites. Then, N was increased in order to
approach the thermodynamic limit.
In Fig. 5.3, we illustrate the results with an example, from where the referred features
of localization are very evident. This same procedure was then repeated for different values
of α, σε and N , and the localization length was obtained from the inverse slope of a linear
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fit to the mean of − ln g as function of NS .
5.3.2.1 Finite-Size Scaling of Localization Length
A. Results and Interpretation
From Fig. 5.4, the localization length is seen to increase with α, as expected. Nevertheless,
it is not evident that it is diverging in the way predicted by the perturbative expression
Eq. 5.24, due to the persistent finite-size scaling present in the data for α close to 1. This
scaling of the localization length is driven by the slow convergence of the disorder statistics
to its thermodynamic limit. In particular, as referred in beginning, even for values of α
very close to the transition point there is a sizable random noise at small distances, whose
amplitude goes very slowly to zero as N is increased. Our central argument is that the
main contribution to the eigenstates’s localization comes from this small scale uncorrelated
random potential, which has an effective strength measured by
√
DNα . The later claim can
be proven by plotting the data in Fig. 5.4 as a function of the parameter, DNα , instead of
α. This is done in Fig. 5.5, and a perfect collapse of all the points is obtained for small
enough values of σε.
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Figure 5.6: The rescaled localization length, σ2εξN , as a function of normalized single-bond
discontinuity DNα of the de Moura-Lyra class of model for various size of the system N .
The data are computed for a fixed variance σε = 0.1 with energies E = 0.0, 0.50, and 1.50.
The data at the corresponding energies are perfectly collapsed and fitted with y = a+ b/x
(green dashed curve).
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The great advantage of this new representation is that we accomplish a complete control
over the finite-size scaling phenomena: with increasing in N , all the points slide over the
dashed curve, slowly approaching a fixed value.It is important to mention that, the rescaled
localization length obey the scaling behavior as follow:
σ2εξN ≡ f(N,α) = f(DNα ). (5.28)
This result was used to extrapolate the values of ξ∞ to the thermodynamic limit, with the
following procedure:
• Calculate the thermodynamic limit values of D∞α = limN→∞DNα from Eq. 5.8 and
Eq. 5.14 for each value of α.
• Use the finite-size scaling curves (dashed curves in Fig. 5.6) to read the values the
thermodynamic limit of ξ(α).
• Plot the corresponding values as a function of α and compare them with the analytical
expression of Eq. 5.24.
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Figure 5.7: Comparison between the thermodynamic limit values of the rescaled localiza-
tion length (predicted by the dashed curves in Fig. 5.6), with their corresponding analytical
results, see Eq. 5.24 (dashed curves).
The final results are shown in Fig. 5.7, where it is clear that we have a perfect agreement
with the analytical results given by Eq. 5.24. For completeness, we also checked this
85
Chapter 5. Delocalization in the de Moura-Lyra Model
EF αc ν
0.00 1.00± 0.0064 1.03± 0.068
0.50 0.99± 0.0073 0.95± 0.075
Table 5.1: The estimated critical correlation exponent and ν for EF = 0.00, 0.50.
behavior for different energies, which yielded a similar collapse of the data (see Fig. 5.6)
and agreement with Eq. 5.24, thus confirming the belief that this transition occurs over all
the spectrum at once. A direct fit to the data points in Fig. 5.7, to a function of the form
ξN = C(αc − α)−ν . (5.29)
yields the following results given in the Table. 5.1, which are in numerical agreement with
the analytical expression.
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γ = NS/N , for three values of α above the critical point. The N dependence of the
function f(γ, N α) in Eq. 5.31 was used to collapse the data for different different system
sizes into a single straight line (dashed red lines). The value of the local variance used was
σε = 0.20.
B. Delocalization or Insulator-Metal Transition?
Before closing this section, it is imperative to make some further comments on the phys-
ical interpretation of this divergence of ξ. More precisely: Does this divergence signal a
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Figure 5.9: The numerical convergence of the KPM estimates of localization length ξN (E =
0)/ξ∞, as a function of N/ξ∞, (N = system size) of the de Moura-Lyra model with OBC
at zero temperature. The data are computed for α = 0, M = 1024 with 1% estimated
error. The parameter ξ∞ is the analytically calculated localization length for the Anderson
model in the perturbative regime [2, 3].
transition from an insulating to a metallic phase?
A first concern shall be raised about the applicability of our procedure of cutting
subchains from a larger sample and study their conductance, when α ≥ 1. In this limit,
the correlator of the local disorder C∞α is non-stationary in the thermodynamic limit, as
correlator is a function of r/N (see Refs. [1, 4]) and not simply of r, as in Eq. 5.8. One
consequence of this is the following: If we take a fixed sized subchains from increasingly
larger chains, the values of εn in the subchains will become more and more correlated and,
in the limitN →∞, they will be a uniform potential inside the subchains. Hence, any finite
subchain will be ordered in this limit and therefore metallic. Additionally, this argument
invalidates immediately the existence of a finite localization length for any α ≥ 1. However,
one could have used subchains whose size is a fixed fraction of N , i.e. γ = Ns/N = const.
In such a case, the reasoning of last paragraph is no longer valid, even though the two
procedures are precisely equivalent for α < 1.
Are the subchains metallic in this case? To answer this, we must remark that in an
insulator-to-metal transition, one has a diverging ξ, but also a linear scaling of ξ with the
system size in the metallic phase. As is known from previous work [30], the scaling of the
localization length with system size is in these systems is anomalous for any α > 1, i.e.
ξ ∝ Nα−1. An implication of this result is that the scaling of − ln g is a function f(γ,N, α),
of the following form:
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Figure 5.10: The KPM estimates of normalized localization length σ2εξN (E = 0), as a
function of α for the de Moura-Lyra model with OBC at zero temperature. Computations
are carried out for a fixed (a) system of size N = 218 with various σε, and (b) σε = 0.289
with various system size, for M = 2048 Chebyshev moments and 1% estimated error. The
numerical results for a fixed system size converge to Izrailev result in the perturbative
regime as illustrated in (a). With increasing system size, the σ2εξN (E = 0) starts to merge
with Izrailev result for a fixed σε = 0.289, reflecting strong finite size effect.
f(γ,N, α) = − lnC1(α) +
NS
ξ (α,N)
; (5.30)
= − lnC1(α) + C2(α)γN2−α (5.31)
From this it is clear that for α > 2, the − ln g converges to a finite constant C1(α), in the
limit N → ∞ with γ fixed. This supports the results of G. M. Petersen [4] and explains
the observed critical point at α = 2 [17]. At any rate, the scaling of Eq. 5.31 may also be
checked by calculations analogous to the ones we made for α < 1. Our numerical results
are shown in Fig. 5.8, where we show the data of − lng for six values of N can be collapsed
into a linear curve after subtracting C1(α) (obtained by fitting) and rescaling by N2−α.
This corroborates the validity of Eq. 5.31 for α ≥ 1.
Summarizing, the behavior of this model for α → 1+ is highly non-trivial and, in
particular, deciding whether or not the phase is metallic and dependent on the way the
thermodynamic limit is taken. Therefore, by keeping sub-chains constant and increasing
N → ∞ will form a uniform potential inside the subchain, and will induce delocalized
phase without a well defined finite length scale ξ.
To finish, we summarize our main conclusions in two points:
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• We were able to numerically observe the existence of a delocalization transition in
these models, at α = 1, and show that it agrees with analytical results in the weak-
disordered regime. This settles the matter in favor of an expected global delocaliza-
tion of the eigenstates for α ≥ 1.
• The way we were able to control the finite-size scaling of the localization length
provides us with very clear evidence about the true nature of the said transition.
As a matter of fact, the observed behavior of ξ(DNα ) in the perturbative regime is
exactly the same as one would expect from an uncorrelated Anderson disorder, with
an effective strength given by
√
DNα . This fact gives a strong indication that the
variation of the localization length with the exponent α is mainly due to a varying
effective strength of the short-scale noise, and not due to the change in the tail’s
exponent of the real-space disorder correlator. Nonetheless, the two effects cannot
be decoupled in the de Moura–Lyra model as there is there is a single parameter α
controlling both the vanishing of the local noise component and the power-law tail’s
exponent
5.4 The KPM Approximations of Localization Length
In the following section we show the kernel polynomial simulations of the localization length
(see section. 3.3.3 for detail) for the de Moura-Lyra model. In order to test the method,
we compute the localization length of the system in the limit of Anderson model (α→ 0).
In the process, we use exactly similar variance of the local power-law random potentials
as used for the Anderson model. Therefore, the power-law correlated potentials have the
following form
εi := σεεi =
W√
12
εi. (5.32)
where W defines the strength of disorder. The numerical convergence of the KPM approx-
imation for the localization length of the de Moura-Lyra model at the band center E = 0,
is illustrated in Fig. 5.9. One can clearly see that the KPM gives good account of the data
for zero correlation exponent α = 0 withM = 1024 Chebyshev moments and 1% estimated
error in the data.
The localization-delocalization behavior of the de Moura-Lyra model is illustrated in
Fig. 5.10. The rescaled localization length show large deviation from the Izrailev result for
σε = 0.5, (non-perturbative regime). However, it starts to converge with decreasing σε for
a fixed system size N = 225 as shown in Fig. 5.10.a. Nevertheless, there is a strong system
size effect, as shown in 5.1(lower panel), and also clear in Fig. 5.10.b, where numerical
results for a fixed σε = 0.289 start converging with increasing system size.
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Entanglement Entropy and Contour
In the first part of this chapter, we review the ground state entanglement structure of a
one-dimensional non-interacting tight-binding disordered chain. In particular, we study
the behavior of entanglement for the quantum critical system influenced by a uniformly
distributed on-site disorder at zero temperature. We shall concentrate on analysis of the
famous entanglement area law and its violation for the quantum critical system.
In Sec. 6.2, we will discuss the kernel polynomial approximations of ground state en-
tanglement entropy of a non-interacting one-dimensional Anderson model with PBC at
zero temperature. We will show that the estimated correlation matrix for the model is
non-idempotent, and as a consequence, the KPM does not converge fully for the entan-
glement entropy. In this case, the system has a non-vanishing spectral weight at Fermi
level and the eigenvalues of the correlation matrix are no longer 0 or 1. In order to solve
this issue, we propose McWeeny purification algorithm [70], which recursively drives the
correlation matrix to idempotent. In fact, we will show that a highly accurate results of
entanglement entropy can be obtained for only 2 Chebyshev moments after purification
procedure. A major drawback in this method is that, the numerical complexity of the
purification procedure (O(L3)) dominate the overall computational cost of the KPM.
In section. 6.3, we briefly review the concept of entanglement contour (EC) in the
context of non-interacting one-dimensional electronic system [40, 71]. The EC turns out
to be a useful theoretical tool in providing information about the spatial structure of
entanglement. In particular, it quantifies the single site contributions for the entanglement
entropy of a subsystem immersed in an extended lattice quantum system.
In section. 6.4, we employ the concept of EC to examine the disordered system. We
report on the scaling behavior of entanglement from the EC perspective at zero tempera-
ture. We show that the exponential scaling of EC follows universal area law of entanglement
entropy. Similarly, the power-law scaling of EC results the logarithmic scaling law. In ad-
dition, we demonstrate the contour function as a theoretical tool for the characterization of
quantum phase transition in de Moura-Lyra model. More precisely, we numerically explore
the scale invariant of the scaled EC in the vicinity of phase transition for the model.
90
6.1. Entanglement in Free Electronic System
6.1 Entanglement in Free Electronic System
The entanglement investigation of disordered fermionic systems has found a continuously
increasing importance in condensed matter physics [26, 72]. In this section, we will focus
on the ground state entanglement theory of the non-interacting one-dimensional Anderson
model as discussed in chapter 2.
In order to study entanglement properties of a quantum system, it is necessary to define
the measure of entanglement. The von Neumann entropy of the reduced density matrix
has a favored theoretical measure for the degree of entanglement in a quantum system.
Most importantly, it quantifies the ground state entanglement between the system and
the complementary region of the system. In order to develop some intuition on quantum
entanglement, we consider a composite system that can be partitioned into two sub-regions
A and B, which correspond to disjoint subsets of sites in real space. The Hilbert space
of the composite quantum system is described by the tensor product of the individual
Hilbert space HAB = HA ⊗HB. Following Eq. 2.102, one finds the von Neumann entropy
of the subsystem A of size l, i.e., SA = S(l, L), where L is the total size of the system.
It is noticed that for a composite system in pure state, the von Neumann entropy of the
reduced density matrix of other subsystem is the same, SA = SB. In the following section
we will discuss the entanglement analysis of the 1D Anderson model by imposing PBC and
OBC in detail.
6.1.1 Area Law of Entanglement Entropy
The quantum correlation (two-point correlation function) of the ground states of physical
Hamiltonian [73] in the presence of a mass gap decreases exponentially with the separation
of points, or algebraically if the gap vanishes at critical points. That is, only local interac-
tions (local degrees of freedom interact with their neighbors) will take part in the ground
state correlation of the gaped system. Hence, the system is non-critical and the energy
gap gives rise to a finite correlation length. Therefore, in gaped one-dimensional quantum
systems with local interactions there always emerges an area law [35], which states that
entanglement entropy is proportional to the surface area of the subsystem, i.e., indepen-
dent of size of the system. However, the state of the gapless system is critical, and there is
a logarithmic divergence of entanglement entropy explained by conformal field theory [6].
Wolf [36] demonstrated the violation of the entanglement entropy area law in gapless
fermionic systems of arbitrary spatial dimensions. That is, for a finite nonzero Fermi
surface, the entanglement grows proportional to the surface of the subsystem times a
logarithmic correction. For a d-dimensional cube with edge length L, it can be expressed
as
SA ∼ Ld−1 logL. (6.1)
The understanding of entanglement properties of disordered fermionic systems is not as
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Figure 6.1: The entanglement entropy (calculated by exact diagonalization method) of the
half subsystem A, of the one-dimensional Anderson model with PBC for various disorder
strength at half filling. We use 218−n realizations of disorder for the system of size L = 2n
with n ∈ N [5]. The vertical dashed lines with data are the exact mean free path of the
corresponding disorder.
advanced. It is well known that an infinitesimal disorder of the standard Wigner-Dyson
disorder class localizes all electronic states in one and two dimensions. One can expect
localization to restore area law, even if there is no electronic excitation gap. If the states are
localized, the entanglement between the two parts should arise from states at the boundary
of the two parts. For a d−dimensional space, the area law of entanglement entropy of a
sub-region A can be written as
SA ∼ βLd−1 +O(Ld−2). (6.2)
where β is a non-universal constant.
As illustrated in Fig. 6.1, the area law of entanglement entropy will be obeyed as
long as the linear size of the subsystem is sufficiently larger than the mean free path
or localization length. In general, the mean free path and the localization length of 1D
Anderson model scale similarly with disorder. In addition, the area law of entanglement
entropy of free fermion ground states may also be verified for two, and three-dimensional
disordered quantum critical system [5].
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Figure 6.2: Entanglement entropy vs l/L of a one-dimensional Anderson model for various
disorder strength at half filling (EF = 0), and keeping PBC. The data are computed (see
Eq. 2.102) for a subsystem l of the composite system of size L = 1024 with 512 disorder
configurations by using exact diagonalization method. The entanglement entropy is well
fitted (red dashed curve) by Eq.6.3 for a perfectly clean system [6].
The states of the system can also be characterized by the behavior of the entanglement
entropy in the disordered system. More specifically, the states satisfying the area law will
be localized. In contrast, the entanglement of the extended states will have a logarithmic
correction.
In order to explore the behavior of quantum entanglement, we calculate the entangle-
ment of a finite chain as a function of l/L with PBC, Fig. 6.2, and OBC, Fig. 6.3, where
l is the size of a subsystem. The entanglement of the subsystems are computed for half
filled non-interacting fermions at zero temperature with 512 realizations of disorder.
Most theoretical work [6, 7], show that the entanglement entropy of the subsystem in
a perfectly clean system follow logarithmic scaling law with system size. Here we verify
the logarithmic scaling law of entanglement entropy by fitting (red dashed curve) the
entanglement entropy of the subsystem of a clean composite system. The entanglement
entropy of a subsystem of length l embedded in 1D critical chain of length L scales as
[6, 7],
S(l, L) =
1
3
log
[
L
π
sin(
πl
L
)
]
+ 0.726, (6.3)
In the thermodynamic limit (L→∞), the entanglement entropy of the subsystem of length
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l can be expressed as
S(l, L→∞) = 1
3
log l + 0.726. (6.4)
On the other hand, the entanglement entropy of the 1D finite critical chain with OBC is
shown in Fig. 6.3. In this case, the entanglement entropy of sub-region of length l in the
clean limit scales as [6, 7],
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Figure 6.3: Entanglement entropy l/L of a one-dimensional Anderson model for various
disorder strength at half filling (EF = 0), and keeping OBC. The data are computed (see
Eq. 2.102) for a subsystem l of the composite system of size L = 1024 with 512 disorder
configurations by using exact diagonalization method. The entanglement entropy is well
fitted (dashed curve) by Eq.6.5 for perfectly clean system [7].
S(l, L) =
1
6
log
[
2L
π
sin(
πl
L
)
]
+
0.726
2
. (6.5)
It is important to mention that the logarithmic behavior of the entanglement entropy of
the subsystem of length l embedded in a finite 1D critical chain is the indication of the
presence of extended states. The entanglement entropy of the 1D critical lattice chain are
the known conformal predictions [6].
Introducing disorder leads to a decrease in the entanglement entropy. It is clear from
Fig. 6.2 and 6.3, that the entanglement degradation for a fixed total system size depends
on the amount of disorder.
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Figure 6.4: The KPM and exact (diagonalization method) computations of (a) entangle-
ment entropy and (b) correlation functions and their percentage relative error (inset), of
finite 1D disordered lattice of size L = 32 as a function of systems size ratio l/L, where l is
the subsystem size. In (c), we show the spectral density of the two pairs of the correlation
function as a function of energy spectrum. In the inset (c), we enlarge the central region
to show the peak of the spectral density at the band center. Here, we use exactly same
random potential (single realization of disorder) for both KPM and exact calculation of
entanglement entropy with disordered strength W/t = 2, and 8L Chebyshev moments at
zero temperature.
6.2 The KPM Estimates of Entanglement Entropy
In this section, we briefly explain the spectral expansion technique for the ground states
entanglement entropy of 1D Anderson model with periodic boundary conditions at half
filling. We ensure, by adequate rescaling that all the energy scales and the Hamiltonian
matrix Ĥ (see Eq. 2.1) are in the standard domain of orthogonality of the Chebyshev poly-
nomials1; then the two-point correlation function, Cij (see Eq. 2.86), can be approximated
as
1The Hamiltonian matrix Ĥ and all energy scales can be fit into the standard domain of orthogonality
of the Chebyshev polynomials, by dividing (2D+W/2), where D is the dimension of the quantum system
and W is the strength of Anderson on-site disorder.
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Cij =
ˆ 1
−1
ρijKPM (E)f(E)dE, (6.6)
where f(E) is the Fermi-Dirac distribution function, and ρijKPM (E) is the KPM expansion
of the spectral matrix correlation (see Eq. 3.64). After inserting Eq. 3.64, into Eq. 6.6,
results the following form of the Cij [19],
Cij =
M−1∑
m=0
2gmµ
ij
m
1 + δm,0
ˆ 1
−1
f(E)Tm(E)
π
√
1− E2
dE, (6.7)
where µijm are the coefficients of expansion for the truncated polynomial series and are given
by Eq. 3.65. The integral in Eq. 6.7 can easily be solved by Gaussian quadrature method
(GQM) [74]. In this method, the integrand is approximated by summing its functional
values at a sequence of abscissas within the range of integration. The explicit expression
of the approximated correlation function can be written as [19],
Cij = 1M
∑M−1
q=0 µqf(Eq), (6.8)
where µq is the cosine transformation of the kernel improved Chebyshev moments and
{Eq} are the finite set of M points over the interval of integration. Usually the number
of data pointsM is greater than the number of moments M . The analytic expression for
Gauss-Chebyshev abscissas are [74],
Eq = cos(
π(q + 0.5)
M ), with q = 0, 1, 2, 3.....M− 1, (6.9)
and µq can be expressed as
µq =
M−1∑
m=0
2gmµ
ij
m
1 + δm,0
cos(
mπ(q + 1/2)
M ). (6.10)
We compute the KPM estimates of the ground state entanglement entropy (by diago-
nalizing Eq. 6.8 and using Eq. 2.102) of the one-dimensional non-interacting disordered
fermions with periodic boundary conditions at zero temperature. For comparison, we also
calculate the entanglement entropy of the system by exact diagonalization method. The
main difference between these two methods are in the calculations of correlation matrix.
The computations are carried out for the system of size L = 32, with W = 2 disorder
strength at half filling (EF = 0). In the absence of disorder, a higher KPM resolutions can
be obtained for 8L Chebyshev moments. However, we have pointed that, the KPM with
8L Chebyshev moments for a single realization of disorder does not give a good estimate
of the entanglement entropy for a disordered case as shown in Fig. 6.4.a. It is important
to mention that, we have used exactly same disordered potentials for both methods.
To shed further light on the entanglement entropy, we compare the correlation function,
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Figure 6.5: Eigen spectra of the correlation matrix computed by KPM (red dots) and exact
diagonalization (empty squares) at half filling with 8L Chebyshev moments.
C3,l of the model using exactly similar random potential. We also calculate their percentage
relative error δC3,l(%) (see inset in Fig. 6.4.b). In particular, we focus on two pairs, Pair A
(small δC(%)) and Pair B (large δC(%)). In order to know the origin of small or large
percentage relative error, we compute the spectral density functions at Pair A and B as
a function of energy spectrum. As illustrated in Fig. 6.4.c, the spectral density of Pair B
has nonzero value at Fermi energy (see the magnified and more clear version in the inset).
The spectral density of Pair B partially contributed to the correlation function and leads
to a non-idempotent correlation matrix. However, the zero temperature correlation matrix
of a composite system in pure state is idempotent, i.e.,
C2 = C (6.11)
Its eigenvalues are restricted to 0 for empty states and 1 for occupied states of the electronic
system. However, the KPM estimated correlation function has some eigenvalues in between
0 and 1 as illustrated in Fig. 6.5. It is noticed that, for any amount of Chebyshev moments
the KPM will not converge fully for the case of non-vanishing spectral density at exactly
E = 0. To solve that problem and to get an idempotent matrix, we need to apply a
purification algorithm.
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Figure 6.6: Purification of C (Eq. 6.13): Frequency of iterations f(n), for (a) L = 32,
M = 2.0, and W/t = 2.0, (b) L = 32, W/t = 2.0, and δS ≈ 1.0%, (c) M = 2.0,
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6.2.1 The Purification Scheme
The correlation matrix C of the ground state non-interacting lattice chain at absolute
zero temperature should be idempotent (see Eq. 6.11). In contrast, the KPM results
give a non-idempotent correlation matrix, irrespective of the number of moments and the
kernel. In order to obtain the correct correlation matrix for the system, we use the idea
of purification technique proposed by McWeeny [70]. The general form of the McWeeny’s
purification algorithm for a nearly idempotent density matrix ρ is define as
% = 3ρ2 − 2ρ3. (6.12)
where % is a purified density matrix. In general, the purification procedure recursively
drives eigenvalues of the nearly idempotent matrix to 1 or 0 for eigenvalues (of the original
matrix) greater or less than 1/2, respectively. Moreover, the purified version of the density
matrix can be obtained after sufficient number of purification steps.
We demonstrate the McWeeny’s purification algorithm for the KPM approximated cor-
relation matrix in Fig. 6.6. For a better resolution, one requires large number purification
iterations for a fixed system size and disorder with small expansion coefficients. It worth-
while to mention that we can get an accurate estimate of the entanglement entropy for only
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2 Chebyshev moments as can be seen in (a). It is because, for 2 moments, the correlation
matrix, Eq. 6.7, have the form
Cij =
µij0
π
ˆ 1
−1
f(E)√
1− E2
dE +
2
π
g1µ
ij
1
ˆ 1
−1
Ef(E)√
1− E2
dE,
=
µij0
π
ˆ µ
−1
1√
1− E2
dE +
2
π
g1µ
ij
1
ˆ µ
−1
E√
1− E2
dE,
=
µij0
π
(π
2
)
+
2
π
g1µ
ij
1 (−1) ,
=
µij0
2
− 2
π
g1µ
ij
1 . (6.13)
where µ in the upper limit of the integral is the chemical potential for the system, and
at half filling, µ = 0. The zeroth order moment µij0 in Eq. 6.13, is an identity matrix of
system Hamiltonian dimension, while µij1 gives the rescaled Hamiltonian. It is important
to mention that the correlation matrix commutes with the system Hamiltonian. Thus, the
eigenstates of the Hamiltonian and the correlation matrix are same. As a consequence,
one can get an accurate estimation of the entanglement entropy only for 2 moments after
purification’s process.
It most of the applications except entanglement entropy for some cases, the accuracy
and resolutions of the KPM estimates are controlled by expansion coefficients and appro-
priate kernel [19]. However, we show that accuracy of the estimated entanglement entropy
can be strongly controlled by a purification’s algorithm as illustrated in Fig. 6.6(b). One
can see that large number of purification iterations are required for small amount of Cheby-
shev moments for fixed, δS ≈ 0.1% entanglement entropy. Interestingly, one can gets a
controlled accuracy of the estimated entropy for only two moments. In (c), we demonstrate
the effect of size on the purification algorithm for a fixed disorder, moments and cut off. In
the limit large system size, there is a higher probability of eigenvalues lying in between 0
and 1. As a consequence, larger system needs large number of iterations for purification’s.
In (d), we discuss the effect of disorder by keeping other parameter constant. The purifi-
cation algorithm needs almost the same steps for a strong disorder. We have tested our
problem for sufficiently small number of (M ≥ 2) moments with Jackson kernel and came
up with the conclusion that, for this specific problem, the accuracy and resolutions of the
KPM can only be controlled by the purification algorithm.
In conclusion, we have computed the KPM estimates of the ground-state entanglement
entropy the quantum critical 1D Anderson model at T = 0. In the process we have
uncovered some limitations of the this method for this type of calculation, which are
not apparent in other calculations such as density of states. More specifically, the KPM
results deviated significantly form analytical results. We traced that to a fundamental
limitation of KPM, its finite energy resolution; the spectral contribution of states very
close to the Fermi energy, where at T = 0 the Fermi occupation factor is discontinuous, is
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not properly calculated. That affects only slightly the correlation matrix, but drastically
the entanglement entropy, which acquires a thermal component that scales as the volume
of the subsystem, rather than the area of its boundary. We were eventually able to bypass
this difficulty and calculate entanglement entropies accurately, using a purifying procedure.
Unfortunately this procedure requires repeated multiplication of the correlation matrix
produced by KPM, and since it is a dense matrix, this method, although it can be faster
for small systems, does not scale more favorably than an exact diagonalization with sample
size.
6.3 Entanglement Contour
The field of quantum entanglement have been successfully used to characterize the physical
properties of condensed matter systems. In an attempt to characterize the spatial distri-
butions of entanglement, Chen and Vidal [40] introduced the entanglement contour for free
electronic system. The entanglement contour quantifies the contributions of the real-space
degrees of freedom in site i to the entanglement between subsystem and its complement.
Moreover, the entanglement contour can be used to determine the central charge of the
underlying conformal field theory [40].
Let consider a spatially extended d−dimensional quantum system at zero temperature.
We begin by partitioning the system into two regions A and B. The entanglement entropy
SA of the subsystem A can be written as
SA = −Tr
(
ρA log ρA
)
. (6.14)
where ρA is the reduced density operator of the subsystem A. The reduced density matrix
ρA or ρB can be obtained by tracing over degrees of freedom of their complement subsystem.
In general, the ground state entanglement for a system with local interactions and energy
gap typically obeys boundary law (see sec. 6.1 for detail). Moreover, the area law is not
always satisfied for the one-dimensional quantum critical system. For gapless fermionic
systems of arbitrary spatial dimensions with finite nonzero Fermi surface, the entanglement
grows proportional to the surface of the subsystem times a logarithmic correction
SA ∼ Ld−1 logL. (6.15)
In order to identify the lth site contribution of entanglement to the entanglement entropy
between A and B, Chen and Vidal [40] construct a positive function Cs (l). The function
Cs (l) : A → R assign a real number to each site in the sub-regions A such that
SA =
∑
l∈A
Cs (l) , (6.16)
100
6.3. Entanglement Contour
1 NN/2
BAX
Figure 6.7: The position-space partitioning of a 1D lattice chain into two equal subsystems
A and B. The sub-region X is the subset of A.
where Cs (l) represents the entanglement contributions of the individual lth site for the
structure of entanglement entropy. Eq. 6.16 illustrates that the contour functions can
satisfy the sum rule. It must be noted that the van Neumann entropy of the reduced density
matrix ρl at site l is not equivalent to the entanglement contour Cs (l). Furthermore,
the sum of entanglement of the individual sites in subsystem A does not give the total
entanglement entropy of the subsystem,
SA 6=
∑
l∈A
Sl (6.17)
where Sl is the von Neumann entropy of the reduced density matrix ρl at site l. The entan-
glement contour vanishes for a site l entangled with only neighbor sites in the subsystem
A , whereas the one-site von Neumann entropy takes a nonzero value ∼ log 2 due to the
presence of local entanglement within region A. The modal decomposition of entanglement
can be determined by introducing mode dependent normalized weight function F lk, such
as
SA =
∑
l∈A
∑
k
F lkSA(λk), (6.18)
where SA(λk) is the local entropy (see Eq. 2.104) of the subsystem with λk eigenvalues
(see Eq. 2.101) of the correlation matrix. The weight function satisfies
∑
l∈AF lk = 1. On
comparing Eq. 6.16 and Eq 6.18 leads to the contour
Cs (l) =
∑
k
F lkSA(λk). (6.19)
Eq. 6.19, defines a weighted sum of F lk and SA(λk), which is positive in the range 0 ≤
λk ≤ 1.
6.3.1 Properties of Entanglement Contour
The entanglement contour should have the following properties [40]:
• Positivity: The entanglement contour should be a real and positive number, Cs (l) ≥
0.
• Normalization: The entanglement contour of individual sites in subsystem A sat-
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isfies the sum rule, such as ∑
l∈A
Cs (l) = SA. (6.20)
For the case of sub-regions X with in subsystem A, such that X ⊆ A, with a vector
space
VX =
⊗
l∈X
Vl, (6.21)
the entanglement contour of the sub-regions X is,
sXA =
∑
l∈X
Cs (l) . (6.22)
It follows that the entanglement contour for any two disjoint subsets X a,X b ⊆ A,
with Xa ∩ Xb = ∅ is additive,
Cs (Xa ∪ Xb) = Cs (Xa) + Cs (Xb)
It is also noticed that the entanglement contour of the sub-region X a will be larger
than the entanglement contour contained in the sub-region X b, if X b is the subset of
X a, i.e.,
Cs (Xa) ≥ Cs (Xb) if X a ⊇X b (6.23)
• Symmetry: The entanglement contour is invariant if TρAT † = ρA, where T is the
symmetry of ρA that exchanges site l with m in the subsystem A, i.e.,
Cs (l) = Cs (m) (6.24)
This proves that the two sites i and j have the same entanglement contour of the
subsystem A.
• Invariance: The entanglement contour is invariant under local unitary transforma-
tions. If a unitary transformation UX acts on a sub-region X with X ⊆ A, such
that ∣∣∣Ψ̃〉= UX |Ψ〉 (6.25)
where |Ψ〉 is the ground state of the full system, then the entanglement contour
remains the same after the unitary transformation.
• Upper and Lower Bound: The entanglement contour of the sub-regions X with
X ⊆ A contained in factor space ΩA is always be smaller than the entanglement
entropy of the subsystem A, as
Cs(X ) ≤ SΩA (6.26)
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where the decomposition of subsystem A is VA = VΩA ⊗ VΩ̄A , with VΩA and VΩ̄A
are the factor spaces of VA. This means that the entanglement contour in any sub-
region X is upper bounded by SΩA . Indeed, the upper bound can be alternatively
announced as a lower bound, which identify that the entanglement contour of sub-
region X is at least equal to the entanglement entropy.
It is noticed that for an equal bipartite subsystems, the entanglement contour has a reflec-
tive symmetry with respect to half of the system. On comparing Eq. 6.19 and Eq. 2.103,
the weight function is,
F lk = |〈φl|ψk〉|2 . (6.27)
where φl gives the lth lattice site contribution to the entanglement entropy in sub-region
A and ψk is the kth eigenstate of the correlation matrix.
Furthermore, Frerot .et. al. [71], introduced the concept of particle-number fluctuations
contour, which is is related to the correlations of the particle number fluctuations between
each site of the subsystem A and its complement B. For a gapless free fermions with a
finite density of states at Fermi energy EF , the fluctuations δ2NA of the subsystem A at
zero temperature is
δ2NA =
〈(
N̂A −
〈
N̂A
〉)2〉
. (6.28)
where N̂A counts the number of particles in subsystem A. The variance of the particle
number of the subsystem A is,
δ2NA =
∑
l∈A
Cn(l) (6.29)
with
Cn(l) = 〈δnlδNA〉 (6.30)
where Cn(l) is the contour of the particle-number fluctuations at site l and has a similar
spatial symmetries as those of subsystemA. Thus, the fluctuation contour is the correlation
function between the density fluctuations at site l and the subsystem A. It can also be
describe as [71]
Cn (l) =
∑
k
|〈φl|ψk〉|2 λk(1− λk). (6.31)
It is worthwhile to mention that the fluctuation and the entanglement contour has exactly
similar behavior (as they have exactly same wight function and the behavior of λk(1−λk)
is very similar to mode entanglement), in particular for free fermions. In fact, it is pointed
out [71] that the contour functions are related by the following equation,
Cs (l) ≈
π2
3
Cn (l) +O (1) , l ∈ A. (6.32)
In the following we will show that this relation hold even in the disordered free fermions
system.
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Figure 6.8: Comparison of entanglement and fluctuation contour of a sub-region A for
the quantum critical 1D model in the presence of power-law correlated onsite random
potentials with PBC for L = 1024. The parameter α is the correlation exponent, which
controls the strength of disorder.
6.4 Entanglement Contour of the Disordered free Fermions
Here we focus on an examination of entanglement contour for a non-interacting 1D quantum
critical chain with two different models of disorder, the Anderson model and the power-
law correlated disorder model. In the Anderson model, the disorder is considered to be an
independent random variables uniformly distributed in the interval [−W2 , W2 ] as discussed
in chapter 2. In the power-law correlated disorder, the randomness is manifested as a
long-range correlated disorder with power-law spectral density. The most detailed studies
of the system Hamiltonian are discussed in chapter 2, (see Eq. 2.1).
The contour function quantifies the part of the total entanglement entropy associated
with the distant state of the system. In order to develop some intuition on metal-insulator
transition in the disordered system, we turn to the quantum entanglement contour. We
begin by partitioning the system into two regions, A and B. The sub-region A or B
corresponds to a subset of lattice sites in real-space.
In practice, it turns out that for all cases of interest, the fluctuations contour have
exactly similar physical behavior as the entanglement contour. Indeed, we have pointed
out that the contour functions are related by Eq. 6.32, even in the disordered system as
shown in Fig. 6.8.
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Figure 6.9: Entanglement contour of sub-region A for the quantum critical 1D Anderson
model with PBC. The red dots in the inset are the the correlation length calculated by
fitting the EC; the black line is the Born approximation.
6.4.1 Contour Function for the Anderson Model
We now list our preliminary results about the contour function for the quantum critical
system under the influence of random onsite potentials. It is important to note that the
disordered-averaged entanglement contour profiles of the two intervals ( A and B ), like in
perfectly clean systems, are completely symmetric in the presence of disorder.
Fig. 6.9, illustrates the contour function as a function of sub-system lattice sites l for
various disorder strength at zero temperature. The entanglement contour is computed
for a sub-region A of size L = N/2 with 215 realizations of disorder and imposing PBC.
One can clearly observe that the entanglement contour exhibits roughly algebraic decaying
behavior with distance in the clean system limit (W/t = 0). We can also extrapolate
the scaling behavior of the entanglement entropy in terms of entanglement contour. We
noticed that the power-law decay of entanglement contour implies logarithmic scaling law
of entanglement entropy [6].
As we are dealing a system with PBC, therefore the boundary of sub-region A consists
of cuts at lattice site l = 0 and l = L. Hence, the entanglement contour for the ground
state of Hamiltonian decays with the distance to the closest boundary.
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Figure 6.10: Scaled entanglement contour of the sub-region A for the quantum critical 1D
Anderson model with PBC for various system size.
For the finite disordered case, the contour function accelerates to decay faster from the
boundary, depending on the amount of disorder as illustrated in Fig. 6.9. In other words,
for a sufficiently strong disorder, the entanglement contour decays exponentially close to
the boundary of the subsystem for l ζ,
Cs(l, L) := Cs (l) ∝ e−l/ζ , l ζ. (6.33)
where ζ is the correlation length. The exponentially decay of the entanglement contour
leads us to the area law of entanglement entropy for the system. In this case, the off-
diagonal elements of the correlation matrix are expected to decay exponentially with the
distance to the diagonal of correlation matrix. Thus, all the ground state correlations
decay exponentially with distance.
In order to clarify the numerical analysis for the system in the context contour function,
we calculate the correlation length ζ by fitting the entanglement contour near the boundary.
The comparison of correlation length ζ (red dots) with the localization length ξ (black line)
is illustrated in the inset of Fig. 6.9. According to Born approximation [12], the localization
length in weak disorder limit scales as
ξ =
105.2t2
W 2
. (6.34)
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It can be seen that the correlation function has a very good agreement with Born approx-
imation. Hence,
ζ ≈ ξ. (6.35)
It is interesting to observe that the correlation length has qualitatively similar behavior as
the localization length of the quantum critical Anderson model.
To examine the essential aspects of contour function, for instance the MIT, we focus
our attention on scaling properties of the entanglement contour for the Anderson model.
For a finite-size systems, the scaled entanglement contour is size independent in the limit
of vanishing disorder (W/t ∼ 0), as depicted in Fig. 6.10. Indeed, no significant finite-size
effects should be observed for L  ζ. This is a clear signature of extended states. On
the other hand, for W/t ≥ 0.1, the scaled entanglement contour depends on system size,
signaling the existence of localized states.
6.4.2 de Moura-Lyra Model
In this section, we numerically investigate the contour function for the de Moura-Lyra
model at zero temperature. The computations are carried out for different system sizes
with large number of realizations of disorder at half filling.
It is important to study two extreme cases of correlation exponent. In the case of
infinite α, the system Hamiltonian corresponds to a tight-binding model with a sinusoidal
potential of wavelength N . As a consequence, the eigenstates of the system are extended,
due to the effective absence of disorder. In contrast, the eigenstates of the system are
strongly localized in the case of zero α. In this limit, one recovers the Anderson model
with uncorrelated disorder.
We have pointed out that the disorder-averaged entanglement contour show roughly
power-law decay behavior in the limit of infinite α. In the opposite limit α = 0, the
entanglement contour turned out to decay exponentially with distance closest to boundary
for l  ζ. In this limit, the eigenstates for finite system are exponentially decaying in
space at infinity. The most detailed studies of localization in this system predicts MIT at
critical correlation exponent αc. From entanglement perspective [26], all the eigenstates of
the system are localized for α ≤ αc. In contrast, the system shows metallic behavior for
α > αc.
The disorder induced localization-delocalization transition may also be investigated in
the framework of contour function. For this purpose, we perform the scaling collapses of the
entanglement contour for various size and correlation exponent as illustrated in Fig. 6.11
for PBC and Fig. 6.12 for OBC. We have noticed that, the contour function at the vicinity
of critical exponent satisfy the following universal scaling function,
Cs(1, L) ' LCs(l/L, L). (6.36)
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L for various disorder strength parameter α with PBC.
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The scaled entanglement contour turns out to be size dependent for α < 2 as shown
in Fig. 6.11 and Fig. 6.12. This feature of entanglement contour indicate the localized
nature of the system. On other hand, for α ≥ 2, the scaled entanglement contour is
size independent. Most precisely, the data collapses of the scaled entanglement contour
signaling the existence of delocalized states. Furthermore, the entanglement contour of
the subsystems will decay algebraically for extended and exponentially for localized states
near the subsystems boundary.
The behavior of de Moura-Lyra model for α→ 1+ is highly nontrivial and, in particular,
deciding whether or not the phase is metallic is dependent on the way the thermodynamic
limit is taken. For α > 1, the thermodynamic limit correlator is non-stationary (C∞α ∝
r/N), and if we take a fixed sized subchain from increasingly larger chains, the values of εn
in the subchain will become more and more correlated and, in the limit N →∞ is therefore
metallic with no mobility edge [27]. It is important to mention that the entanglement
contour are computed for systems with fixed fraction of N , i.e. γ = Ns/N = 1 [27] (full
system sizes are considered for the calculations, Ns = N), and hence the data supports
the results of G. M. Petersen [4] and explains the observed critical point at α = 2 [17].
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Chapter 7
Conclusions and Outlook
In this dissertation, we have addressed the statistical properties of a one-dimensional tight-
binding system with different models of random site energies at zero temperature. We have
investigated various models of disorder, as well as, important tools for the characterization
of physical properties of the system.
We have reported numerical simulations in Chapter 3, based on the kernel polyno-
mial method (KPM) of the disordered electronic systems. We have numerically computed
various physical quantities such as spectral function, density of states and localization
length of the systems with an O(NMR) numerical complexity, where N , M and R are
the system size, moments and random vectors respectively. At first, we have studied the
disorder-averaged single-particle spectral function of the Anderson model. It has been
shown that disorder-induced spectral width verifies the Born approximation in the pertur-
bative regime. We have also computed the localization length of the Anderson model, and
verified by comparing with the analytical perturbative result.
In Chapter 4, we found an Anderson-like behavior of spectral function for the power-
law correlated disorder model (power-law decay of the spectral density, S(k) ∼ k−α) in
the limit of space-correlations C0,n = δ0,n, of disordered potential (α → 0). By varying
the correlation exponent, we observed a change from a Lorentzian shape to a Gaussian
line shape for α→ 1+, that reflects the classical limit. In this limit, the spectral function
turns out to be the probability distribution of the random potential. In addition, the
spectral function is self-averaging for α ≤ 1, as the standard deviations decay 1/
√
L, with
size L of the system, at the band center, but ceases to be so for α > 1. In the extreme
limit, α→∞, the correlated disorder system corresponds to a tight-binding model with a
cosine potential of wavelength L, and the spectral function displays similar behavior as the
density of states in real space. Furthermore, we have also investigated spectral function
for the Gaussian correlated disorder case (Gaussian decay of the spectral density). It is
shown that the correlation length of disorder in the regime σε  ~vkqc, is much larger than
the lattice spacing (qca  1) but much smaller than the system’s size, and the spectral
function has a Gaussian shape with mean Ek and variance σ2ε , the variance of the random
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site energy.
An important conclusion of this thesis is the problem of delocalization transition in the
de Moura-Lyra model. Indeed, in Chapter 5, we have calculated the localization length
of the model by applying a generalized Thouless formula in the perturbative regime, and
observed a divergence behavior of the localization length at α = 1, in the thermodynamic
limit. These results were confirmed by a direct evaluation of the localization length from
the linear scaling of the typical Landauer conductance, which was shown to suffer from
a persistent finite-size scaling near the transition point. We have pointed out that the
persistent finite-size scaling of the data is caused by a very slow convergence of the nearest-
neighbor correlator to its infinite-size limit, and controlled by the choice of a proper scaling
parameter. We have conclusively established that nature of localization-delocalization at
α = 1 quite different in nature of the transition observed at α = 2.
Finally, in the Chapter 6, we have studied the ground-state entanglement in the An-
derson model. It was shown that the entanglement entropy scales logarithmically with
system size for a perfectly clean quantum critical systems. In this limit, the localization
length exceeds system size and all the eigenstates are delocalized. However, the entangle-
ment entropy of the Anderson model with size larger than the localization length turned
out to be constant. As a consequence, the entanglement entropy obey the famous area
law, S ∝ Ld−1, where d is the dimension of the system. In addition, we have presented
the kernel polynomial approximations of the ground-state entanglement entropy of the 1D
Anderson model at T = 0. The KPM results are shown to be deviated significantly form
analytical results (exact diagonalization method). We have pointed out that the KPM
estimate of the correlation matrix is non-idempotent for the Anderson model. The origin
of non-idempotent correlation matrix is the partial contributions of the spectral density
at Fermi energy in the calculations of correlation matrix. We have pointed out that the
accuracy and numerical convergence of this particular problem can be only controlled by
purifying procedure (McWeeny’s algorithm). A major drawback in this method is that the
computational cost of purification procedure O(N3) dominate the overall computational
cost of the KPM. We have also presented evidence regarding the area law of entangle-
ment entropy by employing entanglement contour. Furthermore, entanglement contour is
used as a diagnostic tool for the metal insulator transition —where the rescaled entan-
glement contour becomes universal in the vicinity of critical exponent α = 2— for the de
Moura-Lyra model.
An interesting follow-up to the present work would be finding new ways of simulating
stationary disorder landscapes having power-law tails with tunable exponents but a pos-
sibly negligible and independently determined short-scale noise. Analyzing systems with
such potentials would give us information about the importance of algebraic correlation
tails in the physics of one-dimensional localization.
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Random Phase Averages
In section 4.4, we needed to calculate terms of the form
exp (iφq1) exp (iφq2) . . . exp
(
iφ−q1−q2−...qn−1
)
(A.1)
where φq are independent random phases with an uniform distribution in the circle and
obeying the constraint φq = −φq. These expressions appear inside sums over momenta, of
the form ∑
q1 6=0
· · ·
∑
qn−1 6=0
V (q1) . . . V (qn−1)V (−q1 · · · − qn−1)
×exp (iφq1) . . . exp
(
iφ−q1−q2−...qn−1
)
, (A.2)
where V (q) = V (−q). Clearly, since these phases are uniformly distributed independent
variables (except in the case q2 = ±q1), we have
exp (iφq1) = 0, (A.3a)
exp (iφq1) exp (iφq2) = δq1+q2,0. (A.3b)
Therefore, we can only obtain a non zero result if all the phase factors are paired. This
means that F (q1, . . . , qn) = exp (iφq1) exp (iφq2) . . . exp (iφqn) is zero unless
∑
i qi = 0.
A.1 General Procedure
To actually calculate the phase averages, we may start with the following illustrative case:
F (q1, q2, q3, q4) := exp (iφq1) exp (iφq2) exp (iφq3) exp (iφq4) (A.4)
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To prevent lengthy notation, we define
δqi+qj ,0 → δij
1− δqi+qj ,0 → δij = 1− δij
such that δij + δij = 1. Note also, that since V (q) = V (−q), the contraction of two
momenta is equivalent to a Kronecker delta in the momentum sums.
Hence, we can write
F (q1, . . . , q4) = δ12F (q3, q4) + δ12F (q1, . . . , q4)
= δ12δ34 + δ12F (q1, . . . , q4),
and repeat the process until we exhaust all possibilities. In this case, we just need to do it
once,
δ12F (q1, . . . , q4) = δ12
[
δ13δ24 + δ13F (q1, . . . , q4)
]
= δ12
[
δ13δ24 + δ13δ14δ23
]
so
F (q1, . . . , q4) = δ12δ34 + δ12δ13δ24 + δ12δ13δ14δ23.
Finally, if we express everything in terms of Kronecker deltas (using δij := 1− δij), we get
F (q1, . . . , q4) =δ12δ34 + δ13δ24 + δ14δ23
−δ12δ13δ24 − δ12δ14δ23 − δ13δ14δ23
+δ12δ13δ14δ23. (A.5)
The left-hand side of the above equation can be divided in three groups of terms:
1. The first three terms correspond to all the pairwise contractions of momenta, which
gives a contribution of the form:
3
(∑
q
V 2(q)
)2
= 3
(
ε2
)2
= 3σ4ε ;
2. The following three involve double contractions (coincidences of momenta) which
imply V (q1) = V (q2) = V (q3) = V (q4). This contribution is −3
∑
q V
4(q);
3. The last term gives no contribution, since it implies that q1 = −q2 = −q3 = −q4 and
q2 = −q3. This will always yield a factor of V (0) = 0.
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Consequently, the four momentum sums of Eq. A.2 have the value
3
(∑
q
V 2(q)
)2
− 3
∑
q
V 4(q) (A.6)
This procedure is trivially generalized to any number of phase factors, although the struc-
ture becomes rather complicated for higher order terms. Fortunately, we will see that in
certain limits, we may ignore the contributions coming from the coincidences of momenta,
and only the pairwise contractions will contribute.
A.2 Phase Averages in the Gaussian Disorder Case
In the case of the Gaussian correlated disorder, the normalization of the Fourier transform
implies that V 2(q) ∼ O(1/N). The momentum sums give a factor of O(N), which means
that the two terms in Eq. A.6 will be of order
3
(∑
q
V 2(q)
)2
∼ O(1),
3
(∑
q
V 4(q)
)
∼ O(N)×O( 1
N2
) ∼ O( 1
N
).
This means that the second term is negligible in the thermodynamic limit. This argument
can actually be carried through to any order, since any term of the form
∑
q V
n(q) goes to
zero in the limit N → inf, which renders all the contributions coming from the coincidence
of indices irrelevant in this limit.
Therefore, if we want to calculate a general F (q1, . . . , qn), we may only consider the
sum of all pairwise contractions of momenta. The total number of different contractions is
(n− 1)!!, and each one contributes with a term
(∑
q V
2(q)
)n/2
to the sum over momenta.
Hence, we have ∑
q1...qn−1
V (q1) ...V (−q1...− qn−1)eiφq1 ...eiφ−q1...−qn−1 =
= (n− 1)!!
(∑
q
V 2(q)
)n
2 [
1 +O
(
1
N
)]
(A.7)
Phase Averages in the Power-Law Disorder Case
For the case of Power-Law Correlated Disorder, the Eq. A.6 is still valid, but one cannot
generally ignore the V 4 term. Let us consider only the cases where α > 1, meaning that
V (q) = A(α)
(
2π
N
) 1
2 1
|q|α2
(A.8)
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with the normalization
A(α) =
σε√
2ζ(α)
(
2π
N
)(α−1)/2
. (A.9)
Like before, we have
∑
q 6=0 V
2(q) = σ2ε , but the calculation of
∑
q V
4(q) is now, slightly
different, i.e.
∑
q 6=0
V 4(q) =A4 (α)
(
2π
N
)2∑
q 6=0
1
|q|2α
=2A4 (α)
(
2π
N
)2(1−α) N/2∑
p=1
1
p2α
In the large N limit, the last sum converges if α > 1/2 and it gives ζ(2α). Using Eq. A.9,
we finally obtain
∑
q 6=0 V
4(q) = ζ(2α)2ζ(α)σ
4
ε , which does not scale with the system size N . This
interesting result suggests that the argument made for the Gaussian case does not work
here, and any calculation of the moments of ρ(k,E) must account for the coincidences
of momenta. In fact, this is easily seen to be true for any term of the form
∑
q V
2n(q),
yielding the general form
∑
q
V 2n(q) =
ζ(nα)
2nζ(α)n
σ2nε (A.10)
Nevertheless, a special case happens when α → 1. In this limit, the denominator of
Eq. A.10 diverges as (α−1)−n , while the numerator remains finite near α = 1. This means
that, for α→ 1 the corrections due to the coincidence of momenta become negligible, and
we have
∑
q1...qn−1
V (q1) ...V (−q1...− qn−1)eiφq1 ...eiφ−q1...−qn−1 =
= (n− 1)!!
(∑
q
V 2(q)
)2n
[1 +O (α− 1)] (A.11)
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Generation of Correlated Random
Potential
Fast Fourier Transform (FFT) is one of the most powerful mathematical algorithms and
can reduce the numerical complexity by an order of magnitude. The numerical complexity
of this algorithm is only O(L logL), where L is the size of the system.
The correlated disorder potential can be efficiently computed by employing FFT. The
key idea is to generate the correlated random potential in momentum space and then
convert it into real space.
In general, the discrete inverse Fourier transform of a function φ(k) is
V (r) =
L−1∑
k=0
φ(k) exp(i
2πk
L
r), (B.1)
For the case of even function of φ(k), we can expand the above equation as
V (r) =
L
2∑
k=−L
2
+1
φ(k) exp(i
2π
L
kr), (B.2)
=
1∑
k=−L
2
+1
φ(k) exp(i
2π
L
kr) +
L
2∑
k=0
φ(k) exp(i
2π
L
kr), (B.3)
=
L
2
−1∑
k=1
φ(k)ei
2π
L
kr + φ(0) +
L
2
−1∑
k=1
φ(k)ei
2π
L
kr + φ(
L
2
)ei
2π
L
L
2
r, (B.4)
= φ(0) + φ(
L
2
)eiπr + 2
L
2
−1∑
k=1
φ(k)ei
2π
L
kr, (B.5)
= φ(0) + φ(
L
2
)eiπr + 2
L
2
−1∑
k=1
φ(k)(cos(
2πk
L
r) + i sin(
2πk
L
r)). (B.6)
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The correlated random potential for one-dimensional lattice can be written as
εr =
L/2∑
k=1
V (k) cos
(
2πk
L
r + ϕk
)
, (B.7)
In order to obtain the coefficient of FFT algorithm, we first expand the correlated disorder
as
εr =
L
2∑
k=1
V (k)(cos
(
2πk
L
r
)
cos (ϕk)− sin
(
2πk
L
r
)
sin (ϕk)), (B.8)
= V (
L
2
) cos (πr) cos(ϕk) +
L
2
−1∑
k=1
V (k)(cos(
2πk
L
r) cos (ϕk)− sin(
2πk
L
r) sin (ϕk)), (B.9)
= V (
L
2
) cos (ϕk) e
iπr +
L
2
−1∑
k=1
V (k)(cos(
2πk
L
r) cos (ϕk)− sin(
2πk
L
r) sin (ϕk)), (B.10)
where eiπr = cos (πr) + i sin (πr), (sin (πr) = 0, for r = R). Comparing Eq. (B.6) and
(B.10), we have
φ(0) = 0; φ(
L
2
) = V (
L
2
) cos (ϕk) ; φ(k) =
V (k)
2
cos (ϕk) + i
V (k)
2
sin (ϕk) (B.11)
Thus, having these coefficient in hand, we can first generate the correlated disorder poten-
tials in momentum space, and then applying FFT, in order to convert it into required real
space.
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Appendix C
Recursion Green Function Method
In this section, we will explore how to calculate the Green’s functions —Gr/aN+1,0(EF )—
between two positions inside the sample coupled (on both sides) to semi-infinite leads. As
demonstrated in chapter 3, the non-equilibrium current which transverses the sample when
the chemical potentials in both leads are different, can be entirely expressed in terms of a
small number of matrix elements of G(E = EF )1.
Figure C.1: Scheme showing the process of: (a) Adding the (n+ 1)th atom to the sample,
as it is “grown” from the surface of the left lead; (b) Closing the recursion by coupling the
sample to the right lead.
We start by pointing out that the method described here takes explicit advantage of
both the 1D character of the system and the fact that the full Hamiltonian is band-diagonal
in position-space. This is all we need in the context of one-dimensional systems, however
there are many known generalizations of these recursive methods, which are applicable to
other geometries and/or dimensions. The main idea behind the RGFM is the fact that one
may divide the sample into its constituent sites and reconstruct it, site by site, on top of
the left lead’s surface. Accordingly, we may define the propagator associated to the system
containing the left lead coupled to the n first sites of the sample as Gni,j(E). By definition,
1We omit from now on, the labels r/a, since it is obvious that all equations will apply equally well to
the retarded and advanced propagators.
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we take the 0-layer propagator to be G0i,j(E) = GNi,j(E). The process of adding the (n+1)th
site of the sample is represented in Fig. C.1, where V n+1 = −tδi,nδj,n+1− tδi,n+1δj,n is the
interaction term which couples it to the rest of the sites at its left.
The Left-to-Right Recursion
The (n+ 1)-layer propagator —Gn+1i,j (E)— can be related to the propagator of the uncou-
pled system, by means to the Dyson Equation. The propagator of the uncoupled system
is just the direct product of the Gni,j(E) with the one of the isolated (n+ 1)th site, i.e.
G0i,j(E) :=
[
Gn(E)
⊗
gn+1(E)
]
i,j
, (C.1)
For an isolated atom, which is a single-level quantum system, it is obvious that we have
gn+1i,j (E) =
δi,n+1δj,n+1
E − εn+1 ± i0+
= δi,n+1δj,n+1gn+1(E), (C.2)
where εn+1 stands for the value of the local potential at site n + 1, and gn+1(E) =
G0n+1,n+1(E) = 1/(E − εn+1 ± i0+). Given, the above facts, we can write the Dyson
equation as follows:
G(n+1)i,j (E) = G0i,j(E) +
∑
k,l
G0i,k(E)V
(n+1)
k,l Gn+1l,j (E),
= G0i,j(E)− t
(
G0i,n(E)Gn+1n+1,j(E) +G0i,n+1(E)Gn+1n,j (E)
)
,
(C.3)
We are interested in the calculations of
Gn+1n+1,n+1(E) = gn+1(E)− tgn+1(E)Gn+1n,n+1(E), (C.4)
Gn+1n,n+1(E) = −tGnn,n(E)Gn+1n+1,n+1(E), (C.5)
Gn+10,n+1(E) = −tGn0,n(E)Gn+1n+1,n+1(E), (C.6)
Using these equations, we can obtain a recursion relation for Gnn,n(E), as follows,
Gn+10,n+1(E) = −
tGn0,n(E)
E − εn+1 − t2Gnn,n(E)
, (C.7)
Gn+1n+1,n+1(E) =
1
E − εn+1 − t2Gnn,n(E)
, (C.8)
Clearly they show that if we start with the initial condition imposed by the left lead
G00,0(E, eV/2) = gL(E, eV/2), where,
gL(E, eV/2) =
E + eV/2
2t2
∓ i
2t2
√
4t2 − (E + eV/2)2. (C.9)
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in the presence of a constant potential V , we can determine Gnn,n(E) and Gn0,n(E) recursively,
by adding each atom of the sample successively until the nth layer. However, this process
cannot continue forever, since we which to couple to a semi-infinite lead on the right,
once n = N, Thus, to close the iterative procedure, one must provide another Dyson
equation, which describes the coupling of the “left lead + sample” subsystem, with the
semi-infinite right lead (see Fig. C.1). The coupling between the two subsystems is written
as, V N+1i,j = −tδi,Nδj,N+1 − tδi,N+1δj,N , and the corresponding Dyson equation is
Gi,j(E) = G0i,j(E)− t
(
G0i,N (E)GN+1,j(E) +G0i,N+1(E)GN,j(E)
)
, (C.10)
After some algebra, we get the following final expression,
GN+1,N+1(E) =
gR(E)
1− t2gR(E)GNN,N (E)
, (C.11)
G0,N+1(E) = −
gR(E)GN0,N (E)
1− t2gR(E)GNN,N (E)
, (C.12)
where gR(E,−eV/2) = GN+1N+1,N+1(E,−eV/2) is the propagator of the right lead2
gR(E,−eV/2) =
E − eV/2
2t2
∓ i
2t2
√
4t2 − (E − eV/2)2. (C.13)
Similarly, the same could have been done starting from the opposite lead (right-to-left
recursion) and can obtain the following recursion equations:
G0,0(E) =
gL(E)
1− t2gL(E)G11,1(E)
, (C.14)
GN+1,0(E) = −
gL(E)G1N+1,1(E)
1− t2gL(E)G11,1(E)
, (C.15)
where G11,1(E) and G1N+1,1(E) can be computed recursively by the using the following
equations
Gn−1N+1,n−1(E) = −
tGnN+1,n(E)
E − εn+1 − t2Gnn,n(E)
, (C.16)
Gn−1n−1,n−1(E) =
1
E − εn+1 − t2Gnn,n(E)
, (C.17)
Eqs. C.11 and C.14 are the central results for calculating transport properties in a tight-
binding model.
2∓ : − is for retarded, while + is for advanced Green’s function
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Appendix D
Mean Free Path of the Anderson
Model
The mean free path of the Anderson model in the perturbative regime (weak disorder
limit) can be calculated analytically by the disorder averaged of the transition rate [75].
The transition rate for d-dimensional Anderson model with random potential V , can be
found by applying the Fermi golden rule:
= π
∑
k′
∣∣〈k |V | k′〉∣∣2 δ(Ek − Ek′), (D.1)
= π
∑
k′
∣∣∣∣∣∣
∑
j
εj〈k|j〉〈j|k′〉
∣∣∣∣∣∣
2
δ(Ek − Ek′), (D.2)
= π
∑
k′
(
∑
j
ε2j
L2d
+
∑
j 6=j′
εjεj′
L2d
ei(k−k
′)(j−j′))δ(Ek − Ek′), (D.3)
Tacking average over disorder, results
1
τ
= π
∑
k′
W 2
12L2d
δ(Ek − Ek′), (D.4)
in the thermodynamic limit,
1
τ
= π
W 2
12
ˆ
dk′
(2π)d
δ(Ek − Ek′), (D.5)
= π
W 2
12
ˆ
dE′ρ(E′)δ(Ek − E′), (D.6)
= π
W 2
12
ρ(Ek). (D.7)
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where ρ(Ek) is the density of states for a d-dimensional clean system. For one-dimensional
system, it is given by
ρ(Ek) =
1
π
1√
4t2 − E2k
, (D.8)
The mean free path can be obtained by l = vτ , where v is the typical velocity of the
particle in between scattering events and can be obtained as
v ≡ ∂Ek/∂k =
√
4t2 − E2k (D.9)
The mean free path is given by
l =
12(4t2 − E2k)
W 2
, (D.10)
Eq. D.10, clearly show that, the mean free path and the localization length in 1D Anderson
model are the same.
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