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A K¶ESZLETGAZD¶ALKOD¶ASI MODELLEK
IR¶ANYZATAINAK RENDSZEREZ}O ¶ATTEKINT¶ESE1
HAUCK ZSUZSANNA
PTE KTK
Jelen munka c¶elja a k¶eszletgazd¶alkod¶as alapmodelljeinek, valamint kiterjesz-
t¶esi ir¶anyzatainak rendszerez}o bemutat¶asa. Alapmodellnek tekintjÄuk a keres-
ked}okre vonatkoz¶o Economic Order Quantity (EOQ), valamint a termel}okre
vonatkoz¶o Economic Production Quantity (EPQ) modelleket. A kiterjesz-
t¶esi lehet}os¶egeket t¶argyaljuk tartalmuk szerint: nyolc ir¶anyzatot sorolunk a
kÄuls}o, tov¶abbi hatot pedig a bels}o korl¶atokb¶ol ad¶od¶o kiterjeszt¶esekhez. KÄulÄon
szakaszban foglalkozunk emellett a kÄulÄonbÄoz}o m¶odszertani megkÄozel¶³t¶esekkel.
Lehet}os¶egeinkhez m¶erten ÄosszevetjÄuk az elm¶eletet a gyakorlat ÄosszefÄugg¶eseivel,
kÄoztÄuk a Toyota Termel¶esi Rendszerrel.
Kulcsszavak: gazdas¶agos sorozatnagys¶ag, k¶eszletez¶esi kÄolts¶eg, sorozat-
kezd¶esi kÄolts¶eg, h¶atral¶ek
1 Bevezet¶es
Jelen munk¶aval Koml¶osi S¶andort szeretn¶em kÄoszÄonteni 70. szÄulet¶esnapja
alkalm¶ab¶ol. Nagy ÄorÄomÄomre szolg¶al, hogy nemcsak hallgat¶oja, de koll¶eg¶aja
is lehettem, lehetek Koml¶osi professzornak, akire mind szakmailag, mind
emberileg maxim¶alisan feln¶ezek. A tanulm¶any doktori ¶ertekez¶esem (Hauck,
2015) szakirodalmi ¶attekint¶es¶enek ¶atdolgozott, tov¶abbfejlesztett v¶altozata,
melynek aprop¶oj¶at az adja, hogy az Äunnepelt biztat¶as¶ara ny¶ujtottam be disz-
szert¶aci¶omat egy nemzetkÄozi megm¶erettet¶esre. Szeretn¶em megmutatni, hogy
a l¶atott j¶o p¶elda alapj¶an nem ¶allok meg a d¶³j elnyer¶ese ut¶an, hanem igyekszem
ugyanolyan al¶azattal ¶es elsz¶ants¶aggal folytatni a munk¶at, ahogy azt t}ole is
mindig l¶athatom.
A k¶eszletgazd¶alkod¶as modellez¶es¶enek szÄuks¶egess¶eg¶et mi sem bizony¶³tja
jobban, hogy minden v¶allalat rendelkezik kisebb-nagyobb mennyis¶eg}u k¶esz-
lettel. A k¶eszletek k¶epz¶es¶enek, keletkez¶es¶enek f}o oka, hogy a kereslet ¶es a
k¶³n¶alat id}oben sok esetben nem egyszerre merÄulnek fel. A k¶eszletek jellemz}o
jelenl¶et¶et igazolja tov¶abb¶a, hogy Heizer et al. (2010) szerint az anyag¶araml¶asi
id}onek csak mintegy Äot sz¶azal¶ek¶aban tÄort¶enik t¶enyleges megmunk¶al¶as, a fenn-
marad¶o id}oben a term¶ekek, f¶elk¶esz term¶ekek, alkatr¶eszek, nyersanyagok k¶esz-
let form¶aj¶aban v¶arakoznak.
A k¶eszletgazd¶alkod¶asi modellek kÄozÄos c¶elja, hogy megtal¶alj¶ak az optimu-
mot a t¶ul- ¶es az alulk¶eszletez¶es kock¶azatai mellett, azaz a lehet}o legmagasabb
fogyaszt¶o-kiszolg¶al¶asi szintet ¶erj¶ek el a lehet}o legalacsonyabb kÄolts¶eg mellett.
1Be¶erkezett: 2017. janu¶ar 20. E-mail: hauckzs@ktk.pte.hu.
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Ennek megfelel}oen l¶eteznek a pro¯t maximum¶at keres}o modellek, de sokkal
jellemz}obb a kÄolts¶egminimum c¶elj¶anak kit}uz¶ese. K¶eszletgazd¶alkod¶asi model-
leket az International Journal of Production Economics (IJPE) ¶es a European
Journal of Operational Research (EJOR) c¶³m}u szakfoly¶oiratok publik¶alnak a
leggyakrabban. Az IJPE tÄobb mint 600, az EJOR tÄobb mint 500 tanulm¶anyt
jegyez a k¶eszletgazd¶alkod¶asban alapmodellnek sz¶am¶³t¶o EOQ (Economic Or-
der Quantity , ld. 2.1.) t¶emakÄor¶eben. Ezek kÄozÄul 500, illetve 350 feletti
sz¶am¶u cikket publik¶altak az ezredfordul¶o ¶ota. Az 1. ¶abra ezek ¶eves szint}u
megoszl¶as¶at mutatja, feltÄuntetve az EPQ (Economic Production Quantity , ld.
2.2.) modell el}ofordul¶as¶at is. Mivel az EPQ modellb}ol viszonylag kÄonnyen
sz¶armaztathat¶o az EOQ v¶altozat, ez¶ert az EPQ-t tartalmaz¶o tanulm¶anyok
gyakran hasonl¶³tj¶ak Äossze a k¶et modell eredm¶eny¶et egym¶assal. Az ¶abr¶an is j¶ol
l¶atszik, hogy kev¶es az olyan cikk, amely csak Äonmag¶aban foglalkozik termel}o
v¶allalat modellj¶evel, azaz EPQ-val.
1. ¶abra. EOQ ¶es EPQ modellek el}ofordul¶asa a 2000-2016 id}oszak IJPE ¶es EJOR sz¶amaiban
(2016. december 31-ig)
EOQ/EPQ t¶em¶aban a legtÄobb tanulm¶any a k¶et lapban 2014-ben szÄuletett,
melynek oka, hogy EOQ modell sz¶az ¶eves ¶evfordul¶oja alkalm¶ab¶ol az IJPE
kÄulÄonsz¶amban val¶o publik¶al¶asi lehet}os¶eget hirdetett, ¶es ezen tanulm¶anyok
2014-ben jelentek meg. A m¶asodik legtÄobb publik¶aci¶ot 2008-ban kÄonyvelhette
el a k¶et foly¶oirat. Az Äosszesen 96 cikkb}ol 73 csak EOQ, 2 csak EPQ, tov¶abbi
21 pedig EOQ ¶es EPQ modellekkel egyar¶ant foglalkozott. Ezt kÄovet}oen n¶emi
visszaes¶est mutat a gra¯kon, ami nagyr¶eszt azzal magyar¶azhat¶o, hogy 2008-
t¶ol kezdve egyre tÄobb k¶eszletgazd¶alkod¶asi t¶em¶aj¶u cikket kÄozÄolnek olyan neves
lapok (gyakoris¶agi sorrendben), mint a Computers & Industrial Engineer-
ing , a Computers & Operations Research , az Applied Mathematical Modelling
vagy az Omega.
A kÄovetkez}o szakaszokban bemutatjuk a k¶eszletgazd¶alkod¶as k¶et alapmo-
dellj¶et, majd tizenh¶arom, tartalom szerinti kiterjeszt¶esi ir¶anyzatukat vesszÄuk
sorra. A negyedik r¶eszben m¶odszertani megkÄozel¶³t¶esekkel foglalkozunk. Az
ezt kÄovet}o Äosszegz¶esben rÄoviden kit¶erÄunk a tov¶abbfejleszt¶esi lehet}os¶egeire is.
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TÄorekszÄunk a modellek gyakorlati relevanci¶aj¶anak hangs¶ulyoz¶as¶ara, ennek
¶erdek¶eben az arra alkalmas eseteket ÄosszevetjÄuk p¶eld¶aul a Toyota Termel¶esi
Rendszer (TTR) gyakorlat¶aval.
2 A k¶et alapmodell
2.1 Az Economic Order Quantity (EOQ) modell
A k¶eszletgazd¶alkod¶as alapmodellje nemr¶eg Äunnepelte sz¶azadik szÄulet¶esnapj¶at.
Harris (1913a ¶es 1913b) alapgondolat¶anak l¶enyege, hogy a sorozatkezd¶esi
(rendel¶esi vagy ¶at¶all¶asi) ¶es k¶eszletez¶esi kÄolts¶egek, valamint a kereslet ismere-
t¶eben hat¶arozzuk meg a gazdas¶agos sorozatnagys¶agot. Ann¶al tÄobb term¶eket
¶erdemes egyszerre legy¶artani, illetve rendelni, min¶el dr¶ag¶abb a rendel¶es, ma-
gasabb a kereslet ¶es olcs¶obb a k¶eszlettart¶as. A modell optim¶alis k¶eszletez¶esi
politik¶at hat¶aroz meg, nem veszi ¯gyelembe a gy¶art¶ashoz, eloszt¶ashoz, sz¶al-
l¶³t¶ashoz kapcsol¶od¶o kÄolts¶egeket, ahogy az ¶arbev¶etelt sem.
Harris (1913a ¶es 1913b) Economic Order Quantity (EOQ) modellje ¶ertel-
mezhet}o keresked}okre ¶es termel}o c¶egekre egyar¶ant. Legegyszer}ubb v¶altozata
a 2. ¶abra k¶eszletalakul¶asi diagramj¶ab¶ol indul ki. A gyakran f}ur¶eszfoghoz ha-
sonl¶³tott modell k¶eszletez¶esi ciklusokra osztja a tervez¶esi id}ointervallumot.
Minden ciklus elej¶en egy Q mennyis¶eg}u term¶ekb}ol ¶all¶o sorozat ¶erkezik a rak-
t¶arba. Ezek lehetnek k¶eszterm¶ekek, f¶elk¶esz term¶ekek, de ak¶ar nyersanyagok
is. A be¶erkezett mennyis¶eget felt¶etelez¶eseink szerint egyenletes kereslet em¶esz-
ti fel. A kÄovetkez}o egy ¶ev kereslet¶et D-vel jelÄolve (a jelÄol¶esek jegyz¶ek¶et ld. az
1. t¶abl¶azatban) egy sorozat Q=D id}o alatt fogy el, ennyi teh¶at egy peri¶odus
hossza. A vizsg¶alt id}ointervallumban (egy ¶ev) el}ofordul¶o ciklusok sz¶ama en-
nek reciproka, vagyis D=Q. Minden k¶eszletez¶esi peri¶odus elej¶en s sorozat-
kezd¶esi kÄolts¶eg merÄul fel, amely keresked}o eset¶en a rendel¶esfelad¶as, gy¶art¶o
eset¶en az ¶at¶all¶as kÄolts¶ege. Ez a kÄolts¶eg ¯x, ¶es fÄuggetlen a sorozatnagys¶agt¶ol.
Az alapmodellben felt¶etelezzÄuk, hogy az ¶atfut¶asi id}o nulla, teh¶at amikor el-
fogy a rakt¶ark¶eszlet, ¶ugy azonnal be tud ¶erkezni egy ¶uj sorozat. Erre az¶ert is
szÄuks¶eg van, mert hi¶any nem megengedett.
JelÄol¶es Jelent¶ese
D napi kereslet (db/nap)
m termel¶esi r¶ata (db/nap)
s sorozatkezd¶esi kÄolts¶eg (ciklusonk¶ent merÄul fel)
h egy term¶ek k¶eszleten tart¶as¶anak napi kÄolts¶ege
b term¶ekenk¶enti napi h¶atral¶ekkÄolts¶eg
Q sorozatnagys¶ag (db), dÄont¶esi v¶altoz¶o
1. t¶abl¶azat. A tanulm¶anyban alkalmazott jelÄol¶esek jegyz¶eke
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2. ¶abra. Az EOQ alapmodell k¶eszletalakul¶asi diagramja
Forr¶as: Harris (1913a, 1913b) alapj¶an saj¶at szerkeszt¶es
A fentiek alapj¶an egy ¶ev alatt sD=Q sorozatkezd¶esi kÄolts¶eg merÄul fel,
melyhez hozz¶aad¶odnak m¶eg a k¶eszlettart¶asi ¶es a term¶ekkel kapcsolatos kÄolt-
s¶egek. A fajlagos k¶eszlettart¶asi kÄolts¶eg (h) ¶alland¶o, ¶es mivel a kereslet is
¶alland¶o, eloszl¶asa pedig egyenletes, ez¶ert Q=2 ¶atlagos k¶eszletszint ut¶an merÄul
fel. Gy¶art¶as eset¶en a c el}o¶all¶³t¶asi kÄolts¶eg a keresletnek megfelel}o mennyis¶egben
merÄul fel, amely keresked}o eset¶en a beszerz¶esi ¶arat jelenti. Az ÄosszkÄolts¶eg
fÄuggv¶eny teh¶at:
TCEOQ(Q) = sD=Q + hQ=2 + cD : (1)
Mivel a dÄont¶eshoz¶o sz¶am¶ara adott a kereslet, valamint a sorozatkezd¶esi, a
fajlagos k¶eszlettart¶asi ¶es a term¶ekkel kapcsolatos kÄolts¶egek, ez¶ert a sorozat-
nagys¶ag az egyetlen dÄont¶esi v¶altoz¶o. A c¶el az ÄosszkÄolts¶eg minimaliz¶al¶asa,
melyhez a gazdas¶agos sorozatnagys¶agot a Q =
p
2sD=h Wilson-formul¶aval
(Wilson, 1934) hat¶arozhatjuk meg. Erre a formul¶ara lesz ugyanis nulla az
els}o deriv¶alt, a m¶asodik deriv¶alt pedig pozit¶³v. Az ÄosszkÄolts¶eg fÄuggv¶eny szer-
kezet¶et a 3. ¶abra bal oldala mutatja be.
3. ¶abra. Az ÄosszkÄolts¶eg fÄuggv¶eny szerkezet¶enek szerepe a sorozatnagys¶ag v¶altoztat¶as¶aban
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A 3. ¶abra jobb oldala azt mutatja meg, hogyan lehet alacsonyabb gazdas¶a-
gos sorozatnagys¶agot el¶erni. Erre az¶ert keressÄuk a v¶alaszt, mert a kiv¶al¶o mi-
n}os¶eg el}o¶all¶³t¶as¶ar¶ol is h¶³res Toyota Termel¶esi Rendszerben (TTR) a k¶³v¶anatos
sorozatnagys¶ag egys¶egnyi. A Wilson-formula alapj¶an egyik megold¶as lehetne
a kereslet csÄokkent¶ese, ez azonban nyilv¶an nem c¶elja a v¶allalatnak. A hei-
junka elv alkalmaz¶as¶anak (a termel}osor kiegyens¶ulyoz¶asa) kÄoszÄonhet}oen JIT
rendszerekben a keresletet konstansnak tekinthetjÄuk, mivel a szerz}od¶eseket
bizonyos id}oszakra el}ore kÄotik.
A sorozatkezd¶esi kÄolts¶eg csÄokkent¶ese azonban c¶elja a v¶allalatnak, ¶es ebben
a Toyota rendk¶³vÄuli eredm¶enyeket ¶er el. A folyamatos fejleszt¶esnek kÄoszÄon-
het}oen ugyanis ¶or¶akr¶ol m¶asodpercekre tudja csÄokkenteni az ¶at¶all¶asi id}oket.
Hasonl¶oan sikeres ebben szolg¶altat¶asok ter¶en a Southwest Airlines, hiszen
ak¶ar negyed ¶ora el¶eg a dolgoz¶oinak arra, hogy fogadjanak egy g¶epet, ¶es tel-
jes m¶ert¶ekben felk¶esz¶³ts¶ek azt a kÄovetkez}o felsz¶all¶asra (ld. Oliva ¶es Gittel,
2007). Ezzel radik¶alisan csÄokkenthet}o s, aminek kÄoszÄonhet}oen a sorozatkez-
d¶esi kÄolts¶egeket mutat¶o gÄorbe az orig¶ohoz kÄozelebb tol¶odik (ld. 3. ¶abra), ¶³gy
kor¶abban metszi a k¶eszletez¶esi kÄolts¶eg egyenes¶et, vagyis csÄokken a gazdas¶agos
sorozatnagys¶ag. A Wilson-formula nevez}oj¶eben ¶all¶o h fajlagos k¶eszlettart¶asi
kÄolts¶eget emellett a Toyota magasabbnak tekinti, mint a v¶allalkoz¶asok ¶al-
tal¶aban. A TTR ¯loz¶o¯a szerint ugyanis a k¶eszletek eltakarj¶ak a hib¶akat,
probl¶em¶akat. A k¶eszlettart¶asi kÄolts¶egek line¶aris egyenese ennek megfelel}oen
sokkal meredekebb a 3. ¶abra jobb oldal¶an, tov¶abb csÄokkentve ezzel a gaz-
das¶agos sorozatnagys¶agot. Amennyiben a fajlagos k¶eszlettart¶asi kÄolts¶eget ¶es
a keresletet adotts¶agnak tekintjÄuk, ¶ugy az egys¶egnyi sorozatnagys¶agot ¶ugy
tudja el¶erni a v¶allalat, ha a sorozatkezd¶esi kÄolts¶eget s = h=2D m¶ert¶ek}ure
tudja leszor¶³tani. Ennek a gyakorlati megval¶os¶³that¶os¶aga meglehet}osen kor-
l¶atozott, m¶egis kev¶es olyan tanulm¶any szÄuletett, amely k¶³s¶erletet tett volna a
TTR-ben alkalmazand¶o gazdas¶agos sorozatnagys¶ag meghat¶aroz¶as¶ara. VÄorÄos
¶es Rappai (2016) publik¶aci¶oja ¶uj ir¶anyzatot ind¶³that el a t¶emakÄorben. A szer-
z}op¶aros ¶altal felvetett probl¶ema az¶ert is ¶erdekes, mert b¶ar a kereslet konstans,
az ell¶at¶as sztochasztikus term¶eszet}u ebben a termel¶esi rendszerben.
2.2 Az Economic Production Quantity (EPQ) modell
A fenti EOQ probl¶em¶at gondolta tov¶abb Taft (1918a ¶es 1918b), felt¶etelezve,
hogy a term¶ekek nem a k¶eszletez¶esi peri¶odus elej¶en, egyszerre, hanem folya-
matosan ¶erkeznek a rakt¶arba. Ezt ¶ertelmezhetjÄuk ¶ugy is, hogy a termel¶esi
r¶ata v¶eges. A modell neve Economic Production Quantity-re v¶altozott, mivel
legink¶abb termel}o c¶egekre ¶ertelmezhet}o. A kereslet itt is ¶alland¶o ¶es egyenle-
tes, hi¶any tov¶abbra sem megengedett. A termel¶esi r¶at¶at m-mel jelÄoljÄuk, mely-
nek meg kell haladnia a D keresletet, ¶³gy id}oegys¶egenk¶ent (m ¡ D) term¶ek
¶erkezik a rakt¶arba. Amikor a termel¶es le¶all, a k¶eszletszint el¶eri a maximum¶at.
A termel¶es akkor indul be ¶ujra, amikor a kereslet teljesen felem¶eszti ezt a
k¶eszletszintet (ld. 4. ¶abra).
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4. ¶abra. Az EPQ alapmodell k¶eszletalakul¶asi diagramja. Forr¶as: Taft (1918a, 1918b) alapj¶an
saj¶at szerkeszt¶es
Az EOQ modellhez hasonl¶oan D=Q peri¶odus van egy ¶evben, ¶³gy a term¶ek
el}o¶all¶³t¶as¶anak kÄolts¶ege mellett a teljes sorozatkezd¶esi kÄolts¶eg is v¶altozatlan
az EPQ modellben. A kÄulÄonbs¶eg a k¶eszleten tartott mennyis¶egben van,
¶³gy a k¶eszletez¶es fajlagos kÄolts¶eg¶et most nem a sorozatnagys¶ag, hanem a
maxim¶alis k¶eszletszint fele ut¶an sz¶amolj¶ak fel, ennyi ugyanis az ¶atlagosan
k¶eszletezett mennyis¶eg. A maxim¶alis k¶eszletszint meghat¶aroz¶as¶ahoz ar¶anyba
kell ¶all¶³tanunk egym¶assal a cikluson belÄul azt a szakaszt, amikor tÄort¶enik
termel¶es, illetve amikor a termel¶es szÄunetel. A 4. ¶abra jelÄol¶eseit alkalmazva
t ideig termel a v¶allalat. Mivel a k¶eszletalakul¶as pozit¶³v meredeks¶eg¶enek
m¶ert¶eke (m¡D), ez¶ert t id}o eltelt¶evel t(m¡D) lesz a k¶eszletszint, ami a ma-
ximum, hiszen ett}ol kezdve a ciklus v¶eg¶eig a k¶eszlet elfogyaszt¶asa tÄort¶enik.
A kÄovetkez}o (T ¡ t) ideig a k¶eszletszint D meredeks¶eggel csÄokken null¶aig,
vagyis az ¶³gy elfogyasztott mennyis¶eg (T ¡ t)D, melynek meg kell egyeznie a
t(m¡D) maxim¶alis k¶eszletszinttel. Egyenl}ov¶e t¶eve a k¶et kifejez¶est, valamint
felhaszn¶alva, hogy T = Q=D, azt kapjuk, hogy t = Q=m id}o alatt k¶eszÄul el
egy sorozat, ¶es mivel addig (m ¡ D) meredeks¶eggel kerÄultek a term¶ekek a
rakt¶arba, ez¶ert a maxim¶alis k¶eszletszint (m ¡ D)Q=m.
Az ÄosszkÄolts¶eg fÄuggv¶eny teh¶at:
TCEP Q(Q) = sD=Q + h(m ¡ D)Q=2m + cD ; (2)
amely a QEP Q =
p
2sD=h
p
m=(m ¡ D) sorozatnagys¶ag mellett veszi fel mi-
nimum¶at. A Wilson-formul¶at a
p
m=(m ¡ D) m¶odos¶³t¶o faktor nÄoveli, mivel
az nagyobb egyn¶el. A gazdas¶agos sorozatnagys¶ag ann¶al kÄozelebb kerÄul az
EOQ modell eredm¶eny¶ehez, min¶el magasabb a termel¶esi r¶ata. A m¶odos¶³t¶o
faktor ¶ugy tudja el¶erni az elm¶eleti egyes szintet, ha a termel¶esi r¶ata v¶egtelen.
Az EPQ modellben m¶ar sokkal re¶alisabbak az es¶elyek a TTR ¶altal el}o-
ir¶anyzott egys¶egnyi optim¶alis sorozatnagys¶ag el¶er¶es¶ere, ugyanis a termel¶esi
r¶ata c¶elszer}u v¶altoztat¶asa k¶ezenfekv}o dÄont¶esi lehet}os¶eg a v¶allalat eszkÄozt¶ar¶a-
ban. A kereslet, a sorozatkezd¶esi kÄolts¶eg, valamint a fajlagos k¶eszlettart¶asi
kÄolts¶eg ismeret¶eben m = Dh=(h ¡ 2sD) termel¶esi r¶ata mellett lesz QEP Q
egys¶egnyi.
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MegjegyezzÄuk, hogy az EOQ ¶es EPQ modellekben el}ofordul¶o kÄolts¶egele-
mek m¶er¶ese a gyakorlatban jelent}os kih¶³v¶as el¶e ¶all¶³tja a v¶allalatot. A fajlagos
k¶eszlettart¶asi kÄolts¶egek kisz¶am¶³t¶as¶ara is l¶eteznek kÄulÄonbÄoz}o eredm¶enyt ad¶o
m¶odszerek, de sokkal probl¶em¶asabb a sorozatkezd¶esi (rendel¶esi) kÄolts¶egek
kalkul¶al¶asa.
3 Kiterjeszt¶esi ir¶anyzatok tartalom szerint
A k¶et bemutatott k¶eszletgazd¶alkod¶asi alapmodellnek sz¶amos kiterjeszt¶esi ir¶a-
ny¶at jegyzi a szakirodalom. Az ezeket elind¶³t¶o alapgondolatok ¶epÄulhetnek a
kor¶abbi modellekben konkr¶etan megfogalmazott vagy kimondatlan feltev¶e-
sekre. Andriolo et al. (2014) a modellek fejl}od¶es¶enek tizenÄot m¶erfÄoldkÄov¶et
de¯ni¶alta, melyeket a 2. t¶abl¶azat id}orendben list¶az. A k¶et alapmodell pub-
lik¶al¶as¶at kÄovet}oen az els}o komolyabb ¶attÄor¶est Wagner ¶es Whitin (1958) di-
namikus k¶eszletgazd¶alkod¶asi modellje hozta. Az optimaliz¶al¶as c¶elja itt is a
sorozatkezd¶esi ¶es k¶eszlettart¶asi kÄolts¶egek minimaliz¶al¶asa volt, de a term¶ek
kereslete nem konstans, hanem id}oben v¶altoz¶o. A k¶eszletez¶esi politika kiala-
k¶³t¶asa teh¶at keresleti el}orejelz¶esre alapszik.
A szakirodalmi
¶ujdons¶ag tartalma
Els}o publik¶aci¶o
megjelen¶ese
¶Altal¶anos ¶erv¶eny}u, szeml¶eletbeli
jelent}os¶ege a k¶eszletgazd¶alkod¶asban
EOQ alapmodell 1913 A k¶eszletgazd¶alkod¶as egyszer}u
matematikai modellez¶ese
EPQ modell 1918
Id}oben v¶altoz¶o kereslet 1958 Piaci v¶altoz¶asok ¶es dinamika
Romland¶o term¶ekek 1963
Mennyis¶egi kedvezm¶eny 1963
In°¶aci¶o 1975
V¶altoz¶o ¶atfut¶asi id}o 1979 A termel¶esre vonatkoz¶o korl¶atok,
v¶altoz¶ok
Kereskedelmi hitel 1985
Folyamatingadoz¶as 1986
Hi¶any ¶es h¶atral¶ek 1987¤
Jav¶³t¶as ¶es ¶ujrahasznos¶³t¶as 1996
Korl¶atozott sz¶all¶³t¶oi kapacit¶as 1999 A beszerz¶esre vonatkoz¶o korl¶atok,
v¶altoz¶ok
Hib¶as term¶ekek 2000
KÄornyezeti fenntarthat¶os¶ag 2011 Fenntarthat¶os¶ag
T¶arsadalmi fenntarthat¶os¶ag 2012
¤ Pentico ¶es Drake (2011) alapj¶an 1967
2. t¶abl¶azat. A k¶eszletgazd¶alkod¶asi modellek fejl}od¶esi ¶³ve. Forr¶as: Andriolo et al. (2014)
alapj¶an saj¶at szerkeszt¶es
Az eredeti EOQ modellhez k¶epest az EPQ tulajdonk¶eppen m¶ar utal r¶a,
hogy a term¶ekek nem a sorozatkezd¶es pillanat¶aban k¶eszÄulnek el. Az ¶atfut¶asi
id}ot az els}ok kÄozÄott vette ¯gyelembe Hadley ¶es Whitin (1963), Gross ¶es So-
riano (1969), valamint Vinson (1972). Ezeknek ¶es a hasonl¶o modelleknek
kÄozÄos alapja, hogy az egyes sorozatok bizonyos lesz¶all¶³t¶asi id}o ut¶an, nem
pedig az ig¶eny jelz¶es¶enek pillanat¶aban ¶erkeznek meg a rakt¶arba, legyen sz¶o
ak¶ar termel}o, ak¶ar keresked}o v¶allalatr¶ol. A lesz¶all¶³t¶asi id}o m¶ert¶ek¶enek is-
meret¶eben meghat¶arozz¶ak, mikor kell rendel¶est feladni ahhoz, hogy a sorozat
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akkor ¶erkezzen be, amikor ¶eppen lenull¶az¶odik a k¶eszletszint. A rendel¶esi pont
ann¶al a k¶eszletszintn¶el van, amennyi ¶eppen a lesz¶all¶³t¶asi id}ore es}o kereslet
m¶ert¶eke.
A modellek nagy r¶esze ¶altal¶aban nem ¶all meg enn¶el az ¶uj¶³t¶asn¶al, hanem a
magyar modellnek (Ziermann, 1964 ¶es Pr¶ekopa, 1965) megfelel}oen sz¶amolnak
mind az ¶atfut¶asi id}o (els}ok¶ent Liberatore, 1979), mind a kereslet v¶arhat¶o
¶ert¶ek¶evel ¶es sz¶or¶as¶aval. A lesz¶all¶³t¶asi id}ore es}o kereslethez k¶epest ez¶ert biz-
tons¶agi k¶eszletet adnak, ¶es ezen Äosszegnek megfelel}o k¶eszletszinten ¶allap¶³tj¶ak
meg a rendel¶esi pontot. Biztons¶agi k¶eszlet k¶epz¶es¶evel a v¶allalat a fogyaszt¶o-
kiszolg¶al¶asi szintet tudja nÄovelni, csÄokkentve ezzel a k¶eszlethi¶any el}ofordul¶a-
s¶anak val¶osz¶³n}us¶eg¶et.
A kereslet, valamint az ¶atfut¶asi id}o ingadoz¶asaira a k¶eszletgazd¶alkod¶asi
politik¶at kialak¶³t¶o termel¶esi funkci¶onak nincsen kÄozvetlenÄul befoly¶asa. A ke-
resletre legink¶abb a marketing funkci¶o tud hat¶assal lenni. Az ¶atfut¶asi id}ot a
v¶allalat alkuereje, saj¶at el}o¶all¶³t¶as eset¶en innov¶aci¶os k¶epess¶ege csÄokkentheti,
bizonyos m¶ert¶ek}u volatilit¶as jelenl¶ete azonban term¶eszetes. Ezek mellett
egy¶ertelm}uen adotts¶ag a v¶allalat sz¶am¶ara az in°¶aci¶o m¶ert¶eke (ld. 5. ¶abra).
Az ¶arsz¶³nvonal ¶altal¶anos nÄoveked¶ese, ¶³gy a v¶as¶arl¶oer}o csÄokken¶ese nem marad-
hat ki a v¶allalatok ¶ar- ¶es kÄolts¶egkalkul¶aci¶oib¶ol, ennek megfelel}oen jelent}os
hat¶assal van a k¶eszletgazd¶alkod¶asra is. Els}ok¶ent Buzacott (1975) vizsg¶alta
meg, hogy kÄulÄonbÄoz}o ¶araz¶asi m¶odszerek mellett hogyan befoly¶asolja a p¶enz
¶ert¶ek¶enek id}obeli roml¶asa a k¶eszletez¶esi politik¶at.
5. ¶abra. A k¶eszletgazd¶alkod¶asra hat¶o kÄuls}o t¶enyez}okb}ol, korl¶atokb¶ol kiindul¶o kiterjeszt¶esi
ir¶anyzatok
Az 5. ¶abra a modellek kiterjeszt¶esi ir¶anyzatainak azon r¶esz¶et rendszere-
zi, melyek alapgondolata kÄuls}o t¶enyez}ok, korl¶atok meg¯gyel¶es¶eb}ol ered. A
kereslet ¶es az ¶atfut¶asi id}o volatilit¶asa, valamint az in°¶aci¶o kÄuls}o adotts¶agnak
tekinthet}o. Ugyancsak a v¶allalaton k¶³vÄulr}ol erednek az ell¶at¶asi l¶anc szerep-
l}oinek hat¶asai, melyek el}ofordul¶as¶at tov¶abbi h¶arom f}o csoportba soroltuk,
A készletgazdálkodásra ható 
külső tényezők, korlátok
Külső adottság a termelési 
funkció számára
Időben változó 
kereslet
Infláció
Az átfutási idő 
volatilitása
Az ellátási lánc 
szereplőinek hatása
Mennyiségi 
kedvezmény
Kereskedelmi  
hitel
Beszerzési 
korlátok
Fogyasztói, társadalmi 
elvárások
Környezeti 
fenntarthatóság
Társadalmi 
fenntarthatóság
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ezek a mennyis¶egi kedvezm¶eny, a kereskedelmi hitel, valamint a korl¶atozott
sz¶all¶³t¶oi kapacit¶as jelens¶eg¶et ¯gyelembe vev}o modellek.
Az alapmodellekben felt¶eteleztÄuk, hogy a v¶allalat rÄogz¶³tett beszerz¶esi ¶aron
jut hozz¶a k¶eszleteihez. Elad¶asÄosztÄonz¶es c¶elj¶ab¶ol az ell¶at¶asi l¶anc szerepl}oi
gyakran aj¶anlanak fel mennyis¶egi kedvezm¶enyt, ami azt jelenti, hogy a soro-
zatnagys¶ag (Q) nÄovel¶es¶evel a term¶ek ¶ara, vagyis az (1), ill. (2) egyenletek
c param¶etere csÄokkenhet. Ez a kedvezm¶eny kÄulÄonbÄoz}o mennyis¶egi inter-
vallumokra ¶ertend}o. Mivel a fajlagos k¶eszletez¶esi kÄolts¶egeket ¶altal¶aban az
¶aru ÄonkÄolts¶eg¶enek sz¶azal¶ek¶aban szokt¶ak meghat¶arozni, ez¶ert a c param¶eter
csÄokken¶ese h param¶eter csÄokken¶es¶et is maga ut¶an vonja. Az EOQ alapmodell
ÄosszkÄolts¶eg fÄuggv¶enye a kÄovetkez}ok¶eppen m¶odosul teh¶at:
TCEOQd (Q) = sD=Q + hiQ=2 + ciD : (3)
A minim¶alis ÄosszkÄolts¶eg kisz¶am¶³t¶as¶anak m¶odj¶at kutatva Hadley ¶es Whitin
(1963) arra a meg¶allap¶³t¶asra jutottak, hogy a gazdas¶agos sorozatnagys¶ag
megszokott m¶odon tÄort¶en}o kisz¶am¶³t¶as¶at kÄovet}oen az ann¶al magasabb mennyi-
s¶egekre vonatkoz¶o ¶artÄor¶esi pontok ÄosszkÄolts¶eg¶et kell Äosszevetni az addig ka-
pott ÄosszkÄolts¶egekkel. Ennek az az oka, hogy a magasabb mennyis¶egi in-
tervallumba l¶epve Q nÄoveked¶ese miatt a sorozatkezd¶es, ci csÄokken¶ese miatt
pedig a term¶ekhez jut¶as kÄolts¶egei csÄokkennek, melyhez a hiQ=2 k¶eszletez¶esi
kÄolts¶eget hozz¶aadva nem egy¶ertelm}u az ÄosszkÄolts¶eg v¶altoz¶as¶anak ir¶anya. A
hiQ szorzat tagjai ugyanis elt¶er}o ir¶anyban mozognak.
Benton ¶es Park (1996) irodalomrendszerez}o tanulm¶anyukban k¶et f}o cso-
portra osztj¶ak az ¶ardiszkont¶al¶ast megenged}o modelleket att¶ol fÄugg}oen, hogy
a kereslet fÄugg-e az id}ot}ol vagy sem. Mindk¶et csoporton belÄul k¶et alcso-
portot kÄulÄonbÄoztetnek meg, mivel a mennyis¶egi kedvezm¶eny vonatkozhat a
teljes sorozatra (pl. San-Jos¶e ¶es Garcia-Laguna, 2009; Taleizadeh ¶es Pentico,
2014) vagy csak az ¶artÄor¶esi mennyis¶egen felÄuli k¶eszletre (pl. Rubin ¶es Benton,
2003). Az ¶³gy kapott n¶egy alcsoportban ¶ujabb k¶et-k¶et kateg¶ori¶at hat¶aroznak
meg aszerint, hogy csak a beszerz}o vagy a beszerz}o ¶es a besz¶all¶³t¶o szempont-
jait egyÄutt veszi-e ¯gyelembe a modell. MegjegyezzÄuk, hogy l¶eteznek a k¶et
lehet}os¶eget Äosszehasonl¶³t¶o modellek is (pl. Archetti et al., 2014); a kedvez-
m¶eny pedig vonatkozhat a sz¶all¶³t¶asi kÄolts¶egekre (Ertrogral et al., 2007), ¶es
el}ofordulhat id}oszakos form¶aban is (pl. Sari et al., 2012).
A k¶eszletgazd¶alkod¶asi modelleket rendszerez}o munk¶aj¶aban Glock et al.
(2014) de¯ni¶alja a modellek egy olyan csoportj¶at, amelyek ¯gyelembe vesznek
v¶allalatok kÄozÄotti ÄosztÄonz¶esi m¶odszereket. A mennyis¶egi kedvezm¶eny mel-
lett a kereskedelmi hitel ny¶ujt¶as¶at sorolj¶ak ebbe a kateg¶ori¶aba. A Goyalt¶ol
(1985) sz¶armaz¶o alapgondolat l¶enyege, hogy a besz¶all¶³t¶o lehet}ov¶e teszi a vev}o
sz¶am¶ara, hogy ne a teljes¶³t¶es pillanat¶aban, hanem bizonyos k¶es}obbi id}opont-
ban egyenl¶³tse ki a sz¶aml¶at. A felaj¶anlott kereskedelmi hitel kamatmentes
vagy rendk¶³vÄul kedvez}o kamatoz¶as¶u. A vev}o egyr¶eszt befektetheti a hitel
mennyis¶eg¶et a ¯zet¶esi hat¶arid}oig, m¶asr¶eszt alacsonyabb k¶eszletez¶esi kÄolts¶e-
gekkel sz¶amolhat, mivel a kereskedelmi hitel csÄokkenti a k¶eszletekbe fektetett
t}oke ¶atlagos mennyis¶eg¶et.
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A beszerz¶esre vonatkoz¶o korl¶atok ¶es bizonytalans¶ag Hariga ¶es Haouari
(1999) ¶ota vannak jelen a k¶eszletgazd¶alkod¶as szakirodalm¶aban. Ezek a mo-
dellek nem az ell¶at¶asi l¶anc szerepl}oinek ÄosztÄonz¶esi m¶odszereib}ol indulnak ki,
hiszen a besz¶all¶³t¶oknak jellemz}oen ¶erdeke a kereslet kiel¶eg¶³t¶ese. A besz¶all¶³t¶ok
kapacit¶as¶at azonban befoly¶asolhatj¶ak v¶eletlen t¶enyez}ok, melyek sztochaszti-
kus modellek fel¶³r¶as¶at kÄovetelik meg. A besz¶all¶³t¶okkal kapcsolatos kock¶aza-
tokkal foglalkoz¶o modellekben jellemz}oen nagy szerepet kap az ¶atfut¶asi id}o
(pl. Louly ¶es Dolgui, 2009; Noblesse et al., 2014).
A v¶allalati m}ukÄod¶est, azon belÄul a k¶eszletgazd¶alkod¶ast is befoly¶asolj¶ak
olyan aktu¶alis fogyaszt¶oi ¶es t¶arsadalmi elv¶ar¶asok, melyek ¯gyelmen k¶³vÄul ha-
gy¶asa a versenyben tÄort¶en}o lemarad¶ast eredm¶enyezik. A v¶allalatok t¶arsadalmi
felel}oss¶egv¶allal¶asa (corporate social responsibility, CSR) napjaink kiemelt
jelent}os¶eg}u k¶erd¶ese, amely a marketing funkci¶on keresztÄul a termel¶esre is
hat¶assal van. Ennek megfelel}oen a k¶eszletgazd¶alkod¶asi modellekben egyre
gyakrabban jelennek meg kÄornyezeti ¶es t¶arsadalmi fenntarthat¶os¶agi c¶elok. A
fenntarthat¶os¶ag probl¶emakÄore Bonney ¶es Jaber (2011) ¶ota terjedt el a k¶esz-
letgazd¶alkod¶as irodalm¶aban. }Ok vettek el}oszÄor ¯gyelembe olyan kÄornyezeti
k¶erd¶eseket, mint a k¶arosanyag-kibocs¶at¶as, a csomagol¶as, a l¶etes¶³tm¶enyek elhe-
lyezked¶ese vagy a hullad¶ek. Ez logisztikai szempontb¶ol ¶ujdons¶agnak sz¶am¶³t,
ugyanakkor ahogy Andriolo et al. (2014) utal r¶a, kÄornyezeti k¶erd¶esek m¶ar
j¶oval kor¶abban megjelentek Richter (1997), valamint Richter ¶es Dobos (1999)
munk¶aiban, akik bevezett¶ek az ¶ujrahasznos¶³t¶as, valamint a jav¶³t¶as lehet}os¶eg¶et
a modellekbe. Ut¶obbi k¶et lehet}os¶eggel a v¶allalatok bels}o korl¶ataib¶ol kiin-
dul¶o csoportos¶³t¶asban foglalkozunk, mivel a hib¶as term¶ekek jav¶³t¶as¶at ink¶abb
kÄolts¶egcsÄokkent}o, mint CSR c¶elnak tekintjÄuk.
6. ¶abra. A k¶eszletgazd¶alkod¶asra hat¶o bels}o t¶enyez}okb}ol, korl¶atokb¶ol kiindul¶o kiterjeszt¶esi
ir¶anyzatok
A vállalat belső 
korlátai
A termék jellegéből 
adódó korlátok
Romlandó és 
elavuló termékek
Helyettesíthető 
termékek
A termelés során 
előforduló hibák
Folyamat-
ingadozás
Hibás termékek
Javítás és 
újrahasznosítás
Az előrejelzés 
korlátai
Hiány és 
hátralék
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A leg¶ujabb modellekben megjelen}o t¶arsadalmi fenntarthat¶os¶ag azt jelenti,
hogy a v¶allalat c¶elja az emberek ¶eletmin}os¶eg¶enek emel¶ese ¶es fenntart¶asa, min-
den ¶erintett ment¶alis ¶es ¯zikai eg¶eszs¶eg¶enek v¶edelme, valamint a m¶elt¶anyoss¶ag.
Ennek megfelel}oen Bouchery et al. (2012) modellje tartalmaz olyan param¶ete-
reket, mint a k¶eszletgazd¶alkod¶asb¶ol (sorozatkezd¶es ¶es k¶eszlettart¶as) kÄovetkez}o
t¶arsadalmi terhek, illetve az ezen a terÄuleten dolgoz¶ok munkakÄorÄulm¶enyei.
A k¶eszletgazd¶alkod¶asi modellek bels}o v¶allalati korl¶atokb¶ol kiindul¶o ¶ag¶at
foglalja rendszerbe a 6. ¶abra . A kiterjeszt¶esi ir¶anyzatokat aszerint csoporto-
s¶³tottuk, hogy a term¶ek, a termel¶es vagy a tervez¶es saj¶atoss¶agai kÄovetelik-e
meg az adott probl¶ema speci¶alis megkÄozel¶³t¶es¶et. Mindh¶arom esetben c¶el a
k¶eszletez¶essel kapcsolatos kÄolts¶egek minimaliz¶al¶asa, de tov¶abbi versenyprio-
rit¶asi t¶enyez}ok is jelent}os szerepet kapnak a modellekben. A term¶ek jellege
legink¶abb az id}oz¶³t¶es, a termel¶esi hib¶ak a min}os¶eg, m¶³g az el}orejelz¶esi korl¶atok
a megb¶³zhat¶os¶ag szempontj¶ab¶ol fontosak.
A term¶ekek jelleg¶et tekintve a fentiekben t¶argyalt k¶eszletgazd¶alkod¶asi
modellek felt¶etelezik, hogy minden k¶eszlet v¶egtelen id}ohorizonton t¶arolhat¶o.
FelmerÄulhet azonban a k¶eszlet elavul¶as¶anak kock¶azata (pl. Jaarsveld ¶es Dek-
ker, 2011), illetve lehetnek a term¶ekek romland¶oak is (pl. Thangam, 2012).
Az ir¶anyzatot Ghare ¶es Schrader (1963) ind¶³totta el, akik meg¯gyelt¶ek, hogy
bizonyos ¶arucikkek roml¶asa j¶ol becsÄulhet}o az id}onek egy negat¶³v exponenci¶alis
fÄuggv¶eny¶evel. Ennek megfelel}oen konstans elavul¶asi r¶at¶at alkalmaztak a je-
lens¶eg vizsg¶alat¶ara. Covert ¶es Philip (1973) szerint azonban ez a r¶ata az
id}oben v¶altozhat. Az ir¶anyzatr¶ol irodalmi ¶attekint¶est publik¶alt Bakker et
al. (2012), melyet Janssen et al. (2016) a legfrissebb tanulm¶anyokkal aktu-
aliz¶alt. MegjegyezzÄuk, hogy probl¶em¶as t¶arolhat¶os¶aga miatt az energia mint
term¶ek is jelent}osen csÄokkenti a v¶allalatok mozg¶aster¶et. A 2015-ben indult
Journal of Energy Storage a kÄozelm¶ultban kÄozÄolt olyan tanulm¶anyt (Schnei-
der et al. (2016)), amely k¶eszletgazd¶alkod¶asi modellt tartalmaz, s tal¶an egy
¶uj interdiszciplin¶aris ir¶anyzatot ind¶³t el.
A term¶ekek helyettes¶³thet}os¶ege lehet korl¶at, de lehet}os¶eg is a v¶allalatok
sz¶am¶ara. Shin et al. (2015) rendszerezi a vonatkoz¶o k¶eszletgazd¶alkod¶asi ¶es
¶araz¶asi modelleket, melyekben vagy a besz¶all¶³t¶o vagy a fogyaszt¶o dÄonthet a
helyettes¶³t¶es mellett. Az is el}ofordulhat, hogy valamelyik term¶ek helyettes¶³-
t}oje a m¶asiknak, viszont ez a m¶asik ir¶anyban m¶ar nem igaz.
Eladhatatlann¶a nemcsak az el}o¶all¶³t¶ast kÄovet}oen v¶alhatnak a term¶ekek, ha-
nem a termel¶esi folyamat kÄozben is el}ofordulhatnak hib¶ak. A termel¶esi folya-
mat bizonyos m¶ert¶ek}u ingadoz¶asa term¶eszetes jelens¶eg. A folyamat-ellen}or-
z¶es statisztikai m¶odszereinek seg¶³ts¶eg¶evel meg¶allap¶³thatjuk, hogy a termel¶esi
rendszer kontroll alatt van-e vagy sem. Mivel a folyamat sor¶an felmerÄul}o
hib¶akat nem ismeri el}ore a v¶allalat, ez¶ert a jelens¶eget modellez}o tanulm¶anyok
Porteus (1986) ¶ota a hib¶ak el}ofordul¶as¶anak bizonyos val¶osz¶³n}us¶eg¶et felt¶ete-
lezik. Rosenblatt ¶es Lee (1986) a probl¶ema kapcs¶an arra a kÄovetkeztet¶esre
jutott, hogy selejtes term¶ekek el}ofordul¶asa eset¶en kisebb sorozatokban c¶el-
szer}u gy¶artani. Lee ¶es Rosenblatt (1987) vett¶ek ¯gyelembe el}oszÄor, hogy a
v¶allalatoknak lehet}os¶ege van a termel¶esi folyamat ellen}orz¶es¶ere a hib¶ak mi-
el}obbi kisz}ur¶ese ¶erdek¶eben. VÄorÄos (1999) a Toyota Termel¶esi Rendszerb}ol ki-
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indulva felt¶etelezte, hogy a termel¶esi r¶at¶at csÄokkenthetik a folyamat min}os¶egi
probl¶em¶ai. Ha ugyanis min}os¶egi hib¶at tal¶alnak a dolgoz¶ok, akkor meg¶all¶³that-
j¶ak a termel}oszalagot. Hi¶any keletkez¶es¶et nem megenged}o EPQ modellj¶eben
arra a kÄovetkeztet¶esre jutott, hogy a folyamat min}os¶eg¶enek roml¶asa nÄoveli
a gazdas¶agos sorozatnagys¶agot ¶es csÄokkenti az ¶at¶all¶as ¶es k¶eszlettart¶as ¶eves
kÄolts¶egeit. NÄoveli ugyanakkor a jav¶³t¶as kÄolts¶egeit, ¶³gy meghat¶arozhat¶o az
optim¶alis folyamatmin}os¶eg szintje.
Mivel selejt term¶ekek az el}o¶all¶³t¶asi, a sz¶all¶³t¶asi vagy a k¶eszletez¶esi folya-
mat sor¶an keletkeznek, ez¶ert ebb}ol a folyamatingadoz¶ast ¯gyelembe vev}o
ir¶anyzatb¶ol indult ki a k¶eszterm¶ekek min}os¶eg¶et, illetve annak ellen}orz¶es¶et ¯-
gyelembe vev}o ir¶anyzat, melynek elind¶³t¶asa Salameh ¶es Jaber (2000) nev¶ehez
f}uz}odik. A hib¶as term¶ekek kisz}ur¶es¶ere tett er}ofesz¶³t¶eseket felt¶etelez}o modellek
els}o p¶eld¶aj¶aban az ¶atvizsg¶al¶asi peri¶odus v¶eg¶en a selejtes term¶ekek egyszerre
t¶avoznak a rakt¶arb¶ol, alacsonyabb ¶aron ¶ert¶ekes¶³tik }oket. A Salameh-Jaber
modellben a kereslet kiel¶eg¶³t¶ese a min}os¶eg-ellen}orz¶esi folyamattal p¶arhuzamo-
san tÄort¶enik, minden id}opillanatban rendelkez¶esre ¶all a kereslet kiel¶eg¶³t¶es¶et
szolg¶al¶o mennyis¶eg}u, bevizsg¶alt, j¶o min}os¶eg}u term¶ek. Nem keletkezik teh¶at
hi¶any. Papachristos ¶es Konstantaras (2006) azonban r¶amutatnak, hogy mivel
a selejtar¶any v¶eletlen v¶altoz¶o, ez¶ert ez a felt¶etel nem el¶egs¶eges a nem tervezett
hi¶any elkerÄul¶es¶ehez.
Salameh ¶es Jaber (2000) az EOQ alapmodell logik¶aj¶anak megfelel}oen ¶ugy
hat¶arozta meg a sorozatnagys¶agot, hogy a k¶eszlettart¶asi ¶es sorozatkezd¶esi
kÄolts¶egek Äosszeg¶enek minimum¶at kereste a tervez¶esi id}ohorizonton. Mivel a
selejtar¶any val¶osz¶³n}us¶egi v¶altoz¶o, ¶es befoly¶asolja a kÄolts¶egeket, ez¶ert a sz¶el-
s}o¶ert¶ek kisz¶am¶³t¶as¶ahoz az ÄosszkÄolts¶eg v¶arhat¶o ¶ert¶ek¶et haszn¶alja fel a szerz}o-
p¶aros. Maddah ¶es Jaber (2008) modellj¶eben emellett a k¶eszletez¶esi ciklusok
hossza helyett is annak v¶arhat¶o ¶ert¶eke szerepel. Ha alacsonyabb a j¶o min}os¶eg}u
term¶ekek ar¶anya egy sorozatban, akkor azt hamarabb em¶eszti fel a kereslet,
¶³gy a ciklus el}obb ¶er v¶eget, ¶es ford¶³tva. Meg¶allap¶³t¶asaik szerint a gazdas¶agos
sorozatnagys¶agot nÄoveli a selejtar¶any ingadoz¶asa.
Salameh ¶es Jaber (2000) megkÄozel¶³t¶ese szerint a rendszer az els}o peri¶odus-
ban felveszi a selejtar¶any val¶osz¶³n}us¶egi v¶altoz¶o aktu¶alis ¶ert¶ek¶enek megfelel}o
szintet, ¶es ett}ol kezdve minden egyes ciklusban ugyan¶³gy viselkedik. Maddah
¶es Jaber (2008) azonban megengedi, hogy minden ¶uj ciklus elej¶en ¶uj ¶ert¶eket
vegyen fel a val¶osz¶³n}us¶egi v¶altoz¶o. VÄorÄos (2013) ezt a k¶et megkÄozel¶³t¶est Äossze-
fÄugg}o (connected), valamint egym¶ast¶ol fÄuggetlen ciklusoknak (independent
cycles) nevezi. Meg¶allap¶³t¶asai szerint a k¶et megkÄozel¶³t¶es meglehet}osen kÄulÄon-
bÄoz}o eredm¶enyekhez vezethet, egym¶asnak ak¶ar v¶egtelenszeresei is lehetnek a
gazdas¶agos sorozatnagys¶agok.
Hi¶any akkor keletkezik, ha adott id}oegys¶eg alatt magasabb a kereslet,
mint a j¶o min}os¶eg}u k¶³n¶alat, ¶es a v¶allalatnak nem ¶allnak rendelkez¶es¶ere bizton-
s¶agi k¶eszletek. VÄorÄos (2013) modellj¶eben a hi¶any nem tervezett, hanem v¶elet-
lenszer}uen fordul el}o. M¶egpedig a keresletet konstansnak tekintve olyankor,
amikor selejtar¶any a v¶artn¶al magasabb. Khan et al. (2010) tanulm¶any¶aban
nem a v¶eletlen, hanem a lass¶u min}os¶eg-ellen}orz¶es miatt ¶all el}o hasonl¶o helyzet.
Az ¶atvizsg¶al¶as sebess¶ege tanul¶asi (felejt¶esi) gÄorbe szerint v¶altozhat. Em-
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pirikus adatokb¶ol kiindulva Jaber et al. (2008) szerint a besz¶all¶³tott term¶ekek
selejtar¶anya jellemz}oen egy bizonyos tanul¶asi gÄorb¶enek megfelel}oen csÄokken.
Ez a meg¶allap¶³t¶as alapfeltev¶ess¶e v¶alt tov¶abbi modellekben. A tanul¶asi gÄorbe
Khan et al. (2014) egy k¶es}obbi munk¶aj¶aban is megjelenik, m¶egpedig a ter-
mel¶esi r¶at¶ara vonatkoz¶oan. A szerz}ok a teljes ell¶at¶asi l¶ancra ¶ertend}o optim¶alis
sorozatnagys¶agot k¶³v¶anj¶ak meghat¶arozni, ¯gyelembe v¶eve, hogy hib¶ak az ¶at-
vizsg¶al¶as sor¶an is el}ofordulhatnak. A teljes ell¶at¶asi l¶ancra vonatkoz¶o optimali-
z¶al¶as Khan et al. (2011) rendszerez}o munk¶aja szerint a Salameh-Jaber modell
kiterjeszt¶eseinek egyik f}o ir¶anya. KÄulÄon fejezetet szentel a hib¶as term¶ekeknek,
a min}os¶eg k¶erd¶es¶enek, a hi¶any el}ofordul¶as¶anak, valamint a fuzzy logik¶at al-
kalmaz¶o ¶³r¶asoknak.
Az EOQ/EPQ modellek ¶altal¶aban a k¶eszletez¶essel kapcsolatos ÄosszkÄolts¶eg
vagy annak v¶arhat¶o ¶ert¶ek¶enek minimum¶at keresik. Jaber et al. (2013) mo-
dellje azonban pro¯tmaximumot keres, mivel a kereslet nem konstans, ¶es k¶et
magyar¶az¶o v¶altoz¶oja a min}os¶eg ¶es az ¶ar. A min}os¶eg-ellen}orz¶esi ir¶anyzatban is
tal¶alunk p¶eld¶at mennyis¶egi kedvezm¶enyekre, ilyen Hsu ¶es Yu (2009) munk¶aja.
A hi¶anyt megenged}o tanulm¶anyok kÄozÄul Wee et al. (2007) a hi¶any p¶otl¶as¶at
hib¶atlannak felt¶etelezi, Eroglu ¶es Ozdemir (2007) azonban azzal is sz¶amol,
hogy a p¶otl¶as sor¶an is el}ofordulhatnak min}os¶egi probl¶em¶ak. Az eddig eml¶³tett
tanulm¶anyokban a megtermelt vagy megv¶as¶arolt kÄotegeket a v¶allalatok nem
kÄuldt¶ek vissza besz¶all¶³t¶oiknak. Skouri et al. (2014) modellj¶eben ez azonban
lehets¶eges, ha a teljes sorozat hib¶as.
A szakirodalomban fellelhet}o modellek jellemz}oen a gazdas¶agos sorozat-
nagys¶ag meghat¶aroz¶as¶aval pr¶ob¶alj¶ak minimaliz¶alni a k¶eszletez¶essel kapcso-
latos ÄosszkÄolts¶eget. Hauck (2014a) azonban olyan modellt ¶³r fel, melyben
minderre a v¶allalatnak az ¶atvizsg¶al¶asi sebess¶eg v¶altoztat¶as¶anak eszkÄoze is
rendelkez¶es¶ere ¶all. Hauck ¶es VÄorÄos (2015) tanulm¶any¶aban ugyancsak dÄont¶esi
v¶altoz¶o az ¶atvizsg¶al¶asi sebess¶eg. A selejtar¶any val¶osz¶³n}us¶egi v¶altoz¶o, ¶es VÄorÄos
(2013) alapj¶an kÄulÄon vizsg¶alj¶ak azt a k¶et esetet, amikor a selejtar¶any ciklusr¶ol
ciklusra v¶altozhat, illetve ugyanannyi marad, mint ahogy az az els}o peri¶odus-
ban kialakult. A modell EPQ v¶altozata a jelen foly¶oiratban publik¶alt Hauck
(2014).
A min}os¶eg-ellen}orz¶est is folyamatnak tekintve, hib¶ak az ¶atvizsg¶al¶as sor¶an
is el}ofordulhatnak. Az els}o- ¶es m¶asodfaj¶u hiba els}ok¶ent Yoo et al. (2009)
modellj¶eben jelenik meg. A m¶asodfaj¶u hib¶ab¶ol kÄovetkez}oen a fogyaszt¶ok
hozz¶ajuthatnak hib¶as term¶ekhez, melyet visszajuttatnak a v¶allalathoz.
Chan et al. (2003) a hib¶as term¶ekek kezel¶es¶enek h¶arom kateg¶ori¶aj¶at kÄulÄon-
bÄozteti meg. Ezek a leselejtez¶es, az alacsonyabb ¶aron tÄort¶en}o elad¶as, valamint
a jav¶³t¶as . Ut¶obbi alatt ¶erthetÄunk egyszer}u jav¶³t¶ast (repair) vagy ¶ujrafeldol-
goz¶ast (remanufacturing), melynek sor¶an a term¶ek min}os¶eg¶et olyan szintre
jav¶³tj¶ak fel, mintha eredetileg is tÄok¶eletesen sikerÄult volna a gy¶art¶as. KÄulÄon
ir¶anyzatk¶ent kezeljÄuk, ¶es ide soroljuk az ¶ujrahasznos¶³t¶as lehet}os¶eg¶et ¯gyelem-
be vev}o modelleket is, melyekben a v¶allalat sz¶am¶³t arra, hogy a fogyaszt¶ok
¶altal haszn¶alatba vett term¶ekek visszakerÄulnek a v¶allalathoz, majd transz-
form¶aci¶o ut¶an ism¶et a fogyaszt¶okhoz jutnak. A t¶em¶aban els}ok¶ent Richter
(1996) foglalkozott azzal a k¶erd¶essel, hogy kont¶enerek mint term¶ekek milyen
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ar¶any¶at ¶erdemes megjav¶³tani, illetve hogy mekkora az el}o¶all¶³t¶as ¶es a jav¶³t¶as
gazdas¶agos sorozatnagys¶aga. Mivel egy id}o ut¶an nem lehet ¶ujrahasznos¶³tani
a term¶eket, ez¶ert a szerz}o az optim¶alis hullad¶ekkezel¶esi r¶at¶at is meghat¶arozta.
A modellt tov¶abbfejlesztve Dobos ¶es Richter (2003) arra a k¶erd¶esre ke-
rest¶ek a v¶alaszt, hogy mik¶ent c¶elszer}u a termel¶es ¶es a jav¶³t¶as kÄozÄott elosztani
az er}oforr¶asokat. Meg¶allap¶³t¶asaik szerint a tiszta strat¶egi¶ak alkalmaz¶asa (az
Äosszes term¶ek jav¶³t¶asa vagy az Äosszes term¶ek jav¶³t¶as n¶elkÄuli termel¶ese) vezet
a kapcsol¶od¶o kÄolts¶egek minimum¶ahoz. Ugyanerre az eredm¶enyre jutottak ab-
ban az esetben is, amikor a hullad¶ekkezel¶esi r¶ata is dÄont¶esi v¶altoz¶o volt. Meg-
jegyzik tov¶abb¶a, hogy a tiszta strat¶egia alkalmaz¶as¶anak vannak technol¶ogiai
korl¶atai, ¶es arra sem lehet sz¶am¶³tani, hogy minden egyes term¶eket visszahoz-
nak ¶ujrahasznos¶³t¶asra a fogyaszt¶ok. A t¶em¶aban magyar nyelv}u publik¶aci¶o
is szÄuletett (Richter ¶es Dobos, 2003). A szerz}ok szerint a tiszta strat¶egia
domin¶ans volt¶anak a gyakorlatban az lehet a kÄovetkezm¶enye, hogy a kÄolts¶egek
megfelel}o v¶altoztat¶asa az egy¶ebk¶ent gazdas¶agi elven m}ukÄod}o v¶allalatokat kÄor-
nyezettudatosabb gazd¶alkod¶asra ÄosztÄonzi.
Az eml¶³tett ford¶³tott logisztikai modellt ¶altal¶anosabb form¶aban t¶argyalja
¶es oldja meg Dobos ¶es Richter (2004). Meger}os¶³tik kor¶abbi probl¶emafelve-
t¶esÄuket, miszerint a tiszta strat¶egi¶ak nem megval¶os¶³that¶oak, a term¶ekek egy
r¶esze nem kerÄul vissza a v¶allalathoz, n¶emelyikÄuk pedig nem haszn¶alhat¶o fel
¶ujra. A probl¶ema modellez¶es¶ehez a visszav¶as¶arl¶asi r¶ata egyn¶el kisebb fels}o
korl¶atj¶at javasolj¶ak bevezetni. Ennek kÄovetkezt¶eben kevert strat¶egia lesz op-
tim¶alis, ahogy azt egy k¶es}obbi tanulm¶anyukban (Dobos ¶es Richter, 2006)
be is mutatj¶ak a szerz}ok. Az ¶uj modell a min}os¶eget is ¯gyelembe veszi, ¶es
l¶enyeges meg¶allap¶³t¶asa, hogy a min}os¶eg-ellen}orz¶est ¶erdemes kiszervezni. Az
ir¶anyzat jelent}os¶eg¶et mutatja, hogy Bazan et al. (2016) tÄobb mint 250, list¶as
nemzetkÄozi foly¶oiratban megjelent cikk felhaszn¶al¶as¶aval k¶esz¶³tett irodalmi
¶attekint¶est.
A v¶allalatoknak megfelel}o id}oben kell a megfelel}o min}os¶eg}u ¶es mennyis¶eg}u
k¶³n¶alatot biztos¶³tani fogyaszt¶oik sz¶am¶ara. Hib¶ak nemcsak a termel¶es sor¶an
fordulhatnak el}o, de neh¶ez j¶ol el}orejelezni a jÄov}obeni keresletet is. Ha nem ¶all
el¶eg k¶eszterm¶ek rendelkez¶esre, ¶ugy hi¶any keletkezhet, melynek el}ofordul¶as¶at
els}ok¶ent vette ¯gyelembe Hadley ¶es Whitin (1963). Ezen kiterjeszt¶esi ir¶anyzat-
r¶ol ad ¶attekint¶est C¶ardenas-Barr¶on (2011), aki a szerz}op¶aros mellett Naddor
(1966), valamint Johnson ¶es Montgomery (1974) ¶³r¶as¶at tekinti ¶uttÄor}onek a
t¶em¶aban. Amennyiben hi¶any (h¶atral¶ek) keletkezik, azt a modellek tÄobblet-
kÄolts¶eggel bÄuntetik. Ennek oka lehet, hogy a fogyaszt¶ok a versenyt¶arsak
k¶³n¶alat¶aval el¶eg¶³tik ki ig¶enyeiket, az ¶³gy elvesztett kereslet visszaszerz¶es¶e¶ert
tett er}ofesz¶³t¶esek pedig rendk¶³vÄul kÄolts¶egesek lehetnek. Ha a v¶allalat nem
vesz¶³ti el a keresletet, azaz h¶atral¶ek keletkezik, ¶ugy valamilyen form¶aban
nÄovelnie kell kapacit¶asait. Ez lehet t¶ul¶ora, harmadik m}uszak bevezet¶ese,
beruh¶az¶as vagy m¶as piaci szerepl}ok seg¶³ts¶eg¶enek ig¶enybev¶etele. Mindegyik
megold¶as tÄobbletkÄolts¶egekkel j¶ar a v¶allalat sz¶am¶ara. VÄorÄos (2013) szerint a
hi¶any lehet el}ore tervezett (pl. Konstantaras et al., 2012) ¶es nem tervezett.
Ut¶obbi azt jelenti, hogy v¶eletlenszer}uen, el}ore nem l¶athat¶o kÄorÄulm¶enyekb}ol
kÄovetkez}oen (pl. a kereslet nem v¶art felfut¶as¶at¶ol vagy termel¶esi, logisztikai
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probl¶em¶ak miatt) fordul el}o, hogy az aktu¶alis kereslet meghaladja a k¶³n¶alatot.
A tervezett hi¶any eset¶eben ugyanakkor a v¶allalat tudatosan hagyja, hogy egy
bizonyos ideig hi¶any forduljon el}o. Ez legink¶abb akkor ¶esszer}u magatart¶as,
ha el}ore ismert t¶eny, hogy a v¶allalat nem fog emiatt kereslett}ol elesni, ¶³gy
a hi¶any tulajdonk¶eppen h¶atral¶eknak tekinthet}o. El}ofordulhat az is, hogy az
elvesz}o kereslet miatt kies}o hozam j¶oval alacsonyabb, mint a k¶eszlettart¶as
kÄolts¶ege, ez¶ert gazdas¶agilag indokolt bizonyos mennyis¶eg}u hi¶any fenntart¶asa.
Hi¶any ¶ugy is keletkezhet, hogy a v¶allalat kisz}uri ¶es nem k¶³n¶alja elad¶asra a nem
megfelel}o min}os¶eg}u term¶ekeket. A keletkezett hi¶anyt vagy teljes eg¶esz¶eben
p¶otolj¶ak (pl. Rezaei, 2005; Wee et al., 2007) vagy egy r¶esz¶et p¶otolj¶ak, m¶asik
r¶esz¶eb}ol elveszett kereslet lesz (pl. Yu et al., 2005; Wee et al., 2006).
Term¶eszetszer}uleg a h¶atral¶ek keletkez¶ese a gyakorlatban, ¶³gy a k¶eszlet-
gazd¶alkod¶asi szakirodalomban is gyakran el}ofordul, ez¶ert bemutatjuk az ezt
megenged}o alapmodellt. A 7. ¶abra h¶atral¶ek el}ofordul¶asa eset¶en mutatja a
k¶eszletszint alakul¶as¶at. A ciklus elej¶en rakt¶arba ¶erkez}o mennyis¶eg Q, melyb}ol
B darab term¶eket a h¶atral¶ek p¶otl¶as¶ara ford¶³t a v¶allalat. A rakt¶arban teh¶at
addig van k¶eszlet, ameddig a megmarad¶o (Q¡B) mennyis¶eget a D kereslet fel
nem em¶eszti, vagyis (Q ¡ B)=D ideig. Ezt kÄovet}oen h¶atral¶ek halmoz¶odik fel
a h¶atral¶ek n¶elkÄuli esettel egyez}oen Q=D hossz¶us¶ag¶u ciklus v¶eg¶eig, amikorra
a p¶otoland¶o mennyis¶eg el¶eri a B szintet.
Az ¶abra v¶³zszintes tengely¶et a B szint vonal¶aba k¶epzelve, a szitu¶aci¶o fel-
foghat¶o ¶ugy is, mintha (Q¡B)=D id}o ut¶an a rakt¶arban lev}o term¶ekek fajlagos
k¶eszlettart¶asi kÄolts¶ege a kÄovetkez}o ciklus elej¶eig h-r¶ol b-re n}one. A hi¶anyb¶ol
ered}o fajlagos kÄolts¶egek (b) meghaladj¶ak a (t¶ul)k¶eszletez¶es fajlagos kÄolts¶eg¶et
(h). Azt kell teh¶at kisz¶amolnunk, hogy ezek milyen ar¶anyban merÄulnek fel.
7. ¶abra. Az EOQ modell k¶eszletalakul¶asi diagramja h¶atral¶ek eset¶en. Forr¶as: VÄorÄos (2010),
278. oldal alapj¶an saj¶at szerkeszt¶es
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Fajlagos k¶eszlettart¶asi kÄolts¶eg ciklusonk¶ent (Q ¡ B)=D egys¶egnyi ideig,
¶atlagosan (Q ¡ B)=2 term¶ek ut¶an merÄul fel. Ez ciklusonk¶ent h(Q ¡ B)2=2D
kÄolts¶eget jelent. Fajlagos h¶atral¶ek kÄolts¶eg B=2 mennyis¶eg ¶es B=D id}oegys¶eg
ut¶an sz¶am¶³tand¶o, ami Äosszesen bB2=2D kÄolts¶eget tesz ki egy peri¶odusban.
Mivel a tervez¶esi id}ohorizonton a ciklusok sz¶ama D=Q, ez¶ert a k¶eszlettart¶as ¶es
a h¶atral¶ek egyÄutt h(Q¡B)2=2Q+bB2=2Q p¶enzegys¶eg¶ebe kerÄul a v¶allalatnak.
A h¶atral¶ek n¶elkÄuli esethez k¶epest nem v¶altozott sem a sorozatkezd¶es, sem a
term¶ek el}o¶all¶³t¶as¶anak kÄolts¶ege, ¶³gy az ÄosszkÄolts¶eg:
TCEOQb (Q;B) = sD=Q + h(Q ¡ B)2=2Q + bB2=2Q + cD : (4)
A gazdas¶agos sorozatnagys¶ag a Wilson-formula m¶odos¶³tott, azt meghalad¶o
m¶ert¶ek}u v¶altozata QEOQb =
p
2sD=h¢p(b + h)=b, ugyanis mivel h ¶es b pozit¶³-
vak, ez¶ert a m¶odos¶³t¶o faktor egyn¶el nagyobb. A v¶allalat a h¶atral¶ek m¶ert¶ek¶er}ol
is dÄonthet, csÄokkentheti azt p¶eld¶aul a rendel¶esek kor¶abbi lead¶as¶aval, a cik-
lusok rÄovid¶³t¶es¶evel. A h¶atral¶ek optim¶alis m¶ert¶eke a modell szerint QEOQopt =p
2sD=b ¢ ph=(b + h). Mivel a h¶atral¶ek fajlagos kÄolts¶ege a szorzat tagjainak
nevez}oiben tal¶alhat¶o, ez¶ert annak nÄovel¶ese csÄokkenti az optim¶alis h¶atral¶ek-
szintet. Ha a fajlagos h¶atral¶ekkÄolts¶eg a v¶egtelenbe tart, akkor az optim¶alis
h¶atral¶ekszint z¶erus, a gazdas¶agos sorozatnagys¶ag pedig az eredeti Wilson-
formul¶at adja vissza.
Az EPQ modell h¶atral¶ek eset¶en fenn¶all¶o ÄosszkÄolts¶eg fÄuggv¶eny¶enek fel¶³r¶a-
s¶ahoz a (2) ¶es (4) egyenletek megfontol¶asait kell alkalmaznunk, ¶³gy a (5)
formula ezekhez meglehet}osen hasonl¶o:
TCEP Qb (Q;B) = sD=Q + h(Q ¡ B)2(m ¡ D)=2mQ + bB2=2Q + cD : (5)
Az ÄosszkÄolts¶eg fÄuggv¶eny alapj¶an sz¶armaztathat¶o gazdas¶agos sorozatnagys¶ag
k¶eplete
QEP Qb =
p
2sD=h ¢
p
m=(m ¡ D ¢
p
(b + h)=b ;
amely a fentiekben bemutatott Wilson-formula, valamint a v¶eges termel¶esi
r¶ata ¶es a hi¶any miatt fenn¶all¶o m¶odos¶³t¶o faktorok szorzata.
A fentiekben bemutatott kiterjeszt¶esi ir¶anyzatokat lehet}os¶egeinkhez m¶er-
ten kÄulÄon t¶argyaltuk, azonban megjegyezzÄuk, hogy az egyes modellekben
jellemz}oen keverednek ezek a modelljegyek. Term¶eszetesen nincs olyan ta-
nulm¶any, amely mindegyik modellfeltev¶est ¯gyelembe venn¶e, az azonban
¶altal¶anos, hogy egy ¶uj modell tÄobb ir¶anyzathoz is sorolhat¶o.
4 M¶odszertani megkÄozel¶³t¶esek
M¶odszertani szempontb¶ol csoportos¶³thatjuk a modelleket azok input adatai-
nak tulajdons¶aga szerint, ¶³gy megkÄulÄonbÄoztethetÄunk determinisztikus, szto-
chasztikus, valamint fuzzy modelleket. A k¶eszletgazd¶alkod¶asi modellek nagy
r¶esze determinisztikus, melynek oka az el}ore ismert input adatok j¶o kezel-
het}os¶ege. Sz¶amoss¶agukat ¶erz¶ekelteti, hogy Pentico ¶es Drake (2011) a deter-
minisztikus k¶eszletgazd¶alkod¶asi modellek azon sz}uk ¶ag¶ar¶ol k¶esz¶³tett irodalmi
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¶attekint¶est, melyekben a hi¶any p¶otl¶asa csak r¶eszben tÄort¶enik meg, s a szerz}ok
¶³gy is tÄobb mint 150 tanulm¶anyt jelÄoltek meg a hivatkoz¶asok kÄozÄott. Ezek a
m¶odszerek jellemz}oen egy optimaliz¶al¶asi feladatra adnak ¶altal¶anos megold¶ast
vagy megold¶asi algoritmust. A kÄovetkeztet¶esek levon¶asakor Äugyelni kell a de-
terminisztikus jellegb}ol ad¶od¶o gyakorlati alkalmazhat¶os¶agi korl¶atokra. Meg-
jegyezzÄuk azonban, hogy a Toyota Termel¶esi Rendszerben a szerz}od¶eseket
el}ore kÄotik (Mishina ¶es Takeda, 1992), ¶³gy a kereslet tulajdonk¶eppen deter-
minisztikusnak ¶es konstansnak tekinthet}o.
¶Altal¶aban kÄozelebb ¶allnak a val¶os¶aghoz a sztochasztikus modellek, mivel
¯gyelembe veszik a v¶eletlent, ¶es az input adatoknak valamilyen eloszl¶as¶aval
sz¶amolnak. A probl¶ema jelleg¶et}ol ¶es a modell viselked¶es¶et}ol fÄugg}oen az egyen-
letes, illetve a norm¶alis eloszl¶as felt¶etelez¶ese a leggyakoribb. Egyes tanulm¶a-
nyok el}ore nem ismert eloszl¶ast engednek meg, nÄovelve ezzel az ¶altal¶anos
¶erv¶eny}u kÄovetkeztet¶esek levon¶as¶anak lehet}os¶eg¶et.
A fentiekben utaltunk VÄorÄos (2013) m¶odszertani ¶uj¶³t¶as¶ara, melynek l¶enye-
ge, hogy a k¶eszletez¶esi ciklusok lehetnek ÄosszefÄugg}oek, azaz az els}o peri¶odus-
ban sztochasztikusan kialakul¶o helyzetet kÄovet}oen determinisztikusak vagy
fÄuggetlenek, vagyis minden peri¶odusban sztochasztikusak. A m¶ar szint¶en
emlegetett tanul¶asi gÄorbe ,,szab¶alyszer}us¶ege" szint¶en lehet determinisztikus
vagy sztochasztikus.
K¶eszletgazd¶alkod¶as t¶emakÄorben viszonylag kis ar¶anyban tal¶alhatunk a
fuzzy logik¶at alkalmaz¶o tanulm¶anyokat. Ezek alapfeltev¶ese, hogy bizonytalan
inform¶aci¶ok ¶allnak rendelkez¶esre az inputokr¶ol, igen ¶es nem v¶alaszok helyett
a kett}o kÄozÄotti, nem egy¶ertelm}u adatokkal, v¶elem¶enyekkel kell sz¶amolni. A
fuzzy m¶odszer h¶atr¶anya annak viszonylag bonyolult volta, ugyanis Andriolo
et al. (2014) szerint a modellek sokszor feleslegesen komplexek, ami egyr¶eszt
csÄokkenti az eredm¶enyek hiteless¶eg¶et, m¶asr¶eszt nem igaz¶an teszik lehet}ov¶e a
gyakorlatban tÄort¶en}o alkalmaz¶ast.
A modellek gyakorlati tesztel¶es¶et nehez¶³ti, hogy a szÄuks¶eges adatok egy r¶e-
sz¶et { nagyr¶eszt annak neh¶ezs¶egei miatt { a v¶allalatok nem m¶erik. Hasonl¶oan
gyakori probl¶ema, hogy az Äuzleti titoktart¶as nem teszi lehet}ov¶e az adatokhoz
val¶o hozz¶af¶er¶est. Ezen neh¶ezs¶egek ¶athidal¶as¶ara j¶o megold¶ast adnak a szimu-
l¶aci¶ok . J¶o p¶elda erre VÄorÄos et al. (in press) modellje, melyben a TTR fut¶o-
szalagj¶anak kibocs¶at¶asa b¶eta eloszl¶as¶u val¶osz¶³n}us¶egi v¶altoz¶o, tov¶abb nÄovelve
ezzel az ¶altal¶anoss¶agot.
A harmadik szakaszban v¶azolt modellek c¶elja jellemz}oen az ÄosszkÄolts¶eg
minimaliz¶al¶asa. Az ÄosszkÄolts¶eg fÄuggv¶enyek a modell feltev¶eseit}ol fÄugg}oen kÄu-
lÄonbÄoz}o elemekb}ol ¶allhatnak Äossze, de kÄozÄos bennÄuk a sorozatkezd¶essel ¶es a
k¶eszlettart¶assal kapcsolatos kÄolts¶egek megjelen¶ese. A sorozatnagys¶ag dÄont¶esi
v¶altoz¶o, ¶es az optimumsz¶am¶³t¶as legf}obb eredm¶enye ennek meghat¶aroz¶asa. A
modellt}ol fÄugg}oen tov¶abbi dÄont¶esi v¶altoz¶ok ment¶en is tÄort¶enhet optimaliz¶al¶as,
de azok ¶altal¶aban nem fÄuggetlenek a sorozatnagys¶agt¶ol.
Az ÄosszkÄolts¶eg minimum¶anak megtal¶al¶as¶ahoz a leggyakrabban a deriv¶al¶as
m¶odszer¶et alkalmazz¶ak a szerz}ok. A stacion¶arius pont(ok) megtal¶al¶as¶at kÄo-
vet}oen ellen}orzik a m¶asodik deriv¶alt viselked¶es¶et, melyb}ol kÄovetkeztetnek az
optimumra. Ugyanez a m¶odszer alkalmazhat¶o pro¯tmaximumot keres}o sz¶el-
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s}o¶ert¶ek-sz¶am¶³t¶as eset¶en. GrubbstrÄom (1996) deriv¶al¶as n¶elkÄul jutott a Wilson-
formul¶ahoz, majd GrubbstrÄom ¶es Erdem (1999) a h¶atral¶ekot ¯gyelembe vev}o
eset algebrai megold¶as¶at is bemutatt¶ak. C¶ardenas-Barr¶on (2007) m¶odszer¶et a
fentiekben fel¶³rt ÄosszkÄolts¶eg fÄuggv¶enyekre alkalmazva, a (6) egyenletnek meg-
felel}o ¶altal¶anos alak a Q =
p
l=k helyen veszi fel minimum¶at, ¶³gy sz¶am¶³that¶o
ki teh¶at a gazdas¶agos sorozatnagys¶ag.
TC(Q) = kQ +
l
Q
+ cD : (6)
A minimum ¶ert¶ek¶et pedig megkaphatjuk a TCmin = 2
p
kl + cD k¶epletbe
val¶o behelyettes¶³t¶essel, teh¶at a gazdas¶agos sorozatnagys¶ag ismerete n¶elkÄul is
kisz¶am¶³thatjuk. Az EOQ ¶es EPQ modellekre tÄort¶en}o alkalmaz¶ast mutatj¶ak
be a 3. t¶abl¶azat h¶atral¶ek n¶elkÄuli oszlopai. Ez az Äosszegz¶es is j¶ol mutatja,
hogy a k¶et modell kÄozÄott az (m ¡ D)=m m¶odos¶³t¶o faktor tesz kÄulÄonbs¶eget.
Ez a szorz¶o csÄokkenti a k¶eszletezend}o mennyis¶eget, hiszen nem a ciklus elej¶en,
egyszerre, hanem folyamatosan ¶erkeznek a rakt¶arba a legy¶artott term¶ekek.
A sorozatkezd¶esek sz¶ama ¶es kÄolts¶ege megegyezik. Az el}obbi m¶odos¶³t¶o fak-
tor n¶egyzetgyÄoke jelenik meg a kÄolts¶egminimum, reciprok¶anak n¶egyzetgyÄoke
pedig gazdas¶agos sorozatnagys¶ag k¶eplet¶eben. Az (m¡D)=m h¶anyados ¶ert¶eke
kisebb egyn¶el, ¶³gy ugyanazon felt¶etelek mellett az EPQ modell ÄosszkÄolts¶ege
kisebb, gazdas¶agos sorozatnagys¶aga pedig magasabb, mint az EOQ eset¶eben.
A k¶et modell kÄozÄotti ÄosszefÄugg¶est j¶ol mutatja a szorz¶o, hiszen amennyiben
minden hat¶aron t¶ul nÄoveljÄuk a termel¶esi r¶at¶at, azaz m ! 1, akkor a h¶anya-
dos ¶ert¶eke egys¶egnyi, vagyis az EOQ modellt kapjuk vissza.
Nem keletkezhet h¶atral¶ek H¶atral¶ek lehet}os¶eg¶et ¯gyelembe v¶eve
EOQ EPQ EOQb EP Qb
k h2
h
2
m¡D
m
h
2
h
2
m¡D
m
l sD sD sD + h+b2 B
2 sD + b2B
2 + h2
m¡D
m B
2
Qopt
p
2sD
h
p
2sD
h
p
m
m¡D
p
2sD
h
p
b+h
b
p
2sD
h
p
m
m¡D
p
b+h
b
Bopt B = 0 B = 0
p
2sD
b
p
h
b+h
p
2sD
b
p
m
m¡D
p
h
b+h
TCmin
p
2hsD + cD
p
2hsD m¡Dm + cD
p
2sDh(b+h)
b + cD
p
2sDh(b+h)(m¡D)
bm + cD
GrubbstrÄom GrubbstrÄom GrubbstrÄom &Erdem C¶ardenas-Barr¶on
(1996) (1996) (1999) (2001)
3. t¶abl¶azat. Deriv¶al¶as n¶elkÄuli optimumsz¶am¶³t¶as EOQ ¶es EPQ modellekben
A h¶atral¶ek keletkez¶es¶et megenged}o modellek (ld. 3. t¶abl¶azat) vizsg¶alata
tov¶abbi tanuls¶agokat rejt mag¶aban. Az (m ¡ D)=m m¶odos¶³t¶o faktor, illetve
reciprok¶anak n¶egyzetgyÄoke a h¶atral¶ek n¶elkÄuli esethez hasonl¶oan viselkedik,
az ¶uj sz¶am¶³t¶asban azonban m¶ar a h¶atral¶ekhoz is kapcsol¶odik. A gazdas¶agos
sorozatnagys¶ag k¶eplet¶et mindk¶et modellt¶³pusban a
p
(b + h)=b szorz¶o m¶odo-
s¶³tja. Mivel b ¶es h pozit¶³vak, ez¶ert a h¶anyados ¶es annak n¶egyzetgyÄoke nagyobb
egyn¶el. H¶atral¶ekot felt¶etelezve teh¶at n}o a gazdas¶agos sorozatnagys¶ag. Mivel
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ugyanez a faktor m¶odos¶³tja az ÄosszkÄolts¶eg minimum¶at, ez¶ert azt is meg¶allap¶³t-
hatjuk, hogy nem meglep}o m¶od¶on a h¶atral¶ekot megenged}o esetben magasabb
az ÄosszkÄolts¶eg minimuma, mint a h¶atral¶ek n¶elkÄuli esetben. Ezek a meg¶alla-
p¶³t¶asok pedig mind az EOQ, mind az EPQ modellekre igazak.
A h¶atral¶ekot megenged}o esetekben Äosszevetve egym¶assal az optim¶alis so-
rozatnagys¶ag ¶es az optim¶alis h¶atral¶ekszint m¶ert¶ek¶et, azt kapjuk, hogy az
ar¶any Qopt=Bopt = (b + h)=h. A szakirodalom alapj¶an felt¶etelezzÄuk, hogy a
h¶atral¶ek fajlagos kÄolts¶ege magasabb a k¶eszletez¶es fajlagos kÄolts¶eg¶en¶el, vagyis
b > h, ez¶ert (b + h)=h > 2. Ebb}ol pedig arra kÄovetkeztethetÄunk, hogy az
¶atlagos k¶eszletszintnek legal¶abb k¶etszer akkor¶anak kell lennie, mint az ¶atlagos
h¶atral¶ekszintnek Qopt=2 > 2Bopt=2, egy¶ebk¶ent biztosan nem optim¶alis a
k¶eszletgazd¶alkod¶asi politika.
5 ÄOsszegz¶es, tov¶abbfejleszt¶esi ir¶anyok
A tanulm¶anyban az elm¶ult tÄobb mint sz¶az ¶ev k¶eszletgazd¶alkod¶asi modell-
jeinek irodalm¶at igyekeztÄunk rendszerve ¶attekinteni. A k¶et alapmodell (EOQ
¶es EPQ) mellett a h¶atral¶ek (hi¶any) el}ofordul¶as¶at megenged}o kiterjeszt¶est mu-
tattuk be r¶eszletesebben, mivel a k¶eszletgazd¶alkod¶asban a k¶eszlettÄobblet mel-
lett annak ellent¶ete a m¶asik gyakori eset. Bizonyos mennyis¶eg}u k¶eszlet vagy
h¶atral¶ek ugyanis m¶eg a Just-In-Time rendszerben m}ukÄod}o v¶allalatokn¶al is
jelen van.
Tartalmilag k¶et csoportra osztottuk a modelleket. Nyolc olyan ir¶anyzatot
kÄulÄonbÄoztettÄunk meg, melyek egy-egy olyan t¶enyez}ot vesznek ¯gyelembe a
modellfeltev¶esben, amely kÄuls}o adotts¶ag a v¶allalat sz¶am¶ara. Tov¶abbi hat
ir¶anyzat pedig a v¶allalat bels}o korl¶ataib¶ol kiindulva gondolkodik. Utaltunk
az egyes ir¶anyzatok elind¶³t¶oira, valamint az }o alapvet¶eseikre. MegjegyeztÄuk
azonban, hogy az egyes tanulm¶anyok jellemz}oen tÄobb feltev¶est is tartalmaz-
nak, ¶³gy egyszerre tÄobb ir¶anyzat irodalm¶at is gazdag¶³tj¶ak. A m¶odszertani
megkÄozel¶³t¶esek eset¶eben is hasonl¶o a helyzet, ann¶al is ink¶abb, mivel l¶eteznek
azonos probl¶em¶akat kÄulÄonbÄoz}o m¶odszerekkel megold¶o, majd azokat Äosszeha-
sonl¶³t¶o m}uvek.
Az irodalmi ir¶anyzatok sz¶amoss¶aga is jelzi, mennyire kiterjedt a k¶eszlet-
gazd¶alkod¶asi modellek szakirodalma, nem lehetetlen azonban ¶ujat alkotni a
t¶em¶aban. A legtÄobb ¶uj modell a kor¶abbiakat fejleszti tov¶abb, kis m¶odos¶³t¶asok
(pl. m¶asik eloszl¶as alkalmaz¶asa) seg¶³ts¶eg¶evel, illetve a tartalmi ¶es/vagy m¶od-
szertani ir¶anyzatok kombin¶al¶as¶aval. ¶Uj modellfeltev¶esek legink¶abb a gya-
korlat fejl}od¶es¶evel (pl. egy ¶uj termel¶esi rendszer), egy-egy speci¶alis term¶ek
(pl. energia) k¶eszletez¶es¶enek ig¶eny¶evel, ¶uj kÄuls}o elv¶ar¶asokkal (pl. t¶arsadalmi
felel}oss¶egv¶allal¶as) merÄulnek fel. SzÄulethetnek azonban ¶uj megkÄozel¶³t¶esek ¶uj
dÄont¶esi v¶altoz¶ok (pl. min}os¶eg-ellen}orz¶esi sebess¶eg, ld. Hauck ¶es VÄorÄos, 2015)
bevezet¶es¶evel is.
Rem¶eljÄuk, hogy a k¶eszletgazd¶alkod¶asi modellek fenti bemutat¶asa gondo-
lat¶ebreszt}o lesz tÄobb magyar kutat¶o sz¶am¶ara, lehet}os¶eget adva ezzel arra,
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hogy egy kÄovetkez}o irodalmi Äosszefoglal¶o m¶eg tÄobb magyar hivatkoz¶ast, ak¶ar
¶uj ir¶anyzato(ka)t is tartalmazzon.
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SURVEY ON MODELS OF INVENTORY MANAGEMENT
This paper aims to provide a survey on the basic models and key topics of models of
inventory management. Economic Order Quantity (EOQ) and Economic Produc-
tion Quantity (EPQ) models are considered as the basic ones. Key topics include
eight categories that are based on external barriers of the company, and six cat-
egories on internal ones. One chapter is summarizing di®erent types of methods
used in these ¯elds. As far as possible, theory and practice meet in the context,
amongst which the Toyota Production System is analyzed.
Keywords: lot size, holding cost, setup cost, backlog
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NEMKONVEX IR¶ANY¶IT¶ASI FELADATOK1
K¶ANNAI ZOLT¶AN { SZAB¶O IMRE { TALLOS P¶ETER
Budapesti Corvinus Egyetem
Koml¶osi S¶andor 70. szÄulet¶esnapj¶ara
Optim¶alis ir¶any¶³t¶asi feladatok egzisztencia k¶erd¶esein¶el a szakirodalom t¶ulnyo-
m¶o r¶esz¶eben a konvexit¶as fontos szerepet j¶atszik. Az al¶abbiakban nemkonvex
probl¶em¶ak egy ¶erdekes oszt¶aly¶ara igazoljuk az optim¶alis ir¶any¶³t¶as l¶etez¶es¶et
di®erenci¶altartalmaz¶asok technik¶aj¶anak felhaszn¶al¶as¶aval.
Mathematics Subject Classi¯cations: 34A60, 49K15, 93D15
1 Bevezet¶es
TekintsÄuk a kÄovetkez}o egyszer}u alak¶u optim¶alis ir¶any¶³t¶asi feladatot:
H(x; u) =
Z T
0
h(x(t); u(t)) dt ! min
x0(t) = u(t); x(0) = x0 (1)
u(t) 2 K majdnem mindenÄutt.
A Pontrjagin-f¶ele maximumelv (l¶asd [5]) szÄuks¶eges felt¶etelt fogalmaz meg az
optim¶alis u ir¶any¶³t¶asra, de semmilyen t¶ampontot nem ad arra, hogy val¶oban
l¶etezik-e optim¶alis ir¶any¶³t¶as. ¶Altal¶aban az egzisztencia k¶erd¶ese csak igen
m¶ely, a halmaz¶ert¶ek}u anal¶³zisen alapul¶o technik¶aval kezelhet}o, ¶es a szak-
irodalom ¶altal¶aban konvexit¶asi felt¶eteleket alkalmaz a feladatban szerepl}o
fÄuggv¶enyekre. Itt utalunk p¶eld¶aul Rockafellar [7] ¶attekint}o munk¶aj¶ara, vagy
Aubin ¶es Frankowska [2] eredm¶enyeire.
Az al¶abbi dolgozatban megmutatjuk, hogy a di®erenci¶altartalmaz¶asok
technik¶aj¶anak alkalmaz¶as¶aval optim¶alis ir¶any¶³t¶asi feladatok egy ¶erdekes osz-
t¶aly¶ara igazolhatjuk a megold¶as l¶etez¶es¶et di®erenci¶alhat¶os¶agi ¶es konvexit¶asi
felt¶etelek felhaszn¶al¶asa n¶elkÄul.
2 Konjug¶alt fÄuggv¶enyek
Legyen a tov¶abbiakban X egy val¶os Hilbert-t¶er, X¤ a du¶alis t¶er ¶es f : X ! IR
adott fÄuggv¶eny.
1Be¶erkezett: 2017. janu¶ar 9. E-mail: kannai@uni-corvinus.hu.
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1. De¯n¶³ci¶o. Az f fÄuggv¶eny konjug¶alt fÄuggv¶eny¶en azt az f¤ : X¤ ! IR
fÄuggv¶enyt ¶ertjÄuk, amelyre
f¤(p) = sup
x2X
fhp; xi ¡ f(x)g
minden p 2 X¤ mellett.
2. De¯n¶³ci¶o. Az f fÄuggv¶eny szubdi®erenci¶alja az x pontban
@f(x) = fp 2 X¤ : f(x) ¡ f(y) · hp; x ¡ yi 8y 2 Xg ;
amely az X¤ konvex r¶eszhalmaza.
A konjug¶alt fÄuggv¶enyek ¶es a szubdi®erenci¶al tulajdons¶agait illet}oen uta-
lunk Aubin ¶es Cellina [1] monogr¶a¯¶aj¶ara.
1. ¶All¶³t¶as. B¶armely f(x) 2 IR ¶es p 2 @f(x) eset¶en x 2 @f¤(p).
Bizony¶³t¶as: A szubdi®erenci¶al ¶ertelmez¶ese alapj¶an tetsz}oleges y 2 X mel-
lett hp; y¡xi · f(y)¡f(x), ez¶ert hp; yi¡f(y) · hp; xi¡f(x). Innen ad¶odik,
hogy f¤(p) = hp; xi ¡ f(x), teh¶at
f(x) = hp; xi ¡ f¤(p) · f¤¤(x) :
Igy a Fenchel-egyenl}otlens¶eg szerint f¤¤(x) = f(x) ¶es f¤¤(x) = hp; xi¡f¤(p).
Teh¶at b¶armely y 2 X eset¶en
hy; xi ¡ f¤(y) · hp; xi ¡ f¤(p) ;
ami ¶eppen azt jelenti, hogy x 2 @f¤(p). 2
3 Di®erenci¶altartalmaz¶asok
TekintsÄunk az X val¶os Hilbert-t¶eren egy F halmaz¶ert¶ek}u lek¶epez¶est, amely-
nek ¶ert¶ekei az X nem Äures, z¶art r¶eszhalmazai. TegyÄuk fel, hogy F felÄulr}ol
f¶elig folytonos, ¶es keressÄunk olyan x abszol¶ut folytonos fÄuggv¶enyt,amelyre
x0(t) 2 F (x(t)) (2)
majdnem mindenÄutt a [0; T ] id}ointervallumon.
J¶ol ismert, hogy a fenti auton¶om di®erenci¶altartalmaz¶as megoldhat¶o, ha
F ¶ert¶ekei konvex halmazok, ¶es egyszer}u ellenp¶elda mutatja, hogy a kon-
vexit¶asi felt¶etel ¶altal¶aban nem hagyhat¶o el (l¶asd p¶eld¶aul Aubin ¶es Cellina [1]).
A konvexit¶as azonban gyeng¶³thet}o alkalmas potenci¶alfÄuggv¶eny l¶etez¶es¶enek
felt¶etelez¶es¶evel (l¶asd Bressan, Cellina ¶es Colombo [3]).
1. T¶etel. TekintsÄuk a fenti nemkonvex ¶ert¶ek}u F halmaz¶ert¶ek}u lek¶epez¶est.
TegyÄuk fel, hogy l¶etezik olyan V : X ! IR alulr¶ol f¶elig folytonos, konvex
potenci¶alfÄuggv¶eny, amelyre
F (x) ½ @V (x) (3)
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minden x 2 X eset¶en. Akkor a (2) di®erenci¶altartalmaz¶asnak l¶etezik megol-
d¶asa a [0; T ] intervallumon.
A fenti t¶etel kiterjeszthet}o f¶aziskorl¶atoz¶asos feladatokra is, l¶asd K¶annai
¶es Tallos [6], r¶aad¶asul a V potenci¶alfÄuggv¶eny konvexit¶asa helyett elegend}o az
alulr¶ol regularit¶as felt¶etelez¶ese. Ez ut¶obbi eredm¶eny a halmaz¶ert¶ek}u lek¶epez¶es
regulariz¶al¶as¶aval ¶atvihet}o a nem-auton¶om feladat megold¶as¶ara, itt utalunk a
Tallos ¶es K¶annai [8] dolgozatra.
4 Egy optim¶alis ir¶any¶³t¶asi feladat
Legyen K az X val¶os Hilbert-t¶er valamely nem Äures, kompakt r¶eszhalmaza,
¶es c > 0 adott konstans. TekintsÄuk az X t¶eren az f ¶es g val¶os ¶ert¶ek}u
fÄuggv¶enyeket, ¶es tegyÄuk fel, hogy f folytonos ¶es konvex, tov¶abb¶a g tetsz}oleges
folytonos fÄuggv¶eny.
VezessÄuk be az al¶abbi halmaz¶ert¶ek}u lek¶epez¶est az X t¶eren:
F (x) = fu 2 K : f(u) ¡ chx; ui + g(x) minim¶alis g : (4)
KÄonnyen ellen}orizhet}o, hogy F ¶ert¶ekei nem Äures, kompakt halmazok X-ben,
tov¶abb¶a a Berge-t¶etelb}ol (l¶asd Aubin ¶es Cellina [1]) ad¶odik, hogy F felÄulr}ol
f¶elig folytonos lek¶epez¶es.
2. ¶All¶³t¶as. B¶armely x 2 X mellett
F (x) ½ @
³1
c
f + ±K
´¤
(x)
ahol ±K a K halmaz indik¶atorfÄuggv¶enye.
Bizony¶³t¶as. Legyen u 2 F (x) tetsz}oleges. Ekkor b¶armely v 2 K eset¶en
f(u) ¡ chx; ui + g(x) · f(v) ¡ chx; vi + g(x)
azaz
hx; v ¡ ui · 1
c
f(v) ¡ 1
c
f(u) :
Teh¶at tetsz}oleges v 2 X mellett
hx; v ¡ ui ·
³1
c
f + ±K
´
(v) ¡
³1
c
f + ±K
´
(u) :
Innen a szubdi®erenci¶al de¯n¶³ci¶oja szerint
x 2 @
³1
c
f + ±K
´
(u) ;
ahonnan az 1. ¶All¶³t¶as alapj¶an ad¶odik, hogy
u 2 @
³1
c
f + ±K
´¤
(x) : 2
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A fenti felt¶etelek mellett tekintsÄuk ezut¶an a kÄovetkez}o ir¶any¶³t¶asi feladatot:R T
0
(f(u(t)) ¡ chx(t); u(t)i + g(x(t))) dt ! min
x0(t) = u(t); x(0) = x0
u(t) 2 K majdnem mindenÄutt ,
amely az x ¶allapotv¶altoz¶oban nem felt¶etlenÄul konvex.
2. T¶etel. A fenti optim¶alis ir¶any¶³t¶asi feladatnak l¶etezik megold¶asa.
Bizony¶³t¶as. K¶esz¶³tsÄuk el a (4) alatti F halmaz¶ert¶ek}u lek¶epez¶est, ¶es te-
kintsÄuk az
x0(t) 2 F (x(t))
x(0) = x0
di®erenci¶altartalmaz¶ast. Vil¶agos, hogy e di®erenci¶altartalmaz¶as minden meg-
old¶asa egy¶uttal a fenti optim¶alis ir¶any¶³t¶asi feladatnak is megold¶asa, hiszen a
pontonk¶enti minimum egyben az integr¶al minimum¶at is szolg¶altatja.
M¶asr¶eszt a 2. ¶All¶³t¶as ¶ertelm¶eben az F lek¶epez¶esre teljesÄul a (3) potenci¶al-
felt¶etel, azaz a
V (x) =
³1
c
f + ±K
´¤
(x)
(x 2 X) v¶alaszt¶assal F kiel¶eg¶³ti az 1. T¶etel felt¶eteleit, ez¶ert a differenci¶altar-
talmaz¶asnak l¶etezik megold¶asa a [0; T ] intervallumon. 2
Hasonl¶o nemkonvex optim¶alis ir¶any¶³t¶asi feladatok megoldhat¶os¶ag¶anak
vizsg¶alata szerepel K¶annai [4] dolgozat¶aban.
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NONCONVEX OPTIMAL CONTROL PROBLEMS
Existence of optimal control in nonlinear control problems is mainly proved under
certain convexity assumptions. In this paper we show the existence of optimal con-
trol in a nonconvex control problem by using the technique of di®erential inclusions.
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ER}OS DUALIT¶AST¶ETEL V¶EGTELEN LP-KRE1
PINT¶ER MIKL¶OS
PTE KTK
Ebben a cikkben a v¶egtelen line¶aris programokra vonatkoz¶o er}os dualit¶ast¶etelt
vizsg¶aljuk meg. Kimondjuk ¶es bizony¶³tjuk a Farkas-lemma v¶egtelen dimenzi¶os
v¶altozat¶at, majd annak seg¶³ts¶eg¶evel kimondjuk ¶es bizony¶³tjuk a v¶egtelen
line¶aris programokra vonatkoz¶o er}os dualit¶ast¶etelt (Anderson ¶es Nash, 1987).
IsmertetjÄuk a terÄulet alapvet}o fogalmait ¶es p¶eld¶akkal megvil¶ag¶³tjuk a fogal-
mak ¶es a t¶etelek mÄogÄott megb¶uv¶o intu¶³ci¶okat.
Kulcsszavak: v¶egtelen LP, Farkas-lemma, er}os dualit¶ast¶etel
1 Bevezet}o
A v¶eges line¶aris programokra (LP-k) vonatkoz¶o dualit¶ast¶etelek, ¶ugy mint a
gyenge dualit¶ast¶etel ¶es az er}os dualit¶ast¶etel, az egyetemi alapk¶epz¶esek bevett,
kikerÄulhetetlen ¶es fontos r¶eszei. A dualit¶as fogalma ¶es a dualit¶ast¶etelek olyan
nyilv¶anval¶oan alapvet}oek, mind az alkalmaz¶asok, mind koncepcion¶alis szem-
pontb¶ol, hogy fel sem merÄulhet kihagy¶asuk egy oper¶aci¶okutat¶as t¶argy tema-
tik¶aj¶ab¶ol.
A v¶egtelen LP-k vizsg¶alata nem r¶esze a sztenderd oper¶aci¶okutat¶asi kurzu-
soknak, pedig az mind az alkalmaz¶asok szempontj¶ab¶ol (lsd. pl. Anderson ¶es
Nash (1987), Pint¶er (2011)), mind puszt¶an elm¶eleti szempontb¶ol ¶erdekes ¶es
fontos.
Ebben a cikkben a v¶egtelen line¶aris programokra vonatkoz¶o er}os duali-
t¶ast¶etelt vizsg¶aljuk meg. Kimondjuk ¶es bizony¶³tjuk a Farkas-lemma v¶egtelen
dimenzi¶os v¶altozat¶at, majd annak seg¶³ts¶eg¶evel kimondjuk ¶es bizony¶³tjuk a
v¶egtelen line¶aris programokra vonatkoz¶o er}os dualit¶ast¶etelt (Anderson ¶es
Nash, 1987). IsmertetjÄuk a terÄulet alapvet}o fogalmait ¶es p¶eld¶akkal megvi-
l¶ag¶³tjuk a fogalmak ¶es a t¶etelek mÄogÄott megb¶uv¶o intu¶³ci¶okat.
Az alternat¶³va t¶etelek (ilyen a Farkas-lemma) ¶es a dualit¶ast¶etelek irodalma
sz¶eles, lsd. pl. Farkas (1894, 1902), Fan (1956), Tucker (1956), Good (1959),
Gale (1960), Chernikov (1968), Anderson ¶es Nash (1987), Dax (1993), Dax
¶es Sreedharan (1997), Broyden (1998), Roos ¶es Terlaky (1999), Bartl (2007),
Kannai (2008), Bartl (2008). Ez a cikk rem¶enyeink szerint abban gazdag¶³tja
az alternat¶³va t¶etelek ¶es a dualit¶ast¶etelek irodalm¶at, hogy felh¶³vja a ¯gyelmet
az anal¶³zis szempont¶u megkÄozel¶³t¶es erej¶ere ¶es eleganci¶aj¶ara.
1A szerz}o kÄoszÄoni David Bartl-nak a kÄozÄos gondolkod¶ast. Ez a cikk Nemzeti Ku-
tat¶asi, Fejleszt¶esi ¶es Innov¶aci¶os Hivatal (NKFIH, K 101224, K 115538 ¶es K 124631) ¶es a
P¶ecsi Tudom¶anyegyetem K¶³v¶al¶os¶agi Centrum p¶aly¶azat¶anak anyagi t¶amogat¶as¶aval k¶eszÄult.
Be¶erkezett: 2017. janu¶ar 9. E-mail: pinterm@ktk.pte.hu.
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A cikk fel¶ep¶³t¶ese a kÄovetkez}o. A 2. fejezetben bevezetjÄuk a cikkben hasz-
n¶alt alapfogalmakat, a 3. fejezetben kimondjuk a cikkben haszn¶alt kulcs-
t¶etelt, egy szepar¶aci¶os t¶etelt, a 4. fejezetben a v¶egtelen dimenzi¶os Farkas-
lemm¶at t¶argyaljuk, majd az 5. fejezetben a v¶egtelen LP-kre vonatkoz¶o er}os
dualit¶ast¶etel kerÄul g¶orcs}o al¶a. Az utols¶o fejezet egy rÄovid Äosszefoglal¶asa az
ismertetett eredm¶enyeknek.
2 Alapfogalmak
Ebben a fejezetben ¶attekintjÄuk ¶es bevezetjÄuk a v¶egtelen LP-khez kapcsol¶od¶o
alapvet}o fogalmakat.
Legyenek X ¶es Y topologikus vektorterek a val¶os test felett, X0 az X
algebrai du¶al ja, azaz, az X-en ¶ertelmezett line¶aris funkcion¶alok tere, Y ¤ az Y
topologikus du¶al ja, azaz, az Y -on ¶ertelmezett folytonos line¶aris funkcion¶alok
tere. Az (Y; Y^ ) du¶alis p¶ar , ha Y^ µ Y ¤-ra teljesÄul, hogy ha f 2 Y ¶es f 6= 0,
akkor l¶etezik olyan y 2 Y^ , hogy y(f) 6= 0. Vil¶agos, hogy (Y; Y ¤) egy du¶alis
p¶ar.
Legyen A : X ! Y egy line¶aris lek¶epez¶es, ekkor A0 : Y ¤ ! X0 az A
lek¶epez¶es adjung¶altja, azaz minden x 2 X-re ¶es y 2 Y ¤-ra ¡A0(y)¢(x) =
y
¡
A(x)
¢
.
A P µ X konvex k¶up, ha tetsz}oleges x; y 2 P pontokra ¶es nem negat¶³v
®; ¯ 2 IR+ skal¶arokra ®x+¯y 2 P . Tetsz}oleges f; g : X ! IR funkcion¶alokra
f ¸P g, ha minden x 2 P pontra f(x) ¸ g(x).
Legyen adott A : X ! Y line¶aris funkcion¶al, b 2 Y pont, P µ X konvex
k¶up ¶es c : X ! IR line¶aris funkcion¶al. TekintsÄuk a kÄovetkez}o LP feladatp¶art
(ld. Anderson ¶es Nash (1987), Section 3.3):
(P ) : c(x) ! sup
f:h: A(x) = b
x 2 P
(D) : y(b) ! inf
f:h: A0(y) ¸P c
y 2 Y ¤
(1)
Az (1) LP feladatp¶arnak a v¶eges LP feladatp¶arokkal val¶o hasonl¶os¶aga
nyilv¶anval¶o, r¶an¶ez¶esre l¶athat¶o. A f}obb kÄulÄonbs¶egek okaira a kÄovetkez}o p¶elda
seg¶³ts¶eg¶evel mutatunk r¶a.
1. p¶elda. TekintsÄuk a kÄovetkez}o LP feladatp¶art, ahol `1 az abszol¶ut konver-
gens sorok tere, azaz, `1 = fx 2 IRIN : Pn jxnj < 1g, ¶ertelmezzÄuk `1-en a
kÄovetkez}o norm¶at: jjxjj = Pn jxnj, x 2 `1:
(Pp) :
1P
n=1
2
nxn ! sup (Dp) : y2 ! inf
f:h:
1P
n=1
1
n2
xn = 0 f:h: y1
1P
n=1
1
n2
xn + y2
1P
n=1
xn ¸`1
+
1P
n=1
2
n
xn
1P
n=1
xn = 1
x 2 `1+ y 2 IR2
(2)
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VegyÄuk ¶eszre, hogy a (Pp) feladatnak nincs lehets¶eges megold¶asa, hiszen
a
P1
n=1
1
n2 xn = 0 felt¶etel csak akkor teljesÄulhet, ha x = 0 (x 2 `1+), de akkorP1
n=1 xn = 0 6= 1.
Ugyanakkor a (Dp) feladatnak van lehets¶eges megold¶asa, pl. (y1; y2) =
(0; 1) egy lehets¶eges megold¶as. VegyÄuk ¶eszre tov¶abb¶a, hogy az y1
P1
n=1
1
n2 xn+
y2
P1
n=1 xn ¸`1+
P1
n=1
2
nxn felt¶etelt fel lehet ¶³rni a kÄovetkez}ok¶eppen:
y1
1X
n=1
1
n2
xn + y2
1X
n=1
xn ¸`1+
1X
n=1
2
n
xn ; x 2 fe1; e2; . . .g
azaz
y1
1
n2
+ y2 ¸ 2
n
; n = 1; 2; . . . (3)
KÄonnyen l¶athat¶o tov¶abb¶a, hogy tetsz}oleges y1 2 IR sz¶amra y1 1n2 < 2n , n =
1; 2; . . ., teh¶at y2 pozit¶³v. Az is l¶athat¶o tov¶abb¶a, hogy az (m; 1=m), m =
1; 2; . . . sorozat minden eleme kiel¶eg¶³ti a (3) egyenl}otlens¶eget, teh¶at a (Dp)
feladat megold¶asa 0, de nincs olyan megengedett megold¶asa (Dp)-nek, ahol
a c¶elfÄuggv¶eny¶ert¶ek 0.
Az 1. p¶elda tÄobb szempontb¶ol is tanuls¶agos. Egyr¶eszt mutatja, hogy a
feladatok v¶egtelen jellege miatt le kell mondanunk a max-r¶ol ¶es a min-r¶ol,
helyettÄuk rendre sup-ot ¶es inf-ot haszn¶alhatunk. Ezek a m¶odos¶³t¶asok nagyon
k¶ezenfekv}oek, term¶eszetesek. Azt is l¶athatjuk azonban, hogy egy er}os duali-
t¶ast¶etelhez enn¶el tÄobb kell.
Ahhoz, hogy l¶assuk, hogy mi az a tÄobb, ami kell egy er}os dualit¶ast¶etelhez,
bele kell n¶eznÄunk az er}os dualit¶ast¶etel bizony¶³t¶as¶aba. A bizony¶³t¶as (v¶eges
esetben is) szepar¶aci¶os t¶etellel megy a feladatp¶ar (Pp) r¶esz¶eben. A szepar¶aci¶os
t¶etelben z¶art konvex halmazt er}osen szepar¶alunk egy kÄuls}o pontt¶ol, teh¶at
hangs¶ulyosan z¶art konvex halmazra van szÄuks¶egÄunk ¶es csak a feladatp¶ar (Pp)
r¶esz¶eben.
Az is kÄonnyen l¶athat¶o (ld. a 4. p¶eld¶at), hogy a lez¶ar¶ast alkalmazva van
(Pp)-nek megold¶asa, ¶es az optim¶alis c¶elfÄuggv¶eny¶ert¶ek 0. VegyÄuk ¶eszre, hogy a
(Dp) feladatnak is ez az optim¶alis c¶elfÄuggv¶eny¶ert¶eke, teh¶at ¶ugy t}unik, hogy az
er}os dualit¶ast¶etel a megfelel}o m¶odos¶³t¶asokkal kiterjeszthet}o v¶egtelen LP-kre.
L¶assuk a m¶odos¶³t¶asokat:
2. de¯n¶³ci¶o. TekintsÄuk az (1) feladatp¶art. Azt mondjuk, hogy a (D) feladat
konzisztens, ha l¶etezik olyan y 2 Y ¤ line¶aris funkcion¶al, hogy ¡A0(y)¢(x) ¸
c(x) minden x 2 P -re. A (D) konzisztens program ¶ert¶eke inf© y(b) : A0(y) ¸P
c; y 2 Y ¤ ª.
A fent eml¶³tett lez¶ar¶ashoz de¯ni¶alnunk kell a topol¶ogi¶at amiben a lez¶ar¶ast
¶ertjÄuk. VegyÄuk az (Y; Y^ ) du¶alis p¶art. Az Y^ ¶altal induk¶alt gyenge topol¶ogia
Y -on a kÄovetkez}o: az U µ Y halmaz az f0 2 Y pont gyenge kÄornyezete, ha
l¶etezik olyan n term¶eszetes sz¶am ¶es olyan y1; . . . ; yn 2 Y^ line¶aris funkcion¶alok,
hogy
Tn
j=1
©
f 2 Y : ¯¯yj(f) ¡ yj(f0)¯¯ < 1 ª µ U . Magyar¶an sz¶olva, az Y^ ¶altal
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Y -on induk¶alt gyenge topol¶ogia b¶azisa a kÄovetkez}o:½ n\
j=1
©
f 2 Y : ¯¯yj(f) ¡ yj(f0)¯¯ < 1 ª : n 2 IN; y1; . . . ; yn 2 Y^ ; f0 2 Y ¾ :
3. de¯n¶³ci¶o. TekintsÄuk az (1) feladatp¶art. Legyen D =
©¡
A(x); c(x)
¢
: x 2
P
ª
. Azt mondjuk, hogy a (P ) program szuperkonzisztens, ha l¶etezik olyan z 2
IR sz¶am, hogy (b; z) 2 D, ahol D a D halmaz lez¶artja az Y £IR-en ¶ertelmezett
szorzattopol¶ogi¶aban. A (P ) szuperkonzisztens program szuper¶ert¶eke sup
©
z :
(b; z) 2 D ª.
Azt mondjuk, hogy (I;·) jobbra ir¶any¶³tott halmaz, ha (I; ·) egy olyan
el}orendezett halmaz, hogy tetsz}oleges i; j 2 I elem¶ehez l¶etezik egy olyan
k 2 I eleme, hogy i · k ¶es j · k. (xi)i2I egy ¶altal¶anos¶³tott sorozat az X
halmazb¶ol, ha (I;·) egy jobbra ir¶any¶³tott halmaz ¶es xi 2 X minden i 2 I-
re.
Most m¶ar ¶at tudjuk fogalmazni 3. de¯n¶³ci¶ot. A (P ) program pontosan
akkor szuperkonzisztens, ha l¶etezik egy olyan P -beli ¶altal¶anos¶³tott sorozat
(xi)i2I , hogy A(xi)
w¡! b, azaz, A(xi) konverg¶al b-hez a gyenge topol¶ogi¶aban,
¶es c(xi) korl¶atos. Tov¶abb¶a, a z
¤ sz¶am pontosan akkor a (P ) szuperkonzisztens
program szuper¶ert¶eke, ha az a legkisebb fels}o korl¶atja azon z sz¶amok hal-
maz¶anak amikhez l¶etezik olyan P -beli (xi)i2I ¶altal¶anos¶³tott sorozat, hogy
A(xi)
w¡! b ¶es c(xi) ¡! z.
4. p¶elda. Az 1. p¶eld¶aban a (Pp) feladat nem konzisztens, de szuperkonzisztens,
hiszen (en) µ `1+ sorozatot tekintve azt l¶athatjuk, hogy egyr¶eszt
P1
i=1 eni = 1
minden n-re, m¶asr¶eszt
P1
i=1
1
i2
eni ! 0, azaz az `1+ halmaz a felt¶etelek line¶aris
lek¶epez¶essel vett k¶ep¶enek lez¶artj¶aban benne van a (0; 1) pont. Teh¶at a lez¶a-
r¶ast alkalmazva kapunk lehets¶eges megold¶ast, azaz a feladat szuperkonzisz-
tens. VegyÄuk ¶eszre, hogy mivel (`1; jj ¢ jj) metrikus t¶er, ¶³gy el¶eg hagyom¶anyos
sorozatokat tekinteni.
KÄonnyen l¶athat¶o az is, hogy tetsz}oleges olyan (xn) µ `1 sorozatra, amireP1
m=1
1
m2 xnm ! 0 ¶es
P1
m=1 xnm ! 1 azt kapjuk, hogy
P1
m=1
2
mxnm ! 0.
Azaz a szuperkonzisztens (Pp) feladat szuper¶ert¶eke 0.
3 Szepar¶al¶o hipers¶³kok
Azt mondjuk, hogy az f line¶aris funkcion¶al er}osen szepar¶alja az A ¶es B
halmazokat, ha l¶etezik olyan ® 2 IR ¶es " > 0, hogy minden x 2 A-ra f(x) ¸ ®
¶es minden x 2 B-re f(x) · ® ¡ ".
Egy (X; ¿) topologikus vektort¶er lok¶alisan konvex, ha a 0 pontnak van
konvex halmazokb¶ol ¶all¶o kÄornyezetb¶azisa, azaz, ha tetsz}oleges U kÄornyezet¶ere
0-nak van K µ U konvex kÄornyezete 0-nak. VegyÄuk ¶eszre, hogy ha (Y; Y^ ) egy
du¶alis p¶ar, akkor az Y -on ¶ertelmezett gyenge topol¶ogia egy lok¶alisan konvex
(Hausdor®-) topol¶ogia.
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A kÄovetkez}o t¶etelt nem bizony¶³tjuk, a bizony¶³t¶asa j¶ol ismert, megtal¶alhat¶o
pl. Aliprantis ¶es Border (2006)-ban (Theorem 5.79, 207. old.).
5. t¶etel. Legyen A µ X egy z¶art konvex halmaz, ¶es B µ X egy kompakt
konvex halmaz az X lok¶alisan konvex topologikus vektort¶erben, hogy A\B =
;. Ekkor l¶etezik olyan folytonos line¶aris funkcion¶al, ami er}osen szepar¶alja
A-t ¶es B-t.
Amint a k¶es}obbiekben l¶atni fogjuk az 5. t¶etel b¶ujik meg mind a Farkas-
lemma, mind az er}os dualit¶ast¶etel mÄogÄott.
4 Farkas-lemma
Ebben a fejezetben a Farkas-lemma (Farkas, 1894, 1902) v¶egtelen dimenzi¶os
v¶altozat¶at vizsg¶aljuk. A kÄovetkez}o t¶etel egy v¶egtelen dimenzi¶os Farkas-
lemma.
6. t¶etel (Farkas-lemma). Legyen X egy vektort¶er, P µ X egy konvex k¶up, Y
egy lok¶alisan konvex val¶os vektort¶er, b 2 Y , A : X ! Y egy line¶aris lek¶epez¶es.
Ekkor a kÄovetkez}o ¶all¶³t¶asok kÄozÄul mindig pontosan egy igaz:
1. b 2 A(P ) ,
2. l¶etezik olyan f folytonos, Y -on ¶ertelmezett line¶aris funkcion¶al, hogy
minden x 2 P -re A0(f) (x) ¸ 0 ¶es f(b) < 0 .
Bizony¶³t¶as. b 2 A(P ) : minden x 2 X-re, f 2 Y ¤-ra A0(f) (x) = f(A(x)),
¶es l¶etezik (xi)i2I µ P olyan ¶altal¶anos¶³tott sorozat, hogy f(A(xi)) ! f(b).
Teh¶at, ha tetsz}oleges x 2 P -re A0(f) (x) ¸ 0, akkor f(b) ¸ 0, ami ellentmond
f(b) < 0-nak.
b =2 A(P ) : A(P ) egy konvex z¶art halmaz, teh¶at az 5. t¶etelb}ol kÄovetkezik,
hogy l¶etezik f folytonos line¶aris funkcion¶al Y -on, ¶es ® 2 IR, hogy minden
y 2 A(P )-re f(y) ¸ ® ¶es f(b) < ®.
Mivel P egy k¶up, ¶³gy A(P ) is egy k¶up, ¶es 0 2 A(P ) (f(0) = 0), ¶³gy
minden x 2 P -re, ¯ 2 IR+-ra ¯x 2 P , ¯A(x) = A(¯x), azaz minden x 2 P -re
A0(f) (x) = f(A(x)) ¸ lim
¯!1
®
¯ = 0; teh¶at ® = 0. 2
A Farkas-lemma a 6. t¶etel form¶aban az 5. t¶etel kÄozvetlen kÄovetkezm¶enye,
m¶³g { kÄonnyen l¶athat¶oan { az 5. t¶etel nem kÄovetkezik a 6. t¶etelb}ol. Magyar¶an
sz¶olva a Farkas-lemma (6. t¶etel) a szepar¶aci¶os t¶etel (5. t¶etel) egy gyeng¶³tett
(konvex, z¶art halmaz pontt¶ol val¶o er}os szepar¶aci¶oja), speci¶alis v¶altozatak¶ent
(is) ¶ertelmezhet}o.
5 Az er}os dualit¶ast¶etel
Ebben a fejezetben kimondjuk ¶es bizony¶³tjuk a v¶egtelen LP-kre vonatkoz¶o
er}os dualit¶ast¶etelt. Miel}ott kimondan¶ank az er}os dualit¶ast¶etelt, kimondunk
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¶es bizony¶³tunk egy m¶asik, dualit¶ashoz kÄothet}o ¶all¶³t¶ast, az ¶un. gyenge dualit¶as-
t¶etelt.
7. t¶etel (Gyenge dualit¶ast¶etel). TekintsÄuk a kÄovetkez}o LP p¶art:
P : c(x) ! sup
f:h: A(x) = b
x 2 P
D : y(b) ! inf
f:h: A0(y) ¸P c
y 2 Y ¤
Ekkor
sup
(b;z)2(A;c) (P )
z · inf
y2Y ¤;A0(y)¸P c
y(b) :
Bizony¶³t¶as. Ha (P ) nem szuperkonzisztens, akkor sup
(b;z)2(A;c) (P ) z =
¡1, ha (D) nem konzisztens, akkor infy2Y ¤;A0(y)¸P c y(b) = 1, teh¶at ezekben
az esetekben ¶all a bizony¶³tand¶o egyenl}otlens¶eg.
Legyen y 2 Y ¤ a D feladat egy megengedett megold¶asa. Ekkor
A0(y) ¸P c ;
azaz minden x 2 P -re A0(y) (x) ¸P c(x).
Legyen (b; z) 2 (A; c) (P ) tetsz}olegesen v¶alasztott. Ekkor l¶etezik (xi)i2I µ
P ¶altal¶anos¶³tott sorozat, hogy A(xi)
w! b ¶es c(xi) ! z. Mivel y folytonos,
¶³gy y(A(xi)) ! y(b), ¶es (A0(y) (x) = y(A(x)))
lim c(xi) · lim y(A(xi)) = y(b) :
Teh¶at
sup
(b;z)2(A;c) (P )
z · inf
y2Y ¤;A0(y)¸P c
y(b) :
2
A kÄovetkez}o t¶etel a fejezet ¶es a cikk f}o eredm¶enye, az ¶un. er}os dualit¶as-
t¶etel. Ez az eredm¶eny Anderson ¶es Nash (1987)-re (Theorem 3.3, p. 41) ¶epÄul,
gyakorlatilag Anderson ¶es Nash eredm¶eny¶enek ¶ujra- ¶es ¶atfogalmaz¶asa.
8. t¶etel (Er}os dualit¶ast¶etel). TekintsÄuk a kÄovetkez}o LP-p¶art:
(P ) : c(x) ! sup
f:h: A(x) = b
x 2 P
(D) : y(b) ! inf
f:h: A0(y) ¸P c
y 2 Y ¤
Ekkor kÄovetkez}o n¶egy eset lehets¶eges:
1. A (P ) program szuperkonzisztens ¶es z¤ a v¶eges szuper¶ert¶eke, ¶es a (D)
program konzisztens ¶es z¤ a v¶eges ¶ert¶eke.
2. A (P ) program nem szuperkonzisztens, a (D) program konzisztens ¶es
nincs v¶eges ¶ert¶eke.
3. A (P ) program szuperkonzisztens ¶es nincs v¶eges szuper¶ert¶eke, a (D)
program nem konzisztens.
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4. A (P ) program nem szuperkonzisztens, ¶es a (D) program nem konzisz-
tens.
Bizony¶³t¶as. 1. pont : TegyÄuk fel, hogy a (P ) program szuperkonzisztens ¶es
a v¶eges szuper¶ert¶eke z¤. Legyen z0 > z¤, ¶es legyen d = (b; z0), a B : X !
Y £IR line¶aris lek¶epez¶es pedig a kÄovetkez}ok¶eppen de¯ni¶alt: minden x 2 X-re
B(x) = (A(x); c(x)).
Ekkor B(P ) egy z¶art, konvex k¶up a gyenge (Y -on) ¶es az euklideszi (IR-en)
topol¶ogi¶ak szorzattopol¶ogi¶aj¶aban, ¶es d =2 B(P ). A Farkas-lemm¶ab¶ol (6. t¶etel)
kÄovetkezik, hogy l¶etezik egy olyan f folytonos line¶aris funkcion¶al, hogy min-
den x 2 B(P ) pontra f(x) ¸ 0 ¶es f(d) < 0.
Ekkor l¶etezik olyan ¯ 2 IR, hogy minden (y; z) 2 B(P )-re
f((y; z)) = f((y; 0)) + f((0; z)) = fjY (y) + ¯z ¸ 0 ; (4)
¶es
f(d) = f((b; z0)) = f((b; 0)) + f((0; z0)) = f jY (b) + ¯z0 < 0 ; (5)
ahol f jY az f line¶aris funkcion¶al megszor¶³t¶asa Y £ f0g-ra, teh¶at (val¶oj¶aban)
f jY egy folytonos line¶aris funkcion¶al Y -on.
Mivel a (P ) feladat szuperkonzisztens ¶es z¤ a v¶eges szuper¶ert¶eke, ¶³gy
(b; z¤) 2 B(P ). ¶Irjuk be (b; z¤)-t a (4) egyenl}otlens¶egbe
f((b; z¤)) = f((b; 0)) + f((0; z¤)) = f jY (b) + ¯z¤ ¸ 0 : (6)
Az (5) ¶es (6) kÄulÄonbs¶eg¶et v¶eve
¯(z0 ¡ z¤) < 0 ;
azaz ¯ < 0.
Legyen y0 = ¡fjY¯ . Ekkor y0 folytonos line¶aris funkcion¶al Y -on, ¶es minden
x 2 P -re a (4) egyenl}otlens¶eget alkalmazva kapjuk, hogy
f jY (A(x)) + ¯c(x) ¸ 0 ;
azaz
y0(A(x)) = ¡f jY (A(x))
¯
¸ c(x) :
Az y0(A(x)) = A
0(y0) (x) ÄosszefÄugg¶esb}ol kÄovetkezik teh¶at, hogy A0(y0) ¸P c,
azaz, y0 megengedett megold¶asa (D)-nek, ¶³gy a (D) feladat konzisztens. Az
(5) egyenl}otlens¶egb}ol kÄovetkezik tov¶abb¶a, hogy y0(b) < z0.
ÄOsszefoglalva a fentieket, ¶es alkalmazva a gyenge dualit¶ast¶etelt (7. t¶etel,
ahol (A; c) = B) azt kapjuk, hogy
sup
(b;z)2B(P )
z · inf
y2Y ¤;A0(y)¸P c
y(b) · y0(b) · z0 : (7)
Mivel z0 > z¤ tetsz}olegesen v¶alasztott volt, ¶³gy
sup
(b;z)2B(P )
z = inf
y2Y ¤;A0(y)¸P c
y(b) :
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TegyÄuk fel, hogy a (D) program konzisztens ¶es van v¶eges ¶ert¶eke. Ekkor
a gyenge dualit¶ast¶etelb}ol (7. t¶etel) kÄovetkezik, hogy a (P ) feladat nem lehet
szuperkonzisztens v¶eges szuper¶ert¶ek n¶elkÄul (kÄulÄonben a (D) programnak nem
lenne megengedett megold¶asa). Tov¶abb¶a, ha (P ) nem lenne szuperkonzisz-
tens, akkor a fenti bizony¶³t¶asban z0-t tetsz}olegesen kis ¶ert¶eknek lehetne v¶a-
lasztani, teh¶at a (7) egyenl}otlens¶eg miatt a (D) feladatnak nem lenne ¶ert¶eke,
ami ellentmond¶as. Teh¶at a (P ) program szuperkonzisztens ¶es van v¶eges szu-
per¶ert¶eke.
A 2. pont: A gyenge dualit¶ast¶etel (7. t¶etel) miatt, ha a (D) feladat
konzisztens ¶es nincs ¶ert¶eke, akkor a (P ) feladat nem lehet szuperkonzisztens.
A 3. pont: A gyenge dualit¶ast¶etel (7. t¶etel) miatt, ha a (P ) feladat szu-
perkonzisztens ¶es nincs v¶ege szuper¶ert¶eke, akkor a (D) feladat nem lehet
konzisztens.
A 4. pont : TekintsÄuk a kÄovetkez}o feladatp¶art:
(Ppl) : (1; x) ! max
f:h: 0(x) = ¡1
x 2 IRd+
(Dpl) : (¡1; y) ! min
f:h: 0(y) ¸ 1
y 2 IRd
ahol 0 egy d-ed rend}u csupa null¶akb¶ol ¶all¶o kvadratikus m¶atrix. Ekkor sem
(Ppl) nem (szuper)konzisztens (v¶eges esetben a konzisztencia ¶es a szuperkon-
zisztencia ekvivalensek) sem (Dpl) nem konzisztens. 2
¶Erdemes Äosszevetni az er}os dualit¶ast¶etelt a Karush-Kuhn-Tucker{t¶etellel
(Karush, 1939; Kuhn ¶es Tucker, 1951). Mindk¶et t¶etel az oper¶aci¶okutat¶as
f}o t¶etelei kÄoz¶e tartozik, ¶es mindk¶et t¶etel bizony¶³t¶as¶aban kulcsszerepe van
a Farkas-lemm¶anak. Azt mondhatjuk teh¶at, hogy mindk¶et t¶etel mÄogÄott egy
konvex, z¶art halmaz pontt¶ol val¶o er}os szepar¶al¶asara vonatkoz¶o t¶etel, a Farkas-
lemma b¶ujik meg.
6 ÄOsszefoglal¶as
A cikkben ismertettÄuk a v¶egtelen LP-kre fel¶³rhat¶o prim¶al-du¶al{p¶arokat, ki-
mondtuk ¶es bizony¶³tottuk a v¶egtelen LP-kre vonatkoz¶o er}os dualit¶ast¶etelt.
A t¶argyal¶as sor¶an igyekeztÄunk p¶eld¶ak seg¶³ts¶eg¶evel megmutatni, hogy mik
az okai a v¶egtelen eset a v¶eges esethez k¶epesti elt¶er¶es¶enek, illetve a cikk
fel¶ep¶³t¶ese seg¶³ts¶eg¶evel a Farkas-lemma, mint speci¶alis szepar¶aci¶os t¶etel sze-
rep¶et is hangs¶ulyoztuk. A hangs¶ulyoz¶as megl¶at¶asunk szerint nem Äonc¶el¶u,
mert a Karush-Kuhn-Tucker{t¶etel szint¶en ,,a Farkas-lemm¶aban gyÄokerezik",
a ,,kÄozÄos gyÄokerek" pedig a k¶et t¶etel kÄozÄotti hasonl¶os¶agra mutatnak.
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STRONG DUALITY THEOREM FOR INFINITE LPS
This paper considers a strong duality theorem for ini¯nite linear programs. We
state and prove the in¯nite dimensional version of the Farkas lemma, and by this
result we prove a strong duality theorem for ini¯nite linear programs (Anderson
and Nash, 1987). We discuss the main notions of the ¯eld and by the means of
examples we shed light on the intuitions lying behind the results.
Szigma, XLVIII. (2017) 3-4. 111
P¶AROS ÄOSSZEHASONL¶IT¶ASI M¶ATRIXOK ELEMEINEK
INTERAKT¶IV MEGHAT¶AROZ¶ASA VERB¶ALIS SK¶ALA
ESET¶EN1
TEMESI J¶OZSEF
Budapesti Corvinus Egyetem
TÄobb kutat¶asi eredm¶eny al¶at¶amasztja azt, hogy a tÄobbt¶enyez}os dÄont¶esi prob-
l¶em¶ak p¶aros Äosszehasonl¶³t¶asi m¶atrixokat alkalmaz¶o m¶odszerein¶el a m¶atrix
elemeinek megad¶as¶ara szolg¶al¶o elj¶ar¶as m¶odja kihat a v¶egeredm¶enyre, a pre-
ferenci¶ak, s¶ulyok, rangsorok meghat¶aroz¶as¶ara. Az elj¶ar¶asok l¶enyeges tulaj-
dons¶aga, hogy konzisztens, kÄozel-konzisztens vagy inkonzisztens m¶atrixot
adnak-e v¶egeredm¶enyÄul. A kutat¶ok ¶es a gyakorlati szakemberek ¶altal haszn¶alt
dÄont¶est¶amogat¶o m¶odszerek tÄobbf¶ele megkÄozel¶³t¶est alkalmaznak. K¶et fontos
k¶erd¶est vizsg¶alok meg. Egyr¶eszt elemzem ¶es ¶ertelmezem a szakirodalomban
tal¶alhat¶o korrekci¶os m¶odszereket abb¶ol a szempontb¶ol, hogy azok milyen el-
vekre ¶epÄulnek, ¶es milyen technik¶akat alkalmaznak a m¶atrixok inkonzisztenci¶a-
j¶anak csÄokkent¶es¶ere. M¶asr¶eszt azt ¶all¶³tom, hogy a dÄont¶esi probl¶em¶ak jelent}os
r¶esz¶en¶el az inkonzisztencia csÄokkent¶ese nem tÄort¶enhet a dÄont¶eshoz¶o p¶otl¶olagos
inform¶aci¶oi n¶elkÄul. A javasolt interakt¶³v m¶odszer az egy¶eni (szubjekt¶³v jelle-
g}u) dÄont¶esi probl¶em¶ak p¶aros Äosszehasonl¶³t¶asi m¶atrixelemeinek verb¶alis sk¶a-
l¶an tÄort¶en}o megad¶as¶at t¶amogatja. A dÄont¶eshoz¶o bevon¶asa a folyamatba ¶es
n¶eh¶any speci¶alis kieg¶esz¶³t}o szab¶aly alkalmaz¶asa biztos¶³tja, hogy a folyamat
v¶eg¶en kÄozel-konzisztens vagy hibamentes m¶atrixot kapjunk, vagy kiderÄuljÄon,
hogy a dÄont¶eshoz¶o az adott probl¶ema eset¶eben nem tudja el¶erni ezt a c¶elt.
Kulcsszavak: dÄont¶est¶amogat¶as, tÄobbt¶enyez}os dÄont¶esi m¶odszerek, p¶aros
Äosszehasonl¶³t¶asi m¶atrixok, m¶atrix kitÄolt¶esi elj¶ar¶asok, inkonzisztencia
1 P¶aros Äosszehasonl¶³t¶asi m¶atrixok
A p¶aros Äosszehasonl¶³t¶asi m¶atrixok felhaszn¶al¶asa kÄulÄonbÄoz}o modellkeretek kÄo-
zÄott tÄort¶enik. E m¶atrixok egy kÄozismert alkalmaz¶asa a szavaz¶as-elm¶eletben
a Condorcet-paradoxon felold¶as¶ara vonatkozik (Condorcet, 1785; Gehrlein,
2006). Legyen K = 60 szavaz¶onk, akik a, b, ¶es c jelÄoltek kÄozÄul v¶alasztanak.
Mindegyik szavaz¶o preferencia-pro¯lja ismert. ÄOsszesen hatf¶ele pro¯l l¶etezik,
ebb}ol a p¶eldabeli szavaz¶ok az al¶abbi eloszl¶asban r¶eszesednek (P a preferencia
rel¶aci¶ot jelÄoli, a k¶et hi¶anyz¶o pro¯l r¶eszesed¶ese 0):
aP cPb : 23 szavaz¶o bP cPa : 19 szavaz¶o
cPbPa : 16 szavaz¶o cP aP b : 2 szavaz¶o
A gy}oztes meghat¶aroz¶asa kÄulÄonf¶ele egyszer}u dÄont¶esi szab¶alyok seg¶³ts¶eg¶evel
tÄort¶enhet, az elt¶er}o szab¶alyok azonban elt¶er}o eredm¶enyekre vezethetnek. Ha
1Be¶erkezett: 2017. janu¶ar 20. E-mail: jozsef.temesi@uni-corvinus.hu.
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p¶eld¶aul az egyszer}u tÄobbs¶egi elvet haszn¶aljuk (mindenkinek egyetlen szavaza-
ta van), akkor a gy}oztes az a jelÄolt, ha viszont tÄobbfordul¶os elj¶ar¶asban az ab-
szol¶ut tÄobbs¶eget kapott jelÄoltet v¶alasztjuk ki, a gy}oztes a b jelÄolt lesz. Condor-
cet azt javasolta, hogy a teljes preferencia-sorrendek ismeret¶eben p¶aronk¶ent
versenyeztessÄuk a jelÄolteket ¶es az ¶³gy kialakul¶o sorrend legyen a v¶egleges.
(El}ore Äosszegy}ujtÄott pro¯lok eset¶eben a szavaz¶asok ¯zikai lebonyol¶³t¶asa sem
szÄuks¶eges.) P¶eld¶ankban b legy}ozi a-t, c is legy}ozi a-t ¶es v¶egÄul b legy}ozi c-t,
vagyis a v¶egs}o sorrend c b a, teh¶at c a nyertes. Ez a teljes inform¶aci¶on alapul¶o
m¶odszer szimpatikusnak tetszhet, azonban nem minden esetben alkalmazhat¶o
a gy}oztes meghat¶aroz¶as¶ara. Ha a pro¯lok az al¶abbiak:
aP bPc : 23 szavaz¶o bP cPa : 17 szavaz¶o bPaPc : 2 szavaz¶o
cPaPb : 10 szavaz¶o cP bPa : 2 szavaz¶o
akkor azt l¶atjuk, hogy a p¶aros szavaz¶asokban a legy}ozi b-t, b legy}ozi c-t, ¶am c
legy}ozi a-t. Mivel a jelÄoltek kÄorbevert¶ek egym¶ast, ez¶ert nem tudunk kÄozÄottÄuk
sorrendet meg¶allap¶³tani. A helyzet megold¶as¶aul Condorcet egy olyan p¶aros
Äosszehasonl¶³t¶asi m¶atrixot javasol, ahol a m¶atrix aij eleme azt jelenti, hogy az
i ¶es j kÄozÄotti szavaz¶asban az i-edik jelÄoltre h¶anyan adtak le szavazatot. Az¶³gy
kialak¶³tott m¶atrix aii eleme az 1. t¶abl¶azatban nem de¯ni¶alt, ¶es aij +aji = K
(a szavaz¶ok sz¶ama).
a b c min
a ¡ 33 25 25
b 27 ¡ 42 27
c 35 18 ¡ 18
1. t¶abl¶azat
A m¶atrixot felhaszn¶alva Condorcet a maximin elv alkalmaz¶as¶at javasolta:
¶³gy a gy}oztes a b jelÄolt lesz, mivel }o az, akin¶el a nyertes szavazatok minimuma
(l¶asd az utols¶o oszlopot) a legnagyobb.
TegyÄuk fel, hogy n j¶at¶ekos (csapat) egy bajnoks¶agban vesz r¶eszt. Mindenki
m¶erk}ozik mindenkivel. A sport¶ag lehet egy¶eni (pl. sakk), csapatsport (pl. lab-
dar¶ug¶as vagy rÄoplabda), ahol a dÄontetlen is lehets¶eges, illetve olyan sport¶ag is,
ahol dÄontetlen nem szÄulethet (pl. tenisz). Az egym¶as elleni eredm¶enyek alap-
j¶an megszerkeszthet}o egy p¶aros Äosszehasonl¶³t¶asi m¶atrix { ez azonban tÄobbf¶ele
m¶odon is tÄort¶enhet. Ha dÄontetlen nem lehets¶eges, akkor a m¶atrix aij eleme
lehet 1 (gy}ozelem) ¶es 0 (veres¶eg). Az is lehets¶eges, hogy a m¶erk}oz¶esek eredm¶e-
nyeib}ol gener¶aljuk a m¶atrix elemeit: ha p¶eld¶aul a Pi ¶es Pj kÄozÄotti eredm¶eny
4:2, akkor aij = 4 ¶es aji = 2. De pontsz¶amok is adhat¶ok a gy}ozelem¶ert,
dÄontetlen¶ert, veres¶eg¶ert, ez pl. lehet rendre 3, 1 ¶es 0. A p¶aros Äosszehasonl¶³t¶as
m¶atrixot ezut¶an kÄulÄonbÄoz}o elm¶eleti megkÄozel¶³t¶esek alapj¶an kialak¶³tott mo-
dellekben haszn¶alhatjuk fel a versenyz}ok kÄozÄotti sorrend meghat¶aroz¶as¶ara.
(JegyezzÄuk meg, hogy ezek a modellek nem felt¶etlenÄul kÄovetik egy adott
sport¶ag hagyom¶anyos sz¶am¶³t¶asi m¶odszereit.)
A tÄobbt¶enyez}os dÄont¶eshozatal eset¶eben n alternat¶³v¶at k krit¶erium szerint
vizsg¶alunk. Az egyik lehet}os¶eg az, hogy minden alternat¶³vhoz preferencia ¶er-
t¶eket akarunk rendelni az egyes krit¶eriumok szerint, majd ezek megfelel}o agg-
reg¶al¶as¶aval k¶³v¶anjuk az alternat¶³v¶ak rangsor¶at meghat¶arozni. Az is lehets¶eges,
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hogy rendelkez¶esÄunkre ¶all egy adatm¶atrix, amelynek elemei m¶ar tartalmaz-
nak Äosszehasonl¶³that¶o ¶ert¶ekeket valamely kvantitat¶³v vagy kvalitat¶³v sk¶al¶an,
¶am a dÄont¶es sor¶an a krit¶eriumokat csoportokra bontjuk, s ezeken a csopor-
tokon belÄul a krit¶eriumok s¶uly¶ara vagyunk k¶³v¶ancsiak.
KÄulÄonbÄoz}o tÄobbt¶enyez}os dÄont¶esi modellek l¶eteznek az alternat¶³v¶ak v¶egs}o
sorrendj¶enek meghat¶aroz¶as¶ara, s ezek elt¶er}o szeml¶eletet k¶epviselnek. TÄobb-
s¶egÄuk p¶aros Äosszehasonl¶³t¶asi m¶atrixokat haszn¶al, azonban a m¶atrix el}o¶all¶³t¶asa
¶es a modellek ¯loz¶o¯¶aja elt¶er}o. Az aij elem p¶eld¶aul lehet 1 (Pi prefer¶alt Pj
ellen¶eben) vagy 0 (Pj prefer¶alt Pi ellen¶eben). A m¶atrix elemeit gener¶alhatjuk
az Äosszehasonl¶³t¶as ¶ert¶ekeinek kÄulÄonbs¶egeib}ol is, de a h¶anyadosok is lehetnek
ezek az ¶ert¶ekek. Amennyiben verb¶alis sk¶al¶at haszn¶alunk, felmerÄul annak
terjedelme, illetve a kvantitat¶³v sk¶al¶ara transzform¶al¶as¶anak probl¶em¶aja.
A fenti modellek arra mutatnak r¶a, hogy a p¶aros Äosszehasonl¶³t¶asi m¶atrixok
alkalmaz¶asakor pontosan de¯ni¶alni kell a m¶atrix tulajdons¶agait, s hogy azok
az elt¶er}o modellkeretekben kÄulÄonbÄozhetnek egym¶ast¶ol. Term¶eszetesen el}o-
fordul, hogy egyes modellek ekvivalens form¶ara hozhat¶ok, p¶eld¶aul bizonyos
bajnoks¶agok tÄobbt¶enyez}os dÄont¶esi modellk¶ent vizsg¶alhat¶ok, vagy egyes tÄobb-
t¶enyez}os dÄont¶esi modellek szavaz¶asi modellekk¶e transzform¶alhat¶ok. ¶Altal¶a-
noss¶agban azonban nem ez a helyzet.
2 P¶aros Äosszehasonl¶³t¶asi m¶atrixok az AHP
modellben
A Saaty ¶altal kifejlesztett Analytic Hierarchy Process (AHP) (Saaty, 1980)
rendk¶³vÄul sikeresnek bizonyult az alkalmaz¶asokban. A m¶odszertan h¶arom
egym¶asra ¶epÄul}o, egym¶ast felt¶etelez}o eleme (Brunelli, 2015): a krit¶eriumok
csoportokra bont¶asa ¶es hierarchi¶aba foglal¶asa; p¶aros Äosszehasonl¶³t¶asi m¶atrixok
alkalmaz¶asa; a saj¶atvektor m¶odszer haszn¶alata a s¶ulyok, preferenci¶ak meg-
hat¶aroz¶as¶ara.
Legyenek a tÄobbt¶enyez}os dÄont¶esi probl¶ema krit¶eriumai C1; C2; . . . ; Ck, az
alternat¶³v¶ak pedig P1; P2; . . . ; Pn. Az alternat¶³v¶akat minden krit¶erium sze-
rint p¶aronk¶ent Äosszehasonl¶³tjuk egym¶assal. Az Am p¶aros Äosszehasonl¶³t¶asi
m¶atrix aij eleme (i; j = 1; . . . ; n) jelentse az i-edik ¶es a j-edik alternat¶³va
Äosszehasonl¶³t¶as¶anak eredm¶eny¶et az m-edik krit¶erium szerint (m = 1; . . . ; k).
Amennyiben vizsg¶alataink c¶elj¶ara egyet kiemelÄunk ezen m¶atrixok kÄozÄul, akkor
az m index haszn¶alat¶at¶ol eltekintÄunk.
Az A p¶aros Äosszehasonl¶³t¶asi m¶atrix tulajdons¶agai:
i. aii = 1, (homogenit¶as),
ii. aij > 0, i; j = 1; . . . ; n (pozitivit¶as).
EsetÄunkben az A m¶atrix elemei a dÄont¶eshoz¶o ¶³t¶eleteit jelen¶³tik meg arra
a k¶erd¶esre, hogy ,,H¶anyszor jobb (kedvez}obb, prefer¶alt) a Pi alternat¶³va a Pj
alternat¶³v¶ahoz k¶epest (egy adott krit¶erium szerint)?" Egy fontos ¶ujabb tu-
lajdons¶ag teh¶at a dÄont¶eshoz¶o v¶elem¶eny¶enek bek¶er¶esekor, illetve egy adott
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adatm¶atrix elemeinek transzform¶al¶asakor, hogy az aij elemeket h¶anyados
sk¶al¶an kell megadni. A h¶anyados sk¶ala alkalmaz¶asa az A m¶atrix ¶ujabb tulaj-
dons¶agaihoz vezet:
iii. aji = 1=aij , i; j = 1; . . . ; n (reciprocit¶as) { a p¶arok kÄozÄul csak egyet
hasonl¶³tunk Äossze,
iv. aik = aij ¢ ajk, i; j; k = 1; . . . ; n (szupertranzitivit¶as vagy kardin¶alis
tranzitivit¶as).
A m¶atrix alternat¶³va-h¶armasait (a tov¶abbiakban tri¶adok) kÄulÄon is vizs-
g¶alhatjuk. Ha minden tri¶ad eleget tesz a iv) tulajdons¶agnak, akkor A kon-
zisztens . Ha legal¶abb egy tri¶adn¶al l¶etezik olyan eset, amikor aik 6= aij ¢ ajk,
akkor az A m¶atrix inkonzisztens .
Ha a tri¶ad elemeire teljesÄul az, hogy aij > 1, aik < 1 ¶es ajk > 1, vagy aij <
1, aik > 1 ¶es ajk < 1, akkor az adott tri¶ad ellentmond¶asos (Kwiesielewicz, van
Uden, 2004), amennyiben a ,,jobb" kifejez¶est haszn¶altuk a m¶atrix elemeinek
el}o¶all¶³t¶asa sor¶an. A k¶erd¶est preferencia-rel¶aci¶o megad¶asak¶ent ¶ertelmezve a
tri¶ad nem (ordin¶alisan) tranzit¶³v vagy intranzit¶³v . Kwiesielewicz ¶es van Uden
(2004) felsorolja az intranzitivit¶as mind a 6 eset¶et (a bemutatott kett}o mellett
mindazok, ahol egyenl}os¶eg van egy vagy k¶et rel¶aci¶oban).
Mostant¶ol t¶argyal¶asunkban a ,,p¶aros Äosszehasonl¶³t¶asi m¶atrix" kifejez¶est
lesz}uk¶³tjÄuk arra az esetre, amikor az i)-iii) tulajdons¶ag teljesÄul. Ez az ¶ertelme-
z¶es szorosan kÄot}odik a tÄobbt¶enyez}os dÄont¶eshozatali modellhez, ¶es a legtÄobb,
az el}oz}o fejezetben t¶argyalt modelln¶el (bajnoks¶agok, szavaz¶asok) nem biz-
tos¶³that¶o akkor sem, ha egy¶ebk¶ent p¶aros Äosszehasonl¶³t¶asok tÄort¶entek.
3 Konzisztencia
A konzisztencia vizsg¶alata kÄozponti jelent}os¶eg}u a p¶aros Äosszehasonl¶³t¶asi m¶at-
rixok alkalmaz¶asa sor¶an. Ha az A m¶atrix konzisztens, akkor az alternat¶³v¶ak
rangsora tÄobbf¶ele m¶odszerrel kÄonnyen ¶es egy¶ertelm}uen megadhat¶o. Itt most
ezekkel a m¶odszerekkel ¶es tulajdons¶agaikkal nem foglalkozunk, Choo ¶es Wed-
ley (2004) kit}un}o ¶attekint¶est ad err}ol.
Val¶os dÄont¶esi probl¶em¶ak megold¶asakor a dÄont¶eshoz¶o r¶eszt vesz az A m¶atrix
elemeinek megad¶as¶aban. A dÄont¶eshoz¶o preferenci¶ainak kinyilv¶an¶³t¶asa a p¶aros
Äosszehasonl¶³t¶asi k¶erd¶esek megv¶alaszol¶as¶aval tÄort¶enik. B¶ar az is lehets¶eges,
hogy az aij ¶ert¶eket egy adatm¶atrixb¶ol gener¶aljuk, ¶am ekkor is szÄuks¶eg van
arra, hogy az ar¶anysk¶al¶ara konvert¶al¶asn¶al ¯gyelembe vegyÄuk a dÄont¶eshoz¶ot¶ol
sz¶armaz¶o inform¶aci¶okat. A dÄont¶eshoz¶o r¶eszv¶etel¶enek mik¶entje ¶es az ¶altala
megadott inform¶aci¶ok fÄuggnek att¶ol, hogy a dÄont¶esi probl¶ema milyen t¶³pus¶u
(Temesi, 2011).
K¶epes-e a dÄont¶eshoz¶o konzisztens m¶atrixot megadni? A dÄont¶eselm¶eleti
szakemberek tÄobbs¶ege egyet¶ert abban, hogy a dÄont¶eshoz¶o csak korl¶atozott
¶es az Äosszehasonl¶³tand¶o p¶arok sz¶am¶anak nÄoveked¶es¶evel egyre csÄokken}o meg-
b¶³zhat¶os¶ag¶u inform¶aci¶ot k¶epes megadni: ha m¶ar h¶et vagy ann¶al tÄobb alter-
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nat¶³va p¶aronk¶enti Äosszehasonl¶³t¶as¶ar¶ol van sz¶o, a dÄont¶eshoz¶o elbizonytalano-
dik a v¶alaszaiban (Miller, 1956). Ennek a bizonytalans¶agnak a legbiztosabb
jele az A m¶atrix inkonzisztenci¶aja, vagyis az ordin¶alis vagy kardin¶alis tran-
zitivit¶as megs¶ert¶ese. Saaty ¶es kÄovet}oinek ¶ervel¶ese szerint az inkonzisztencia
term¶eszetes jelens¶eg, s ha a kik¶erdez¶es folyamat¶aban valamilyen form¶aban
er}oltetjÄuk a teljes konzisztenci¶at, akkor ezzel elt¶er¶³thetjÄuk a dÄont¶eshoz¶ot a
val¶odi preferenci¶ait¶ol, eltorz¶³thatjuk az alternat¶³v¶ak ¶ert¶ekel¶es¶et, sorrendj¶et.
Mivel azonban az A m¶atrix alapj¶an tÄort¶en}o becsl¶esek a tÄok¶eletes konzisz-
tencia eset¶eben adnak megfelel}o megold¶ast, mag¶at¶ol ¶ertet}od}onek l¶atszik, hogy
min¶el kÄozelebb van a dÄont¶eshoz¶o a konzisztens esethez, ann¶al jobb a v¶egered-
m¶eny. Hogyan de¯ni¶alhat¶o ez a ,,kÄozel-konzisztencia"? Saaty v¶alasza az,
hogy a p¶aros Äosszehasonl¶³t¶asok sor¶an a v¶alaszok kism¶ert¶ek}u v¶eletlen hib¶akat
tartalmazhatnak, s az ¶³gy kapott kÄozel-konzisztens m¶atrix a val¶odi m¶atrix
perturb¶alt v¶altozata (Saaty, 2001). Igaz viszont az is, mondja Saaty, hogy
egy¶eb probl¶em¶ak is akadhatnak a p¶aros Äosszehasonl¶³t¶asok megad¶asa vagy
rÄogz¶³t¶ese sor¶an, ¶³gy p¶eld¶aul el}ofordulhat, hogy 1=aij kerÄul az aij elem hely¶ere.
Az inkonzisztencia probl¶ema k¶enyelmes megold¶asa az lenne, ha m¶erni tud-
n¶ank az inkonzisztenci¶at ¶es meg tudn¶ank adni egy ,,elfogadhat¶os¶agi kÄuszÄobÄot".
Sajnos olyan m¶ert¶eket ¶es m¶er}osz¶amot, amely a szok¶asos matematikai tulaj-
dons¶agoknak megfelel ¶es egyben j¶ol ¶ertelmezhet}o is, egyel}ore nem sikerÄult
tal¶alni. A kutat¶ok sokf¶ele inkonzisztencia indexet javasolnak. Ezek egy r¶esze
meghat¶arozott becsl¶esi m¶odszerekhez kÄot}odik. Az indexek Äosszefoglal¶o ¶es
¶ert¶ekel}o ¶attekint¶es¶ere tÄobben v¶allalkoztak (Brunelli, Fedrizzi, 2015; Boz¶oki,
FÄulÄop, Poesz, 2015). A kÄuszÄob¶ert¶ekek azonban { ha egy¶altal¶an adnak meg
ilyet a szerz}ok {, heurisztikus gondolatmeneteken ¶es empirikus tapasztala-
tokon alapulnak. A legink¶abb elfogadott index Saaty nev¶ehez f}uz}odik, az
¶altala megadott 10%-os empirikus szab¶allyal.
Egy p¶aros Äosszehasonl¶³t¶asi m¶atrix akkor ¶es csak akkor konzisztens, ha
legnagyobb saj¶at¶ert¶eke n. Az AHP ezt a tulajdons¶agot haszn¶alja fel: CR(n)
a (¸max¡n)=(n¡1) konzisztenciaindex ¶es az RI(n) t¶enyez}ok h¶anyadosa, ahol
az ut¶obbi nagysz¶am¶u v¶eletlen p¶aros Äosszehasonl¶³t¶asi m¶atrix konzisztencia-
indexeinek ¶atlaga. A lassan m¶ar 40 ¶eves gyakorlat sor¶an az AHP-felhaszn¶al¶ok
azt az empirikus szab¶alyt kÄovetik, miszerint az elfogadhat¶o inkonzisztenci¶aj¶u
A m¶atrixn¶al CR(n) < 0;1.
MikÄozben az AHP alkalmaz¶asok sz¶ama hatalmas ¶es egyre n}o, a gyakorlati
esetekn¶el a szerz}ok igyekeznek igazolni azt, hogy a szab¶aly alkalmaz¶asa nem
okoz probl¶em¶at a preferenci¶ak vagy a rangsor meghat¶aroz¶as¶an¶al. Ugyanakkor
viszont egyes elm¶eleti eredm¶enyek ¶es p¶eld¶ak azt sugallj¶ak (Murphy, 1993;
Karapetrovic, Rosenbloom, 1999; Kwiesielewicz, van Uden, 2004; Gaul, Gas-
tes, 2012) hogy az index felhaszn¶al¶as¶at ¶erdemes fenntart¶asokkal kezelni.
DÄont¶eselm¶eleti szempontb¶ol az egyik legfontosabb k¶erd¶es az ordin¶alis ¶es
kardin¶alis intranzitivit¶as kezel¶ese. A legtÄobb index { CR(n) is idetartozik
{ nem vizsg¶alja az ordin¶alis tranzitivit¶as megs¶ert¶es¶et. Ez azt jelenti, hogy
ellentmond¶asos tri¶adok maradhatnak a v¶egeredm¶enyben m¶eg akkor is, ha
a konzisztenciateszt zÄold utat adott a m¶atrix tov¶abbi felhaszn¶al¶as¶anak. A
dÄont¶esi probl¶em¶ak zÄome az alternat¶³v¶ak teljes vagy r¶eszleges rangsorol¶as¶at
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k¶³v¶anja meg. A rendez¶esnek azonban felt¶etele a tranzitivit¶as. Ez¶ert mond-
hatja Kwiesielewicz ¶es van Uden (2004), hogy ,,. . . ha a p¶aros Äosszehasonl¶³t¶asi
m¶atrix ellentmond¶asos, akkor nem lehets¶eges olyan sorrendet tal¶alni, amely
kiel¶eg¶³ten¶e a dÄont¶eshoz¶o ¶altal megadott ¶ert¶ekel¶eseket". Ha az A m¶atrix gr¶af
reprezent¶aci¶oj¶at haszn¶aljuk, akkor az ellentmond¶asos tri¶adok kÄorÄoket alkot-
nak, s ezeken belÄul nem tudunk rendez¶est megadni.
M¶³g az id¶ezett v¶elem¶eny teljes tagad¶ast tartalmaz, a m¶asik v¶eglet az
lenne, ha p¶eld¶aul a Saaty-index tesztj¶et minden tov¶abbi vizsg¶alat n¶elkÄul elfo-
gadn¶ank. Az ebben a cikkben javasolt m¶odszer nem haszn¶al inkonzisztencia
indexet, folyamatos tranzitivit¶as vizsg¶alatot tartalmaz, ¶es ha csak lehets¶eges,
elkerÄuli az ordin¶alisan intranzit¶³v m¶atrixok elfogad¶as¶at.
4 Az inkonzisztencia kezel¶ese: korrekci¶os m¶od-
szerek
Induljunk ki abb¶ol a felt¶etelez¶esb}ol, hogy az indul¶o m¶atrix meghat¶aroz¶asa
sor¶an nem ragaszkodunk a teljes konzisztenci¶ahoz. Az inkonzisztens p¶aros
Äosszehasonl¶³t¶asi m¶atrixok eset¶ere a kutat¶ok tÄobbf¶ele strat¶egi¶at javasolnak egy
megfelel}o m¶atrix el¶er¶es¶ere.
1. strat¶egia
a) A p¶aros Äosszehasonl¶³t¶asi m¶atrix elemeinek kinyilv¶an¶³t¶asa dÄont¶est¶amo-
gat¶as n¶elkÄul (az elj¶ar¶ason belÄuli megkÄot¶esek n¶elkÄul) tÄort¶enik.
b) Inkonzisztencia index alkalmaz¶asa.
c) Ha az inkonzisztencia ¶ert¶eke (az adott inkonzisztencia index szerint)
magas, akkor a m¶atrixot elvetjÄuk, egy¶ebk¶ent elfogadjuk.
Az els}o l¶ep¶esben teh¶at az adott keretek kÄozÄott (pl. adott sk¶al¶an) v¶altoztat¶asi
javaslatok n¶elkÄul elfogadjuk a dÄont¶eshoz¶o ¶³t¶eleteit. A m¶asodik l¶ep¶es szolg¶al
a nem megfelel}o m¶atrixok kikÄuszÄobÄol¶es¶ere, s mint l¶atjuk, amennyiben a har-
madik l¶ep¶es szigor¶u, akkor a m¶atrixot vagy a dÄont¶eshoz¶ot (pl. csoportos dÄon-
t¶esekn¶el) kiz¶arhatjuk a tov¶abbi folyamatb¶ol.
Gyakoribb enn¶el a szigor¶u szeml¶eletn¶el az, hogy egy kev¶esb¶e inkonzisztens
m¶atrix el¶er¶ese c¶elj¶ab¶ol bizonyos elemek megv¶altoztat¶as¶at javasoljuk a dÄont¶es-
hoz¶onak. A tov¶abbiakban a korrig¶alt m¶atrixot A¤ jelÄoli, ha legal¶abb egy elem
megv¶altozott az eredeti A m¶atrixhoz k¶epest.
2. strat¶egia
a) ¶es b): Ugyanaz, mint az 1. strat¶egi¶an¶al.
c) Korrig¶aljuk a m¶atrixot, m¶³g elfogadhat¶o m¶ert¶ek}u inkonzisztenci¶at ka-
punk (a toleranciaszint lehet ak¶ar 0 is).
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A gyakorlati dÄont¶eshozatalban a korrekci¶os m¶odszerek ismerete ¶es megfelel}o
alkalmaz¶asa kulcsfontoss¶ag¶u. A legjobb korrekci¶os met¶odus kiv¶alaszt¶as¶ahoz
megfelel}o hipot¶ezissel kell rendelkeznÄunk az inkonzisztencia forr¶as¶at illet}oen.
N¶eh¶any lehet}os¶eg a kÄovetkez}o:
¡ az A m¶atrix inkonzisztenci¶aj¶anak oka az, hogy a dÄont¶eshoz¶o apr¶o hi-
b¶akat v¶etett a p¶aros Äosszehasonl¶³t¶asok sor¶an: ez a perturb¶aci¶os t¶³pus¶u
hiba a kÄozel-konzisztens m¶atrixokra jellemz}o,
¡ az A m¶atrix inkonzisztenci¶aj¶anak oka az, hogy a dÄont¶eshoz¶oval tÄort¶ent
kommunik¶aci¶oban vagy az adatok rÄogz¶³t¶ese sor¶an egyetlen nagyobb hi-
ba keletkezett: ilyen lehet p¶eld¶aul az, amikor egy elem helyett v¶eletlenÄul
a reciproka kerÄul rÄogz¶³t¶esre,
¡ az A m¶atrix inkonzisztenci¶aj¶anak oka az, hogy a dÄont¶eshoz¶o sziszte-
matikusan alulbecsli a p¶aros Äosszehasonl¶³t¶asi ¶ert¶ekeket: p¶eld¶aul egy
verb¶alis sk¶al¶an kerÄuli ¶es kisebb ¶ert¶ekekkel helyettes¶³ti a sz¶els}o ¶ert¶ekeket.
Xu and Wei (1999) egy auto-adapt¶³v m¶odszert javasoltak, amelynek r¶ev¶en
a korrig¶alt m¶atrix CR(n) ¶ert¶eke kisebb lesz, mint az eredeti m¶atrix¶e. Cao,
Leung ¶es Law (2008) az ¶altaluk lefektetett alapokon egy heurisztikus elj¶ar¶ast
alak¶³tottak ki, amelyik az eredeti inkonzisztens m¶atrixb¶ol automatikusan
egy konzisztens m¶atrixot gener¶al. A perturb¶aci¶os m¶odszerek mellett Saaty
(1980, 2003) ¶es Koczkodaj (1993) a p¶aros Äosszehasonl¶³t¶as m¶atrix legkev¶esb¶e
konzisztens elem¶enek meghat¶aroz¶as¶ara dolgozott ki egym¶ast¶ol fÄuggetlen in-
konzisztencia de¯n¶³ci¶on alapul¶o technik¶akat. Ezek tulajdons¶agait Boz¶oki ¶es
Rapcs¶ak (2008) elemezte r¶eszletesen.
A korrekci¶os m¶odszerekben a konzisztens m¶atrixhoz val¶o kÄozels¶eg megha-
t¶aroz¶as¶anak elvi h¶atter¶et legink¶abb a becsl¶esi technik¶ak szolg¶altatj¶ak (saj¶at-
¶ert¶ek m¶odszer, legkisebb n¶egyzetes technik¶ak, geometriai ¶atlag, stb.). Choo
¶es Wedley (2004), majd Lin (2007) szimul¶aci¶os k¶³s¶erletekkel megvizsg¶alta a
becsl¶esi m¶odszereket abb¶ol a szempontb¶ol, hogy mi a hat¶asa, ha sok kism¶ert¶e-
k}u hiba ¶es n¶eh¶any nagyobb hiba fordul el}o a p¶aros Äosszehasonl¶³t¶asi m¶atrixban.
Ha egy adott m¶odszer fokozottan ¶erz¶ekeny valamely t¶³pus¶u hib¶ara, akkor ez
fog¶odz¶ot adhat a megfelel}o korrekci¶os m¶odszer meghat¶aroz¶as¶ahoz.
Egyes korrekci¶os m¶odszerek optimaliz¶aci¶os technik¶akat haszn¶alnak a p¶aros
Äosszehasonl¶³t¶as m¶atrix elemeinek m¶odos¶³t¶as¶ahoz: Gonzalez-Pach¶on ¶es Romero
(2004) c¶elprogramoz¶ast, Boz¶oki, FÄulÄop ¶es Poesz (2011) nem-line¶aris vegyes
eg¶esz¶ert¶ek}u m¶odszert alkalmaz.
A 2. strat¶egia tÄobbnyire egy elfogadhat¶o, nem-z¶er¶o CR-t¶³pus¶u inkonzisz-
tenci¶aval rendelkez}o korrig¶alt m¶atrixot eredm¶enyez. Ezeknek a megkÄozel¶³t¶e-
seknek k¶et megk¶erd}ojelezhet}o von¶asa is van. Az egyik probl¶ema az intranzit¶³v
tri¶adok jelenl¶et¶enek lehet}os¶ege a v¶egs}o A¤ m¶atrixban. Egy m¶asik h¶atr¶anya
a m¶odszereknek, hogy egy olyan elfogadhat¶o m¶ert¶ekben inkonzisztens m¶at-
rixhoz vezethetnek, amelyiknek az elemei messze vannak a dÄont¶eshoz¶o val¶odi
preferenci¶ait¶ol.
¶Erdemes megjegyezni, hogy az AHP alkalmaz¶ok eleve igyekeznek elkerÄulni
ezeket a probl¶em¶akat. Ehhez hat¶ekony seg¶³ts¶eget ny¶ujt maga a hierarchia:
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ha a t¶enyez}oket j¶ol ¶ertelmezhet}o csoportokba soroljuk, el¶erhet}o, hogy egy-egy
csoportba kev¶es sz¶am¶u Äosszehasonl¶³tand¶o elem tartozzon, s ekkor a dÄont¶eshoz¶o
kÄonnyebben el tudja kerÄulni az ordin¶alis intranzitivit¶ast.
Kou, Ergu ¶es Shang (2014) szerint a jelenleg alkalmazott korrekci¶os m¶od-
szerek kÄozÄul nagyon kev¶es k¶epes arra, hogy egy modellen belÄul szimult¶an
m¶odon kezelje az ordin¶alis ¶es a kardin¶alis tranzitivit¶ast. Ha optimaliz¶al¶asi
m¶odszert alkalmazunk, akkor viszont elkerÄulhetetlen, hogy az eredeti ¶ert¶ekek
ak¶ar nagyobb m¶ert¶ekben is megv¶altozzanak. Ez¶ert }ok egy olyan modellt
fejlesztettek ki, amelyik csak az eredeti A m¶atrix elemeit haszn¶alja fel ¶es
fÄuggetlen a priorit¶as vektort el}o¶all¶³t¶o m¶odszert}ol, mikÄozben a lehet}o legtÄobb
inform¶aci¶ot meg}orzi az eredeti m¶atrixb¶ol.
Ishizaka ¶es Lustin (2004) egy konzisztens m¶atrixot vagy egy ellen}orzÄott
hib¶aj¶u inkonzisztens m¶atrixot seg¶³t a dÄont¶eshoz¶onak fel¶ep¶³teni a tranzitivit¶asi
¶es reciprocit¶asi szab¶alyok betart¶asa mellett. Siraj, Mikhailov ¶es Keane (2012,
2015) egy k¶etf¶azis¶u modellt fejlesztett ki. Az els}o f¶azisban kimutatj¶ak ¶es ki-
kÄuszÄobÄolik az ordin¶alis intranzitivit¶ast. A m¶asodik f¶azis a kardin¶alis inkon-
zisztencia korrekci¶oj¶ara szolg¶al.
Mint l¶athat¶o, n¶eh¶any korrekci¶os m¶odszer k¶epes arra { vagy legal¶abbis tÄo-
rekszik r¶a {, hogy konzisztens m¶atrixot adjon v¶egeredm¶enyÄul. Az ¶³gy kapott
A¤ m¶atrix azonban csak egy a ,,kÄozeli" lehets¶eges konzisztens m¶atrixok kÄo-
zÄul, s a ,,kÄozels¶eg" maga nem egy dÄont¶eselm¶eleti konszenzus ¶altal j¶ov¶ahagyott
vagy axiomatikus alapokon meghat¶arozott m¶ert¶ekb}ol sz¶armazik. KÄulÄonbÄoz}o
t¶avols¶agfogalmak kÄulÄonbÄoz}o eredm¶enyekre vezethetnek.
Egy m¶asik probl¶em¶aja a korrekci¶os m¶odszereknek, hogy b¶ar ¶all¶³t¶asuk sze-
rint a lehet}o legtÄobb inform¶aci¶ot }orzik meg az eredeti m¶atrixb¶ol, ezt nem
tudj¶ak bizony¶³tani, mivel ez az ¶all¶³t¶as puh¶an de¯ni¶alt. Egyes esetekben ¶ugy
kell ¶ertenÄunk ezt a kijelent¶est, hogy minim¶alis sz¶am¶u elemet kell megv¶altoz-
tatni ahhoz, hogy konzisztens vagy elfogadhat¶o inkonzisztenci¶aj¶u m¶atrixot
kapjunk, m¶as esetekben a v¶altoztat¶asok nagys¶agrendje kontroll¶alt.
S v¶egÄul igaz-e, hogy a korrig¶alt m¶atrix jobban kifejezi a dÄont¶eshoz¶o val¶odi
preferenci¶ait, mint az indul¶o m¶atrix? Siraj, Mikhailov ¶es Keane (2012) szimu-
l¶aci¶os k¶³s¶erletei ezt az ¶all¶³t¶ast nem t¶amasztj¶ak al¶a. M¶as szerz}ok is k¶ets¶egeik-
nek adnak hangot, ¯gyelmeztetnek m¶odszereik korl¶ataira. Kou ¶es szerz}ot¶ar-
sai, valamint Saaty jav¶³t¶asait megn¶ezve (a m¶atrixokat l¶asd m¶as ÄosszefÄugg¶esek
vizsg¶alata kapcs¶an a 11. ¶es 9. t¶abl¶azatban) azt l¶athatjuk majd, hogy Kou ¶es
szerz}ot¶arsai csak egyetlen elemet v¶altoztatnak meg 3-r¶ol 1/2-re, ez¶altal na-
gyon j¶o CR-indexet el¶erve. Realisztikus-e azonban az a v¶altoztat¶as, ahol a k¶et
elem preferencia-sorrendje is megfordul? Erre a k¶erd¶esre csak a dÄont¶eshoz¶o
tudhatja a v¶alaszt. Gaul ¶es Gastes (2012) meggy}oz}o m¶odon t¶argyalja annak
neh¶ezs¶eg¶et, hogy a m¶odos¶³tott m¶atrix elemeit a dÄont¶eshoz¶o ,,val¶odi" m¶atri-
x¶anak ismerete n¶elkÄul elfogadhassuk.
Boz¶oki , FÄulÄop ¶es Poesz (2015) ¶ugy fogalmaznak, hogy az ¶altaluk kifejlesz-
tett nem-line¶aris optimaliz¶al¶asi feladat megold¶asa ugyan azonos¶³tja a m¶odos¶³-
tand¶o elemeket, ¶am a kÄovetkeztet¶esek kÄozÄott azt¶³rj¶ak, hogy ,,gyakorlati szem-
pontb¶ol az elemek meghat¶aroz¶asa nagyon hasznos lehet azokban a szitu¶aci¶ok-
ban, amikor tudjuk, hogy egy tÄobb¶e-kev¶esb¶e konzisztens dÄont¶eshoz¶o ¯gyelme
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ellankadt n¶eh¶any elem megad¶asakor, vagy adatrÄogz¶³t¶esi hib¶at gyan¶³tunk. Az
¶altalunk kidolgozott technika arra mutat r¶a, hogy ez a helyzet fordulhatott
el}o, ¶am az m¶ar a dÄont¶eshoz¶o feladata, hogy ezt a m¶odszertant felhaszn¶alva
val¶oban m¶odos¶³tja-e a detekt¶alt elemeket?"
5 A p¶aros Äosszehasonl¶³t¶asi m¶atrix veri¯k¶al¶asa:
a dÄont¶eshoz¶o szerepe
A fenti megjegyz¶esek elvezetnek bennÄunket cikkÄunk alapvet}o k¶erd¶es¶ehez. A
2. strat¶egia a korrekci¶o kezel¶es¶et ex post m¶odon oldja meg a dÄont¶eshoz¶o be-
von¶asa n¶elkÄul, felt¶etelezve, hogy a dÄont¶eshoz¶o valamilyen okb¶ol nem el¶erhet}o.
L¶etezhetnek ugyan olyan dÄont¶esi feladatok, ahol ez a feltev¶es re¶alis, azonban
ennek a megkÄozel¶³t¶esnek minden esetben az a kÄovetkezm¶enye, hogy a kor-
rekci¶o ,,automatikusan", a dÄont¶eshoz¶o p¶otl¶olagos inform¶aci¶oi n¶elkÄul tÄort¶enik.
Nem tudhat¶o, hogy a dÄont¶eshoz¶o a v¶egeredm¶enyt el tudja fogadni vagy sem.
(Term¶eszetesen l¶etezhetnek sz¶els}os¶eges helyzetek, amikor a dolog egy¶ertelm}u,
pl. ha trivi¶alis, hogy el¶³r¶as tÄort¶ent, ¶am ¶altal¶anoss¶agban tÄobbf¶ele m¶odos¶³t¶as is
¶erv¶enyes¶³thet}o.)
Eljuthatunk addig a kÄovetkeztet¶esig (Temesi, 2007, 2011), miszerint az
egyik lehets¶eges megold¶as a veri¯k¶aci¶os probl¶em¶ara az, ha a kik¶erdez¶es teljes
folyamat¶aban seg¶³tjÄuk a dÄont¶eshoz¶ot abban, hogy a sz¶am¶ara megfelel}o m¶atri-
xot ¶all¶³tsa el}o { an¶elkÄul azonban, hogy egy ¶altala nem k¶³v¶ant (¶am konzisztens,
vagy kÄozel-konzisztens) m¶atrix fel¶e tereln¶enk }ot. Ez a ,,semleges" dÄont¶est¶a-
mogat¶as megval¶os¶³that¶o p¶eld¶aul ¶ugy, hogy az elj¶ar¶as sor¶an kimutatjuk az or-
din¶alis ¶es/vagy kardin¶alis inkonzisztencia megtÄort¶ent¶et, ¶am kerÄuljÄuk a konk-
r¶et javaslatokat. Inkonzisztencia indexek haszn¶alat¶ara nincs szÄuks¶eg. Ez lesz
a 3.1. strat¶egia.
3.1. Strat¶egia
A p¶aros Äosszehasonl¶³t¶as m¶atrix elemeinek megad¶as¶at dÄont¶est¶amogat¶as mellett
(dÄont¶eshoz¶o szakember vagy sz¶am¶³t¶og¶epes dÄont¶est¶amogat¶o modul seg¶³ts¶eg¶e-
vel) v¶egzi a dÄont¶eshoz¶o.
A m¶asik lehet}os¶eg az, hogy a dÄont¶eshoz¶o v¶elem¶eny¶et csak az elj¶ar¶as v¶eg¶en
k¶erjÄuk ki. Amennyiben a dÄont¶eshoz¶o egyet¶ert a v¶egeredm¶ennyel, akkor az el-
j¶ar¶as v¶eget ¶ert, ha nem, akkor tÄobbfel¶e el¶agazhat az elj¶ar¶as. M¶odot adhatunk
arra, hogy konzisztens m¶atrixot k¶esz¶³tsen a dÄont¶eshoz¶o valamelyik ismert
korrekci¶os m¶odszer javaslatait felhaszn¶alva, vagy egy sz¶am¶ara megfelel}o in-
konzisztens m¶atrixhoz jusson el a 3.2. strat¶egia sor¶an.
3.2. Strat¶egia
a) A p¶aros Äosszehasonl¶³t¶asi m¶atrix elemeinek meghat¶aroz¶asa dÄont¶est¶amo-
gat¶as n¶elkÄul.
b) A m¶atrix veri¯k¶al¶asa.
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6 A m¶atrix elemeinek el}o¶all¶³t¶asa verb¶alis
sk¶al¶an
A korrekci¶os m¶odszerek veri¯k¶aci¶oj¶anak p¶eld¶ajak¶ent a tov¶abbiakban t¶argya-
l¶asunkat lesz}uk¶³tjÄuk azokra a dÄont¶esi probl¶em¶akra, amelyek szubjekt¶³v meg-
¶³t¶el¶es}uek ¶es nem k¶ezzelfoghat¶o elemeket (intangible) is tartalmaznak. Tipiku-
san idetartoznak az egy¶eni fogyaszt¶oi dÄont¶esek, ahol az alternat¶³v¶ak b¶armely
preferencia sorrendje azonos val¶osz¶³n}us¶eggel fordulhat el}o, vagy m¶ask¶eppen
fogalmazva senki nem tudja megmondani, hogy egy adott dÄont¶eshoz¶o eset¶eben
valamelyik sorrend a tÄobbin¶el jobb/¶esszer}ubb/kedvez}obb lenne. Mag¶at¶ol ¶er-
tet}od}o, hogy az ilyen t¶³pus¶u dÄont¶esi probl¶em¶ak megold¶asakor a dÄont¶eshoz¶o je-
lenl¶ete nem n¶elkÄulÄozhet}o, hiszen }o az egyetlen, aki ki tudja nyilv¶an¶³tani val¶os
preferenci¶ait, illetve m¶odos¶³tani tud ¶ert¶ek¶³t¶eletein. Ugyanakkor elfogadjuk
azt, hogy a dÄont¶eshoz¶o az egyes p¶aros Äosszehasonl¶³t¶asok sor¶an bizonytalan
lehet a konkr¶et ¶ert¶ekek megad¶asakor ¶es v¶ethet az ordin¶alis vagy kardin¶alis
tranzitivit¶as ellen.
Hasonl¶o feladatok megold¶asakor Saaty verb¶alis sk¶al¶aj¶anak haszn¶alata a
legelfogadottabb. Ez a sk¶ala sz¶oban megfogalmazott ¶³t¶eletek kvanti¯k¶al¶as¶ara
az 1-t}ol 9-ig terjed}o pozit¶³v ¶ert¶ekeket ¶es azok reciprokait haszn¶alja a kÄovet-
kez}ok¶eppen: ha az Äosszehasonl¶³t¶o k¶erd¶esre adott v¶alasz ,,egyenl}o", akkor az
ar¶any 1:1, ha az egyik alternat¶³va ,,csek¶ely m¶ert¶ekben jobb a m¶asikn¶al", akkor
3:1, ha ,,jobb", akkor 5:1, ha ,,sokkal jobb", akkor 7:1 ¶es ha ,,abszol¶ut jobb",
akkor 9:1. Ha a p¶aros sz¶amokat is haszn¶aljuk, azok jelent¶ese p¶eld¶aul ,,kiss¶e
jobb" (2:1), . . ., ,,er}osen jobb" (8:1).
A sk¶ala¶ert¶ekek igazol¶as¶at Saaty (1980) ¶³rja le. Itt most nem foglalkozunk
azokkal a kritik¶akkal, amelyek az AHP alkalmaz¶as¶at kÄulÄonbÄoz}o n¶ez}opontokb¶ol
elvileg kifog¶asolj¶ak (l¶asd pl. Belton ¶es Gear (1983), Murphy (1993), Bana e
Costa ¶es Vansnick (2008)). A kritikai megjegyz¶esek kÄozÄul egyetlen egyszer}u
t¶enyre h¶³vjuk fel a ¯gyelmet, ami t¶em¶ank szempontj¶ab¶ol ¶erdekes: ez a sk¶ala
be¶ep¶³tett inkonzisztenci¶aja, amely minden v¶egponttal rendelkez}o sk¶al¶ara igaz.
Ha p¶eld¶aul a12 = 3 ¶es a23 = 5, akkor a13 = 9 ¶es nem 15, ahogyan ezt a teljes
konzisztencia megkÄoveteln¶e. Ez a t¶eny a konzisztencia elemz¶est a verb¶alis
sk¶al¶akon n¶emileg bonyolultabb¶a teszi.
3.1. strat¶egia: az elj¶ar¶as
A m¶atrix elemeinek megad¶asa interakt¶³v m¶odon tÄort¶enik: dÄont¶est¶amogat¶o
szakember van jelen vagy a dÄont¶est¶amogat¶o sz¶am¶³t¶og¶epes rendszer gener¶al
p¶arbesz¶edet. A l¶ep¶esek:
a) Az ordin¶alis ¶es kardin¶alis konzisztencia folyamatos tesztel¶ese.
b) Korrekci¶os javaslatok a dÄont¶eshoz¶o sz¶am¶ara.
c) A dÄont¶eshoz¶o korrig¶al, amennyiben az szÄuks¶eges.
d) Az elj¶ar¶as befejez}odik, ha minden elem el}o¶allt vagy a folytat¶as nem
lehets¶eges.
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Az els}o l¶ep¶esben el}osz¶amoljuk a korrekci¶oban potenci¶alisan r¶esztvev}o tri¶a-
dokat. A dÄont¶eshoz¶o megkapja az ordin¶alis ¶es kardin¶alis tranzitivit¶asi hib¶ak
list¶aj¶at a korrekci¶os lehet}os¶egekkel. A harmadik l¶ep¶esben kÄotelez}oen korrig¶al,
ha az ordin¶alis tranzitivit¶as s¶erÄult. A kardin¶alis tranzitivit¶as megs¶ert¶esekor a
jav¶³t¶asi javaslat a verb¶alis sk¶al¶an a ,,legkÄozelebbi szomsz¶edok" tartom¶any¶ab¶ol
tÄort¶enik (a r¶eszleteket a p¶eld¶aban mutatjuk meg). A dÄont¶eshoz¶o tov¶abbmehet
a folyamatban akkor is, ha kardin¶alis intranzitivit¶as maradt a m¶atrixban.
1. p¶elda
N¶egy alternat¶³v¶ank van: a, b, c ¶es d. Hat p¶aros Äosszehasonl¶³t¶as szÄuks¶eges.
Az elj¶ar¶asban n¶egy tri¶adot kell konzisztencia szempontj¶ab¶ol tesztelni.
Az elj¶ar¶as v¶eletlen m¶odon kiv¶alasztott p¶aros Äosszehasonl¶³t¶asokkal kezd}o-
dik. JelÄolje (a; b) az a ¶es b kÄozÄotti Äosszehasonl¶³t¶ast. Ez az Äosszehasonl¶³t¶as k¶et
k¶erd¶esb}ol ¶all: az els}o k¶erd¶es arra vonatkozik, hogy a k¶et alternat¶³va kÄozÄul
melyiket tal¶alja a dÄont¶eshoz¶o jobbnak (prefer¶altnak). Ha a v¶alasz az, hogy
egyform¶ak, akkor az Äosszehasonl¶³t¶as eredm¶enye 1 ¶es nincs szÄuks¶eg a m¶aso-
dik k¶erd¶esre. M¶asodj¶ara azt k¶erdezzÄuk, hogy a jobbnak tal¶alt alternat¶³va a
verb¶alis sk¶al¶an elhelyezve h¶anyszor jobb a m¶asikn¶al. Konzisztencia tesztet
akkor v¶egzÄunk, amikor el}oszÄor kapunk tesztelhet}o tri¶adot.
Legyenek az els}o Äosszehasonl¶³t¶asok a kÄovetkez}ok:
² b abszol¶ut jobb, mint a: (a; b) = 1=9
² c csek¶ely m¶ert¶ekben jobb, mint a: (a; c) = 1=3
² c kiss¶e jobb, mint d: (c; d) = 2
Az eddigi m¶atrix elemek (a hi¶anyz¶o elemeket x jelÄoli a 2. t¶abl¶azatban):
a b c d
a 1 1/9 1/3 x
b 9 1 x x
c 3 x 1 2
d x x 1/2 1
2. t¶abl¶azat
Nincs tesztelhet}o tri¶ad. A kÄovetkez}o Äosszehasonl¶³t¶as:
² b sokkal jobb, mint c: (b; c) = 5
a b c d
a 1 1/9 1/3 x
b 9 1 5 x
c 3 1/5 1 2
d x x 1/2 1
3. t¶abl¶azat
Az [a; b; c] tri¶adot tudjuk tesztelni a 3. t¶abl¶azat m¶atrix¶ab¶ol. Azt l¶atjuk,
hogy a tri¶ad ordin¶alisan tranzit¶³v: b ! c ! a. Ellen}orizzÄuk a kardin¶alis
konzisztenci¶at: 1=9 ¢ 5 = 5=9 6= 1=3.
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A jav¶³t¶ashoz haszn¶alt ,,legkÄozelebbi szomsz¶ed" elv (heurisztika) azt jelenti,
hogy az adott ¶ert¶ekkel szomsz¶edos k¶et-k¶et sk¶ala¶ert¶ek valamelyik¶et aj¶anljuk.
Ezek esetÄunkben a legutolj¶ara megadott (b; c) = 5 elemn¶el 3, 4, 6 ¶es 7.
¶Erdemes megjegyezni, hogy ha p¶eld¶aul a dÄont¶eshoz¶o a (b; c) = 3 ¶ert¶eket v¶a-
lasztan¶a, akkor ezzel a tri¶adot konzisztenss¶e tenn¶e. A dÄont¶eshoz¶o azonban ¶ugy
gondolja, hogy nem v¶altoztat eddigi ¶³t¶eletein. A kÄovetkez}o Äosszehasonl¶³t¶as:
² d kiss¶e jobb, mint b: (b; d) = 1=2
a b c d
a 1 1/9 1/3 x
b 9 1 5 1/2
c 3 1/5 1 2
d x 2 1/2 1
4. t¶abl¶azat
A 4. t¶abl¶azat [b; c; d] tri¶adja ordin¶alisan intranzit¶³v, mert b ! c, c ! d
¶es d ! b. A dÄont¶eshoz¶onak korrig¶alnia kell. Eddigi Äosszehasonl¶³t¶asait ¶atte-
kintve azt ¶erz¶ekeli, hogy (b; d) ¶es (c; d) eset¶eben a ,,kiss¶e jobb" ¶ert¶ekel¶esek
a bizonytalans¶ag¶at tÄukrÄozt¶ek, ez¶ert hajland¶o arra, hogy ezeket az ¶³t¶eleteit
¶ujragondolja. A b ¶es d kÄozÄul ¶³gy most kiss¶e a b alternat¶³v¶at tartja jobbnak,
m¶³g a c ¶es d kÄozÄul a d alternat¶³v¶at. Az ¶uj Äosszehasonl¶³t¶asok az 5. t¶abl¶azatb¶ol
l¶athat¶oan:
² b kiss¶e jobb, mint d: (b; d) = 2
² d kiss¶e jobb, mint c: (c; d) = 1=2
a b c d
a 1 1/9 1/3 x
b 9 1 5 2
c 3 1/5 1 1/2
d x 1/2 2 1
5. t¶abl¶azat
Ezzel a [b; c; d] tri¶ad ordin¶alis tranzitivit¶asa megfelel}ov¶e v¶alt. JegyezzÄuk
meg, hogy abban az esetben, ha a dÄont¶eshoz¶o nem lett volna hajland¶o a
jav¶³t¶asokra, akkor a szigor¶u tranzitivit¶asi szab¶aly miatt az elj¶ar¶as v¶eget ¶ert
volna. A kardin¶alis tranzitivit¶as ellen}orz¶ese: 5 ¢1=2 = 5=2 6= 2. A dÄont¶eshoz¶o
nem l¶at okot a v¶altoztat¶asra. Az utols¶o Äosszehasonl¶³t¶as:
² d sokkal jobb, mint a: (a; d) = 1=7
a b c d
a 1 1/9 1/3 1/7
b 9 1 5 2
c 3 1/5 1 1/2
d 7 1/2 2 1
6. t¶abl¶azat
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Ellen}orizzÄuk az [a; c; d] tri¶adot a 6. t¶abl¶azatban: d ! c ! a. Ellen}oriznÄunk
kell az [a; b; d] tri¶adot is: b ! d ! a. Mindk¶et tri¶ad ordin¶alisan tranzit¶³v. A
kardin¶alis tranzitivit¶as ellen}orz¶ese az 1=2 ¢1=3 = 1=6 6= 1=7 ¶es 2 ¢1=9 = 2=9 6=
1=7 eredm¶enyekre vezet. A dÄont¶eshoz¶o ¶ugy dÄont, hogy az (a; d) = 1=5 ¶ert¶ekre
cser¶eli az el}oz}o 1/7 ¶ert¶eket (ez egy legkÄozelebbi szomsz¶ed). A 7. t¶abl¶azatban
l¶athat¶o a v¶egs}o m¶atrix:
a b c d
a 1 1/9 1/3 1/5
b 9 1 5 2
c 3 1/5 1 1/2
d 5 1/2 2 1
7. t¶abl¶azat
Az alternat¶³v¶ak rangsora b ! d ! c ! a. (Megjegyz¶es: CR = 0;8%,
messze van a 10%-os kÄuszÄobt}ol.)
3.2. strat¶egia: az elj¶ar¶as
A m¶atrix elemeinek meghat¶aroz¶asa dÄont¶est¶amogat¶as n¶elkÄul tÄort¶enik, de az
elj¶ar¶as v¶eg¶en a dÄont¶eshoz¶o k¶eszen ¶all arra, hogy korrekci¶os dÄont¶eseket hozzon,
amelyeket vagy egy dÄont¶est¶amogat¶o szakember, vagy egy dÄont¶est¶amogat¶o
sz¶am¶³t¶og¶epes rendszer gener¶al.
a) Az ordin¶alis intranzitivit¶as felt¶ar¶asa (b¶armely l¶etez}o m¶odszer alkalmaz-
hat¶o).
b) A dÄont¶eshoz¶o ¶attekinti az intranzit¶³v tri¶adokat ¶es korrig¶al. A korrekci¶o
kÄotelez}o, ellenkez}o esetben az elj¶ar¶as v¶eget ¶er.
c) A kardin¶alis inkonzisztenci¶ak bemutat¶asa ¶es opcion¶alis korrig¶al¶asa a
legkÄozelebbi szomsz¶ed elv alkalmaz¶as¶aval.
2. p¶elda
Az egyszer}us¶eg kedv¶e¶ert tegyÄuk fel, hogy a dÄont¶est¶amogat¶as n¶elkÄul kialak¶³tott
m¶atrix egyetlen elem kiv¶etel¶evel megegyezik az el}oz}o p¶elda v¶egeredm¶eny¶evel.
A kÄulÄonbs¶eg annyi, hogy egy adatbeviteli hiba miatt az (a; c) elem ¶ert¶eke nem
1/3, hanem 3. TegyÄuk fel, hogy sem a dÄont¶eshoz¶o, sem a dÄont¶est¶amogat¶o
szakember nem tud a hib¶ar¶ol. Ekkor a 8. t¶abl¶azatban l¶ev}o m¶atrixot elemzik
{ ez lesz teh¶at a 3.2. strat¶egia mintap¶eld¶aja.
a b c d
a 1 1/9 3 1/5
b 9 1 5 2
c 1/3 1/5 1 1/2
d 5 1/2 2 1
8. t¶abl¶azat
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Mind a n¶egy tri¶adot megvizsg¶alva azt tal¶aljuk, hogy az ordin¶alis tranzi-
tivit¶as rendben van, az alternat¶³v¶ak sorrendje b ! d ! a ! c. (VegyÄuk ¶eszre,
hogy az adatbeviteli hiba miatt az a ¶es c sorrendje az utols¶o k¶et poz¶³ci¶oban
megfordult az el}oz}o p¶eld¶ahoz k¶epest.) Kardin¶alis konzisztencia probl¶em¶ak
azonban mind a n¶egy tri¶adn¶al vannak:
[a; b; c] : 1=9 ¢ 5 = 5=9 6= 3 [a; b; d] : 1=9 ¢ 2 = 2=9 6= 1=5
[a; c; d] : 3 ¢ 1=2 = 3=2 6= 1=5 [b; c; d] : 5 ¢ 1=2 = 5=2 6= 2
A legellentmond¶asosabb k¶et tri¶ad az [a; b; c] ¶es az [a; c; d]. Mutassuk meg
ezeket a dÄont¶eshoz¶onak! A dÄont¶eshoz¶o r¶ajÄon, hogy valamif¶ele hiba tÄort¶en-
hetett, azonban a 8. t¶abl¶azatban szerepl}o ¶ert¶ekekre r¶an¶ezve bizonytalan ab-
ban, hogy mit csin¶aljon ¶es alkalmazza a javasolt heurisztik¶at. A legkÄozelebbi
szomsz¶ed elv alapj¶an el}oszÄor az (a; c) = 1 majd az (a; d) = 1=3 jav¶³t¶ast v¶egzi
(mivel az els}o jav¶³t¶as ut¶an, ami az [a; b; c] tri¶adot ¶erinti, az [a; c; d] tri¶adot is
¶ujra ellen}orizni kell: 1 ¢ 1=2 = 1=2 6= 1=5 ¶es az 1/5 legkÄozelebbi szomsz¶edja
1/3).
(a; d) r¶esze az [a; b; d] tri¶adnak. Itt is ¶ujra tesztelnÄunk kell, ¶es azt tal¶aljuk,
hogy 1=9 ¢ 2 = 2=9 6= 1=3. A dÄont¶eshoz¶o ¶ugy gondolja, hogy nincs ok a
v¶altoztat¶asra. Az ¶uj ¶ert¶ekekkel a korrig¶alt m¶atrix a 9. t¶abl¶azatban l¶athat¶o:
a b c d
a 1 1/9 1 1/3
b 9 1 5 2
c 1 1/5 1 1/2
d 3 1/2 2 1
9. t¶abl¶azat
Az ordin¶alis tranzitivit¶ast ellen}orizve b ! d ! c ¼ a. Az ¶uj rangsor
dÄontetlent mutat az utols¶o k¶et helyen { ami re¶alis. (JegyezzÄuk meg, hogy az
indul¶o m¶atrix CR = 17% ¶ert¶eke CR = 1;7%-ra v¶altozott a korrekci¶o ut¶an).
Ha az elj¶ar¶asban az [a; c; d] tri¶addal kezdÄunk, akkor el}oszÄor ugyan itt is az
(a; c) = 1 az els}o korrekci¶o, ¶am a m¶asik tri¶ad ellen}orz¶esekor a (b; c) = 5 ¶ert¶ek
(b; c) = 7-re v¶altozhat (mert 1=9 ¢ 5 = 5=9 6= 1 ¶es az 5 egyik legkÄozelebbi
szomsz¶edja 7. Az ¶erintett [b; c; d] tri¶ad ellen}orz¶esekor 7 ¢ 1=2 = 7=2 6= 2, ezt a
dÄont¶eshoz¶o elfogadja. Ebben az alesetben a 10. t¶abl¶azat korrig¶alt m¶atrixa:
a b c d
a 1 1/9 1 1/5
b 9 1 7 2
c 1 1/7 1 1/2
d 5 1/2 2 1
10. t¶abl¶azat
Az alternat¶³v¶ak rangsora most is b ! d ! c ¼ a (CR = 2;8%). (Ebben
az el¶³r¶asos esetben az is lehets¶eges, hogy a dÄont¶eshoz¶o az algoritmus alkal-
maz¶asa n¶elkÄul r¶ajÄon arra, hogy az (a; c) = 1=3 cser¶et csin¶alja meg, s ez¶altal
a 7. t¶abl¶azat ¶es az ahhoz tartoz¶o sorrend lesz a v¶egeredm¶eny).
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ÄOsszehasonl¶³t¶asul k¶et, az eddigiekben m¶ar hivatkozott korrekci¶os elj¶ar¶as
eredm¶eny¶et adjuk meg ugyanerre a feladatra. Kou ¶es szerz}ot¶arsai a 8. t¶abl¶a-
zat m¶atrix¶ab¶ol kiindulva a 11. t¶abl¶azat m¶atrix¶at kapta, amely nagyon kÄozel
van (az (a; c) elem kÄulÄonbÄozik kiss¶e) a 7. t¶abl¶azat v¶egeredm¶eny¶ehez:
a b c d
a 1 1/9 1/2 1/5
b 9 1 5 2
c 2 1/5 1 1/2
d 5 1/2 2 1
11. t¶abl¶azat
Ha a Saaty javasolta m¶odszerrel sz¶amolunk, akkor a korrig¶alt m¶atrix meg-
egyezik az elj¶ar¶asunk szerint kapott 9. t¶abl¶azattal.
3. p¶elda
Siraj ¶es szerz}ot¶arsai (2015) k¶et ir¶anyb¶ol, ¶uj elnevez¶esekkel vizsg¶alja a tranzi-
tivit¶as hi¶any¶at. Kongruencia m¶atrixa a kardin¶alis tranzitivit¶as megs¶ert¶es¶enek
detekt¶al¶as¶ara alkalmas, disszonancia m¶atrixa pedig az ordin¶alis tranzitivit¶as
m¶er¶es¶ere szolg¶al. Mindk¶et m¶atrix elemeit az indirekt Äosszehasonl¶³t¶asokb¶ol
sz¶amolja, a iv) ÄosszefÄugg¶es felhaszn¶al¶as¶aval. Az id¶ezett cikk p¶eld¶ai a m¶atrixok
haszn¶alat¶at illusztr¶alj¶ak. Mondanival¶onk szempontj¶ab¶ol k¶et p¶eld¶ajukat emel-
jÄuk ki, m¶as-m¶as tanuls¶agokkal.
A 12. t¶abl¶azatban l¶athat¶o m¶atrix Siraj ¶es szerz}ot¶arsai (2015) cikk¶eben ,,a
konzisztencia holtpontj¶anak" (consistency deadlock) bemutat¶as¶aul szolg¶al,
azaz mint ¶³rj¶ak ,,nem lehet egy¶ertelm}u javaslatot tenni a jav¶³t¶asra, az b¶arhol
lehets¶eges".
a b c d e
a 1 2 2 2 2
b 1/2 1 2 2 2
c 1/2 1/2 1 2 2
d 1/2 1/2 1/2 1 2
e 1/2 1/2 1/2 1/2 1
12. t¶abl¶azat
¶Erdemes azonban elgondolkodni ezen a p¶eld¶an a dÄont¶eshoz¶o n¶ez}opontj¶ab¶ol.
TegyÄuk fel, hogy a Saaty-f¶ele sk¶al¶at alkalmaztuk. Ha a dÄont¶eshoz¶o el}oszÄor az
(a; b), majd a (b; c), (c; d) ¶es v¶egÄul a (d; e) Äosszehasonl¶³t¶asokat adta meg, akkor
{ az egym¶ast¶ol fÄuggetlennek tekintett p¶aros Äosszehasonl¶³t¶asok term¶eszete ¶es
a sk¶ala¶ert¶ekek jelent¶ese ok¶an { ez azt mutatja, hogy az adott p¶arok eset¶e-
ben ,,enyh¶en prefer¶alt" v¶alaszok szÄulettek. A tov¶abbi k¶erd¶esek, pl. az (a; c)
Äosszehasonl¶³t¶as 2 ¶ert¶eke arra utal, hogy eredetileg mindegyik alternat¶³va ese-
t¶eben az 1 ¶es 2 ¶ert¶ek kÄozÄott t¶etov¶azhatott a DH, azaz nagyon kÄozel vannak
egym¶ashoz az alternat¶³v¶ak. ¶Igy nem felt¶etlenÄul problematikus, hogy a dÄon-
t¶eshoz¶on¶al az 1-t}ol tÄort¶en}o kicsiny, de ¶erz¶ekelhet}o elt¶er¶esek szorzata nem a
4-hez, hanem a 2-hÄoz van nagyon kÄozel. Itt teh¶at a sk¶ala okoz gondot, nem
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a dÄont¶eshoz¶o gondolkozik rosszul. Ne feledjÄuk, a dÄont¶eshoz¶o kiz¶ar¶olag az
1; . . . ; 9 sz¶amok verb¶alisra ford¶³tott nyelv¶et besz¶eli!
Igaz teh¶at, hogy a dÄont¶eshoz¶onak nem tudunk tan¶acsot adni valamely
elem(ek) megv¶altoztat¶as¶ara, ¶am lehet, hogy erre nincs is szÄuks¶eg. Az or-
din¶alis tranzitivit¶assal nincs baj: a tri¶adok vizsg¶alata szerint az a ! b !
c ! d ! e sorrend ¶es a (32, 24, 19, 14, 11) s¶ulyok megfelel}oek lehetnek.
T¶aj¶ekoztat¶asul: CR = 4;3%.
A val¶os helyzetet azonban csak a dÄont¶eshoz¶oval tÄort¶en}o konzult¶aci¶o t¶ar-
hatja fel. Mivel algoritmusunk szerint a tri¶adok nem adnak okot jav¶³t¶asra,
a kardin¶alis inkonzisztencia tudom¶asul v¶etele mellett a DH dÄonthetett ¶ugy,
hogy a fenti ¶ert¶ekek az }o sz¶and¶ekait tÄukrÄozik. De ak¶ar a 13. vagy a 14. t¶ab-
l¶azat ¶ert¶ekeihez is eljuthat:
a b c d e
a 1 2 4 8 9
b 1/2 1 2 4 8
c 1/4 1/2 1 2 4
d 1/8 1/4 1/2 1 2
e 1/9 1/8 1/4 1/2 1
13. t¶abl¶azat
a b c d e
a 1 2 2 2 2
b 1/2 1 1 1 1
c 1/2 1 1 1 1
d 1/2 1 1 1 1
e 1/2 1 1 1 1
14. t¶abl¶azat
Vagyis az el}oz}o sorrend mellett a (49, 27, 13, 7, 4) s¶ulyokig, illetve a
(33, 17, 17, 17, 17) s¶ulyok mellett a b = c = d = e azonosan prefer¶alt ¶es a
enyh¶en jobb, mint b ¶ert¶ekekhez. (A CR ¶ert¶ekek rendre: 0;9% ¶es 0%.) Hogyan
kaphatjuk meg a 13. vagy a 14. t¶abl¶azat elemeit? A 13. t¶abl¶azatn¶al a DH
¶ugy l¶atta, hogy az els}o n¶egy Äosszehasonl¶³t¶asn¶al m¶egsem annyira kÄozeliek az
alternat¶³v¶ak, ez¶ert a verb¶alis sk¶al¶at ,,t¶agabbra nyitva" adta meg az A¤ m¶atrix
elemeit, egyben Äosszhangba is hozva azt a kardin¶alis tranzitivit¶as pontos ¶er-
t¶ekeivel. A 14. t¶abl¶azatn¶al ellenkez}oleg: az a ¶es b alternat¶³v¶akat kiv¶eve, a
tÄobbieket egym¶assal azonosnak ¶³t¶elte meg. Mindk¶et esetben jav¶³t¶asok soro-
zat¶at v¶egezte el, m¶³g eljutott az ¶altala val¶osnak v¶elt v¶egeredm¶enyhez.
4. p¶elda
Siraj ¶es szerz}ot¶arsai egy m¶asik jellemz}o p¶eld¶aj¶aban a 15. t¶abl¶azat m¶atrix
elemei szerepelnek:
a b c d
a 1 3 2 6
b 1/3 1 6/5 2
c 1/2 5/6 1 3
d 1/6 1/2 1/3 1
15. t¶abl¶azat
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Minden m¶as Äosszehasonl¶³t¶ast ellen}orizve ¶es a DH ¶altal elfogadva (ez ann¶al
is ink¶abb egyszer}u, mert az [a; b; d] ¶es [a; c; d] tri¶adok tÄok¶eletesen konziszten-
sek), ¯gyelmÄunket ford¶³tsuk a (b; c) = 6=5 ¶ert¶ekre. A megfelel}o tri¶adb¶ol
l¶athat¶o, hogy a 3 ¢ 6=5 szorzat akkor lenne pontosan 2, ha (b; c) = 2=3. E
p¶elda trÄukkÄos r¶esze azonban az, hogy m¶³g minden egy¶eb Äosszehasonl¶³t¶as a
Saaty-sk¶al¶an adott, ez az Äosszehasonl¶³t¶as viszont nem!
Ha a dÄont¶eshozataln¶al a sk¶al¶at rÄogz¶³tjÄuk, ¶es az nem m¶as, mint az 1; . . . ; 9
¶es reciprokainak sorozata, akkor sem a 6=5, sem a 2=3 fel sem merÄulhet,
csak az eg¶esz ¶ert¶ekek. Feladatunkban a (b; c) ¶ert¶ekek¶ent az 1/2, 1 ¶es 2 jÄohet
sz¶oba. Ha (b; c) = 1=2, akkor az a ! b ! c ! d sorrend mellett az (50, 15,
27, 8) s¶ulyokat kapjuk (CR = 0;4%). Ha (b; c) = 1, akkor ugyanezen sorrend
mellett az (50, 19, 23, 8) s¶ulyvektorunk van (CR = 0;8%). V¶egÄul a (b; c) = 2
¶ert¶eke mellett a sorrend megv¶altozik: a ! c ! b ! d ¶es a s¶ulyok rendre (50,
23, 19 ¶es 8) (CR = 5;7%). Melyik a ,,helyes" sorrend ¶es s¶ulyrendszer? Erre
csak a DH tud v¶alaszolni, ¶am algoritmusunk seg¶³t neki.
Ha ugyanis a (b; c) ¶ert¶eke 1 vagy 1/2, akkor a 3 ¢ 1, illetve a 3 ¢ 1=2
szorzatok eredm¶enye a kardin¶alis tranzitivit¶as vizsg¶alatban a legkÄozelebbi
szomsz¶edja a 2 ¶ert¶eknek. A (b; c) = 2 nem javasolt, mert 3 ¢ 2 = 6 nem
a legkÄozelebbi szomsz¶edja a 2-nek. ¶Igy teh¶at algoritmusunk alkalmaz¶as¶aval
a DH az a ! b ! c ! d sorrendek egyik v¶altozat¶ahoz jut. (Megjegyz¶es:
Siraj ¶es szerz}ot¶arsai cikk¶eben a p¶elda azt illusztr¶alja, hogy az ¶altaluk java-
solt elj¶ar¶assal automatikusan detekt¶alhat¶o a (b; c) = 6=5 elem problematikus
volta.)
7 A dÄont¶eshoz¶o nem el¶erhet}o a m¶atrix ele-
meinek meghat¶aroz¶asa ut¶an
Ha ez olyankor fordul el}o, amikor a m¶atrix elemeit dÄont¶est¶amogat¶as n¶elkÄul
adta meg a dÄont¶eshoz¶o, akkor a kÄovetkez}o ¶all¶³t¶asokat fogalmazhatjuk meg.
1. ¶All¶³t¶as. Ha az A m¶atrix konzisztens, akkor elfogadhat¶o.
Megjegyz¶es. Elvileg el}ofordulhat, hogy a dÄont¶eshoz¶o val¶os preferenci¶ait
egy m¶asik konzisztens m¶atrix ¶³rja le.
2. ¶All¶³t¶as. Ha a m¶atrix inkonzisztens, akkor speci¶alis esetekben korrig¶alhat¶o:
² ha a m¶atrix egyetlen elem (¶es reciproka) megv¶altoztat¶as¶aval konzisztenss¶e
tehet}o,
² ha megmutathat¶o, hogy a m¶atrix statisztikai hib¶at tartalmaz.
Megjegyz¶es. A szakirodalomban kidolgozott, a 4. fejezetben hivatkozott
korrekci¶os m¶odszerek alkalmazhat¶ok, az adott probl¶ema jelleg¶enek ¶es a kor-
rekci¶os m¶odszer felt¶eteleinek fÄuggv¶eny¶eben.
3. ¶All¶³t¶as. Az egy¶eb esetekben a dÄont¶eshoz¶ot¶ol kaphat¶o p¶otl¶olagos inform¶aci¶ok
hi¶any¶aban a korrekci¶o nem igazolhat¶o.
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Megjegyz¶es. A szakirodalomban kidolgozott inkonzisztencia indexek szÄuk-
s¶eg eset¶en felhaszn¶alhat¶oak arra, hogy seg¶³ts¶egÄukkel a nem-korrig¶alt m¶atrixo-
kat elfogadjuk vagy elvessÄuk.
Konkl¶uzi¶ok
A p¶aros Äosszehasonl¶³t¶asi m¶atrixok fontos alkalmaz¶asa a tÄobbt¶enyez}os dÄont¶esi
probl¶em¶ak rangsorol¶asi vagy s¶ulyoz¶asi k¶erd¶eseinek megv¶alaszol¶asa. Az ehhez
felhaszn¶alt becsl¶esi m¶odszerek a dÄont¶eshoz¶o ¶altal megadott m¶atrixb¶ol indul-
nak ki. L¶enyeges teh¶at, hogy ez a m¶atrix milyen tulajdons¶agokkal rendelke-
zik. A gyakorlati alkalmaz¶asokban kiemelt szerepet kapott az ar¶anysk¶al¶an
megadott Äosszehasonl¶³t¶asokra ¶epÄul}o m¶atrix, ahol a konzisztens esett}ol val¶o
elt¶er¶es megb¶³zhat¶os¶agi k¶erd¶eseket vet fel.
A megold¶as egyik ir¶anya inkonzisztencia indexek kidolgoz¶asa ¶es olyan kor-
rekci¶os m¶odszerek alkalmaz¶asa, amelyek ezen indexekkel m¶erve csÄokkentik
az inkonzisztenci¶at. Elterjedtt¶e v¶altak az automatikus korrekci¶os m¶odszerek,
amelyek bizonyos feltev¶esek ment¶en a dÄont¶eshoz¶o bevon¶asa n¶elkÄul ¶all¶³tanak
el}o az eredetin¶el kisebb inkonzisztenci¶aj¶u m¶atrixokat. Ezen cikk egyik f}o
mondanival¶oja az, hogy ezeknek a m¶odszereknek az eredm¶enyei { hacsak
nem sikerÄul axiomatikus alapokra helyezni a m¶odszert { nem igazolhat¶ok a
dÄont¶eshoz¶o n¶elkÄul. B¶armilyen korrekci¶ot hajtunk v¶egre (ak¶ar a m¶atrix ele-
meinek meghat¶aroz¶asa kÄozben, ak¶ar az elj¶ar¶as v¶egezt¶evel) az nem n¶elkÄulÄozheti
a dÄont¶eshoz¶o ¶altal adott p¶otl¶olagos inform¶aci¶ok ¯gyelembe v¶etel¶et.
Mivel ¶altal¶anos esetben a veri¯k¶aci¶os probl¶ema nehezen kezelhet}o, ez¶ert
a t¶argyal¶ast lesz}uk¶³tettÄuk egy speci¶alis esetre, a verb¶alis sk¶ala alkalmaz¶as¶ara.
Itt j¶ol bemutathat¶o az ordin¶alis ¶es kardin¶alis tranzitivit¶as kett}oss¶eg¶eb}ol ad¶od¶o
megkÄozel¶³t¶esbeli kÄulÄonbs¶eg ¶es annak a dÄont¶eshoz¶o ¶altali felold¶asa. L¶enyeges,
hogy egyes szakirodalmi m¶odszerekt}ol elt¶er}oen, ahol szint¶en k¶etf¶azis¶u korrek-
ci¶os elj¶ar¶asok vannak, itt nem automatikus inkonzisztencia-csÄokkent}o szab¶a-
lyok visznek a v¶egs}o megold¶as fel¶e, hanem a dÄont¶eshoz¶o m¶erlegel¶es¶en alapul
a v¶egeredm¶eny { ¶³gy biztos¶³tva a valid¶aci¶ot.
Tov¶abbra is nyitott k¶erd¶es a veri¯k¶aci¶o ¶altal¶anos elm¶elete ¶es m¶odszertana.
¶Ugy v¶eljÄuk, hasznos lenne, ha az alkalmaz¶asokban ig¶eny lenne legal¶abb a kon-
kr¶et eset eredm¶enyeinek veri¯k¶al¶as¶ara. Az itt bemutatott elj¶ar¶as illusztr¶aci¶o-
k¶ent szolg¶al. Tov¶abbi munk¶ank sor¶an az alkalmazott heurisztika ¯nom¶³that¶o.
Fontos l¶ep¶es a sz¶am¶³t¶og¶epes dÄont¶est¶amogat¶o m¶odszerekbe tÄort¶en}o modul¶aris
be¶ep¶³t¶es, az interaktivit¶as nÄovel¶ese. Ebben az ir¶anyban sok lehet}os¶eget l¶atunk.
KÄoszÄonetnyilv¶an¶³t¶as
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INTERACTIVE PROCEDURE TO DETERMINE THE ELEMENTS OF
A PAIRWISE-COMPARISON MATRIX
Pairwise comparison matrices are frequently used in the methodology of multi-
attribute decision making. Elicitation of the elements of the matrix can be done
in several ways, and the elicitation method has an impact on the ¯nal result (de-
termination of preferences, weights, rankings). The applied decision methods work
with consistent or near-consistent matrices. This paper aims at investigating two
questions. In the ¯rst part of the paper correction methods are interpreted and
analysed from the viewpoints of their philosophy and techniques to decrease the
degree of inconsistency. The second part proposes an interactive method for in-
dividual decision-making problems with verbal scale to illustrate that improving
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consistency is not possible without additional information from the decision maker.
The involvement of the decision maker and some special rules can ensure that the
process either provides a near-consistent and error-free pairwise comparison matrix
or demonstrates the inability of the decision maker to reach that goal.

Szigma, XLVIII. (2017) 3-4. 133
A MIN}OS¶EG ¶ES AZ ¶AR KAPCSOLAT¶AR¶OL1
VÄORÄOS J¶OZSEF
PTE KTK
A tanulm¶any egy dinamikus modellt form¶az meg, hogy el}oseg¶³tse a helyes be-
ruh¶az¶asi, ¶ar ¶es term¶ekmin}os¶eg politika kialak¶³t¶as¶at. A strat¶egiai min}os¶egele-
mek (melyeket a versenyt¶arsak eddig nem voltak k¶epesek elsaj¶at¶³tani) szintje
tanul¶as, beruh¶az¶as r¶ev¶en nÄovelhet}o, de a min}os¶eg nÄovelhet}o ¶ugynevezett nem
strat¶egiai elemek felhaszn¶al¶as¶aval is (pl. ig¶enyesebb anyagok be¶ep¶³t¶ese). A
tanulm¶any megfogalmaz ¶es elemez olyan kÄorÄulm¶enyeket, amikor a term¶ek-
min}os¶eg folyamatosan nÄovekszik, ennek dinamik¶aja viszont nem egyenletes,
n¶eha nÄovekszik, n¶eha csÄokken. Az ¶ar ¶es min}os¶eg kapcsolat¶aval kapcsolatban
azt ¶allap¶³tja meg, hogy az esetek tÄobbs¶eg¶eben a magasabb min}os¶eg magasabb
¶arat jelent, azonban ez al¶ol lesznek kiv¶etelek. A kiv¶etel l¶etez¶es¶enek szÄuks¶eges
felt¶etele, hogy a keresleti fÄuggv¶eny ¶ar-min}os¶eg keresztderiv¶altja negat¶³v le-
gyen. Az auton¶om tanul¶as hat¶as¶anak elemz¶ese azt mutatja, hogy az auton¶om
tanul¶asb¶ol ered}o kÄolts¶egcsÄokken¶es haszn¶at meg kell osztani a fogyaszt¶okkal
az ¶ar csÄokkent¶es¶et felhaszn¶alva.
Kulcsszavak: kÄolts¶eg, min}os¶eg, ¶ar, kereslet, ir¶any¶³t¶aselm¶elet
1 Bevezet¶es
A min}os¶eg fogalma is abba a kateg¶ori¶aba tartozik, melyet a legtÄobbszÄor
komolyabb megfontol¶asok n¶elkÄul haszn¶alunk, de amikor pontosan meg kel-
lene hat¶arozni a koncepci¶o tartalm¶at, hamarosan rajÄovÄunk, az nem is olyan
egyszer}u. Egy term¶eknek/szolg¶altat¶asnak sok jellemz}oje lehet, melyek kÄozÄul
bizonyosak fontosak, vagy kev¶esb¶e fontosak egy fogyaszt¶o sz¶am¶ara. Egy ter-
m¶ek egyes term¶ekjellemz}oiben ny¶ujtott teljes¶³tm¶eny¶enek a vev}o ¶altal k¶epzett
aggreg¶atum¶at nevezzÄuk min}os¶egnek e tanulm¶anyban. A vev}or}ol felt¶etelezzÄuk,
hogy a term¶ek min}os¶eg¶et k¶epes beazonos¶³tani, ¶es ehhez az u sz¶amot rendeli.
Gyakran felt¶etelezik, hogy ez az ¶ert¶ek 0 ¶es 1 kÄozÄott mozog, amikor is 1 a
tÄok¶eletes min}os¶eget jelenti, 0 pedig a teljes elutas¶³t¶ast. ¶Irhatjuk teh¶at, hogy
u 2 [0; 1], de mi nem norm¶aljuk e tanulm¶anyban a min}os¶eg m¶er}osz¶am¶at,
mintegy azt sugallva, hogy a min}os¶eg fejl}od¶es¶enek nincs korl¶atja (a fejl}od¶es
nem v¶eges). (MegjegyezzÄuk, hogy a de¯ni¶alt intervallumra val¶o sz}uk¶³t¶es nem
jelent semmif¶ele korl¶atoz¶ast, tetsz}oleges, v¶eges intervallum megadhat¶o. Fo-
gyaszt¶oi magazinok gyakran haszn¶alnak t¶³zes sk¶al¶at.)
A min}os¶egre adott fenti de¯n¶³ci¶om mellett ismeretesek m¶as megkÄozel¶³t¶esek
is, n¶eh¶any ezek kÄozÄul sok hasonl¶os¶agot mutat. Az egyik legsikeresebb alap-
kÄonyvben azt olvashatjuk, hogy a min}os¶eg a term¶ek azon k¶epess¶ege, amennyi-
re az kiel¶eg¶³ti a fogyaszt¶o szÄuks¶egleteit (Heizer ¶es Render, 2014). Egy m¶asik
1Be¶erkezett: 2017. m¶arcius 2. E-mail: voros@ktk.pte.hu.
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megkÄozel¶³t¶esben, a min}os¶eg a fogyaszt¶o ¶altal haszn¶alt terminus, mely kifejezi
¶altal¶anos megel¶egedetts¶eg¶et a term¶ekkel/szolg¶altat¶assal kapcsolatban (Kra-
jewski et al., 2015). Egy nagyon tiszta forr¶ashoz jutunk vissza, amikor fel-
id¶ezzÄuk a legels}onek tekinthet}o irodalmi forr¶asokat. Ezek kÄozÄul k¶ets¶egtelenÄul
Garvin (1988) munk¶ai gyakorolt¶ak a legnagyobb befoly¶ast, aki a min}os¶eg
fogalm¶anak Äot lehets¶eges megkÄozel¶³t¶esi m¶odj¶at v¶azolta fel. Garvin szerint
a transzcendens felfog¶as l¶enyege, hogy a min}os¶eget nem kell de¯ni¶alni, a fo-
gyaszt¶o tudja mi az, amikor a term¶eket l¶atja (a Porsche jobb, mint a Trabant).
A term¶ek kÄozpont¶u felfog¶as szerint a term¶ek param¶eterei pontosan m¶erhet}ok,
¶es e param¶eter¶ert¶ekek kifejezik a term¶ekmin}os¶eget. A felhaszn¶al¶o kÄozpont¶u
felfog¶as szerint azon term¶ekek min}os¶egiek, melyek a legjobban kiel¶eg¶³tik a
fogyaszt¶o preferenci¶ait, a termel}o kÄozpont¶u felfog¶as szerint pedig az a j¶o
term¶ek, melynek param¶eterei megfelelnek az el}o¶³rtaknak. V¶egÄul az ÄotÄodik
megkÄozel¶³t¶es szerint a fogyaszt¶oi megel¶egedetts¶eg fontos, melynek gener¶atora
az ¶ert¶ek.
Els}o r¶atekint¶esre ¶ugy t}unik, mintha a felsorolt elk¶epzel¶esek t¶ul t¶avol len-
n¶enek egym¶ast¶ol, de a transzcendens, a felhaszn¶al¶o kÄozpont¶u, az ¶ert¶ek alap¶u
megkÄozel¶³t¶esek mindenk¶eppen azt fejezik ki, hogy a fogyaszt¶o ¶ert¶ek¶³t¶elete
a legfontosabb: az a jobb min}os¶eg}u term¶ek, melyet a fogyaszt¶o annak ¶³t¶el,
tov¶abb¶a hajland¶o is ¶erte ¯zetni. Az ¶ert¶eket szokt¶ak ¶ugy is de¯ni¶alni, hogy az
¶ert¶ek az a legmagasabb ¶ar, melyet a fogyaszt¶o hajland¶o a term¶ek¶ert ¯zetni
(Dolan ¶es Simon, 1996). Ezek a fogalmak viszont j¶o alapot jelentenek a
sz¶amszer}us¶³t¶eshez, hiszen ekkor de¯ni¶alhat¶o egy keresleti fÄuggv¶eny, melyben
a min}os¶eg ¶es az ¶ar fÄuggetlen v¶altoz¶ok: m¶erje D(p; u) egy term¶ek keresleti volu-
men¶et (az id}odimenzi¶ot k¶es}obb de¯ni¶aljuk), mely akkor jelentkezik a piacon,
amikor az ¶ar p, a term¶ek min}os¶ege pedig u.
A fogyaszt¶o kÄozpont¶u min}os¶eg megjelen¶ese a keresleti fÄuggv¶enyben vi-
szonylag ¶uj kelet}u, abban a vonatkoz¶asban mindenk¶eppen, hogy a modellez}ok
¶erdekl}od¶es¶et els}ok¶ent a min}os¶eg fogalm¶anak m¶asik megkÄozel¶³t¶ese keltette fel.
Azaz amikor a min}os¶eget objekt¶³v param¶eterekkel m¶erjÄuk (term¶ek, illetve ter-
mel}o centrikus felfog¶as). E megkÄozel¶³t¶esnek van k¶et nagyon fontos pill¶ere. Az
egyik, hogy ha ak¶armilyen term¶ekjellemz}ot is tekintÄunk, mely a fogyaszt¶onak
fontos, azt mindig valamilyen folyamat ¶all¶³tja el}o, a kiv¶al¶o min}os¶eget a kiv¶al¶o
folyamat adja. Tov¶abb¶a, gyakori esetben, ha a termel¶esi folyamat nem min}o-
s¶egi, akkor m¶ar a term¶ek sem lehet az. Ez az ÄosszefÄugg¶es teljesen nyilv¶anval¶o,
amikor szolg¶altat¶asi folyamatr¶ol van sz¶o, hiszen a fogyaszt¶o r¶eszese a termel¶esi
folyamatnak, ¶es minden hib¶at l¶at ¶es ¶eszlel.
Az els}o szerz}ok kÄoz¶e Fine (1986, 1988) tartozik, aki azt modellezte, hogy a
tanul¶as mik¶ent hat a folyamat min}os¶eg¶ere, de egy¶ertelm}uen megkÄulÄonbÄozteti
a design (kÄuls}o megjelen¶es, term¶ekfunkci¶ok funkci¶ok gazdags¶aga) min}os¶eget
¶es a konform min}os¶eget (az el}o¶³rt param¶etereknek tÄort¶en}o megfelel¶est). Mo-
dellanal¶³zis¶enek fontos kÄovetkeztet¶ese volt, hogy a tanul¶as ¶es a termel¶esi folya-
mat fejleszt¶es eredm¶enye csÄokkenti a konformit¶assal kapcsolatos kÄolts¶egeket,
melynek kÄovetkezm¶enye a folyamatmin}os¶eg nÄoveked¶ese. Fine ¶es Porteus
(1989) k¶es}obb egy dinamikus modellt ¶ep¶³t, melyben a termel¶esi sorozat-
nagys¶ag csÄokken¶es¶enek hat¶as¶at vizsg¶alja a folyamat min}os¶eg¶ere. L¶enyeges
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meg¶allap¶³t¶asuk, hogy az optim¶alis termel¶esi sorozatnagys¶ag csÄokken¶ese a ter-
mel¶esi folyamat min}os¶eg¶enek (melyet a selejtar¶annyal m¶ernek) nÄoveked¶es¶et
eredm¶enyezi. Chand ¶es t¶arsainak (1996) tanulm¶any¶aban szint¶en a konform¶a-
ci¶os/folyamat min}os¶eg ¶all f¶okuszban, ¶es ir¶any¶³t¶aselm¶eleti modelljÄuk az opti-
m¶alis t}okeallok¶aci¶o dinamik¶aj¶at vizsg¶alja, mely a termel¶esi folyamat min}os¶e-
g¶et eredm¶enyezi. A Chand et al. (1996) tanulm¶any mellett a m¶asik alapvet}o
tanulm¶any e korb¶ol a Li{Rajagopalan (1998) tanulm¶any, mely a folyamatfej-
leszt¶esre ford¶³tott er}ofesz¶³t¶esek dinamik¶aj¶at vizsg¶alja. Fontos meg¶allap¶³t¶asuk,
hogy ugyan a folyamat min}os¶ege nÄovekszik, de ennek dinamik¶aja csÄokken}o
tendenci¶at mutat. VÄorÄos (2006) ugyanezen probl¶em¶at vizsg¶alja, viszont mo-
dellj¶eben a folyamatmin}os¶eg mellett megjelenik a term¶ek teljes¶³tm¶eny¶enek
min}os¶ege is. Ugyan a probl¶ema forr¶asa nem a fogyaszt¶o hangj¶anak megjelen¶e-
se a modellben, de meg¶allap¶³tja, hogy nem tÄorv¶enyszer}u a min}os¶egfejleszt¶esi
dinamika Äutem¶enek csÄokken¶ese. VÄorÄos (2013) egy tÄobb peri¶odusos dinamikus
modellt ¶ep¶³tve sz¶amos esetre explicit megold¶as¶at adja a probl¶em¶anak, ¶es e
megold¶asok j¶ol reprezent¶alj¶ak a min}os¶eg fejleszt¶es¶enek dinamik¶aj¶at.
A t¶em¶ahoz kapcsol¶od¶o legut¶obbi hozz¶aj¶arul¶asok kÄozÄul Chenevaz (2012),
(2016) munk¶ait eml¶³tjÄuk, melyekben egy¶ertelm}u dominanci¶at kap a term¶ek
min}os¶eg. A kÄovetkez}o fejezetben fel¶ep¶³tend}o modellÄunk nagy hasonl¶os¶agot
mutat Chenevaz (2016) modellj¶evel, azonban l¶enyeges elt¶er¶eseket is lehet
eml¶³teni. Chenevaz (2016) modellj¶eben a min}os¶eg fejl}od¶es¶enek dinamik¶aj¶at a
du=dt = K(x(t); u(t)) di®erenci¶alegyenlet ir¶any¶³tja, ahol u(t) a term¶ekmin}o-
s¶eg, x(t) pedig az innov¶aci¶os kÄolts¶eg a t id}opontban. Eredm¶enyei el¶er¶es¶eben
fontos kit¶etel, hogy Ku konstans id}oben. Beazonos¶³tja az eseteket, amikor a
min}os¶eg nÄoveked¶ese ¶arnÄoveked¶est, v¶altozatlans¶agot, illetve ¶arcsÄokken¶est von
maga ut¶an.
A tanulm¶any kÄovetkez}o fejezete fel¶ep¶³ti a modellt, amely kÄornyezetben
a min}os¶eg ¶es ¶ar kapcsolat¶aval foglalkozunk, tov¶abb¶a kimutatjuk a modell
n¶eh¶any alaptulajdons¶ag¶at. A tanulm¶any harmadik fejezete a min}os¶eg ¶es ¶ar
kapcsolat¶ara f¶okusz¶al, a negyedik fejezet pedig az auton¶om tanul¶as ¶arakra tÄor-
t¶en}o hat¶as¶at vizsg¶alja. Az utols¶o, ÄotÄodik fejezet a kÄovetkeztet¶eseket foglalja
Äossze.
2 A modell
Azt t¶etelezzÄuk fel, hogy v¶allalatunk egyetlen term¶ek¶et helyezzÄuk f¶okusz al¶a,
mely term¶ek monopolisztikus tulajdons¶aggal b¶³r, azaz nincs olyan m¶asik ter-
mel}o riv¶alis v¶allalat, mely ugyanazon term¶ekkarakterisztik¶akat tudn¶a a vev}ok
sz¶am¶ara biztos¶³tani. Ilyen esetben kÄovetkezm¶eny, hogy a kereslet az ¶art¶ol is
fÄugg, ¶es ¶³gy a kereslet meghat¶arozhat¶o egy D(p(t); u(t)) keresleti fÄuggv¶ennyel
a t id}opontban, ahol p(t) a term¶ek ¶ara, u(t) pedig a term¶ek min}os¶ege a t
id}opontban. Hivatkoz¶asok n¶elkÄul is elfogadhat¶o, hogy adott min}os¶eg mellett
egy id}opontban a kereslet csÄokken, ha az ¶ar nÄovekszik, ¶es nÄovekszik, ha a
min}os¶eg n}o. A parci¶alis deriv¶altakra n¶ezve feltehetjÄuk teh¶at, hogy Dp < 0,
illetve Du > 0. ¶Altal¶anosan elfogadott az is, hogy Dpp > 0, illetve Duu < 0.
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A min}os¶egre adott de¯n¶³ci¶onkban azt mondtuk, hogy az a kÄulÄonbÄoz}o
term¶ekkarakterisztik¶ak vev}o ¶altal meg¶allap¶³tott aggreg¶atuma, vagyis a min}o-
s¶eg Äosszetev}oinek tÄobb dimenzi¶oja van. Garvin (1987) szerint nyolc ilyen van
(els}odleges funkci¶ok, megb¶³zhat¶os¶ag, konformit¶as, tart¶oss¶ag, szervizelhet}os¶eg,
eszt¶etikum, ¶es a reput¶aci¶o), melyeket mi k¶et nagy csoportba sorolunk. Az
egyikbe azon term¶ekkarakterisztik¶ak (min}os¶egdimenzi¶ok) tartoznak, melyek
strat¶egiai jelent}os¶eg}uek, azaz a piacon nem beszerezhet}o tud¶as eredm¶enyei,
¶es a term¶ek monopolisztikus jelleg¶et adj¶ak. A m¶asikba azon jellemz}ok tar-
toznak, melyek el}o¶all¶³t¶asa egyszer}u, fejleszt¶est, kÄulÄonÄosebb k¶epess¶egeket nem
ig¶enyelnek. A strat¶egiai jelent}os¶eg}u min}os¶egszintek Äosszess¶eg¶et jelÄoljÄuk z(t)-
vel a t id}opontban, m¶³g a nem strat¶egiai jelleg}uek egyÄuttes¶et w(t)-vel. Ily
m¶odon azt tehetjÄuk fel, hogy a min}os¶eg a vev}o fej¶eben a strat¶egiai ¶es nem
strat¶egiai jellemz}ok kever¶eke, azt ¶³rhatjuk teh¶at, hogy u = ¸1z + ¸2w. A
Toyota eddig kÄozel 10 milli¶o hibrid meghajt¶as¶u aut¶ot ¶ep¶³tett, ez¶ert olyan
min}os¶eg tapasztalattal b¶³r, mellyel senki m¶as nem rendelkezik az aut¶oiparban.
E k¶epess¶eg¶et folyamatosan fejleszti, a munkaid}o letelte ut¶an mindenki m¶eg
a gy¶arban marad, hogy a m¶eg jobb aut¶o el}o¶all¶³t¶asa ¶erdek¶eben fejleszt¶eseket
v¶egezzenek. E min}os¶egi tud¶as egy hossz¶u t¶av¶u fejleszt¶es eredm¶enye, az ebben
megtestesÄul}o min}os¶eg tud¶as szintet jelÄoli a z ¶allapotv¶altoz¶o. Hogy a Toyota
Prius hibrid aut¶oba k¶er-e valaki b}orÄul¶est, vagy sem, szinte m¶asodlagos k¶erd¶es,
mert azt az aut¶oiparban mindenki produk¶alni tudja. Ugyanakkor a b}orÄul¶es
m¶egis magasabb min}os¶egszintet k¶epvisel, mint a k¶arpitÄul¶es. E min}os¶egszintet
jelÄoli a w dÄont¶esi v¶altoz¶o (milyen szint}u Äul¶est ¶ep¶³tÄunk, milyen min}os¶eg}u gu-
mit teszÄunk az aut¶ora, stb.). Annak c¶elj¶ab¶ol, hogy a param¶etertobz¶od¶ast
elkerÄuljÄuk, feltesszÄuk, hogy ¸1 = ¸2 = 1, teh¶at az ¶altal¶anoss¶agb¶ol nem sokat
vesz¶³tve, u = z + w.
Ugyanakkor a strat¶egiai min}os¶eg tud¶asi szint, a z, folyamatosan fejleszt-
het}o. JelÄolje x(t) a t id}opontban a min}os¶eg fejleszt¶es¶ere tett er}ofesz¶³t¶esek in-
tenzit¶as¶at, p¶eld¶aul munkaid}oben kifejezve, hogy egy v¶allalkoz¶as mennyi id}ot
sz¶an min}os¶egfejleszt¶esre. JegyezzÄuk meg, hogy ez a Chand et al. (1996) tanul-
m¶anyban a teljes munkaid}onek a fejleszt¶esre sz¶ant h¶anyada, m¶³g a Chenavaz
(2016) tanulm¶anyban a fejleszt¶esre sz¶ant p¶enzÄosszeg. M¶erje a fejleszt¶esre
sz¶ant aktivit¶as kÄolts¶eg¶et az f(x) kÄolts¶egfÄuggv¶eny, melyr}ol felt¶etelezzÄuk, hogy
nÄovekv}o ¶es konvex, azaz fx > 0 pozit¶³v x-ekre, fxx > 0, tov¶abb¶a azt t¶etelez-
zÄuk fel, hogy az f kÄolts¶egfÄuggv¶eny az x = 0 pontban lok¶alis minimumponttal
rendelkezik, azaz szÄuks¶eges, hogy fx(0) = 0 legyen. Az ut¶obbi felt¶etelre
¶erdemes fel¯gyelni, ugyanis az irodalomban e felt¶etel haszn¶alat¶anak nem
tal¶altam nyom¶at.
A strat¶egiai min}os¶eg dinamik¶aj¶at a _z = dz=dt = ax di®erenci¶alegyenlet
korm¶anyozza, ahol a egy pozit¶³v param¶eter. Az irodalomban erre tÄobb meg-
kÄozel¶³t¶es is ismert. A Chand et al. (1996) tanulm¶anyban a _z = ax(1¡z) Äossze-
fÄugg¶est haszn¶alj¶ak annak kifejez¶es¶ere, hogy a min}os¶egfejleszt¶esi er}ofesz¶³t¶esek
hat¶ekonys¶aga a min}os¶eg fejl}od¶es¶evel egyre csÄokken (itt a maxim¶alis min}os¶eg-
szint 1). A Chenavaz (2016) tanulm¶any a _z = K(x(t); u(t)) ÄosszefÄugg¶est hasz-
n¶alja, felt¶etelezve, hogy Ku konstans id}oben. VÄorÄos (2006) tanulm¶any¶aban a
strat¶egiai min}os¶egszint alakul¶as¶at a folyamatfejleszt¶es intenzit¶asa ¶es az auto-
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matikus tanul¶as is befoly¶asolja. Mivel e tanulm¶anyban az ¶ar ¶es min}os¶eg
ÄosszefÄugg¶es¶ere koncentr¶alunk, maradunk a _z = ax elk¶epzel¶es mellett, mely
nem fogja csÄokkenteni meg¶allap¶³t¶asaink ¶altal¶anos¶³that¶os¶ag¶at, viszont vil¶agos-
s¶a teszi a probl¶ema megoldhat¶os¶ag¶anak hat¶arait.
Amennyire szerte¶agaz¶o min}os¶egde¯n¶³ci¶okat ¶es min}os¶egfejleszt¶esi koncep-
ci¶okat gy}ujthetÄunk Äossze, a min}os¶eg termel¶esi kÄolts¶egekre gyakorolt hat¶as¶ar¶ol
is legal¶abb annyira tarka v¶elem¶enyek hangzanak el. A tudom¶anynak el¶eg ne-
h¶ez volt mit kezdeni az egyik min}os¶eg guru, Crosby (1979) korai kijelent¶es¶e-
vel, miszerint a min}os¶eg ingyen van, ugyanis ez azt jelenti, hogy a termel¶esi
kÄolts¶egek nem n}onek a min}os¶eg nÄoveked¶es¶evel. JelÄoljÄuk c(z;w)-vel a fajlagos
termel¶esi v¶altoz¶o kÄolts¶egeket. Azt t¶etelezzÄuk fel, hogy mind cz > 0, ¶es cw > 0,
vagyis a mellett tesszÄuk le voksunkat, hogy egy adott id}opontban a magasabb
min}os¶eg el}o¶all¶³t¶asa tÄobbe kerÄul a termel}onek. Viszont ezzel a feltev¶essel ¶ugy
gondoljuk, nem mondunk ellent Crosby-nak, ugyanis val¶osz¶³n}uleg Crosby ki-
jelent¶ese egy id}ohorizontra vonatkozik, ¶es nem egy id}opontra. Vizsg¶alatunkat
kiterjesztjÄuk majd egy e¡ktc(z(t); w(t)) fÄuggv¶enyre is, ahol k egy adott pozit¶³v
konstans. E kÄolts¶egfÄuggv¶eny t¶³pus azt sugallja, hogy egy bizonyos min}os¶eg-
szint el}o¶all¶³t¶asa k¶es}obb kevesebbe kerÄulhet, ¶es ennek megvannak a gazdas¶ag-
tani alapjai. Ennek forr¶asa lehet p¶eld¶aul az automatikus tanul¶as, a folyama-
tos tÄok¶eletes¶³t¶es elv¶enek marad¶ektalan alkalmaz¶asa, mely val¶oban azt ered-
m¶enyezheti, hogy egy bizonyos min}os¶egszint el}o¶all¶³t¶asa kevesebbe kerÄulhet
k¶es}obb, mint ma. FeltehetjÄuk tov¶abb¶a, hogy czz > 0, ¶es cww > 0, mely kit¶e-
telek nem jelentenek kÄulÄonÄosebb megszor¶³t¶asokat gazdas¶agtani szempontb¶ol.
Ugyanakkor fel kell tegyÄuk, hogy cw > cz, ugyanis m¶ask¶ent semmi ¶ertelme
nem lenne a strat¶egiai min}os¶egtud¶as fejleszt¶es¶enek. Mivel a min}os¶eg tÄobb
term¶ektulajdons¶ag aggreg¶atuma, ezen Äosszegz¶esben az egyes term¶ekkarak-
terisztik¶ak helyettes¶³teni tudj¶ak egym¶ast, ¶es mivel ¸1 = ¸2, a strat¶egiai ¶es
nem strat¶egiai elemek egyform¶an helyettes¶³tik egym¶ast (jegyezzÄuk meg, ha a
k¶et s¶uly nem lenne azonos, akkor a cw ¶ert¶eket a ¸1=¸2 s¶uly szorozn¶a, ¶es az
egyenl}otlens¶eg ir¶anya marad). A strat¶egiai min}os¶eg tud¶as viszont fejleszt¶es
eredm¶enye, mely tov¶abbi beruh¶az¶ast ig¶enyel, melyet az f(x) kÄolts¶egfÄuggv¶eny
sz¶amol el. Ha a margin¶alis fejleszt¶esi kÄolts¶egek kÄozÄott a rel¶aci¶o ford¶³tott lenne
(cw < cz), a strat¶egiai elemek fejleszt¶es¶enek intenzit¶asa, vagyis az x(t) v¶altoz¶o
¶ert¶eke mindig z¶erus lenne, hiszen a min}os¶eg szintj¶enek emel¶ese a strat¶egiai
elemek ¶altal eleve tÄobbe kerÄulne, r¶aad¶asul ehhez m¶eg fejleszt¶esi (beruh¶az¶asi)
kÄolts¶eg is j¶arulna.
Az 1. T¶abla az alkalmazott jelÄol¶eseket foglalja Äossze.
A fajlagos v¶altoz¶o kÄolts¶egek ¶es a kereslet viszony¶ar¶ol is ¶elÄunk felt¶etelez¶essel.
Azt t¶etelezzÄuk fel, hogy a z0 min}os¶eg}u term¶ek¶ert van ¯zet}ok¶epes kereslet,
amikor az¶ert c(z0; 0) p¶enzt k¶ernek darabonk¶ent. Teh¶at azt t¶etelezzÄuk fel,
hogy D(c(z0; 0); z0) > 0. Ugyanakkor a vev}ok nem hajland¶ok b¶armilyen ¶arat
¯zetni, m¶eg ha a min}os¶eg ak¶ar a legkiv¶al¶obb is. ¶Igy feltesszÄuk egy¶uttal teh¶at,
hogy minden min}os¶egszinthez l¶etezik olyan kell}oen magas K(u) ¶ar, melyre
egyr¶eszt K(z0) > c(z0; 0), m¶asr¶eszt a kereslet z¶erus, teh¶at D(K(u); u) = 0.
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p(t) A term¶ek elad¶asi ¶ara a t id}opontban, dÄont¶esi v¶altoz¶o
x(t) A strat¶egiai min}os¶egdimenzi¶ok fejleszt¶es¶enek intenzit¶asa a t id}opontban,
dÄont¶esi v¶altoz¶o
w(t) A nem strat¶egiai min}os¶egdimenzi¶ok aggreg¶alt szintje a t id}opontban, dÄont¶esi
v¶altoz¶o
z(t) A strat¶egiai min}os¶egdimenzi¶ok aggreg¶alt szintje a t id}opontban, ¶allapotv¶al-
toz¶o, z0 kezd}o ¶ert¶ekkel
u(t) u = z + w
D(p; u) A ¯zet}ok¶epes kereslet volumene a t id}opontban, amikor az ¶ar p, a min}os¶eg
szintje u
c(z; w) A fajlagos termel¶esi v¶altoz¶o kÄolts¶eg a t id}opontban, amikor a min}os¶egszintek
z, illetve w ¶allapot¶uak
f (x) A strat¶egiai min}os¶egelemek fejleszt¶es¶enek kÄolts¶ege a t id}opontban
r Diszkontr¶ata, input param¶eter
T A tervez¶esi id}oszak hossza, input param¶eter
P A felhalmoz¶odott strat¶egiai min}os¶egtud¶as egys¶egnyi ¶ert¶eke a tervez¶esi id}o-
horizont v¶eg¶en, pozit¶³v input param¶eter
a Pozit¶³v konstans, input param¶eter
K Kell}oen magas ¶ar, melyre a kereslet z¶erus
1. t¶abl¶azat. Az alkalmazott jelÄol¶esek
Az elmondottak alapj¶an az al¶abbi feladatot lehet megfogalmazni:
max
p;x;w
Z T
0
e¡rt
³
(p ¡ c(z;w))D(p; u) ¡ f(x)
´
dt + e¡rT Pz(T ) (1a)
felt¶eve, hogy:
_z = ax (1b)
u = z + w (1c)
p(t) ¸ 0; x(t) ¸ 0; w(t) ¸ 0; z(0) = z0 : (1d)
JegyezzÄuk meg, hogy a c¶elfÄuggv¶eny utols¶o terminus¶at nem minden modell-
konstrukci¶o tartalmazza. A felhalmoz¶odott min}os¶egtud¶as id}ohorizont v¶egi
¶ert¶eke meggy}oz}od¶esÄunk szerint kÄozgazdas¶agilag hely¶enval¶o, tov¶abb¶a a modell
¶altal¶anoss¶ag¶at nÄoveli, hiszen ha P = 0 lenne, azaz a felhalmoz¶odott tud¶asnak
nem lenne piaci ¶ert¶eke, a kapott eredm¶enyekbe a param¶eter ¶ert¶eke behelyet-
tes¶³thet}o. Ugyanakkor, mik¶ent az anal¶³zis sor¶an az l¶athat¶o lesz, a felhalmo-
z¶odott tud¶as piaci ¶ert¶eke ¶erdekesen befoly¶asolja a kapott eredm¶enyeket.
A c¶elfÄuggv¶enyben a (p¡c) kifejez¶es a fajlagos brutt¶o nyeres¶eg, ezt szorozza
a p egys¶eg¶aron eladhat¶o term¶ekmennyis¶eg, a D, amikor a term¶ek min}os¶ege
u. A megtermelt brutt¶o pro¯tb¶ol von¶odik ki a fejleszt¶es kÄolts¶ege, amit az f
fÄuggv¶eny m¶er. A t id}opontban nyert pro¯ttÄomeget diszkont¶aljuk jelen¶ert¶ekre
az e¡rt szorz¶o seg¶³ts¶eg¶evel, majd az id}opontokban kitermelt pro¯tot ,,Äossze-
gezzÄuk", ¶es megkapjuk a tervid}oszak alatt nyeres¶eg nett¶o jelen¶ert¶ek¶et. Ehhez
ad¶odik hozz¶a m¶eg a jelen¶ert¶ekre diszkont¶alt felhalmozott min}os¶egtud¶as (az
Äuzem) elad¶asi ¶ert¶eke.
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3 A modell anal¶³zise
Az (1) feladathoz tartoz¶o Hamilton (H) fÄuggv¶eny form¶aja ekkor az al¶abbi:
H(p; x; w) = (p ¡ c(z;w))D(p; u) ¡ f(x) + ¸ax ; (2)
ahol ¸(t) a dinamikus Lagrange-szorz¶o. Az optim¶alis megold¶as szÄuks¶eges
felt¶eteleit Kamien ¶es Schwartz (1991), valamint K¶annai Z., Szab¶o I. ¶es Tallos
P. (2014) alapj¶an ekkor a kÄovetkez}ok¶eppen lehet fel¶³rni:
@H
@z
= ¡czD(p; u) + (p ¡ c(z;w))Du = ¡ _¸ + r¸ (3a)
@H
@p
= D(p; u) + (p ¡ c(z;w))Dp · 0 (3b)
@H
@x
= ¡fx + ¸a · 0 (3c)
@H
@w
= ¡cwD(p; u) + (p ¡ c(z; w))Du · 0 (3d)
@H
@p
p = 0;
@H
@x
x = 0;
@H
@w
w = 0; z(0) = z0; ¸(T ) = P : (3e)
A (3e) felt¶etel utols¶o tagja az ¶ugynevezett transzverzalit¶asi felt¶etel, melyet
ÄosszekÄot}o felt¶etelk¶ent lehetne magyar¶³tani. Ennek alapja a Lagrange-szorz¶o
tartalm¶aban rejlik, melyet ha a jelen esetre alkalmazn¶ank, megkÄozel¶³t}oleg
azt jelenten¶e a ¸(T ), hogy ha a T id}opontban egy egys¶eggel nÄoveln¶enk a
min}os¶egtud¶ast, akkor hasznunk P -vel n}one ezen id}opontban. Az¶ert P -vel,
mert a tervid}oszaknak v¶ege van, ha ekkor nÄoveljÄuk a tud¶asszintÄunket, akkor
az m¶ar csak ¶ugy hasznosul, hogy a tervid}oszak v¶eg¶en eladjuk, egys¶eg¶et P
¶aron. A ¸(T ) teh¶at ÄosszekÄoti a v¶egest (a tervez¶esi id}oszakot) a v¶egtelennel.
1. Tulajdons¶ag. Ha adott z0-ra l¶etezik olyan p = c(z0; 0) elad¶asi ¶ar, melyre
D(p; z0) pozit¶³v, akkor a dinamikus Lagrange-szorz¶o, a ¸(t) ¶ert¶eke pozit¶³v,
tov¶abb¶a ezen ¶ert¶ekek id}oben csÄokken}oek, amikor a diszkont r¶ata z¶erus. Ameny-
nyiben pozit¶³v, akkor a szorz¶o dinamik¶aja lehet mind nÄovekv}o, mind csÄokken}o,
azaz id}o szerinti deriv¶altjuk b¶armilyen el}ojel}u.
Els}ok¶ent azt l¶atjuk be, hogy (3b)-b}ol a @H@p = 0 egyenletnek mindig van
megold¶asa p-re, ugyanis feltev¶eseink szerint p = c(z0; 0)-re l¶etezik pozit¶³v D,
tov¶abb¶a p-ben a D csÄokken}o ¶ugy, hogy D-nek lesz z¶erus ¶ert¶eke, a ¡(p¡ c)Dp
pedig pozit¶³v. Az 1. ¶abra mutatja a (3b) felt¶etelben szerepl}o kifejez¶esek
viselked¶es¶et.
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1. ¶abra. A (3b) felt¶etelrendszer kifejez¶esei
Ezek alapj¶an (3b)-b}ol ¶³rhatjuk, hogy
(p ¡ c(z;w)) = ¡D(p; u)=Dp ; (4a)
¶es helyettes¶³tsÄuk be az optim¶alis fajlagos nyeres¶egre kapott kifejez¶est (3a)-ba:
¡czD(p; u) ¡ D(p; u)Du=Dp = ¡ _¸ + r¸ ;
melyet ¶atrendezve kapjuk, hogy
¡ _¸ + r¸ = ¡D(p; u)
³
cz +
Du
Dp
´
: (4b)
Szorozzuk meg e kifejez¶es mindk¶et oldal¶at e¡rt-vel:
¡ _¸ e¡rt + r¸e¡rt = ¡e¡rtD(p; u)
³
cz +
Du
Dp
´
;
melyet ¶ugy is ¶³rhatunk, hogy
d(¸e¡rt + A)=dt = e¡rtD(p; u)
³
cz +
Du
Dp
´
; (4c)
ahol A egy konstans. A (4c) jobb oldala viszont aZ t
0
e¡rvD(p(v); u(v))
³
cz(v) +
Du(v)
Dp(v)
´
dv
kifejez¶es id}o (t) szerinti deriv¶altja, ez¶ert (4c) helyett azt ¶³rhatjuk fel, hogy
¸e¡rt + A =
Z t
0
e¡rvD(p(v); u(v))
³
cz(v) +
Du(v)
Dp(v)
´
dv : (5a)
Tudjuk ugyanakkor, hogy ¸(T ) = P , ez¶ert (5a) kifejez¶est t = T -re alkalmaz-
va,
Pe¡rT + A =
Z T
0
e¡rvD(p(v); u(v))
³
cz(v) +
Du(v)
Dp(v)
´
dv ; (5b)
c 
p 
K 
-(p-c)Dp 
D 
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melyb}ol A-t kifejezve, ¶es visszahelyettes¶³tve (5a)-ba, azt kapjuk, hogy
¸(t) = Pe¡r(T¡t) ¡
Z T
t
e¡r(v¡t)D(p; u)
³
cz +
Du
Dp
´
dv : (6)
Most ford¶³tsuk ¯gyelmÄunket a (3d) felt¶etelre, melyben a @H@w fÄuggv¶enyt
de¯ni¶aljuk. E fÄuggv¶eny w-ben, a nem strat¶egiai min}os¶egdimenzi¶o szintj¶eben,
nem futhat a pozit¶³v v¶egtelenbe, mert c konvexit¶asa ezt kiz¶arja. Ez¶ert k¶et
eset lehet: a @H
@w
w-ben mindig negat¶³v, vagy lesz z¶erus ¶ert¶eke. Az els}o esetet
a 2a ¶abra illusztr¶alja, a m¶asodikat a 2b. A 2a ¶abra adott p ¶es z ¶ert¶ekekre
mutatja a (3d) felt¶etelben szerepl}o fÄuggv¶enyek lehets¶eges alakul¶as¶at, amikor a
k¶et fÄuggv¶eny elkerÄuli egym¶ast. Ekkor a w optim¶alis ¶ert¶eke z¶erus lesz. E z¶erus
¶ert¶eket v¶eve, az u = z0+0 min}os¶egre van ¯zet}ok¶epes kereslet p > c(z0; 0) ¶aron
minden t id}opontban, teh¶at ekkor D(p; u) > 0 lesz az optim¶alis megold¶asban.
Tov¶abb¶a, mivel (3b) egyenl}os¶eg form¶aj¶aban teljesÄul, ¶³rhatjuk, hogy
¡p ¡ c(z; w)
D(p; u)
=
1
Dp
:
A (6)-ban l¶athat¶o (cz +
Du
Dp
) kifejez¶esr}ol t¶etelezzÄuk fel, hogy negat¶³v, azaz:
cz +
Du
Dp
< 0 : (7a)
Helyettes¶³tsÄuk most az 1Dp ¶ert¶eket (7a)-ban a (3b)-b}ol nyert ¶ert¶ekkel. Ekkor
azt kapjuk, hogy
czD(p; u) < (p ¡ c(z; w))Du : (7b)
E kifejez¶es bal oldala azt a tÄobblet termel¶esi kÄolts¶eget fejezi ki, mely akkor
keletkezik, amikor a min}os¶eget nÄoveljÄuk, hiszen cz-vel nÄovekszik minden darab
termel¶ese, ¶es D(p; u) darabot termelÄunk. E kÄolts¶egnek kisebbnek kell lenni,
mint a pro¯tnÄovekm¶eny, melyet a jobb oldal fejez ki. A jobb oldal a fajla-
gos pro¯t ¶es a min}os¶eg nÄoveked¶ese miatt bekÄovetkezett keresletnÄovekm¶eny
szorzata. Az egyenl}otlens¶egnek az¶ert kell igaznak lennie, mert m¶ask¶ent nincs
¶ertelme a min}os¶eg nÄovel¶es¶enek. A (7a) teh¶at igaz, ami azt jelenti, hogy a di-
namikus Lagrange-szorz¶o pozit¶³v, ¶es a t id}opontban ¶ert¶eke azt fejezi ki, hogy
mennyi jÄov}obeni haszon sz¶armazik jelen ¶ert¶eken abb¶ol, hogy a t id}opontban
a strat¶egiai min}os¶egszintet nÄoveljÄuk.
2a. ¶abra. A (3d) felt¶etel fÄuggv¶enyei adott p-re ¶es z-re, amikor az optim¶alis w z¶erus
cwD(w) 
(p-c(w))Du 
w 
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2b. ¶abra. A (3d) felt¶etel fÄuggv¶enyei adott p-re ¶es z-re, amikor az optim¶alis w pozit¶³v
Most t¶etelezzÄuk fel, hogy a 2b ¶abra ¶altal mutatott helyzetben vagyunk,
azaz a nem strat¶egiai min}os¶egkomponens szintje pozit¶³v. Ekkor (3d) egyen-
l}os¶eg form¶aj¶aban teljesÄul, azaz
(p ¡ c(z;w)) = cwD(p; u)=Du ;
melyet a (7b)-be helyettes¶³tve nyerjÄuk, hogy
D(p; u) + cwD(p; u)Dp=Du = 0 ;
¶es tekintettel arra, hogy az optim¶alis keresleti szint biztosan pozit¶³v, azt
¶³rhatjuk, hogy
¡cw = Dp=Du ; (7c)
melyet (6)-ban felhaszn¶alva kapjuk, hogy
¸(t) = Pe¡r(T¡t) ¡
Z T
t
e¡r(v¡t)D(p; u)(cz ¡ cw) dv : (8)
Tekintettel arra, hogy (cz¡cw) negat¶³v, a dinamikus Lagrange-szorz¶o pozit¶³v.
A (cz ¡ cw) < 0 tulajdons¶ag abb¶ol kÄovetkezik, hogy a strat¶egiai min}os¶eg-
dimenzi¶ok nÄovel¶es¶ehez eleve beruh¶az¶as szÄuks¶eges, ez¶ert ha ennek fajlagos
v¶altoz¶o kÄolts¶ege tÄobbe kerÄulne, mint a nem strat¶egiai jellemz}ok¶e (cw < cz),
a strat¶egiai t¶enyez}ok fejleszt¶es¶enek nem lenne ¶ertelme.
Most tekintsÄuk a dinamikus Lagrange-szorz¶o id}o szerinti deriv¶altj¶at. (8)-
b¶ol:
d¸=dt = rPe¡r(T ¡t) +D(p(t); u(t))(cz ¡cw)¡r
Z T
t
D(p; u)(cz ¡cw) dv : (9)
A dinamikus Lagrange-szorz¶o deriv¶altja h¶arom tagb¶ol ¶all, az els}ot ¶es utols¶ot
az r (diszkont t¶enyez}o) szorozza, kÄovetkez¶esk¶eppen, ha r ¶ert¶eke z¶erus, akkor
a d¸dt =
_¸ kifejez¶es ¶ert¶eke a kÄoz¶eps}o tagt¶ol fÄugg, amely negat¶³v. Ez¶ert azt
¶all¶³thatjuk, hogy amikor a diszkontr¶ata z¶erus, akkor a dinamikus Lagrange-
szorz¶o id}o szerint csÄokken}o. Ennek egyik oka, hogy a z¶erus diszkontr¶ata
gyakorlatilag nem l¶etez}o t}okekÄolts¶eget jelent, a t}okejavak olcs¶on el¶erhet}ok,
ez¶ert a beruh¶az¶asokat c¶elszer}u a tervid}oszak elej¶en megtenni, ¶es az ebb}ol
sz¶armaz¶o el}ony a teljes tervid}oszakon keresztÄul hasznos¶³that¶o.
cwD(w) 
(p-c(w))Du 
w 
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M¶as a helyzet, amikor az r pozit¶³v. Hogy a szerepekre jobban r¶avil¶agos¶³t-
sunk, t¶etelezzÄuk fel, a diszkontr¶ata (t}okekÄolts¶eg) a min}os¶egtud¶as horizont
v¶egi elad¶asi ¶ar¶aval, a P -vel egyetemben, igen magas sz¶am, m¶³g a kereslet
nagyon alacsony, az egyszer}us¶eg kedv¶e¶ert, z¶erus. A ¸(0), vagyis a dinamikus
Lagrange-szorz¶o id}ohorizont eleji ¶ert¶eke ekkor P=erT , mely nyilv¶anval¶oan
kisebb ¶ert¶ek, mint a peri¶odus v¶egi ¸(T ) ¶ert¶ek, ami P . A dinamikus Lagrange-
szorz¶o ¶ert¶eke teh¶at id}o szerint nÄovekv}o lesz. Ennek oka a magas t}okekÄolts¶eg,
a tervhorizont v¶eg¶en ¶ert¶ekesÄul}o min}os¶egtud¶ast nem a tervid}oszak elej¶en kell
kifejleszteni, hanem a v¶eg¶en, mert id}okÄozben a tud¶as nem hasznosul el¶egg¶e
a kereslet alacsony szintje miatt. Ekkor ¶ugy t}unik, min}os¶egtud¶asunkat nem
¶ert¶ekeli a fogyaszt¶o, a tervid}oszak elej¶en nem c¶elszer}u azt fejleszteni, viszont
abban rem¶enykedÄunk, hogy v¶allalatunkat j¶o p¶enz¶ert el tudjuk adni, de az
ezt megalapoz¶o tud¶ast kÄozvetlen el}otte kell kifejleszteni, ¶es nem az id}oszak
elej¶en.
2. Tulajdons¶ag. A min}os¶eg folyamatosan n}o, ¶es a nÄoveked¶es dinamik¶aja
megegyezik a dinamikus Lagrange-szorz¶o v¶altoz¶as¶aval.
A (3c)-ben de¯ni¶alt @H@x fÄuggv¶eny az x = 0 pontban biztosan nÄovekszik,
azaz @H@x > 0, ugyanis azt t¶eteleztÄuk fel, hogy fx(0) = 0, ¶es tudjuk, hogy
¸a > 0, hiszen a pozit¶³v input param¶eter, ¸-r¶ol pedig bel¶attuk, hogy pozit¶³v.
Ez¶ert lesz olyan pozit¶³v x, melyre a (3c) egyenl}os¶eg form¶aj¶aban teljesÄul, azaz
a
@H
@x
= ¡fx + ¸a = 0 (10)
egyenletnek pozit¶³v x-re lesz megold¶asa, ami azt jelenti, hogy a strat¶egiai
min}os¶egelemeket folyamatosan fejleszteni kell. Az egyenlet tov¶abbi ¶erdekes-
s¶egeket takar, ugyanis az
fx = ¸a
egyenl}os¶egb}ol az kÄovetkezik, hogy
fxx _x = _¸a :
Mivel a ¶es fxxpozit¶³v, az _x el}ojele megegyezik _¸ el}ojel¶evel, vagyis a min}os¶eg
fejleszt¶es¶enek ir¶anya kÄoveti a dinamikus Lagrange-v¶altoz¶o alakul¶as¶at. El}oz}o
meg¶allap¶³t¶asainkb¶ol kÄovetkez}oen, ez¶ert a strat¶egiai min}os¶egdimenzi¶ok szint-
je egyr¶eszt folyamatosan nÄovekszik, m¶asr¶eszt ez a nÄoveked¶esi Äutem id}oben
biztosan csÄokken}o intenzit¶as¶u, amikor a diszkontr¶ata z¶erus. Amikor a disz-
kontr¶ata nem z¶erus, a fejl}od¶es dinamik¶aja lehet ak¶ar nÄovekv}o, ak¶ar csÄokken}o.
3. Tulajdons¶ag. Amikor dDp=dt = 0, azaz amikor a kereslet ¶arrugalmass¶aga
nem v¶altozik az id}ok sor¶an, akkor az ¶ar nÄovekedni fog, amikor a min}os¶eg n}o.
Felt¶etelrendszerÄunkb}ol kÄovetkez}oen a (3b) felt¶etel egyenl}os¶eg form¶aj¶aban
teljesÄul, azaz
D(p; u) + (p ¡ c(z; w))Dp = 0 :
Mivel e felt¶etel minden id}opontra igaz kell legyen, a bal oldal ¶ert¶eke id}o szerint
nem v¶altozhat, ez¶ert ha vesszÄuk a bal oldal id}o szerinti deriv¶altj¶at, annak is
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z¶erusnak kell lennie. Teh¶at ¶³rhatjuk, hogy
Dp _p + Du _u + ( _p ¡ cz _z ¡ cw _w)Dp + (p ¡ c(z;w)) _Dp = 0 : (11)
Ha most a kereslet ¶arrugalmass¶aga id}oben v¶altozatlan, azaz _Dp = 0, akkor a
(11) felt¶etel az al¶abbira reduk¶al¶odik:
2Dp _p = ¡Du _u + (cz _z + cw _w)Dp
2 _p = ¡Du _u=Dp + (cz _z + cw _w) : (12)
Tekintettel arra, hogy Dp < 0, a (12) egyenlet jobb oldal¶an lev}o v¶altoz¶ok
id}o szerinti deriv¶altjainak egyÄutthat¶oi pozit¶³v kifejez¶esek, a min}os¶egszintek
v¶altoz¶as¶anak ir¶anya az ¶arat ugyanolyan ir¶anyban mozgatja. Amikor ak¶ar z,
illetve w nÄovekszik, azaz _z, illetve _w pozit¶³v sz¶amok, akkor azok pozit¶³v _p
¶ert¶eket induk¶alnak, azaz nÄovekv}o ¶arat.
4. Tulajdons¶ag. Amikor a Hamilton-fÄuggv¶eny p ¶es w szerinti kereszt-
deriv¶altja, azaz a @
2H
@w@p negat¶³v, a nÄovekv}o min}os¶eg alacsonyabb ¶arral j¶ar,
viszont ha a keresleti fÄuggv¶eny p ¶es u szerinti keresztderiv¶altja, azaz a Dpu
fÄuggv¶eny pozit¶³v, akkor a magasabb min}os¶eg magasabb ¶arat jelent.
T¶erjÄunk vissza a (11) ÄosszefÄugg¶eshez, de most azt t¶etelezzÄuk fel, hogy
_Dp 6= 0. Azt t¶etelezzÄuk fel teh¶at, hogy a kereslet ¶arrugalmass¶aga id}oben
v¶altozik. Azt ¶³rhatjuk, hogy
_Dp = Dpp _p + Dpu _u ;
¶es ezt felhaszn¶alva (11)-ben, azt kapjuk, hogy
Dp _p + Du _u + ( _p ¡ cz _z ¡ cw _w)Dp + (p ¡ c(z;w))(Dpp _p + Dpu _u) = 0 : (13)
Ebb}ol ¶atalak¶³t¶assal nyerjÄuk:
2Dp _p = ¡Du _u + (cz _z + cw _w)Dp ¡ (p ¡ c(z;w))(Dpp _p + Dpu _u) ;
melyb}ol Dp-vel tÄort¶en}o oszt¶as ¶es ¶atalak¶³t¶as ut¶an az al¶abbi ÄosszefÄugg¶esÄunk
lesz:
_p(2 + Dpp(p¡ c(w; z))=Dp) = ¡ _u(Du +(p¡ c(z;w))Dpu)=Dp + (cz _z + cw _w) :
E kifejez¶est m¶ask¶ent rendezve:
_p(2 + Dpp(p ¡ c(w; z))=Dp) = _w(cw ¡ Du=Dp + (p ¡ c(w; z))Dpu=Dp) +
+ _z(cz ¡ Du=Dp + (p ¡ c(w; z))Dpu=Dp) :
(14)
Most els}ok¶ent azt l¶atjuk be, hogy ezen egyenlet bal oldal¶an, a z¶ar¶ojelben lev}o
kifejez¶es pozit¶³v, ugyanis (3b) felhaszn¶al¶as¶aval
@2H
@p@p
= 2Dp + (p ¡ c(w; z))Dpp ; (15)
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¶es e kifejez¶esnek negat¶³vnak kell lennie, hiszen maximumpont l¶ev¶en, a @H@p
kifejez¶es pozit¶³vb¶ol v¶alt negat¶³vba, azaz csÄokken}onek kell lennie p-ben. Mivel
a keresleti fÄuggv¶eny ¶arban csÄokken}o, vagyis Dp negat¶³v, (15) mindk¶et oldal¶at
Dp-vel osztva, (14) bal oldali z¶ar¶ojeles r¶esze val¶oban pozit¶³v.
Most tekintsÄuk (3d)-t, ¶es vegyÄuk az ¶ar szerinti deriv¶altj¶at. Ekkor
@2H
@w@p
= ¡cwDp + Du + (p ¡ c(z;w))Dup : (16)
A (16) kifejez¶es mindk¶et oldal¶at ¡Dp-vel osztva (mely egy pozit¶³v kifejez¶es), a
(14) kifejez¶es jobb oldal¶anak els}o r¶esz¶et l¶atjuk. Ez¶ert, ha a (16) alatti kereszt-
deriv¶alt negat¶³v, a min}os¶eg nÄoveked¶ese ( _w > 0, _z > 0) az ¶ar csÄokken¶es¶et vonja
maga ut¶an. Ennek oka, hogy
@2H
@z@p
<
@2H
@w@p
;
ugyanis egyr¶eszt
@2H
@z@p
= ¡czDp + Du + (p ¡ c(z; w))Dup ;
m¶asr¶eszt cz < cw. Ez¶ert ha
@2H
@w@p negat¶³v, akkor
@2H
@z@p is negat¶³v, ¶³gy ha a
min}os¶eg nÄovekszik, az ¶ar csÄokkenni fog.
Ha most megn¶ezzÄuk a (16) alatti keresztderiv¶alt szerkezet¶et, akkor azt
l¶atjuk, hogy a h¶arom tagb¶ol az els}o kett}o biztosan pozit¶³v, hiszen a kÄolts¶eg-
fÄuggv¶eny nÄovekszik, amikor a min}os¶eg n}o, a kereslet pedig csÄokken, amikor az
¶ar n}o. Az els}o tag teh¶at pozit¶³v. A m¶asodik tag is, hiszen a kereslet nÄovekszik,
amikor a min}os¶eg n}o. A (16) alatti keresztderiv¶alt negativit¶as¶anak szÄuks¶eges
felt¶etele teh¶at, hogy a keresleti fÄuggv¶eny Dup keresztderiv¶altja negat¶³v legyen.
A 3a. ¶abra mutat egy keresleti fÄuggv¶enyt¶³pust, mely rendelkezik e tulajdon-
s¶aggal. A keresleti fÄuggv¶enyt k¶et min}os¶egszintre rajzoltuk fel, amikor is u2 >
u1, ¶es mivel a keresleti fÄuggv¶eny min}os¶egben nÄovekv}o, valamennyi ¶arra a ma-
gasabb min}os¶eghez tartoz¶o keresleti fÄuggv¶eny az alacsonyabb min}os¶eget jelz}o
keresleti fÄuggv¶eny felett fut.
3a. ¶abra. K¶et keresleti fÄuggv¶eny kÄulÄonbÄoz}o min}os¶egszintre, amikor Dpu < 0
p 
D(p, u2) 
D(p, u1) 
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3b. ¶abra. K¶et keresleti fÄuggv¶eny kÄulÄonbÄoz}o min}os¶egszintre, amikor Dpu > 0
Verb¶alisan megfogalmazva azt mondhatjuk, hogy a 3a. ¶abra olyan keresleti
fÄuggv¶enyt ¶abr¶azol, amikor a magasabb min}os¶eg kateg¶ori¶aban a vev}ok na-
gyobb m¶ert¶ekben ¶ar¶erz¶ekenyek. Ilyen esetekben az ¶ar csÄokkent¶ese nagyobb
m¶ert¶ekben nÄoveli a keresletet magasabb min}os¶eg kateg¶ori¶aban, ¶es ¶³gy az ala-
csonyabb ¶ar, magasabb min}os¶eg, nagyobb kereslet kombin¶aci¶o tÄobb pro¯tot
eredm¶enyez. Ne felejtsÄuk azonban el, mindez csak szÄuks¶eges felt¶etel, vagyis
Dpu negativit¶asa m¶eg nem biztos, hogy a magasabb min}os¶eg { alacsonyabb
¶ar kombin¶aci¶ot vonzza maga ut¶an.
A m¶asik esetben, amikor Dpu > 0, (14) jobb oldal¶an az id}o szerinti deriv¶al-
takat szorz¶o kifejez¶esek pozit¶³vak, ez¶ert amikor a min}os¶eg nÄovekszik (esetleg
_w > 0 ¶es _z > 0), az ¶arak nÄovekedni fognak. A 3b. ¶abra mutat ilyen t¶³pus¶u
keresleti fÄuggv¶enyt.
A 3b. ¶abra azt fejezi ki, hogy a magasabb min}os¶egi kateg¶ori¶ahoz tartoz¶o
v¶as¶arl¶ok ¶ar¶erz¶ekenys¶ege kisebb m¶ert¶ek}u, ugyanis magasabb ¶ar bevezet¶ese ese-
t¶en a kereslet csÄokken¶ese kisebb m¶ert¶ek}u. Ilyen esetekben a magasabb min}o-
s¶eg mindig magasabb ¶arat fog jelenteni.
4 Az auton¶om tanul¶as hat¶asa az ¶arakra
Auton¶om tanul¶asr¶ol akkor besz¶elÄunk, amikor fejleszt¶esi, beruh¶az¶asi kÄolts¶egek
nÄovel¶ese n¶elkÄul is csÄokkennek a termel¶esi kÄolts¶egek (Arrow, 1962). A termel¶es
menedzsmentben e fogalom ismert kateg¶oria, melynek alapjai onnan erednek,
hogy az id}o sor¶an, mind a menedzsment, mind pedig a termel¶esben r¶eszt
vev}o munk¶as egyre tÄobb szervez¶esi, vagy egyszer}u termel¶esi fog¶ast ismer meg,
melyek csÄokkentik a termel¶esi kÄolts¶egeket. Mindezt ¶ugy vesszÄuk ¯gyelembe
modellÄunkben, hogy be¶ep¶³tÄunk egy faktort, mely az id}o fÄuggv¶eny¶eben csÄok-
kenti a fajlagos termel¶esi kÄolts¶egeket. Eredeti, (1a) alatti c¶elfÄuggv¶enyÄunk
ekkor p¶eld¶aul az al¶abbi form¶at Äoltheti:
max
p;x;w
Z T
0
e¡rt
³
(p ¡ e¡ktc(z;w))D(p; u) ¡ f(x)
´
dt + e¡rT Pz(T ) ; (17)
ahol k pozit¶³v ¶ert¶ek}u diszkont faktor, ¶es mint ez a fÄuggv¶enyb}ol l¶athat¶o, a
fajlagos termel¶esi kÄolts¶egek id}or}ol id}ore csÄokkenni fognak. Az optimum meg-
p 
D(p, u2) 
 D(p, u1) 
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hat¶aroz¶as¶aban ezen ¶uj t¶enyez}o bevezet¶ese nem j¶atszik kÄulÄonÄosebb szerepet,
egyszer}uen mindenhol az e¡ktc kifejez¶est kell haszn¶alni a c helyett. Az op-
tim¶alis megold¶as anal¶³zise sor¶an, amikor a felt¶etelek id}o szerinti deriv¶altj¶at
tekintjÄuk, ott viszont m¶as a helyzet. A (3b) felt¶etelnek megfelel}o optimalit¶asi
felt¶etel (17) c¶elfÄuggv¶eny eset¶eben akkor az al¶abbi form¶at Äolti:
@H
@p
= D(p; u) + (p ¡ e¡ktc(z; w))Dp = 0 ; (18a)
mely az al¶abbi form¶aban is fel¶³rhat¶o:
p ¡ e¡ktc(z; w) = ¡D(p; u)
Dp
: (18b)
TekintsÄuk most (18a) id}o szerinti deriv¶altj¶at, mely (13) m¶odos¶³tott form¶aja
lesz:
Dp _p + Du _u +
¡
_p + ke¡ktc(z; w) ¡ e¡kt(cz _z + cw _w)
¢
Dp +
+ (p ¡ e¡ktc(z; w))(Dpp _p + Dpu _u) = 0 ;
melyet ha ¶atrendezÄunk az el}oz}oek mint¶aj¶ara, a (14)-nek megfelel}o forma,
¯gyelembe v¶eve a (18b) alatti helyettes¶³thet}os¶eget is, az al¶abbira m¶odosul:
_p(2 ¡ DDpp=D2p) = _w(e¡ktcw ¡ Du=Dp + DDpu=D2p) +
+ _z(e¡ktcz ¡ Du=Dp + DDpu=D2p) ¡ ke¡ktc(z;w) :
(19)
(14) ¶es (19) kifejez¶esek kÄozÄotti tartalmi kÄulÄonbs¶eget a (19) utols¶o tagja
adja. E kifejez¶es minden t-re negat¶³v, vagyis az ¶arak, minden m¶ast v¶altozat-
lannak felt¶etelezve, csÄokkennek az id}o el}orehaladt¶aval. Ennek oka az auton¶om
tanul¶as, melyb}ol ered}o hasznot ezek szerint meg kell osztani a fogyaszt¶okkal.
5 KÄovetkeztet¶esek
E tanulm¶any egy olyan v¶allalkoz¶ast modellez, mely term¶ekeinek min}os¶egdi-
menzi¶oit k¶et halmazba sorolja. A strat¶egiai dimenzi¶ok mindig fejleszt¶esnek az
eredm¶enyei, beruh¶az¶asok, tanul¶as r¶ev¶en nÄovelhet}o e min}os¶egtud¶as, m¶³g a nem
strat¶egiai min}os¶egdimenzi¶ok egyszer}u beszerz¶esi kÄolts¶egeken keresztÄul. A faj-
lagos termel¶esi kÄolts¶egek nÄovekednek, amikor a min}os¶eg nÄovekszik, viszont
nem egyform¶an, a strat¶egiai elemek margin¶alis kÄolts¶ege kisebb (m¶ask¶ent nincs
¶ertelme a probl¶emafelvet¶esnek). A keresletet k¶et t¶enyez}o hat¶arozza meg, a
term¶ek min}os¶ege, ¶es ennek ¶ara. A felhalmozott min}os¶egtud¶as az id}ohorizont
v¶eg¶en eladhat¶o egy adott fajlagos ¶aron. E felt¶etelek mellett arra kerestÄunk
v¶alaszt, hogy a min}os¶eg nÄoveked¶ese mik¶ent hat az ¶arra.
Ha a feltett k¶erd¶esre tÄomÄoren akarunk v¶alaszolni, azt mondhatn¶ank, na-
gyon kev¶es az olyan esetek sz¶ama, amikor a min}os¶eg emelked¶ese nem vonja
maga ut¶an az ¶arak emelked¶es¶et. A kÄozgazdas¶agtanban el¶egg¶e ¶altal¶anosan
elfogadott ¶all¶³t¶as, hogy a magasabb min}os¶eget meg¯zetni k¶epes fogyaszt¶ok
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kev¶esb¶e ¶erzik meg az ¶aremelked¶est, vagyis e kateg¶ori¶aban a keresleti fÄuggv¶eny
¶arrugalmass¶aga alacsonyabb. M¶ask¶ent fogalmazva, magasabb min}os¶egi ka-
teg¶ori¶aban, ha egys¶egnyi mennyis¶eggel nÄoveljÄuk az ¶arat, a kereslet kev¶esb¶e
csÄokken, mintha ugyanezt tenn¶enk alacsonyabb min}os¶egi kateg¶ori¶aban. Azt
bizony¶³tottuk, hogy ekkor bizonyosan bekÄovetkezik a magasabb min}os¶eg, ma-
gasabb ¶ar kombin¶aci¶o.
M¶egis, mi az oka annak, hogy az id}ok folyam¶an a magasabb min}os¶eg
egyre tÄobb ember sz¶am¶ara el¶erhet}o? Ebben meghat¶aroz¶o szerepet j¶atszik
az auton¶om tanul¶as hat¶asa, melynek szerep¶er}ol azt l¶attuk, hogy az auton¶om
tanul¶as az ¶arak csÄokken¶es¶enek ir¶any¶aba hat. Az ¶arak csÄokken¶es¶enek ir¶any¶aba
hat a verseny intenzit¶as¶anak nÄoveked¶ese magas term¶ekmin}os¶eg kateg¶ori¶akban
is. Az ¶eles verseny kÄovetkezm¶enye, hogy magasabb ¶es magasabb min}os¶eg}u
term¶eket egyre tÄobben ¶es tÄobben k¶epesek a piacra vinni, ez¶ert a vev}ok ¶ar¶erz¶e-
kenys¶ege megv¶altozik, gyorsan csÄokken a kereslet az ¶arak nÄoveked¶es¶enek ha-
t¶as¶ara a szoros verseny miatt. Mindez m¶eg csak szÄuks¶eges felt¶etel, a csÄokken}o
¶arak m¶eg nem egyenes kÄovetkezm¶enyei a keresleti fÄuggv¶eny viselked¶es¶enek.
A tanulm¶any fontos pontos¶³t¶asokat fogalmazott meg a dinamikus La-
grange-szorz¶okkal kapcsolatban is. Noha ezek dinamik¶aj¶ar¶ol m¶ar cikkek jelen-
tek meg kor¶abban, az eredm¶enyekn¶el mindig fontos kiindul¶o pont volt, hogy
a probl¶ema megold¶as¶anak l¶etezik ¶ugynevezett bels}o pontja. ModellÄunkben
olyan felt¶eteleket fogalmaztunk meg, melyek mellett a min}os¶eg folytonosan
n}o. Ennek dinamik¶aja viszont v¶altoz¶o, n¶eha nÄovekv}o, n¶eha csÄokken}o.
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ON THE RELATIONSHIP OF PRICE AND QUALITY
The paper develops a control theory model to help making simultaneous decision on
price, quality and improvement e®ort levels. Quality is composed o® strategic and
non-strategic dimensions where the performance of the strategic quality components
can be increased by investments into knowledge (such as developing capabilities
that can not be copied), while non-strategic components can be acquired at the
market place (such as using better materials, adding product features). The paper
identi¯es situations where the performance quality of the product continuously
increases, while its dynamics is either increasing or decreasing. Connected to this,
in most cases when quality increases, so does price, but there are exemptions. A
necessary condition for the occurrence of this case is that the cross derivative of
the demand function with respect to price and quality must be negative.
