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Abstract
Maximally supersymmetric field theories in various dimensions are believed to
possess special properties due to extended supersymmetry. In four dimensions they
are free from UV divergences but are IR divergent on shell, in higher dimensions, on
the contrary, they are IR finite but UV divergent. In what follows we consider the
four-point on-shell scattering amplitudes in D=6,8,10 supersymmetric Yang-Mills
theory in the planar limit within the spinor-helicity and on shell supersymmetric
formalism. We study the UV divergences and demonstrate how one can sum them
over all orders of PT. Analyzing the R-operation, we obtain the recursive relations
and derive differential equations that sum all leading, subleading, etc., divergences
in all loops generalizing the standard RG formalism for the case of nonrenormal-
izable interactions. We then perform the renormalization procedure which differs
from the ordinary one in that the renormalization constant becomes the operator
depending on kinematics. Solving the obtained RG equations for particular sets of
diagrams analytically and for the general case numerically, we analyze their high
energy behaviour and find out that while each term of PT increases as a power of
energy, the total sum behaves differently: in D=6 two partial amplitudes decrease
with energy and the third one increases exponentially, while in D=8 and 10 the
amplitudes possess an infinite number of periodic poles at finite energy.
Keywords: Amplitudes, maximal supersymmetry, UV divergences
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1 Introduction
In the last decade we witnessed serious progress in understanding the structure of the
amplitudes (the S-matrix) in gauge theories in various dimensions (for review see, for ex-
ample, [1, 2, 3]). This progress became possible due to the development of new techniques:
the spinor helicity and momentum twistor formalisms [1, 4], different sets of recurrence
relations for the tree level amplitudes, the unitarity based methods for the loop ampli-
tudes [1] and various realizations of the on-shell superspace formalism for theories with
supersymmetry [5].
The subject of investigation was mainly related to the so-called maximally supersym-
metric theories, which are believed to possess special properties due to higher symmetries.
The number of supersymmetries N that can be realized in D dimensions is limited if one
restricts the maximal spin of the states. For the gauge theories with maximal spin 1 one
has the following maximally supersymmetric theories: D = 4 N = 4, D = 6 N = 2, D =
8 N = 1, D = 10 N = 1.
While the N = 4 SYM theory is completely on shell UV finite and possesses only
the IR divergences, in higher dimensions the situation is the opposite: there are no IR
divergences even on shell but all theories are UV nonrenormalizable by power counting.
Among D=4 gauge theories N = 4 SYM [5] possesses some exceptional properties and
is expected to be exactly solvable. So one could expect that N = 4 higher dimensional
counterparts will also be, in some sense, exceptional theories.
Indeed, the integrands of the four-point amplitudes in SYM theory in any even dimen-
sion have almost identical form (only the tree level amplitudes, which are the common
factors, are different). This is the consequence of the dual (super)conformal symmetry
which is present, in some form, in all the above mentioned SYM theories [4, 6].
In the sequence of papers [7, 8, 9, 10], we considered the leading and subleading UV di-
vergences of the on-shell four point scattering amplitudes for all three cases of maximally
supersymmetric SYM theories, D=6 (N=2 SUSY), D=8 (N=1 SUSY) and D=10 (N=1
SUSY). We obtained the recursive relations that allow one to get leading and subleading
divergences in all loops in a pure algebraic way [9, 10]. Then we constructed the differen-
tial equations, which are the generalization of the RG equations for non-renormalizable
theories [9, 10]. Similar to the renormalizable theories, these equations lead to summation
of the leading (and subleading) divergences in all loops. In [11], we concentrated on solving
these equations. For a particular set of diagrams these equations allow for an analytical
solution while in the general case we applied numerical methods. Remarkably, numerical
solutions follow the general pattern of their analytical counterparts, which allows one to
trace the main properties of the solutions explicitly. In [11], we considered also the sub-
subleading case and focused on the scheme dependence of the counter terms. We studied
the transition from the minimal to non-minimal subtraction scheme and showed that it
was equivalent to the redefinition of the dimensionless couplings g2s2 or g2t2 similar to the
renormalizable case. The difference from the latter case manifests itself in the fact that
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the renormalization constant becomes the operator depending on the kinematics. The
peculiarities of the renormalization procedure for higher dimensional theories is discussed
in detail in [12].
In this paper, we summarize all our results in studying maximally supersymmetric
gauge theories in D = 6, 8, 10 dimensions. For the sake of completeness, in Sec.2, we
remind the spinor helicity and on shell superspace formalism. In Sec.3, we consider the
diagrams for four-point color-ordered planar scattering amplitudes which appear in this
formalism and analyze their UV properties. We explain how the R-operation works
and derive the recursive relations which allow one to get the all-loop expressions for the
leading, subleading, etc., divergences. We then convert these relations into differential
equations which are the generalization of the familiar RG equations for the case of non-
renormalizable interactions. In Sec.4, we consider the properties of these equations and
solve them analytically for particular sets of diagrams and numerically in the general case.
Section 5 is dedicated to the renormalization procedure. We show that it reminds the
usual one when the UV divergences are removed by multiplication by the renormalization
constants resulting in multiplicative renormalization of the coupling, but in this case it is
not a simple multiplication but rather the action of the renormalization operator. Finally,
in Sec.6, we discuss the all-loop high energy asymptotics of the four-point scattering
amplitudes in D = 6, 8, 10 dimensions. The last section contains the summary of our
views and conclusions.
2 Spinor-helicity formalism in various dimensions
and amplitudes in D=6,8,10 SYM theories
2.1 Spinor-helicity formalism
As was mentioned in the introduction, the spinor helicity and the on shell momentum
superspace formalisms play a crucial role in the above mentioned achievements in under-
standing the structure of the S-matrix of four dimensional supersymmetric gauge field
theories. In the following two sections we will discuss essential details of both formalisms.
Let us start with the generalization of the spinor helicity formalism to the case of even
dimensions D = 6, 8 and 10. In our discussion we manly follow [4]. The corresponding
the on-shell momentum superspace will be discussed in the next section.
In even dimensions one can always choose the chiral representation of the gamma
matrices as Γµ (as usual {Γµ,Γν} = 2ηµν):
Γµ =
(
0 (σµ)AB
′
(σµ)B′A 0
)
. (1)
Here µ is the SO(D− 1, 1) Lorentz group in D dimensions vector representation index, A
and B′ = 1, ..., 2D/2−1 are the Spin(SO(D − 1, 1)) indices. Here we will be interested in
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D = 4, 6, 8, 10. The explicit form of (σµ)AB
′
and (σµ)B′A can be found in [4]. Using this
notation, one can decompose the Dirac spinor ψ as a pair of Weyl chiral and anti-chiral
spinors λA and λ˜A′ .
One can construct the Lorentz invariant ψT1 Cψ2 from two Dirac spinors ψ2 and ψ1
using the charge conjugation matrix C defined so that
CΓµC−1 = −(Γµ)T . (2)
The explicit form of C can be found in [4]. As for the Weyl spinors, there are two possible
decompositions of C depending on dimension:
C =
(
ΩBA 0
0 ΩB
′A′
)
, (3)
and
C =
(
ΩA
′
B 0
0 ΩB
′
A
)
(4)
respectively, for D = 4, 8 and D = 6, 10. The Ω matrices obey the following relations:
ΩBAΩ
AC = δCB , ΩB′A′Ω
A′C′ = δB
′
C′ , (5)
for D = 4, 8, and
ΩA
′
B Ω
C
A′ = δ
C
B , Ω
B′
A Ω
A
C′ = δ
B′
C′ (6)
for D = 6, 10.
One can use the matrices Ω to raise and lower the indices of the spinors
λA = λ
BΩBA λ˜
A′ = ΩB
′A′λ˜B′ (7)
for D = 4, 8 and to relate the chiral and antichiral spinors
λA = Ω
A′
A λ˜A′ , λ˜
A′ = λAΩA
′
A (8)
for D = 6, 10. Using these properties, one can also construct the Lorentz invariants for
the pair of spinors which are labeled by i and j in two ways:
λBi ΩBAλ
A
j ≡ 〈ij〉, λ˜B′,iΩB
′A′λ˜A′,j ≡ [ij] (9)
and
λ˜A′,iΩ
A′
A λ
A
j ≡ [i|j〉, λAi ΩA
′
A λA′,j ≡ 〈i|j] (10)
for D = 4, 8 and D = 6, 10, respectively. The matrices C can be always chosen in such a
way that
CT = −C for D = 4, 10,
CT = C for D = 6, 8. (11)
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In some dimensions it is also possible to construct additional Lorentz invariants. For
example, in D = 6 one has Spin(SO(5, 1)) ∼= SU(4)∗, so one can use absolutely antisym-
metric tensor εABCE assosiated with SU(4)
∗ to contract spinorial indices of four spinors:
ABCDλ
A
1 λ
B
2 λ
C
3 λ
D
4 ≡ 〈1234〉, ABCDλ˜A,1λ˜B,2λ˜C,3λ˜D,4 ≡ [1234]. These combinations are also
Lorentz invariant.
It is always possible to relate light like (massless) momentum pµ with the pair of Weyl
spinors using the Dirac equations for the spinors λA and λ˜A′ :
(pµσ
µ)BA
′
λ˜A′ = 0 and (pµσ˜
µ)λA = 0. (12)
The solutions to these equations can be labeled by additional helicity indices a and a′
which transform under the little group of the Lorentz group, which is SO(D − 2) in our
case. We want to stress that in D > 4 dimensions helicity of a massless particle is no
longer conserved and transforms according to the little group similarly to helicity of a
massive particle in D = 4. From the Dirac equations one can see that
(pµσ
µ)BA
′
λ˜A′a′ = 0, (pµσ˜
µ)λAa = 0, (13)
and for their conjugates
(pµσ
µ)BA
′
λa
′
B = 0, (pµσ˜
µ)λ˜A
′
a = 0. (14)
One can take the solutions to these equations λ˜A′a′(p), λ
Aa(p) (and their conjugates) in
such a way that∑
a
λBa(p)λ˜A
′
a (p) = pµ(σ
µ)BA
′
,
∑
a′
λ˜B′a′(p)λ
a′
A(p) = pµ(σ˜
µ)B′A. (15)
This gives us the desired representation of light like momentum pµ as a pair of Weyl
spinors.
Using Weyl spinors, one can also construct a representation for the polarization vectors
of gluons in D dimensions, which is given up to normalisation by
εµaa′(p|q) = qν
λ˜a(p)(σ
µσν)λ˜a′(q)
(pq)
, εµ,aa
′
(p|q) = qν λ
a(p)(σµσν)λa
′
(q)
(pq)
. (16)
Note that the polarization vectors contain the dependence on an additional parameter
(vector) q. This dependence parametrizes the gauge ambiguity and the dependence on q
must cancel in gauge invariant objects such as scattering amplitudes. The polarization
vectors for massless fermions can be chosen as Weyl spinors while the polarization vectors
for scalars are trivial.
Using this representation of momenta and polarisation vectors in terms of Weyl spinors
one can always write down the scattering amplitude in the gauge theory in arbitrary
even dimension, which is the function of the Lorentz invariant products of momenta and
polarization vectors in terms of the spinor products corresponding to the momenta of
external particles only.
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2.2 On-shell momentum superspace
In this section, we will discuss the essential details regarding the on shell momentum
superspace constructions in D = 6, 8, 10 dimensions.
With the on shell momentum superspace one can obtain a compact representation
for the amplitudes (all amplitudes with different particles are combined in a single ob-
ject) in supersymmetric gauge theories, which is very convenient in the unitarity based
computations [1].
Let us start with the D = 6 N = (1, 1) on-shell momentum superspace formalism first
[13]. The on-shell N = (1, 1) superspace for D = 6 can be parameterized by the following
set of coordinates:
N = (1, 1) D=6 on-shell superspace = {λAa , λ˜a˙A, ηIa, ηI′a˙}, (17)
where ηIa and η
I′
a˙ are the Grassmannian coordinates, I = 1, 2 and I
′ = 1′, 2′ are the
SU(2)R × SU(2)R R-symmetry indices. Note that this superspace is not chiral. In this
superspace one has two types of supercharges qAI and qAI′ with the commutation relations
{qAI , qBJ} = pABIJ ,
{qAI′ , qBJ ′} = pABI′J ′ ,
{qAI , qBJ ′} = 0. (18)
Using this superspace, similar to the D = 4 SYM case [1], one can combine all cre-
ation/annihilation operators of the on shell states from the N = (1, 1) supermultiplet
into a single combination which is invariant under on-shell SUSY transformations. The
N = (1, 1) supermultiplet itself is given by the following creation/annihilation operators
{Aaa˙, ΨaI , ΨI
′a˙
, φI
′
I },
which correspond to the physical polarizations of the gluon |Aaa˙〉, two fermions |ΨaI〉,|Ψ
I′a˙〉
and two complex scalars |φI′I 〉 (antisymmetric with respect to I, I ′). This multiplet is CPT
self-conjugated.
However, to do this, one has to perform a truncation of the full N = (1, 1) on-shell
superspace [13]. This can be done consistently by using a special version of harmonic
superspace [13]. The harmonic variables u∓I and u
±I′ in this setup must be chosen to
parameterize the double coset space
SU(2)R
U(1)
× SU(2)R
U(1)
. (19)
Using these variables, we express the projected supercharges and the Grassmannian co-
ordinates as
q∓A = u∓I q
AI , q±A = u
±I′qAI′ ,
η∓a = u
∓
I η
I
a, η
±
a˙ = u
±I′ηI′a˙. (20)
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We can also reexpress all creation/annihilation operators of the on-shell states of D = 6
N = (1, 1) SYM using our new harmonic variables. The bosonic states are
φ−−, φ−+, φ+−, φ++, Aaa˙, (21)
while the fermionic states are
Ψ−a, Ψ+a, Ψ
−a˙
Ψ
+a˙
. (22)
Then we have to consider only the objects that depend on the set of variables that pa-
rameterize the subspace (”analytic superspace”) of the full N = (1, 1) on-shell superspace
N = (1, 1) D=6 on-shell harmonic superspace = {λAa , λ˜a˙A, η−a , η+a˙ }. (23)
The projected supercharges and momentum generators acting on the analytic superspace
for the n-particle case can be explicitly written as:
pAB =
n∑
i
λAa(pi)λ
B
a (pi), q
−A =
n∑
i
λAa (pi)η
−a
i , q
+
A =
n∑
i
λ˜a˙A(pi)η
+
a˙,i. (24)
Now one can finally combine all the on-shell state creation/annihilation operators (21 and
22) into one superstate |Ωi〉 = Ωi|0〉 (here i labels the momenta carried by the state):
|Ωi〉 = {φ−+i + φ++i (η−η−)i + φ−−i (η+η+)i + φ+−i (η−η−)i(η+η+)i
+ (Ψ+η−)i + (Ψ
−
η+)i + (Ψ
−η−)i(η+η+)i + (Ψ
+
η+)i(η
−η−)i
+ (Aη−η+)i}|0〉, (25)
where (XY )i
.
= X
a/a˙
i Yi a/a˙. Hereafter we will drop the ± labels for simplicity. As in the
D = 4 case, we can formally write the colour ordered amplitude as
An({λAa , λ˜a˙A, ηa, ηa˙}) = 〈0|
n∏
i=1
ΩiS|0〉, (26)
where S is the S-matrix operator of the theory, the average 〈0| . . . |0〉 is understood with
respect to some (for example, component) formulation of the theory. The invariance with
respect to translations and supersymmetry transformations requires the amplitude to be
annihilated by the corresponding generators
pABAn = qAAn = qAAn = 0. (27)
Thus, the superamplitude should have the form
An({λAa , λ˜a˙A, ηa, ηa˙}) = δ6(pAB)δ4(qA)δ4(qA)Pn({λAa , λ˜a˙A, ηa, ηa˙}), (28)
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where Pn is a polynomial with respect to η and η of degree 2n − 8. Since helicity is not
conserved any more (is not a conserved quantum number) in contrast to the D = 4 case,
there are no closed subsectors of MHV, NMHV, etc. amplitudes.
The Grassmannian delta functions δ4(qA) and δ4(qA) in the case under consideration
are defined as
δ4(qA) =
1
4!
ABCDδˆ(q
A)δˆ(qB)δˆ(qC)δˆ(qD),
δ4(qA) =
1
4!
ABCDδˆ(qA)δˆ(qB)δˆ(qC)δˆ(qD). (29)
The delta function δˆ(XI) here is the usual Grassmannian delta function defined as
δˆN(XI) ≡ ∏NI=1XI , where I is the R-symmetry index. In the harmonic formulation
we simply have δˆ(X) ≡ X.
Let us consider now the four-point amplitude. The degree of the Grassmannian poly-
nomial P4 is 2n− 8 = 0, so P4 is a function of bosonic variables {λAa , λ˜a˙A} only, just as in
the D = 4 case
A4({λAa , λ˜a˙A, ηa, ηa˙}) = δ6(pAB)δ4(qA)δ4(qA)P4({λAa , λ˜a˙A}). (30)
At the tree level P4 can be found explicitly from a comparison with the expression for the
4-gluon amplitude [13] obtained with the help of the six dimensional version of the BCFW
recurrence relation or direct Feynman diagram computation [6]. This gives us that in fact
P(0)4 has a very simple form: P(0)4 ∼ 1/st. Here s and t are the standard Mandelstam
variables defined as s = (p1 + p2)
2 and t = (p2 + p3)
2. We also drop overall coupling
constant dependence. So one can see that at the tree level the 4-point superamplitude
can be written as:
A(0)4 = δ6(pAB)δ4(qA)δ4(qA)
1
st
. (31)
Here pAB and qA, qA are given by (24). Note that already at the tree level the 5-point
amplitude is not so simple [6] compared to the four point case. However, the iterated
two particle cuts, which utilize only the tree level four point amplitude, are enough to
reconstruct the loop integrands up to three loops. The form of the integrand coincides
with the D = 4 case up to the tree level amplitude (see Fig.2). One can argue [5] that
this property will hold beyond the three-loop level.
To illustrate how the unitarity cuts work, we consider a simple one loop computation.
The integrand for the s-channel two particle cut of the one loop amplitude takes the form
(here we explicitly label the (super)momentum dependence of the amplitudes) [13]
IntA(1)4 =
∫
d4ηl1l2d
4ηl2l1 A(0)4 (1, 2, l1, l2)×A(0)4 (−l1,−l2, 3, 4) (32)
8
Figure 1: Two particle s-channel cut for the one loop D = 6 SYM amplitude.
The integrals with respect to the Grassmannian variables d4η, d4η can be evaluated, and
after taking into account momentum conservation conditions, one gets: (the common
factor g4YMNc is omitted)
IntA(1)4 = −
∫
d4ηl1l2d
4ηl2l1
δ4(qAR + q
A
l1l2
)δ4(qAL − qAl1l2)δ4(qA,R + qA,l1l2)δ4(qA,L − qA,l1l2)
s2(2 + l1)2(4 + l2)2
= −δ4(qAR + qAL )δ4(qA,R + qA,L)
2(l1l2)
2
s2(2 + l1)2(4 + l2)2
= A(0)4
st
2
−i
(2 + l1)2(4 + l2)2
.
(33)
The following formula for the Grassmannian integration is useful: (
∫
d2ηal1
∫
d2ηb˙l2 ≡∫
d4ηl1l2) ∫
d4ηl1l2d
4ηl2l1 δ
4(λAal1 ηa,l1 + λ
Aa
l2
ηa,l2 + q
A
1 )δ
4(λAal1 ηa,l1 + λ
Aa
l2
ηa,l2η − qA2 )
×δ4(λ˜Aa˙l1 ηa˙,l1 + λ˜Aa˙l2 ηa˙,l2 + qB)δ4(λ˜Aa˙l1 ηa˙,l1 + λ˜Aa˙l2 ηa˙,l2 − qB)
= (2!)44(l1, l2)
2δ4(qA1 + q
A
2 )δ
4(qB,1 + qB,2). (34)
Equation (33) is consistent with the following ansatz for part of the amplitude associated
with the s-channel cut
−A(0)4
st
2
B(s, t), (35)
where B(s, t) is the D = 6 scalar box function. The t-channel cut gives the same result,
so we conclude that the full one loop level amplitude has the form:
A(1)4 = −A(0)4
g2YMNc
2
st B(s, t), (36)
where B(s, t) is a one loop box scalar integral (see Fig.2).
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Let us now consider the D = 8 case. It can be constructed along the same lines as the
D = 6 one but in a more straightforward manner. Here we follow [4]. The N = 1 D = 8
on-shell superspace can be parameterized by the following set of coordinates:
N = 1 D=8 on-shell superspace = {λAa, λ˜A′a , ηa}, (37)
where ηa are the Grassmannian coordinates, A and A′ are the spin(SO(7, 1)) indices and
a is the little group SO(6) index. The R-symmetry group here is U(1)R and η
a carries
the +1 charge with respect to U(1)R. This superspace is chiral.
The commutation relations for the supercharges in this case have the form
{qA, q¯B′} = pAB. (38)
The supercharges in the on-shell momentum superspace representation for the n-particle
state are given by
pAB
′
=
n∑
i=1
λAa(pi)λ˜
B′
a (pi), q
A =
n∑
i=1
λAa(pi)ηa, q¯
B′ =
n∑
i=1
λ˜B
′
a (pi)
∂
∂ηa
. (39)
The creation/annihilation operator for the N = 1 D = 8 on-shell supermultiplet are
{Aaa˙, Ψa, Ψa, φ, φ},
which corresponds to the physical polarizations of the gluon |Aaa˙〉, two fermions |Ψa〉,
|Ψa〉 and two scalars |φ〉, |φ〉. Using on-shell momentum superspace Grassmann coor-
dinates, one can straightforwardly combine the creation/annihilation operator into one
”superstate” |Ωi〉 similar to the D = 4 case
|Ωi〉 =
(
φi + ηaΨ
a
i +
1
2!
ηaηbA
aa˙
i +
1
3!
ηaηbηcε
abcdΨd,i +
1
4!
ηaηbηcηdε
abcdφi
)
|0〉. (40)
Here εabcd is the absolutely antisymmetric tensor associated with the little group SO(6) ∼=
SU(4). No additional complications are needed.
Using the arguments identical to the previous discussion, we conclude that the colour
ordered superamplitude should have the form:
An({λAa, λ˜A′a , ηa}) = δ8(pAB
′
)δ8(qA)Pn({λAa, λ˜A′a , ηa}), (41)
where Pn is a polynomial with respect to η and η of degree 2n−8, and the Grassmannian
delta function δ8(qA) is defined in this case as:
δ8(qA) =
1
8!
A1...A8
8∏
i=1
δˆ(qAi), (42)
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Here A1...A8 is the absolutely antisymmetric tensor associated with the spin(SO(7, 1)).
For the four-point amplitude the degree of the Grassmannian polynomial P4 is again
2n− 8 = 0, so as in the previous cases P4 is a function of bosonic variables and one can
again write the four-point amplitude in the form
A4({λAa, λ˜A′a , ηa}) = δ8(pAB
′
)δ4(qA)P4({λAa, λ˜A′a }). (43)
At the tree level P4 can be found from a comparison with the explicit result of Feyn-
man diagram computation or from the expression obtained as a field theory limit of the
superstring scattering amplitude [4]. Similar to the previous discussion, one again has
P(0)4 ∼ 1/st, so that at the tree level the 4-point superamplitude can again be written as:
A(0)4 = δ8(pAB)δ8(qA)
1
st
. (44)
Using the iterated two particle cuts, this allows one to reconstruct the answer for the four-
point amplitude up to three loops. To perform this computation, the following formula
for the Grassmannian integration is useful:∫
d4ηl1d
4ηl2δ
8(λAal1 ηa,l1 + λ
Aa
l2
ηa,l2 + q
A
1 )δ
8(λAal1 ηa,l1 + λ
Aa
l2
ηa,l2 − qA2 )
= (4!)24(l1l2)
2δ8(qA1 + q
A
2 ). (45)
Again the form of the integrand coincides with the D = 4 case (see Fig.2).
Let us now briefly discuss the situation in D = 10 dimensions. The D = 10 N = 1
SYM supermultiplet of the on-shell states consists of the physical polarizations of the
gluon AAB
′
and fermion ΨA fields. In this case, one encounters the following difficulty in
the attempt to construct the corresponding on-shell momentum superspace: there are too
many η variables [6] to combine all the on-shell states in a manifestly Lorentz invariant
manner. We need 4 η variables to accommodate all the on-shell 24 states in the theory, but
the smallest representation of the little group SO(8) gives 8 η’s. This problem, most likely,
can be solved by using a modification of the harmonic superspace approach [15], though
the resulting structure of the tree level amplitude looks complicated and no unitarity
based computations were performed so far in such a setup.
However, one can use the indirect symmetry arguments [6] to show that the ratio of
A(L)4 /A(0)4 in D = 10 N = 1 SYM has the form identical to that in the D = 4, 6, 8 SYM
theories(see also [14]).
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3 The structure of UV divergences in the leading,
subleading, etc. orders of PT in SYM theories
In order to calculate the amplitude, it is convenient first to extract the color ordered
partial amplitude by executing the color decomposition [5]
Aa1...an,phys.n (pλ11 . . . pλnn ) =
∑
σ∈Sn/Zn
Tr[σ(T a1 . . . T an)]An(σ(pλ11 . . . pλnn )) +O(1/Nc). (46)
The colour ordered amplitude An is evaluated in the limit Nc →∞, g2YM → 0 and g2YMNc
is fixed, which corresponds to the planar diagrams. In case of the four-point amplitudes,
the colour decomposition is performed as follows:
Aa1...a4,(L),phys.4 (1, 2, 3, 4) = T 1A(L)4 (1, 2, 3, 4) + T 2A(L)4 (1, 2, 4, 3) + T 3A(L)4 (1, 4, 2, 3) (47)
where T i denote the trace combinations of SU(Nc) generators in the fundamental repre-
sentation
T 1 = Tr(T a1T a2T a3T a4) + Tr(T a1T a4T a3T a2),
T 2 = Tr(T a1T a2T a4T a3) + Tr(T a1T a3T a4T a2), (48)
T 3 = Tr(T a1T a4T a2T a3) + Tr(T a1T a3T a2T a4).
The four-point tree-level amplitude is always factorized which is obvious within the
superspace formalism. Hence the colour decomposed L-loop amplitude can be represented
as
A(L)4 (1, 2, 3, 4) = A(0)4 (1, 2, 3, 4)M (L)4 (1, 2, 3, 4) = A(0)4 (1, 2, 3, 4)M (L)4 ([1 + 2]2, [2 + 3]2)
or using the standard Mandelstam variables
A(L)4 (1, 2, 3, 4) = A(0)4 (1, 2, 3, 4)M (L)4 (s, t) (49)
The factorized amplitude M
(L)
4 (s, t) is the subject of calculation in this paper. Remark-
ably, it can be expressed in terms of some combination (which is universal for D = 6, 8, 10
dimensions) of the pure scalar master integrals times some polynomial in the Mandelstam
variables shown in Fig.2 [16].
Dimensional regularization (dimensional reduction) is common for calculation of UV
divergences since the latter is manifested as pole terms with the numerators being the
polynomials over the kinematic variables. In D-dimensions the first UV divergences start
from L=6/(D-4) loops; therefore, in D=8 and D=10 SYM theories they start already at
one loop. As one can see in Fig.2, all the bubble subgraphs as well as triangles are entirely
omitted in PT of any order, which is the result of maximal supersymmetry, and appear
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A4
A(0)4
= 1 +
∑
L
M
(L)
4 (s, t) =
st
s2t
s3t 2s2t
g2
g4 st2
g6 st32st2
= 1
Figure 2: The universal expansion for the four-point scattering amplitude in SYM theories
in terms of master integrals. The connected strokes on the lines mean the square of the
flowing momentum.
only in less symmetric cases. In the D = 4 N = 4 case, this means the abandonment of
all the UV divergences since the boxes are finite whereas at higher dimensions they are
non-renormalizable by power counting.
In general, M
(L)
4 has the form
M
(L)
4 (s, t) = (−g2)L
∑
i
coefi ×MasterIntegrali, (50)
where g2 ≡ g2YMNc
(4pi)D/2
, the coefi are some monomials of s and t, the MasterIntegrali is one
of the master integrals in D-dimensional Minkowski space shown in Fig.2. The complete
list of the master integrals up to 5 loops is presented in [16].These master integrals are
universal for any dimension.
We use the following definition of the L-loop master integrals applied throughout the
paper
MasterIntegrali =
(
1
ipiD/2
)L ∫
dDk1...d
DkL
Numi.
Deni.
. (51)
Since we are interested in the UV divergences only, there is no need to calculate the
multiloop diagram itself. The task is reduced to the extraction of the pole terms that
essentially simplifies the calculation. To do this, we use the BPHZ R-operation [17].
For any local quantum field theory it is inherent that after performing the incomplete
R-operation, e.g R′-operation, the remaining UV divergences are always local. Due to
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this peculiarity it is possible to produce the so-called recurrence relations which link the
divergent contributions in all orders of perturbation theory (PT) with the ones of the lower
order. These relations are known as pole equations (within dimensional regularization)
in renormalizable theories [18] and can be expressed in the form of the renormalization
group. This holds true for any local theory, though can be trickier to execute technically,
as we have shown in [9, 10]. We recall the main steps of this procedure below.
The incomplete R-operation (R′-operation) subtracts only the subdivergences of a
given graph while the full R-operation is defined as
RG = (1−K)R′G, (52)
where K is an operator that extracts out the singular part of the graph and KR′G- is the
counter term corresponding to the graph G. Applying the R′-operation to a given graph
G in the n-th order of PT, one gets a series of terms presented below :
R′Gn = A
(n)
n (µ2)n
n
+
A(n)n−1(µ2)(n−1)
n
+ ...+
A(n)1 (µ2)
n
+
B(n)n (µ2)n
n−1
+
B(n)n−1(µ2)(n−1)
n−1
+ ...+
B(n)1 (µ2)
n−1
+
C
(n)
n (µ2)n
n−2
+
C
(n)
n−1(µ
2)(n−1)
n−2
+ ...+
C
(n)
1 (µ
2)
n−2
+ lower pole terms, (53)
where the terms like
A(n)k (µ2)k
n
or
B(n)k (µ2)k
n−1 ,
C
(n)
k (µ
2)k
n−2 originate from the k-loop graph which
remains after subtraction of the (n − k)-loop counterterm. The resulting expression has
to be local and hence does not contain terms like logl µ2/k from any l and k. This
requirement leads to a sequence of relations for A(n)i ,B(n)i and C(n)i which can be solved
in favour of the lowest order terms
A(n)n = (−1)n+1
A(n)1
n
,
B(n)n = (−1)n
(
2
n
B(n)2 +
n− 2
n
B(n)1
)
, (54)
C(n)n = (−1)n+1
(
3
n
C
(n)
3 +
2(n− 3)
n
C
(n)
2 +
(n− 2)(n− 3)
2n
C
(n)
1
)
.
It is also useful to write down the local expression for the KR′ terms (counterterms) equal
to
KR′Gn =
n∑
k=1
(
A(n)k
n
+
B(n)k
n−1
+
C
(n)
k
n−2
+ · · ·
)
≡ A
(n)′
n
n
+
B(n)′n
n−1
+
C
(n)′
n
n−2
+ · · · . (55)
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Then, one has, respectively,
A(n)′n = (−1)n+1A(n)n =
A(n)1
n
,
B(n)′n =
(
2
n(n− 1)B
(n)
2 +
2
n
B(n)1
)
, (56)
C(n)
′
n =
(
2
(n− 1)(n− 2)
3
n
C
(n)
3 +
2
n− 1
3
n
C
(n)
2 +
3
n
C
(n)
1
)
.
This means that performing the R′-operation of the higher order diagrams, it is pos-
sible to deal only with the one-, two-, or three-loop subgraphs surviving after contraction
of subdivergences and get the desired leading pole terms via eqs.(54) in the leading, sub-
leading and sub-subleading order, respectively. The latter can be evaluated in all loops
algebraically.
The discussed procedure makes it possible not only to derive solutions for a fixed num-
ber of loops but also to obtain the recurrence relations in any loop order. We demonstrate
this derivation by the example of the horizontal ladder-type diagrams in D = 8 [10] (see
Fig.3).
We start with the leading order. First, one can simplify the notation A
(n)
n = sn−1An
and A
(n)′
n = sn−1A′n since the horizontal ladder-type diagrams in the leading order depend
only on s. By calculating the one-loop diagrams shown in the first and third lines of Fig.3
and substituting them into eq.(54), we receive the recurrence relation in the leading order.
nAn = − 2
4!
An−1 +
2
5!
n−2∑
k=1
AkAn−1−k, n ≥ 2, (57)
where A1 = 1/3!. Starting from one-loop term, the leading divergence in any loop order
can be calculated using this recurrence relation solely algebraically.
In the subleading order one has already the t dependence but it is linear. To separate
it, we use the notation B
(n)
n = sn−1Bns−1 + sn−2tBtn and B
(n)′
n = sn−1B
′
ns−1 + s
n−2tB
′
tn.
In order to derive the recurrence relation in the subleading case, one has to calculate the
two-loop diagrams shown in the second and last lines of Fig.3. We begin with the primed
quantities since they actually enter into the recurrence relations
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Figure 3: The R′-operation for the horizontal ladder in D=8
B′tn = −
2
n(n− 1)B
′
tn−2
10
5!5!
+
2
n
B′tn−1
2
5!
, (58)
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B′sn =
2
n(n− 1)
[
−A′n−2
2321
5!5!2
−B′sn−2
18
4!5!
+B′tn−2
44
5!5!
−
n−3∑
k=1
A′kA
′
n−2−k
938
4!5!15
−
n−3∑
k=1
A′kB
′
sn−2−k
1
5!2
+
n−3∑
k=1
A′kB
′
tn−2−k
442
5!5!12
−
n−k+l<n−2∑
k,l=1
A′kA
′
lA
′
n−2−k−l
8
5!5!
46
15
−
n−k+l<n−2∑
k,l=1
A′kA
′
lB
′
sn−2−k−l
12
5!5!
+
n−k+l<n−2∑
k,l=1
A′kA
′
lB
′
tn−2−k−l
4
5!5!
+
n−k+l<n−2∑
k,l=1
B′kA
′
lA
′
sn−2−k−l
2
5!5!
]
+
2
n
[
A′n−1
19
34!
+B′sn−1
2
4!
−B′tn−1
4
5!
+
n−2∑
k=1
A′kA
′
n−1−k
2
5!
46
15
+
n−2∑
k=1
A′kB
′
sn−1−k
4
5!
−
n−2∑
k=1
A′kB
′
tn−1−k
2
5!
]
. (59)
where B′s1 = B
′
t1 = 0, B
′
s2 = −5/3!/4!/12, B′t2 = −1/3!/4!/6.
Proceeding in a similar way one can get relations for the unprimed quantities. The
recurrence relations for the sub-subleading divergences are not presented here due to their
length.
Solution of the recurrence relations (57,58,59) is complicated. However, since we
actually need the sum of the series, we perform the summation multiplying both sides of
eq.(57) by zn−1 and take the sum from 3 to infinity. After some algebraic manipulation
and introducing the notation ΣA =
∑∞
n=1An(−z)n, we finally transform the recurrence
relation to the differential equation. In the leading order we get (here z ≡ g2s2/)
d
dz
ΣA = − 1
3!
+
2
4!
ΣA − 2
5!
Σ2A. (60)
Similar differential equations can be constructed for Σ′sB =
∑∞
2 z
nB′sn and Σ
′
tB =∑∞
2 z
nB′tn,
d2Σ′tB(z)
dz2
− 1
30
dΣ′tB(z)
dz
+
Σ′tB(z)
720
= − 1
432
, (61)
d2Σ′sB(z)
dz2
+ f1(z)
dΣ′sB(z)
dz
+ f2(z)Σ
′
sB(z) = f3(z), (62)
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with
f1(z) = −1
6
+
ΣA
15
,
f2(z) =
1
80
− ΣA
120
+
Σ2A
600
+
1
15
dΣA
dz
,
f3(z) =
2321
5!5!2
ΣA +
11
1800
Σ′tB −
469
5!90
Σ2A −
442
5!5!6
ΣAΣ
′
tB +
23
6750
Σ3A +
1
1200
Σ2AΣ
′
tB
− 19
36
dΣA
dz
− 1
15
dΣ′tB
dz
+
23
225
dΣ2A
dz
+
1
30
d(ΣAΣ
′
tB)
dz
− 3
32
.
One can perform the same procedure for a specific series of diagrams as well as for the
entire set by using some symmetry arguments. In [9], we constructed the full recurrence
relations for the leading divergences for SYM theories in D = 6 and D = 8, 10. This
was performed by consistent application of the R′-operation and integration over the
remaining triangle and bubble diagrams with the help of Feynman parameters. While
executing this we notice that the full set of UV divergent diagrams (master integrals)
consists of the s-channel and t-channel ones, and it is needed simply to add the box to
the corresponding channel in order to move from n − 1 to n loops. Denoting by Sn(s, t)
and Tn(s, t) the sum of all contributions in the n-th order of PT in s and t channels,
respectively, so that
A4
A(0)4
∣∣∣∣
leading UV div.
=
∞∑
n=0
g2n
Sn(s, t) + Tn(s, t)
n
, (63)
we get the following recursive relations for the D = 6, 8 and D = 10 cases, respectively:
nSn(s, t) = −2s
∫ 1
0
dx
∫ x
0
dy (Sn−1(s, t′) + Tn−1(s, t′)), n ≥ 4 (64)
where t′ = tx+ uy, u = −t− s, and S3 = −s/3, T3 = −t/3.
nSn(s, t) = −2s2
∫ 1
0
dx
∫ x
0
dy y(1− x) (Sn−1(s, t′) + Tn−1(s, t′))|t′=tx+uy
+ s4
∫ 1
0
dx x2(1− x)2
n−2∑
k=1
2k−2∑
p=0
1
p!(p+ 2)!
dp
dt′p
(Sk(s, t
′) + Tk(s, t′))×
× d
p
dt′p
(Sn−1−k(s, t′) + Tn−1−k(s, t′))|t′=−sx (tsx(1− x))p, (65)
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where S1 =
1
12
, T1 =
1
12
.
nSn(s, t) = −s3
∫ 1
0
dx
∫ x
0
dy y2(1− x)2 (Sn−1(s, t′) + Tn−1(s, t′))|t′=tx+yu
+ s5
∫ 1
0
dx x3(1− x)3
n−2∑
k=1
3k−2∑
p=0
1
p!(p+ 3)!
dp
dt′p
(Sk(s, t
′) + Tk(s, t′))×
× d
p
dt′p
(Sn−1−k(s, t′) + Tn−1−k(s, t′))|t′=−sx (tsx(1− x))p, (66)
where S1 =
s
5!
, T1 =
t
5!
. The leading divergences in any order of PT can be designed in
algebraic form using these recurrence relations, starting from the known values of S1 and
T1.
Similar to the ladder case, these recurrence relations include all the diagrams of a given
order of PT and allow to sum all orders of PT. This can be done by multiplying both
sides of eqs.(64,65,66) by (−z)n−1, where z = g2

and summing up from n=2 to infinity.
Denoting the sum by Σ(s, t, z) =
∑∞
n=1 Sn(s, t)(−z)n, we finally obtain the following
differential equations in the D = 6, 8 and D = 10 cases:
d
dz
Σ(s, t, z) = s− 2
z
Σ(s, t, z) + 2s
∫ 1
0
dx
∫ x
0
dy (Σ(s, t′, z) + Σ(t′, s, z))|t′=xt+yu. (67)
d
dz
Σ(s, t, z) = − 1
12
+ 2s2
∫ 1
0
dx
∫ x
0
dy y(1− x) (Σ(s, t′, z) + Σ(t′, s, z))|t′=tx+uy (68)
−s4
∫ 1
0
dx x2(1− x)2
∞∑
p=0
1
p!(p+ 2)!
(
dp
dt′p
(Σ(s, t′, z) + Σ(t′, s, z))|t′=−sx)2 (tsx(1− x))p.
d
dz
Σ(s, t, z) = − s
5!
+ s3
∫ 1
0
dx
∫ x
0
dy y2(1− x)2 (Σ(s, t′, z) + Σ(t′, s, z))|t′=tx+yu (69)
−s5
∫ 1
0
dx x3(1− x)3
∞∑
p=0
1
p!(p+ 3)!
(
dp
dt′p
(Σ(s, t′, z) + Σ(t′, s, z))|t′=−sx)2 (tsx(1− x))p.
The same equations with the replacement s↔ t are valid for Σ(t, s, z) = ∑∞n=1 Tn(s, t)(−z)n.
4 Properties of the solutions and numerical analysis
Since eqs.(67 - 70) are integro-differential, their analytical solution is problematic. There-
fore, we use the ladder type diagrams, which are much simpler and allow for the explicit
solution, as an approximation to the solution of the exact equations. We show that the
ladder type diagrams are in good agreement with the total PT series and may serve as a
model for the full answer.
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4.1 The Ladder case
D=6
The D=6 case is of particular interest since the boxes are finite. Therefore, the s-ladder
type diagram of interest contains one tennis-court subdiagram and the ladder added from
the left or right (see Fig.4, left).
Figure 4: The ladder type diagrams in D=6
Using the recursive relations (see [9]), one can obtain the equation for the ladder
diagrams; however, it is also possible to derive it from eq.(67). These diagrams contain
only s - dependence, so it drops out from the integrals in the r.h.s. of eq.(67) for the
first term. The second term corresponds to the t-ladder subdiagrams and does not give a
contribution to the ladder approximation. As a result, we have the ordinary differential
equation
dΣL(s, z)
dz
= s− 2
z
ΣL(s, z) + sΣL(s, z) = 0, ΣL(s, 0) = 0. (70)
Here ΣL(s, z) is dimensionless and depends on a single dimensionless argument sz.
Solution to this equation is
ΣL(s, z) =
2
s2z2
(esz − 1− sz − s
2z2
2
). (71)
And for the vertical ladder we have the same solution with the replacement s↔ t.
Depending on the sign of s, the obtained solution tends either to infinity or to a
constant when z → ∞ ( → 0). We show further that the full solution has the same
behaviour and discuss its consequences below.
One can derive a similar equation for the next sequence of ladder type diagrams,
which starts from four loops (Fig.4 right). The resulting expression also contains only
s-dependence except for one power of t. This leads to two coupled recursive relations and
hence two coupled differential equations. The solution of these equations has the form
ΣL2(s, t, z) =
1
2s2z2
[
27(esz/3 − 1− sz
3
− 1
2
s2z2
9
− 1
6
s3z3
27
)(1 + 2
t
s
)
−(esz − 1− sz − 1
2
s2z2 − 1
6
s3z3)
]
. (72)
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Depending on the sign of s, this solution has the same behaviour as the previous one, i.e.
tends either to infinity or to a constant. We see later that the sum of two ladders (71)
and (72) gives a better approximation to the solution of the full equation.
D=8
In this case, the ladder starts already from one loop. It also contains only s - depen-
dence, so all the integrals in eq.(68) are trivial for the first terms in the bracket while the
second terms have no contributions to the s-ladder like in the previous case. Then eq.(68)
reduces to the ordinary nonlinear differential equation
dΣL(s, z)
dz
= − 1
3!
+
2
4!
ΣL(s, z)− 2
5!
Σ2L(s, z) = 0, ΣL(s, 0) = 0. (73)
Here ΣL(s, z) is also dimensionless and depends on the single dimensionless argument s
2z.
This equation refers to Riccati type equations with constant coefficients. The solution
has the form
ΣL(s, z) = −
√
5/3
4 tan(zs2/(8
√
15))
1− tan(zs2/(8√15))√5/3 . (74)
This function has an infinite number of periodical poles and there is no simple limit
when z →∞ (→ 0) regardless of kinematics. Further we will see that this property also
characterizes the full solution.
D=10
This case looks similar D=8 but becomes more complicated due to the genuine box
diagram in D=10. Contrary to D=8, this diagram is not a constant but is proportional
to (s + t). Consequently, the s-ladder has dimension m2 and consists of two parts, one
proportional to s and the other to t times dimensionless function of s3z
ΣL(s, t, z) = sΣs(s, z) + tΣt(s, z).
Equation (70) reduces to the ordinary nonlinear differential equation as in the D=8
case; however, we have two coupled equations for Σs(s, z) and Σt(s, z). To obtain these
equations in a simple way, one needs to use the recursive relations [9]
dΣt(s, z)
dz
= − 1
5!
+
4
7!
Σt(s, z)− 1
3 ∗ 7!Σ
2
t (s, z), Σt(s, 0) = 0, (75)
dΣs(s, z)
dz
= − 1
5!
+
2
3 ∗ 5!Σs(s, z)−
12
7!
Σt(s, z)
− 3!
7!
(
Σ2s(s, z)− Σs(s, z)Σt(s, z) +
5
18
Σ2t (s, z)
)
, Σs(s, 0) = 0. (76)
Note that both functions are dimensionless and depend on the single dimensionless argu-
ment s3z.
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The solution of the first equation is
Σt(s, z) = 3
(
2 +
√
10 tan
[
−√10zs3 − 5040 arctan[√2/5]
5040
])
(77)
while the second one is expressed in the form
Σs(s, z) =
1
2
Σt(s, z) + ∆(s, z) (78)
where the function ∆(s, z) is the solution to the nonlinear differential equation
d∆(s, z)
dz
= − 1
2 ∗ 5! +
2
3 ∗ 5!∆(s, z)−
6
7!
∆2(s, z) = 0, ∆(s, 0) = 0. (79)
This is also a dimensionless function of the single dimensionless variable s3z. The solution
of eq.(79) is
∆(s, z) = −(3(14 +
√
70)(−1 + ezs3/(36
√
70))
2(19 + 2
√
70− 9ezs3/(36√70)) (80)
The behaviour of Σt is similar to ΣL in the D=8, i.e. it possesses an infinite number
of periodical poles. There is also a single pole in the function ∆ for positive values of s.
4.2 The General Case
In this subsection, we analyze equations (67,68,70) that give us the sum of infinite series
of diagrams. Due to complexity of these equations, a numerical solution can be a suitable
method, although this approach also has its difficulties. We cannot use the standard
recursive algorithm because unknown functions are under the integral and depend on
integration variables in a complex way.
We use an algorithm that is a combination of the standard numerical method and
the method of successive approximations. First of all, we select some initial value of the
function Σ(s, t, z) = Σ0(s, t, z) = const and then start with it. If we start with z0 = 0,
then a suitable choice is const = 0. After that we substitute it in the r.h.s. and perform
formal integration (Σ1(s, t, z)− Σ0(s, t, z))/∆z to get the following approximation for Σ:
Σ1(s, t, z) = Σ0(s, t, z) + ∆z ∗ r.h.s, (81)
which is now a polynomial over s and t. At this step the r.h.s. is calculated with Σ0(s, t
′, z)
equal to a constant.
The next step is setting up of the polynomial in the r.h.s. Changing the arguments
t→ tx + uy and t→ −sx, we perform the integration. This generates the next approxi-
mation value of Σ: Σ2(s, t, z). Continuing this procedure, we generate the highest degree
polynomials s and t at each step. However, starting with 3-4 iterations, the length of the
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polynomials becomes too time consuming for further calculation. At this step we estimate
the value of Σ with the fixed values of s and t, for example, s = t = 1. The calculated
value gives us a constant, which we identify with the value of Σ at z0 + ∆z. We use this
value to run the same procedure again for the next iteration. This way we calculate the
values of Σ at the points along the axis z = z0 + ∆z ∗ n.
Then we interpolate all obtained points to a smooth function. We found that ∆z = 0.1
makes the solutions stable. The numerical results demonstrate a reasonable approxima-
tion being applied to the known functions, though this method is not justified.
Note that after calculating the function Σ, we can replace its argument having in mind
that it depends on the dimensionless combinations zs, zs2 and zs3 (and the same for t)
for D = 6, 8 and 10, respectively, for dimensional reasons.
It should also be said that in the D = 8 and 10 cases the form of equations (68, 70) is
not suitable for numerical analysis since the second term contains an infinite sum with an
infinite number of derivatives. Cutting this sum makes the numerical solution unstable.
To avoid this problem, we note that the construction resembles an ordinary shift operator
with slightly modified coefficients. This infinite sum can be removed by introducing two
additional integrations which do not cause difficulties in numerical integration. One has:
∞∑
p=0
(BC)pk!
p!(p+ k + 1)!
(
dp
dAp
f(A)
)2
= (82)
=
1
2pi
∫ pi
−pi
dτ
∫ 1
0
dξ(1− ξ)kf(A+ exp(iτ)Bξ)f(A+ exp(−iτ)C).
We use this technique for numerical calculations in the case of D = 8 and D = 10.
The results of application of the described techniques for all three cases D = 6, 8, 10
are presented below.
To test our numerical procedure, we compare the results of our calculation with the
results obtained using PT, the Pade approximation and the Ladder approximation. For
comparison, we use the first 15 terms of the PT series that are generated using our
recurrence relations. This seems to be far enough since the successive PT coefficients are
falling rapidly.
The next step is to use the Pade approximation. This is not always stable since Pade
approximations sometimes have fictitious poles. It is a well-known feature, and we tried
to avoid it using mainly diagonal approximations. With 15 terms of PT the (6,6), (6,7)
and (7,7) approximants are almost identical and give a smooth function.
The third curve in the graphs corresponds to the ladder approximation. Analytical
solutions here are given by eqs.(71, 74, 77, 80) from the previous subsection. In the case of
D = 6, we also considered the second ladder, which is based on the tennis court diagram
in the t-channel (see Fig. 4) and is given by eq.(72).
Finally, we build a numerical solution obtained by the iteration procedure described
above. In the case when the function has poles, we build a numerical solution separately
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for each finite interval.
The function Σ(s, t, z) is a function of three variables. However, as was already men-
tioned, for dimensional reasons, it has only two independent dimensionless arguments. In
D = 6, 8 and 10 they are zs, zt, zs2, zt2 and zs3, zt3, respectively. We constructed both
two-dimensional graphs with t = s and three-dimensional graphs in the s − t plane for
better presentation.
D=6
In D=6 the PT series looks like
ΣPT (s, t, z) =
(s+ t)z
3
+
(s2 + st+ t2)z2
18
+
(5s3 + 2s2t+ 2st2 + 5t3)z3
540
+
+
(25s4 + 8s3t− 2s2t2 + 8st3 + 25t4)z4
19440
+ ..., (83)
where the dots stand for the higher order terms. We used 15 terms for numerical com-
parison with the other approaches.
From eq.(83) we constructed the diagonal Pade approximant [7/7] as a function of a
new variable x = zs in the case when t = s. It has the form
ΣPade(x) =
0.67x+ 0.067x2 + 0.0010x3 + 0.00014x4 + 4.6 · 10−5x5+
1− 0.15x+ 0.00013x2 + 0.0011x3 − 4.5 · 10−5x4 − 2.1 · 10−6x5+ →
← +3.7 · 10
−6x6 + 1.2 · 10−7x7
+1.7 · 10−7x6 − 2.1 · 10−9x7 (84)
The ladder approximation is given by eq.(71) and the second ladder by eq.(72) with
x = zs. The numerical solution starts from z = 0 and in this case has only one inter-
val. To demonstrate the behavior of the function Σ obtained by different approaches and
compare them all together, we build two types of graphs. The first one shown in Fig.
5 contains four different curves corresponding to four different approaches. The second
graph is a three-dimensional plot shown in Fig.6. Here we plot the PT approximation,
the ladder approximation and the second ladder approximation. The first graph shows
that all curves have almost the same behaviour. Analytically, it is perfectly described by
a ladder approximation. This is also confirmed by the three-dimensional graph shown in
Fig.6. The inclusion of the second ladder does not change the solution qualitatively but
provides a better match with PT. The function Σ has no restrictions for x→∞ (→ 0)
for s > 0 and tends to a fixed point when s < 0. This limit would correspond to the
removal of the UV regularization. It can be seen that the summation of the entire infinite
series does not lead to a finite theory.
D=8
In the case of D=8, the PT series starts already from one loop and has the form
24
Figure 5: Comparison of various approaches to solve eq.(67): PT, Pade, Ladder and
Numerics. The PT curve and the Pade one coincide in a given interval.
Figure 6: Comparison of PT, Ladder and Ladder2.
ΣPT (s, t, z) =
z
6
+
s2 + t2
144
z2 +
15s4 − s3t+ s2t2 − st3 + 15t4
38880
z3 + (85)
+
8385s6 − 268s5t+ 206s4t2 − 192s3t3 + 206s2t4 − 268st5 + 8385t6
391910400
z4 + ...
For t = s the [7/6] Pade approximant is
ΣPade(x) =
1
s2
0.17x− 0.017x2 + 0.00040x3 + 0.000014x4 − 7.1 · 10−7x5+
1− 0.19x+ 0.014x2 − 0.00046x3 + 6.9 · 10−6x4 − 1.5 · 10−8x5− →
← +7.5 · 10
−9x6 + 1.2 · 10−10x7
−5.5 · 10−10x6 , (86)
where now x = zs2.
The ladder approximation is given by eq.(74). The numerical solution starts with
z = 0 and continues to the first pole z = z1. Then we start it again for z > z1 and reach
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the second pole at z = z2 and so on. The poles coincide with the poles in the ladder
approximation (74). A comparison of various curves for t = s is shown in Fig.7.
Figure 7: Comparison of various approaches to solve eq.(68) . The red and black lines
are the numerical solutions described in the previous section between the first pole and
between the first and the second ones. The green one is the PT. The blue one is the Pade
approximation. And the last one is yellow which represents the Ladder analytical solution
It can be seen that in the first interval all curves almost coincide. The PT curve exists
only in the interval below the first pole. The Pade curve reproduces the first pole but
does not fit to the others. The numerical curve reproduces both poles and is close to the
ladder approximation.
We present also the 3-dimensional plot in the s− t plane for z = 1 in Fig.8.
a b c
Figure 8: Comparison of PT(a) and the ladder approximation (b) in the region up to the
first pole. The last plot (c) shows the ladder approximation beyond the first pole. One
can clearly see the pole structure of the function Σ.
It can be seen that the ladder as in the case of D = 8 gives a very accurate approxi-
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mation to PT and allows you to go beyond the limits of the first pole. A comparison of
the ladder approximation and the numerical solution of the complete equation confirms
our conclusion that the ladder approximation gives the correct behavior of the function.
Again, we must admit that the limit z →∞ (→ 0) does not exist. The function has
an infinite number of periodic poles for any choice of kinematics. Therefore, finiteness is
not achieved when the sum over the entire cycles is taken into account.
D=10
This case is quite similar to the D = 8 one. The PT series is now
ΣPT (s, t, z) =
(s+ t)z
120
+
(4s4 + s3t+ st3 + 4t4)z2
302400
+ (87)
+
(2095s7 + 115s6t+ 33s5t2 − 11s4t3 − 11s3t4 + 33s2t5 + 115st6 + 2095t7)z3
68584320000
+ ...
while the [6/7] Pade approximation for t = s reads
ΣPade(x) =
1
s2
0.017x+ 0.00025x2 + 6.5 · 10−7x3 − 5.7 · 10−10x4−
1 + 0.013x+ 9.4 · 10−6x2 − 1.1 · 10−7x3 − 7.2 · 10−11x4+ →
← −2.1 · 10
−12x5 + 2.6 · 10−16x6 + 7.3 · 10−19x7
+1.9 · 10−13x5 − 6.4 · 10−17x6 + 4.6 · 10−21x7 , (88)
where x = zs3.
The ladder approximation is given by equations (77, 80), and the numerical approxi-
mation is constructed first for the interval from z = 0 to the first pole, and then continues
to the second, etc. The comparison of all the curves is shown in Fig.9.
The situation here is the same as in the case of D = 8. The ladder approximation
works quite well, and its analytical solution qualitatively describes all the features of the
full equation. The function Σ obeys an infinite number of periodic poles and one single
pole is obtained from ∆ (80). There is no limit when → 0.
Since the removal of the regularization ( → 0) does not lead to finite amplitudes,
it is necessary to perform a kind of renormalization procedure. It has some peculiarities
because these theories are nonrenormalizable.
5 The renormalization procedure
All higher dimensional gauge theories are non-renormalizable. Of course, the scattering
amplitudes can be made finite by subtracting all UV divergences in some way. This
is not a problem. The problem is that the counter terms do not repeat the original
Lagrangian and one gets new structures with increasing power of momenta at each step
of perturbation theory. This means that subtracting the UV divergence each time, one has
to define the normalization of a new operator, thus having a new arbitrary constant. The
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Figure 9: Comparison of various approaches to solve eq.(70) . The red and black lines
are the numerical solutions described in the previous section before the first pole and
between the first and the second ones. The green one is the PT. The blue one is the Pade
approximation. The yellow one represents the Ladder analytical solution
number of these constants is infinite. However, as we have demonstrated earlier, all the
higher order divergences are related via the generalized RG equations. Hence, changing
the subtraction condition at a given loop, one consistently changes the normalization
condition of an infinite set of operators. Hence, one may hope to relate them removing
the arbitrariness.
5.1 The scheme dependence
All our consideration so far was based on the minimal subtraction scheme. To trace what
happens when one changes the normalization condition, we consider now the non-minimal
subtraction scheme. As an example we take the D = 8 case where divergences appear
already in one loop.
Obviously, the leading divergences are scheme independent but the subleading ones
depend on a scheme. However, this dependence in all orders of PT is defined by a single
arbitrary constant which appears in subtraction of a single one-loop box-type diagram.
The recurrence relations obtained above are scheme independent. Indeed, if one chooses
the one-loop counter term in the form
A′1 +B
′
s1 =
1
6
(1 + c1) (89)
(c1 = 0 corresponds to the minimal subtraction scheme), then using the recurrence rela-
tions for the subleading divergences, one gets the following additional term to the sum of
the counter terms in all orders of PT (remind the notation z ≡ g2s2/)
∆Σ′sB = c1z
dΣ′A
dz
. (90)
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Thus, the arbitrariness in the counter terms with an infinite number of derivatives is
reduced in the leading order to the choice of the single parameter c1. It is equivalent to
a finite change of the renormalization constant Z4
Z4 = 1 + g
2s2c1. (91)
This is exactly what happens to renormalizable interactions except that there we redefine
a single coupling g2 and here it is an infinite series of couplings with increasing power of
derivatives.
Consider now what happens in the sub-subleading order. In this case, the dependence
on the subtraction scheme is contained also in the two-loop box-type diagram. Following
the subleading case, we choose the counter term in the form
A′2 +B
′
2 =
s
3!4!2
(
1− 5
12
+ 2c1+ c2
2
)
, (92)
where c1 comes from the one-loop counter term and c2 is the new subtraction constant.
Using the recurrence relation for the sub-subleading divergences, one gets the following
additional term proportional to c2 in all orders of PT:
∆Σ′sC = c2z
2dΣ
′
A
dz
. (93)
This corresponds to the finite renormalizations
Z4 = 1 + g
2s2c1 + g
4s4c2 (94)
This simple pattern obviously has a one-loop origin since it comes from the leading diver-
gences and they are defined by the one-loop box diagram.
The situation with dependence on c1 in the sub-subleading order is more complicated.
There are two contributions here: the linear and quadratic. The quadratic dependence ob-
viously appears from the substitution of expression (91) into the minimal scheme counter
term Σ′A (90), which gives the second derivative of Σ
′
A. However, the redefinition of the
coupling contains an extra part compared to (94) which is proportional to c21 that gives
the first derivative of Σ′A. All together the full quadratic dependence has the form
∆Σ′sC = −c21
z
4!
(
dΣ′A
dz
− 12d
2Σ′A
dz2
)
. (95)
Using the recurrence relations in the sub-subleading order, we have checked that this
result is valid in all orders of PT.
The situation with the linear term is not that straightforward. It is not given by
the leading term only but involves also the subleading one. Here for the first time we
meet the situation where the renormalization is not reduced to a simple multiplication. It
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happens because the subleading terms depend on both s and t and one cannot separate
them anymore.
This is clearly seen in the third order of PT. Namely, if we consider the R′-operation of
the 3-loop box diagram and calculate the arbitrariness ∆Σ′sC which is due to arbitrariness
in the two loop counterterm (the last diagram in Fig.10) the latter is independent of the
Figure 10: R′-operation for the 3-loop box diagram
t contribution. The reason is that while the two loop box contains the t contribution
in the subleading order, the arbitrariness is contained only in the s term. At the same
time, when one evaluates the sub-subleading divergence in the 3-loop box diagram using
the R′-operation, one has a nonzero contribution from both the s and t terms in the last
diagram in Fig.10. The two expressions are obviously unrelated
∆Σ′sC(3− loop) = −
719c1s
2
1036800
, (96)
whereas Σ′sB in 3 loops has the following form:
Σ′sB(3− loop) = −
71s2
3456002
. (97)
The discrepancy comes from this last term in Fig.10. To see this, we subtract the
unmatched t contribution from Σ′sB and compare it with ∆Σ
′
sC . We call it Σ
′trunc
sB
Σ
′trunc
sB (3− loop) = −
719s2
31104002
. (98)
Taking the derivative with respect to z, one reproduces the desired result
∆Σ′sC(3− loop) = c1z
dΣ
′trunc
sB
dz
(3− loop). (99)
The situation repeats itself in the fourth order of PT being even more tricky.
This consideration shows us what actually goes wrong in the renormalization proce-
dure and suggests the right way to formulate it. The key reason is that the divergent
expressions and, hence, the counter terms are not constants anymore but are polynomials
of momenta. This means that this momentum dependent counter terms have to enter in-
side the integrals when performing theR-operation, i.e. this is not a simple multiplication
procedure anymore.
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5.2 Kinematically dependent renormalization
Based on the performed analysis, below we describe how the renormalization procedure
can be reformulated in non-renormalizable theories and illustrate it by the example of
two and three loop divergences in D=8 SYM theory. Formally, it looks precisely like a
familiar renormalization procedure in any renormalizable theory, but the renormalization
constant Z becomes the function of kinematic variables and acts on the amplitude not
as a simple multiplication but as the operator in momentum space. Namely, to remove
all the UV divergences in the amplitudes and get a finite answer, one follows the usual
prescription multiplying the bare amplitude by the proper renormalization constant and
replacing the bare coupling with the renormalized one:
A¯4 = Z4(g2)A¯bare4
∣∣
g2bare 7→g2Z4
, (100)
g2bare = µ
Z4(g
2)g2, (101)
where A¯4 is the ratio (A4/A(0)4 ). Remind also that the renormalization constant Z4 can
be calculated diagrammatically with the help of the following standard operation [19]:
Z = 1−
∑
i
KR′Gi. (102)
The essential difference between the non-renormalizable and the renormalizable cases
manifests itself in momentum dependence of the renormalization constant Z. This actu-
ally means that it becomes the operator acting on the amplitude according to the rules
of the R-operation. To demonstrate how this renormalization procedure works, we apply
eqs. (100,101) to the singular part of the amplitude
A¯4 = 1− g
2st
3!
− g
4st
3!4!
(
s2 + t2
2
+
27/4s2 + 1/3st+ 27/4t2

)
+ ... (103)
order by order in PT.
In the one loop order the coupling is not changed g2bare = µ
g2 and the renormalization
constant is chosen in the form Z4 = 1+
g2st
3!
. This leads to a finite answer. Notice that the
renormalization constant is not really a constant but depends on the kinematic factors s
and t!
In the two loop order the coupling is changed now according to (101), namely,
g2bare = µ
g2(1 +
g2st
3!
) (104)
and the renormalization constant is taken in the form
Z4 = 1 +
g2st
3!
+
g4st
3!4!
(
A2s
2 +B2st+ A2t
2
2
+
A1s
2 +B1st+ A1t
2

)
, (105)
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where the coefficients Ai and Bi have to be chosen in a way to cancel all divergences both
local and nonlocal ones.
Consider how it works in practice: When substituting eqs.(104,105) into eq.(100),
one can notice that the replacement of g2bare by expression (104) in the one loop term
(∼ g2) and multiplication of one loop contributions from the renormalization constant
Z4 and from the amplitude A¯4 have the effect of subtraction of subdivergences in the
two loop graph. This is exactly what guarantees the locality of the counter terms within
the R-operation. However, contrary to the renormalizable case, here the renormalization
constant contains the kinematic factors, the powers of momenta, which are external mo-
menta for the subgraph but are internal ones for the whole diagram. This means that
evaluating the counterterm they have to be inserted inside the remaining diagram and
integrated out. To clarify this point, we consider the corresponding term which appears
when multiplying the one loop Z factor by the one loop amplitude. The s and t factors
from the Z factor have to be inserted inside the box diagram, as shown in Fig.11
s + tg 2g
2
s t
Figure 11: Action of the Z-operator at the two loop level
This means that the usual multiplication procedure has to be modified: the Z factor
becomes the operator acting on the diagram which inserts the powers of momenta inside
the diagram. This looks a bit artificial but exactly reproduces the R-operation for the
two loop diagram shown below in Fig.12.
R' = -  2 R' = -  2
Figure 12: R′-operation for the two loop diagrams
Thus, inserting eqs.(105,104) into eq.(100) and having in mind that
sTriangle = − s
4!
(1 +
19
6
), tT riangle = − t
4!
(1 +
19
6
), (106)
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one gets
A¯4 = Z4(g2)A¯bare4 |g2bare 7→g2Z
= 1− g
2µst
3!
+
g2st
3!
− g
4µ2st
3!4!
(
s2 + t2
2
+
27/4s2 + 1/3st+ 27/4t2

)
(107)
+ 2
g4st
3!
µ
s2 + t2
4!
(1 +
19
6
) +
g4st
3!4!
(
A2s
2 +B2st+ A2t
2
2
+
A1s
2 +B1st+ A1t
2

)
.
One can see that the one loop divergences (∼ g2) cancel and the cancellation of the
two loop ones requires
1
2
: −s
2 + t2
3!4!
st+ 2
s2 + t2
3!4!
st+
A2s
2 +B2st+ A2t
2
3!4!
st = 0,
log µ

: −2s
2 + t2
3!4!
st+ 2
s2 + t2
3!4!
st = 0,
1

: − st
3!4!
(
27
4
s2 +
1
3
st+
27
4
t2) + 2
st
3!4!
(s2 + t2)
19
6
+
st
3!4!
(A1s
2 +B1st+ A1t
2) = 0.
One deduces that A2 = −1, B2 = 0, A1 = 512 , B1 = 13 , so that the renormalization constant
Z4 takes the form
Z4 = 1 +
g2st
3!
+
g4st
3!4!
(
−s
2 + t2
2
+
5/12s2 + 1/3st+ 5/12t2

)
, (108)
which exactly corresponds to the one obtained using eq.(102). This expression now has
to be substituted into eq.(101) to obtain the renormalized coupling. Note that it also
depends on kinematics.
The same way one can trace the action of the Z-operator in the three-loop diagram,
as is shown in Fig.13. In this case, besides the 3-loop box diagram one also has the
tennis-court one, and the resulting counterterms correspond to both of them.
In the context of the present discussion the transition to a non-minimal scheme is
equivalent to the multiplication of the amplitude by the finite renormalization constant
z = 1 + g2stc1 (109)
and the corresponding finite change of the coupling g. This looks similar to the renor-
malizable case though the meaning is different. Again, it is not simply the multiplication
but the action of the operator which is also kinematically dependent. Therefore, it is not
a simple change of a single coupling but of the whole infinite series of higher derivative
terms.
Similarly, the subtraction arbitrariness of the double box influences the subsublead-
ing divergences and results in higher order terms in eq.(109) like in eq.(108), just as in
renormalizable theories [11]. Therefore, the whole arbitrariness is accumulated in one
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Figure 13: Action of the Z-operator at the three loop level. The first, second and the last
two diagrams in the r.h.s correspond to the three loop box counter terms and the third
and fourth ones to the tennis-court counter terms.
renormalization constant evaluated order by order in PT, which acts as an operator and
generates an infinite series of terms.
In fact, this means that we build this way an induced higher derivative theory where
higher terms appear order by order of PT with fixed coefficients. For instance, the one
loop term g2st/ generates the gauge invariant counter term
g2

DρDλFµνDρDλFµν ,
that contains higher derivatives as well as new vertices with extra gauge fields, etc.
6 High energy behaviour
Assuming that one accepts these arguments, there is still a problem that at each order of
PT the amplitude increases with energy, thus violating the unitarity. However, apparently,
this problem has to be addressed after summation of the whole PT series. While each
term of PT behaves badly, the whole sum might behave differently.
To analyze the high energy behaviour of the full amplitude, one can use the solutions
of the generalized RG equations obtained above. Indeed, like in any renormalizable case
the high energy behaviour is associated with the UV divergences. Considering the case
when s ∼ t ∼ u ∼ E2 and expanding the amplitude over , one finds the one-to-one
correspondence between the coefficient of the leading pole (g2E(D−4))n/n and the leading
asymptotic term (g2E(D−4))n lognE2: g2/ ↔ −g2 logE2 Thus, g2/ = z → −∞, which
we considered in Sec.4, corresponds to the limit E →∞.
Having this in mind we can analyze the high energy asymptotics of the amplitudes in
D = 6, 8 and 10. The task becomes more complicated since we have the function of two
34
variables and one may have different limits in different directions. We looked for the case
when s > 0 and t, u < 0 corresponding to the c.m. frame.
In the D=6 case, in the leading order the full amplitude behaves qualitatively like the
ladder. For the s− t partial amplitude it contains the exponent exp[−(s+ t)] logE, and
since s+t = −u > 0, one has a decreasing exponent and hence a smooth function of energy
without violation of unitarity. The same is true for the s−u partial amplitude. However,
for the u− t amplitude one has u+ t = −s < 0, which results in increasing exponent. This
amplitude obviously violates unitarity and spoils the picture. The subleading asymptotics
does not improve the situation having the same type of behaviour.
In the D=8 and 10 cases, again the ladder diagrams qualitatively correctly reproduce
the behaviour of the full amplitude. Here all partial amplitudes behave similarly. They
have poles for finite values of z and, hence, for finite values of E. This is similar to
QED; however, in this case the pole is much closer due to the power law behaviour of the
function. And there are multiple poles. Thus, again one has problems with unitarity at
high energy.
It would be interesting to find an example of a theory where such kind of summation
leads to a smooth high energy limit like in asymptotically free theory in the renormalizable
case.
7 Conclusion
Our main concern here was the understanding of the structure of UV divergences in
supersymmetric gauge theories with maximal supersymmetry.
We restricted ourselves to the on-shell scattering amplitudes since after all it is the
S-matrix, which we want to make finite.
Our main results can be formulated as follows:
1) The on-shell scattering amplitudes contain the UV divergences that start from one
loop (three loops) and do not cancel (except for the all loop cancellation of the bubbles
and triangles).
2) These divergences possess increasing powers of momenta (derivatives) with increas-
ing order of PT. For the four-point scattering amplitude this manifests itself as increasing
power of the Mandelstam variables s or t. This means that the theory is not renormaliz-
able by power counting.
3) Nevertheless, all the higher loop divergences are related to the lower ones via explicit
pole equations which are the generalization of the RG equations to the case of non-
renormalizable theories. The leading divergences are governed by the one-loop counter
term, the subleading ones - by the two-loop counter term, etc. This happens exactly as
in the well known case of renormalizable interactions.
4) The summation of the leading and subleading divergences can be performed by
solving the generalized RG equations. The solution to these equations depends on dimen-
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sion and has a different form in different dimensions. For particular sets of diagrams one
can get an analytical solution, while in the general case it is only numerical.
5) In D=6 the solution is characterized by the exponential function which decreases
for some partial amplitudes and increases for the other as a function of z = g2/. In D=8
and D=10 the solutions possess an infinite number of poles. This means that they do
not have a finite limit when z →∞ (→ 0) which would correspond to the finite answer
when removing the regularization.
6) We reformulate the multiplicative renormalization procedure with replacement of
the renormalization constant by an operator that depends on kinematics. As a result, one
can construct a higher derivative theory that gives finite scattering amplitudes with a sin-
gle arbitrary coupling g defined in PT within a given renormalization scheme. Transition
to another scheme is performed by the action on the amplitude of the finite renormaliza-
tion operator.
7) The high energy behaviour of the amplitudes is governed by the generalized RG
equations just as in renormalizable theories. In the three examples, which we considered,
this behaviour is different but in all the cases the amplitudes either increase with energy
or hit the pole at finite energy like in QED.
8) Thus, the maximal supersymmetric gauge theories at higher dimensions despite
many attractive features still happened to be inconsistent at high energies. We hope that
the methods of analysis developed here can be used in other non-renormalizable theories
including gravity.
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