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【Abstract】In order to reduce complexity of fixed codebook search, a fast algebraic codebook search argorithm based on pulse replacement procedure is 
proposed in this paper. The proposed method is employed dividing candidate codevector into two sub-codevectors to optimize. It not only lowers the 
computational complexity sharply, but also ensures the speech quality. Experimental results show that the proposed method reduces the total 
computational complexity by 70%~80% with speech quality equivalent, compared with that by the depth-first tree search method adopted in AMR-WB 
and traditional pulse replace method. 
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1  概述 
AMR-WB 算法是由第 3 代合作伙伴计划(3GPP)提出的宽
带语音编码标准，其采样率为 16 000 Hz，采用 14 bit 量化。
整个算法的核心部分是 ACELP，即自适应码本激励线性预












本搜索方法，在计算复杂度与 ARM 模拟运行时间上与 DFTS
法、PR 法进行了比较并给出结论。 
2  AMR-WB 固定码本搜索原理 
2.1  固定码本结构 
AMR-WB 的固定码本结构采用的是交错正负脉冲设计





固定码本码矢量长度为 64，包含 cN 个非零脉冲，每个
脉冲的幅度为+1 或－1。脉冲可能出现的 64 个位置被划分为  
4 个轨道，不同码率下每个轨道的非零脉冲的数目和位置不
同[3]。现以 12.65 Kb/s 模式为例，码本结构中包含 8 个非零
脉冲，脉冲可能出现的 64 位置被分为 4 个轨道，每个轨道含
有 2 个非零脉冲，其码本结构如表 1 所示。 
表 1  12.65 Kb/s 模式下固定码本矢量中非零脉冲分布 
轨道 脉冲 可能出现的位置 
0 i0,i4 0,4,8,12,16,20,24,28,32,36,40,44,48,52,56,60 
1 i1,i5 1,5,9,13,17,21,25,29,33,37,41,45,49,53,57,61 
2 i2,i6 2,6,10,14,18,22,26,30,34,38,42,46,50,54,58,62 
3 i3,i7 3,7,11,15,19,23,27,31,35,39,43,47,51,55,59,63 
在 12.65 Kb/s 模式下，初始码矢 ( )nc 长度为 64，包含    
8 个带符号的单位脉冲得到，即： 
0 0 1 1 7 7( ) ( ) ( ) ( )n s n m s n m s n m= − + − + + −δ δ δc  
     0,1 ,63n = ，                             (1) 
2.2  固定码本搜索 
固定码本搜索是依据加权输入语音与加权重构语音的均
方误差最小的准则找到最优的码本矢量 kc 及其增益 cg 。加权
均方误差定义为： 
2|| ||k c kE g= −x Hc                               (2) 
其中， x 为目标矢量； H 为由感知加权合成滤波器的脉冲响
应 ( )h n 组成的下三角 Toeplitz 卷积矩阵，其对角线上的元素
都 为 (0)h ， 依 次 向 下 的 对 角 线 上 元 素 分 别 为 (1)h , 
(2)h ,…, (63)h ； kc 是索引为 k 的码矢量。目标矢量 x 由闭环
基音搜索目标信号 ( )nx 减去自适应码本的贡献值得到，即：
2 ( ) ( ) ( )pn n g n= −x x y 。其中， pg 是自适应码本的增益； ( )ny
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是滤波后的自适应码本矢量， ( ) ( )* ( )n v n h n=y 。 
kE 取最小值时，式(3)取最大值： 
2 2 2
2( ) ( ) ( )
t t
k k k
k t t t




x Hc d c
c H Hc c Φc
                  (3) 
在式(2)中， ( )t x=d H 是反向滤波目标矢量，它表示 ( )r n
和 ( )h n 的相关信号，而 ( )t=Φ H H 是 ( )h n 的自相关矩阵。d 与 
Φ 在码本搜索之前即可计算。 
d 和Φ 的各个元素分别表示为： 
63
2( ) ( ) ( ) 0,1 ,63
i n
d n x i h i n n
=
= − =∑ ，              (4) 
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其中， im 是第 i 个脉冲的索引； is 是它的幅度。 
为了简化搜索过程，用适当的参考信号 ( )b n 先作脉冲幅
度预判决，即设置某一位置脉冲幅度的符号等于 ( )b n 在此位
置的符号，即： 
sign( ( ))i is b m=                                (8) 
其中，命中函数值 ( )b n 可表示为： 
( ) ( ) ( ) 0,1 ,63d LTP
r
Eb n r n d n n
E
α= + = ，          (9) 
其中， tdE d d= 是信号 ( )d n 的能量； rE 是经长时预测后残余
信号 LTPr 的能量；扩展因子α 与码率成反向关系，码率越高，
α 值越大。 
固定码本可以看作码本矢量集，每个码本矢量由位置受











在 12.65 Kb/s 模式下，子帧长度为 64，码本矢量由 8 个
非零脉冲组成，每个轨道有 2 个脉冲。每次搜索得到处在相
邻轨道上的 2 个脉冲。被搜索的 2 个相邻轨道可以从 0 1T T− 、
1 2T T− 、 2 3T T− 、 3 0T T− 选择。深度优先法的搜索树分为 4 层。
第 1 层，脉冲 0P 置于轨道 0T ，脉冲 1P 置于轨道 1T ，这一层不
需要搜索，脉冲 0i 置于所有轨道 ( )b n 最大的位置。第 2 层，
脉冲 2P 置于轨道 2T ，脉冲 3P 置于轨道 3T ，脉冲 2P 搜索 4 个
位置，脉冲 3P 搜索 16 个位置， 2P 的 4 个候选位置是根据轨
道 2T 上 ( )b n 最大的 4 个值确定的。第 3 层，脉冲 4P 置于轨道
1T ，脉冲 5P 置于轨道 2T ，脉冲 4P 搜索 8 个位置，脉冲 5P 搜
索 16 个位置。和上一层相似， 4P 的 8 个候选位置是根据轨
道 1T 上 ( )b n 最大的 8 个值确定的。第 4 层，脉冲 6P 置于轨道
3T ，脉冲 7P 置于轨道 0T 。脉冲 6P 搜索 8 个位置，脉冲 7P 搜
索 16 个位置。因此，总共的测试组合数目为：4×16+8×16+ 
8×16=320。经过上述 4 个层次的搜索完成一次迭代，接着将
最先搜索的 2 个脉冲分别置于不同的相邻轨道，继续下一次
迭代。整个迭代过程重复 4 次，因此全部搜索次数仅为 1 280。 
3  新的快速搜索方法 












并，这样可以有效减少计算量。现以 12.65 Kb/s 编码模式为
例说明码矢分段搜索算法的实现过程，该模式下码矢量由   
8 个非零脉冲组成，算法描述如下： 
(1)分别对每条轨道上的 16 个脉冲按命中函数值 ( )b n 从
大到小进行排序，各轨道取 ( )b n 最大的 2 个脉冲，组合成    
8 个脉冲即待拆分的初始码本，记为 0codevector ，计算其 kQ
值，记为 0kQ 。 
各个轨道的脉冲根据 ( )b n 的大小进行排序，结果如下  
所示： 
0T  4, 0, 32, 8, 16, 36, 12, 44, 28, 24, 20, 48, 52, 56, 60, 40; 
1T  9, 5, 41, 1, 29, 33, 61, 13, 17, 21, 45, 37, 25, 53, 57, 49; 
2T  2, 6, 10, 42, 22, 30, 58, 26, 14, 46, 38, 62, 54, 50, 18, 34; 
3T  3, 7, 51, 23, 11, 27, 39, 55, 47, 43, 63, 19, 59, 31, 15, 35; 
每个轨道各取 ( )b n 最大的 2 个脉冲得到(4, 0, 9, 5, 2, 6,  
3, 7)，即 0codevector 。 
(2)将 8 个脉冲按位置索引值大小排序，将排序后的脉冲
组合 [8]index 拆分为 1codev 、 2codev  2 个子码矢：索引值为
[0]index 、 [2]index 、 [4]index 、 [6]index 的 4 个脉冲组成
1codev ； [1]index 、 [3]index 、 [5]index 、 [7]index 组成 2codev 。 
0codevector 中的脉冲按索引排序后为(0, 2, 3, 4, 5, 6, 7, 
9)，即 [8]index 。拆分得到的 1codev 为(0, 3, 5, 7)， 2codev 为 
(2, 4, 6, 9)。 
(3)分别对子码矢 1codev 、 2codev 中最不重要的脉冲用其
所在轨道的其他脉冲替换，更新后的子码矢量 kQ 值局部最大
时对应的 4 个脉冲组成 '1codev 、 '2codev 。 
 根 据 kQ 最 大 时 去 除 的 那 个 脉 冲 为 最 不 重 要 脉 冲 ，
1codev 、 2codev 的最不重要脉冲索引分别为 2、7。依次用 2T 、
3T 上的 16 个脉冲取代，若取代后子码矢对应的 kQ 值增大，
则用当前子码矢 '1codev 、 '2codev 分别取代 1codev 、 2codev 。
取代完成后， '1codev 为(0, 27, 5, 7)， '2codev 为(46, 4, 6, 9)。 
(4)将 '1codev 、 '2codev 合并得到码本矢量 1codevector (0, 4, 
5, 6, 7, 9, 27, 46)，计算其 kQ 值，假设为 1kQ 。倘若 1 0k kQ Q> ，
则将 1codevector 作为新的拆分、替换的码本矢量。 
(5)重复步骤(1)~步骤(4)过程 n 次，最后的 codevectorn 即
目标码本矢量。步骤(1)~步骤(4)过程如图 1 所示，以下的实
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图 1  码本矢量搜索流程 
4  实验结果分析 
用深度优先树搜索(DFTS)、脉冲取代法(PR)及码矢分
段优化搜索方法(FS)对干净语音、带噪语音及纯噪声 3 种测
试序列进行测试，利用 ITU-T P.862.2 WB_PESQ 语音质量估
计系统客观评价语音质量[4-5]，表 2 给出了在 12.65 Kb/s 模式
下 3 种语音的 PESQ 平均值。 
表 2  PESQ 测试结果 
DFTS PR FS 测试对象 
Raw Mos Mos-LQ0 Raw Mos Mos-LQ0 Raw Mos Mos-LQ0
带噪语音 3.747 3.875 3.621 3.717 3.529 3.593 
干净语音 3.517 3.569 3.378 3.372 3.367 3.359 
纯噪声 3.497 3.549 3.302 3.272 3.307 3.276 
从表 2 可以看出，总体上 FS 的语音质量较 DFTS 以及







表 3  3 种搜索方法的搜索次数比较 
深度优先树搜索 裁剪树搜索 码矢分段优化搜索
1 280 704 256 
表 4 给出了针对 Testv1、Testv2 这 2 个测试序列进行编
码，分别采用 DFTS、PR、FS 搜索方法的 AMR-WB 编码算
法在 ARM 仿真器上的模拟运行时间。从表 4 可以看出，快
速搜索算法的仿真运行时间较 DFTS、PR 分别平均降低了
21%、34%。 
表 4  ARM 模拟运行时间 
测试序列 Testv1 Testv2 
DFTS 1 min14 s 39 s 
PR 1 min29 s 47 s 
FS 58 s 31 s 





下降了 70%~80%，在 ARM 上运行时间平均缩短了 21%。 
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