Extending work of Budzyński and Kondracki, we investigate coverings and gluings of algebras and differential algebras. We describe in detail the gluing of two quantum discs along their classical subspace, giving a C * -algebra isomorphic to a certain Podleś sphere, as well as the gluing of U q 1/2 (sl 2 )-covariant differential calculi on the discs.
Introduction
In classical geometry or topology, the objects of study can always be considered as being glued together from local pieces which are in a certain sense (e.g. topologically) trivial. The extension of this idea to noncommutative geometry seems to be not straightforward. A possible point of view suggested by the commutative situation is to describe subspaces by ideals and to glue algebras along ideals, using a pull-back (fibered product) construction. This is the starting point of Budzyński and Kondracki in [2] , where coverings of C * -algebras and locally trivial principal fibre bundles over such covered algebras have been introduced. In view of the fact that there are nontrivial algebras (e.g. the irrational rotation algebra) which have no nontrivial ideals, such an approach cannot reflect all aspects of topological nontriviality of noncommutative algebras. However, there are many algebras, in particular in the field of quantum groups and quantum spaces, which have enough ideals for performing gluing procedures, and it seems to be worthwhile to explore which kind of examples may arise in this way.
If one wants to do differential geometry in this scheme, the differential algebras (defining the differential structure) should also have a covering adapted to the covering of the underlying algebra. The construction of such adapted differential algebras will be one of the main aims of this article. It will be used in a subsequent paper, where we will consider differential structures and connections on locally trivial quantum principal fibre bundles in the sense of [2] .
The present paper starts with the definition of coverings of algebras. Since we want to apply this notion also for differential algebras, we cannot restrict ourselves to C * -algebras, which leads to a difficulty being absent there: It may happen that a natural gluing procedure fails to lead from the collection of algebras corresponding to quantum subspaces defined by a covering back to the original algebra. Coverings, which do not have this pathology, we call complete coverings. All the coverings of an algebra are complete if the operations + and between ideals are distributive with respect to each other. If this general property of ideals is not assumed, we can still give slightly weakened criteria for the completeness of a covering. If an algebra is defined as a gluing, it has always a natural complete covering.
For differential algebras Γ(B) = n∈AE Γ n (B) over an algebra B, we only consider differential coverings being nontrivial with respect to B, i. e. coverings consisting of differential ideals whose components in degree zero form a nontrivial covering of B. We show that for an algebra B with given covering (J i ) i=1,...,n and for given differential calculi Γ(B i ) over the algebras B i = B/J i corresponding to the "local pieces" of B there exists a unique differential calculus Γ(B) such that the natural projections π i : B −→ B i are differentiable and the kernels of the differential extensions of the π i form a covering of Γ(B). The covering completion with respect to this covering is in general only locally a differential calculus. We also give a criterion assuring that the differential ideals generated by the ideals of a covering of an algebra B form a covering of a given differential algebra Γ(B).
The second part of the paper is devoted to an example. Gluing together two copies of a quantum disc we obtain a C * -algebra isomorphic to the C * -algebra of the Podleś sphere S 2 µc , c > 0. This isomorphism, already mentioned in [2] , relies on the isomorphy of the disc algebra with the C * -algebra of the one-sided shift, and on a result of Sheu [11] about the isomorphy of the gluing of two shift algebras by means of the symbol map and the Podleś sphere. We show that this C * -algebra may also be characterized as the C * -closure of a "polynomial" algebra given in terms of generators and relations naturally arising from generators and relations of the disc algebras via the gluing procedure. These generators should be considered as another set of "coordinate functions" on the quantum sphere, which arise via a homeomorphism from natural coordinates on a quantum version of a top of a cone. This is suggested by considering the spectra of the generators.
Finally, we construct, according to our general procedure, a differential calculus on our "quantum top" out of two U q 1/2 (sl 2 )-covariant differential calculi over the quantum discs. This differential calculus is also described in terms of relations between the generators and their differentials. It is again a U q 1/2 (sl 2 )-covariant differential calculus.
In the sequel, the word "algebra" always means an associative unital algebra over . Ideals are always two-sided, and homomorphisms are homomorphisms of algebras.
Coverings and gluings
Let B be an algebra and let (J i ) i∈I be a finite family of ideals contained in B. Then the algebras B i , B ij and B ijk are defined as the factor algebras of B with respect to the ideals J i , J i + J j and J i + J j + J k . The corresponding natural projections are denoted by For example, π i j (b+J i ) = b+J i +J j . Obviously, one can construct analogous factor algebras and surjective homomorphisms for a higher number of indices. One easily shows π i j •π i = π j i •π j = π ij (and similar formulas). Furthermore, there are canonical isomorphisms
A covering is called nontrivial if
For C * -algebras and closed ideals, this definition was given by Budzyński and Kondracki [2] . For commutative C * -algebras, this notion of covering corresponds to coverings of the underlying topological space by closed sets, the ideals just consisting of the functions vanishing on the corresponding set. We want to use the definition also for differential algebras, which cannot be made C * -algebras in an obvious way. Thus we are forced to stay in the general algebraic context of our definition. As a consequence there may arise difficulties with a reconstruction of the algebra from a covering by a gluing procedure which is always possible for C * -algebras (see Proposition 6 below). This is the motivation for introducing the notion of a complete covering.
Definition 2 Let B be an algebra and let (J i ) i∈I be a covering of B. The algebra
is called the covering completion of B with respect to (J i ) i∈I . The covering (J i ) i∈I is called complete if the injective homomorphism
defined by K(a) = (π i (a)) i∈I is surjective. p i : B c −→ B i denotes the restriction of the canonical projection pr i : j∈I B j −→ B i .
The name "covering completion" for B c is justified by the fact that (ker p k ) k∈I is a complete covering of B c , which will be a special case of Proposition 8. p i is surjective, since π i is surjective and
Notice that the condition defining a complete covering is very similar to one of the sheaf axioms: It just says that a set of locally given objects which coincide "on intersections" make up a global object. The other sheaf axiom, which says that global objects, which coincide locally, also coincide globally, corresponds to the injectivity of K, being true for any covering.
As shows the example below, there exist noncomplete coverings. On the other hand, if an algebra has a covering, it also has a complete one: If (J i ) i∈I is a nontrivial covering, consider I = {I ′ ⊂ I| i∈I ′ J i = 0}. Since the index set I is finite, there exists I ′ ∈ I with minimal cardinality, i. e. card I ′ = min I ′′ ∈I card I ′′ > 1 (since the covering is nontrivial). It follows that
is a nontrivial covering. Now, every two-element covering is complete: Proposition 1 Let B be an algebra and J 1 , J 2 ideals of B. Then the mapping
In particular, every covering consisting of two ideals is complete.
Proof: One has to show that for every pair (a 1 , a 2 ) ∈ B 1 B 2 fulfilling π 1 2 (a 1 ) = π 2 1 (a 2 ) there exists an element a ∈ B such that π 1 (a) = a 1 and π 2 (a) = a 2 . First we chooseã 1 ,ã 2 ∈ B satisfying π 1 (ã 1 ) = a 1 and π 2 (ã 2 ) = a 2 . Clearly, there exist elements r 1 ∈ J 1 and r 2 ∈ J 2 such thatã 1 =ã 2 + r 1 + r 2 and one obtains the element a by
The following proposition, which is a direct consequence of Theorems 17 and 18 (pages 279 and 280) of [13] , gives a sufficient condition for the completeness of coverings: This proposition is also true for subsets of the set of ideals of B which are closed under + and ∩, with + and ∩ distributive on the subset.
We will use similar arguments as in [13] to prove criteria for the completeness of a covering if the above condition is not assumed.
Proposition 3
Let B be an algebra and let (J i ) i∈I be a covering of B. Assume that the index set is I = {1, 2, ...n} and that the ideals satisfy i=1,2...k−1
Then (J i ) i∈I is complete.
Proof: Notice that the condition
Thus, in order to prove surjectivity of the map a −→ (a + J i ) i , we have to show that from b i − b j ∈ J i + J j for every pair of indices follows the existence of b ∈ B with b − b i ∈ J i (for all i). This is done inductively: Induction starts with Proposition 1. Assume now that we have found an a ∈ B with a − a i ∈ J i for i = 1, . . . , k. Then we have
According to Proposition 1 there exists
b is the element we were looking for.
Proposition 4
Let B be an algebra and let (J i ) i∈I be a complete covering of B. Then the family of ideals (J i ) i∈I has the property i =k
is true for subsets of a vector space. So we have to prove i =k (J i + J k ) ⊂ J k + i =k J i for a complete covering. Completeness of the covering means that for (a i ) i∈I ∈ i∈I B i with π i j (a i ) = π j i (a j ) there exists a unique a ∈ B with π i (a) = a i . Let I = {1, ..., n} and assume k = n, without loss of generality. Let a ∈ i<n (J i + J n ) and denote a i = π i (a), i = 1, . . . , n. Then we have π n i (a n ) = π n i • π n (a) = π in (a) = 0 for i < n, and also π i n (a i ) = π i n • π i (a) = π ni (a) = 0 for i < n, from which we can conclude (0, . . . , a n ) ∈ B c and (a 1 , . . . , a n−1 , 0) ∈ B c . Obviously, (a 1 , . . . , a n−1 , 0) ∈ ker p n and (0, . . . , 0, a n ) ∈ i<n kerp i . On the other hand, K : B −→ B c is by assumption an algebra isomorphism and one easily verifies that it maps J i onto ker p i . Therefore, there are b ∈ J n , c ∈ i<n J i such that K(b) = (a 1 , . . . , a n−1 , 0) and K(c) = (0, . . . , 0, a n ), and we have
Proposition 5 For a covering (J 1 , J 2 , J 3 ) consisting of three ideals the following conditions are equivalent:
i.e. (J 1 , J 2 , J 3 ) is a covering of B. For the sums and intersections of two of the three ideals we get
We conclude that
which is strongly contained in J 1 + J 3 . Similarly, all other possible equalities of Propositions 3 and 4 are not satisfied, which means that the covering is not complete.
Notice that we could have introduced the additional relations x n = 0, y n = 0, z n = 0, n ≥ 2, for example, without changing the situation essentially. For n = 2 we arrive at a pure vector space situation (three subspaces such that the sum of any two contains the third). Admittedly, in this case the covering is reducible, already two of the three ideals form a covering.
Second example of a noncomplete covering: Let C[x, y] be the algebra of polynomials in the (commuting) indeterminates x and y. Consider the principal ideals J 1 = (x), J 2 = (y), J 3 = (x − y). One easily verifies that
Therefore, going to the factor algebra A = C[x, y]/J, where J is the ideal generated by monomials of at least third degree, we obtain a noncomplete covering (J 1 , J 2 , J 3 ). The triple (x − y + J 1 , x − y + J 2 , x + J 3 ) is an element of A c which has no preimage in A.
Proposition 6 Any covering of a C * -algebra consisting of closed ideals is complete.
Proof: The closed ideals of a C * -algebra form a distributive lattice with respect to the operations + and ∩, which in turn follows from the fact that in this case the product of closed ideals coincides with their intersection, see [4] , 1.9.12.a..
The proof of the following proposition can be found in [2] .
Proposition 7 A C * -algebra which admits a faithful irreducible representation does not admit any nontrivial covering consisting of closed ideals.
In particular, the algebra B(H) of bounded operators on a Hilbert space H does not admit a nontrivial covering. The same is obviously true for any simple algebra.
A general method to construct algebras possessing a complete covering is given by a gluing procedure: 
is called gluing of the algebras B i with respect to the π i j .
For I = {1, 2}, this is known as a pull-back or a fibered product of B 1 and B 2 . The covering completion B c of an algebra B with covering (J i ) i∈I is just the gluing of the B/J i with respect to the natural maps π i j . We will show that (ker p i ) i∈I , where p i : ⊕ π i j B i −→ B i are the restrictions of the canonical projections, is a complete covering of B. However, the p i are in general not surjective. In the classical situation, this would mean that the sets, which are glued together, are not embedded in the global object. 
Then we have
Proof:
Notice that the φ ij fulfilling (3) exist if and only if ker(
Moreover, for the lemma it is not necessary that π i j and η i j are surjective.
Proof: It is obvious that (ker p i ) i∈I is a covering of B. The covering completion B c with respect to this covering is defined as
Obviously, the φ i are well defined and injective. It is now sufficient to show that (
The latter is a trivial verification. In order to verify the first claim, define
According to the remark after Lemma 1, φ ij is well defined:
Thus, Lemma 1 proves the claim.
Notice that the implication
Possible nonsurjectivity of p i is reflected in nonsurjectivity of the φ i appearing in the foregoing proof. In the classical situation of algebras of functions over compact spaces, this would mean that the space underlying the algebra B i is not injectively mapped onto the space underlying B/ker p i . With other words, the φ i would encode a gluing of B i with itself. The gluing of the B/ker p i does not lead to a further self-gluing, in contrast to the gluing of the B i , where all the gluing is done "in one step". Proposition 8 also has the consequence that the covering completion B c of an algebra B with covering (J i ) i∈I has the complete covering (ker p i ) i∈I .
If B i and B ij are C * -algebras, the kernels of the homomorphisms π i j are closed ideals. The distributivity of + and on the set of closed ideals leads to the following sufficient condition for the surjectivity of the projections p i :
Proposition 9 Let the algebras B i and B ij be C * -algebras. Assume that the homomorphisms π i j have the following properties:
Then the homomorphisms p i are surjective.
is the pull-back of an embedding ι i j : U ij −→ U i , and kerπ i j are the functions vanishing on
. (5) is the natural compatibility condition for these restrictions.
Remark 2: If B is an algebra with covering (J i ) i∈I , then the homomorphisms π i j :
defining the covering completion B c satisfy the assumptions of the proposition.
Proof: Assume that homomorphisms π i j satisfying (4) and (5) are given. Let the isomorphisms
To prove the surjectivity of the projection p i one has to show that for all f ∈ B i there exists a family (f k ) k∈I ∈ B such that p i ((f k ) k∈I ) = f . Suppose that the index set is I = {1, 2, 3, ..., n}. It is sufficient to consider the case i = 1. For
and, with φ 1 32 = φ 2 13
. Assume now that for fixed i ∈ {1, ..., k − 1} there is given f i k+1 ∈ B k+1 which satisfies π
There are the identities
and it follows that ). Thus one findsr i+1,k+1 ∈ j=1,...,i kerπ k+1 j , such that π k+1 i+1 (r i+1,k+1 ) = r i+1,k+1 , and
Continuing this procedure one obtains a family (f i ) i∈I ∈ B with p 1 ((f i ) i∈I ) = f . Thus p 1 is surjective.
If only two algebras are glued together the projections p 1 and p 2 are always surjective.
Adapted differential structures on algebras with covering
Definition 4 A differential algebra Γ(B) over an algebra B is an AE−graded algebra, i.e.
,
which is equipped with a differential, i.e. a linear map d of Γ(B) fulfilling
is an ideal of the algebra Γ(B) such that
where
Differential ideals are in bijective correspondence with kernels of surjective homomorphisms of differential algebras.
i. e. if B and dB generate Γ(B) as an algebra.
If Γ(B) is a differential algebra and J ⊂ Γ(B) is a differential ideal, Γ(B)/J is a differential algebra over B/pr 0 (J). If Γ(B) is a differential calculus, Γ(B)/J is a differential calculus over B/pr 0 (J).
For any algebra there exists the universal differential calculus Ω(B) over B. As is well known, every differential calculus Γ(B) over B corresponds to a unique differential ideal
For the next definition see also [8] .
Definition 6 Let Ψ : A −→ B be a homomorphism of algebras, and let Γ(A), Γ(B) be differential algebras over A, B. Ψ is called differentiable with respect to Γ(A) and Γ(B) if there exists a homomorphism of graded algebras
Ψ Γ : Γ(A) −→ Γ(B) such that Ψ Γ • d = d • Ψ Γ , Ψ Γ | A = Ψ,
i. e. if there exists an extension of Ψ to a homomorphism of differential algebras. Ψ Γ is called extension of Ψ with respect to Γ(A) and Γ(B).
The following statements are well known or obvious: If Γ(A) is a differential calculus, the extension Ψ Γ is uniquely determined by
If Γ(A) = Ω(A), the universal differential calculus over A, Ψ Γ always exists (see [10] ). Proposition 10 Let (J i ) i∈I be a differentiable covering of the differential algebra Γ(B). Then (pr 0 (J i )) i∈I is a covering of B.
Definition 8 If the covering of B induced by a differentiable covering of Γ(B) is nontrivial the differential covering is said to be nontrivial with respect to B.
One easily finds nontrivial differential coverings of the algebra of usual differential forms on a manifold, which are trivial with respect to the algebra of smooth functions on the manifold, e. g. just putting the zeroth degree to 0. The above definition is used to avoid such cases.
Definition 9 A differential algebra Γ(B) with a complete differentiable covering (J i ) i∈I which is nontrivial with respect to B is called LC differential algebra, if the factor algebras Γ(B)/J i are differential calculi over the algebras B/pr 0 (J i ).
LC differential algebras will naturally arise from differential structures on locally trivial quantum principal fibre bundles (see [3] ).
Definition 10 Let (B, (J i ) i∈I ) be an algebra with covering, let B i = B/J i , let π i : B −→ B i be the natural surjections, and let Γ(B) and Γ(B i ) be differential calculi such that π i are differentiable and (kerπ iΓ ) i∈I is a covering of Γ(B). Then (Γ(B), (Γ(B i )) i∈I ) is called adapted to (B, (J i ) i∈I ).
If (J i ) i∈I is a nontrivial covering in this situation, (ker π iΓ ) i∈I is nontrivial with respect to B, since pr 0 (ker π iΓ ) = J i .
In the classical case, where the π i are the pull-backs of embeddings of closed submanifolds M i into a manifold M and the Γ's are usual differential forms, the π i are obviously differentiable, the π iΓ being the pull-backs on forms, and kerπ iΓ are the differential forms vanishing on M i , thus obviously forming a covering.
Proposition 11 Let (B, (J i ) i∈I ) be an algebra with covering, and let Γ(B i ) be differential calculi over the algebras B i . Up to isomorphy there exists a unique differential calculus Γ(B) such that (Γ(B), (Γ(B i )) i∈I )) is adapted to (B, (J i ) i∈I ).
Proof: As noted above there exist the extensions π i Ω→Γ : Ω(B) −→ Γ(B i ) of π i defined by 
Remark 1: Obviously, not every differential ideal has this property. For example, in the case of universal differential calculi, where J(B) = 0, the differential ideal i kerπ i Ω contains elements of J σ(1) J σ(2) ...J σ(n−1) dJ σ(n) in the first degree, where σ is any permutation, thus condition (10) is not satisfied. (10) is satisfied.
Proof: First consider a differential ideal J(B) fulfilling condition (10), and differential calculi Γ(B i ) := Ω(B i )/π i Ω (J(B)). One has to prove i∈I kerπ i Ω→Γ = J(B).
+ kerπ i Ω , and since J(B) fulfills (10), one direction of the assertion is proved. Now let (Γ(B), (Γ(B i )) i∈I ) be adapted, i.e. J(B) = i∈I kerπ i Ω→Γ . J(B) ⊂ i∈I (J(B)+ker π i Ω ) is trivially true. Conversely, k∈I kerπ k Ω→Γ ⊂ kerπ i Ω→Γ and kerπ i Ω ⊂ kerπ i Ω→Γ , and it follows that i∈I ((
Thus, J(B) satisfies (10). 
Γ c (B c ) has a natural grading coming from the grading of the differential calculi Γ(B)/kerπ i Γ and a natural differential d c given by
From
If the covering (kerπ i Γ ) i∈I is complete, Γ c (B c ) is isomorphic to Γ(B) as differential calculus.
Since the differential calculi Γ(B i ) and Γ(B)/(kerπ i Γ ) are canonically isomorphic, formula (11) is the same as
We also note that the differential ideal
and because of π i Ω (kerπ i Ω→Γ ) = J(B i ) one can also write
All the above considerations remain unchanged if one considers * -algebras, * -ideals, * -homomorphisms and differentials commuting ( or anticommuting) with * ( * -differential algebras).
Example
Here we present an example of a quantum space being glued together from two copies of a quantum disc. The result is a C * -algebra isomorphic to the algebra of the Podleś spheres S 2 µc , c > 0. An analogous construction was performed in [2] , using another kind of quantum disc, and it was mentioned there in a footnote, that the resulting C * -algebra is isomorphic to a Podleś sphere. To prove this isomorphy, we start with a result of Sheu [11] , saying that the Podleś spheres S 2 µc , c > 0 are isomorphic as C * -algebras to the fibered product C * (S) ⊕ σ C * (S) of two shift algebras by means of the symbol map σ. In our terminology, two copies of C * (S) are glued together using the homomorphism σ : C * (S) −→ C(S 1 ). On the other hand, using results and arguments from [5] and [6] , it is easy to show that quantum discs are as C * -algebras isomorphic to shift algebras, and that the symbol map is transported into a natural homomorphism of the quantum disc onto C(S 1 ), which just corresponds to the classical circle contained in the quantum disc. This gives the desired isomorphy. Moreover, using the generators of the quantum disc, we get a description of the glued C * -algebra in terms of generators and relations. We argue that these generators should be considered as natural "coordinates" on a quantum version of a top of a cone. Finally, we apply our prescription of gluing together differential calculi. Starting from U q 1/2 (sl 2 )-covariant differential calculi on the discs, we obtain a differential calculus on our glued quantum top, which can also be characterized in terms of generators and relations, and is also U q 1/2 (sl 2 )-covariant.
Definition 11
The C * -algebra C(D q ), 0 < q < 1, of the quantum disc D q is defined as the C * -closure of the algebra P (D q ) := < x, x * > /J q , where J q is the two-sided ideal in the free algebra < x, x * > generated by the relation
This is a one-parameter subfamily of the two-parameter family of quantum discs described in [6] . The C*-closure is formed using only bounded *-representations of P (D q ). This is possible, because ρ(x) = 1 for every bounded *-representation, as is shown in [6] . From there, we also have
Proposition 14 Every irreducible *-representation of C(D q ) is unitarily equivalent to one of the following representations: (i) a one-dimensional representation
(ii) an infinite dimensional representation π q defined on a Hilbert space H with orthonormal basis (e i ) i≥0 by
It is also shown in [6] that the infinite dimensional representation π q is faithful. Therefore, C(D q ) has no nontrivial covering. The one-dimensional representations ρ θ correspond to the classical points, forming a circle, of the quantum disc. Considering C(S 1 ) as the C * -algebra generated by a, a * with relations aa * = a * a = 1, the embedding of this classical circle into the quantum disc is described by a C * -homomorphism φ q : C(D q ) −→ C(S 1 ) defined by x → a. Later we will need Lemma 2 The elements x k x * l , k, l ≥ 0 form a vector space basis of P (D q ). The same is true for the elements (xx * ) k x l , k ≥ 0, l ∈ , where x −l := x * l , l > 0.
Proof: It is obvious from the relations that every element of P (D q ) can be written as a linear combination of the given elements. Applying the representation π q to an equation c kl x k x * l = 0 and acting with the zero operator π q ( c kl x k x * l ) onto suitable basis elements one obtains c kl = 0, ∀k, l. The linear independence of the second set of elements follows from
(with some coefficients a jk l ), using a "triangular type" argument. The argument proving that the x k x * l form a basis also shows that π q is faithful on P (D q ) and that consequently P (D q ) is faithfully embedded in C(D q ).
Lemma 3 1 − xx * is not a zero divisor in P (D q ).
Proof: Assume (1 − xx * ) kl c kl (xx * ) k x l = 0. Lemma 2 gives the following conditions for the coefficients c kl ,
which lead to c kl = 0, ∀k, l. In the same way one proves that 1 − xx * is also not a right zero divisor.
The C * -algebra of the unilateral shift is defined as follows: Let H be a Hilbert space with orthonormal basis (e i ) i≥0 . The shift operator S ∈ B(H) is defined by S(e i ) = e i+1 . Its adjoint is given by S * (e i ) = e i−1 i > 0 0 i = 0. C * (S) is the C * -subalgebra of B(H) generated by S and S * . The symbol map σ : C * (S) −→ C(S 1 ) is the homomorphism defined by σ(S) = a.
Proposition 15 C(D q ) is isomorphic to C * (S) as C * -algebra. Under this isomorphism, the symbol map σ corresponds to the embedding of the classical circle, φ q : C(D q ) −→ C(S 1 ).
Proof: We use ideas of [5] , where this is proved for another one-parameter family of quantum discs. In fact, we prove π q (C(D q )) = C * (S). First, it is easy to see that
where the series converges in the operator norm. Thus, π q (C(D q )) ⊂ C * (S). On the other hand, if P i is the orthogonal projector onto e i , π q (x * )π q (x) = λ i+1 P i is the spectral resolution of π q (x * )π q (x), and P i lies in the C * -algebra generated by π q (x * )π q (x), therefore also in π q (C(D q )). The matrix units E ij defined by E ij (e k ) = δ jk e i can be written
Since the E ij generate the ideal K of compact operators, it follows that K ⊂ π q (C(D q )). Moreover, S−π q (x) is a weighted shift, (S−π q (x))(e k ) = (1− λ k+1 )e k+1 , where 1− √ λ k −→ 0 for k −→ ∞. From the next lemma it follows that S − π q (x) ∈ K, therefore S ∈ π q (C(D q )). For σ • π q = φ q it is sufficient to show σ(π q (x)) = φ q (x) = a, which follows from formula (18) using
Lemma 4 Let T ∈ B(H) be a weighted shift,
T (e i ) = t i e i+1 ,
Therefore, T * T (e i ) = t 2 i e i , and T * T is a compact operator with spectrum consisting of the isolated eigenvalues t 2 i , t 2 i → 0. Then √ T * T is also a compact operator with eigenvalues |t i |, and T itself is compact, because its polar decomposition is T = U √ T * T , and K is a two-sided ideal. Now, the following proposition is immediate from Proposition 1.2. of [11] .
Proposition 16 For |µ| < 1, c > 0, the C * -algebra C(S 2 µc ) of the Podleś sphere is isomorphic to
The isomorphy holds for any pairs of parameters (µ, c) and (p, q). The images of the generators of C(S 2 µc ) under this isomorphism clearly are also generators of C(D p ) ⊕ φ C(D q ). However, one can also describe C(D p ) ⊕ φ C(D q ) by means of generators arising naturally from the generators of the two quantum discs via the gluing procedure:
where J q,p is the two-sided ideal generated by the relations
With
Remark: We have the conjecture that P (S 2 pqφ ) and P (S 2 µc ) are not isomorphic as *-algebras.
Proof: Relation (19) is invariant under * whereas (20) and (21) 
We denote the generators of P (D p ) by x, x * and those of P (D q ) by y, y * . Consider the elementsf 0 = (xx * , 1),
They fulfill the relations (19) -(22).
Proof of the lemma: Use the basis (xx * ) k x l , (yy * ) k y l , k ≥ 0, l ∈ of Lemma 2. First we notice that (
if and only if
We obtain
where we have setf
1 =f −1 , and (24) has been used in the last equality.
By the lemma there exists a surjective homomorphism F : 
First we describe kerπ 2 . Every element a ∈ P (S 2 pqφ ) can be written in the form a = k∈ ;m,n≥0
where f
Applying π 2 to a ∈ ker π 2 , it follows that k∈ ;m,n≥0
and one obtains the condition n≥0 c mnk = 0, ∀m, k. Thus, we have the identity
In view of f 1 f −1 f 0 = f 0 f 1 f −1 , this means that every element a ∈ kerπ 2 can be written in the form a = (1 − f 0 ) k∈ ;m,n≥0
Assume now a ∈ kerπ 1 kerπ 2 . Applying π 1 to a one obtains
which yields, since 1 − xx * is not a zero divisor, the following condition for the coefficients a mnk :
This leads to
(26) was used in the second equality. Thus ker π 1 ker π 2 = 0, and F is an isomorphism.
Note that the computation leading to (27) can also be used to show that kerπ 1 is generated by f 1 f −1 − f 0 , since the application of π 1 to a general element of kerπ 1 leads to (27) without the factor 1 − f 0 .
Proposition 18 Let ρ be a homomorphism of the *-algebra P (S 2 pqφ ) into the *-algebra B(H) of bounded operators on a Hilbert space H. Then ker (1−ρ(f 0 )) and ker ρ(f 1 f −1 −f 0 ) are closed subspaces invariant under all representation operators. H can be decomposed into the orthogonal direct sum
Proof: The invariance of the kernels is a direct consequence of the relations. The kernels are closed since they belong to bounded operators. Thus, H can be decomposed into the orthogonal direct sum
In the restriction of ρ to ker(1 − ρ(f 0 )) we have ρ(f 0 ) = 1, and the relations reduce to
which are the relations of a quantum disc with parameter q. On the complement ker(ρ(
, and the relation (19) reduces to
i. e. the relations of a quantum disc with parameter p. (20) and (21) follow from these relations, whereas (22) is satisfied trivially. Using the results of [6] for quantum discs, we obtain
Proposition 19
The following is a complete list of bounded irreducible *-representations of P (S 2 pqφ ): 1. A representation in a Hilbert space H with orthonormal basis (e i ) i=0,1,...
with
A one parameter family of one dimensional representations given by
Denoting by Rep b the set of *-representations of P (S 2 pqφ ) in bounded operators, it follows that for each a ∈ P (S 2 pqφ ) exists a := sup ρ∈Rep b ρ(a) < ∞.
Proposition 20 (i)
. is a C*-norm on P (S 2 pqφ ).
. .} is a vector space basis of P (S 2 pqφ ).
Proof: As a first step, one shows that the vectors (iii) form a linear generating system. For this, one first shows inductively that the monomials
. . form a linear generating system. Then one uses (22) to reduce the power of f 0 .
, and assume ρ 1 ⊕ ρ 2 (a) = 0. Then we have
gives a k0 = 0 for all k. Assume now that a kl = b kl = 0, ∀k is shown for l ≤ i. Then
now also follows a k,i+1 = 0, ∀k. This proves the proposition.
Definition 12 C(S 2 pqφ ) is the closure of P (S 2 pqφ ) in the norm . .
Proof: It is sufficient to prove that C(S 2 pqφ ) is isomorphic to C * (S)⊕ σ C * (S). Using that reduced atomic representations are faithful, it is enough to see that one can choose for both algebras one element from every equivalence class of irreducible representations in such a way that there is a bijection between the resulting sets of representations, and that the images of corresponding representations are isomorphic as C*-algebras. It follows again from Proposition 1.2 of [11] that the irreducible representations of C * (S) ⊕ σ C * (S) are up to equivalence p ′ 1 , p ′ 2 and p θ • σ, where p ′ 1 , p ′ 2 are the restrictions of the first and second projections to C * (S) ⊕ σ C * (S), and p θ is the evaluation at e iθ , p θ (f ) = f (e iθ ) for f ∈ C(S 1 ). Indeed,
to the representations π + , π − , π θ of C(S 2 µc ) (see [9] ) respectively. The representations of C(S 2 pqφ ) corresponding to p ′ 1 , p ′ 2 , p θ • σ are now ρ 1 , ρ 2 , ρ θ respectively. The equality of the corresponding images is trivial for the one-dimensional representations and follows for the others with the same arguments as in the proof of Proposition 15.
Note that it would have been sufficient to use only ρ 1 , ρ 2 and p ′ 1 , p ′ 2 in the above proof, because ρ 1 ⊕ ρ 2 and p ′ 1 ⊕ p ′ 2 = id are already faithful representations. For ρ 1 ⊕ ρ 2 this follows from
In order to determine an underlying "space" of C(S 2 pqφ ), we look for the spectra of generators. First we introduce instead of
In terms of f + and f − the relations (19) - (22) are
Putting here p = q = 1, (38) -(40) just mean commutativity of the algebra, whereas the geometric counterpart of (41) is the union of the plane f 0 = 1 and the cone f 2 + + f 2 − = f 0 in f 0 , f + , f − -space. For p, q = 1, f + and f − act in the irreducible representations as follows : (42) and (43) with λ ′ k in place of λ k , and
It follows that
whereas ρ 1,2 (f ± ) are Jacobi "matrices" with continuous spectra. So one may draw the following picture in f 0 , f + , f − -space, assigning to every "eigenstate" e i of ρ 1,2,θ (f 0 ) the possible values of a "measurement" of f 0 , f + , f − : ρ θ , 0 ≤ θ < 2π give rise to the circle f 0 = 1, f 2 + + f 2 − = 1. ρ 2 leads to circles f 0 = 1,
The union of all these circles may be considered as a discretized version of the top of the cone arising in the classical case, i. e. the set {(
As a consequence of the considerations in the proof of Proposition 17 the homomorphisms π 1,2 : P (S 2 pqφ ) −→ P (D p,q ) define a covering (ker π 1 , ker π 2 ), which is just the transport of the covering (ker p 1 , ker p 2 ) of P (D p ) ⊕ φ P (D q ) under the isomorphism F .
Our task is now the construction of a differential calculus over P (S 2 pqφ ) adapted to the covering (ker π 1 , ker π 2 ). According to Proposition 11, such a differential calculus is uniquely determined by differential calculi over P (D p ) ≃ P (S 2 pqφ )/ker π 1 and P (D q ) ≃ P (S 2 pqφ )/ker π 2 . We choose Γ(P (D p )) = Ω(P (D p ))/J(P (D p )), where J(P (D p )) is generated by the elements:
analogously for P (D q ). These differential calculi were considered in [12] . Obviously, they are * -differential calculi.
Lemma 6 (i) dx and dx * form a left and right
(ii) dxdx * is a left and right
and
Then the homomorphisms π 1 and π 2 are differentiable and
i.e. Γ(P (S 2 qqφ )) is the unique differential calculus such that (Γ(P (S 2 qqφ )), (Γ(P (D q )), Γ(P (D q )))) is adapted to (P (S 2 qqφ ), (ker π 1 , ker π 2 )) according to Proposition 11.
Proof: One shows easily that π 1 Ω (J(P (S 2 qqφ ))) ⊂ J(P (D q )) and π 2 Ω (J(P (S 2 qqφ ))) ⊂ J(P (D q )), i.e. π 1 and π 2 are differentiable.
First let us prove the assertion (53) for the first degree Γ 1 (P (S 2 qqφ )), i. e. (kerπ 1 Γ ) 1 (kerπ 2 Γ ) 1 = {0}. Using Proposition 20, (iii), and (45), (46) and (47) one finds that every element γ ∈ Γ(P (S 2 qqφ )) can be written in the form
Assuming γ ∈ kerπ 2 Γ one obtains
Using the bimodule basis {dy, dy * } of Γ(P (D q )) and the vector space basis {y k y * l |k, l = 0, 1, . . .} of P (D q ) one obtains a k,l = −b k,l and c k,l = −d k,l . It follows that an element γ ∈ kerπ 2 Γ can be written in the form
The relations in the algebra give the identities
From (48) follows
The last four equations, together with (21), (22) and (46) now give the following two identities:
It follows that γ ∈ kerπ 2 Γ can be written in the form
Assuming γ ∈ kerπ 1 Γ kerπ 2 Γ one obtains
which givesã k = 0, ∀k andg k,l = 0, ∀k, l. This leads to
Since xx * − 1 is not a zero divisor, it follows thatc k,l = 0 ∀k, l, i.e. γ = 0. Now, let us prove the assertion for Γ 2 (P (S 2 qqφ )). Applying d to (45)-(48) one obtains in Γ(P (S 2 qqφ )), besides (49)-(52), the following relations
and one can see that Γ 2 (P (S 2 qqφ )) is generated by the elements df 1 df −1 and df 0 df 0 as a P (S 2 qqφ )-bimodule. Let us consider a general element γ ∈ Γ 2 (P (S 2 qqφ )),
and it follows a ∈ kerπ 2 (Lemma 6, (ii)). kerπ 2 is generated by the element 1 − f 0 (see (25)), and because of relation (51) kerπ 2 Γ is generated by df 0 df 0 . Now assume
and this leads tob ∈ kerπ 1 . As noted above kerπ 1 is generated by the element
Finally, Γ n (P (S 2 qqφ )) = 0, ∀n > 2, i.e. J n (P (S 2 qqφ )) = Ω n (P (S 2 qqφ )), ∀n > 2, since Γ n (P (D q )) = 0, ∀n > 2. This can also be obtained directly from the generators of J(P (S 2 qqφ )) ( (45)- (48) and (49)- (52)), and we need no additional relations for higher degrees.
Γ(P (S 2
qqφ )) is a * -differential calculus: Obviously, the homomorphisms π 1 and π 2 are * -homomorphisms. We know that the universal differential calculus Ω(P (S 2 qqφ )) is a * -differential calculus, and one easily verifies that the homomorphisms π 1 Ω→Γ and π 2 Ω→Γ are * -homomorphisms. It follows that the kernels of these homomorphisms are * -ideals and also the intersection of these kernels is a * -ideal. This ideal is just the differential ideal defining the differential calculus Γ(P (S 2 qqφ )), i.e. there exists a * -structure on Γ(P (S 2 qqφ )), such that the quotient map π Ω,Γ :
Finally, the differential calculus Γ(P (S 2 qqφ )) is also U q 1/2 (sl 2 )-covariant: First we recall the meaning of the covariance of the differential calculus over the quantum disc with respect to the action of U q 1/2 (sl 2 ) and refer for more details to [12] .
The Hopf algebra U q 1/2 (sl 2 ) is the algebra generated by K ±1 , E, F with the relations
The comultiplication ∆, the counit ε and the antipode S are defined as follows
There exists an action · :
It was shown in [12] that this action can be extended to the differential algebra Γ(P (D q )), which means that there exists · :
and h · γσ = (h 1 · γ)(h 2 · σ), h ∈ U q 1/2 (sl 2 ), γ, σ ∈ Γ(P (D q )).
It turns out that this action is compatible with the gluing procedure, i.e. there is an action · : U q 1/2 (sl 2 ) × P (S 2 qqφ ) −→ P (S 2 qqφ ) given by h · (a, b) := (h · a, h · b), h ∈ U q 1/2 (sl 2 ), (a, b) ∈ P (S 2 qqφ ). On the generators f 1 , f −1 and f 0 we have
The extension to Γ(P (S 2 qqφ )) is obvious. The projections π 1 and π 2 intertwine the actions of U q 1/2 (sl 2 ) on P (S 2 qqφ ) and on the two copies of P (D q ). This property extends to the universal differential calculus Ω(P (S 2 qqφ )), and we even have
which means that the kernels of the homomorphisms π i Ω→Γ are invariant under the action ·. Thus, also ker π 1 Ω→Γ ker π 2 Ω→Γ is invariant under the action ·. This intersection is just our differential ideal J(P (S 2 qqφ )), and it follows that one can extend the action · on P (S 2 qqφ ) to the differential calculus Γ(P (S 2 qqφ )), i.e. Γ(P (S 2 qqφ )) is covariant. It is also easy to show that P (S 2 qqφ ) and Γ(P (S 2 qqφ )) are covariant with respect to U q 1/2 (su(1, 1)) as * -algebras. (cf. [12] )
Appendix
The purpose of this appendix is to prove Lemma 6. (i) We have to show that from adx + bdx * = 0, a, b ∈ P (D q ) follows a = 0 and b = 0. Recall that
(da = 1 ⊗ a − a ⊗ 1). By Lemma 2 we have a left P (D q )-module basis in P (D q ) ⊗ P (D q ) formed by the elements 1 ⊗ x k x * l , therefore the elements {d(x k x * l ), k, l > 0} form a left P (D q )-module basis in Ω 1 (P (D q )): From kl a kl d(x k x * l ) = kl a kl ⊗ x k x * l − a kl x k x * l ⊗ 1 = 0, a kl ∈ P (D q ), follows a kl = 0, ∀k, l. Now we define the following left module projection P 1 : Ω 1 (P (D q )) −→ {adx + bdx * |a, b ∈ P (D q )} ⊂ Ω 1 (P (D q )): P 1 (dx) := dx, P 1 (dx * ) := dx * All generators of J(D q ) lie in the kernel of P 1 (for example: P 1 (xdx−q −1 (dx)x = P 1 (q −1 ((1+ q)xdx − dx 2 ) = 0), thus the left module generated by these elements lies in the kernel of P 1 . If we can show that also the right module generated by these elements lies in the kernel of P 1 , the whole first degree of J(P (D q )) lies in kerP 1 . We show this for the generator xdx − q −1 (dx)x = (1 + q −1 )xdx − q −1 dx 2 and leave the remaining cases to the reader.
The Leibniz rule gives
Applying P 1 to this formula one gets
The calculation for the remaining generators of J(P (D q )) is analogous, thus
Let π Ω,Γ : Ω(P (D q )) −→ Γ(P (D q )) be the quotient map. Because of formula (54) there exists a left P (D q )-module homomorphism Λ 1 : Γ 1 (P (D q )) −→ Ω 1 (P (D q )) defined by Λ 1 • π Ω,Γ := P 1 .
Applying Λ 1 to adx + bdx * = 0 it follows that adx + bdx * = 0 in Ω 1 (P (D q )), which gives a = 0 and b = 0. The right basis property follows now easily from the left one and the relations defining Γ(P (D q )).
(ii) Applying the differential d to the generators of J(P (D q )) one obtains the following relations in Γ 2 (P (D q )): dxdx = 0; dx * dx * = 0; dx * dx = −qdxdx * .
The procedure of the proof of (i) carries over to the degree two case: First one proves that the elements d(x m x * n )d(x k x * l ) form a left P (D q )-module basis of Ω 2 (P (D q )). Then one defines a left P (D q )-module projection P 2 : Ω 2 (P (D q )) −→ {adxdx * , a ∈ P (D q )} ⊂ Ω 2 (P (D q )): With these definitions one proves that J 2 (P (D q )) ⊆ kerP 2 . Thus, there exists a left P (D q )-module homomorphism Λ 2 : Γ 2 (P (D q )) −→ Ω 2 (P (D q )) defined by Λ 2 • π Ω,Γ := P 2 ; (Λ 2 (adxdx * ) = adxdx * )
Applying Λ 2 to adxdx * = 0, a ∈ P (D q ) in Γ(P (D q )) it follows that adxdx * = 0 in Ω 2 (P (D q )), which gives a = 0. Again, the right basis property is now easily derived.
(iii) Immediate.
