This paper addresses the impact of vertical elasticity for applications with dynamic memory requirements when running on a virtualized environment. Vertical elasticity is the ability to scale up and scale down the capabilities of a Virtual Machine (VM). In particular, we focus on dynamic memory management to automatically fit at runtime the underlying computing infrastructure to the application, thus adapting the memory size of the VM to the memory consumption pattern of the application. It is described an architecture, together with a proof-of-concept implementation, that dynamically adapts the memory size of the VM to prevent thrashing while reducing the excess of unused VM memory. For the test case, a synthetic benchmark is employed that reproduces different patterns that arise on real scientific applications. The results show that vertical elasticity, in the shape of dynamic memory management, enables to mitigate memory overprovisioning at controlled application performance penalty.
Introduction
With the advent of virtualization, the wide use of commodity hardware and the ever increasing developments of networks, the idea of utility computing, concerning the access to computing (and storage) resources on a payper-use basis, is taking shape. Cloud computing provides, at the moment, the closest implementation of utility computing, by providing a model for enabling ubiquitous, on-demand network access to a pool of configurable computing resources that can be rapidly provisioned and released with minimal provider interaction, according the NIST definition [1] .
Elasticity, i.e., the ability to rapidly provision and release resources, is often highlighted as one of the key features of Cloud computing [2] , for it allows to dynamically adapt the underlying virtual computing infrastructure to the dynamic execution requirements of applications. This is specially true in the case of Infrastructure as a Service (IaaS) Cloud providers, where users request and release specific resources (mainly computational and storage capabilities) and pay for its usage.
On the one hand, horizontal elasticity includes the ability of rapidly provisioning and releasing nodes in order to deal with an important change in the workload and to avoid incurring in additional costs (for example, from paying for unused resources). A typical example that uses horizontal elasticity is a web-based application with a fleet of n Virtual Machines (VMs) where incoming requests are handled by a load balancer that distributes them to those n VMs. Whenever the (CPU) load of VMs exceeds a certain threshold, the fleet is increased to m VMs (where m > n). If the load decreases, some VMs are shut down in order to reduce costs. On the other hand, vertical elasticity includes the ability to rapidly modify the capabilities of single VMs, typically in terms of CPU and RAM [? ] .
In the last years, many research efforts in the area of elasticity in the Cloud have focused on horizontal elasticity, while few works currently address vertical elasticity. In fact a report from the European Commission on the Future of Cloud Computing states that vertical elasticity is one of the areas not fully addressed by current commercial efforts, although it is acknowledged its importance for the efficient adaptation of infrastructures to applications [3] .
As an example, the ability to dynamically modify the memory of a VM at runtime without any service disruption represents an important capability for applications with dynamic memory requirements [? ] . This means to automatically adapt the underlying virtual computing platform (i.e., the VM or the set of VMs) to the runtime profile of memory consumption of the application. This introduces a benefit for resource providers, because a reduction of the memory size of the VM increases the available memory at the host on which the VM is running. This free memory could be dedicated to other concurrent VMs being run on the same physical machine. This could also lead to reduced costs for the user if public Cloud providers offered support to these techniques (which is not the case as of 2012, considering the main providers, such as Amazon EC2 or Windows Azure). Major public Cloud providers currently charge on a per-hour basis for a given computing capacity, regardless of their actual usage. If lower average memory consumption resulted in a lower cost, users could integrate these techniques in order to cut down costs, which would result in a win-win situation for both users and resource providers.
Concerning vertical elasticity, while open-source hypervisors such as KVM and Xen include support for techniques like memory ballooning, open source Virtual Infrastructure Managers (VIMs) such as OpenNebula and OpenStack do not currently include such support out of the box. In particular, this paper introduces support to vertical elasticity, through dynamic memory management, with a proof-of-concept implementation using an ad hoc modified version of OpenNebula [? ] and the KVM hypervisor in order to dynamically shrink and grow the VMs' memory.
There are previous works in the area of elasticity on Cloud infrastructures. For example, the work by Ali-Eldin et al. [9] includes an adaptive horizontal elasticity controller for Cloud infrastructures, where a Cloud service is modelled by queue theory and service load is estimated to build proactive controllers. There are also works related to augmenting the computing capacities of mobile devices with the elastic capabilities of Cloud computing [10] . The aforementioned works focus on horizontal elasticity and do not address the topic of vertical elasticity, which is the main focus of this paper. Concerning vertical elasticity, the work by Kalyvianaki et al. [12] , focuses integrates the Kalman filter into feedback controllers to dynamically allocate CPU resources to VMs. The CPU utilization is tracked and the allocations are updated accordingly. The work by Zhao et al.
[? ] describes a system that monitors the memory usage of each VM to predict its memory needs and reallocate the host memory, implemented in the Xen hypervisor. In [13] , Dawoud et al. focus on vertical elasticity and compare its benefits and drawbacks with respect to horizontal elasticity. They propose an Elastic VM architecture which scales number of cores, CPU capacity and memory, by using the Xen hypervisor. They show that by adapting the VM capacities to the requirements of the application (web-tier based), fine-grained resource provisioning is possible. Their case study exclusively focuses on dynamically altering the virtual CPUs, not addressing memory scaling.
As opposed to previous works, this paper contributes a study of dynamic memory management on virtualized infrastructures for the execution of (scientific) applications with dynamic memory requirements. Techniques for vertical elasticity management are addressed and issues concerning the elasticity rules are covered, pointing out the main implications to be considered when deploying these techniques. A system has been implemented to support these techniques on our private Cloud infrastructure and a case study with different memory consumption patterns is executed in order to assess the effectiveness of these techniques.
After the introduction, the remainder of the paper is structured as follows. First of all, section 2 describes the methods employed to manage the vertical elasticity in terms of dynamic memory management. Then, section 3 describes the architecture employed to dynamically modify the memory size of the VMs, describing the proposed implementation. Next, section 4 describes a case study that executes a synthetic application that reproduces dynamic memory consumption patterns on a virtual infrastructure. Later, section 5 discusses the main implications of the results both from the point of view of the user and the resource provider. Finally, section 6 summarises the paper and points to future work.
Vertical Elasticity Management on Virtualized Environment
Virtualization provides the ability to simultaneously run multiple VMs on top of the same physical machine with the help of a hypervisor, which mediates access to physical hardware for the different VMs. The Operating Systems (OSs) running on the VMs are the so-called guest OS, and can be different (and usually are) from the host OS, the OS running on the host. In this paper we focus exclusively on GNU/Linux for both the host and guest OS, and the KVM hypervisor, that allows to change the capacities of a VM at runtime without service disruption. Figure 1 (a) summarises the main memory provisioning approaches employed when executing an application with dynamic memory requirements on a VM. As an example, it depicts an oscillatory memory pattern which resembles the one shown in the work by Pavlovic et al. [? ] concerning the scientific application GADGET (GAlaxies with Dark matter and Gas intEracT). Since the user knows the memory requirements of the application, the most common approach is to overprovision the memory size of the VM on which to run the application. It is well known that an application that requests an amount of memory that cannot be kept as resident memory, then swap space needs to be employed in order to supply the application with that amount of virtual memory. This can result in a phenomenon called thrashing, where the virtual memory subsystem is constantly paging, swapping pages from memory to disk and vice versa, thus causing the performance of the application to plummet. Therefore, overprovisioning memory aims at avoiding thrashing. However, in applications with dynamic memory requirements this results in a significant memory waste, since allocated memory to the VM is not always being used by the application. Consider the case of allocating resources from a pay-per-use Cloud provider that considered billing for memory usage. Overprovisioning would cause increased costs for a memory that is not always in use. On the other side of the coin, it is clear that underprovisioning would cut down the costs at the expense of incurring in thrashing, which would seriously affect the level of performance of the application, something really undesired in the case of computationally intensive scientific applications.
Instead, elastic memory provisioning dynamically shrinks and grows the VM size in order to fit the memory consumption of the application. It is clear from Figure 1 (a) that elastic provisioning includes several advantages with respect to the previous aforementioned approaches. On the one hand, the VM dynamically requests an amount of memory large enough to consistently keep the application data in resident memory and consequently to preserve the performance level of the application. On the other hand, the unused memory is released by shrinking the VM memory size when the application no longer requires that amount of memory. This enables the host OS to take advantage of that spare memory.
Notice that Figure 1 (a) represents ideal conditions, since resizing the VM before the application actually starts consuming more memory would require an a priori memory profile of the application in order to precisely adapt to its memory changes before they actually occur. Instead, Figure 1 (b) resumes the main problems one expects to find when trying to adapt the memory size of the VM to the application's memory consumption. The figure assumes the following scenario: VMs include an agent that periodically reports to an external monitor, every few seconds, the free memory in the VM. The monitor decides to increase/decrease the memory size of the VM whenever a certain elasticity rule is triggered, which mainly detects the surpassing of a given threshold.
Notice that in A, after the application has requested more memory than available (which typically succeeds if the VM has enough swap space), it is possible to increase the memory size of the VM up to a certain level (scale up). Depending on the rapid increment of memory of the application and the elasticity rule, the new memory size of the VM might not be enough to satisfy the requirements of the application (B). This would require another increment in the memory size of the VM. After the application starts releasing memory and the monitor detects that free memory is available, it decides to scale down to a certain amount of memory (C), which might require some adjustments (D) until the VM memory size can completely host the application in resident memory.
Therefore, adapting to the dynamic memory pattern of the application requires an accurate and frequent monitoring of the free memory, besides of proper elasticity rules to shrink and grow the VM's memory size without incurring neither in excessive memory overprovisioning nor in thrashing.
Main Architecture and Implementation Details
This section describes the proposed architecture and implementation details of the solution developed to enable elastic memory management of VMs in order to automatically satisfy the dynamic memory requirements of applications.
It is responsibility of the hypervisor to support the techniques to enable vertical elasticity. In this work, we have focused on the open-source KVM hypervisor, which has achieved wide use during the last years and is broadly accepted in the virtualization community. As of late 2012, CPU Hotplug, i.e. the ability to increase the number of CPUs of a running VM is unsupported in KVM [? ] . Fortunately, Memory Ballooning, i.e. the ability to increase/decrease the memory size of a running VM is fully supported in recent versions of the hypervisor. In addition, any recent Linux kernel supports this feature. This means that no kernel modification is required to take advantage of memory ballooning if using GNU/Linux as a guest OS. This technique is supported by the KVM virtio balloon driver, which is basically a kernel driver inside the guest OS that behaves as a not-swappable process that can expand or shrink its memory usage, controlled by the hypervisor on the host OS. If the balloon expands, the physical memory available in the VM is reduced, that compels the guest OS to reduce the memory footprint of other processes when insufficient free memory is detected (for instance, by passing some of their memory pages to the swap space, or killing some of them in extreme situations). Then, the memory allocated by the balloon process in the guest OS can be reclaimed by the host OS, which can be possibly used by other VMs. Despite its complexity, this mechanism reacts almost instantaneously, that is, the guest OS reflects the memory change a few moments after the libVirt setmem operation is executed through virsh.
Currently, the main open-source Virtual Infrastructure Managers (VIM) such as OpenNebula and OpenStack do not support vertical elasticity out of the box. For this proof-of-concept implementation we have modified OpenNebula 3.8 in order to include an additional operation to access the functionality of the KVM hypervisor for memory ballooning, through the libVirt API. Therefore the new operation allows to increase and decrease the memory allocated to a given VM, from OpenNebula. Figure 2 summarises the main components involved. First of all, the VMs are deployed via OpenNebula on a private Cloud infrastructure. They are based on a Virtual Machine Image (VMI) with Ubuntu 12.04 LTS, which includes a kernel recent enough (3.2.X) to support memory ballooning techniques when running as a guest OS. The Ganglia Monitoring System is employed to periodically monitor the memory usage in each VM. The Ganglia monitoring daemon (GMond) is pre-installed in the VMI in order to report back to the Ganglia server the periodic state of the memory used of the VM (used memory, free memory and swap usage). The Vertical Elasticity Manager (VEM) includes a monitoring component based on the Ganglia Meta Daemon (gmetad), which aggregates the metrics obtained from the Ganglia agent running on the VM. The VEM also includes the implementation of the elasticity rules, which in our case aim at maintaining an user-defined percentage of free memory on the VM, called the Memory Overprovisioning Ratio (MOR). The idea is to avoid thrashing and, therefore, to keep the VM 
Case Study
In order to assess the effectiveness of these techniques, we have executed a case study on a private Cloud infrastructure composed by four Blade servers (M600 and M610 models). Each server has eight cores and 16 GB of RAM. VMs are deployed by OpenNebula and libVirt is employed to manage the memory ballooning techniques supported by the KVM hypervisor. VMs are based on Ubuntu 12.04 LTS with 1 GB of (initial) memory size and 1 GB of swap space. VMs run on top of KVM which in turn runs on top of a host OS (which again is Ubuntu 12.04). From the point of view of the host OS, separate VMs run as separate processes. Our hypothesis is that dynamically adjusting the memory size of a VM can be beneficial to the host OS, specially by rearranging the freed memory among other demanding tasks (or VMs running alongside). Therefore, it is important to estimate the reduction in the resident memory of the corresponding KVM process running on the host OS that the reduction in the VM memory size causes. The initial VM memory size is an upper bound that cannot be exceeded.
We have created a synthetic benchmark in order to reproduce dynamic memory consumption patterns of applications, such as those described in [? ] . The program has an array allocated whose size is periodically adjusted (by the POSIX function realloc) in order to mimic a determinate memory pattern. But memory allocations only modify the virtual memory requirements associated to the process and has no effect on its memory footprint on the physical memory. This is because modern operating systems actually allocate memory pages when they are accessed (by readings or writings), and use heuristics based on this utilization to assign the maximum resident memory of a process and to select which pages to move to the swap space when necessary. Therefore, the program tries to maintain the largest possible portion of the array in the physical memory by continuously performing a simple calculation that involves the whole array, n/2 i=0 a 2i a 2i+1 . We deliberately selected a calculation whose performance is limited by memory bandwidth (considering the current processors features), that requires two floating point operations (a multiplication and an addition, in single precision) per two number reads from the memory. This pattern frequently appears in real applications like, for instance, scientific applications that perform operations with large arrays.
The Vertical Elasticity Manager (VEM) gathers the monitoring information every 5 seconds, supplied by the Ganglia monitoring daemon, in order to have an updated detail of the VM (or VMs) memory. Specifically, the used memory of a VM is estimated by subtracting the free, cached and buffers memory from the total memory, whose values are reported on /proc/meminfo (these estimations also correspond to the used memory reported by the free command). We also prevent the VM from being shrank beyond 256 MB in order to leave room enough for the guest OS to properly operate. Even though the recommended minimum system requirements for Ubuntu 12.04 is 128 MB of RAM 1 , we chose this limit after experiencing unexpected freezes in the VMs running below this memory limit. Then, VEM dynamically adapts the VM memory size following the expression: VM memory size = used memory × (1 + MOR) This rule implies shrinking and growing the VM memory size depending on the behaviour of the application, and the magnitude of the memory variations depends on how fast or slow the application requests or releases memory. In any case, the VM memory size is only updated if percentage of the VM free memory is smaller than 80% or bigger than 120% of MOR.
We considered two different values of MOR for the tests, 10% and 30%, responding to different approaches. A 10% value of MOR aims at reducing the unused memory of the VM, but has a higher chance to incur in thrashing if the application memory consumption grows faster than the rate at which the VEM increases the memory size. In contrast, a MOR of 30% aims at reducing the chance of thrashing if the memory consumption grows rapidly, but surely at the price of wasting more memory.
Two different patterns of application memory usage have been included. The first one describes an application which starts with an initial memory consumption and rapidly reaches a memory consumption plateau followed by a slower decline in memory requirements down to the initial level (Grow-Fast-Shrink-Slow, GFSL). The other pattern shows a slow increase in memory usage that is followed by a memory consumption plateau, before rapidly declining into the initial memory consumption (Grow-Slow-Shrink-Fast, GSSF). Having two different slopes in memory patterns enable to test different scenarios and cover a wider range of applications. Figure 3 summarises the results obtained. Notice that four figures are shown, corresponding to testing two levels of MOR (10% and 30%) with two different memory consumption patterns (GFSL and GSSF). Figure 3(a) shows that when using a 10% MOR and an application that steeply grows in memory usage, the memory consumption grows faster enough for the VEM to be unable to properly adjust to the sudden and incremental memory usage. This means that the application is requiring more memory than it is available in the VM, what causes the application to start thrashing (to a virtual disk indeed) and performance to dramatically plummet. Notice that eventually the VEM achieves to increase the VM memory size up to the application requirements. At this point, the application performance is restored, because it stops thrashing. As soon as the application starts releasing memory, the adaptive controller accordingly reduces the memory of the VM, which in turn enables reducing the resident memory employed by the KVM process in the host OS. In fact, the resident memory of the KVM process is managed by the host OS just like any other process on the system. The average memory size of the VM was 495 MB and the average performance of the application was 490 MFLOPs.
In Figure 3(b) , an extreme case occurs which is relevant for the discussion. The MOR is still 10% but now the application memory consumption grows at a slower pace than before. This means that the VEM is partially able to adjust to the sudden change of memory requirements, so the application oscillates between thrashing and not, thus causing performance to drop at some points of the execution. Whenever the application stops thrashing to disk, performance is restored. For this case, the average memory size of the VM was 512 MB and the average performance was 767 MFLOPs. Figures 3(c) and 3(d) show that increasing the MOR up to 30% facilitates the fulfillment of the dynamic memory requirements, under both memory consumption patterns. No performance loss is observed, and the ratio at which VEM increments the VM memory size allows the application to be fully held in resident memory uninterruptedly. Notice that the drawback of a higher MOR is that more provisioned memory is wasted. For the case in Figure 3(c) , the average memory size was 623 MB and the average performance was 807 MFLOPs, while in Figure 3(d) , they were 627 MB and 802 MFLOPs respectively. In order to perform proper comparisons, the application was also executed on a similar VM with memory enough for the application to not incur in thrashing. We used a VM with 755 MB of memory size, since that was the maximum resident memory size of the corresponding KVM process when executing the application. This provides the perfect fit to cope with the maximum memory consumption of the application. In this VM, the synthetic benchmark delivered an average performance of 805 MFLOPs. Therefore, it can be pointed out that thrashing caused a dramatic reduction on the performance of the application, as it is expected. Perhaps the most interesting situation is obtained with MOR 30%, regardless of the memory consumption pattern, where no performance loss is noticeable but a 17% reduction in memory size is achieved. In the case of using a MOR 15%, when the memory grows slowly (Figure 3(b) ), a reduction of a 32% in memory size introduces a performance penalty of only a 4.65%. Notice that these memory reductions will be even larger in scenarios in which the VM memory size is clearly overdimensioned, since we used the minimum VM memory size that enables to fully host the application in memory without thrashing. Therefore, by adjusting the elasticity rules it is possible to alter the tradeoff between overprovisioning memory and reducing the chance to performance loss (due to thrashing).
Discussions
The results obtained by the previous case study pave the way for a thorough discussion. First of all, reducing the VM memory size causes a reduction on the corresponding KVM process running on the host OS. This is of paramount importance since, otherwise, the usage of these vertical elasticity techniques would pay no benefit from the perspective of the physical host. According to our tests, if the VM memory size remains constant and there is free available memory on the host OS, a reduction of the memory consumption of the application (running on the guest OS) does not reduce the memory used by the corresponding KVM process. However, since VMs run as additional processes in the host OS, increasing the memory pressure (by exceeding the available RAM) on the host OS also reduces the resident memory used by each of the KVM processes.
Concerning the elasticity rules, it is important to properly adjust the Memory Overprovisioning Ratio (MOR) in order to cope with sudden increases in the memory requested by the application. Abrupt changes are more difficult to deal with than smoother slopes, since once the application starts swapping excessively to disk, the main indicator on which our elasticity rules rely (free memory of the VM) is no longer valid. In that case, it is crucial to rapidly increase the memory size of the VM in order to stop the application from thrashing and restore its level of performance. This means that elasticity rules should be accompanied by fail-safe mechanisms that are triggered when the application is detected to be thrashing and which rapidly increase the VM memory size. For that, an agent could be deployed in the VM to monitor not only the memory usage of the VM (in our current approach), but also the application memory usage. This way, by having more accurate information it is possible to better cope with the sudden memory changes. In addition, notice that there can be other approaches when defining the elasticity rules. For example, it is possible to define up-scale and down-scale thresholds as a percentage of used memory that, whenever they are exceeded, trigger the corresponding action to alter the memory size. The monitoring information could be averaged among several time periods in order to better cope with abrupt oscillations in the memory consumption. These changes might provide a better adaptation, and we plan to integrate them in future works.
Public Cloud providers such as Amazon EC2 currently offer a pay-per-usage on which, for example, an m1.small instance (VM) deployed in the US East region costs 0.065$ per hour, and features 1.7 GB of memory. If an application has an average memory demanding of 1 GB but with short peak memory demanding instants of 5 GB, an m1.large instance which offers 7.5 GB is required instead, at 0.260$ per hour. That price is regardless the actual usage in terms of CPU and memory by the instance. As technology progresses, users expect more competitive prices, and that could come from the public Cloud providers introducing these vertical elasticity techniques for dynamic memory management. This would also facilitate the users to choose an instance type, due to the reduction in the penalty cost of overestimating the requirements of an application. Moreover, apart from users' and providers' economic benefits, these techniques can effectively reduce thrashing, which not only drops dramatically the performance of applications but also wastes CPU time and disk transference and finally, energy.
Notice that these techniques could also be employed directly by the Cloud provider without even involving the user. By proper monitoring and dynamic memory management, the provider could dynamically change the VM memory size at runtime, without affecting the performance of the application. As a result, more VMs could be run per physical host, thus enhancing server utilization and achieving oversubscription, where the provider expects that aggregate VM resource demands at any point do not exceed the resources of the physical machine. Under this scenario, coping with sudden overloads might require techniques such as VM migration or network memory, as described in the work by Williams et al. [? ] .
As an additional comment, the dynamic memory management of VMs is also of interest to VIMs, such as OpenNebula or OpenStack, in order to enhance resource utilization. The ability to dynamically change the VM memory size, either specified by the user, or by the VIM itself by proper monitoring of resource consumption, enables to better decide a proper allocation of VMs to physical hosts. Many VIMs provide static allocations of resources to VMs, regardless of the actual usage of those resources. For example, only four VMs of 1 GB size would be allocated to a physical host with 4 GBs of memory, independently of the actual memory consumption of those VMs. By leveraging dynamic size scaling, the VIM would be able to oversubscribe physical resources and rely on the aforementioned techniques should the memory requirements of the VM exceed the physical resources available. In scenarios in which users typically overprovision their memory requirements, these techniques could certainly pay off for a better resource utilization.
Conclusions and Future Work
This paper has described the main implications of integrating vertical elasticity techniques on the execution of applications with dynamic memory requirements in a virtualized environment. In particular, dynamic memory management has enabled to fit the Virtual Machine size to the changing memory consumption of the application at runtime. A system has been developed to monitor the VM memory and apply vertical elasticity rules in order to dynamically change its memory size by using the memory ballooning technique provided the KVM hypervisor.
The results have shown that it is possible to adapt the VM memory size in order to reduce the memory consumption of the VM while maintaining the level of performance of the running application. This adjustment is beneficial for the resource provider, since the host can take advantage of that memory reduction in order to dedicate it for other processes (possibly other concurrent VMs). In a future scenario, the progress of technology might enable public Cloud providers to charge for memory consumption on a per-minute level. This way, these techniques would enable a significant gain for both the user, whose application might still run at peak performance, and the provider, who can better benefit from oversubscribing the physical resources.
Notice that an alternative and more efficient approach for deterministic applications could be to generate a runtime memory consumption profile of the application by executing it at the target destination. This profile would be used as input to the Vertical Elasticity Manager in order to precisely increase the VM memory size right before the actual memory increase of the application takes place. This would disable the elasticity rules and, instead of a reactive behaviour, where actions are taken when triggers are reached, a proactive behaviour would be exposed, thus obtaining better fit of the VM memory size to the application's memory consumption.
Finally, if thrashing wants to be avoided at all, it could be of interest to explore techniques available in current debuggers in order to attach to a process and detect when a memory increase operation is performed. This could temporarily hold the application while the Vertical Elasticity Manager is notified of the sudden memory requirements and proceeds with the VM memory adjustment. The application would resume execution when the underlying VM has the appropriate memory size. Although this could be done in the order of a second, it would be important to quantify the performance penalties of this approach, which will be explored in future works.
