Introduction
The deleterious effects of structural defects (e.g., grain boundaries and dislocations) on solar cell performance are well known [1, 2] . Models exist that describe the electrical and recombination activity of these defects [3, 4] and show that extended defects have impacts beyond reducing minority carrier lifetime, including locally lowering the junction barrier height, which can reduce the open-circuit voltage (V OC ) [5] . However, models describing the electrical activity of structural defects typical of commercial mc-Si have not, to our knowledge, been implemented in TCAD device models. Evaluating the potential and materials requirements for highly defective Si (e.g., mc-Si) to achieve very high (>20%) module efficiencies is valuable for planning research and investment to meet PV cost targets [6] . Here, we validate a simple, yet effective, model for structural defects based on material properties, rather than the local recombination rate. We incorporate this model into device simulations using Sentaurus Device to assess performance degradation in different device architectures for varying concentrations of impurities decorating these defects.
Structural defect model
Kveder et al. [3] presented and validated a model for the electrical activity of dislocations based on first principles analysis of carrier capture and recombination statistics for both clean dislocations and those decorated with metal impurities. Stokkan et al. [4] have shown that, from an electrical perspective, grain boundaries can be treated as arrays of dislocations. Kveder's model involves transitions between many different energy levels. It was shown previously [7, 8] that a simplification to one single energy level near midgap can be done effectively if the grain size is not too small (smaller than usual mc-Si material) and if the doping concentration is not too low (about 5×10 15 cm -3 at the usual grain size of mc-Si material). This simplification may also have the advantage that it removes a degree of freedom of the input parameters (the energy distribution of defects) and therefore captures the dynamics of phenomena in a more straightforward way [8] . We find that at 300 K, we can match the enhanced recombination and band bending associated with metals decorating dislocations using a single-energy-level SRH model by transforming the capture cross-sections as follows:
where N decoration is the line density of metallic impurities, while a and b are fitting parameters. Like Kveder et al., we validate our model by simulating EBIC experiments. We simulate with the TCAD software Sentaurus Device [9] and choose a 2-D domain to match Kveder's simulations and the experiments to which those simulations were fit [10, 11] . This domain includes a 10 μm-thick Si wafer with a Schottky contact covering the whole of the top surface. A Schottky barrier height of 0.7 eV is used to match that of aluminium on Si. Our simulated domain is 100 μm wide, although varying the width from 10 μm to 1000 μm does not affect the results. Doping densities of 5×10 14 cm -3 and 1×10 15 cm -3 are used to match the relevant experiments and Kveder's simulations. The background lifetime of the Si wafer is set to 1 μs based on the reported concentrations of copper and nickel in the wafers used in the experiments and these impurities' known effects on Si lifetime [12] . However, varying the background lifetime from 100 ns to 10 ms does not affect the results. Following the method of Schroder [13] , We simulate the excitation due to the 30 keV electron beam used in the experiments as a circular area of diameter 6 μm with a constant generation rate depending on the beam current:
We include a dislocation as a 12.25 nm 2 region (the area of the strain field around the dislocation core) inside the electron-beam excitation volume. Defects are placed at the interface between this region and the surrounding silicon wafer. As inputs to our recombination model, we use the same set of defect parameters extracted by Kveder et al. including the line density of the defects as an areal density at the interface by dividing by the perimeter of the interface. We use a 2-D model, since it is significantly faster and fitting our free parameters requires many iterations. However, using a 3-D model with a spherical excitation volume and a rectangular prism rather than a square defining the dislocation changes the current by less than 5% relative. EBIC contrast is calculated using the current from a simulation that includes a dislocation and the current from an identical simulation in which the dislocation/bulk interface contains no defects.
We simultaneously fit EBIC contrast as a function of beam current and N decoration as well as band bending around the dislocation. We find a = 1.4 (dimensionless) and b = 5.5×10 6 cm 1 . As shown in Fig. 1a , we closely match the experimental EBIC contrast as a function of electron beam current (generation rate). In Table I , we compare our simulated band bending around the dislocation to values simulated by Kveder et al. Kveder assumed a constant minority carrier density at the edge of the depletion region around the charged dislocation. In Sentaurus Device, carrier concentrations are solved self-consistently at every point in the finite element mesh, and there is significant spatial variation within our simulated domain because minority carriers are extracted through the Schottky contact, creating a depletion region near the top surface and a steady-state gradient in minority carrier density through the device thickness. We adjust the generation rate so the peak hole density outside the dislocation space-charge region in our simulations matches Kveder's values. Because Kveder et al. calculated EBIC contrast from the recombination rate at the dislocation, and we simulate an EBIC experiment, we cannot match their results for EBIC contrast vs. impurity concentration. However, we obtain similar results by taking the band bending from our TCAD simulations, using Kveder's expression for the minority hole density around the dislocation core as a function of band bending, calculating the recombination rate using SRH statistics with our modified capture cross-sections, and converting to EBIC contrast using Kveder's method. These results are presented in Fig. 1b and show good agreement between Kveder's simulations and our own, using Eqs. (1) and (2).
Device simulation results and discussion
For solar cell simulations, we choose a 3-D domain, which includes a small portion of a solar cell. 3-D simulations have been shown to be necessary to capture the effect that carriers can move toward columnar grain boundaries in two directions, rather than only one as would be the case in a 2-D simulation [7] . The edges of the simulation domain are the center of a contact (front contact in all simulations, both front and rear contacts for local rear contact architectures) on one side and halfway to the next contact on the other side. These are lines of symmetry for carrier transport and can therefore delineate an appropriate unit cell for solar cell simulations. 40 μm-wide frontcontact fingers with 1.2 mm spacing (600 μm-wide domain) are used. 200×200 μm 2 rear contacts are used for architectures with rear local contacts, corresponding to an area fraction of about 3%.
The grain boundary is implemented as a 2-D interface [7] placed 2 nm from two of the edges of the simulated domain (see Fig. 2 ). We calculate the areal density of recombination centers at the grain boundary using the method of Stokkan et al., assuming a non-coordinate site lattice grain boundary with a misorientation angle of 2º and varying the line density of recombination sites along the dislocation in the array forming the grain boundary. Square domains are chosen, so that the grains are also square and can be characterized by a single length. For grain sizes smaller than 1.2 mm, the simulated domain and contact dimensions are scaled down proportionally. This proportional scaling gives efficiency, V OC , short-circuit current density (J SC ), and fill factor (FF) values for simulations without defects at the grain boundary interface within 5% (relative) for all simulation domain sizes. Fig. 2 . Schematics of the simulation domains. Grain boundaries are implemented as interface traps on the two right faces of the device (crosshatched). Note that the interface is actually not the edge of the simulation domain but 2 nm in from the edge. (a) BSF cell with diffused front-side emitter passivated with a dielectric layer and full-area rear contact; (b) PERC cell with identical front-side, but local rear contact and passivating dielectric layer; (c) heterojunction device with GaP emitter, passivating front-side dielectric, and identical rear side to PERC cell.
In the following, we compare the effects of structural defects in three types of devices: industry-standard solar cells with a diffused front junction and full-coverage rear contact with an aluminum back surface field (BSF cell), passivated emitter and rear cell (PERC) with local rear contacts and a passivating dielectric layer between them [14] , and a front heterojunction cell with a gallium phosphide (GaP) emitter and the same rear contact configuration as the PERC cell [15] . For the heterojunction, we use GaP rather than amorphous Si or another emitter material to simulate a perfect heterojunction (ideal band alignment and carrier transport properties) as a best-case scenario for this cell architecture. Parameters like doping density were optimized for each device without the grain boundary included. The doping density in the bulk Si wafer of the heterojunction device is only 5×10 14 cm -3 . However, while earlier models were only accurate down to doping densities of about 5×10 15 cm -3 [7, 8] , our ability to accurately simulate EBIC experiments with doping densities down to 5×10 14 cm -3 gives us confidence in the accuracy of these simulation results. Schematic diagrams of each of the device architectures are shown in Fig. 2 .
The simulated efficiency, J SC , and V OC for the BSF and PERC devices with 100 μm grains are shown in Fig. 3 , plotted vs. the areal density of recombination centers (metallic impurities) decorating the grain boundary. The PERC and BSF devices behave almost identically as soon as the initially higher performance of the PERC cell is degraded. We do not observe any enhancement of the impact of grain boundaries based on their intersection with the rear contact. The grain boundary in the BSF simulation is under the rear contact because the rear contact covers the whole cell, whereas in the PERC simulation, the grain boundary and the rear contact are on opposite corners of the cell. Additionally, identical results are obtained when the rear contact in the PERC simulation is moved to the same edge as the grain boundary. However, these results do not indicate whether the grain boundary interferes with good contact formation, and we assume for these simulations that it does not. The origin of the similarity in BSF and PERC performance is probed in Fig. 4 , which shows the recombination currents in the different regions of the devices as a function of the impurity concentration at the grain boundary. The primary difference between the BSF and PERC cell in the absence of recombination at the grain boundary is the much higher recombination at the rear contact of the BSF cell. As the impurity concentration at the grain boundary increases, the recombination through the grain boundary suppresses this recombination mechanism due to a lower minority carrier density at the high-low junction of the BSF. Greater recombination in the bulk of the device also means fewer minority carriers reach the rear contact, and rear contact recombination actually goes down in the BSF cell. Eventually, at high enough impurity concentrations, grain boundary recombination in the emitter and junction (space-charge) regions becomes significant, though the bulk continues to dominate. Recombination at the grain boundary in all regions is quite similar for both devices.
As can be seen in Fig. 5a , the absence of the grain boundary in the emitter of the heterojunction does not affect the impact of the defect on V OC , as might be thought from previous work on the effect of extended defects on device performance [5] . Since the grain boundary is recombination-active rather than simply a conductive pathway through the p-n junction, the effect of bulk recombination (as seen if Fig. 5b ) appears to dominate any effects due to a locally lower barrier height near the grain boundary. 6 cm -2 . Recombination is very similar for both devices and dominated by bulk recombination. Rear contact recombination has decreased for BSF cell, while emitter and front contact recombination have decreased for PERC device due to lower carrier concentrations in these regions; (c) grain boundary with a trap density of 3.3×10 12 cm -2 . Bulk recombination continues to dominate, but recombination at the grain boundary in the emitter and junction regions becomes significant.
. 
Conclusions
We introduce a model for the electrical impact of structural defects on the device performance of Si solar cells. We validate the recombination rate and band bending of the defects by simulating room temperature EBIC experiments and comparing to literature data and results from a model incorporating the rates of capture and emission from all energy levels associated with these defects. We used this model to simulate BSF, PERC, and front-side heterojunction devices, varying the concentration of impurities decorating grain boundaries. We find that BSF and PERC cells display nearly identical behavior once recombination through the grain boundary overwhelms recombination at the rear contact. We find no inherent advantage or disadvantage to having a grain boundary sit above the rear contact. We also find that the voltage of both the homojunction and heterojunction devices is determined by bulk recombination rather than local lowering of the p-n junction barrier height, leading to similar degradation in V OC from the presence of the grain boundary. We have extended the range of parameters over which we apply a single-defect model (e.g., to lower doping densities). Extension of our model to different grain sizes and other defect types (i.e., dislocations) is straightforward and will enable the establishment of material requirements (grain size, dislocation density, and impurity concentration) for achieving desired device efficiencies. Obtaining direct experimental validation of these solar cell device results will give added confidence in the model.
