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Abstract
Transport coefficients (shear viscosity, volume viscosity, thermal conductivity, and mass
and thermal diffusion coefficients) of H–N2 mixtures in the dilute-gas limit have been cal-
culated from the intermolecular potential in the temperature range 300–2000 K using the
classical trajectory method. The intermediate results pertaining to H–N2 binary interac-
tions are reported, mainly in terms of cross-section ratios. Cross-sections evaluated with the
Mason–Monchick approximation yield very good results for this system, the largest devia-
tions, about 2.5%, being observed for the thermal diffusion coefficient. The accuracy here of
this approximation can primarily be attributed to a light H atom and a weakly non-spherical
potential resulting in a high rotational collision number. Furthermore, we investigate to which
H–N2 cross sections and their ratios the values of the mixture transport coefficients are most
sensitive. Our results indicate that, for some cross-section ratios, reliance on universal cor-
relations at high temperatures, often used in flame codes, can induce sizeable errors in the
thermal conductivity coefficient and especially in the thermal diffusion coefficients. We also
observed that the volume viscosity is particularly sensitive to the value of the cross-section
for internal energy relaxation in H–N2 collisions.
Corresponding author:
A S Dickinson
School of Natural Sciences (Physics)
Herschel Building
University of Newcastle
NEWCASTLE upon TYNE NE1 7RU
e-mail: A.S.Dickinson@ncl.ac.uk
Tel. (0191) 222 7318
Fax. (0191) 222 7361
1
1 Introduction
Our interest in the transport properties of atomic hydrogen-nitrogen mixtures is primarily stimu-
lated by applications in modelling hydrogen flames: in particular by the need to facilitate reliable
prediction of the mass- and thermal diffusion coefficients in multi-component reacting gases at
high temperature. Such studies are also relevant to the design of hydrogen-burning propulsion
systems [1]. A number of recent developments have motivated the present work. Firstly, detailed
models of laminar and turbulent hydrogen-air flames have reached a certain level of maturity,
and knowledge of transport properties, particularly mass- and thermal diffusion coefficients, is
now recognised as essential for the accurate modelling of such flames [2–4]. Secondly, Ern and
Giovangigli [5, 6] recently developed a computationally effective way of evaluating accurately
multi-component transport coefficients as given by the kinetic theory, thus making it possible to
incorporate detailed transport models in flame codes at relatively moderate computational costs.
Thirdly and most importantly, the last ten years have witnessed a major advance in the ability
to calculate accurate transport properties directly from intermolecular potentials [7–11, and ref-
erences therein]. However, to date, little attempt has been made to employ these advances in the
field of flame modelling and combustion.
In a hydrogen-air flame, which is among the simplest, one has to consider a reacting mixture
consisting of at least nine species: the major species (with peak mole fraction usually larger than
0.1) are N2, H2, O2 and H2O; the minor species (with peak mole fraction generally below 0.1) are
O, H, OH, HO2 and H2O2. Among all the possible binary systems the H–N2 system has been
chosen as the first to be examined for two reasons: it is anticipated that the correct modelling of
diffusion processes is particularly important for light species such as H and H2; also previous work
[12] has shown that for the H radical the use of potential surfaces more realistic than the traditional
Lennard–Jones (LJ) (12,6) potential can lead to changes of 50% in the high-temperature diffusion
coefficient.
The kinetic theory of gases provides a unifying description of transport phenomena in multi-
component mixtures in terms of generalized cross-sections [13] or collision integrals [5, 14]. Anal-
ogous to the monatomic case [15], it has been shown [16, 17] that for polyatomic mixtures the
transport coefficients can be expressed in terms of a single generalized cross-section, usually the
mass diffusion one, and a number of ratios of generalized cross-sections. This particular param-
eterization was found very useful since some of the dimensionless ratios are weak functions of
temperature and are nearly independent of the potential surface.
The generalized cross-sections and their ratios include all the details, with the appropriate
thermal averaging, of the dynamics of the binary interactions in a mixture and are, in princi-
ple, calculable from the intermolecular potential surface between the colliding species. A full
quantal description of binary collisions, without dynamical approximations, generally remains ex-
pensive. Rigorous classical trajectory (CT) methods for evaluating generalized cross-sections from
a potential-energy surface have been successfully implemented for simple molecular systems (atom-
rotor [18] and rotor-rotor [19]). For atom-rotor collisions the accuracy of the classical method has
been confirmed for He–N2 using a full quantal treatment on the same potential surface [20]. The
results indicate that the mass diffusion coefficient can be obtained to within 0.5% at 150 K, while
at 300 K the results of the quantal and classical treatment are essentially indistinguishable. For
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most of the cross-sections entering the description of the thermal diffusion the agreement at 300 K
is within the mutual error of the quantal and classical treatments. It is expected that for the
H–N2 system, at the temperatures relevant to our study (300 to 2000 K), the conditions for the
classical calculation should not be significantly less favourable.
The Mason–Monchick (MM) approximation [21–23] greatly simplifies the calculation of gen-
eralized cross-sections, and hence it is useful to check its accuracy for the H–N2 system. The
calculation for this system by Stallcop et al. [24] made use of the MM approximation to obtain
some of the relevant cross-sections. However, it has been shown [25–27] that, for mass diffusion
coefficients of isotopically labelled molecules, the MM approximation can lead to errors of, on
average, 10-15%. No comparisons have been made of this approximation for thermal diffusion
coefficients. Other approximate treatments, including the dusty gas as a limiting case, suggest
that inelastic collisions may play an important We have shown [17] that in addition to pure-species
data, the quantities neededrole. If real polyatomic molecules can be approximated by a dusty gas
then one can expect the thermal diffusion coefficients to be reduced by as much as 40% on includ-
ing the full treatment of the dynamics of the collision [14]. Another motivation for considering the
MM approximations is that they have served as a basis to approximate cross-sections and hence
multi-component transport coefficients in flame codes [28, 29]. Other approximations used in flame
codes are largely based on rather simplistic atom-atom models involving LJ (12,6) potentials and
on approximate relations between the diffusion coefficient and the interaction viscosity.
In the following section we discuss the calculation of H–N2 cross-sections, their ratios and the
diffusion coefficient. For the other transport coefficients pure-gas cross-sections are also required:
these are listed in Section 3, followed by a discussion of the remaining transport coefficients of
interest. A summary and conclusions comprise Section 4.
2 Evaluation of H–N2 Cross-Sections
We have shown [17] that, in addition to pure-species data, the quantities needed to evaluate
mixture transport coefficients are S
(1)
η |AB, the diffusion cross-section, and seven dimensionless
cross-section ratios. For convenience we list these ratios here, expressed in terms of collision
integrals.
To specify the less-familiar collision integrals involving internal energy, let [·]AB denote the
collision-averaging operator defined in ref. [5, p. 39], γ the reduced relative velocity, and χ the
polar scattering angle. We take A to denote the diatomic species, N2, and B the monatomic, H.
Let ∆A = AK′ − AK , where primes denote values after collision and the quantities AK denote
the reduced species internal energies, the index K referring to the quantum energy shell.
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1
2
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where Ω
(1,1)EAEA
AB = [
0
AK(
0
AKγ
2 − 0AK′γγ
′ cos χ)]AB, Ω
(1,1)EA
AB = [
0
AK(γ
2 − γγ′ cos χ)]AB , and
Ω
(1,2)EA
AB = [
0
AK(γ
4 − γ(γ′)3 cos χ)]AB. The other four collision integrals, namely Ω
(1,1)
AB , Ω
(1,2)
AB ,
Ω
(1,3)
AB , and Ω
(2,2)
AB , [14] reduce to those of Chapman and Cowling [30] and Hirschfelder et al. [31]
for spherical potentials (the relation with the collision integrals of Maitland et al. is given in
ref. [32, p. 299]). The first three ratios, A∗AB , B
∗
AB and C
∗
AB , are the atom-molecule analogues
of the corresponding ratios for spherical systems and the remainder involve the internal energy.
Alternative expressions linking these ratios to generalized cross-sections are given in ref. [17] and,
for brevity, are not repeated here.
Various methods of evaluating the generalized cross-sections and hence evaluating the dimen-
sionless ratios are compared: CT calculations, the MM approximation and approximations used
in combustion modelling.
2.1 Intermolecular potential
A potential surface recently proposed by Poveda and Varandas [33] for HN2 has been employed
to calculate the dynamics of binary collisions between an N2 molecule and a H atom. The form
of the potential function is fully described in the original publication [33] and only the main
characteristics will be summarized here.
The global surface has been determined by means of extensive ab initio calculations performed
at the multi-reference configuration-interaction level, using the full valence complete active space.
The potential was calculated at approximately 900 grid points mapping the HN2 space. The ab
initio energies have been scaled to account for the full basis set by means of the double many-body
expansion-scaled external correlation method. This allowed for the realistic long-range behaviour
in both H–N2 and N-NH channels. For the final analytic form Poveda and Varandas [33] used a
combination of two-body and three-body potentials. In our work, nitrogen has been treated as
a rigid-rotor of bond length of 2.0743 a0 [33]. The resulting H–N2 potential exhibits a shallow
minimum, of depth around 35 K, insensitive to the atom-molecule configuration. The main effect
of anisotropy is observed in the position of the minimum, which decreases from 7.97 a0 for the
linear configuration to 7.20 a0 for the T configuration.
Calculations show that, in addition to the shallow van der Waals well, the surface has a
metastable well lying above the H + N2 asymptote. The lowest barrier in our surface with fixed
N-N separation is about 5500 cm−1, equivalent to about 8000 K, so this metastable well should
be unimportant for transport studies up to 2000 K.
We have employed the code for the fit to the potential surface provided by Professor Varandas.
This fit displays a spurious low maximum of height about 0.5 K, which is unimportant for the
temperatures of interest here.
2.2 Classical trajectory methods
The CT calculations have been performed using the atom-diatom code originally developed by
Dickinson and Lee [18]. Briefly this determines individual trajectories by solving Hamilton’s
equations in action-angle variables. Following Curtiss and Tonsager [34], generalized cross-sections
are determined as functions of the total energy, translational plus rotational, at a set of energies
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spanning the temperature range of interest. The five-dimensional integration is performed by
repeated quadrature. Various symmetry properties [34] can be tested for the cross-sections at this
point, providing a useful check on the numerical procedures. Finally the total-energy–dependent
cross-sections are integrated over energy with the Maxwellian distribution with appropriate energy
weightings.
For practical convenience the calculations are performed in terms of a reduced energy based
on an energy unit of 30 cm−1, similar to the van der Waals well in the potential surface [33].
Fifteen values of this reduced energy spanning the range 0.75 to 2000 have been employed. At
each energy approximately 150,000 classical trajectories were evaluated. Alternative independent
expressions for the viscosity-related cross-section S(2000|A)AB [13] differed by less than 0.02%
for all the temperatures considered, alternative expressions for the diffusion-related cross-section
S(1000|A)AB differed by less than 0.01% and the identity relating the two production cross-
sections for the coupling of rotational and translational energies, S
(
0001|A
0010|A
)
AB
and S
(
0010|A
0001|A
)
AB
,
was satisfied within 1.5%. While not required explicitly in this work, this identity is a useful test
of the accuracy of the numerical calculations relating directly to the anisotropy.
All the generalized cross-sections have been calculated under the assumption that the nitrogen
molecule behaves as a rigid rotor with the equilibrium internuclear separation. The correction
of the calculated cross-sections for the presence of the vibrational degrees of freedom has been
performed following the procedure fully described in ref. [10]. That procedure is based on two
assumptions. Firstly, the vibrational state of the nitrogen does not significantly influence the
transport of mass, momentum or energy. Hence, the cross-section for the vibrationally elastic
scattering of vibrationally excited molecules can be approximated by that for the scattering of a
molecule in its ground vibrational state. Secondly, because of the large vibrational spacings of
nitrogen, it has been assumed that the exchange of translational and vibrational energy is rare and
hence vibrationally inelastic scattering cross-sections can initially be neglected. The generalized
cross-sections of interest here can then be expressed using
S
(
p001|A
p0st|A
)
AB
=
(
crotA
cintA
) 1
2
(1+t)
S
(
p001|A
p0st|A
)
ABrr0
, (1)
where (p, s, t) ∈ {(0, 0, 1), (0, 1, 0), (1, 0, 0), (1, 1, 0)} and
S(1001|A)AB =
(
crotA
cintA
)
S(1001|A)ABrr0 +
(
cvibA
cintA
)
S(1000|A)ABrr0 . (2)
Here S
(
p0st|A
p0s′t′|A
)
ABrr0
is the cross-section obtained by the CT calculations assuming that during
the collision the nitrogen molecule behaves as a rigid-rotor with the equilibrium internuclear
separation. In addition, crotA , c
vib
A and c
int
A denote respectively the rotational, vibrational and
internal heat capacity of species A.
2.3 Mason–Monchick approximation
Two physically reasonable assumptions about the dynamics of the binary collision are employed
in the MM approximation [21, 22]: these are basically equivalent to the combined energy-sudden
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approximation (ESA) [35] and the centrifugal-sudden approximation (CSA) [13, 36]. Hence, the
MM approximation is expected to work best in the high-temperature limit. The fast relative
motion associated with the H atom and the slow rotational motion of the more massive N atoms
about their common centre of mass should favour its use.
Invoking both assumptions the collision integrals are approximated as
Ω
(n,s)
AB (T ) =
1
2
∫ 1
−1
Ω
(n,s)
ABconv(T ; γ) d cos(γ), (3)
where Ω
(n,s)
ABconv(T ; γ) is the conventional atom-atom collision integral [37], evaluated with the po-
tential V (R; γ), γ being the fixed angle between the N-N axis and the line joining its mid-point to
the H atom. It can be seen from equation (3) that the MM approximation greatly simplifies the
calculation of collision integrals, while employing information on the whole non-spherical potential
surface [38]. In the MM approximation only the species-pair properties S
(1)
η |AB, A
∗
AB, B
∗
AB and
C∗AB can be evaluated by means of equation (3). The dimensionless ratios involving the N2 internal
energy, E∗AAB , R
∗A
AB and N
∗A
AB are zero, while W
∗A
AB =
cint
A
kB
.
2.4 Approximations used in combustion modelling
In combustion codes, the cross-sections and their ratios are often evaluated using polynomial fits in
the temperature with various pure-species and species-pair coefficients read from a database. The
evaluation procedure generally follows the methodology originally proposed by Dixon-Lewis [28].
In a mixture with an arbitrary number of species, the binary diffusion coefficients are evaluated
from species-dependent polynomials in the logarithm of the temperature, whereas the ratios A∗AB ,
B∗AB and C
∗
AB are evaluated from species-independent polynomials in the logarithm of a scaled
temperature. The temperature scaling factor depends on a parameter, interpreted very loosely as
an average potential well-depth, associated with each binary interaction. The temperature scaling
parameters for unlike interactions are usually obtained by combining the pure-species parameters
by means of heuristic mixing rules. Furthermore, one often assumes that
E∗AAB = E
∗
A =
4
pi
crotA
kB
1
ξrotA
, (4)
where ξrotA is the rotational collision number of species A. The scarcity of experimental data, away
from room temperature, requires that the temperature dependence of ξrotA is estimated from the
approximate relation of Brau and Jonkman [39]. This was the approach taken for nitrogen [29].
Finally, one assumes that (as in the MM approximation)
R∗AAB = 0 , N
∗A
AB = 0 , W
∗A
AB =
cintA
kB
. (5)
In this work, the cross-sections and their ratios evaluated using the above procedure, together
with the numerical values for the polynomial fits reported in the appendix, are termed Combustion
Database (CD) results. These results should be considered as illustrative of the values employed in
combustion codes [29] and are used here primarily to investigate the sensitivity of H–N2 transport
coefficients to the value of the various cross-sections and their ratios.
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Table 1: Diffusion cross-section [10−20m2] and generalized cross-section ratios for H–N2 collisions
calculated using the CT method at various temperatures [K].
T S
(1)
η |AB A
∗
AB B
∗
AB C
∗
AB E
∗A
AB R
∗A
AB N
∗A
AB W
∗A
AB
300.0 2.342 1.159 1.143 0.918 0.0505 0.0054 0.0205 1.0016
400.0 2.185 1.170 1.153 0.917 0.0479 0.0049 0.0168 1.0160
500.0 2.068 1.178 1.161 0.915 0.0460 0.0041 0.0142 1.0564
700.0 1.896 1.192 1.177 0.910 0.0436 0.0034 0.0103 1.1990
1000.0 1.716 1.208 1.196 0.901 0.0418 0.0028 0.0070 1.4347
1500.0 1.512 1.228 1.220 0.888 0.0411 0.0025 0.0042 1.6957
2000.0 1.368 1.243 1.239 0.877 0.0414 0.0025 0.0022 1.8337
2.5 Results
For completeness, all the mixture cross-section ratios, together with the diffusion cross-section,
calculated by the CT method and employed in this paper are given in Table 1.
2.5.1 Diffusion
We consider first the diffusion cross-section, as it controls binary diffusion and sets the scale for the
other cross-section ratios. Values from the CT and MM calculations are shown in figure 1, along
with the CD results and the earlier MM values calculated by Stallcop et al. [24] using a different
potential surface. The CT and MM results, both obtained using the Poveda and Varandas [33]
potential surface, are seen to be very close, with differences less than 0.5%.
The very good results using the MM approximation for this system can be attributed to the
sudden-collision conditions arising for the light H atom and the relatively slowly rotating N2
molecule. The CD results for the diffusion cross-section exhibit a shallower fall off with increasing
temperature, with the largest difference from the CT values being 13% at 2000 K. This is not too
surprising, since the correlations employed in the CD are based primarily on experimental data:
these are usually either unavailable or of low accuracy at such high temperatures. Figure 1 also
illustrates the temperature dependence of the diffusion cross-section calculated earlier within the
MM approximation by Stallcop et al. [24], with their fit to their potential. Their results differ from
those obtained in this work by about 5% at 300 K, with the difference falling as the temperature
increases, indicating that the major differences between the two potential surfaces employed are
in the well region.
The only comparison with experiment for these calculations is with the diffusion coefficient,
D, measurements of Blyth et al. [40] at 295 K, who obtained Dp = 1.3 ± 0.1× 10−4 atm·m2·s−1
(p being the pressure), where the uncertainty is the 90% confidence limit. Earlier measurements
by Che´ry and Villermaux [41] are consistent with this measurement. Our calculated value for Dp
at 295 K is 1.14× 10−4 atm·m2·s−1, a little outside the experimental uncertainty.
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Figure 1: The H–N2 diffusion cross-section calculated with the Poveda and Varandas [33] potential
surface using the CT and MM methods, also results from the CD and MM results of Stallcop et
al. [24].
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2.5.2 The ratios A∗AB, B
∗
AB and C
∗
AB
Next we consider the three cross-section ratios, A∗AB, B
∗
AB and C
∗
AB, common to atom-atom
mixtures. The CT and CD results are shown in figure 2. For clarity MM results are not shown
as they are very close to the CT results. Differences of up to 0.12 between the CT and CD values
can be seen, with the CT results displaying a somewhat greater temperature variation. The
CD results display behaviour typical of that observed for monatomic species in this temperature
range [37, 42]. The CT results, on the other hand, confirm the finding that for systems involving
polyatomic molecules, [8, 43, 44], A∗AB is larger and exhibits a slightly stronger temperature
dependence than for monatomic systems. It appears, as illustrated in figure 2, that B∗AB for
systems involving polyatomic molecules follows the same trend. Differences between CT and CD
results for C∗AB are smaller than those for A
∗
AB and B
∗
AB .
2.5.3 The ratios E∗AAB, R
∗A
AB, N
∗A
AB and W
∗A
AB.
The other ratios for which a comparison is possible with non-zero CD values are E∗AAB and W
∗A
AB.
Results for E∗AAB are shown in figure 3. The CT values are small, corresponding to a high rotational
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relaxation number of the order of 25 at 300 K, increasing to 31 at 2000 K. It is observed that
the CD values substantially overestimate the CT results. Given that the former are based on
the results for N2, see equation (4), the discrepancy is not unexpected. Also of interest is the
temperature dependence of E∗AAB: to a good approximation the CT results are independent of
temperature, consistent with the collision energy being high compared to the well-depth of the
H–N2 interaction, while the CD results show a significant temperature dependence from the Brau–
Jonkman relation being employed. Similarly, poor behaviour of this relation was recently found
for pure CO2 [11]. For this ratio the weak dependence on the potential surface no longer holds; our
calculations for the Stallcop et al. [24] surface yield values about 40% larger. This is to be expected
since only inelastic collisions contribute to E∗AAB , and hence this ratio is primarily influenced by
the anisotropy of the potential surface.
Calculated values for the ratios N ∗AAB and R
∗A
AB (not shown) are given in Table 1. Recall that
these ratios are both assumed zero in both the MM and CD approximations. Both ratios are small,
. 0.02, particularly R∗AAB . The ratio N
∗A
AB exhibits a strong temperature dependence, dropping by
a factor of ten between 300 and 2000 K, and is also sensitive to the choice for the potential surface.
Calculations for the Stallcop et al. surface yield values which are up to five times larger. Finally,
it is worth noting that small values of the combination ( 1
2
R∗AAB −
1
5
N∗AAB), that occurs in thermal
conductivity expressions, have been observed previously for He–N2 [20].
The W ∗AAB ratio obtained with the CT calculations (see Table 1) is very close to
cint
A
kB
, deviations
being less than a fraction of a percent (see Table 2 for some values of
cint
A
kB
). This indicates that
the diffusion of internal energy of N2 through the mixture, due to collisions with the H atoms, is
approximately equal to the mass diffusion of the nitrogen molecule. Again this is not surprising
considering the high rotational relaxation number already observed for such binary encounters,
showing that the rotational energy of a nitrogen molecule rarely changes in collision with a H
atom. Both the MM and CD approximation for W ∗AAB is
cint
A
kB
. Hence, both approximations give
accurate results for this ratio.
3 Impact on Transport Coefficients
In this section the influence of the diffusion cross-section and of the cross-section ratios for H–N2
collisions on the transport coefficients of an H–N2 mixture at 300, 1000 and 2000 K is examined. We
consider the shear viscosity, η, the thermal conductivity, λ, the volume viscosity, κ, and the thermal
diffusion ratio of nitrogen, χA (recall that by definition χA + χB = 0). While binary diffusion in
the first-order approximation can be calculated from mixture cross-sections alone, to evaluate
the remaining transport coefficients pure-gas cross-sections and thermodynamic properties are
also required. Since we are primarily interested in how H–N2 collisions influence the transport
coefficients, we have calculated their values by making use of common pure-species data. The
mixture transport coefficients evaluated using the CT, MM and CD results for cross-sections
associated with H–N2 collisions are then compared. The CT results, which include the most
accurate description of binary collisions, are used as reference values.
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Table 2: Pure species data employed in this work; temperature [K] and generalized cross-sections
[10−20m2].
T S(2000|A)AA E
∗
A W
∗
A
cint
A
kB
S(2000|B)BB
300.0 34.55 0.294 0.462 1.0030 21.50
1000.0 27.39 0.191 0.625 1.4327 16.04
2000.0 24.61 0.163 0.788 1.8269 13.13
3.1 Pure-species data
To evaluate the transport coefficients of H–N2 mixtures, five pure-gas properties are required [17]:
S(2000|A)AA, E
∗
A, W
∗
A,
cint
A
kB
and S(2000|B)BB (the quantities E
∗
B, W
∗
B and
cint
B
kB
vanish since here
species B is monatomic). The ratio E∗A is defined in eq.(4) and W
∗
A is defined in ref. [17]. Table 2
lists the corresponding values at the three temperatures at which the comparisons were performed.
The nitrogen viscosity cross-section, S(2000|A)AA, is obtained from the CT calculations by
Heck and Dickinson [43] using an accurate potential surface. Their calculated viscosity values are
in very good agreement with the recommended IUPAC values for the viscosity of nitrogen [45] at
low to medium temperatures. At the highest temperatures of interest to this work, i.e. ≈ 2000 K,
the calculated values are expected to be more accurate than the recommended data since they
are based on experimental data of greater uncertainty. The values of the ratios E∗A and W
∗
A for
molecular nitrogen are obtained from the generalized cross-sections of Heck and Dickinson [43].
The cross-sections involving explicit internal energy terms have been corrected for the presence
of vibrational degrees of freedom by the procedure described in ref. [10]. We have employed the
values for the internal heat capacity of nitrogen recommended by IUPAC [46].
The value of S(2000|B)BB for atomic hydrogen is obtained from recent quantal calculations by
Stallcop et al. [47] using accurate interatomic potentials. For reasons of quantal symmetry [48] two
quite different H-H interatomic potentials must be employed to determine transport properties so
the usual approximations assuming a single potential are likely to be poor.
3.2 Results
3.2.1 Shear viscosity
The viscosity of molecular nitrogen is roughly three times higher than that of atomic hydrogen.
The CT calculations indicate that the mixture viscosity increases monotonically with increasing
mole fraction of nitrogen at all three temperatures. This increase is steep for lean nitrogen mixtures
and it levels off once the equimolar mixture is reached. The results of MM calculations agree within
0.2% with the CT values for all three temperatures. Such excellent agreement is consistent with
that for the two interaction quantities, S
(1)
η |AB and A
∗
AB , which enter the description of the mixture
viscosity [17]. This further supports the finding, based on examining the He–, Ne– and Ar–N2
systems [38, 49], that the MM approximation for viscosity at a fixed temperature improves as the
mass of the atom decreases, consistent with the collisions becoming more sudden. The CD results
also yield good agreement, albeit with larger overall deviations at higher temperatures: about
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3.5% at 2000 K for mixtures with the mole fraction of nitrogen about 0.1.
3.2.2 Thermal conductivity
The CT calculations indicate that the thermal conductivity decreases monotonically with increas-
ing mole fraction of nitrogen at all three temperatures. Figure 4 illustrates the deviations of the
thermal conductivity obtained by the MM and CD results from the “exact” CT values as a func-
tion of the mole fraction of nitrogen. The MM approximation overestimates the CT values by at
most 1.3%, the highest deviation occurring for the mole fraction of nitrogen in the range 0.4-0.6 at
2000 K. This is surprisingly good agreement considering that the thermal conductivity of atomic
hydrogen is approximately six times higher than that of molecular nitrogen. The CD results
exhibit larger deviations and in general underestimate the thermal conductivity of the mixture,
with the maximum deviation of approximately 13% occurring for a nearly equimolar mixture at
2000 K.
To analyse the origin of these deviations, the CT values for the diffusion cross-section and
cross-section ratios are substituted individually by the corresponding CD value. It was found that
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Figure 5: Volume viscosity of H–N2 mixtures at 1000 K using CT, CD and CT(E
∗A
AB = 0) values
as a function of N2 mole fraction.
for the H–N2 system, at all three temperatures, the assumptions R
∗A
AB = 0 and N
∗A
AB = 0 induce
practically no error in the thermal conductivity. The values for E∗AAB and W
∗A
AB play almost no
role either, as indicated by the accuracy of the MM calculations. Substituting the value for A∗AB
also produces very little error. A different conclusion is reached when substituting the value for
S
(1)
η |AB or for B
∗
AB. It is observed that together these two quantities are mainly responsible for
the CD deviations in the thermal conductivity. The fact that the mixture thermal conductivity is
more sensitive to the value of B∗AB than to the value of A
∗
AB in H–N2 systems is to be attributed
to the large mass ratio between nitrogen and atomic hydrogen. Reliance on universal correlations
to predict the values of the ratio B∗AB and on extrapolation at high temperatures of experimental
results to predict the value of S
(1)
η |AB are the main causes of error when evaluating the thermal
conductivity in H–N2 systems.
3.2.3 Volume viscosity
Figure 5 illustrates the behaviour of the volume viscosity as a function of the mole fraction of
nitrogen at 1000 K. It is interesting to observe the consequences of the assumption E∗AAB = 0 (as14
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Figure 6: Thermal diffusion ratio using CT and CD, values for H–N2 mixtures at 300 K, 1000 K
and 2000 K, as a function of N2 mole fraction.
occurs using the MM approximation) on the behaviour of the volume viscosity of the mixture. As
shown in the figure, the volume viscosity increases with decreasing fraction of nitrogen, tending to
a non-zero limit as the mole fraction of nitrogen tends to zero. This unphysical phenomenon has
been analysed and discussed in ref. [50]. It is important to stress that the mixture volume viscosity
is overestimated even when small amounts of hydrogen are present. Hence, a non-zero choice of
E∗AAB is of paramount importance when calculating the volume viscosity of the mixture. However,
the value of E∗AAB has to be determined accurately. For instance, with the assumption E
∗A
AB = E
∗
A
used in the CD approximation, see equation (4), the volume viscosity is underestimated. Although
the relative error decreases as the mole fraction of nitrogen increases, mainly as a consequence
of the volume viscosity of atomic hydrogen being zero, it still amounts to a factor of two for an
equimolar mixture at 1000 K. Similar results are observed at the other two temperatures. The
reason for this discrepancy is that the Brau–Jonkman extrapolation overestimates E∗A (and hence
E∗AAB owing to the CD approximation), allowing for easier translational-rotational exchange and
hence smaller volume viscosity.
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3.2.4 Thermal diffusion
Figure 6 illustrates the behaviour of the thermal diffusion ratio as a function of the mole fraction of
nitrogen. At a given temperature, the thermal diffusion ratio peaks for an approximately equimolar
mixture. Furthermore, the ratio decreases with increasing temperature. The MM results, not
shown for clarity, are in good agreement with the CT results at all temperatures, with the largest
deviations, of approximately 2.5%, observed at 1000 K. This suggests that inelastic collisions in
the H–N2 system have a minor influence on the thermal diffusion ratio. Figure 6 also illustrates
the thermal diffusion ratio obtained by means of the CD calculation. Although the general mole-
fraction dependence is similar to that observed for the CT results, the magnitude of the calculated
thermal diffusion ratio is rather different. At 300 K the CD calculation underestimates the thermal
diffusion ratio by approximately 30%, while at the highest temperature it overestimates the CT
value by up to a factor of three. To analyse the origin of the discrepancy, an analogous study to
that for the thermal conductivity has been performed. It is observed that for the H–N2 system, at
all three temperatures, the value of the thermal diffusion ratio is controlled by the value of C∗AB.
Sensitivity to C∗AB is enhanced by the fact that χA is proportional to (6C
∗
AB − 5) so that changes
in C∗AB relative to
5
6
are important: see Table 1. As for the thermal conductivity, the deviation
observed for the CD results stems from the reliance on universal correlations for a cross-section
ratio.
Finally, we note that the present values for the thermal diffusion ratio have been compared to
expressions including some polarization cross-sections not discussed here [51]: differences of less
than two percent were observed.
4 Summary and Conclusions
Classical trajectory calculations using the most recent H–N2 potential energy surface [33] have
been employed to calculate the diffusion cross-section, the cross-section ratios relevant to H–N2
collisions, and the mixture transport coefficients at temperatures up to 2000 K. Comparison has
been made with results from the MM approximation and with values typical of those used in
combustion modelling. A striking feature of these comparisons has been the success of the MM
approximation, which gives results within a few percent of the CT values for almost all properties
except for the volume viscosity.
The general success of the MM approximation can be attributed to that of the underlying
sudden approximations, in turn favoured by a light atom, an intermediate mass rotor and a
temperature regime where collisions are dominated by the repulsive region of the potential, for
which collisions are naturally more impulsive than in the potential well.
To the best of our knowledge, this is one of the first comparisons [7] between thermal diffusion
values calculated with the CT method and with the MM approximation. While the good agreement
is encouraging, the very high rotational collision numbers in this system make this comparison
untypical of other systems such as He–CO, considered by Gianturco et al. [52, 53].
Overall the CD values are less accurate than the corresponding MM results. For properties
insensitive to the H–N2 anisotropy, such as diffusion, shear viscosity and thermal conductivity, the
accuracy, deteriorating with increasing temperature, remains at most 13%. For properties directly
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sensitive to inelasticity, such as the volume viscosity, the results are significantly worse, and the
same conclusion holds for the thermal diffusion ratios. Our results indicate that reliance on the
approximation E∗AAB = E
∗
A combined with the Brau–Jonkman expressions at high temperature and
on universal correlations to predict the values of the ratios B∗AB and C
∗
AB are the main sources of
error for H–N2 systems with their atypical mass ratio.
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Appendix. Polynomial fits used in the CD calculations
The species binary diffusion coefficient DAB and the ratios A
∗
AB, B
∗
AB and C
∗
AB are evaluated using
the following polynomial expressions with coefficients read from Table 3 [29]:
lnDAB =
3∑
q=0
dAB,q(ln T )
q , A∗AB =
6∑
q=0
aq(ln TAB)
q ,
B∗AB =
6∑
q=0
bq(ln TAB)
q , C∗AB =
6∑
q=0
cq(ln TAB)
q ,
where T is in K and TAB is a scaled temperature. For H–N2 mixtures the scaling factor for the
temperature is 119 K (significantly larger than the calculated value for the potential well depth;
see Section 2.1).
Table 3: Coefficients of the polynomials used for H–N2 mixtures.
q aq bq cq dAB,q
0 0.1107e+01 0.1110e+01 0.8387e+00 -1.3822e+01
1 -0.7066e – 02 -0.1141e+00 0.4748e – 01 3.4656e+00
2 -0.1672e – 01 -0.2148e – 02 0.3250e – 01 -2.3408e – 01
3 0.1189e – 01 0.2513e – 01 -0.1626e – 01 1.0085e – 02
4 0.7569e – 03 -0.3030e – 02 -0.2260e – 02 —
5 -0.1314e – 02 -0.1445e – 02 0.1845e – 02 —
6 0.1721e – 03 0.2493e – 03 -0.2115e – 03 —
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