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the CGRA loop instruction stream and a 70% reduction in energy consumption in the instruction fetch logic.
The presented method has been applied to the compiler and architecture of a commercially available CGRA-the Samsung Reconfigurable Processor (SRP) [46] deployed in smartphones, TVs, printers, and cameras of the same manufacturer [26, 27, 42, 44] . The design has been implemented in Verilog and synthesized using a 45nm manufacturing process.
The remainder of this article is organized as follows. Related work and the organization and operation of CGRAs are discussed in Sections 2 and 3. Section 4 gives an overview of the presented technique and discusses the temporal and spatial code optimization techniques. Section 5 describes the partitioning algorithms, and Section 6 discusses the decoder hardware. Section 7 compares the different partitioning approaches and discusses the results. Section 8 concludes this article.
RELATED WORK
Methods for code compression and energy reduction in the instruction decoder for processors and accelerators of embedded systems have been intensively researched over the past decades, ranging from techniques for embedded RISC processors [50] to VLIW processors [9, 14] , FPGAs [30] , horizontal microcoded architectures [12, 34] , and CGRA processors [1, 8, 15, 19, 45] .
The classification "coarse-grained reconfigurable array" is used for a wide variety of processors, and their architectures differ significantly. Compression techniques tend to be tailored to the requirements of the target architecture, and, in general, it is difficult to apply a proposed technique without modifications to other types of CGRAs. For example, some CGRA processors allow control flow alterations in the instruction stream [43] , whereas others execute code on several parallel lanes similar to GPUs [39] or broadcast instructions over a network [45] . We focus on code compression and energy reduction for CGRAs executing code in the form of modulo-scheduled loop kernels [18, 31] .
The parallelism of the architecture, foremostly the number of PEs (PUs), its execution mode, and the complexity of the target applications have a significant effect on the performance of the compression method and are thus difficult to compare. Nevertheless, configuration memory compression methods can be largely divided into three loose and not completely separate categories. Parallelism-based compression methods remove redundant configuration words from the instruction stream. Second are dictionary-based compression techniques that compress frequently used words in the bitstream by replacing them with a more compact version. The third category of compressors uses knowledge about "don't-care bits"-that is, bits whose values do not affect the validity of the computation. Setting these bits to specific values can improve compressibility of the code.
Parallelism-Based Compression Techniques
Parallelism-based compression techniques are typically applied to CGRAs exploiting data-level parallelism (DLP). The techniques not only eliminate redundancy in the code but also decrease dynamic energy by reducing the number of reads from the configuration memory. For this purpose, these schemes first analyze the pattern of the code. Identical context words that are executed in the same cycle are only stored and fetched only once, which decreases energy consumption. To remove duplicated words, a decompression unit is needed, but the overhead is usually small. Parallelismbased schemes also tend to show good compressibility for specific applications.
MorphoSys [45] , one of the earlier CGRA designs, focuses on reducing the energy consumption of the configuration memory by exploiting DLP. Its 64 PEs are organized on an 8x8 array, and one configuration word is broadcast to all eight elements in the selected row/column. This design reduces the necessary memory for the configurations and also amount of data read from it, leading to a reduced energy consumption. RoMultiC [49] extends the concept of row/column broadcasts by including a multicast bitmap into each configuration word to indicate which PEs are to be reconfigured. To avoid large bitmaps, multilevel bitmaps are proposed where one bit selects multiple rows/columns instead of a single one. The architecture also supports mirroring and folding to further reduce the number of configurations needed. The scheme reduces configuration time by 70% compared to MorphoSys thanks to the reduced number of configurations necessary. An evaluation in terms of configuration size is not provided.
Park and Choi [37] propose a compression scheme for FloRA [23] , an 8x8 MIMD CGRA. This architecture supports temporal and spatial code mappings. In temporal mapping mode, the configuration of the i th column is forwarded to the i + 1 th column, and only the first column receives a new configuration from the configuration memory. In spatial mode, all 64 elements are configured at once. The authors' scheme removes redundancy in the instruction stream when configuration of the upper four PUs is identical to that of the lower four. The mode (half/full) is encoded in the compressed instructions and decoded at runtime. A compression ratio of 44% is reported.
Although parallelism-based techniques are simple and achieve a significant compression ratio, the main limitation is that the target application code has to be comprised of simple and redundant calculations. Current multimedia codes for CGRAs, however, are often complex and contain only few redundant calculations. In addition, the techniques tend to work well for large CGRAs with lots of idle resources but achieve only minimal code size reductions for smaller arrays and higher code density. Our method also exploits unused components but minimizes the state transitions along the time axis. In addition, components with similar change patterns are grouped into separate partitions to further improve compressibility.
Dictionary-Based Compression Techniques
Dictionary-based compression techniques represent frequently occurring bitstream patterns with a (shorter) index to a dictionary where the original pattern is stored. During decompression, the original patterns must be fetched from the dictionary and reassembled into the original code. Dictionary-based approaches mainly focus on optimizing the compression ratio of the configuration stream and on minimizing the size of the dictionary. Dictionary-based compression has been applied to RISC, VLIW, FPGA, and CGRA instruction streams.
To minimize the size of the dictionary, Jafri et al. [15] first carried out LZSS compression and then moved on to dictionary compression. They achieved up to 52% of memory reduction. Aslam et al. [1] [2] [3] applied state-of-the-art dictionary methods to their large 8x8 CGRA. Similar to the approach presented here, PEs are reorganized to improve compression in the dictionary. The authors report a reduction in code size between 56% and 66%; however, the method only compresses the configuration of the 64 PEs and does not consider other components. In our architecture, the configuration for PEs only takes up 15% of the entire configuration line. Kim et al. [19] proposed a hierarchical dictionary using cache memory. The dictionary is divided into top, medium, and bottom parts. Their technique achieves memory savings of 33%. The benchmarks used for the evaluation are small and may not be good representatives for modern CGRA workloads.
The approach taken by Chung et al. [7, 8] is closest to the method presented in this article. Recent and complex applications can be effectively compressed through their technique because compression is carried out adaptively for each individual target application. The technique exploits spatial and temporal redundancy from the configuration stream and saves the most frequently occurring values in a dictionary. Effective methods for decompression are also described. By taking the decompression overhead into consideration, the authors achieve an average memory reduction of 52% for a variety of benchmarks.
Major concerns of dictionary-based methods are the additional memory requirements needed to store the dictionary and the energy and time overhead of decompression. There is a trade-off between choosing a big enough dictionary size to allow for good compression while making it small enough so that the additional memory does not consume too much additional energy. In terms of decompression speed, dictionary-based methods typically require a few cycles to reassemble a configuration line. This usually means that the decompressor has to be pipelined or run at a higher frequency than the array. A design of a one-cycle decompression scheme for a dictionary-based compression method is presented by Lekatsas et al. [28] .
The method presented in this article is orthogonal to dictionary-based compression schemes. The presented scheme eliminates redundancy in the temporal dimension by cleverly distributing the signals of the entities to different partitions. A dictionary-based scheme eliminates redundancy in the spatial dimension by shortening the length of the encoding. The compression methods of the two schemes are independent and can be combined to yield better compression ratios.
Don't-Care Bit Compression Schemes
The presented approach improves temporal redundancy for better compression by reducing the number of signal changes over time. This is possible because modulo schedules for CGRAs often contain a significant number of no-operations (nops) and other inactive components. Approaches to exploit these don't-care bits for better compression or energy reduction have been proposed foremost for FPGA configuration encoding [12, 30, 34] and VLIW code compression [9] but also play an important role in test vector generation [6] . Murthy and Mishra [34] use graph coloring that excludes don't-care bits from the conflict graph to minimize the number of dictionary entries. Conte et al. [9] encode a "pause" field into VLIW bundles to indicate how many bundles of nop instructions follow.
The presented approach uses a two-stage ASAP-ALAN algorithm (see Section 4.3) to fill don'tcare bits with the goal to group signal changes of different hardware entities into the same cycle. Compared to previous work [10] where as many signal changes are merged into the same cycle(s) as possible before using an edit distance-based algorithm to split the configuration memory into separate partitions, the work here uses a bin packing-based approach. Hardware entities are added to one of the available partitions based on the result of the ASAP-ALAN algorithm applied to the affected partition only, leading to a significantly improved compression ratio and energy savings.
BACKGROUND
The following paragraphs provide the background of modulo-scheduled CGRA architectures and the code generation process targeted in this work.
Architecture
The computational power of CGRAs is provided by several PEs capable of executing word-level operations on scalar, vector, or floating point data. PEs are often heterogeneous in their architecture and functionality. Several data register files (DRFs) provide temporary and fast storage of data values. Unlike in traditional ISAs, immediate operand values are not encoded directly in an instruction. Instead, CUs are used to generate constant values whenever needed. Figure 1 shows an example of a fictional CGRA modeled after the SRP [46] with 12 PEs, three data and two predicate register files (PRFs), and one CU.
Input operands and results of PEs are routed through an interconnection network composed of physical connections (wires), multiplexers, and latches. This network is typically sparse and irregular. Separate networks can coexist to carry the different data types through the CGRA.
PEs in our architecture support predicated execution-that is, depending on a 1-bit input signal, the PE will either execute the operation or perform a nop. PEs can also generate predicate signals 
Configuration Memory
The configuration memory stores the execution plan of the CGRA in configuration lines (Figure 2) . A configuration line represents one cycle in the execution plan in decoded form (i.e., the opcodes for each PE, the register files' write enable and read port signals, the immediate values for CUs, and the selection signal for each of the multiplexers in the interconnection network). For our target architecture, configuration line widths of several hundred bits are the norm-a configuration line of the SRP with 4x4 PEs, for example, is more than 1,200 bits wide. The depth of the configuration is a design parameter and can vary depending on the number and size of loops expected to be executed on the chip. To prevent stalls caused by fetching the loop configuration from off-chip memory, the configuration memory is typically large enough to hold all loops of the running application. The configuration memory of the SRP, for example, is between 128 and 256 lines deep. To support high clock frequencies, the configuration of the array is implemented as a twostage pipeline composed of a fetch and an execute stage. The configuration for the current cycle is held in a buffer register and propagated to the different hardware entities that then perform the requested operation (execute stage), whereas the fetch stage reads the next configuration line from the configuration memory.
Execution Model
CGRAs targeted in this work execute modulo-scheduled software-pipelineable loops [21, 41] . The kernel of a loop is encoded as several configuration lines and stored in the configuration memory. All entities of the CGRA operate in lock-step, and there is no control flow. A stall caused, for example, by a memory access causes the entire array to stall. The hardware does not provide hazard resolution or out-of-order execution. Similar to VLIW architectures, it is the compiler's responsibility to generate code that does not cause any hazards.
Unlike conventional processors that encode the input/output operands of an operation directly into the instruction encoding and require a decode stage to fetch these operands from the register file or memory, CGRA operations are stored in decoded form. An operation executed on a certain PE at time t will use whatever data is available at the PE's input ports at that time and produce the result of the computation at its output port at time t + lat, where lat represents the latency of the operation. If no data is available at the input port, the value of the input operand and consequently the result of the operation are undefined. As an example, consider the CGRA processor in Figure 3 (a), showing only two PEs, one register file, and one CU plus parts of the interconnection network. The code to be executed on this array in a loop is r 1 = r 1 + 5. The corresponding DFG is shown in Figure 3 (b). The constant 5 can only be produced by the CU, which in turn is only connected to PE 05 . Yet PE 05 is not directly connected to the register file holding r 1 . One possible execution plan is shown in Figure 3 (c): load the value of r 1 into PE 01 in cycle 1 and forward it to the output port with a latency of one cycle. In cycle 2, PE 05 selects the output of PE 01 as operand 1 (= r 1 ) and the output of the CU (= 5) as its second input operand, then adds the two. The output is produced one cycle later, at time 3, and written back to the register file, and then execution begins anew. The compiler generates all necessary control signals for this code to run as shown in Figure 3 (d): register file read/write addresses, register file write enable signals, PE input operand selection at the muxes, PE operation selection, and CU constant generation. Op, in0, and in1 of PE 01 and PE 05 denote the operation of the PE and the selection signals to the multiplexers at input 0 and 1, respectively. For register file write port 0, labeled wp0, the subcomponents adr, we, and sel represent the register address to write, the write enable signal, and the selection signal for the mux in front of the port. For read port 2, labeled rp2, the address of the register to be read is given in adr. Val, finally, is the value to be generated by the CU. Empty cells denote entities that are not active in the respective cycle.
Area and Energy Breakdown
The on-chip SRAM constituting the configuration memory is designed to be large enough to hold all loops of the running application. The configuration memory of CGRAs with an on-chip configuration memory accounts for 10% to 20% of the chip area and consumes 15% to 45% of the total chip energy consumption [5, 20, 22, 35] . The comparatively high energy consumption is due to the fact that a new configuration line is read from the wide configuration memory for every execution cycle of the loop. The presented technique is able to reduce the energy consumption of the instruction memory and decoder logic, on average, by 70% with an area overhead of 8%.
COMPRESSION/DECOMPRESSION TECHNIQUE
Modern modulo-scheduled CGRAs operate at clock frequencies from 300Mhz to more than 1GHz, and the cyclewise reconfiguration requires efficient decompressors that can provide a fully decoded configuration line in every cycle. This is difficult particularly for dictionary-based methods, because decoding involves accessing the compressed configuration memory, the memories holding the dictionaries, and shifting the expanded bit patterns into the correct position in the decoded configuration line. Pipelined designs are possible but suffer from overhead in terms of logic and energy consumption. The presented compression scheme was designed under the constraint that code decompression must be possible at the native frequency of the chip with minimal area and energy overhead.
Compression and Decompression
At the heart of the configuration memory optimization lies a simple compression scheme that eliminates temporal redundancy occurring in the form of duplicated consecutive lines. Figure 4 illustrates the idea. The initial, uncompressed code contains five configuration lines (Figure 4 (a)). Decompression is performed on the compressed configuration using a bit vector denoted decompression offset (dofs). This vector contains a "1" in all positions of the uncompressed index space where a new configuration becomes active. Zeroes denote that the previous configuration line is repeated. The decompression offset in Figure 4 contains a 1 at index 0 and 2, representing the original indices of the configuration lines. The original program counter PC iterates through indices 0 to 4 in the uncompressed code until the loop ends. Decompression requires an additional counter, denoted PC p . The behavior of program counter PC does not change; it keeps iterating through indices 0 to 4 in the decompression offset. PC p , however, points to the currently active line in the compressed memory. For a given loop index t, PC p (t ) is computed by adding the value of the decompression offset dofs to PC p (t − 1). PC p wraps around when PC p (t ) = n p , where n p denotes the number of configuration lines in the compressed memory.
For a configuration memory with depth d (see Figure 2 ), the overhead of the presented decompression scheme in terms of area includes the decompression offset (a d x 1 bit memory) plus the logic for the program counter for the compressed memory, PC p . No additional latency is introduced into the fetch stage.
Increasing the Potential for Duplication
Applied to unoptimized configuration lines, the presented scheme does not achieve a significant level of compression for typical loop kernel code. Experiments with 247 loop kernels from realworld applications for a commercial 4x4 variant of the SRP revealed that in the almost 2,000 configuration lines, there exists not one single line that is identical to its immediate predecessor.
The reasons are twofold. First, a configuration line for the 4x4 SRP architecture is 1,280 bits wide, encoding the configuration signals for 383 distinct hardware entities. It is unlikely that the configuration signals of all 383 entities remain unchanged for two consecutive cycles; this is especially true for software pipelined modulo schedules that are able to hide long latencies by merging code from different loop iterations into the same kernel. The second reason the simple compression scheme does not work is that, in general, schedulers do not generate "compression-friendly" code. Take, for example, PE 01 in Figure 5 (a1) executing a mov operation in cycle 0 and an add in cycle 4 in a loop with seven configuration cycles. In cycles 1, 2, 3, 5, and 6, the PE is inactive. Current code generators, having to encode a signal for every cycle of the loop, encode nops for inactive cycles, yielding the encoding mov, nop, nop, nop, add, nop, nop, shown in Figure 5 (a2). This particular encoding allows elimination of three lines that are identical to their predecessors (grayed-out lines 2, 3, and 6 in the figure). A similar situation exists for the selection signals of multiplexers. MU X 1 in Figure 5 (b1) needs to select input 2 in cycle 0, input 1 in cycle 2, and again input 2 in cycle 6 of the loop. During the inactive cycles, code generators typically output a 0 signal. In the resulting code sequence, 2, 0, 1, 0, 0, 0, 2, only two lines (lines 4 and 5) require no signal change and can be optimized away as shown in Figure 5(b2) .
Based on these two observations, we present and implement two techniques-a temporal and a spatial optimization-that greatly increase the likelihood of consecutive duplicated lines in the configuration code for CGRAs. The temporal optimization is implemented into the modulo scheduler of the compiler. It generates more compression-friendly code by keeping the configuration signals of entities constant with the preceding or succeeding line in cycles when the entity is idle. The spatial optimization is a modification of the hardware organization of the configuration memory. The long configuration line is split into several physical partitions that can each be compressed and decompressed individually. The following sections describe these two techniques and their interplay in more detail.
Temporal Optimization
The temporal optimization is based on two observations about the execution plan stored in the configuration memory. First, in every execution cycle, many of the hardware entities remain inactive. Even when all PEs execute an operation, many of the interconnection network's multiplexers and register file ports are not used and remain unconfigured. Second, data values generated or forwarded by inactive entities have no impact on the correctness of the computation, as these values are never used as inputs to operations of the DFG (excluding operations with side effects such as memory operations). As a consequence, configuration signals of inactive entities can be set to values that improve temporal duplication.
As a motivating example, consider the configuration sequence generated for PE 01 shown in Figure 5 (a1). By propagating signals as long as the entity is idle in the next cycle, the encoding shown in Figure 5 (a3) with five compressible lines is obtained. The code is correct because the values produced by the mov/add operations in cycles 1, 2, 3, 5, and 6 are not used as inputs. Figure 5(a4) shows the compressed memory, the decompression offset dofs, and the number of lines (n = 2).
An interesting situation arises in Figure 5 (b1) when the signal of MU X 1 is propagated. Since this code sequence is executed in a loop, we observe that the signal in cycle 0 does not change when wrapping around after cycle 6. The decompressor logic is able to handle this form of duplication. In such cases, if the configuration of the first cycle has been compressed (dofs (0) = 0), then the last configuration line must be encoded in the first position of the compressed memory. This is shown in Figure 5 (b4) where the selection signal 2 from cycle 6 is encoded in the first position and the encoding of cycle 2 is shifted to the second position. Our definition of PC p from Equation (1) handles such situations gracefully: PC p (0) = 0, then in cycle 2, PC p (2) = 1 because dofs (2) = 1. In cycle 6, PC p is incremented to two, but the modulo condition with n = 2 makes sure that PC p wraps around and reads the required signal from the first position in the compressed memory.
Achieving Maximum Compressibility for Multiple Entities
Configuration lines, even when partitioned, comprise the configuration signals of several entities, not just one. The simple downward propagation from the previous section will not lead to optimal results: to maximize compressibility, the signal changes of the individual entities should occur in the same line(s). We have developed a two-step algorithm that optimizes standard modulo Figure 6 (c). The result is optimal, as the number of changes is either zero or equal to the number of entities for all configuration lines. The compressed code with the corresponding decompression offset are shown in Figure 6(d) . In effect, the algorithm groups signal changes into as few lines as possible, leading to a better compressibility of the code.
One concern is that replacing nops of PEs with ALU operations increases the dynamic energy consumption of the array. Execution of idle non-nops is prevented by setting the predicated execution bit of the PE to zero, effectively blocking execution of the operation (see Figure 3(a) ). This technique also takes care of operations with side effects and reduces the switching activity in the array, thus leading to a reduced power consumption in the array.
Spatial Optimization
The more hardware entities are encoded into one configuration line, the less likely it is that the presented temporal optimization finds enough movable slots to group signal changes into fewer lines. The spatial optimization exploits this fact. It improves compressibility by splitting the configuration line into several partitions. Each partition is then compressed separately. Figure 7 shows an example with four hardware entities grouped into one configuration line. The code after the temporal optimization is shown in the upper part and the corresponding compressed configuration along with the decompression offset in the lower part of Figure 7 (a). Assuming that each signal of the four entities occupies 8 bits, the size of the configuration memory is reduced from 7 lines * 4 entities * 8 bits = 224 bits to 4 * 4 * 8 + 1 * 7 = 135 bits. The 1 * 7 term represents the space required to store the decompression offset. By splitting the four-entity-wide lines into two partitions each containing two entities as shown in Figure 7 (b), the first partition can be compressed with only two lines, whereas the second partitions still requires four. Thanks to this separation, however, the total size of the compressed configuration shrinks from 135 to 2 * 2 * 8 + 4 * 2 * 8 + 2 * 7 = 110 bits. Note that with two partitions, 2 * 7 = 14 bits are required to store the decompression offset.
Whereas the temporal optimization presented in the previous sections is applied to code at compile time, the spatial optimization requires modifications to the hardware of the CGRA and is thus a static optimization. The partitions are computed at design time of the CGRA and cannot be modified thereafter. Typically, CGRAs run more than one application, and a partitioning should thus produce good results for a variety of applications. In addition, partitioning introduces a minimal overhead. Since each partition is compressed individually, a separate decompression offset table needs to be generated and stored for each partition. At runtime, additional program counters are required to enable independent reads from the different partitions. The next section describes how to generate a good partitioning while considering several applications. A hardware implementation with an analysis of area and power consumption is provided in Section 6.
PARTITIONING BASED ON STATISTICAL ANALYSIS
The compression technique described in the previous section achieves good compression ratios when applied to individual loops. The average compression ratio for the 247 loop kernels from realworld applications is below 0.2 (i.e., the technique reduces the memory requirements by more than 80% with only four partitions). In reality, however, CGRA chips execute not only one but several applications, each comprising one or several loop kernels. The presented compression technique is static in the sense that once the partitioning has been determined at design time of the chip, the compiler has to adhere to the predetermined partitioning scheme and encode each hardware entity into its predetermined partition. Figure 8 illustrates the three distinct phases of the presented technique: (a) analysis and partitioning, (b) compilation and compression, and (c) decompression and execution. In the analysis phase, loop kernels are first compiled for the CGRA. A partitioning algorithm then computes a partitioning that maximizes compressibility for the given loops based on a statistical analysis of the code. The analysis and partitioning is performed presilicon as part of the optimization process of a CGRA to a certain application domain. Two techniques are implemented and compared: a scheme based on an edit distance heuristics introduced in previous work [10] and a new greedy algorithm based on bin packing. At compile time, the compiler takes a given partitioning as an extra input. It encodes the configuration signals of the different hardware entities into the predetermined partitions and finally applies the temporal optimization described in Section 4.3. Finally, the individual partitions are compressed by removing consecutive duplicated lines, and the decompression offsets are generated for each partition. During execution, the compressed code and the decompression offsets are first loaded from the application binary into the partitioned configuration memory, then executed on the CGRA.
Configuration Memory Partitioning
Computing an optimal partitioning for given loop kernels is a variant of the bin packing algorithm, a combinatorial NP-hard problem. We present and compare two heuristics to generate a partitioning for a given number of partitions and configuration lines. The first heuristic is based on the edit distance between the signal changes of different hardware entities. The second heuristic is a greedy bin packing algorithm. The following sections describe the two algorithms in detail.
The input is the number of partitions n and the configuration lines of a (set of) loop(s). The output is a partitioning of the configuration line into up to n partitions. A partitioning is a mapping f : E → P, where E denotes the set of configurable hardware entities and P the set of partitions.
Edit Distance-Based Memory Partitioning
The edit distance denotes the number of editing operations required when transforming one string into another. The smaller the edit distance, the more similar are the two strings. Applied to the signal change patterns of individual hardware entities, a small edit distance implies that many of the signal changes of the entities occur in the same cycles. The edit distance-based heuristic, as presented in prior work [10] , first applies the ASAP-ALAN algorithm to the uncompressed configuration lines. Then an ordering of the encodings of the individual hardware entities is generated that groups encodings with similar signal change patterns based on edit distance. Finally, the ordered list of configuration signals is traversed and the configuration line split into up to n partitions in a way that maximizes compressibility of partitions. The temporal optimization is executed as outlined in Section 4.3. To generate an ordering, for each individual entity e ∈ E, the sequence of configuration signals is first converted into a bit vector denoted change vector. A "1" at position t implies that the configuration value has changed from the previous cycle t − 1 to the current one; a "0" denotes that the configuration remains identical. Figure 9 illustrates the process. The change vectors are sorted by the edit distance between the unified change vector of all sorted entities and the change vector of the entity to be added. We use an augmented edit distance that is the sum of the edit distance plus the difference in the number of bits in the unified change vector before and after adding the candidate vector. Intuitively, the additional component allows us to distinguish between vectors that have the same editing distance but cause a different number of configuration line additions as illustrated in Figure 10 . To generate an ordering, conceptually a fully connected bidirectional graph, G=(V, E), is generated where V denotes the set of hardware entities and E represents the edges between the entities. The weights on the edges are set to the augmented edit distance between the two components. An ordering is generated by starting with the most invariant entity (i.e., minimal number of ones in the entity's change vector), then the graph is traversed along the edges with the smallest weights until all nodes have been visited exactly once. If several edges have the same minimal weight, one is chosen randomly. Figure 11 illustrates the process for the running example. The resulting order has entities with similar signal change patterns located closer to each other.
In the last step, the cut-off positions that divide the configuration line into up to n − 1 partitions are identified in a greedy manner. The sorted list of entities is scanned from the first to the last position. In each step, the memory savings are computed by multiplying the bitwidth of the included entities by the number of zeros in the unified change vector. If the inclusion of the next change vector reduces the amount of memory that can be saved, the position is marked as a cut-off point. Figure 12 (a) illustrates how the two cut-off points are chosen (for the example, an encoding width of 1 bit for all entities is assumed). The resulting partitioning, shown in Figure 12 A problem with edit distance-based partitioning is that the ASAP-ALAN temporal optimization is computed once at the beginning on the entire, uncompressed configuration lines. Especially the ALAN step has more opportunities to merge signal changes if the number of entities is smaller. In the following bin packing-based memory partitioning scheme, this deficiency is eliminated.
Bin Packing-Based Memory Partitioning
The bin packing-based partitioning scheme first creates the desired number of empty partitions (the bins). It then packs the hardware entities one by one into the existing bins. The partition for a given entity is determined by temporarily inserting the entity into all bins, then running the ASAP-ALAN optimization algorithm separately on each bin and computing the expected memory savings. The bin that achieves the best memory savings is selected as the target partition.
One step of this bin packing process is illustrated in Figure 13 . Figure 13(a) shows the existing two bins and the list of yet to be inserted entities. Entity PE 03 is inserted into both bins in Figure 13(b) , and the result of applying the ASAP-ALAN optimization individually to both partitions is shown in Figure 13 (c). There were three compressible lines in partition 0 before PE 03 was inserted, yielding 9 bits of memory savings (assuming that all entities are 1 bit wide). Inserting PE 03 changes the timing of the signal change from 5 to 4, but still three lines can be eliminated resulting in 12 bits or a relative change of +3 bits of memory savings. For partition 1, the savings are 4 bits before and 6 bits after inserting PE 03 (i.e., additional savings of +2 bits). The improvement when inserting the entity into partition 0 is higher than that for partition 1, so partition 0 is chosen, as shown in Figure 13 (d).
An advantage of bin packing-based partitioning is that the desired (maximal) widths for partitions can be given as an additional constraint if required by the hardware design of the chip.
HARDWARE DECODER LOGIC
The unmodified instruction fetch logic comprises a program counter PC, the configuration memory holding the execution plan of the loop, and a buffer register. The buffer register acts as a pipeline register dividing execution of a configuration line into a fetch stage in which the PC is used to load the next configuration line from the configuration memory and an execution stage that executes the configuration stored in the buffer register (see Figure 2) . Figure 14 shows a block diagram of the hardware components involved in fetching instructions. The global enable signal дl_en is high during execution of a loop. The initiation interval II defines how many configuration lines the loop body encompasses, and the program counter repeatedly issues the line addresses 0, 1, . . . , II − 1, 0, 1, . . .until дl_en goes low. The enable, read, and write signals en, rd, and wr are tied to дl_en (i.e., are always active for the entire duration of the loop). This means that for every cycle, a configuration line is read from the configuration memory and copied into the buffer register before computing the updated program counter. Figure 15 shows the high-level organization of the presented partitioned configuration memory architecture. The decompression offset memory dofs mem holds the decompression offsets of the individual partitions. The configuration memory is divided into several partitions cmem p i , each with its own program counter PC i . The buffer register is also split to match the partitions (buffer p i ); this is necessary because not all partitions write to the buffer register in every cycle The decoder logic has been designed for optimal energy savings. The dofs i (t ) for a partition i, indicating whether a new configuration is becoming active or not, controls the enable signal of the partitions' program counters, which can then be implemented as simple 1-adders. In addition, the value of dofs i (t ) also controls the read/write signals of the corresponding configuration memory partition cmem p i and the buffer register buffer p i . In other words, the partitions of the partitioned configuration memory are only read when a new configuration line is fetched from the memory, resulting in a lower dynamic (read) energy consumption. Figure 16 shows the control signals for the execution of a loop for two partitions: p 0 and p 2 . In cycle 2, дl_en goes high, causing the array to enter the loop. In the first cycle after entering a loop, the very first configuration line has to be fetched from all partitions, and hence the enable signals for the two partitions, en p1 and en p2 , go high; rd pi and wr pi are equal to en pi (not shown in the figure) . After the first cycle, the enable signals are controlled by the decompression offsets for the individual partitions shown in the left lower corner of the figure. For every four cycles, partition 1 is read twice. Partition 2 shows an interesting optimization: if a partition contains only exactly one configuration line, the decompression offset is set to all zero. This will cause the decoder logic to read the configuration line exactly once when entering the loop and never after.
EVALUATION 7.1 Experimental Setup
The presented method is evaluated on a commercial CGRA: the SRP [46] . The processor consists of 16 PEs, 12 register files, 8 CUs, and a large number of multiplexers. A configuration line for the total 383 configurable entities is 1,280 bits wide. The ASAP-ALAN compression scheme and the two partitioning methods have been implemented in the proprietary Samsung C Compiler for CGRAs. The overhead of the partitioned configuration memory and the necessary decoder logic in terms of area, power, and timing information has been synthesized for a 45nm manufacturing process with the Synopsis Design Compiler [47] . For the configuration memory energy computation, CACTI 6.5 [33] is used.
Benchmarks
The benchmarks used for the evaluation are 32 real-world applications deployed in smartphones, cameras, printers, and other high-end mobile devices manufactured by Samsung. The applications contain a total of 247 loop kernels and 1,978 configuration lines, and the result of considering all 247 loop kernels at once is labeled All loops. CGRAs often target a specific application domain at design time; to reflect this, applications are grouped into eight application domains. For the Voice application domain, two different benchmark sets exist: one using only general-purpose operations and the other optimized for SIMD operations. Table 1 lists the application domains, benchmark applications, and average instructions per cycle (IPC) for each domain.
Overhead Versus Benefit
The more partitions the configuration is split into, the more flexibility the compression algorithm has, and thus a higher memory reduction can be expected for a larger number of partitions. Partitioning, however, comes with two kinds of overheads: area overhead and the consumed energy in the decoder logic. In the following, let n denote the number of partitions. The area and energy overhead is caused by the additional hardware logic for the program counters and the n bit wide memory for the decompression offset. The dofs memory and the partitions are accessed individually and thus need to be composed of physically distinct memories. In the SRP, the configuration memory is composed of 64, 32, and 16 bit wide memories; the same building blocks are used to compose the partitions. Smaller memories have a lower bit density per area because of the access logic required for each memory. In addition, since the smallest memory is 16 bits wide, each partition can have up to 15 bits of padding. A 70 bit wide partition, for example, would be composed of one 64-bit and one 16-bit memory block, leading to a padding of 10 bits. For each partition, a separate program counter PC p is required. Figure 17 shows (a) the memory reduction, (b) the area overhead, and (c) the energy breakdown normalized to the unmodified architecture in dependence of the number of partitions on a logarithmic scale. The results are reported for All loops and use the bin packing-based compression scheme. We observe that compressibility increases with an increasing number of partitions Figure 17 (c) reveals that the total energy consumption spent in the instruction fetch logic falls as low as 21% for 128 partitions even though the overhead of the decoder logic reaches 7.1% (a 64-fold increase from 0.11% in the original design). This is thanks to the reduced number of reads from the partitions and writes to the buffer register. The decompression offset requires one 16-bit memory up to 16 partitions, 2 up to 32, and so on; this composition is clearly visible in the energy overhead of the control logic. Table 2 compares edit distance-based compression [10] with the bin packing-based algorithm presented in this work for 16 partitions each and the different application classes. The bin packing-based algorithm consistently outperforms edit distance-based partitioning for compressibility and runtime energy reduction. On average over all application classes, bin packing achieves a 10.6% higher compressibility and a 20% better runtime energy reduction. The energy reduction is comparatively higher for bin packing, as this algorithm can generate more partitions with only a single configuration line, which at runtime are read exactly once per loop execution, as discussed at the end of Section 6.
Edit Distance-Versus Bin Packing-Based Partitioning
In terms of execution speed, on average, the edit distance-based algorithm with linear complexity is several orders of magnitude faster than the bin packing-based one; however, the latter achieves a significantly higher memory and runtime energy reduction. It is important to note that the computational overhead is only incurred once at chip design time; once the partitions have been computed, compilation speed is not affected. In light of this, the presented bin packing-based algorithm clearly outperforms the edit distance-based version. Figure 18 visualizes the results of partitioning and compressing code of the benchmarks from the Face Detection application domain. The y-axis shows the compression ratio (lower is better). The bin packing algorithm has packed entities with low compressibility into several small partitions. Entities with low activity are packed into one large partition (partition 16) with a compression ratio as low as 17%.
Analysis of Compression and Energy Reduction
From Table 2 , we observe that there is a significant difference in memory and runtime energy reduction in dependence of the application domain. For bin packing, the Imaging application domain shows the lowest numbers with a 49% reduction in both memory and energy consumption, whereas the Voice (SIMD) domain shows excellent compressibility and energy savings of 76% and 79%, respectively. The presented method exploits unused configurations (don't-care bits) in the instruction stream; application domains with a higher utilization of the hardware entities are thus expected to perform worse than those with a lot of unused entities. The IPC measure, shown in the last column of Table 1 , is an indicator of the overall utilization of hardware entities. Indeed, a clear correlation between IPC and compressibility can be observed: Imaging has the highest IPC of all application domains with 7.8 and Voice (SIMD) one of the lowest (3.5). Figure 19 visualizes the relationship between IPC and compression ratio for all kernels of the different application domains. Circles represent individual kernels, and the diamond-shaped boxes show the average IPC and compression ratio of application domains.
This result suggests that the presented method may not yield a significant compression ratio for kernels that utilize the hardware well. This is an expected result, as unused entities are exploited. It is, however, important to note that the applications used for this evaluation are used in production and have already been optimized for the SRP. Achieving higher utilization, such as through better compilation techniques, is not easy, because the limiting factor for most loops are loopcarried data dependencies that make it impossible to generate a loop encoding with fewer configuration lines.
Compressibility of New Code
A big advantage of CGRAs is their reconfigurability after shipping. Typically, the basic set of applications to be run on the CGRA is known at design time; however, updates to, for example, multimedia codecs or bugfixes may require downloading and execution of new code. We are thus interested in the compressibility and energy consumption of unseen code for the different application domains.
For the test, an 80:20 ratio of trained versus new code is used-that is, 80% of the code is assumed to be known and used by the statistical analyzer to compute a partitioning. The remaining 20% are then compiled with the fixed partitioning. Figure 20 shows the results for the different application domains. The result is the average of a fivefold cross validation-that is, the loops are divided into five parts of similar size in terms of the number of configuration lines. Each of the five parts serves once as the new code, whereas the other four parts make up the training set. For five of the eight tested domains, the compressibility of new code is reduced by less than 7%. Both versions of Voice and Resolution show larger drops with 11% , 13% , and 17% lower compressibility yet still achieve a significant memory and runtime energy reduction.
Compressibility of Code From Other Application Domains
The previous result shows that new code from the same application domain shows a reduced but still significant compressibility. To find out whether a partitioning generated for a certain application domain also achieves a good compression ratio for other domains, the partitionings for a specific application domain is cross referenced with all other domains. The results are shown in Table 3 . For an application domain app dom, the columns show either the absolute memory savings when the partitioning is applied to app dom itself or the difference in as a percentage when applied to the other domains. We observe that the compressibility of applications is domain dependentthat is, compared to the trained new results from Figure 20 , cross-domain compressibility is significantly worse. In other words, the static partitioning of the presented scheme is a limitation when applied to new applications with different code characteristics.
Optimality of Bin Packing-Based Partitioning
An important question is how well the bin packing-based algorithm performs compared to the optimal solution. We have performed an analysis of three different configurations with a limited number of processing units since an exhaustive search over all 16 383 combinations for the 383 entities and 16 bins is impossible to compute. Table 4 displays the results for 8/6/4 partitions with 6/8/10 processing elements taken from All loops for both the bin packing-based partitioning and exhaustive search. Bin packing has a random component (the order in which the entities are assigned to the partitions), and hence the results of bin packing are the average of three distinct runs. The results show that, although not optimal, the presented greedy bin packing algorithm achieves results close to what is theoretically possible.
CONCLUSION
In this article, we presented a method to significantly reduce the energy consumption of the instruction fetch logic in CGRAs. The method exploits unused configuration signals in the encoding of the modulo schedule of a loop kernel to create consecutive duplicated configuration lines that are then eliminated by a compression scheme. To improve compressibility of code, a spatial optimization partitions the configuration memory in several partitions. A temporal optimization applied by the compiler minimizes signal changes before compressing the code. Decompression of the compressed configuration at runtime does not introduce additional latency. The decompression logic is able to significantly lower the dynamic energy consumption of the instruction fetch logic by reducing the number of reads from the configuration memory. The presented technique has been implemented in a production-level modulo scheduler for the SRP and evaluated on an existing 4x4 architecture with a wide range of loop kernels from real-world applications. The method achieves, on average, an energy reduction of 70% and a memory reduction of 63% for different application domains. The presented method is currently being applied to the production version of the SRP.
