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‘Would you tell me, please, which way I ought to go from here?’
‘That depends a good deal on where you want to get to,’ said the Cat.
‘I don’t much care where–’ said Alice.
‘Then it doesn’t matter which way you go,’ said the Cat.
‘–so long as I get somewhere,’ Alice added as an explanation.
‘Oh, you’re sure to do that,’ said the Cat, ‘if only you walk long enough.’
Alice in Wonderland [1, 2]
Lewis Carroll
iv
ACKNOWLEDGEMENTS
I would like to thank John Preskill, for taking the risk of becoming my advisor,
and for guiding my academic growth throughout the years. I could always count on
his physical intuition and patience during our discussions. I thank Olivier Landon-
Cardinal for being my mentor, for supporting me, both academically and personally,
throughout the years; and for putting up with my trivial questions about physics.
I thank my thesis committee: Xie Chen, Manuel Endres, Alexei Kitaev, and John
Preskill for their valuable comments about the first version of this thesis, especially
those regarding Chapter 4.
I would like to thank my collaborators and colleagues: Kristan Temme, for helping
me take my first steps as a researcher in the field; Elizabeth Crosson, for helping me
appreciate Markov chains more; Sujeet Shukla, Burak Sahinoglu and Dave Aasen,
for their time and patience while discussing quantum doubles and ribbon operators
with me; Aleksander Kubica, for always being there when I needed advice. I thank
Alexei Kitaev for his time he spent discussing quantum doubles with me; and David
Poulin and Anirudh Krishna for making me feel welcome in Sherbrooke during my
visit.
Spending five years at Caltech made me appreciate the importance of personal
relationships. I would like to thank all my Caltech friends for being there during
these five years, for throwing board game nights, coming to dinners, and playing
Dungeons & Dragons together. You’re all awesome.
Special thanks is due to Ioana Craiciu, my mentee then friend, with whom I could
discuss topics encompassing quantum physics, philosophy, travel, arts and crafts,
and so much more. To my other best friend, Lena Murchikova: you’re the strongest
person I know, and I feel honored to be your friend.
I wouldn’t be here without the two people who helped me start my career in science,
my former advisors: Gergő Pokol and Tünde Fülöp. Thank you for helping me
realize that doing research is fun, and for supporting me even after I left the field.
Last, but not least, I thank my family for their continuing support, in particular my
parents, Antal and Erzsébet, for raising me to be a curious, skeptical, hard-working
adult, for teaching me to never give up. I thank you both for encouraging and
consoling me throughout all these years, and for accepting that I decided to move
thousands of miles away from home. I thank my brother, Péter, for being a friend, a
role model, someone who’s always there to help. Thank you for being a caring big
brother.
Finally, I would like to thank my husband, Dávid, for being there with me along
the road. I thank you for listening to my ramblings about quantum physics, for
celebrating milestones with me, and for picking up my pieces when needed. You
have been my anchor throughout these years.
vABSTRACT
The results of this thesis concern the real-world realization of quantum computers,
specifically how to build their “hard drives” or quantummemories. These are many-
body quantum systems, and their building blocks are qubits, the same way bits are
the building blocks of classical computers.
Quantum memories need to be robust against thermal noise, noise that would other-
wise destroy the encoded information, similar to how strong magnetic field corrupts
data classically stored in magnetic many-body systems (e.g., in hard drives). In this
work I focus on a subset of many-body models, called quantum doubles, which,
in addition to storing the information, could be used to perform the steps of the
quantum computation, i.e., work as a “quantum processor”.
In the first part of my thesis, I investigate how long a subset of quantum doubles
(qudit surface codes) can retain the quantum information stored in them, referred to
as their memory time. I prove an upper bound for this memory time, restricting the
maximum possible performance of qudit surface codes.
Then, I analyze the structure of quantum doubles, and find two interesting properties.
First, that the high-level description of doubles, utilizing only their quasi-particles
to describe their states, disregards key components of their microscopic proper-
ties. In short, quasi-particles (anyons) of quantum doubles are not in a one-to-one
correspondence with the energy eigenstates of their Hamiltonian. Second, by in-
vestigating phase transitions of a simple quantum double, D(S3), I map its phase
diagram, and interpret the physical processes the theory undergoes through terms
borrowed from the Landau theory of phase transitions.
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xNOMENCLATURE
The purpose of this nomenclature is to provide an easily accessible reference to
the reader of this thesis. The terms presented here will be explained in more detail
in the main text, and don’t form an exhaustive list.
Abelian anyons. Anyons whose braiding statistics is described by a phase, rather
than a non-trivial operation (c.f. non-Abelian anyons).
Abelian group. A group whose elements all commute (c.f. non-Abelian group).
Abstract quantum double. A field theory that has the same excitations as a lattice
quantum double, but no underlying microscopic structure is assumed.
Anyon(s). Indistinguishable excitations of a two-dimensional field theory, exhibi-
ting non-trivial braiding statistics. Bosons and fermions are special (trivial) cases
of anyons, with braiding statistics +1 and −1.
Braiding, Braiding statistics. Taking one particle around another; also equivalent
to a double exchange of two particles. Braiding statistics of two particles refers
to the outcome of braiding two particles with each other, e.g., fermionic braiding
statistics yields a −1 phase.
Decoherence time. The characteristic time-scale of a system after which it deco-
heres.
Decoherence. The process when a quantum state (e.g., a set of qubits) loses cohe-
rence, usually due to it coming into contact with its environment. As a result,
entanglement and information is lost in the computation.
Flavors (of an anyon). The distinct inner states of a non-Abelian anyon. For exam-
ple, different class representatives of a flux label are different flavors of an anyon
with that flux.
Lattice quantum double. The lattice spin system introduced by Kitaev [4] that
exhibits topological order, and has anyonic excitations which can be utilized to
apply computational gates.
Logical operator. Operator in a many-body system/code which acts non-trivially
on the ground space/code space (e.g., by taking the encoded qubit from the “0”
state to the “1” state).
Non-Abelian anyons. Anyonswhose braiding statistics is described by a non-trivial
unitary operation (c.f. Abelian anyons).
Non-Abelian group. A group whose elements don’t (all) commute (c.f. Abelian
group).
xi
Qubit. The unit of computation in a quantum computer, the counterpart of a clas-
sical bit. Qubits can not only be in a state of “0” or “1”, but also in a state of
superposition.
Qudit. A generalized qubit, with d number of distinct orthogonal states. A qubit is
a qudit with d = 2.
Stabilizer codes. Quantum error-correcting codes introduced by Gottesman [5].
For a full definition, please refer to Sec. 1.1.3.
1C h a p t e r 1
OVERVIEW
The concept of quantum computers was first introduced by Richard Feynman [6],
in the context of using a quantum system to simulate quantum phenomena. He
believed that “there’s plenty of room at the bottom” [7], and he was right. Since
then, the field of quantum computation underwent an enormous development: from
when David Deutsch demonstrated the power of “parallel computing with qubits”
[8], when Peter Shor constructed his factoring algorithm [9], to the first concept of
quantum error-correcting codes (also pioneered by Shor [5, 10, 11]), all the way to
today, when several research groups, both academic and commercial, already have
or are on the brink of realizing working quantum computers [12, 13].
What Deutsch and Shor utilized in their works is the power of entanglement, which
can arise when a system is made of more than one elementary parts (qubits).
Entanglement inmany-body quantum systemswouldn’t be possible without a unique
property of qubits: that they can be in a state of superposition. While the blocks of
classical computations, bits, are either in a state labeled as “0”, or in a state labeled
“1”, qubits in a quantum computation are in states of superposition:
a| 0〉 + b| 1〉, (1.1)
where a and b are complex numbers, and normalization of the state dictates that
|a|2 + |b|2 = 1.
Now, imagine having not one, but several, hundreds, or thousands of qubits, the
joint state of which is then going to be a superposition of all possible states:∑
x∈{0,1}n
ax | x1, x2, x3, . . . xn〉. (1.2)
Here x = (x1, x2, x3, . . . xn) denotes a state of all n qubits, each xi element of which
could take the value of 0 or 1, independently of the rest.
Depending on the ax constants, the state described by Eq. (1.2) may be written as a
2product of the state of all the qubits:( ∑
x1=0,1
ax1 | x1〉
)
⊗
( ∑
x2=0,1
ax2 | x2〉
)
⊗
( ∑
x3=0,1
ax3 | x3〉
)
⊗ . . .
( ∑
xn=0,1
axn | xn〉
)
, (1.3)
and we call such states product states. Any state of n qubits that can’t be written as
a product state is an entangled state, having entanglement between its qubits.
It is easy to see that the space that these states span is going to be exponentially
larger than the space available for computation with classical bits only. The power
of a quantum computer lies in the fact that the computations, when designed ap-
propriately like Shor’s [9, 14] or Grover’s algorithm [15, 16], can take advantage of
entanglement between qubits of the system.
However, what is an advantage of quantum states is also their greatest weakness,
when considering performing computations on them: the nature of entanglement is
delicate. When qubits come into contact with their environment, their states could
lose entanglement and decohere. Decoherence of quantum states, when it happens
during a quantum computation scheme, will result in the loss of the quantum
advantage (transforming the computation into a classical scheme), and needs to be
avoided at all costs. This requires the isolation of the qubits from the environment,
as well as efforts to reduce and correct the errors that are unavoidably introduced to
the system while performing the quantum operations.
In order to build a working quantum computer, we need to address the following
main aspects of a computational scheme:
1. preparation of states
2. reliable storage of information
3. implementation of the computational steps
4. readout of information
In this thesis I will focus on the middle two: information storage and how to imple-
ment the computational steps. There are several computational schemes available
[17–19], and the exact divide between “storage” and “steps of computation” might
differ in each. In the current overview I will focus on the scheme referred to as
circuit-based quantum computation [20]. In this scheme the computational steps
are gates: distinct unitary operations applied to one or more qubits of the system.
3In Sec. 1.1 I will introduce the concept of topological quantum computation: in
Sec. 1.1.1 I provide an overview of systems that exhibit topological order and
non-Abelian anyons, braiding processes of which can realize a universal gate-set,
followed by an overview of said anyons in Sec. 1.1.2. Sec. 1.1.3 is dedicated to
the question of reliable information storage. In Sec. 1.1.4 these concepts meet: I
introduce the toric code, which both exhibits topological order, and serves as an
error-correcting code.
Finally, in Sec. 1.2, building on the concepts introduced in Sec. 1.1, I give an
overview of the main results of this thesis.
1.1 Topological Quantum Computation
One concept to store and manipulate quantum information is that of topological
quantum computation, introduced by Kitaev [4]. In this scheme, the quantum
information is encoded into topological degrees of freedom, in away that performing
local operations on the system will neither yield the encoded information, nor
decohere it: the encoded information is topologically protected. As a result, the
information can only be encoded and decoded by performing operations on a global
scale (although it could be possible to realize this as a series of local operations).
This encoding can be done in various ways. One way to perform it is to encode into
the degenerate vacuum space of a field theory. Then, one of the degenerate states
would correspond to the state | 0〉, another to the state | 1〉. This type of encoding
is typically done when the focus is on information storage: in the case of quantum
memories. Another option would be to encode into the excitation spectrum of a
theory. If the excitations (anyons) are non-Abelian, then the joint state of a pair of
anyons can have multiple outcomes, and we can label these orthogonal outcomes
to be the computational | 0〉 and | 1〉 states. This method is typically chosen for the
purposes of performing topological quantum computation.
Quantum computation in these theories can be performed by utilizing the anyons of
the field theory. Braiding anyons with each other will apply gates on the encoded
information. For certain (non-Abelian) field theories, the braiding statistics are such
that the resulting set of gates will be universal for quantum computation [21–23]
(i.e., the gates can approximate any unitary transformation). For other theories
(including Abelian ones) the resulting set of gates will have to be supplemented to
achieve universality [24].
41.1.1 Topological order
Many examples of topologically ordered systems are now known in the literature.
The most well-known ones are quantum Hall-states in two-dimensional electron
gases in a high magnetic field [25]. Other proposals include Kitaev’s honeycomb
model [26], whose Hilbert space can be mapped unto that of a system of Majorana
fermions [27, 28], and its ground state is in the same universality class as that of a
chiral p-wave superconductor [25]. Another example of systems with topological
order and non-Abelian anyons are the Levin-Wen models [29], one example of
which has a topological phase that exhibits Fibonacci anyons, supporting universal
quantum computation. Yet different constructions are Kitaev’s quantum double
models [4], which are based on spins placed on a lattice, each spin labeled by an
element of a group G. The anyons quantum doubles exhibit are non-Abelian if
the group G is non-Abelian, and the group can be chosen such that the resulting
braiding statistics is universal for quantum computation [21, 22]. An interesting
relation between these models and the more physical honeycomb model (whose
interactions are two-body), is that in the right regime of parameters the honeycomb
model reduces to the simplest quantum double: the toric code.
In my thesis, I focus on Kitaev’s quantum double models, exactly solvable models
that are promising for quantum computation. In Ref. [4] Kitaev showed that we can
realize a topological field theory by placing physical qubits (or qudits) on a lattice,
and engineering interactions between those qubits. The resulting theory, a quantum
double, will have all the properties of the field theory: its excitations, the topolo-
gical protection, the possibility to realize quantum gates through braiding. Several
useful properties of topological order and quantum doubles have since been proven,
including their robustness against perturbations [30], and their properties in ther-
mal environments [31, 32]. All this makes topological field theories and quantum
doubles prime candidates for the real-world realization of quantum computers.
1.1.2 Anyons
Anyons are particles, or quasi-particles of two-dimensional field theories. While in
three dimensions exchanging two particles twice can only yield one of two outcomes:
+1 (bosons), and −1 (fermions), a double exchange of particles (or quasi-particles)
a and b in two dimensions can yield an arbitrary phase:
R2ab | a, b〉 = exp(iϕa,b)| a, b〉, (1.4)
5where Rab is the (counterclockwise) exchange operation of particles a and b. When
ϕa,b = 0 we have bosons, when ϕa,b = pi we have fermions, and for any other value
a and b are nontrivial Abelian anyons.
In contrast, non-Abelian anyons are particles or quasi-particles whose double ex-
change is one step less trivial: it results in a nontrivial unitary operation, Ua,b, on
their joint wave function:
R2ab | a, b〉 = Ua,b | a, b〉. (1.5)
For a convenient labeling of anyons, and a summary of their properties, [33] is an
excellent reference. I will review their most important properties in the introductory
sections of Chapters 3-4. Here, I will give an illustrative example of non-Abelian
anyons: spin-1/2 particles.
Another defining property of non-Abelian anyons is that their fusion, when we pull
two particles together and consider their joint space as that of one particle. The
fusion of non-Abelian anyons is non-deterministic. In the example of spin-1/2
particles, fusion is equivalent to combining the angular momentum of two particles,
and it can result in multiple outcomes:
| ψ1/2〉 × | ψ1/2〉 =

| ↑↑〉
| ↓↓〉
(| ↑↓〉 + | ↓↑〉)/√2
(| ↑↓〉 − | ↓↑〉)/√2
. (1.6)
The first three states are all symmetric, and we may consider them as being different
internal states of a symmetric subspace, i.e., a symmetric anyon S (triplet state).
The last, antisymmetric state can be regarded as another anyon, A (singlet state).
Then, rewriting this fusion yields:
| ψ1/2〉 × | ψ1/2〉 = | S〉 ⊕ | A〉. (1.7)
It is important to remember that S has different internal states, while A only has
a single one. This can be formalized through the concept of quantum dimension.
While a proper definition of it will be given in Chapters 3-4, it is essentially the
dimension of the Hilbert space the anyon occupies [34], and in certain cases it can
be interpreted as the number of different internal states the anyon has. In the above
example, S has quantum dimension dS = 3, and A has dimension dA = 1. In general,
6non-Abelian anyons have quantum dimensions higher than 1.
1.1.3 Error Correction
During the process of quantum computation we have to protect the information
from decoherence. The topological models detailed in Sec. 1.1.1 have an intrinsic
topological protection, nevertheless, given a finite error rate and long enough time,
independent local errors in the theory will eventually accumulate to form a global
operation, and result in a logical error.
We can have additional protection of our information, if we manage to monitor the
accumulation of errors, but without directly measuring the qubits (which would
decohere them). This can be achieved by utilizing quantum error-correcting codes
[5, 10, 11], generalizations of classical codes (henceforth referred to as codes).
The underlying concept in both classical and quantum coding theory is to encode
information with redundancy. The simplest example of an error-correcting code
is the classical repetition code, wherein we encode the logical states 0¯ and 1¯ into
several physical bits, e.g., three:
0¯→ 000 (1.8)
1¯→ 111. (1.9)
Then, if, e.g., the third physical bit flips, we find the states
0¯→ 001 (1.10)
1¯→ 110. (1.11)
Now, we might not know which bit(s) have flipped, but as long as the probability
of a physical bit flip is small enough (p < 0.5 for this code), we can take a simple
majority vote on the physical bits. This will give us the correct state of the logical
bit.
We can utilize this idea of repetition code to construct a simple quantum error-
correcting code: by using physical qubits instead of classical bits. However, deter-
mining the place of a qubit-error is less straightforward: we can’t simply measure
the states of the qubits, as that would decohere them! Instead, we should make
parity-check measurements, where we compare the states of pairs of qubits.
In the above example, measuring the state of the qubits wouldmean applying Pauli-Z
7operators on each qubit individually (σz = Z):
Z1 or Z2 or Z3
while the parity-check measurements would be
Z1Z2 or Z2Z3 or Z1Z3.
Notice how the latter measurements don’t give us information about the specific
states of the individual qubits, they don’t decohere them. Instead, they give a +1
or −1 result depending on whether the two qubits in question are in the same state
or not. By applying all three parity-checks one after another we can deduce which
qubit has flipped, and simply flip it back by applying an Xi operation on it (Pauli-X
on the ith qubit).
The concept behind this repetition code would be sufficient to correct physical errors
that manifest as a (qu)bit-flip like those above, but not those that arise as a phase
error in our qubits (e.g., | 0〉 + | 1〉 → | 0〉 − | 1〉). This is a fundamentally new
problem, one that classical codes don’t but quantum codes would have to handle:
the problem that quantum error-correcting codes will have to correct both flip and
phase errors. This is exactly what stabilizer codes do.
Stabilizer codes follow the construction of classical codes [5, 20]. We define a
generator set, the set of Pauli operators (σx ≡ X , σz ≡ Z and σy ≡ Y ) acting on n
qubits: Pn. For example, P1 is
P1 = {1, X,Y, Z}. (1.12)
Then, we choose the stabilizer operators (which generate the stabilizer group S) to
be a subset of the generator set, Pn. The code space, VS , is going to be the space
invariant under the operations in the group S:
VS = span{| v〉 | s | v〉 = | v〉 ∀s ∈ S}. (1.13)
The power of stabilizer codes is that measuring elements of the stabilizer group
won’t decohere the physical qubits. Such a measurement doesn’t give us the state
of any individual qubit, rather it gives us relative information about the state of the
qubits, when compared to each other.
For example, the (quantum) repetition code, detailed above, is a stabilizer code.
8Its stabilizer generators are the parity-checks: Z1Z2, Z2Z3, Z1Z3. The states | 000〉,
| 111〉 are the code words that span the code space VS . Then, X3 would be a
detectable error (it is exactly the flip-error in Eqs. (1.10)-(1.11)), while X1X2X3 is a
logical error. Further, a single Z1 is also a logical error, which shows that this code
can’t handle phase-errors.
Another well-known example of stabilizer codes is the toric code, which I will now
describe in detail.
1.1.4 Toric code
The toric code [4] is a stabilizer code that exhibits topological order (thus it lies at
the intersection of Secs. 1.1.1 and 1.1.3), and is referred to as a topological code. It
is a quantum double (the simplest, based on the group Z2), and as such, it carries all
the useful properties of quantum doubles: it can be utilized for topological quantum
computation. At the same time, it is a stabilizer code, and therefore it carries the
beneficial properties of error-correcting codes: we may monitor the propagation of
errors in this theory by performing stabilizer measurements (usually referred to as
“syndrome measurements”).
The toric code is constructed from n = 2L2 qubits, where L is a scalable parameter.
The fact that the toric code can be scaled up arbitrarily is an additional useful
property of this code, as it increases its tolerance to errors.
The stabilizer group of the toric code is generated by two stabilizer operators: the
X-type (A(v)), and the Z-type (B(p)). Each of these act on 4 qubits of the code, and
all commute with each other:
[A(v), A(v′)] = 0 (1.14)
[B(p), B(p′)] = 0 (1.15)
[A(v), B(p)] = 0 (1.16)
even when v , v′ and p , p′, i.e., when they are distinct operators.
These operators are defined such that we can visualize the code as embedded into a
lattice (see Fig. 1.1): qubits sit on edges of the lattice, the A(v) operators act on all
edges that are joined up at the vertex v, and the B(p) operators act on edges that are
around a plaquette p of the lattice. The (1.14)-(1.16) commutation relations are then
trivially satisfied: for any pair of stabilizer generators the number of overlapping
edges (qubits) is even, thus even though XZ = −ZX for a single qubit, the factors
will cancel for the vertex- and plaquette-operators.
9Figure 1.1: (a) A patch of the toric code on a square lattice. Vertices of the lattice are
shown, qubits reside on edges between nearest-neighbor vertices. A(v) and B(p) are
the vertex- and plaquette-operators, acting on four qubits each. (b) The toric code
without its microscopic details shown. The two loops that wind around the torus are
two of the four logical operators this theory has (two X-type and two Z-type logical
operators).
We can assign a Hamiltonian to this many-body qubit system [4]:
H = −
∑
v
A(v) −
∑
p
B(p), (1.17)
and the ground space of this Hamiltonian will coincide with the space stabilized by
operators of the stabilizer group (the code space), i.e., it is left invariant by them.
Now, how to store information in this system? We can introduce a non-trivial
topology, i.e., embed this system on the surface of a torus, hence the name “toric
code”. Then, the ground space becomes 4-fold degenerate, allowing us to store 2
logical qubits in the ground space. In this new topology, we will have Pauli operators
which leave the ground space invariant (they commute with the stabilizer group), but
are not in the stabilizer group themselves: we call these logical operators. Logical
operators, in fact, transform one ground state of the degenerate ground space to
another (orthogonal) state. For the toric code, these operators are loop-like X (and
Z) operators that wind around the torus (see Fig. 1.1).
Excitations of the toric code are (Abelian) anyons, and they can be charges (e),
fluxes (m), or dyons (em). Creating a pair of e charges from the vacuum, and then
moving one around a nontrivial loop of the torus and annihilating it with its pair,
corresponds to applying a logical Z operator to the code space. Similarly, creating a
pair ofm fluxes, and moving one of them in a nontrivial loop and then annihilating
it back again applies a logical X operator unto (one of the) qubit(s) encoded into
the ground space. Performing the same operation with a dyon (em) applies the
combination of a logical X and Z operator.
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The toric code is a promising construction to serve as a quantum memory, a system
to store quantum information in. The requirements for a D-dimensional quantum
memory have been summarized in Ref. [35] as the “Caltech rules”:
1. (Finite spins) The model consists of finite-dimensional spins, embedded into
RD, with a finite density.
2. (Bounded local interactions) Its Hamiltonian is composed of finite density
interactions, with bounded strength and range.
3. (Nontrivial code space) Its code space is at least 2-fold degenerate, thus we
can encode at least 1 qubit in it.
4. (Perturbative stability) The logical space corresponding to (at least one of the)
qubits is stable under perturbations.
5. (Efficient decoding) There exists a polynomial-time decoding algorithm for
the encoded qubit.
For self-correcting quantum memories, the topic of Chapter 2 of this thesis, there
is one additional rule: that the lifetime of the encoded qubit scales (exponentially)
with the number of spins (when the system is coupled to a thermal bath).
It is clear that the toric code satisfies the first, second and third rules, by construction.
About its stability: its robustness against local errors was shown in Ref. [4], and
its stability under perturbations was proven in Ref. [30]. The question of decoding
was first explored in Ref. [36], where an error threshold was proven, below which
increasing the size of the toric code improves its performance, proving the toric
code is a good active error-correcting code.
Passive error correction would additionally require the property of self-correction,
mentioned above as an additional “Caltech rule”. An intuitive argument for why the
toric code doesn’t have such a long lifetime for its encoded qubits (memory time of
the code) can be constructed based on the energy barrier of the code.
The energy barrier of a code is the minimum amount of energy required in order
to take the system from a code state to a (nearly) orthogonal code state through a
sequence of local errors. If the energy barrier is large, e.g., it scales with the number
of spins, losing the encoded information due to noise from the environment would
take an exponentially long time. Meanwhile, if the energy barrier is a constant, then
intuitively, the thermal environment only needs to supply a small amount of energy
for the information to be lost.
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The toric code has a constant energy barrier [3, 31]. The environment could simply
create a pair of anyons (this requires constant energy only), move one of them around
the torus (this doesn’t require additional energy), and then annihilate the anyon with
its pair (this gives energy to the environment). This process applies a logical operator
unto the encoded qubit, while only requiring a small (constant amount of) energy.
In contrast, the four-dimensional toric code has an energy barrier that scales with the
number of qubits, and is a self-correcting memory [32, 36]. This intuitive concept
of energy barrier will be formalized in Chapter 2.
Surface codes
While the toric code has all the aforementioned useful properties, its toroidal geo-
metry is experimentally unfeasible. However, we can use the intuition gained here,
and instead build a surface code [36, 37]. Surface codes have the same microsco-
pic details (identical stabilizer group, same lattice geometry) to those of the toric
code, except for the fact that they are built on a trivial 2D sheet with two types
of boundaries. These boundaries (smooth- and rough-edges) serve as sources and
sinks of excitations in the model, e.g., an excitation created at one rough edge can
be annihilated at any other rough edge. The logical operators in these models are
X- (Z-) type strings that start at a smooth (rough) edge and end at another smooth
(rough) edge.
It is also possible to cut out parts of the code and thus introduce holes: each new
hole adds a new pair of logical operators: one of them winds around the hole, while
the other extends from the perimeter of the hole to another edge (of the same type).
The number of independent errors this code can tolerate (the code distance) is half
of the shortest distance between pairs of smooth (or rough) edges. (For the toric
code there is only one such linear distance: L, and the code distance there is L/2.)
Surface codes are so promising for quantum computation that there has been ex-
tensive research done on them in the last decade [38–41], and they are the focus
of several research groups working on the experimental realizations of quantum
computers [40, 42].
1.2 Summary of results
In this thesis I focus on qudit surface codes (Abelian quantum doubles) and non-
Abelian quantum doubles, to determine key properties of them related to quantum
information.
The toric code introduced in Sec. 1.1.4 is the simplest quantum double, it is the
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quantum double of Z2. The Abelian quantum doubles investigated in Chapter 2 are
based on cyclic groups, Zd . In Chapters 3-4, the focus is on non-Abelian doubles,
and their definitions and descriptions can be found in the introductory sections of
those chapters.
The results of this thesis can be divided into two main parts: those concerning
the thermal properties (memory time of information storage) of Abelian quantum
doubles (Chapter 2), and those that concern the structure of non-Abelian quantum
doubles (and have consequences on quantum computation, see Chapters 3-4).
1.2.1 Memory time of Abelian quantum doubles
In Chapter 2 I will present my result (an upper bound) on the memory time of
Abelian quantum doubles, obtained in collaboration with IQIM postdocs Olivier
Landon-Cardinal (moved to McGill U) and Kristan Temme (moved to IBM).
The first rigorous upper bound on the memory time of a stabilizer Hamiltonian was
derived for the two-dimensional toric code model in Ref. [31]. Other no-go results
for stabilizer quantum memories [43, 44] in lower dimensions rely on the absence
of an energy barrier EB, c.f. [43, 45]. The argument proceeds to connect the
energy barrier to the memory’s lifetime through the phenomenological Arrhenius
law tmem ∼ eβEB . It has been an open question, whether there is in fact a rigorous
connection between the energy barrier EB and thermalization time of a quantum
system. Recent results, c.f. Ref. [46], indicate that the Arrhenius law can only serve
as an upper bound to the lifetime of the quantum memory.
Since a rigorous connection between the energy barrier and the thermal lifetime of
a quantum memory has not been established, a different kind of protection, coined
entropy protection, has been suggested recently in Ref. [44]. Entropy protection
would protect the quantum memory, in spite of the absence of a scaling energy
barrier. The idea is that even if there exists a sequence of local errors corrupting
the quantum information which only requires a constant amount of energy – thus
the model only has a constant energy barrier – this sequence might be very atypical.
Typical sequences, however, might require the system to go through an energy
barrier which does scale with system size. In this sense, entropy-protected codes
would be the quantum equivalent of classical spin glasses [47]. Up to this point,
the only known proposal by Brown et al for an entropy-protected code, without an
energy barrier, has been analyzed numerically in Ref. [48]. The authors found that
in a specific temperature regime the memory time scaled super-exponentially with
the inverse temperature tmem ∝ exp(cβ2). So far, this form of partial self-correction
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has only been shown to exist in Haah’s 3D cubic code [46], which does have a
logarithmically diverging energy barrier.
In Chapter 2 of this thesis, I will show the following. When considering quantum
memories based on Abelian quantum doubles and subjecting these to the full Davies
dynamics as noise model, we can conclude the following: the presence of an energy
barrier for the logical operators is in fact, although not sufficient, a necessary
condition for a thermally stable quantum memory. This result is a generalization of
Ref. [3], where a similar bound was proven for quantum memories based on Pauli
stabilizers.
That is, I prove an upper bound to the memory time that is of the form of the
Arrhenius law. In particular I observe that the super-exponential scaling in tem-
perature observed in Ref. [48] for a particular temperature range is bounded by a
linear scaling that holds for all temperatures, since the generalized energy barrier is
independent of system size for these models.
This means that entropic protection is not possible for Abelian models, i.e., the
scaling of the memory time can’t increase above this barrier. Nevertheless, a form
of entropic enhancement is still possible: entropy can help prolong the memory
time (e.g., by a constant factor), like in the construction of Ref. [48].
1.2.2 Computation with non-Abelian quantum doubles
Asmentioned in Sec. 1.1, systems exhibiting excitations with non-Abelian exchange
statistics can be used to implement a universal gate-set for quantum computation.
Therefore, it is worthwhile to investigate such models in detail, in order to find any
properties that might improve or hinder their use for quantum computation.
In the second half of my thesis I consider the structural properties of non-Abelian
quantum doubles, a work done in collaboration with Olivier Landon Cardinal,
initiated at the end of OLC’s postdoc at Caltech and continued after he took his
new postdoc position at McGill U. In Chapter 3 I investigate the microscopic details
of quantum doubles, and find that their anyonic excitations are not in one-to-one
correspondence with the energy eigenspaces of Kitaev’s original Hamiltonian. This
could lead to the spontaneous decoherence of anyons during the computational
process. In Chapter 4 I analyze phase transitions in the simplest non-Abelian
quantum double,D(S3), and find processes that parallel those of the Landau-theory
of phase transitions [49].
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Structural properties of D(G)
In Chapter 3 of my thesis I investigate the structural properties of quantum doubles.
Anyons of a quantum double can be grouped into charges, fluxes, and dyons. The
way Kitaev’s construction is introduced is through a Hamiltonian that projects out
the vacuum state of themodel as the ground state. This results in an energy landscape
where charges and fluxes have mass 1, while dyons have mass 2. My first goal was
to make this energy landscape even richer, by introducing a Hamiltonian that assigns
different mass to each different anyon, similar to the way masses of Abelian anyons
were shown to be possible to tune [48, 50].
As quantum doubles are candidates for topological quantum memories, a richer
energy landscape could be the foundation of self-correction, as the system will
react differently when put in contact with a thermal environment. This has been
proposed in Ref. [48], and even though a substantial increase of memory time has
been outruled in Ref. [50] for Abelian models (Chapter 2 of the current thesis), it is
not clear whether a richer landscape can or cannot yield a self-correcting quantum
memory for non-Abelian theories.
Introducing a tunablemassHamiltonian is a nontrivial goal for non-Abelian quantum
doubles, as Ref. [4] only defines the flux and vacuum projectors, and other works
[51, 52] only extend this mathematical description to charge projectors. Introducing
projectors unto dyons of a non-Abelian theory is nontrivial1 since the fluxes and
charges don’t immediately decouple in a non-Abelian model.
In Chapter 3 I introduce a tunable mass Hamiltonian for quantum doubles based on
any finite group G, by defining projectors unto all charge-type anyons. I prove that
the charge projectors defined and the flux projectors (based on those of Ref. [4])
commute for all vertices and plaquettes. This, in the case of charge projectors,
is a nontrivial consequence of the great orthogonality theorem in group theory.
Furthermore, I argue that the combination of flux- and a charge projectors is sufficient
to label dyons.
The Hamiltonian thus introduced is made of 4-body, commuting terms. Introducing
this tunable Hamiltonian helped me realize the second (and main) result of this
work: that eigenspaces of both this and the original Hamiltonian defined in Ref. [4]
are not in one-to-one correspondence with anyons of the theory.
Non-Abelian anyons have a quantum dimension higher than 1, which we refer to as
1It is nontrivial in the sense that it is unclear which of the several different options would be the
appropriate physical way to do it. This point ties to the main result of Chapter 3.
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having different flavors. A main result of this chapter is that the 4-body Hamiltonian
constructions widely used in the literature will distinguish between different flavors
of the same anyon: they will assign a different energy to it based on its underlying
charge flavor. Meanwhile, flavors of an anyon should be indistinguishable in a field
theory!
I find that this disagreement is due to the underlying lattice structure of quantum
doubles. Anyons live on a combination of a vertex and a plaquette of the lattice (a
site), and a vertex and a plaquette have a finite separation from each other, due to
the finite lattice spacing (even if they are on the same site). This separation makes
it possible for an adversary (e.g., the environment) to braid an anyon only around
the vertex, i.e., only with the charge of a dyon, thus making it possible to separate
out charge flavors of the dyon. Such a process is not possible in a continuous field
theory, as there is no lattice separation there.
Therefore, I conclude that the excitation spectrum of quantum doubles realized on
a lattice don’t completely correspond to their ideal field-theory counterparts. (Even
though the ground spaces are the same.) It is unclear whether this introduces a
fundamental issue when one would try to utilize the excitations of quantum doubles
for quantum computation. One problem could be if the decoherence of anyon flavors,
induced by this property of the Hamiltonian, would lead to the loss of information
encoded in the fusion channels. This question is explored more in the discussion
section of Chapter 3.
Emergent phases of D(S3)
In Chapter 4 I will present an analysis of phase transitions in the simplest non-
Abelian quantum double, D(S3). Phase transitions are well-described phenomena
for systems without topological order, and are described by Landau’s theory [49].
Understanding phase transitions in systems that exhibit topological order, however,
is an active area of research. In this part of my thesis, I consider the quantum double
D(S3), and describe its phase transitions into new theories, in a framework that is
parallel to the Landau theory.
The double D(S3), is based on the group S3, isomorphic to the symmetry trans-
formations of an equilateral triangle. It is a non-Abelian group, a property that is
inherited by the excitations of the quantum double. I chose this double as the focus
of my analysis, as we may expect non-trivial phases emerging, as well as interesting
processes being induced from non-Abelian doubles, and D(S3) is the simplest of
them.
16
Focusing on D(S3) as a topological field theory, without considering microscopic
details, I provide a description of phase transitions in this model. The phase
transitions are induced by forbidding certain anyon labels (charge and flux labels) in
the quantum double. Forbiddance in this context means anyons and anyon flavors
related to the forbidden label won’t be created, neither through fusion of other
anyons, nor from the vacuum through thermal processes.
I also provide proposals for realizing such phase transitions. Quantum doubles can
be realized on a lattice, as per Kitaev’s construction [4]. To induce a phase transition
in this construction, wewill have to project out part of theHilbert space, which can be
done through a non-deterministic procedure (it involves measurements). However,
this operation can be approximated by adding 4-local terms to the topological (6-
local) Hamiltonian of the theory, strongly increasing their couplings to make the
corresponding excitations have large energy. As a result, the creation of anyons
related to the labels of the tuned terms will be thermally suppressed: it would
require too much energy to create one of those anyons (Eanyon), and their creation
probability will be ∝ exp(−Eanyon/kBT) in a thermal environment with temperature
T . Tuning these couplings to the extreme (Eanyon →∞) will realize the forbiddance
of that anyon as a limit of this operation.
Analyzing the phase transitions of D(S3) I summarize the processes a double un-
dergoes while transitioning into new theories: condensation and the split-up of
higher-dimensional anyons. At the end of a series of these processes, a new topolo-
gical theory emerges. I investigate the possible theories that D(S3) could transition
into, and find that doubles of subgroups (D(Z3)) as well as their chargeon and
fluxon sectors (Z3 and Z2) emerge. For the latter examples I conclude that they can’t
live on their own, without nontrivial fluxes or charges to differentiate between the
excitations, and all anyons condense to form a trivial theory.
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C h a p t e r 2
SELF CORRECTION REQUIRES AN ENERGY BARRIER FOR
ABELIAN QUANTUM DOUBLES
Anna Kómár, Olivier Landon-Cardinal, and Kristan Temme. Necessity of an energy
barrier for self-correction of Abelian quantum doubles. Physical Review A, 93
(5):052337, 2016.
Abstract
We rigorously establish an Arrhenius law for the mixing time of quantum doubles
based on any Abelian group Zd . We have made the concept of the energy barrier
therein mathematically well-defined; it is related to the minimum energy cost the
environment has to provide to the system in order to produce a generalized Pauli
error, maximized for any generalized Pauli errors, not only logical operators. We
evaluate this generalized energy barrier in Abelian quantum double models and find
it to be a constant independent of system size. Thus, we rule out the possibility of
entropic protection for this broad group of models.
2.1 Introduction
Whether it is possible to preserve arbitrary quantum information over a long period
of time is a question of both fundamental and practical interest. Active quantum error
correction provides a way to protect quantum information but requires keeping track
of and correcting the errors over a short time scale. Alternatively, quantum self-
correcting systems would passively preserve quantum information in the presence
of a thermal environment without the need for external intervention on the system.
The dynamics of these quantum “memories” would be such that the probability
of an error occurring on the encoded information is exponentially suppressed with
system size, resulting in an exponentially long memory time. Candidates for self-
correction are typically systems governed by a local Hamiltonian whose degenerate
ground space stores quantum information.
Assessing whether a system is self-correcting requires estimating the scaling of its
memory time with system size. This difficult problem is often reduced to evaluating
the energy barrier, loosely defined as the maximal energy of intermediate states in
a sequence of local transformations taking a ground state to an orthogonal ground
state, minimized over all such possible sequences. This sequence of excited states
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mimics the evolution of the system under thermalization and decoding. The intuition
(and implicit conjecture) is that the system obeys the phenomenological Arrhenius
law which relates the memory time tmem to the energy barrier ∆E∗ and the inverse
temperature β ≡ 1/kBT
tmem ∝ eβ∆E∗ . (2.1)
The Arrhenius law is a useful guiding principle. For classical models, one can
intuitively understand the exponentially long (classical) memory time of the ferro-
magnetic 2D Ising model by realizing that its energy barrier is proportional to the
linear system size. Indeed, to go from the all up state to the all down state, one
needs to flip a macroscopic droplet of spins whose energy scale with its perimeter.
For quantum models, the most widely known example of a self-correcting quan-
tum memory is the 4D Kitaev’s toric code [4, 32, 36] whose energy barrier is also
proportional to the linear system size.
The scaling energy barrier of a quantum model is intimately related to the geome-
trical support of operators mapping a ground state to a different orthogonal ground
state, called logical operators. For the 4D toric code, logical operators are the tensor
product of single qubit operators acting on a two-dimensional sheet-like subset of
qubits, similar to the logical operator of the 2D Ising model which flips all spins.
While the 4D Kitaev’s toric code is self-correcting, it requires addressable long-
range interactions if embedded in a lattice of lower dimensionality. Various attempts
have been made to decrease the dimensionality of such a self-correcting code, while
retaining a large energy barrier of the system [35, 53, 54]. A typical shortcoming
of these codes includes sensitivity to perturbations [55], while genuine topological
systems are known to be robust [30]. Finding a self-correcting system in three
dimensions (or lower) is still an ongoing research direction.
Following the intuition based on the Arrhenius law, it is believed that quantum
self-correction requires a scaling energy barrier, i.e., an energy barrier that is an in-
creasing function of system size. However, a formal relation between self-correction
and a scaling energy barrier has not been established and the Arrhenius law has only
be proven for a few models while there are known counterexamples. Moreover,
it was recently suggested that there might exist a different kind of protection [44],
one that does not require a scaling energy barrier, coined entropy protection. The
intuition is that while there exist paths in phase space mapping a ground state to an
orthogonal ground state while only introducing a constant amount of energy, these
paths might not be the typical. Typical paths, however, might require the system
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to go through a scaling energy barrier. We could think of such a model as having
an effective free energy barrier, i.e., there are free energy valleys in the landscape
between the two ground states, and in order to get out of such a valley the system
would have to overcome an effective barrier.
In 2014, Brown et al. proposed a local 2D Hamiltonian which seemed to realize
entropy protection [48] since its memory time exhibits a super exponential scaling,
albeit only in a limited range of temperature. This model consists of a toric code-
like structure, where instead of qubits d-level spins (qudits) are placed on the edges
of a square lattice. This model also corresponds to the quantum double of Zd .
Its elementary excitations are d different electric and d different magnetic anyons.
Specifically, in Ref. [48] d = 5, and due to charge-flux duality, it is convenient to
think only in terms of e.g., electric charges. Then there are 5 different charges,
grouped as vacuum, light particle, heavy particle, heavy antiparticle, and light
antiparticle. Particle-antiparticle pairs have the same mass, and furthermore the
masses are set such that mheavy > 2mlight to ensure that thermal evolution of the
system favors the decay of a heavy particle into two light particles. The authors of
Ref. [48] further introduce defect lines to the system by modifying local terms of the
Hamiltonian. When a light particle crosses such a line, it becomes a heavy one and
vice versa. This construction results in fractal-like splitting of typical anyon-paths,
resembling the fractal geometrical support of logical operators in Haah’s cubic code
[46, 56]. The authors of Ref. [48] numerically observed a memory time for this
entropic code similar to the cubic code, that is, it grows super-exponentially with
the inverse temperature (tmem ∝ exp(cβ2)). A striking difference between the cubic
code and Brown’s entropic code is, however, that while the former has an energy
barrier that grows logarithmically with system size, the energy barrier of the entropic
code is a constant, independent of system size. Thus, Brown’s entropic code seems
to have a better scaling of memory time than the one predicted by the Arrhenius law.
However, it was also remarked that the super-exponential scaling did not remain
valid at arbitrarily low temperature, i.e., in the limit of very large β. Thus, Brown’s
entropic code argues for the possibility of entropy protection but failed to settle the
question of whether entropy can protect quantum information and lead to a better
scaling of than memory time than the one predicted by Arrhenius law.
Here, we settle this question in the negative by proving that a scaling energy barrier
is necessary for self-correction for any quantum double model of an Abelian group,
a general framework which contains Brown’s entropic code. Thus, entropy cannot
protect quantum information in the absence of a scaling energy barrier for those
models. Technically, we establish a rigorous version of the Arrhenius law as an
20
upper bound for the mixing time of quantum doubles of Abelian groups. We
prove that the mixing time – defined as the longest time an initial state takes to
thermalize to the Gibbs state – and thus the memory time are upper bounded by
poly(N) exp(2β), where N is the size of the system and  is the generalized energy
barrier. We rigorously define  by a natural quantity arising from our analysis
which straightforwardly extends the intuitive notion of energy barrier. Finally, we
evaluate the generalized energy barrier and show that it is independent of system
size or temperature for two-dimensional Abelian quantum double models. As our
bound holds for any temperature, this means that Abelian quantum doubles don’t
allow for entropy protection, i.e., their memory time can at most scale exponentially
with inverse temperature. Our results are based on the method presented in Ref. [3]
and are a generalization of the results therein, where the author has derived a similar
Arrhenius law bound and energy barrier for any commuting Pauli stabilizer codes
in any dimensions.
The paper is organized as follows. In Sec. 2.2.1 and 2.2.2we introduce the framework
of our analysis: the construction of Abelian quantum doubles and the noise model
used to simulate the thermal environment. In Sec. 2.3we present ourmain result: the
upper bound on the mixing time and the formula for the generalized energy barrier,
followed by a discussion on the physical interpretation of this result in Sec. 2.4. We
present the details of the derivation of the bound in Sec. 2.5. Finally, we conclude
with possible future directions in Sec. 2.6.
2.2 Framework
We now introduce the framework in which our result is valid. First, we introduce
the systems of interests, i.e., the quantum double of Abelian groups. Second, we
model the thermalization of such a system by the Davies map.
2.2.1 Abelian quantum doubles
Abelian quantum doubles are a special case of the quantum double construction
introduced by Kitaev [4], where the quantum double is based on the cyclic group
Zd . This was the model investigated in Ref. [48] with d = 5, and it is a generalized
toric code construction (the toric code is the quantum double of Z2) acting on d-level
spins or qudits.
Generalized Pauli operators
We will choose a basis for the Hilbert space of a qudit to be labeled by orthonormal
states {| `〉} where ` ∈ Zd  {0, . . . , d − 1}. We introduce the generalized Pauli
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Figure 2.1: (a) Star operator A(v) in blue and plaquette operator B(p) in red. A
defect line is shown as a thick gray line traversing the lattice, with the modified star
and plaquette operators near such a line in orange. (b) Examples of anyon paths for
an Abelian quantum double (d > 2).
operators, X k and Z k , k ∈ Zd . They act on a qudit according to:
X k |`〉 = |` ⊕ k〉 , (2.2)
Z k |`〉 = ωk` |`〉 , (2.3)
where ⊕ is the addition modulo d and ω` = exp(i2pi`/d), ` ∈ Zd are the dth roots of
unity. The eigenvalues of the Z generalized Pauli operator but also the X generalized
Pauli operator are precisely the dth roots of unity. In our convention, the identity
is a generalized Pauli operators with k = 0. One can straightforwardly derive the
following useful identities:
X† = Xd−1 Z† = Zd−1 Z k
′
X k = ωkk
′
X kZ k
′
. (2.4)
Hamiltonian
We now define the Hamiltonian of the quantum double of Zd on 2N d-level spins
or qudits located on the edge of a two dimensional square lattice with N vertices.
We define a (generalized) Pauli operator to be a 2N-tensor product of single-qudit
(generalized) Pauli operator X k or Z k , k ∈ Zd . For convenience, we will henceforth
omit the (generalized) modifier. We note PM the set of Pauli operators acting non-
trivially on at most M ≤ 2N qudits. The qudits on which a Pauli operator acts
non-trivially are its (geometrical) support.
The local interactions of the Hamiltonian will be Pauli operators supported on four
qudits neighboring either a vertex v of the lattice for star operators A(v) or a plaquette
p for plaquette operators B(p), see Fig. 2.1(a). A star (and a plaquette) is the union
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of four edges or, equivalently, qudits located on those edges. It is convenient to label
the qudits around a star + or plaquette  using the cardinal points: East, South,
West, and North. The star operator A(v) for vertex v is
A(vi) = XE ⊗ XS ⊗ X†W ⊗ X†N (E, S,W, N) = +v (2.5)
and the plaquette operator B(p) for plaquette p is
B(p) = ZE ⊗ Z†S ⊗ Z†W ⊗ ZN (E, S,W, N) = p. (2.6)
The eigenvalues of star and plaquette operators are the dth roots of unity, inherited
from the single-qudit Pauli operators. The projector unto the eigenvalue ωa of the
star operator at vertex v is
Pa(v)v =
1
d
d−1∑
k=0
(ωaA(v))k . (2.7)
Similarly, the projector unto the eigenvalue ωa of the plaquette operator at plaquette
p is
Qb(p)p =
1
d
d−1∑
k=0
(ωbB(p))k . (2.8)
Note that those projectors commute since every star operator commute with every
plaquette operator.
The Hamiltonian of the Zd quantum double is [4, 48]
H =
∑
v
d−1∑
a=0
Ja(v)v P
a(v)
v +
∑
p
d−1∑
b=0
Jb(p)p Q
b(p)
p , (2.9)
where Ja(v)v and J
b(p)
p are non-negative numbers. We set ∀v, p J0v = J0p = 0 such that
a ground state |Ω〉 is a common +1 eigenvector of all P0v and Q0p
∀v, p P0v |Ω〉 = Q0p |Ω〉 = +|Ω〉. (2.10)
The ground space is degenerate whenever this Hamiltonian is defined on a manifold
with non-zero genus. For instance, on a square lattice with periodic boundary
condition, i.e., a torus, the ground space is d2-degenerate and can be used to encode
quantum information. The positive numbers Ja(v)v and J
b(p)
p for non-zero a and b can
physically be interpreted as masses of the different excitations of the model, which
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Figure 2.2: (a) Anyon pair created from vacuum, (b) one of the anyons moved and
(c) the pair fused back to vacuum, all the while applying local operators.
we now discuss.
Excitations and syndromes
Every spectral projector Pa(v)v and Q
b(p)
p are pairwise commuting. Moreover, they
commute with the Hamiltonian. Thus, it is convenient to label an energy eigenvector
| ψ〉 using the quantum numbers a = {av} and b = {bp} defined by
av = 〈ψ |A(v)| ψ〉 (2.11)
bp = 〈ψ |B(p)| ψ〉. (2.12)
Using the terminology of quantum error correction, we define the syndrome of | ψ〉
by
e(| ψ〉) = (a, b) ∈ ZN+Nd . (2.13)
Therefore, the Hamiltonian can be diagonalized using the different syndrome values,
i.e.,
H =
∑
(a,b)
(a, b)Π(a, b), (2.14)
where the explicit formula for the energies (a, b) and projectors Π(a, b) can be
found in Sec. 2.5.1. Let us try to draw a physical picture which will help intuition.
The syndrome of an energy eigenvector is a bookkeeping of the different excitations
at every vertex and plaquette. The +1 eigenvectors of Pa(v)v for a(v) , 0 have a
point-like excitation located on the vertex v which we call an electric charge (or
chargeon) of type a. Similarly, the +1 eigenvectors of Qb(p)p for b(p) , 0 have a
point-like excitation located on the plaquette p which we call a magnetic flux (or
fluxon) of type b. The ground states of the Hamiltonian have syndrome (0, 0).
Physically, the point-like excitations can (i) be created out of the vacuum by applying
a local operator on a ground state, (ii) propagating on the lattice and (iii) annihilating
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back to the vacuum by applying a local operator. This can be understood at the level
of the syndrome. Consider on a ground state and then apply a generalized Pauli
operator X k on a qudit located on a horizontal edge (see Fig. 2.2). This will modify
the eigenvalues of the plaquette operators North and South of that horizontal edge,
denoted B(pN ) and B(pS). Indeed, the resulting state will be a +1 eigenvector of the
spectral projectors Q−kpN and Q
k
pS . Physically, X
k created a magnetic flux of type k
(resp. −k) on the South (resp. North) plaquettes. In other words, X k created a pair
of conjugate magnetic fluxes out of the vacuum. Similarly, Z k would create a pair
of conjugate electric charges out of the vacuum. We assign to any generalized Pauli
operator ση the syndrome e(η) of the state ση |Ω〉
e(η) = e(ση |Ω〉). (2.15)
In our examples,
e(X k) = (a = 0, b = [0, . . . , 0, k,−k, 0, . . . , 0]) (2.16)
e(Z k) = (a = [0, . . . , 0, k,−k, 0, . . . , 0] , b = 0). (2.17)
Given any energy eigenvector | ψ〉 and any generalized Pauli operator η, the syn-
drome of the state ση | ψ〉 is obtained by
e(ση | ψ〉) = e(η) ⊕ e(| ψ〉). (2.18)
This very simple addition rule stems for the Abelian structure of the group Zd and
is related to the fusion rules of the excitations of this Abelian topological model.
Fluxons and chargeons turn out to be (Abelian) anyons, i.e., quasi-particles which are
not bosonic nor fermionic. Yet their anyonic nature will not be essential in our work.
However, we will from now on use the term anyon to designate a generic point-like
excitation (either a fluxon or a chargeon). Moreover, chargeons and fluxons are
related by an exact duality which maps the lattice to the dual lattice. Thus, it will
often be convenient to focus on a single anyon type, e.g., chargeons in order to
simplify our discussion and notations. Also, we would like to introduce a single
index s which labels either the vertices or the plaquettes, i.e., s = v/p. Thus, any
anyon (chargeon or fluxon) is located on a site (vertex or plaquette).
2.2.2 Thermal noise model
The model used in our work to simulate the thermalization process of the quantum
double is theDaviesmap [57, 58], the gold standard for simulating the thermalization
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of many body systems [32, 45, 46, 48]. The system is coupled to a bosonic bath and
the Hamiltonian of {system+bath} reads
Hfull = Hsystem + χ
∑
α
Sα ⊗ Bα + Hbath, (2.19)
where Bα is the operator acting on the bath and Sα ≡ S jα′ is an operator acting on
spin j of the system. We consider the weak coupling limit, with χ  1.
The density operator of the system, noted ρ, evolves according to themaster equation
dρ
dt
= −i[Heff, ρ] + L(ρ), (2.20)
whereHeff is the (Lamb-shifted) systemHamiltonianHeff = Hsystem+
∑
α,ω S
†
α(ω)Sα(ω)
and the Liouvillian is
L(ρ) =
∑
α,ω
γα(ω)
(
Sα(ω)ρS†α(ω) −
1
2
{S†α(ω)Sα(ω), ρ}+
)
. (2.21)
The operators governing the evolution of the system in energy space are the spectral
jump operators, Sα(ω). They take the system from energy eigenstate ′ to another
eigenstate with energy  = ′ + ω, and have the form
Sα(ω) =
∑
(a,b)−(a′,b′)=ω
Π(a, b)SαΠ(a′, b′). (2.22)
They are the Fourier transforms of Sα(t) (the time-dependent operator acting on the
system due to its contact with the thermal bath):
Sα(t) =
∑
(a,b),(a′,b′)
ei(a,b)tΠ(a, b)SαΠ(a′, b′)e−i(a′,b′)t . (2.23)
The rate with which a state of the system is taken to another state ω far in energy,
by applying the jump operator Sα(ω) due to its coupling to the thermal bath is the
transition rate γα(ω). These transition rates obey detailed balance
γα(ω) = eβωγα(−ω). (2.24)
This Liouvillian drives any state towards the Gibbs state
ρG ∝ e−βHsystem, (2.25)
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which is its unique fixed point: L(ρG) = 0.
Applying the Davies map to a Zd quantum double we need to choose an operator
basis for the jump operators Sα. For d = 2, a possible choice is the Pauli group, while
for d > 2 it is the generalized Pauli group. We should be careful, since although the
elements of the Pauli group are Hermitian, the elements of the generalized group are
not: X† = Xd−1. We can circumvent this problem by either writing the interaction
terms in the full Hamiltonian as σj,α′ ⊗ B†α +σ†j,α′ ⊗ Bα with σj,α′=(l,m) = Z ljXmj , and
thus Sj,α′ = Z ljX
m
j as in the Z2 case, or by constructing Hermitian jump operators:
Sj,α′ = 1/
√
2(σj,α′ + σ†j,α′). Independent of which choice we make, our results in
the following sections are the same.
2.3 Generalized energy barrier
We establish a formerly ill-defined link between the energy barrier of a system and
its mixing time for Abelian quantum doubles. We prove a rigorous Arrhenius law
upper bound for the mixing time (Sec. 2.3.2, details of the proof in section 2.5), and
give a proper definition for the energy barrier appearing in that bound (Sec. 2.3.1).
In section 2.3.3 we evaluate this energy barrier for Abelian quantum doubles in two
dimensions and find it is a constant independent of system size or temperature.
2.3.1 Definition of the generalized energy barrier
Recall from the introduction that the energy barrier is intuitively related to the
decomposition of operators acting non-trivially within the ground space (logical
operators) into a sequence of local operators. Surprisingly, the generalized energy
barrier arising from our analysis is related to the energy cost of building an arbitrary
Pauli operator. This seems to go against intuition since an arbitrary Pauli operator
ση ∈ P2N can create an extensive amount of energy. However, excitations which
appear in the final error configuration e(η) created by the Pauli operator will not
contribute towards the generalized energy barrier: only intermediate excitations
created in the sequential construction of this final error configuration do. Note that
if ση is a logical operator, the generalized energy barrier coincides with the intuitive
energy barrier.
The idea is thus to consider sequences of Pauli operators
{
σηt
}
which sequentially
build the operator ση by applying Pauli operators acting on a single qudit. We call
such a sequence a local errors path. Indeed, we think of η as the index of the final
error which we sequentially build through single qudit errors such that the error at
step t is indexed by ηt .
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Definition 2.1 (Local errors path). A local errors path {σηt }t≥0 is a sequence of
Pauli operators such that
σηt=0 = I (2.26)
locality ∀t ∃P ∈ P1 σηt+1 = P · σηt (2.27)
convergence ∃ ση,T t > T ⇒ σηt = ση . (2.28)
At any intermediate step t ≤ T , the Pauli operator σηt will create a syndrome e(ηt)
corresponding to a pattern of anyons. At every site, only the energy of an anyon
whose charge is different from the one in the syndrome e(η) contribute towards the
energy barrier. Formally, we define the additional energy of the error indexed by ηt
with respect to the error indexed by η as
Definition 2.2 (Additional energy). Let ηt and η be indices of two Pauli operators.
The additional energy of the error σηt with respect to the reference operator ση is
(ηt |η) =
∑
s
Jes(η
t )
s
(
1 − δes(ηt ),0
) (
1 − δes(ηt ),es(η)
)
. (2.29)
Note that in Eq. (2.29), summands do not contribute if es(ηt) = 0, i.e., if the
intermediate error does not create excitations on site s but also if es(ηt) = es(η), i.e.,
if the intermediate error creates the same excitation on site s as the reference error
ση .
We are now in position to define the generalized energy barrier of an error ση and
then of the Hamiltonian.
Definition 2.3 (Generalized energy barrier). Let {σηt } be an arbitrary local errors
path converging to the Pauli operator ση ∈ P2N . The generalized energy barrier of
ση is
(η) = min
{σηt }→ση
max
t
(ηt |η). (2.30)
The generalized energy barrier of the Hamiltonian H is
(H) = max
η
(η). (2.31)
In the next section, we will now introduce the mixing time, an upper bound on
the quantum memory time, and then introduce our bound which relates it to the
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generalized energy barrier through a formula similar to the Arrhenius law given in
Eq. (2.1).
2.3.2 Arrhenius upper bound on the mixing time
We define the mixing time as the time scale after which the evolution of any initial
state of the system becomes ε = e−1/2-indistinguishable from the Gibbs state defined
by Eq. (2.25). The ε = e−1/2 value is chosen so the relationship between the mixing
time and the gap of the Liouvillian will have a convenient form, and the exact value
won’t modify either the qualitative aspect of our calculations or the scaling of the
bound obtained on the mixing time.
Definition 2.4 (Mixing time). The mixing time of a Liouvillian (whose fixed point
is the Gibbs state ρG) is
tmix(ε) = min{t | t′ > t ⇒ ||eLt ′ρ0 − ρG | |1 < ε ∀ρ0}, (2.32)
with ε = e−1/2 ,
whereweused the trace norm, | |A| |1 = Tr
[√
A†A
]
, tomeasure the (in)distinguishability
of two quantum states.
Loosely defining the quantum memory time as the maximal time after which one
can recover information about the initial ground state, we immediately see it is upper
bounded by the mixing time. Indeed, the Gibbs state treats all ground state on the
same footing and thus information about the initial ground state has disappeared.
We do not provide a formal definition of the quantum memory time in this work.
Our main result relates the generalized energy barrier to the mixing time through a
relation similar to the Arrhenius law.
Theorem 2.5 (Arrhenius bound on mixing time). For any Abelian group Zd , for
any inverse temperature β, the mixing time of the Davies map Liouvillian of the
quantum double of Zd is upper bounded by
tmix ≤ O
(
βNµ(N)eβ(2¯+∆)
)
, (2.33)
where 2N is the number of qudits in the system, ∆ is the gap of the system Hamil-
tonian, ¯ is the generalized energy barrier, and µ(N) defined by Eq. (2.36) is the
length of the longest optimal local errors path.
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The derivation of this result can be found in section 2.5. We will now show that for
Abelian quantum double, ¯ is bounded by a constant independent of system size in
Sec. 2.3.3 and that µ(N) is bounded by 8N(d−1) in Sec. 2.3.4. The right hand side of
Eq. (2.33) has a dependence on a low power of N , that does not qualitatively modify
the scaling of the mixing time nor the behavior of the system when considered as a
candidate for a quantummemory. The important physical quality of this bound is the
Arrhenius law scaling. This scaling is not set by the gap of the system Hamiltonian
but, more interestingly, by the generalized energy barrier, which we now evaluate.
2.3.3 Generalized energy barrier is constant for Abelian doubles
We will now evaluate the generalized energy barrier of any 2D quantum double of
an Abelian group and show that it is a constant, independent of system size, more
precisely 2Jmax. While this was known for the Z2 case [3], we extend it to any Zd
quantum double. From now on, we consider a Zd quantum double, with arbitrary d.
Furthermore, we henceforth omit the ’generalized’ modifier in (generalized) energy
barrier for simplicity.
To evaluate the energy barrier of the Hamiltonian, given by Eq. (2.31), we want
to bound the barrier of an arbitrary Pauli operator, given by Eq. (2.30). Thus, we
aim to exhibit a local errors path where the additional energy of any intermediate
error is a constant. To do so, we will use the following strategy. We will first turn
the final error syndrome into a weighted directed graph intuitively corresponding
to the worldlines of anyons. Then, we will decompose that graph into cycles and
trees. Cycles correspond to pair of conjugate anyons appearing out of the vacuum,
propagating and then fusing back to the vacuum. Trees represent propagation of
anyons, whose position (resp. word lines) correspond to terminal vertex (resp.
edges) of the tree. Finally, using different techniques for cycles and trees, we show
how to build the error of each type by moving at most one anyon at a time in a way
that the additional energy of any intermediate error involve at most two local terms
of the Hamiltonian, resulting in an energy barrier of at most 2Jmax.
Graph corresponding to an error configuration
• Any error is the product of elementary errors whose supports are disjoint.
The energy barrier of the error is the largest energy barrier of its elementary
errors.
Let’s consider an arbitrary error, i.e., a Pauli operator. Its geometrical support,
i.e., qudits on which it acts non-trivially, splits into connected components.
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We can decompose the global operator into a product of elementary opera-
tors, each of which is supported on one connected component. No terms of
the Hamiltonian have support which intersects two connected components.
Thus, we can choose the local errors path so that elementary errors are built
sequentially. In any intermediate error, there is a unique elementary error
under construction. The other elementary errors are either not constructed
yet, or are already constructed. In either case, they do not contribute towards
the energy barrier.
• Any elementary error can be interpreted as anyons decaying and fusing to-
gether, thus forming a fully connected, directed graph with weighted edges.
Due to charge conservation, this graph is a flow.
The error is a tensor product of single-qudit Pauli operators which create pair
of conjugate anyons out of the vacuum, fuse, and move anyons. Thus, to
every elementary error, we can associate a graph with weighted edges, often
referred to as string-nets in the literature. Such a graph is depicted in Fig. 2.3.
A terminal vertex, i.e., a vertex of valency 1, is an anyon. It is convenient to
label terminal vertices by their anyonic charge, i.e., the value of the syndrome
of the elementary error on that site. Other vertices correspond to world lines
of anyons. Vertices are linked by an edge of weight k if the errors between
them correspond to moving an anyon of charge k along the orientation of the
edge. An edge of weight k connecting site i to site j is equivalent to an edge
of weight d − k connecting j to i.
At this point, we have built a directed graph satisfying weight conservation at
every vertex. Indeed, weight conservation in the graph is equivalent to charge
conservation of the anyons in this Abelian topological model. Such a graph
is called a graph flow.
Decomposing the graph into cycles and trees
We now use a well-known result from flow theory: any flow can be partitioned
into three sets: a rotational and an irrotational flow and a harmonic component
(Helmholtz-Hodge decomposition) [59].
On this discrete geometry of a graph, the rotational flow consist of loops (a.k.a
cycles), the irrotational flow consists of trees which can be thought as union of
strings, and the harmonic part consist of irrotational flows on the non-contractible
cycles.
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Figure 2.3: Illustration of the steps towards constructing the optimal canonical path
for quantum double Z5: (a) the support of the error can be partitioned into three
connected components, colored in red, blue and green; (b) each elementary error can
be interpreted as fusions, decays and moving of anyons; (c) an elementary error can
be mapped onto a fully connected directed graph with weighted edges (reversing
the orientation of an edge changes the weight from k to d − k); (d) this can be
interpreted as a flow of charges; (e) the flow can be partitioned into a rotational
(blue) and irrotational (red) part; and (f) these different partitionings of the flow
are all equivalent to applying the same combination of operators in either loops or
strings.
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This decomposition can be physically interpreted in terms of anyons which we now
do in order to evaluate the energy barrier. Remember the rules of the additional
energy, defined in Definition. 2.2 : an intermediate error has additional energy if an
anyon at a given site is not the anyon created by the reference error. The goal is now
to build the reference error by introducing as little additional energy as possible.
Evaluating the energy barrier
Loops correspond to a particle-antiparticle pair appearing out of the vacuum, then
propagating and eventually fusing back to the vacuum. Such a configuration can be
created by moving two anyons. Thus, loops have an energy barrier corresponding
to the energy of two anyons.
We now explain how to construct an error whose support is a tree.
We can consider the tree to be a superposition of strings, each string corresponding
to a pair of conjugate anyons which has been created out of the vacuum and then
propagated. The terminal vertex of the tree correspond to anyons, conveniently
labeled by their anyonic charge. For convenience, choose one of these terminal
vertices to be the root of the tree. Other terminal vertices will now be called
“leaves”. The root is connected to each leaf by a path whose weight is the anyonic
charge of the leaf. Each such path is a string operator connecting an anyon (at the
leaf) to its conjugate anyon (at the root). See Fig. 2.4 for a graphical example.
We construct the error corresponding to the tree by iteratively choosing a random
leaf and then applying the sequence of generalized Pauli operators which create the
correct anyon at the site of the leaf and then move its conjugate anyon to the site of
the root. We sequentially connect each leaf to the root. During any step, there will
be at most two violations, one for the site of the conjugate anyon being moved to the
site of the root and one for the anyon at the root which might not have the anyonic
charge it should have in the error configuration. At the end of the procedure, the
charge of the anyon at the root will be the one it should have in the reference error
since the total anyonic charge of the tree is zero. Thus, trees have an energy barrier
corresponding to the energy of two anyons, similar to the energy barrier of loops.
We have thus proven the following result:
Theorem 2.6 (Energy barrier of Abelian Quantum Doubles). For any d, the gene-
ralized energy barrier  of the quantum double of Zd is at most the energy of two
anyons, i.e.,
(HZd ) ≤ 2Jmax. (2.34)
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Figure 2.4: Decomposition of a tree into strings for the quantum double of Z5. The
weight of each edge of the graph is represented by a color coding.
2.3.4 Length of the local errors path
We have established in the previous subsections that the optimal local errors path
consists of partitioning the error into a product of errors, each of which is supported
either on a loop or a union of strings. The question remains what is the length µ(N),
i.e., the number of steps before the local errors path
{
σηt
}
converges to the reference
error ση . Formally, define
{σηt } to be the number of operators needed to converge
to a reference error ση . We only consider optimal local errors path, i.e., those which
realize ση with the minimal energy barrier. We then define the optimal local length
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of an error to be
µ(η) = min
{σηt }→ση
maxt (ηt |η)=(η)
{σηt } . (2.35)
Then, the quantity which enters in the bound of mixing time, Eq. (2.33) is the
maximal optimal local length of errors
µ(N) = max
ση
µ(η). (2.36)
Note that this is constrained optimization: we choose to first minimize the energy
barrier and then look at the length of the local errors path realizing that minimum.
This choice is dictated by the fact that the energy barrier enters the exponential in
Eq. (2.33) whereas the maximal optimal local length of errors µ is only a multipli-
cative constant. Nonetheless, µ is an extensive quantity since for any error, µ(η) is
lower-bounded by twice the size of the support of the error (the factor two comes
from applying the X and Z part of the error independently). Thus, 4N ≤ µ.
However, in order to minimize the energy barrier, a given qudit could be affected
multiple times by single-qudit operators applied between two intermediate errors.
In the language of graph, a given edge of the graph could belong to a large number
of loops and trees. Indeed, one has to be careful to avoid such a phenomenon. Here
we will show that the loop part of the error can be constructed with a path of length
at most 4(d − 1)N while the string part with a path of length at most 4(d − 1)N; thus
the maximal optimal length is µ(N) ≤ 8(d − 1)N .
Loops
Given a qubit, we want to bound the number of loops which act non-trivially on
that qudit. A priori, the number of loops could be very large. However, we can
use a simple procedure to reduce it. The idea is to look at the weight of all edges
overlapping that qudit and to identify subsets of those weights which sum to 0
modulo d. In that case, we can fuse the corresponding anyons to the vacuum and
get new loops which do not affect the qudit. We call this procedure merging. An
example of merging is presented on Fig. 2.5.
This procedure can be repeated on every qudit independently. The question is then
to bound the number of loops at the end of merging. In Appendix 2.A, we investigate
this question using multiset theory and find that the maximal number of loops that
can remain after merging is d − 1 (see Thm. 2.9). Thus, after merging, any qudit
belongs to at most (d-1) loops of type X and (d-1) loops of type Z. Since there are
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Figure 2.5: Merging of loops at a qudit initially affected by three loops for the
quantum double of Z5. The weight of each edge of the graph is represented by a
color coding.
2N qudits,
µloops ≤ 4(d − 1)N . (2.37)
Strings
A union of strings – after removing the loops from the structure – form a tree with
several “leaves”, the leaves corresponding to the end position of anyons.
It will be necessary to introduce a procedure to “prune the tree”, i.e., decompose a
tree into a superposition of subtrees without introducing new anyons. This pruning
procedure was not necessary to prove that the generalized energy barrier is at most
2Jmax, but will prove useful to bound the length of the canonical path.
The pruning procedure identifies subtrees that can be removed from the original
tree. Those subtrees should have leaves whose anyonic charge sum to zero modulo
d so that they can be removed without affecting the root. Before identifying those
subtrees, it is convenient to first “fatten the tree” by connecting every leaf of weight
k to the root through a string of weight k. The pruning procedure then proceeds
by visiting every vertex of the tree (for instance using a post-order depth first
search 1). At every vertex of the tree, it checks whether there exists a subset of edges
with zero-sum. If so, the pruning procedure removes the subtree generated by the
corresponding leaves. After visiting every vertex, the pruning stops. The tree is
now decomposed into simple trees.
Simple trees have at most d − 1 leaves since any set of d anyons contains a subset
whose sum is zero modulo d (see Thm. 2.9). Their depth is thus bounded by d − 1
Also, every vertex of a simple tree belongs to at most d − 1 strings.
1This specific ordering of the vertices allows to find subtrees with small depth but is not crucial
to our argument.
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Thus, after pruning, every qudit belongs to at most (d − 1) loops of type X and
(d − 1) loops of type Z . Since there are 2N qudits,
µstrings ≤ 4(d − 1)N . (2.38)
2.3.5 The effect of defect lines
For Abelian quantum double, it is possible to locally modify the Hamiltonian in
order to introduce defect lines, such as in the work of Brown et al. [48]. Defect lines
are characterized by an invertible element M ∈ Zd and an orientation. An anyon of
type k ∈ Zd crossing a defect line of type M along the orientation (resp. against the
orientation) will be transformed into an anyon of type M · k (resp. M−1 · k). What
do we mean by “transformed”? Consider two vertices (v−, v+) on the lattice, one on
each side of the defect line such that the orientation points from v− to v+. There
exists a local Pauli operator which maps a +1 eigenstate of Pkvi to a +1 eigenstate of
PM ·kvi . In other words, an excitation will locally at energy Jk become an excitation
carrying energy JM ·k .
In [48], Brown et al. proposed a local 2D Hamiltonian which seemed to realize
entropy protection [48]. This model is the quantum double of Z5; and due to charge-
flux duality, we’re allowed to think only in terms of e.g., electric charges. Then
there are 5 different charges, grouped as: vacuum, light particle, heavy particle,
heavy antiparticle, light antiparticle. Particle-antiparticle pairs have the same mass,
furthermore mheavy > 2mlight to ensure that during the thermal evolution of the
system it is favorable for the heavy particles to decay into two light particles. In
order to favor the occurrence of heavy particles, the authors of Ref. [48] introduced
defect lines of type M = 2 to the system. The star and plaquette terms of the
Hamiltonian near a defect line are slightly modified in this case, and the modified
operators are shown in Fig. 2.1. This changes the dynamics so when a light particle
crosses such a line, it becomes a heavy one and vice versa. Thus, the excitations in the
model are typically light particles which propagate freely until they eventually cross
a defect line, acquire mass, and then decay into two light particles. It was observed
numerically in [48] that the memory time seems to behave like tmem ∝ exp(cβ2)
over some range of parameters but seems to fail for large β. Can our bound shed
new light on this model? To that end, we now analyze the effect of those defect lines
on our bounds.
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Syndromes for the Hamiltonian with defect lines
One could wonder whether the definition of the energy barrier given by Eq. (2.31)
should be changed due to the introduction of defect lines. It does not. However, the
Hamiltonian changed and thus the syndromes of Pauli errors will change too. Given
a Pauli error ξ ∈ P2N , its syndrome with respect to the new Hamiltonian enew(ξ)
is related to the syndrome eno defect lines(ξ) it had in the absence of defect lines by
simply multiplying the syndrome by the defect line string T1 ∈ Z2Nd ,
enew(ξ) = (T1) · eno defect lines(ξ), (2.39)
where multiplication is understood ditwise and modulo d. The defect line string
T1 ∈ Z2Nd is defined for every site s by
(T1)s =

M if s near (and on the “−” side of) a defect line
1 otherwise
. (2.40)
Therefore, there is a consistent way to get the syndromes of the quantum double
Zd with defect lines, and we can use this new set of syndromes to work through
the same steps in the derivation as we did for the quantum doubles without defect
lines. These two derivations will essentially be identical – except for the different
definitions of the syndromes – and we will arrive at the same formula for the energy
barrier.
Globally consistent labeling of anyon types in the presence of defect lines
The only remaining question is this: knowing that the definition of the energy barrier
is the same with defect lines, does the evaluation of the energy barrier detailed in
the previous sections go through the same way? The main issue is how to label the
excitations. Indeed, due to the presence of defect lines, the local labeling of the
anyon type is not consistent globally.
Here we explain how to recover a global labeling of anyon types, under one technical
condition we call consistency of defect lines. We define the consistency of the defect
lines of a model by requiring that when we create a pair of anyons from vacuum, then
take one of them around any loop anywhere on the lattice, they fuse back to vacuum
with each other. Should that transparency condition be violated, the intersection of
defect lines would become a sink and a source for single anyons, which we forbid.
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Furthermore, we do not know how the Hamiltonian of such a pathological model
would be written down in a form similar to Eq. (2.9).
Thus, we consider consistent defect lines. Our goal is to take the globally inconsis-
tent, local anyon syndromes which is a record of the eigenvalues of the A(v)/B(p)
star/plaquette operators at each site, and translate them to a consistent, global la-
beling of anyons. This translation is obtained through a global dictionary T2 ∈ Zd
using the formula
eglobal(ξ) = (T2) · elocal(ξ), (2.41)
where · is multiplication ditwise and modulo d. To define the global dictionary,
the idea is to label each region enclosed by defect lines. The anyon types will be
defined in one (arbitrary) reference region and all other regions will carry a label to
translate the local anyon type within its region to what it would be in the reference
region (global syndrome).
For instance, for Z5, with M = 2 an anyon type a in the reference region might
become: a or 2a or 4a or 8a(= 3a mod 5), depending in which region we observe
it. We can name these regions, e.g., L = 1, 2, 4 and 3 in the above example.
Whenever we observe an anyon whose local type is b in a region with a label L, we
know that anyon would have a local type b′ = L−1b in the reference region (or any
trivial L = 1 region). Thus, the T2 dictionary is defined for every site by
(T2)s = L−1 for s ∈ region with label L. (2.42)
Evaluation of the generalized energy barrier and maximum length of the
optimal local errors path
Finally, introducing defect lines doesn’t change the allowed anyon fusion/decay
processes either, since the fusion rules are the same as before in every region.
Whenever a particle crosses a defect line it is essentially just renamed, i.e., it doesn’t
leave behind a charge at the defect line. Using the fact that the syndromes can
be made consistent with the procedure of tracing all anyons back to the L = 1
regions, any error can still be mapped onto a graph flow of anyons, and the plan for
constructing any generalized Pauli error described in Sec. 2.3.3 still works. Thus,
the value of the energy barrier and the maximum length of the optimal canonical
path is unchanged as well: ¯ = 2Jmax and µ(N) ≤ 8(d − 1)N .
Therefore, as neither the definition of the energy barrier, nor the structure of errors,
nor the optimal canonical path for a certain error, nor the length of this path is
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changed by defect lines, the Arrhenius law bound itself is unchanged by the defect
lines.
2.4 Discussion
2.4.1 Possible improvements
We briefly review some possible improvements on our bounds, indicate possible
avenues to achieve those improvements, and conjecture what the optimal bounds
would be.
The polynomial dependence of the Arrhenius bound on mixing time can probably
be improved. Indeed, we expect that better techniques would allow to get rid of the
N prefactor in Eq. (2.33). However, the polynomial dependence of the length of
the longest optimal local errors path µ ∼ N is tight since one can find errors whose
length are of the order of the number of qudits. Thus, we expect the mixing time
to scale with system size. The extensiveness of mixing time is coherent with the
intuition that some system relax locally.
However, the quantummemory time might be much shorter than the mixing time. A
dramatic example is the three-dimensional toric code whose quantum memory time
is constant whereas its mixing time is exponentially long. Indeed, one of the logical
operator is string-like whereas the other logical operator is supported on a 2D sheet
of qudits. The expectation value of the sheet-like logical operator thermalizes in
exponential time whereas the expectation value of the string-like logical operator is
short-lived. We expect the quantum memory time of 2D Abelian quantum double
to be a constant, independent of system size.
2.4.2 Implication for entropy protection
In [48], authors investigate the quantummemory time of an Abelian quantum double
with d = 5 with defect lines. By tuning the masses of anyons, they obtain a thermal
dynamic in which the typical world lines of anyons have a fractal structure. Indeed,
heavy particles, rather than propagate, will (with high probability) decay into two
light particles propagating independently; while light particles will eventually cross
a defect line, become a heavy particle (at an energy cost), which then decays into two
light particles. Brown et al. numerically observe a super-exponential scaling of the
memory time which they explain to be the result of this fractal structure of the world
lines of excitations. It is called “entropic protection” as the world lines only have a
fractal structure and thus there’s a scaling energy barrier for a typical worldline of
anyons. There are, in fact, world lines taking the system to an orthogonal ground
state with only a constant energy cost, however, the probability of such a world line
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is entropically suppressed.
Applying the result of the present paper to this model, we can see that its memory
time is upper bounded by a strict Arrhenius law, with an energy barrier that has
no dependence on temperature or system size, even when including the effect of
permuting type defect lines. Since our bound is valid for any value of the inverse
temperature β, we can see that the exp(cβ2) scaling observed in Brown’s entropic
code needs to break down for sufficiently low temperatures, as the memory time
can’t exceed our bound. This breakdown at low temperature was forecasted in [48].
Indeed, for low temperature the thermal process resulting in fractal-like world lines
of anyons is not typical anymore, since the environment can’t provide the energy
required for a light particle to become heavy. Rather, a light particle near a defect
line won’t cross, but linger there until it meets with another particle and fuse with
it either to vacuum or to a heavy particle. If fused to a heavy particle, that heavy
particle can then cross the defect line and lower the energy by becoming a light
particle.
The low temperature behavior of Brown’s entropic code agrees with the fact that our
bound doesn’t allow it to have a better than exponential memory time. The scaling
observed in Ref. [48] is most likely limited to the region discussed there, and needs
to break down for temperatures out of that region.
One question that remains open is whether the super-exponential behavior they
observe is an artifact of their construction, e.g., of the decoder or a physical property
of the model. Indeed, one could imagine that the introduction of defect lines does
change the thermal behavior of the model over some temperature region. The super-
exponential scaling could then be understood as an entropic enhancement. While
this enhancement does not translate into a qualitatively different scaling at low
temperature, it could introduce a multiplicative gain inside the exponential scaling.
This conjectured scenario is represented on Fig. 2.6.
Our bound, however, is more general than to only exclude the possibility of entropic
protection for the specific construction of Brown et al. The result presented in the
present paper means that entropic protection doesn’t exist for any Abelian quantum
doubles (with or without permuting type defect lines); in order to have a self-
correcting memory based on such models, one needs a scaling energy barrier.
However, we should remark that a scaling energy barrier does not always ensure
self-correction, as seen in the example of the welded code [60] which is expected to
have a memory time which is independent of system size [45].
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Figure 2.6: Scaling of the logarithm of the quantummemory time tmem as a function
of the inverse temperature β. The quadratic scaling (tmem ∼ ecβ2) numerically
observed in [48] (represented schematically by the green curve) cannot extend to
arbitrary low temperature due to our upper bound (in blue). Thus, the super-
Arrhenius behavior (pink dashed line) will transition to an Arrhenius behavior
(black dotted line) for sufficiently low temperature.
2.5 Details of the derivation
The derivation of the upper bound and the generalized energy barrier for the Zd
generalized case follow the steps outlined in Ref. [3] for the Z2 model. Although
the approach for the Zd - Stabilizer models is very similar to the one presented in
Ref. [3], the derivation differs in several key steps from Z2 due to the increased
complexity of the model. In this section we present the general approach of the
derivation with an emphasis on the differences from the Z2 case.
To obtain the bound on the thermalization time presented in Eqn. (2.33), we need
to take two steps. First, we bound the mixing time tmix in terms of the spectral gap λ
of the Davies generator, and then we proceed to prove a lower bound on the spectral
gap λ. To obtain the bound on the mixing time in terms of the gap, we employ an
upper bound to the convergence in trace norm distance derived in Ref. [61]. For
any initial state ρ0 that evolves according to some semi-group ρt = exp(tL)ρ0,
we can bound the distance to its fixed point ρG as | |ρt − ρG | |tr ≤
√
| |ρ−1G | |e−λt .
Since the Davies generator converges to the Gibbs state ρG = Z−1 exp(−βH) we
find | |ρ−1G | | = O(exp(c0βN)), with some model specific constant c0. Given a lower
bound 0 < µ ≤ λ to the spectral gap, this bound would immediately imply an upper
bound to the mixing time given by
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tmix ≤ O(βNλ−1) ≤ O(βNµ−1). (2.43)
To arrive at a lower bound to the spectral gap of the generator L, we can make use
of a variational expression for the spectral gap λ. Since the fixed point of L is the
Gibbs state, and we furthermore know that the Davies generator is Hermitian with
respect to a weighted Hilbert-Schmidt inner product [57, 58], we can express the
the gap in terms of two quadratic forms. We define the Dirichlet form, E( f , f ) =
− 〈 f ,L∗( f )〉β = −tr[ρG f †L∗( f )] and the variance, Var( f , f ) = tr[ρG f † f ] −
|tr[ρG f ]|2. With these two quadratic forms we can express the spectral gap as
λ = min
f ∈MdN
E( f , f )
Var( f , f ) . (2.44)
For a simple proof of this identity the reader is referred to [61–63]. Hence any
constant µ > 0 serves as a lower bound to the spectral gap if for all f ∈ MdN the
Poincare inequality, µVar( f , f ) ≤ E( f , f ), holds. Naturally, the largest possible µ
coincides with λ. We will now use this inequality to derive a lower bound to the
spectral gap. Note that this problem can be rephrased as an inequality for posi-
tive semi definite matrices. Since both E( f , f ) as well as Var( f , f ) are quadratic
forms in f , we can define two matrices, Eˆ and Vˆ that correspond to the matrix
representations of these forms. Further using the detailed balance condition we
express E( f , f ) = tr [ f †Eˆ( f )] and Var( f , f ) = tr [ f †Vˆ( f )] , where we have now
interpretedMdN as a Hilbert space with the canonical inner product. In this case
the spectral gap can be defined as τ = λ−1, where τ is the smallest positive number
so that τEˆ − Vˆ ≥ 0, here any upper bound to τ constitutes a lower bound to the
spectral gap. We perform the following steps to find such an upper bound to τ and
in turn the lower bound µ = τ−1 to the gap. Due to the similarity to the Z2 case, the
reader is referred to a [3] for a more detailed exposition of the steps and proofs of
the lemmata we need. We discuss only the particular differences to the binary case
in detail here.
2.5.1 Diagonalizing the Hamiltonian, Jump operators
Since the quantum double model is comprised of commuting projectors, it is straight
forward to diagonalize the full Hamiltonian (2.9). We diagonalize the pure system
Hamiltonian by labeling the projectors for every subspace in terms of the error syn-
dromes assigned to different error configurations introduced in Sec. 2.2.1. In order
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to be able to encode quantum information into the ground state of this Hamiltonian,
a degeneracy of ground states is required. This can be achieved by defining the
square lattice on a surface with non-zero genus or by special boundary conditions.
The diagonalized Hamiltonian can be written as
H =
∑
(a,b)
(a, b)Π(a, b), (2.45)
with projectors and energies
Π(a, b) =
(∏
v
Pa(v)v
) (∏
p
Qb(p)p
)
, (2.46)
(a, b) =
∑
v
Ja(v)v +
∑
p
Jb(p)p , (2.47)
where Pa(v)v andQ
b(p)
p are the projectors onto different chargeons and fluxons at vertex
v and plaquette p introduced before, Ja(v)v and J
b(p)
p are the masses corresponding
to these anyons. The eigenstates of this Hamiltonian thus correspond to different
anyon configurations on the lattice, and the states can be labeled by syndromes of
the form (a, b) = (a1, a2, ...aN, b1, b2, ...bN ) ∈ ZN+Nd .
The diagonalization of H implies that we can write the Gibbs state of the system as
ρG =
∑
(a,b)
ρabΠ(a, b), where ρab = e
−β(a,b)
Z
. (2.48)
Note that the Projectors Π(a, b) are obtained as a Zd Fourier transform of powers of
the star A(v) and plaquette B(p) terms as defined in Fig. 2.1 (a). We can write
Π(a, b) = 1
d2N
∑
(x,y)
e
2pii
d (<a,x>+<b,y>)σx¯σ¯y¯, (2.49)
where σx¯ = Ax1(1)Ax2(2) · · · AxN (N) and σ¯y¯ = By1(1)By2(2) · · · ByN (N). Observe
that we have introduced new labels x¯ and y¯, which are linear functions of x and y
respectively and are defined by the decomposition of {Axi (i)} and {Byi (i)} (which
act on vertices and plaquettes) into generalized Pauli operators, i.e., the {X x¯jj }’s
and {Z y¯jj }, which act on edges of the model, so that Ax1(1)Ax2(2) · · · AxN (N) =
X x¯11 X
x¯2
2 · · · X x¯2N2N = σx¯ and By1(1)By2(2) · · · ByN (N) = Z y¯11 Z y¯22 · · · Z y¯2N2N = σ¯y¯.
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The jump operators of the Davies generator are generated by generalized Pauli errors
acting on a single spin. The commutation relations of single generalized Pauli’s
with the Hamiltonian projectors (2.46) is given by
Z ljj X
mj
j Π(a, b) = Π(a ⊕ e(l j), b ⊕ e(m j))Z
lj
j X
mj
j , (2.50)
where e(l j) = (0, . . . 0, l j,−l j, 0 . . . 0) and e(m j) = (0, . . . 0,m j,−m j, 0 . . . 0) are
length N vectors whose only nonzero elements correspond to the vertices at the ends
of edge j = (v, v′) and the plaquettes (p, p′) which contain edge j. Alternatively,
e(l j) (e(m j)) is the syndrome of the excited state created by applying the error Z ljj
(Xmjj ) to the vacuum state. That excited state contains two conjugate anyons of
charges ±l j (of fluxes ±m j) located on the vertices v and v′ (plaquettes (p, p′) that
contain the edge j).
Star and plaquette operators have one east edge E, one south edge S, one west
edge W and one north edge N. Due to the construction of these operators: A(v) =
{XE ⊗ XS ⊗ X†W ⊗ X†N ; (E, S,W, N) ∈ star(v)} for star operators and B(p) = {ZE ⊗
Z†S ⊗ Z†W ⊗ ZN ; (E, S,W, N) ⊂ plaquette(p)} for plaquette operators, a horizontal
edge j = (v, v′) overlaps with the X operator of the star operator A(v) west of edge j
and the X† operator of the star operator A(v′) east of j. (Similarly, a horizontal edge
j overlaps with the Z† operator of the plaquette operator north of j, and Z operator
of the plaquette operator south j.) Therefore, one of the nonzero elements in e(l j)
is +l j and the other is −l j (+m j and −m j in e(m j)).
Since the generalized Pauli basis is a complete matrix basis, any one local operator
at edge j can be decomposed as Sj,(l ′j,m′j ) =
∑
(lj,mj )[s]
(l ′j,m′j )
(lj,mj )Z
lj
j X
mj
j . In order to obtain
the jump operators from Eqn. (2.22), we use the commutation relations (2.50) and
obtain
Sj,(l ′j,m′j )(ω) =
∑
(a,b)
∑
(lj,mj )
Z ljj X
mj
j [s]
(l ′j,m′j )
(lj,mj )Π(a, b) (2.51)
×δ[ω − (a ⊕ e(l j), b ⊕ e(m j)) + (a, b)],
where (a, b) is the energy of the system before, while (a ⊕ e(l j), b ⊕ e(m j)) is the
energy configuration of the system after applying the thermal errors. Note that for
ease of notation we have defined δ[x] = 1, whenever x = 0 and δ[x] = 0 otherwise.
We point out a couple of significant differences from the Z2 case. First, much
like the standard Pauli operators the generalized Z ljj and X
mj
j generate a complete
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local unitary matrix basis, so that any local error can be expressed as a sum of
their products. However, these matrices are not Hermitian. This means that the
coefficients [s](l
′
j,m
′
j )
(lj,mj ) need to obey special constraints to ensure Hermiticity of the
coupling operators Sj,(l ′j,m′j ). As discussed before we make the particular choice that
Sj,(lj,mj ) = 2−1/2(Z ljj X
mj
j + h.c.). As we will see, this will eventually result in terms
appearing in the Liouvillian that are proportional to 1 jΠ(a, b) and terms that are
proportional to Z2ljj X
2mj
j Π(a, b). We are familiar with the first kind of term from
the case of Z2 -stabilizers. However, the cross terms Z
2lj
j X
2mj
j Π(a, b) do not vanish
automatically unless we consider a small lift of the accidental degeneracy in the Ha-
miltonian spectrum. They disappear when introducing a small spatial perturbation
in the masses of different particles, since the delta function δ[x] vanishes on the
slightly perturbed spectrum.
With these derivations for Sj,(l ′j,m′j )(ω) it is in principle possible to state the Davies
generator from Eqn. (2.21) explicitly. Since the Hamiltonian is comprised of only
local commuting terms, one can verify that after performing the sum over ω in Eqn
(2.21), one is left with a Lindbladian that can be written as the sum of local terms,
as done, e.g., in Ref. [64]. Note, however, that we’re taking another approach, as
the representation mentioned above is not particularly helpful for our derivation of
the spectral gap as it obfuscates the underlying general algebraic structure. This
structure is best understood in terms of the action of the generator L on a suitable
matrix basis.
2.5.2 Construction of the Dirichlet matrix and the variance matrix
In order to get a good handle on the matrix pair (Eˆ, Vˆ), we need to choose a suitable
matrix basis of the space MdN . It turns out that the canonical choice is also the
most suitable. We define the tensor product of the generalized Pauli matrices as our
basis through
σ¯kσp = Z
k1
1 Z
k2
2 ...Z
k2N
2N X
p1
1 X
p2
2 ...X
p2N
2N , (2.52)
where Z k jj and X
pj
j are the generalized Pauli matrices introduced in Eqn. (2.2). This
matrix basis is orthogonal with respect to the Hilbert-Schmidt inner product, i.e.,(
σ¯kσp |σ¯k′σp′
) ∝ δk,k ′δp,p′. Here we denote the vectorization of σ¯kσp by σ¯kσp) .
Dirichlet matrix
We first turn to the derivation of the Dirichlet matrix Eˆ, since this matrix proves to
be more challenging. Recall the definition of E( f , f ) = −tr[ρG f †L∗( f )]. Due to
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detailed balance, it turns out to be very useful to investigate the action of the map
−ρGL(·) on σ¯kσp.
Before we state the action of the generator on a basis element, we need to introduce
some shorthand notation. For the syndrome vectors (a, b) and (c, f) and for the error
vector (k, p) , corresponding to applying the operator σ¯kσp to the system, we define
the functions:
H(k,p)(a,b),(c,f) = γ(ω(k,p)(a, b)δ[ω(k,p)(a, b) − ω(k,p)(c, f)],
H˜(k,p)(a,b),(c,f) = γ(ω(k,p)(a, b)) + γ(ω(−k,−p)(a, b)) + γ(ω(k,p)(c, f)) + γ(ω(−k,−p)(c, f)).
We have introduced the Bohr frequenciesω(k,p)(a, b) = (a⊕e(k), b⊕e(p))−(a, b).
Moreover, it proves convenient to introduce an additional short hand for syndromes
that are modified by an additional error as (a, b)(k,p) = (a 	 e(k), b 	 e(p)).
With this notation at hand, we can state an explicit representation of the action of
the generator on the generalized Pauli basis element, so that
−ρGL(σ¯kσp) =
∑
(a,b)
∑
j,(lj,mj )
ρab
1
2
Π(a, b)σ¯kσp (2.53)
×
(
H(−lj,−mj )(a,b)(k,p),(a,b)e
2pii
d (pj lj−k jmj ) + H(lj,mj )(a,b)(k,p),(a,b)e
2pii
d (k jmj−pj lj ) − 1
2
H˜(lj,mj )(a,b)(k,p),(a,b)
)
.
Recall that we can express the projector Π(a, b) in terms of a Zd Fourier transform
over a particular subset of generalized Pauli operators. This in particular means, that
we can express the action ofL on any generalized Pauli again as a linear combination
of the same basis elements. Hence, we can read off the matrix elements in this basis
directly. Since the Dirichlet matrix is essentially given by −ρGL, we can state it
directly in the basis {|σ¯kσp)} and obtain
Eˆ = 1
d2N
∑
j,(lj,mj )
∑
(a,b)
∑
(k,p)
∑
(x,y)
e
2pii
d (<a,x>+<b,y>)e−
2pii
d <k,x¯> |y¯ ⊕ k, x¯ ⊕ p) (k, p| (2.54)
× 1
2
(
1
2
H˜(lj,mj )(a,b)(k,p),(a,b) − H
(lj,mj )
(a,b)(k,p),(a,b)θ(k,p),(lj,mj ) − H
(−lj,−mj )
(a,b)(k,p),(a,b)θ(k,p),(−lj,−mj )
)
ρab,
where θ(k,p),(lj,mj ) = e
2pii
d (k jmj−pj lj ).
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Variance matrix
If we now turn to the second matrix Vˆ, note that the variance Var( f , f ) can be
interpreted as the Dirichlet form of a completely depolarizing semi-group onMdN .
That is we can introduce the depolarizing generator D( f ) = ρGtr [ f ] − f . So that
we can write Var( f , f ) = −tr [ρG f †D( f )] . Recall that the trace can be expres-
sed as a twirl over generalized Pauli matrices as tr [ f ] = d−N ∑kp(σ¯kσp)† f σ¯kσp.
This identity proves quite useful in the derivation of the matrix representation of
Var( f , f ). Following the same approach, as outlined in [3], we can derive thematrix
representation Vˆ of the variance much like the Dirichlet matrix and obtain
Vˆ = 1
dN
1
d2N
∑
(ν,κ)
∑
(a,b)
∑
(k,p)
∑
(x,y)
e
2pii
d (<a,x>+<b,y>) (2.55)
×
(
ρabρ(a,b)(−ν,−κ) − ρabρ(a,b)(−ν,−κ)θ(k,p),(ν,κ)
)
|y¯ ⊕ k, x¯ ⊕ p) (k, p| .
Dirichlet and variance matrices in the dual basis
Note that the Dirichlet matrix and the Variance matrix are formally very similar.
A central difference however is that the sum over (ν, κ) in the definition of Vˆ is
taken over the full matrix basis σ¯νσκ = Zν11 Z
ν2
2 · · · Zν2N2N X κ11 X κ22 · · · X κ2N2N . This is
considerably different from the sum over ( j, (l j,m j)) in the Dirichlet matrix Eˆ. This
sum is constrained to run only over all local operators acting only on a single site.
Hence Vˆ contains considerably more summands than Eˆ. It is now the central
challenge to show that despite this larger number of summands the span of Vˆ lies
well within the span of Eˆ and the matrix can be supported with a small τ. The
structural similarity becomes even more evident, when we perform a convenient
basis transformation. We consider the dual basis of the commuting subgroup
generated by the projectors in the quantum double Hamiltonian:
(a, b)(k0,p0)) = 1dN ∑(x,y) e 2piid (<a,x>+<b,y>)e− 2piid <k0,x¯> |y¯ ⊕ k0, x¯ ⊕ p0) . (2.56)
Note that every dual vector that starts from some particular reference state labeled
by (k, p), is orthogonal to all other dual states which is not contained within the
left action of the commuting generator group of the Hamiltonian. That is, every
dual space spanned
(a, b)(k0,p0)) is orthogonal to the one spanned by (a, b)(k′0,p′0))
if we can’t find a σ¯y¯σx¯ so that σ¯k′0σp′0 ∝ σ¯y¯σx¯σ¯k0σp0 . Hence we have a natural
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decomposition of the matrix algebra into dual basis sets. Now, we furthermore
introduce the states
−(ν,κ)ab(kp)0 ) = 1√2 ((a, b)(k0,p0)) − θ(k0,p0),(−ν,−κ) (a, b)(−ν,−κ)(k0,p0) )) , (2.57)
where θ(k0,p0),(ν,κ) = e
2pii
d (<k0,κ>−<p0,ν>), and recall the short hand notation (a ⊕
e(ν), b ⊕ e(κ)) = (a, b)(−ν,−κ).
With these vectors at hand, we can write the variance matrix as the direct sum over
the orthogonal sets of the dual basis vectors as Vˆ = ⊕(kp)0 Vˆ(kp)0 , where every
summand is positively weighted sum of projectors on to the
−(ν,κ)ab(kp)0 ) so that
Vˆ(kp)0 =
1
dN
∑
(ν,κ)
∑
(a,b)
ρabρ(a,b)(−ν,−κ)
−(ν,κ)ab(kp)0 ) (−(ν,κ)ab(kp)0  . (2.58)
If we transform the Dirichlet matrix into the same dual basis, we observe the same
block diagonal structure over Eˆ = ⊕(kp)0 Eˆ(kp)0 . One central difference to the
variance is that the resulting matrices Eˆ(kp)0 cannot always be expressed as a sum
of projectors. The resulting matrices Eˆ(kp)0 have more weight on the diagonal.
However, we can find other matrices that lower bound them in a semi-definite
sense so that Eˆ(kp)0 ≥ Eˆ′(kp)0 , where Eˆ′(kp)0 is a sum of projectors. Note that when
employing this bound we only worsen our estimate of τ. The lower bound Eˆ′(kp)0 is
now of the desired form so that we can write after a similar calculation:
Eˆ′(kp)0 =
1
4
∑
j,(lj,mj )
∑
(a,b)
ρabγ(ω(lj,mj )(a, b))
−(lj,mj )ab(kp)0 ) (−(lj,mj )ab(kp)0  . (2.59)
2.5.3 Bounds on the gap (comparison theorem and canonical paths)
We have constructed the pair (Eˆ′, Vˆ) in a suitable basis. It is our goal to find
a sufficiently small constant τ so that the positive semi-definite matrix inequality
τEˆ′−Vˆ ≥ 0 holds. Since both matrices are jointly block diagonal, we can compare
them block-by-block, i.e., find τ(kp)0 for every (k0, p0) so that τ(kp)0 Eˆ′(kp)0−Vˆ(kp)0 ≥ 0
and simply choose τ to be the largest τ(kp)0 . This problem can be solved using a
framework which is called support theory [65, 66]. This framework was used in
Ref. [3], to derive an upper bound on τ for a matrix pair, which is very similar to the
one presented here. The fact that we can generalize theorem 11 in [3] to quantum
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doubles is a consequence of the following observation:
We have pointed out earlier that Eˆ′(kp)0 and Vˆ(kp)0 are structurally very similar in that
both matrices are positively weighted sums of rank one projectors |−(ν,κ)ab(kp)0 )(−
(ν,κ)
ab(kp)0
|.
The difference, however, lies in the fact that for Eˆ′(kp)0 we only sum over projec-
tors that stem from single site Pauli operators labeled by (l j,m j) for j = 1 . . . N ,
whereas in Vˆ(kp)0 we sum over projectors that come from the full generalized Pauli
algebra. The sum in Vˆ(kp)0 is therefore significantly bigger. However, the algebra
that can be constructed in both cases is the same. We can construct every ge-
neralized Pauli σ¯νσκ from the the product of single site generalized Pauli so that
σ¯νσκ = σ¯l1 . . . σ¯l |ν |σm1 . . . σm |κ | . A local error path for a generalized Pauli σ¯νσκ is a
sequence of generalized Pauli operators starting from the identity (ν0, κ0) = 0 with
((ν0, κ0), (ν1, κ1), . . . , (νt, κt), . . . , (ν, κ)) and terminating in (ν, κ), so that any subse-
quent configurations along the path (νt, κt) and (νt+1, κt+1) only differ by a single
site generalized Pauli operator (see 2.1). With such a decomposition of generalized
Pauli operators at hand, observe that any vector |−(ν,κ)ab(kp)0 ) can be decomposed in
single site vectors
−(lj,mj )ab(kp)0 ) as
|−(ν,κ)ab(kp)0 ) =
tmax−1∑
t=0
θ(k0,p0),(−νt+1,−κt+1) |−(l
t+1,mt+1)
(a,b)(−νt,−κt )(kp)0
), (2.60)
where the labels (νt+1, κt+1) and (νt, κt) differ by the single site labels (lt+1,mt+1).
This decomposition lies at the center of the comparison theorem 11 in Ref. [3].
In order to state the result of this comparison theorem, we need to define quantum
canonical paths. Observe that the decomposition in Eqn. (2.60) not only depends
on the partially constructed Pauli, but also on the syndromes, or the excitations the
path starts from initially. To obtain a valid decomposition we need to keep track of
the excitations as well. We therefore define a quantum canonical path to consist of
a series of labels
ηˆ(a,b) = [{(a, b), 0}, {(a, b)(−ν1,−κ1), (ν1, κ1)}, . . . {(a, b)−η, η}], (2.61)
where the first of the labels (a, b) correspond to syndromes (excitations) and the
second label η = (ν, κ) corresponds to a partially constructed generalized Pauli
operator. While edges correspond to single qudit errors present in the Dirichlet
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form, the whole path corresponds to a general error appearing in the variance. That
is, at each link ξˆ = [{(a, b)(−νk,−κk ), (νk, κk)}, {(a, b)−(νk⊕lk+1,κk⊕mk+1), (νk ⊕ lk+1, κk ⊕
mk+1)}] two subsequent Pauli operators differ only by a single site operator. Assume
now we choose for every syndrome (set of excitations) (a, b) and every generalized
Pauli η a canonical path ηˆ(a,b). Even though the quality of the bound strongly
depends on the particular choice of this decomposition, we acquire valid bounds for
any choice of ηˆ(a,b). We have now all components in place to follow the proof of
theorem 11 in Ref. [3]. With a simple additional bound on the maximum length of
canonical paths we obtain the upper bound on τ as:
τ ≤ max
ξˆ
4µ(N)
dN ρabγ(ω(l,m)(a, b))
∑
ηˆ(a′,b′)3ξˆ
ρa′b′ρ(a′,b′)−η . (2.62)
The maximum is taken over all possible edges ξˆ. The sum is taken over all canonical
paths ηˆ(a′,b′) that traverse the edge ξˆ. That is we sum over syndromes (a′, b′) and
errors η that contain the edge ξˆ in their canonical path ηˆ(a′,b′). Moreover observe that
the bound also depends on the length µ(N) of the largest canonical path which has
been analyzed in section 2.3.4. We pause to observe that this bound is very similar
to the canonical paths bound for graph Laplacians as given derived in [62, 63, 67].
However this bound has been obtained for a full quantum mechanical semi-group
and the paths are constructed from the multiplication rules of a matrix algebra.
2.5.4 Evaluation of the bound and the generalized energy barrier
The similarity of this bound to the classical canonical paths gives rise to a convenient
way of evaluating the upper bound in Eqn. (2.62). We use the approach introduced
in Ref. [67]. To evaluate the bound we need to introduce a map Φξ that maps any
ηˆ(a,b) that makes use of the link ξˆ = [{(a, b)−ξ, ξ}, {(a, b)−(ξ⊕(l,m)), ξ ⊕ (l,m)}] to a
corresponding Pauli. We define this map through
Φξ(ηˆ(a,b)) = η 	 ξ . (2.63)
Note that this map from the set of paths into the set of generalized Paulis is injective.
This means that given the edge ξˆ and the image Φξ(ηˆ(a,b)) we can trivially recover
the path through η = Φξ(ηˆ(a,b)) ⊕ ξ and the error syndrome (a, b), since this pair
uniquely identifies a path. We can now apply the argument of Ref. [67], and try to
find a constant  so that for all edges ξˆ and all paths ηˆ(a,b) the following inequality
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holds
ρa′b′ρ(a′,b′)−η
γ(ω(l,m)(a, b))ρab
≤ exp (2β¯)
γ∗
ρ(a′,b′)Φξ (ηˆ(a′,b′)) . (2.64)
We have denoted γ∗ to correspond to the smallest value of γ(ω(l,m)(a, b)) over all
permitted transitions. Such a constant can be found and we define
 = max
ηˆ(a′,b′)
(ηˆ(a′,b′)), (2.65)
where for every error we have that
(ηˆ(a′,b′)) = max
ξˆ∈ηˆ(a′,b′)
(
((a′, b′)−ξ ) + ((a′, b′)ξ	η) − ((a′, b′)) − ((a′, b′)−η)
)
.
In fact, the constant  was chosen directly so that the inequality above is satisfied for
all paths and all edges. This inequality can be now used to estimate an upper bound
to Eqn. (2.62), and we find that for all ξˆ
τ ≤ 4µ(N)
γ∗
exp (2β¯)max
ξˆ
∑
ηˆ(a′b′)3ξˆ
ρ(a′,b′)−Φξ (ηˆ(a′b′))
dN
. (2.66)
Since the map Φξ is injective for every edge ξˆ, we can only reach a subset of all
generalized Pauli operators. Hence, we may bound the sum over this subset by
summing over every generalized Pauli, so that we may bound∑
ηˆ(a′b′)3ξˆ
1
dN
ρ(a′,b′)−Φξ (ηˆ(a′b′)) ≤
∑
everyη
1
dN
ρ(a′,b′)−η = 1. (2.67)
The last equality follows from the representation of the trace, as presented in step
2. of this section and an argument taken from [3], section IV. Since this bound is
independent of the choice of edge ξˆ we obtain the convenient bound on τ that only
depends on the generalized energy barrier and the length of the longest path,
τ ≤ 4µ(N)
γ∗
exp (2β) . (2.68)
On first sight, this bound looks identical to the bound that was obtained for Z2 -
stabilizers. However, the generalized energy barrier is quite different. It does reduce
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to the one defined in [3], when we set d = 2, but the advance is that it now holds for
all possible Abelian quantum double models. If we substitute the energies ((a, b))
as defined in Eq. (2.47), we obtain
(ηˆ(a′,b′)) = (2.69)
max
ξˆ∈ηˆ(a′,b′)
(∑
v
(
Ja
′−ξel
v + J
a′ξel 	ηel
v − Ja
′
v − Ja
′−ηel
v
)
+
∑
p
(
Jb
′−ξf
p + J
b′ξf 	η f
p − Jb
′
p − Jb
′−η f
p
))
.
We can write (a′, b′) = (a, b) 	 e(ξ) and similarly a′ = a 	 e(ξel), b′ = b 	 e(ξ f ),
where ξel , ηel , ξ f , η f are the electric/magnetic part of the errors: ξ = (ξel, ξ f ) and
η = (ηel, η f ). ξel (ηel) is understood as σ¯ξel (σ¯ηel ) error applied to a state, while
ξ f (η f ) stands for applying the σξf (ση f ) error. This is a direct consequence of the
charge flux duality. We observe that the charge / flux contributions behave formally
identical and the contribution to the energy barrier can be seen as the sum of both
these contributions, i.e., (ηˆ(a′,b′)) = a(ηˆ(a′,b′)) + b(ηˆ(a′,b′)). It therefore suffices to
only discuss one sector, i.e., either the chargeon of the fluxon part of the model from
now on, and we write:
a(ηˆ(a′,b′)) = max
ξˆ∈ηˆ(a′,b′)
∑
v
(
Ja
′−ξel
v + J
a′ξel 	ηel
v − Ja
′
v − Ja
′−ηel
v
)
. (2.70)
We can evaluate this barrier as follows: we canwrite Jαv =
∑
z J zv δz,α for convenience.
To this end we can express Eq. (2.70) as
a(ηˆab) = max
ξ
d−1∑
v : z=0
J zv
(
δz,av⊕ev(ξ) − δz,av + δz,av⊕ev(η)	ev(ξ) − δz,av⊕ev(η)
)
. (2.71)
Even though this expression (and the following expressions) directly only incorpo-
rates the electric sector, i.e., ξ = ξel and η = ηel above, it is still the complete energy
barrier. Due to the charge-flux duality, we can construct the electric and magnetic
errors one after the other, therefore at any time we need only to look at one of the
sectors.
In order to evaluate this barrier, we need to consider several different scenarios in
order to express this equation more conveniently. The different cases correspond to
different values of ev(ξ) and ev(η) and are summarized in the table. The value inside
the parentheses of course depends on the relative value of av and z. Our goal is to
get a bound that holds for all possible av starting configurations, thus we maximize
expression (2.71) as a function of av. In order to achieve that maximum, we have
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chosen the relative value of av and z such that it gives the highest possible value in
each case.
ev(ξ) ev(η) Sum of δ’s z
0 0 0 any
p p 0 any
0 p 0 any
p 0 1 av ⊕ ev(ξ) or av 	 ev(ξ)
p q 1 av ⊕ ev(ξ) or av 	 ev(ξ) ⊕ ev(η)
Table 2.1: Here p , q, p , 0, q , 0.
The case-to-case scenario shown in the table can be summarized in one simple for-
mula, and we can rewrite the sum of the Kronecker symbols as the more convenient
expression:
δev(ξ),0 · δev(ξ),ev(η)
(
δz,av⊕ev(ξ) + δz,av	ev(ξ)⊕ev(η)
)
, (2.72)
where δx,y = 1 − δx,y = {0 if x = y; 1 if x , y}.
Using this formula considering that for a canonical path ηˆa we can consider the edge
ξ = ηt as the partially constructed Pauli operator at some step t. To this end we need
to consider for every ηˆa the largest contribution along the path and therefore have to
maximize this value for the largest value t. With this substitution, the contribution
a(ηˆ) looks like
(ηˆ) = max
t
(
max
z,v′
J zv′
) ∑
v
δev(η¯t ),0 · δev(η¯t ),ev(η), (2.73)
i.e., the energy barrier is the maximum energy cost the environment has to provide
to the system during any canonical path which constructs the error configuration η.
However, since this energy barrier upper bounds the mixing time, in order to get
a better upper bound we may choose the canonical path wisely, i.e., so it gives a
smaller energy barrier. The reader will observe, that this energy barrier corresponds
exactly to the one that was analyzed in detail in section 2.3 of this paper. We point
to a notable difference to the analysis of only Z2 models. In these models only
those sites contribute where the charge disappeared to vacuum, while for the d > 2
general cases a site contributes even if the anyon doesn’t completely disappear at
the end of the canonical path, but it changes to an anyon characterized by a different
syndrome, be it the vacuum or anything else.
This energy barrier gives a valid bound on the mixing time for all choices of
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canonical paths we can make, but the quality of the bound depends on the choice
of the canonical path. To this end, when evaluating the bound, we follow the
decomposition into single site Paulis as it was amply discussed in section 2.3.3.
2.6 Conclusions
We have established a strict Arrhenius law upper bound for the memory time of
all quantum doubles based on an Abelian group and gave a mathematically proper
definition for the energy barrier. We have also seen that the energy barrier is a
constant for these models. We may apply our results to the model introduced in
Ref. [48] to evaluate whether entropic protection is possible for such models.
Even though our bound on the mixing time is quite general in the sense that it applies
to any Abelian quantum double, there are a variety of models to which our analysis
doesn’t apply. For these models the possibility of entropy protection is not yet exclu-
ded. One of the possible directions one can go is to invent different kind of defects,
other than the type referred to here as “consistent” (defects that allow a consistent
labeling of anyons based on the region they stay at) and “permuting”-type (which
only apply a permutation to any particle crossing a defect line). We investigated
Hamiltonians with consistent defect lines. However, interesting constructions use
non-consistent defect lines to introduce topological defects, such as the construction
of Bombin for the toric code with twists [68]. Another possibility we can’t exclude
is to assume a different thermal environment, and thus use a different noise model
for this analysis. This might result in the simple permuting-type defect lines intro-
ducing entropic protection to Abelian systems. Our analysis only applies to Abelian
quantum doubles, i.e., qudit stabilizer codes, and therefore entropic protection of
quantum doubles based on non-Abelian groups (or of models that are not quantum
doubles of any group) is not ruled out, especially since one can think of a variety
of defect lines which can arise in such models [69]. One can also consider con-
structions where lower dimensional topological systems are coupled to an ancillary
system, and this coupling modifies the dynamics of the original model [53, 70].
2.A Maximum cardinality and sum of multisets without a zero-sum subset
In this section, we derive elementary facts about multisets of Zd without any subset
sum equal to zero. This is motivated by the problem of fusing anyons in a Zd
quantum double. Indeed, consider a set of anyons labeled by their anyonic charge.
Since there can be several anyons of the same anyonic charge, we are interested in
set-like mathematical objects where multiplicity is explicit. For instance, for a set
of two anyons of type 1 and one anyon of type 3, we would like to write {1, 1, 3}.
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The formal mathematical object for this intuitive notion are called multisets. In our
simple case, they are simply a multiplicity function
f : Zd → N, (2.74)
where f (k) is the multiplicity of k in the multiset. For instance, for d = 5, the
multiset {1, 1, 3} is equivalent to {(1, 2), (2, 0), (3, 1), (4, 0), (5, 0)} which is the graph
of the multiplicity function.
The cardinality of a multiset | f | is the total number of elements, taking multiplicity
into account, i.e.,
| f | =
∑
k∈Zd
f (k) ∈ N. (2.75)
The sum of a multiset s( f ) is the sum of all its elements, taking multiplicity into
account, i.e.,
s( f ) =
∑
k∈Zd
k f (k) ∈ Zd . (2.76)
Note that | f | is an integer whereas s( f ) is defined modulo d. Physically, the sum
s( f ) is the anyon type resulting from fusing all anyons in the multiset. Moreover,
one defines the sum f + g of two multisets f and g
( f + g)(k) = f (x) + g(x). (2.77)
It corresponds to the intuitive idea of adding the elements of f and g. For in-
stance, {1, 1, 3} + {1, 2, 4} = {1, 1, 3, 1, 2, 4} = {1, 1, 1, 2, 3, 4}. Finally, one defines
a (multi)subset by
f ⊆ g⇔ ∀k ∈ Zd f (k) ≤ g(k). (2.78)
Given a multiset of anyons, we would like to knowwhether it contains subsets which
fuse to the vacuum. Mathematically, given a multiset f , we are interested in the
sum of its subsets s( f ′) where f ′ ⊆ f . More precisely, we want to know if a subset
sums to zero modulo d. We define the spectrum of a multiset
sp( f ) =
⋃
f ′⊆ f , f ′,∅
s( f ′), (2.79)
and say that a multiset is zero-sum free if 0 is not in its spectrum, i.e., no non-empty
subset sums to 0 modulo d. We aim to determine the largest possible cardinality
and sum of a zero-sum free multiset. This is related to a well-studied problem in
complexity theory and cryptography, called the subset sum problem [71].
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First, we want to understand what happens to the spectrum when we add a singleton
to the multiset, i.e., we consider the operation f → f + {x}. The non-empty subsets
of f + {x} are {x}, the subsets of f and the subsets of f to which we add the element
x. Thus, we have
sp( f + {x}) = {x} ∪ sp( f ) ∪ (sp( f ) + x) . (2.80)
We can then prove the following lemma
Lemma2.7. The spectrum of a zero-sum freemultiset strictly increases when adding
any singleton, i.e.,
f is zero-sum free⇒ sp( f ) ( sp( f + {x}). (2.81)
Proof: We prove the contrapositive of Eq. (2.81), i.e., we consider a multiset f for
which sp( f ) = sp( f + {x}) and we will prove that it contains a zero-sum subset.
Using Eq. (2.80), the equality of spectra implies that i) x is an element of sp( f ) and
ii) sp( f ) ⊆ sp( f ) + {x}. Since the addition by x only shifts the spectrum the two
sets have the same cardinality and sp( f ) = sp( f ) + {x}. In particular, since x is
an element of sp( f ), there exists a subset f? ⊆ f for which the following equality
holds modulo d: x = sp( f?) + x. Thus, the sum of f? is zero.
Using lemma 2.7, we can deduce themaximal cardinality of a zero-sum freemultiset.
Indeed, consider a zero-summultiset by sequentially adding its elements to the empty
set. The spectrumwill increase at each addition of a singleton by at least 1. However,
a spectrum is contained in Zd and thus has at most d − 1 elements. Hence, we have
proven that
Theorem 2.8.
f is zero-sum free⇒ | f | ≤ (d − 1) (2.82)
In fact, we can saturate the bound. Any multiset of an integer k co-prime with d
and multiplicity d − 1 is zero-sum free. In particular, the multiset containing d − 1
with multiplicity d − 1 maximizes the sum of any zero-sum free multiset.
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Theorem 2.9.
max
zero-sum free f
| f | = d − 1 (2.83)
max
zero-sum free f
s( f ) = (d − 1)2 (2.84)
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Anna Kómár, and Olivier Landon-Cardinal. Anyons are not energy eigenspaces of
quantum double Hamiltonians. Physical Review B, 96(19):195150, 2017.
Abstract
Kitaev’s quantum double models, including the toric code, are canonical examples
of quantum topological models on a 2D spin lattice. Their Hamiltonian defines the
ground space by imposing an energy penalty to any nontrivial flux or charge, but
does not distinguish among those. We generalize this construction by introducing
a novel family of Hamiltonians made of commuting four-body projectors that pro-
vide an intricate splitting of the Hilbert space by discriminating among non-trivial
charges and fluxes. Our construction highlights that anyons are not in one-to-one
correspondence with energy eigenspaces, a feature already present in Kitaev’s con-
struction. This discrepancy is due to the presence of local degrees of freedom in
addition to topological ones on a lattice.
3.1 Introduction
Interacting topological spin models are of interest in the field of condensed matter
theory and quantum information due to their promising properties to encode quantum
information into their degenerate ground space. The different ground states can be
labeled through a topological property of the system, e.g., by the equivalency classes
of the different non-contractible loops on a torus. The quantum information encoded
into a ground state can be recovered by performing error correction, even after a
long time provided only local coherent errors are introduced by the environment. In
this sense, topological systems are inherently robust to decoherence.
One of the first proposals for a topological quantum code is the toric code by Kitaev
[4]. This is a two-dimensional system with periodic boundary conditions, i.e., with
a toroidal geometry, where physical spin-1/2 particles or qubits live on edges of a
2D square lattice. This model has a four-fold degenerate ground space, thus the
ground space encodes two logical qubits. Any local operator acts trivially within
the ground space whereas operators acting on a large number of qubits residing on
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a non-contractible loop going around the torus act non-trivially. An experimentally
more feasible version of the toric code is the surface code [37, 39], which is a
two-dimensional system with physical qubits still placed on edges of a lattice, but
the boundaries are now open. Several experimental groups currently pursue the
physical realization of surface codes [40, 72] with the goal to use them as building
blocks in a quantum computer.
The toric code belongs to a more general class of topological systems known as
quantum doubles, introduced by Kitaev [4]. These are spin systems on a 2D lattice
whose excitations are point-like, and they correspond to (non-Abelian) anyons.
Excitations of the quantum double of group G correspond to the anyons described
by the mathematical construction [73] known as the Drinfeld double D(G). For
instance, the toric code is the quantum double D(Z2) based on the group Z2.
The excitations of a topological quantum field theories are indistinguishable quasi-
particles called anyons: Abelian if taking anyons around each other modifies their
wave function by only a phase, and non-Abelian if taking certain anyons around one
another applies a nontrivial unitary operation to their wave function. In topological
quantum field theories (TQFT), anyons carry a (nontrivial) charge or flux and are
accordingly grouped into chargeons, fluxons, and dyons when they carry both a
(nontrivial) charge and a (nontrivial) flux.
Quantum double models were introduced by Kitaev as a lattice realization of to-
pological quantum field theories [4]. Those models are defined by a Hamiltonian
whose ground space is spanned by vacuum states, i.e., states with no flux nor charge
present. More precisely, the Hamiltonian imposes an energy penalty equal to the
number of nontrivial charges or fluxes present.
Anyons are point-like excitations that appear on a site of the lattice. They are labeled
by irreducible representations (irreps) of the Drinfeld double D(G). However, the
spatial scale inherent to the lattice breaks the purely topological properties of the
model and introduces local degrees of freedom. In particular, anyon types are not
in one-to-one correspondence with energy eigenspaces. Indeed, two anyons of the
same type can have different energies depending on the local degrees of freedom.
This peculiar feature is already present in Kitaev’s original Hamiltonian but is more
explicit in the family of Hamiltonians we introduce in this paper. Those novel
Hamiltonians generalize Kitaev’s original proposal since they have additional local
terms which allow them to distinguish among the different nontrivial fluxes and
charges.
In this paper, we introduce a family of Hamiltonians that assigns different ener-
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gies to the different nontrivial fluxes and charges of non-Abelian quantum doubles
D(G). In these refined Hamiltonian, each term only acts on four neighboring
higher-dimensional spins (a.k.a qudits in the quantum information jargon). Mo-
reover, each 4-local terms commute pairwise, resulting in a Hamiltonian which
can be solved explicitly. Our construction is qualitatively different than the 6-local
terms introduced in [74] since our family of Hamiltonian maintain the feature that
Hamiltonian term are either related to the charges or to the fluxes. We then show
how the 4-local charge and flux projectors assign different energies to excitations
by partitioning the Hilbert space of excitations according to charge and flux labels
related to the representation theory of the group G. Our construction emphasizes a
feature already present in Kitaev’s original proposal that anyons are not in one-to-
one correspondence with energy eigenspaces of the Hamiltonian due to the presence
of local degrees of freedom.
Throughout the paper, we illustrate the notions we introduced by analyzing the
quantum double for the smallest non-Abelian group S3, the symmetry group of
order 3, whose quantum double structure was explored in [51, 69]. We explicitly
write down the 4-local refined Hamiltonian for this theory, see Eq. (3.47).
The paper is organized as follows. First, in Sec. 3.2 we review the most important
properties of non-Abelian anyons, and introduce the quantum double construction.
Second, in Sec. 3.3 we introduce the general charge and flux projectors and construct
the 4-local refined Hamiltonian, see Theorem 3.8. We analyze how these projectors
partition the Hilbert space of each site in Sec. 3.4 and introduce a diagrammatic
representation to visualize this partitioning, see Fig. 3.6. This diagrammatic re-
presentation reveals that anyons are not in one-to-one correspondence with energy
eigenspaces of the Hamiltonian due to the presence of local degrees of freedom. We
explore how those local degrees of freedom arise out of the spatial scale introduced
by the lattice in Sec. 3.5. Finally, we conclude our findings and point out future
directions in Sec. 3.6.
3.2 The Drinfeld double construction and the quantum double models
The quantum double construction realizes topological lattice spin models whose
anyonic excitations are described mathematically by the Drinfeld double of a group.
To better appreciate the quantum double construction, we first review the properties
andmathematical formalismof non-Abelian anyons in general. First, in Sec. 3.2.1we
give an overviewof the anyon labels and themost important braiding properties. This
pedagogical exposition is largely inspired from John Preskill’s lecture notes [33] and
the reader is encouraged to consult those notes for more detail. Then we introduce
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the quantum double construction on a lattice in Sec. 3.2.2.
3.2.1 Non-Abelian Aharonov-Bohm effect
Anyons can be understood by analogy to the Aharonov-Bohm effect: taking a
charge q around a flux tube with flux Φ results in the wave function acquiring a
phase exp(iqΦ).
| ψ〉 → exp(iqΦ)| ψ〉. (3.1)
Non-Abelian anyons can be qualitatively understood by generalizing the Aharonov-
Bohm effect to fluxes whose possible values correspond to the elements g of a group
G and the charge possible values are the irreducible representations (irreps) Γ of G.
In other words, the Hilbert space of each quasi-particle is spanned either by the flux
orthonormal basis
H = span{| g〉}g∈G, (3.2)
or in a conjugate charge orthonormal basis
H = span{| Γ, i〉}irrepΓ,i=1...|Γ| (3.3)
in which we chose an (arbitrary) orthonormal basis {| Γ, i〉i=1...|Γ|} for every module
of each irrep Γ.
Labeling fluxons
To identify a fluxon, we can check how the basis transforms when a charge Γ is
transported around the fluxon
| Γ, j〉 →
|Γ |∑
i=1
Γi j(a)| Γ, i〉. (3.4)
Since thematrix elements Γi j(a) can in principle bemeasured by interferometry [75],
performing this for every charge type | Γ, j〉 will reveal the flux a ∈ G.
However, labeling fluxons by group elements is not gauge-invariant since another
observer could choose another orthonormal basis for the module of the irrep Γ. In
fact, the correct gauge-invariant quantity to label fluxons is the conjugacy class:
Definition 3.1 (Conjugacy class).
Ca = {gag−1 |g ∈ G}. (3.5)
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Figure 3.1: Braiding of two anyons, a and b: applying a counterclockwise exchange
of the particles, resulting in conjugacy of the original wave function.
Indeed, two observers will agree on the conjugacy class of a fluxon even if they
probably would disagree on the representative group element within the conjugacy
class.
Braiding of fluxons
We now want to understand what happens when braiding fluxons. Let’s consider
two fluxons side by side. The left fluxon has flux a while the right fluxon has flux
b (locally, flux types are well defined). Let’s now counterclockwise exchange the
fluxons, resulting in an operator Rab. One can prove that the resulting effect is
Rab : | a, b〉 7→ | aba−1, a〉, (3.6)
i.e., the right flux has been conjugated by the left flux. See Fig. 3.1 for a pictorial
representation.
Note that two successive counterclockwise exchange is equivalent to having the
rightmost flux going around the leftmost flux counterclockwise, see Fig. 3.1. The
net result of that operation is
R2ab : | a, b〉 7→ | (ab)a(ab)−1, (ab)b(ab)−1〉, (3.7)
which is coherent with the claim that the conjugacy class of a fluxon is gauge-
invariant but the representative is ambiguous since it can change by an arbitrarily
far away fluxon moving around it.
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Dyon: anyon with nontrivial flux and nontrivial charge
While we have discussed how to label a chargeon (by an irrep) and a fluxon (by
a conjugacy class), we have yet to discuss anyons that exhibit both a nontrivial
charge and a nontrivial flux. Such an anyon is called a dyon. Suppose we wanted to
measure the charge of a dyon. We could set up an interferometric experiment. We
could place the dyon behind the slits in a double slit experiment and measure the
interferometry pattern for any incoming test fluxon. However, since the dyon also
carries flux, subtleties arise. Indeed, the passage of the test fluxon either to the left
or the right of the dyon will modify the flux of the dyon. Thus, interference will
only occur if the flux a of the dyon commutes with the flux b of the test fluxon, i.e.,
if ab = ba. In other words, the charge Γ of the dyon can be determined only if the
probe fluxon has a flux among the elements b commuting with a, i.e., within the
normalizer of a
Definition 3.2 (Normalizer).
Na = {b ∈ G |ab = ba}. (3.8)
Note that a normalizer is always a subgroup of the group G. We thus conclude that
the charge Γ of a dyon carrying flux a is not an irrep of the fullG, but rather an irrep
of the normalizer Na.
The mathematical structure corresponding to an anyon model is the Drinfeld double
of a group which is a quasi-triangular Hopf algebra. Anyon types are in one-to-one
correspondence with the irreps of that operator algebra. Working out the irreps
of the Drinfeld double only requires knowledge of the representation theory of the
underlying group, since a key mathematical result is that irreps of a Drinfeld double
are labeled by i) a conjugacy class and ii) an irrep of the normalizer of any element
of the conjugacy class (which are all isomorphic).
Quantum dimension of an anyon
In a Drinfeld double, the quantum dimension da associated to every anyon type a is
the dimension of the vector subspace associated to that anyon. It is thus an integer.
Given an anyon type (Cg, Γ), its quantum dimension is
d(Cg, Γ) = |Cg | |Γ |. (3.9)
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Figure 3.2: Symmetries of an equilateral triangle, or elements of the group S3.
Moreover, another quantity of interest is the total quantum dimension D of the
model, which is related to the quantum dimension of every anyon type by
D2 =
∑
anyons k
d2k . (3.10)
In the case of a quantum double, the total quantum dimension is related to the
cardinality of the group
D2 = |G |2. (3.11)
This result might appear as mysterious: we will give an interpretation of this result
in Sec. 3.4.3.
Example of D(S3)
As a more elaborate example of the above quantum double structure, let’s look at
the quantum double of the smallest non-Abelian group, D(S3). The group S3 is
isomorphic to the symmetry transformations of an equilateral triangle (see Fig. 3.2):
• identity: e,
• rotations by pi/3 and 2pi/3: y, y2,
• mirrorings to the three different axes: x, xy, xy2 .
Because of the nature of these symmetries, y3 = e and x2 = (xy)2 = (xy2)2 = e.
The non-Abelianity of S3 is summed up by the commutation relation xy = y2x.
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S3 e y y2 x xy xy2
Γ
S3
1 1 1 1 1 1 1
Γ
S3
−1 1 1 1 -1 -1 -1
Γ
S3
2
(
1 0
0 1
) (
ω¯ 0
0 ω
) (
ω 0
0 ω¯
) (
0 1
1 0
) (
0 ω
ω¯ 0
) (
0 ω¯
ω 0
)
Table 3.1: Irreducible representations of S3, i.e., the possible charge labels with flux
Ce.
Z3 e y y2
Γ
Z3
1 1 1 1
Γ
Z3
ω 1 ω ω¯
Γ
Z3
ω¯ 1 ω¯ ω
Z2 e x
ΓZ21 1 1
ΓZ2−1 1 -1
Table 3.2: Irreducible representations of (a) Z3 and (b) Z2, i.e., the possible charge
labels with flux Cy and Cx .
The anyons of the Drinfeld double of S3 are labeled by the conjugacy classes of S3
and the irreducible representations of normalizers of conjugacy classes. There are
three conjugacy classes of S3:
Ce = {e}, (3.12)
Cy = {y, y2}, (3.13)
Cx = {x, xy, xy2}, (3.14)
and the corresponding normalizers are
Ne = S3, (3.15)
Ny = Ny2 = {e, y, y2}  Z3, (3.16)
Nx = {e, x}  Nxy  Nxy2  Z2. (3.17)
We would like to point out here that while the normalizersNy andNy2 are the same
independent of the labeling,Nx ,Nxy, andNxy2 are distinct, and only isomorphic to
each other.
The irreducible representations of all these normalizers are listed in Tables 3.1-3.2.
There and in the remainder of the paper ω = exp(2pii/3) and ω¯ = exp(4pii/3) are
the third complex roots of unity.
In summary, this model has 8 anyons, and these are listed in Table 3.3. Anyon A is
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Label Cg Ng Irrep. Q.dim. Type
A Ce S3 ΓS31 1 vacuum
B Ce S3 ΓS3−1 1 chargeon
C Ce S3 ΓS32 2 chargeon
D Cx Z2 ΓZ21 3 fluxon
E Cx Z2 ΓZ2−1 3 dyon
F Cy Z3 ΓZ31 2 fluxon
G Cy Z3 ΓZ3ω 2 dyon
H Cy Z3 ΓZ3ω¯ 2 dyon
Table 3.3: Anyons of D(S3) with their charge and flux labels, quantum dimensions
and type.
the vacuum since it has both trivial charge and flux. Anyons B and C are chargeons,
and they correspond respectively to the signed and two-dimensional irreps of S3.
Anyons D and F are fluxons since they correspond to the trivial irrep of their
respective normalizers. Other anyons are dyons.
At this point, we have defined anyons and described their braiding and fusion
properties using a toy model of non-Abelian Aharonov-Bohm effect. We recovered,
using a physics point of view, the key properties of the Drinfeld double of a group.
In particular, we worked out in detail the anyon types of D(S3). However, in this
toy model, anyons are fundamental particles. We will now describe the quantum
double construction by Kitaev in which those anyons appear effectively as point-like
excitations on a spin lattice.
3.2.2 Kitaev’s quantum double on a lattice
A way to realize the non-Abelian Aharonov-Bohm effect on a lattice is Kitaev’s
quantum double construction [4]. In this construction, charges reside on vertices
and fluxes are on plaquettes of the lattice, however, fluxes and charges are not
independent. A generic flux-charge composite particle (dyon) lives on a site: a
combination of a vertex and a plaquette shown in Fig. 3.3.
This excitation structure is realized by first assigning a Hilbert space to each edge of
the lattice, where the state of each edge can take any group element z ∈ G, and then
defining a Hamiltonian that describes the interactions in this model. To introduce
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Figure 3.3: Our choice of orientation on the lattice, with (a) how a vertex v and
plaquette p form a site s, and (b) the edge numbering we used to define the vertex
and plaquette operators Avg and Bph in Eqs. (3.22)-(3.23).
the Hamiltonian, let us define the following operators:
L+g | z〉 = | gz〉, (3.18)
L−g | z〉 = | zg−1〉, (3.19)
T+h | z〉 = δh,z | z〉, (3.20)
T−h | z〉 = δh−1,z | z〉, (3.21)
where L+g and L−g are the matrices representing left- and right-multiplication opera-
tors, T+h and T
−
h are diagonal operators in the flux basis.
Then, we need to assign an orientation to the edges of the lattice. We use the
convention shown in Fig. 3.3 for a site, i.e., the union of a vertex and a plaquette.
Most of the definitions and arguments in this paper will be focused on quantum
doubles defined on a square lattice, however, it is possible to define quantum doubles
on any directed, planar lattice, see Ref. [4]. The statements in this paper, including
the new charge and flux projectors, their relation and commutation should remain
unchanged by considering a different lattice. The only result where we rely on
the geometry of the lattice is the counting argument in Sec. 3.4.2, and this can be
modified to obtain the equivalent result for other geometries.
We now introduce two families of operators, following closely the original definition
of [4].
Definition 3.3 (Plaquette operators). For any element h ∈ G, we define an operator
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acting on the 4 spins around an oriented plaquette p
Bph =
∑
h1h2h−13 h
−1
4 =h
T+,1h1 ⊗ T
+,2
h2
⊗ T−,3h3 ⊗ T
−,4
h4
, (3.22)
where the use of T±h depends on the respective orientations of the plaquette and the
edges. See Fig. 3.3 for our orientation convention and the labeling of the spins.
Definition 3.4 (Vertex operators). For any element g ∈ G, we define a vertex
operator, originally called star operators in [4], acting on the 4 spins around a
vertex v
Avg = L+,1g ⊗ L+,4g ⊗ L−,5g ⊗ L−,6g , (3.23)
where L+g appears for outgoing edges and L−g appears for incoming edges. See
Fig. 3.3 for our orientation convention and the labeling of the spins.
How these operators act on a vertex and on a plaquette is illustrated in Fig. 3.4. In
order for individual Bph to be properly defined even for a non-Abelian group, we need
to specify a starting vertex on the plaquette, then specify an orientation. Henceforth,
wemark the starting vertex by a black dot in Figures 3.3-3.4 and systematically orient
the plaquettes in a counterclockwise manner. Whenever the orientation of an edge is
opposite to the orientation of the plaquette, a plaquette operator Bh acts on it withT−h ,
otherwise it acts with T+h . Similarly for the vertex operators, when the orientation
of an edge points outwards from the vertex, Avg acts with L+g , and otherwise with
L−g on that edge.
The projector unto the trivial flux at plaquette p is simply the plaquette operator for
the trivial element Bpe . The projector unto trivial charge Av1 on vertex v is defined as
Av1 =
1
|G |
∑
g∈G
Avg =
1
|G |
∑
g∈G
L+,1g ⊗ L+,4g ⊗ L−,5g ⊗ L−,6g , (3.24)
where the use of L+g vs. L−g again depends on the orientation of the edge with respect
to the vertex. We would like to remark that this projector agrees with the original
projector introduced in Ref. [4] up to normalization, which does not include the
1/|G | factor. The introduction of the 1/|G | factor does not modify either the ground
state or the structure of the excited states, only rescales the characteristic energies
in the model. It is less trivial to see why this operator projects to the trivial charge,
i.e., corresponds to the trivial representation. One explanation is that for any g ∈ G,
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Figure 3.4: The effect of the individual projector terms (Ag and Bh) on a vertex and
on a plaquette, respectively.
we have Av1Avg = Av1. Thus, the image of Av1 is invariant under the action of anyAvg,
which is characteristic of the trivial representation.
Given vertex and plaquette operators, Kitaev introduced the following Hamiltonian
in [4].
Definition 3.5 (Kitaev Hamiltonian). The Kitaev Hamiltonian of a quantum double
D(G) is
H = −
∑
v
Av1 −
∑
p
Bpe . (3.25)
Please note that Hamiltonian (3.25) assigns an extensive energy of −2 for every site
in the vacuum (ground state). Any vertex which does not carry the trivial charge
receives an energy penalty. Similarly, any plaquette which does not exhibit a trivial
flux receives an energy penalty.
Example: Toric code
The simplest example of the above quantum double construction is the toric code
[4]. This is the quantum double of Z2, thus the possible group elements on an edge
can be: {0, 1}, and all additions are understood modulo 2: 0 ⊕ 0 = 0, 0 ⊕ 1 = 1,
1 ⊕ 1 = 0. The corresponding spin states | 0〉 and | 1〉 are the usual computational
basis for qubits.
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In Z2, the left- and right-multiplication operators are the same: L+0 = L
−
0 = 1
and L+1 = L
−
1 = X , where X is the Pauli X operator. The diagonal operators are:
T+0 = T
−
0 = (1 + Z)/2 and T+1 = T−1 = (1 − Z)/2, with Z being the Pauli Z operator.
The operators projecting unto trivial flux and trivial charge are (omitting the tensor
product sign for simplicity, please refer to Fig. 3.3 for the labeling convention):
Av = (11141516 + X1X4X5X6)/2 and Bp = (11121314 + Z1Z2Z3Z4)/2, and thus
the Hamiltonian is
H = −
∑
v
1
2
(11141516 + X1X4X5X6) (3.26)
−
∑
p
1
2
(11121314 + Z1Z2Z3Z4),
or in its widely known form, after redefining the ground state energy:
H = −
∑
v
X1X4X5X6 −
∑
p
Z1Z2Z3Z4. (3.27)
Similar to the general quantum double Hamiltonian of Eq. (3.25), this Hamiltonian
assign an extensive energy of−2 to all sites in the vacuum state, and an energy penalty
for vertices with a non-trivial charge, and for plaquettes with a non-trivial flux. (This
energy penalty is now 2, while for the Hamiltonians (3.25)-(3.26) it was 1.) Having
a non-trivial charge or flux at a certain vertex/plaquette is frequently referred to as
"violating" that vertex/plaquette term in the Hamiltonian; the eigenvalue of each
4-body term is either +1 (no charge/flux) or −1 (charge/flux excitation). A violated
vertex term corresponds to a charge excitation (e), while a violated plaquette term
means a flux excitation is living on that plaquette (m). The four possible states of a
site are thus:
1 (vacuum)
e (charge)
m (flux)
 = e ⊗ m (dyon).
Further analyzing the Hamiltonian of Eq. (3.27), we can see two main features of
the model. First, the charges and fluxes have decoupled from each other, which
is typical of Abelian quantum doubles since any anyon type is the juxtaposition
of a charge and a flux. Indeed, the only dyon is  = e ⊗ m, which is the simple
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combination of the non-trivial charge (e) and the non-trivial flux (m), and has no
additional emergent properties.
Second, there is only one kind of excitation of either type (1 electric charge (e) and
1 magnetic flux (m)) in this model. Therefore, the Hamiltonian, which contains
only two projectors can distinguish the four types of anyons: vacuum 1, electric
chargeon e, magnetic fluxonm and the dyon  = e⊗m. Introducing different coupling
constants on the vertex and plaquette terms will lift the charge-flux duality and result
in a 1-to-1 correspondence between energy eigenstates and anyon types. We will
refer to this as the Kitaev Hamiltonian for G = Z2 having 1-to-1 correspondence
between energy eigenstates and anyon type.
We will now generalize the Kitaev Hamiltonian for non-Abelian models by introdu-
cing local terms which project unto the different possible charges and the different
possible fluxes in Sec. 3.3. We will argue that this is a natural generalization of Ki-
taev’s Hamiltonian. However, our generalization will highlight that anyon type and
energy eigenspaces are not in one-to-one correspondence for non-Abelian quantum
doubles in Sec. 3.4. This peculiar feature was already present in Kitaev’s original
construction. This discrepancy between energy eigenspaces and anyons stems from
the presence of local degrees of freedom that are not topological and arise from the
lattice, in the case of non-Abelian models. Those will be explored in Sec. 3.5.
3.3 Refined quantum double Hamiltonian for arbitrary group
We have seen in the previous section that the Kitaev Hamiltonian given by Eq.
(3.25) assigns an energy penalty to any nontrivial charge and flux. However, it does
not distinguish among two distinct nontrivial charges or fluxes. It is then natural
to wonder whether one can enrich the model by introducing new local terms which
will introduce such a distinction? And if yes, how will that change the excitation
structure of the theory?
In this section, we introduce in Sec. 3.3.1 a Hamiltonian that splits up the energies
of different excitations for any quantum double, and then in Sec. 3.3.2 we work out
explicitly the corresponding Hamiltonian for the quantum double of D(S3).
3.3.1 Refined quantum double construction
Our aim in this section is to introduce projectors unto different nontrivial charges
and fluxes. In Sec. 3.2.2 we have already given the form of the trivial flux projector
Bpe and trivial charge projector Av1. Even though these vacuum projectors are
independent of one another, and are both 4-body operators, it is not trivial that one
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could write independent 4-body charge- and flux-projectors. This is because, unlike
in the case of Abelian quantum doubles, the charge and flux of a site are tied to
one another when considering dyons, i.e., the charge is defined as an irreducible
representation of the normalizer of the flux conjugacy class.
This section is organized as follows. We will first comment on the reasons we insist
on defining aHamiltonianwhose terms are four-local in Sec. 3.3.1.1. We then outline
our construction by recalling the definition of flux projectors and introducing charge
projectors in Sec. 3.3.1.2. This allows us to define our family of refinedHamiltonians
in Sec. 3.3.1.3. Namely, Theorem 3.8 is the novel family of Hamiltonians introduced
by our work. In the following sections, we sketch the proof of Theorem 3.8 which
relies on proving that the charge projectors are indeed an orthonormal family of
projectors in Sec. 3.3.1.4 and then proving that they commutewith the flux projectors
in Sec. 3.3.1.5. Formal mathematical proofs are given in the appendix.
3.3.1.1 Locality of the Hamiltonian
A simple route to assign different masses to each anyon type would be to introduce
a 6-local Hamiltonian. Indeed, each anyon lives on a site comprised of 6 spins. We
can thus achieve an energy spectrum in one-to-one correspondence with anyon types
by introducing 6-local projectors acting on sites, projecting unto the different anyon
species defined by the combination of a flux and a charge label, Ps(Ch,ΓNh ) where Γ
Nh
labels irreps of the normalizer of each elements of Ch (which are isomorphic).
More precisely, we can define a massive 6-local Hamiltonian
H =
∑
s
∑
Ch
∑
irrep ΓNh
α(Ch,ΓNh )P
s
(Ch,ΓNh ), (3.28)
where the projectors have been defined in [74]
Ps=(p,v)(Ch,ΓNh ) =
∑
g∈Ch
∑
g′∈Ng
dΓNg
|Ng | χΓNg (g
′)Avg′Bpg, (3.29)
where dΓNg is the dimension of irrep ΓNg (an irrep of the normalizer Ng) and
χΓNg (g′) = Tr
[
ΓNg(g′)] is the character of group element g′ in irrep ΓNg .
Thus, each coupling constants α(Ch,ΓNh ) corresponds to the mass of an anyon type
and they can be tuned independently. While this Hamiltonian offers the greatest
flexibility for the energy spectrum, we will follow a different construction for three
main reasons:
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1. First, we aim to have the non-Abelian massive Hamiltonian be as close in
form to the original Kitaev construction as possible, and we can achieve this
without making our Hamiltonian more non-local.
2. The second reason for 4-local terms in the Hamiltonian is that we would
like our Hamiltonian to remain local since it appears to be physically more
realistic. And even though it might be possible to further decrease the degree
of locality to 3-local commuting terms for non-Abelian models [76], we
have arguments that indicate that 2-local commuting Hamiltonians cannot
be topological in 2D [77]. Indeed, the 4-local toric code Hamiltonian can
be recovered effectively in the right parameter regime of a nearest-neighbor
2-local, yet frustrated, Hamiltonian on a honeycomb lattice. More generally,
there is a procedure to turn a 4-local quantum double Hamiltonian for an
arbitrary group into a frustrated 2-local Hamiltonian thanks to a so-called
‘gadget construction’ [78].
3. Third, writing 4-local termswill allow us to underline the discrepancy between
anyon types and energy eigenspaces arising from the emergence of local
degrees of freedom.
3.3.1.2 Flux and charge projectors
The operators acting on a plaquette and projecting to a specific flux/specific group
element have already been introduced in Eq. (3.22). However, as pointed out earlier,
a group element does not provide a gauge-invariant labeling of fluxons. Thus, we
are lead to define a flux projector by considering a conjugacy class Ch
Definition 3.6 (Flux projectors). The flux projector associated to a conjugacy class
Ch of a group G is
BCh =
∑
h′∈Ch
Bh′ . (3.30)
We now introduce a family of charge projectors which generalizes the projector
unto the trivial irrep introduced by Kitaev in [4]. These charge projectors are
cornerstones of our refined quantum double construction.
Definition 3.7 (Charge projectors). The charge projector associated to an irreduci-
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ble representation Γ of the group G is
AΓ =
dΓ
|G |
∑
g∈G
χΓ(g)Ag, (3.31)
where dΓ is the dimension of irrep Γ and χΓ(g) = Tr [Γ(g)] is the character of group
element g in irrep Γ.
These charge projectors can be thought of as a special case of the 6-body projector
introduced in [74] given by Eq. (3.29), with Ch = Ce. Using only the set of
projectors defined in (3.30) and in (3.31) will lead to a different partitioning of the
Hilbert space than by using the 6-body projectors of (3.29). This will be further
explored in Secs. 3.4-3.5.
We defer a sketch of the proof that those operators are indeed orthogonal projectors
to Sec. 3.3.1.4. One can check that for Abelian groups, our charge projectors
reduce to those introduced in Refs. [48, 50]. Our charge projectors are reminiscent
of similar objects introduced in [51, 52] using the representations themselves rather
than the characters in the specific case of D(S3).
3.3.1.3 Definition of the refined quantum double Hamiltonian
Having defined flux projectors by Eq. (3.30) and charge projectors by Eq. (3.31),
we are now in a position to introduce our novel family of commuting Hamiltonians
which assign different mass to different anyons.
Theorem 3.8. The following family of topological Hamiltonians have commuting
projector 4-local terms
H =
∑
v
∑
irrep ΓG
αΓGA
v
ΓG
+
∑
p
∑
Cg⊂G
βCgB
p
Cg
. (3.32)
This family of commuting Hamiltonians is a central contribution of the paper.
They are a new family of topological spin Hamiltonians made out of commuting
projectors, similar to well-known families of topological models such as the Levin-
Wen string-net models [29] and the Turaev-Viro codes [79]. Compared to the Kitaev
original quantum double Hamiltonians, they present the new feature of having
tunable coupling constants that allow the discrimination of non-trivial charges and
fluxes while preserving the useful mathematical properties of quantum doubles. In
particular, the coupling constants can be chosen so that the ground space is identical
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to the Kitaev Hamiltonian. Note that, for simplicity, we assumed the coupling
coefficients to be independent of the vertices and the plaquettes, although they need
not be.
We will now prove in Sec. 3.3.1.4 that the operators defined by Eq. (3.31) are
indeed projectors and then in Sec. 3.3.1.5 that the charge and the flux projectors are
pairwise commuting.
3.3.1.4 Orthonormality of the charge projectors
Theorem 3.9 (Orthogonality of charge projectors). The operators defined by Eq.
(3.31) are orthonormal projectors
AΓAΛ = δΓΛAΓ. (3.33)
Proof: This is a non-trivial consequence of the Great Orthogonality Theorem
(GOT), see Fact 3.10. To prove this theorem, we will first prove a basis-independent
statement of the GOT (Lemma 3.11). The full proof is deferred to the appendix in
Sec. 3.A.2.
Fact 3.10 (Great Orthogonality Theorem).∑
g∈G
(Γ(g))i j (Λ(g))i′ j ′ =
|G |
dΓ
δΓΛδii′δ j j ′, (3.34)
where a is the complex conjugate of a ∈ C.
The Great Orthogonality Theorem is a strong result in representation theory, usually
stated at the level of matrix elements of two representations Γ and Λ of a group
G [80]. In the proof of Theorem 3.9 we utilize the following basis-independent
version of the Great Orthogonality Theorem. To our knowledge, this operator
restatement of the GOT is novel and could prove to be a useful tool in operator
theory.
Lemma 3.11 (Basis-independent GOT).∑
g∈G
Γ(g) ⊗ Λ(g−1) = |G |
dΓ
δΓΛS, (3.35)
where S is the swap operator, i.e., S : Cd×Cd → Cd×Cd is defined by S (|i〉 ⊗ | j〉) =
| j〉 ⊗ |i〉.
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Proof: The proof is deferred to the appendix in Sec. 3.A.1.
3.3.1.5 Commutation of flux and charge projectors
We now prove that the flux projectors defined by Eq. (3.30) and charge projectors
defined by Eq. (3.31) are pairwise commuting. This commutation is key since it
entails that the two families of projectors split the Hilbert space in a consistent way,
and states can be labeled by their common eigenstates.
Lemma 3.12 (Flux permutation by vertex operators). For a plaquette p and vertex
v that form a site, (p, v) = s
B(p)g = A(v)h−1B
(p)
hgh−1A
(v)
h ; (3.36)
for a plaquette p and vertex v that are parts of different sites, p ∈ s1, v ∈ s2, s1 , s2
B(p)g = A(v)h−1B
(p)
g A(v)h . (3.37)
Proof: The proof is deferred to the appendix in Sec. 3.A.3.
Based on Lemma 3.12 we can prove that vertex operators commute with flux pro-
jectors (although they do not commute with plaquette operators in general).
Theorem 3.13.
[BCg,Ah] = 0 (3.38)
Proof: Lemma 3.12 shows that the vertex operators Ah map the states belonging
to one flux sector to another flux sector. Note however that the new flux sector is in
the same conjugacy class as the original flux. More formally, we have
Ah−1BCgAh =
∑
f ∈Cg
Ah−1B fAh =
∑
f ∈Cg
Bh−1 f h = BCg . (3.39)
The commutation relation (3.38) follows by noting thatAh−1 = (Ah)−1 since vertex
operators are a representation of G.
The immediate corollary is that charge projectors also commute with flux projectors
since they are linear combination of vertex operators.
Corollary 3.14.
[AΓG, BCg] = 0 (3.40)
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We can interpret the commutation of the 4-body projectors as a decoupling of the
charges from the fluxes. However, there’s an apparent catch with both this state-
ment and this formalism: all the AΓG charge projectors project unto an irreducible
representation of the full groupG, rather than the appropriate normalizer subgroups
Nh to which the charges are actually assigned. This hints at the fact that excitations
of distinct energy in our family of Hamiltonians are not precisely anyons. Indeed,
the internal states of some anyon types will now be split into two different energy
eigenspaces. We will see how this manifests itself on the example of D(S3), in
Secs. 3.4-3.5. Let’s start by working out in details the flux and charge projectors of
D(S3).
3.3.2 Example of G = S3
The flux projectors (3.30) in the case of G = S3 are
BCe = Be, (3.41)
BCy = By + By2, (3.42)
BCx = Bx + Bxy + Bxy2 . (3.43)
The 4-body charge projectors (3.31) for S3 are
AΓ1 =
1
6
(Ae +Ay +Ay2 +Ax +Axy +Axy2), (3.44)
AΓ−1 =
1
6
(Ae +Ay +Ay2 − Ax − Axy − Axy2), (3.45)
AΓ2 =
1
3
(2Ae − Ay − Ay2), (3.46)
since they are based on the characters of the irreducible representations of S3 (see
Table 3.1 for the irreps of S3).
The refined Hamiltonian (3.32) is then
H =
∑
v
(αAvΓ1 + βAvΓ−1 + γAvΓ2) +
∑
p
(δBpCe + B
p
Cx
+ νBpCy ). (3.47)
In contrast, the 6-body projectors (3.29) have the form (see Table 3.3 for the labeling
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of anyons of D(S3)):
PA =
1
6
(Ae +Ay +Ay2 +Ax +Axy +Axy2)BCe, (3.48)
PB =
1
6
(Ae +Ay +Ay2 − Ax − Axy − Axy2)BCe, (3.49)
PC =
1
3
(2Ae − Ay − Ay2)BCe, (3.50)
PD =
1
2
(Ae +Ax)Bx + 12 (Ae +Axy)Bxy +
1
2
(Ae +Axy2)Bxy2, (3.51)
PE =
1
2
(Ae − Ax)Bx + 12 (Ae − Axy)Bxy +
1
2
(Ae − Axy2)Bxy2, (3.52)
PF =
1
3
(Ae +Ay +Ay2)BCy, (3.53)
PG =
1
3
(Ae + ωAy + ω¯Ay2)BCy, (3.54)
PH =
1
3
(Ae + ω¯Ay + ωAy2)BCy . (3.55)
The corresponding 6-local Hamiltonian (3.28) would allow to freely tune the masses
of the anyons, albeit at a cost of a more non-local Hamiltonian.
3.4 Hilbert space splitting
In this Section, we elaborate on the way the charge and flux projectors split up the
Hilbert space of a site. Indeed, we will see in Sec. 3.4.1 that both the charge and
flux family of projectors provide a distinct way to split the Hilbert space unto which
they are acting non-trivially. Moreover, since those projectors commute, those two
splittings are consistent over the Hilbert space unto which they both act non-trivially,
i.e., the Hilbert space of 2 spins which has dimension |G |2.
We will argue that the splitting of the common Hilbert space of charge and flux
operators induces a splitting of the proper Hilbert space of a site. Because sites
overlap, the dimension of the proper Hilbert space of a single site is smaller than the
Hilbert space of the 6 spins forming the site. We prove in Sec. 3.4.2 that this proper
Hilbert space also has dimension |G |2. In Sec. 3.4.3, we introduce a diagrammatic
representation of this splitting. This diagram encapsulates all the results of this
paper about the structure of refined quantum double models.
3.4.1 Two distinct yet consistent ways to split the Hilbert space
Wefirst prove that the charge and flux projectors, which respectively act non-trivially
on four spins, add up to the identity operator on the Hilbert space of dimension |G |4
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of the four spins. Since they are orthogonal projectors, charge (resp. flux) projectors
provide an orthogonal resolution of the identity, i.e., the direct sum of their images
amounts to the full Hilbert space.
Resolution of the identity for charge projectors
Lemma 3.15. The dimension of the image of the charge projector for the irreducible
representation Γ is
Tr [AΓ] = |G |3 d2Γ, (3.56)
where dΓ is the dimension of the irrep Γ.
Proof: Recall that the vertex operators Ag are tensor products of 4 copies of the
(left) regular representation L. L(g)matrices are permutations with no fixed points,
unless g = e. Since the trace of a tensor product is the product of the trace, A(g) is
traceless unless g = e. The vertex operatorAe is nothing but the identity matrix on
a space of dimension |G |4. Thus,
TrAg = |G |4 δge. (3.57)
Simple calculation yields
Tr [AΓ] = dΓ|G |
∑
g∈G
χΓ(g)TrAg = |G |3 dΓ χΓ(e) = |G |3 d2Γ. (3.58)
To see that the charge projectors add up to the identity on the Hilbert space of the 4
spins, we use a well-known fact from representation theory∑
Γ
d2Γ = |G |. (3.59)
Dimension counting and the fact that charge projectors are orthogonal allows us to
conclude that ∑
Γ
AΓ = 1|G |4, (3.60)
i.e., the charge projectors are an orthogonal resolution of the identity for the Hilbert
space of the 4 spins neighboring a vertex.
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Resolution of the identity for flux projectors
Lemma 3.16. The dimension of the image of the flux projector for the conjugacy
class Cg ⊂ G is
Tr
[
BCg
]
= |Cg | |G |3, (3.61)
where |Cg | is the cardinality of the conjugacy class.
Proof: Flux projectors are sum of rank-one projectors unto fluxes that belong to
the same conjugacy class Cg. Thus, to compute the dimension of the image of the
flux projectors, one needs to compute how many terms appear in the sum, i.e., how
many ways 4 group elements can be multiplied such that their product belongs to the
conjugacy classCg. The first three group elements a, b, c can be chosen arbitrarily in
|G |3 distinct ways. Then the fourth group element d is chosen such that the product
belongs to the conjugacy class Cg, i.e., d ∈ (abc)−1Cg. Thus, there are |Cg | choices
for d. This concludes the proof.
Moreover, since every group element belongs to one and only one conjugacy class,
we know that ∑
Cg⊂G
Cg = |G |. (3.62)
Dimension counting and the fact that flux projectors are orthogonal allows us to
conclude that ∑
Cg⊂G
BCg = 1|G |4, (3.63)
i.e., the flux projectors are an orthogonal resolution of the identity for the Hilbert
space of the 4 spins of a plaquette.
3.4.2 Dimension of the proper Hilbert space of a site
Since the flux and charge projectors pairwise commute (see Sec. 3.3.1.5), they
provide a consistent splitting of the Hilbert space unto which they both act non-
trivially in the sense that a basis of this Hilbert space is spanned by common
eigenstates. It is clear that the intersection of their geometric support is two spins.
The corresponding Hilbert space has dimension |G |2.
Here we want to argue that this splitting of Hilbert space induces a splitting of the
Hilbert space of a site. Naively, a site is made of 6 spins but since spins are shared
by many sites, the dimension of its proper Hilbert space is smaller than |G |6. We
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will show that it is |G |2, the same as the common Hilbert space of flux and charge
projectors.
To determine the dimension of this proper Hilbert space, first recall that a site is the
union of the four spins around a plaquette and the four spins around a neighboring
vertex. Since 2 spins are shared, a site consists of 6 spins. However, each spin
belongs to three distinct sites: one site in which it belongs to both the vertex and
the plaquette, one site for the other vertex and one site for the other plaquette, see
Fig. 3.5. Thus, the dimension of the (proper) Hilbert space associated to every site
is
d (Hsite) = 3
√
|G |6 = |G |2 (3.64)
Figure 3.5: Illustration of the fact that every edge belongs to exactly 3 sites. For the
thick edge in the figure the 3 sites are s1, s2 and s3.
A simple way to think about this is that for every site, the two spins shared between
the vertex and the plaquette are assigned to this site while other spins of the site are
assigned to other neighboring sites.
This argument is only valid for square lattices. While a similar argument should
hold for arbitrary local planar graph, we leave the general case for future work and
focus on the case of a square lattice.
3.4.3 Diagrammatic representation and energy sectors
Wenow introduce a diagrammatic representation of the splitting of the properHilbert
space of a site, which we consider to be a very useful tool to better understand the
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structure of quantum double models.
The diagram, represented on Fig. 3.6 for the case of D(S3), is a square of size |G |.
Each column is indexed by an irrep Γ ofG and its width is the squared dimension of
the irrep d2Γ. Columns thus correspond to the splitting of the Hilbert space induced
by the charge projectors. Similarly, each row is indexed by a conjugacy class Cg of
G and its width is the cardinality of the conjugacy class |Cg |. Rows correspond to
the splitting induced by the flux projectors.
Figure 3.6: The flux and charge projectors of D(S3) partition the Hilbert space of
dimension |S3 |2 = 36 unto which both family of operators act non-trivially. The
charge projector splitting defines columns. The flux projectors, corresponding to
conjugacy classes, define rows (each rowbetween dotted lines corresponds to a group
element). The 9 energy sectors are represented {A, B,C = C1 ⊕ C2,D1, E1,D2 ⊕
E2, F1, F2,G ⊕ H}. The labels are chosen to reflect the relation of the excitations
with the 8 anyon types of D(S3). In particular, anyons D, E and F appear in two
distinct energy sectors and there are two copies of the chargeonC, labeledC1 andC2.
Note that the area of the surface attributed to each anyon is equal to the square of its
quantum dimension. Areas of cells shared by more than one anyon are distributed
among those anyons according to the corresponding irrep split-ups (Eqs. (3.69)-
(3.70)), in this case equally. Labels in blue correspond to the reinterpretation of
certain excitations as a combination of other excitations (see Sec. 3.5.2).
Labeling of the energy sectors
Each intersection is now labeled by a conjugacy class and an irrep. Notice that every
such intersection will have a well-defined energy (see our Hamiltonian, Eq. (3.47)),
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we will call these intersections energy sectors. However, these energy sectors do
not correspond directly to anyon types since an irrep of the full group G can split
into the direct sum of irreps of the normalizer of the conjugacy class. Let’s explore
this on the example of G = S3.
Trivial representation: D1 and F1 Restricting the trivial representation of S3 to
the normalizer subgroup Nx or Ny will correspond to the trivial representation of
both of those subgroups, i.e.,
Γ
S3
1 |Nx = ΓZ21 (3.65)
Γ
S3
1 |Ny = ΓZ31 . (3.66)
Thus, the energy sectors in the first column, corresponding to the trivial irrep of S3,
correspond to anyon types A, D and F (please refer to Table 3.3 for anyon labels for
S3) depending on their row, i.e., their conjugacy class. For the non-Abelian anyons
D and F, we will label those energy sectors D1 and F1 since we will see shortly that
other energy sectors correspond to those anyon types as well.
Alternating representation: E1 and F2 Similarly, restricting the alternating re-
presentation of S3 toNx corresponds to the alternating representation ofNx (excita-
tion E1), and restricting it to Ny will give the trivial representation ofNy (excitation
F2). Thus, we have already uncovered two energy sectors for anyon F.
Γ
S3
−1 |Nx = ΓZ2−1 (3.67)
Γ
S3
−1 |Ny = ΓZ31 . (3.68)
Two-dimensional representation: D2⊕E2 andG⊕H Finally, the two-dimensional
representation, restricted to Nx or Ny will break up to two 1-dimensional represen-
tations on the subgroups. These 1-dimensional representations will be the trivial
and the alternating of Nx (dyons D2, E2), and the two nontrivial representations of
Ny (dyons G and H).
Γ
S3
2 |Nx = ΓZ21 ⊕ ΓZ2−1 (3.69)
Γ
S3
2 |Ny = ΓZ3ω ⊕ ΓZ2ω¯ . (3.70)
We refer the reader to Tables 3.1-3.2 to check these relations between the represen-
tations of S3 and its subgroups. The breaking of irreps of the full group G = S3 into
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irreps of its subgroups Z2 and Z3 explains how our refined Hamiltonian correctly
accounts for anyons D, E, F, G and H although the irreps of the normalizers Z2
and Z3 do not have an associated Hamiltonian term. This property can be made
general for an arbitrary group G by discussing induced representations, which we
do in Appendix 3.B.
Even in the smallest non-Abelian example (quantum double of S3), irrep breaking
leads to a very intricate splitting of the Hilbert space. Consider the rectangle
labeled by Cx and ΓS32 . The two-dimensional irrep will split into the sum of two
one-dimensional irreps of Z2. However, the splitting is slightly different since the
normalizers Nx , Nxy, and Nxy2 , while isomorphic, are not equal.
Energies
Recall theHamiltonian given byEq. (3.47). We can compute the energy associated to
each energy eigenspace (energy sector), which we denote J to avoid confusion with
anyon type E . This Hamiltonian assigns the following energies to the excitations:
JA = α + δ, JB = β + δ, JC1 = JC2 = γ + δ, JD1 = α +  , JD2 = JE2 = γ +  ,
JE1 = β +  , JF1 = α + ν, and JF2 = β + ν, JG = JH = γ + ν. Thus, we see that
anyon types D, E and F, can be in different energy eigenspaces. This is surprising
and should not be possible from a topological point of view. However, anyons in
a quantum double are not fundamental particles, rather emergent quasi-particles
on a lattice model. We will now explore further this discrepancy and see that the
existence of local degrees of freedom on a lattice explains the different energies
attributed to states corresponding to the same anyon at the mesoscopic level.
Dimension and area of the diagram
Finally, note that the area of the rectangle (or the sum of the areas of distinct
rectangles when an anyon occupies different energy sectors) is exactly the squared
quantum dimension of that anyon (dk)2. Since the area of the whole square is |G |2,
we recover the well-known result
D2 ≡
∑
k
(dk)2 = |G |2. (3.71)
We will see that the topological degrees of freedom of an anyon have dimension
dk while the local degrees of freedom have also dimension dk , which results in a
dimension (dk)2 for each anyon.
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3.5 Local degrees of freedom
We now elucidate the fact that anyon types are not in one-to-one correspondence
with energy sectors. We will argue that anyon types are labels that are topological
at the mesoscopic level, in the sense that they cannot be changed locally. Howe-
ver, additional local degrees of freedom, which can be modified by local unitary
transformations acting close to the excitations, also arise. We explore the complex
interplay of those different types of degrees of freedom.
3.5.1 Disagreement between anyons and energy sectors
The way the Hilbert space of a site is split up by the charge and flux projectors,
detailed in Sec. 3.4, leads to a disagreement between energy sectors of our Ha-
miltonian and anyon labels. Here, we will explain in detail what we mean by this
disagreement.
First, chargeons appear in multiple copies. For G = S3, the chargeon C correspon-
ding to the non-trivial 2D irrep appears in 2 copies, labeled C1 and C2. In general,
an irrep ΓG will result in a number of copies equal to its dimension dΓG . This simply
reflects that the multiplicity of the irrep in the regular representation is equal to its
dimension.
Second, some anyons appear in multiple energy sectors. As an example, let’s look
at anyon D, which appears in two distinct energy sectors of the diagram since the
trivial irrep of Z2 can be obtained from the trivial irrep of S3, see Eq. (3.65), or from
the two-dimensional irrep of S3, see Eq. (3.69). We say that anyon D comes in two
distinct charge flavors. Each charge flavor is an eigenspace of the Hamiltonian. D1
labels a subspace with dimension three and is within the image of the trivial irrep of
S3 whereas the label D2 labels a subspace of dimension six and is within the image
of the two-dim irrep of S3. The same phenomenon relates E1 to E2 and F1 to F2.
It seems peculiar that a local observable allows to distinguish two subspaces of
internal states of anyon D (i.e., the two charge flavors). This even seems like a
violation of anyonic properties of D, since by simply applying the local operators
A
Γ
S3
1
and A
Γ
S3
2
we can establish a global labeling that differentiates between the two
charge flavors based on their energies. How is that possible if both those charge
flavors of D are just subspaces of one and the same anyon? We will argue that the
anyon labeling corresponds to degrees of freedom that cannot be changed locally
whereas there exist local degrees of freedom that can be changed locally. The charge
projectors discriminate among those local degrees of freedom.
The surprising property that site excitations corresponding to the same anyon type
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can have different energies is not a peculiarity of our family of Hamiltonians. In
fact, this property was already present in Kitaev’s original Hamiltonian. Indeed,
in the original quantum double construction, the pairs (D1, D2) and (F1, F2) would
have different energy. Our family of Hamiltonian simply highlights this property.
3.5.2 The role of finite lattice spacing
The charge projectors act on the four spins around a vertex, and not on the remaining
two spins of a site, see Fig. 3.4. They can be interpreted as operators that cohe-
rently move all fluxon types and check that they transform according to the correct
irrep [74]. In particular, note that those test fluxons do not enclose the flux content
of the site.
Now, let us recall the interference experiment described in Sec. 3.2.1, that allows
us to determine the charge of a dyon by having test fluxons undergo a double slit
experiment with the dyon located behind the slits. It was key in that experiment
that the flux of the test fluxon (a) and the flux of the measured dyon (b) have
commuting labels, i.e., ab = ba, in order to have interference. The consequence
of this requirement was that the charge of the measured dyon was labeled by an
irrep of the normalizer Nb rather than an irrep of the full group G. However, this
requirement stemmed from the fact that in a topological quantum field theory, to
determine the charge of a dyon, one cannot avoid enclosing the flux of the dyon as
well. But does that fact still hold in our lattice model?
Indeed, in the quantum double construction, the charge of a dyon is located on a
vertex whereas its flux is located on a plaquette, see Fig. 3.7. In other words, the
lattice separates charge and flux. This separation then allows something that would
be impossible in a field theory: to braid the test fluxon with the charge part of a
dyon without enclosing its flux. The corresponding worldline for the text fluxon is
represented in purple on Fig. 3.7 (worldline 1), whereas the worldline allowed by
field theory is represented in black (worldline 2). Consequently, this experiment
discriminates different charge flavors of a dyon.
Interpreting charge flavors in D(S3)
Based on the arguments above, we can understand better the meaning of the charge
flavors D1 vs D2, E1 vs E2 or F1 vs F2. For instance, for anyon F, F1 is a pure fluxon
since its charge is the trivial irrep of S3, while F2 has the non-trivial alternating
charge (see Fig. 3.6). They both correspond to anyon F since the alternating charge
becomes trivial when restricted to the normalizer Ny as indicated by Eq. (3.68).
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Figure 3.7: Spatial separation of charge and flux of a dyon on the lattice: the charge
is located on a vertex, while the flux is on the plaquette. This allows one to take a test
flux around only the charge part of a dyon following the test fluxonworldline 1. Such
interferometric experiment allows to determine not only its charge but also its charge
flavor since it is unaffected by the flux of the dyon. On the contrary, topological
quantum field theory only allows for test fluxon worldline 2 which encloses both the
charge and flux of the dyon.
One way to interpret this result is that F2 is an excitation on a site which contains
both a fluxon F1 on the plaquette and a chargeon B on the vertex. Thus,
F2 = B ⊗ F1, (3.72)
which agrees with the known fusion rules of D(S3) which state that B ⊗ F = F
[69]. In terms of masses, one can notice that MF2 = MF1 + MB, where for anyon X:
MX = JX − JA, i.e., mass is the energy penalty of anyon X compared to vacuum.
Thus, one can think of F2 as a composite anyon made of F1 and B. We will see that
a similar relation between masses will be true for the following examples as well.
Similarly, the anyon E1 is a composite anyonmade of the fluxonD1 with the chargeon
B
E1 = B ⊗ D1, (3.73)
as well as the fusion rules state B ⊗ D = E [69].
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The other case of energy sector–anyon disagreement is slightly more involved since
it involves a direct sum:
D2 ⊕ E2 = C ⊗ D1, (3.74)
i.e., the combination of the chargeon C (either from the C1 or C2 copies) with a
fluxon D1 is a superposition of anyon D and E with a charge corresponding to
the two-dimensional irrep of S3. The Hamiltonian doesn’t distinguish D2 from E2
since they have the same energy. The fusion rules are again in agreement with this
statement: C ⊗ D = D ⊕ E [69]. Similarly, the energy sector G ⊕ H results from
the combination of a chargeon C and a fluxon F1:
G ⊕ H = C ⊗ F1, (3.75)
which agrees with the fusion rule C ⊗ F = G ⊕ H [69].
We can relabel the energy sectors of Fig. 3.6 based on those combinations of flux
and charge. The new labels are indicated in blue.
3.5.3 Local vs. global degrees of freedom
We now argue that charge flavor is a local degree of freedom which can be transfor-
med by a local unitary whereas anyon labels cannot be changed locally. We present
an intuitive argument and refer to [74] for a formal, yet distinct, argument.
The charge flavor cannot be discriminated by any operator that encloses the whole
site s = (v, p), since it requires enclosing the vertex v without enclosing the plaquette
p (see Fig. 3.7). This means that two distinct charge flavors, say D1 and D2, have
the same reduced density matrix outside the site, i.e., on the set of spins that do not
belong to that site s. Yet, they correspond to distinct global states | ψ1〉 and | ψ2〉 on
the whole lattice. Since those states are purifications of the same reduced density
matrix, there exists a local unitary transformation Us acting only on the site s such
that Us | ψ1〉 = | ψ2〉. A similar statement holds for different copies of a chargeon
such as C1 and C2.
The presence of local degrees of freedom explains that the dimension of the subspace
associated with an anyon labeled by the conjugacy class Cg and the irrep Γ of its
normalizer is
d2 =
(|Cg | |dΓ |)2 (3.76)
rather than d, which we expect from topological quantum field theory [33]. The
dimension of the anyon is the product of the dimensions of its local and topological
degrees of freedom. It turns out that for quantum double models there are as many
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local degrees of freedom as global topological degrees of freedom [74], i.e.,
dlocal = dtopo = d, (3.77)
however, the number of local degrees of freedom appears to be tied to the specific
lattice configuration, in our case the square lattice; see Sec. 3.4.2 for more details.
Thus, in a quantum double model, due to the lattice, each anyon corresponds to a
subspace of dimension
dlocal × dglobal = d2. (3.78)
This result confirms the observation made on the anyon splitting diagram of Fig. 3.6
in which each anyon corresponds to a surface of area d2. Moreover, the total area
|G |2 = ∑k d2k is a graphical representation of the identity given by Eq. (3.71).
3.6 Discussion
In this paper, we introduced a new family of 2D topological spin lattice models
which generalize Kitaev’s quantum double construction. The Hamiltonian of this
new class of topological models is given by a translation-invariant sum of local
commuting terms acting each on 4 neighboring spins.
We provided a proof on the commutation of those operators which is based on a
basis-independent reformulation of the Great Orthogonality Theorem.
Each local term of that refined Hamiltonian can be multiplied by a coupling constant
which makes the energy spectrum of those models richer than the original Kitaev
quantum double construction. Moreover, the newHamiltonian highlights the feature
that point-like excitations on a site corresponding to the same anyon can have
different energies. This feature arises because the lattice introduces local degrees
of freedom in addition to topological degrees of freedom. The interplay between
those degrees of freedom might lead to surprising consequences.
3.6.1 Consequences for quantum computation
The disagreement between anyons and energy sectors is already present in the origi-
nal quantum double construction, since Kitaev’s Hamiltonian would give different
masses to D1 which is a fluxon than D2 which is a dyon (from the point of view of
irreps of S3). Similar properties hold for the two charge flavors of anyon F, labeled
F1 and F2, as well as anyon E , labeled E1 and E2, the latter would however not be
distinguished by Kitaev’s Hamiltonian. This leads us to the troubling question of
what (if any) consequences will arise in quantum computation with non-Abelian
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anyons when performing them on a lattice?
As the disagreement between anyons and energy sectors arises due to the finite
separation between flux and charge of a dyon, one would have to be careful to
perform every braiding procedure on a large scale, making sure to always braid
with both flux and charge of a dyon. On a large enough lattice system, we can
imagine the spacing will become insignificant, and no consequences will arise.
On the other hand, the environment could introduce local noise that will project
out one or the other charge flavor of a dyon, possibly resulting in unexpected
processes, if for example, the local degrees of freedom entangle with the topological
degrees of freedom. It is possible that this will not create problem for topological
quantum computation since it occurs in fusion space. Nonetheless, clarifying those
consequences needs careful consideration, and is the scope of future work.
3.6.2 Consequences for quantum memories
Using our family of Hamiltonians allows for tuning the masses of excitations, which
will modify both the coherent dynamics and the incoherent dynamics of the to-
pological model in the presence of a (thermal) environment. Thus, our family
of Hamiltonian opens a new possibility for quantum self-correcting models based
on topological models. Indeed, our models generalize the Abelian construction
in Ref. [48] where a parameter regime interesting for quantum self-correction was
identified. In that regime, it was argued that entropic effects lead to a different
scaling of the memory time. While that improvement was shown to not carry over
in the low temperature regime [50], a non-Abelian model might yield a different
result or, at least, allow for a better understanding of entropic effects in quantum
double models.
3.6.3 Holography between local, topological, and fusion degrees of freedom?
The fact that local degrees of freedom and topological degrees of freedom have the
same dimension dk (where k labels the anyon types) might be a clue pointing to an
underlying holography. Moreover, the dimension of the subspace associated to an
anyon on a site is (dk)2, which is the samedimension as the fusion space of two anyons
of type k. We wonder whether this also hints at a deeper mathematical/physical
connection.
Finally, it seems that local degrees of freedom are somehow unavoidable in a
quantum double construction. Indeed, anyons live on a site, whose proper Hilbert
space dimension is |G |2. In the absence of local degrees of freedom, the direct
sum of every anyon subspace would have dimension
∑
k dk . Since this last quantity
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is not simply related to the dimension of the group |G |, local degrees of freedom
have to account for the dimension mismatch. The emergence of local degrees of
freedom, considered here for quantum double models, could be very different in
other topological models, such as Levin-Wen models [29]. We leave this question
for future work.
3.A Mathematical proofs
We now detail the mathematical proofs of Sec. 3.3.
3.A.1 Proof of Lemma 3.11
To prove Theorem 3.9, we need to first prove Lemma 3.11, which is a restatement
of the Great Orthogonality theorem, Fact 3.10.
Lemma (Basis-independent GOT).∑
g∈G
Γ(g) ⊗ Λ(g−1) = |G |
dΓ
δΓΛS, (3.79)
where S is the swap operator, i.e., S : Cd×Cd → Cd×Cd is defined by S (|i〉 ⊗ | j〉) =
| j〉 ⊗ |i〉.
Proof: The proof is a sequence of simplifications. The GOT is specifically used to
simplify Eq. (3.83):
∑
g∈G
Γ(g) ⊗ Λ(g−1) (3.80)
=
∑
g∈G
∑
i j
(Γ(g))i j |i〉〈 j | ⊗
∑
k`
(
Λ(g−1)
)
k`
|k〉〈` | (3.81)
=
∑
g∈G
∑
i j
(Γ(g))i j |i〉〈 j | ⊗
∑
k`
(Λ(g))`k |k〉〈` | (3.82)
=
∑
i j k`
∑
g∈G
(Γ(g))i j (Λ(g))`k |i〉〈 j | ⊗ |k〉〈` | (3.83)
=
∑
i j k`
|G |
dΓ
δΓΛδi`δ j k |i〉〈 j | ⊗ |k〉〈` | (3.84)
=
|G |
dΓ
δΓΛ
∑
i j
|i〉〈 j | ⊗ | j〉〈i | (3.85)
=
|G |
dΓ
δΓΛS. (3.86)
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3.A.2 Proof of Theorem 3.9
We can now prove Theorem 3.9.
Theorem (Orthogonality of charge projectors). The operators defined by Eq. (3.31)
are orthonormal projectors
AΓAΛ = δΓΛAΓ. (3.87)
Proof: Simple algebra shows that
AsΓA
s
Λ =
dΓdΛ
|G |2
∑
g,g′∈G
χΓ(g)χΛ(g′)AsgAsg′ (3.88)
=
dΓdΛ
|G |2
∑
h∈G
∑
g∈G
χΓ(g)χΛ(g−1h)︸                  ︷︷                  ︸
(∗)
Ash. (3.89)
We thus would like to prove that the (∗) term is proportional to δΓΛ · χΛ(h).
Using the fact that Tr [A ⊗ B] = Tr [A]Tr [B], one can rewrite the (∗) term as
(∗) = Tr
[(∑
g∈G
Γ(g) ⊗ Λ(g)†
)
(I ⊗ Λ(h))
]
. (3.90)
We can now use Lemma 3.11 to express the trace as
(∗) = δΓΛ |G |dΓ Tr
[∑
i j
(|i〉〈 j | ⊗ (| j〉〈i |)Λ(h)
]
(3.91)
= δΓΛ
|G |
dΓ
∑
i j
δi j 〈i |Λ(h)| j〉 (3.92)
= δΓΛ
|G |
dΓ
∑
i
(Λ(h))ii (3.93)
= δΓΛ
|G |
dΓ
χΛ(h), (3.94)
which concludes the proof of Theorem 3.9.
3.A.3 Proof of Lemma 3.12
We prove Lemma 3.12.
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Figure 3.8: Relative configuration of a vertex and a plaquette in the case when the
commutation of charge and flux projectors is nontrivial. The figure shows how a
vertex operator acts on these spins. Note that the flux around the plaquette, starting
from the vertex, is g = b f i−1a−1 prior to the application ofAh. Afterward, the flux
is now g′ = hb f i−1(ha)−1 = hgh−1.
Lemma (Flux permutation by vertex operators). For a plaquette p and vertex v that
form a site, (p, v) = s
B(p)g = A(v)h−1B
(p)
hgh−1A
(v)
h ; (3.95)
for a plaquette p and vertex v that are parts of different sites, p ∈ s1, v ∈ s2, s1 , s2
B(p)g = A(v)h−1B
(p)
g A(v)h . (3.96)
Proof: We will check the operator equality for an arbitrary state in which each spin
is in a flux state (such states span the full (Hilbert) space). Note that the plaquette
operator Bg is in fact a projector unto states with flux g threading the plaquette while
states having a different flux are annihilated by Bg. Thus, the Hilbert space is split
into a direct sum
H = Ig ⊕ Kg, (3.97)
where Ig (resp. Kg) denotes the image (resp. kernel) of the projector. The image is
spanned by states with flux g while states with other flux span the kernel. We will
prove Eq. (3.95) first for a state in Ig and then for a state in Kg.
For a state | ψg〉 whose flux is g, i.e., Bg | ψg〉 = | ψg〉 the application of the vertex
operator Ah will act non-trivially on two spins around the plaquette and change its
flux to hgh−1 (when the plaquette and vertex operators act on the same site, see
Fig. 3.8). Thus, Ah | ψg〉 is in the image of Bhgh−1 , i.e.,
Ah | ψg〉 = Bhgh−1Ah | ψg〉. (3.98)
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Finally, applyingAh−1 will restore the spins into their original state and, in particular,
restore the flux to h−1(hgh−1)h = g, so that
Ah−1Bhgh−1Ah | ψg〉 = | ψg〉. (3.99)
Let’s now consider a state | φ〉 whose flux is not g, i.e., Bg | φ〉 = 0. That state
is a linear combination of states with flux f , g. Let’s assume that | φ〉 has a
well-defined flux f (the general case will follow by linearity). Then, Ah | φ〉 will
have flux h f h−1 and will be annihilated by Bhgh−1 since h f h−1 , hgh−1. Thus,
Ah−1Bhgh−1Ah | φ〉 = 0. (3.100)
Since we checked Eq. (3.95) on the two sectors of Eq. (3.97), it is valid for any
state of the Hilbert space. Please note that we proved Eq. (3.95) only for one
respective position of the vertex with respect to the plaquette. For the other three
respective positions one can dutifully check that the proof is also valid, resulting in
Eq. (3.96).
3.B Induced representations of an arbitrary quantum double D(G)
Asurprising feature of our refined quantumdoubleHamiltonian (3.47) (seeEq. (3.32)
for the general form) is that irreps of normalizers that are proper subgroups of G do
not have an associated Hamiltonian term. For instance, in the case of D(S3), the
irreps of Z2 and Z3 do not have an associated Hamiltonian term. How is it then that
anyons D, E, F, G and H which are labeled by irreps of those two subgroups are
correctly accounted for?
The reason they have not been forgotten is that the irreps of those subgroups appear
when restricting the irrep of S3 to the fluxes within a normalizer. For instance, if
we know that a dyon has flux in the conjugacy class Cy and that the charge on the
vertex corresponds to the 2-dim irrep ΓS32 , we should consider the action of this irrep
restricted to the elements of the normalizer Ny. One can straightforwardly check
that the 2-dim irrep of the group splits into two 1-dim irreps of the subgroup Z3,
i.e., recall Eq. (3.70):
Γ
S3
2 |Ny = ΓZ3ω ⊕ ΓZ3ω¯ . (3.101)
Thus, the anyons G = (Cy, ΓZ3ω ) and H = (Cy, ΓZ3ω¯ ) are accounted for. However, our
Hamiltonian will give them the same mass since it does not distinguish between
them. This is a general feature of our construction in the sense that the splitting of
irrep of the group G to recover irreps of the normalizer will happen for any group
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G.
Indeed, the statements about the correspondence between representations of the
group and its subgroups can be made rigorous for any groupG. For any finite group
G, the AΓG charge projector corresponding to irrep ΓG will contain in its image the
particle with trivial flux and ΓG charge, as well as all particles that have non-trivial
flux Ch (h , e) and their charge corresponds to the restricted representation [80] of
ΓG onto the appropriate normalizer subgroup Nh:
(Ce, ΓG) ⊂ =[AΓG ] (3.102)
(Ch, ΓG |Nh ) ⊂ =[AΓG ], (3.103)
where =[O] denotes the image of operatorO and ⊂ means that the anyon labeled by
the pair (conjugacy class, irrep) corresponds to a subspace located within the vector
space on the right hand-side.
If ΓG |Nh is reducible on Nh, then anyons will instead correspond to the resulting
irreps:
ΓG |Nh =
⊕
i
Γ
Nh
i (3.104)
anyon labeli = (Ch, ΓNhi ) (3.105)
and all such anyons (∀i) will have the same energy. For example, for the group
G = S3, anyons G and H have the same energy.
Similarly, one might ask the converse question: if we take an anyon type (Ch, ΓNh ),
does the 4-local Hamiltonian account for it? The answer is yes; one needs to consider
the induced representation κG from ΓNh onto the full group G [80]. In the case that
the induced representation is irreducible on G, then that anyon labeled (Ch, ΓNh )
corresponds to charge κG
IndGNh (ΓNh ) = κG (3.106)
(Ch, ΓNh ) ⊂ =[AκG ], (3.107)
whereas, in the case the induced representation is reducible on the group G, then
the anyon labeled (Ch, ΓNh ) corresponds to different charge flavors κGi :
IndGNh (ΓNh ) =
⊕
i
κGi (3.108)
(Ch, ΓNh ) ⊂ =[AκGi ] ∀i. (3.109)
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For example, for G = S3, anyon F is in the image of both AΓS31
and A
Γ
S3
−1
, as ΓS31 and
Γ
S3
−1 are the irreducible components of Ind
S3
Ny (Γ
Ny
1 ).
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C h a p t e r 4
TOPOLOGICAL PHASE DIAGRAM OF D(S3) INDUCED BY
FORBIDDING CHARGES AND FLUXES
Anna Kómár, and Olivier Landon-Cardinal. Topological phase diagram of D(S3)
induced by forbidding charges and fluxes. arXiv preprint: 1805.00032.
Abstract
We analyze phase transitions induced by forbidding charges and fluxes in D(S3),
the simplest non-Abelian model among quantum doubles, a class of 2D spin lattice
topological models introduced by Kitaev. Contrary to a topological quantum field
theory, the lattice degrees of freedom allow to forbid charges and fluxes indepen-
dently, resulting in a non-trivial effect on dyons. Forbidding charges and fluxes
leads to only a subset of the original anyons remaining, and when this subset is
closed under fusion, they form a new theory. We interpret the processes the theory
undergoes in terms of condensation and splitting of particles. Mapping the phase
diagram of D(S3), we find the emergent phase D(Z3), based on a subgroup of S3,
as well as that other phases, charge and flux sectors of doubles, will fully condense
to the vacuum.
4.1 Introduction
Understanding phase transitions and critical phenomena of physical systems is an
important step in understanding properties of physical materials and fundamental
physical processes. Classical phase transitions, e.g., magnetic transitions of the
Ising model are well-understood, and are described by Landau’s theory, using a
free-energy description of the processes [49]. Therein the free energy, a local
function of the state of the system, undergoes a change where it encounters a
discontinuity (first-order phase transition), or a discontinuity of a higher-order nth
derivative (nth-order phase transition).
Quantum phase transitions occur as a result of a change in the Hamiltonian of a
quantum system, when slowly changing from one Hamiltonian to another the system
passes through a critical point of non-analiticity. This could happen at a point where
the ground state and the first excited state produce a level-crossing (the gap closes),
or evenwhen the gap becomes small enough that it would close in a limit. The classic
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description of Landau’s theory can be extended to provide a faithful description of
these processes as well, through a quantum-classical mapping [49].
An important concept of Landau’s theory is the existence of a local order parameter
that characterizes the state of the system. This is the main parameter of the free
energy function, and the form of the function is inferred using existing symmetries
of the system. However, introduce topological theories, and Landau’s theory breaks
down. Topological order, an inherently non-local property, can’t be captured through
a local order parameter. As a result, changes in the topological order of a field
theory can’t be described using this classic framework. An accurate description of
topological phase transitions would help us understand more about the nature of
topological order.
One well-known theory exhibiting topological order is the quantum double con-
struction, introduced by Kitaev in Ref. [4]. This is a family of 2D spin theories on
a lattice, with a Hamiltonian whose ground state exhibits topological order. This
means that there exists no local parameter that characterizes the ground state, and
as such, quantum doubles are prime candidates for storing quantum information in:
information stored in their degenerate ground space won’t decohere due to local
noise from the environment. The specific quantum double, and thus the specific
topological order such a theory realizes, depends on the group, G that is used to
build the quantum double. As a result, quantum doubles built around different
groups would have different topological properties.
In this work, we analyze phase transitions of quantum doubles, induced by changing
the set of allowed excitations (anyons) in the theory. A correspondence between the
set of anyons in a field theory, and the topological order of the ground state has been
established in Ref. [81]. Therefore, anyons of a theory may be treated as a signature
of topological order, a concept we will revisit in the Discussion section of this paper.
We focus our analysis on the simplest non-Abelian quantum double, D(S3), and
investigate what processes this double undergoes when we remove (or forbid) cer-
tain anyons from the theory, i.e., we don’t allow their creation through thermal
processes from the vacuum. More precisely, we forbid conjugacy classes and irre-
ducible representations of the group, which leads to forbidding anyons. Whenever
the resulting allowed set of anyons is closed under fusion, a new, consistent the-
ory emerges. We interpret the mathematical steps of our calculations as physical
processes: condensation and splitting of particles.
We make a map of the phase diagram of D(S3), and find the phase D(Z3), an
Abelian theory that is based on a subgroup of S3. We conclude that other phases,
99
the charge and flux sectors of D(Z3) among others, will become trivial after all
excitations condense to the vacuum.
This paper is organized as follows. In Sec. 4.2 we provide a general review of
anyons and anyonic data (Secs. 4.2.1-4.2.2) and introduce the quantum doubles that
appear in this paper (Sec. 4.2.3). Then, in Sec. 4.3 we will give an overview of
the physical processes a quantum double might undergo during a phase transition;
this is in fact a summary of all processes found in the later sections, with their
physical interpretations. In this section, we also give a detailed description of our
mathematical protocol, used to obtain the results of this paper. In Sec. 4.4, we
demonstrate this protocol on four cases of phase transitions: one transition yields
D(Z3), two others yield the charge and flux sectors of D(Z3) that won’t live on
their own and will fully condense to the vacuum, and the last one yields the charge
sector Z2, which again will become trivial after its single excitation condenses to the
vacuum. Until this point our analysis focuses only on the anyons, and the field theory
aspects of quantum doubles. In Sec. 4.5 we investigate possible ways to realize these
phase transitions, using the standard lattice description. We argue that while strictly
speaking a global projection might be necessary to induce a phase transition, this
can be approximated by adding local terms to the topological Hamiltonian of the
model. Sec. 4.6 is a summary of our results and further directions. Finally, the
appendix contains additional mathematical properties of the doubles discussed in
this paper (Appendix 4.A).
4.2 Anyons in Drinfeld doubles
We start by introducing the concept of anyons, and that of non-Abelian anyons
(Sec. 4.2.1). Anyons can emerge as excitations of two-dimensional field theories,
their exchange statistics differ from the trivial statistics of bosons and fermions.
In Sec. 4.2.2 we will present the mathematical framework for the description of
anyons, including the concept of the braiding S-matrices and fusion rules. Then,
in Sec. 4.2.3 we introduce a few examples of Drinfeld doubles, which have anyonic
excitations. We provide three examples: Abelian doubles D(Z2), widely known as
the toric code, and D(Z3), as well as the non-Abelian double D(S3), which is the
central object of this paper.
4.2.1 Anyons and labeling
In two-dimensional field theories, excitations can have esoteric exchange statistics,
unlike those of bosons and fermions. Denoting the (counterclockwise) exchange
operation of particles a and b by Rab, doubly exchanging said particles of a two-
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dimensional theory in general can yield
R2ab | a, b〉 = Ua,b | a, b〉, (4.1)
whereUa,b is a unitary transformation acting on the joint wave function. If the effect
ofUa,b is a simple (non-trivial) phase, exp(iϕ), then we call a and b Abelian anyons,
otherwise they are non-Abelian.
Following Ref. [33], we can introduce flux- and charge-labels for the anyons. The
flux labels are elements of a group g ∈ G, and the charge labels are irreducible
representations, or irreps of the same group G. These two labellings, in fact,
provide two complementary resolutions of the Hilbert space of an anyon:
H = span {| g〉 | g ∈ G} (4.2)
H = span {| Γ, i〉 | Γ irrep of G, i ∈ {1, ...|Γ|}} . (4.3)
Anyons that only have a non-trivial flux, or a non-trivial charge label, are called
fluxons or chargeons, while their other label is trivial. Anyons with both a non-trivial
flux and charge label are called dyons.
Due to the transformations fluxons undergo when braided with each other, it is not
possible to use a group element g as a globally agreed upon label for a fluxon [33].
Rather, the gauge-invariant flux labels are conjugacy classes Cg of G:
Definition 4.1 (Conjugacy class).
Cg = {zgz−1 |g, z ∈ G}. (4.4)
We can find this flux label of an anyon by braiding the unknown anyon with known
chargeons (labeled by irreps of G), i.e., transporting known chargeons around the
unknown fluxon (see Fig. 4.1). We can similarly find the charge label of an anyon
by braiding it with known fluxons. However, when we try to find the charge label of
a dyon this way, we don’t have access to the specific label ΓG (an irrep of G) [33].
Rather, the gauge-invariant charge label of a dyon that has flux g: is an irrep of the
normalizer group of g.
Definition 4.2 (Normalizer).
Nh = {z ∈ G |zh = hz}. (4.5)
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Figure 4.1: Braiding fluxon Cg with chargeon Γ.
Figure 4.2: Definition of the S-matrix element Sab where a and b label different
anyon types. Sab is the probability amplitude associated to the braiding described
by the figure.
The normalizer of an element of G is always a subgroup of G. Furthermore, even
though the exact normalizer group will depend on the specific choice of element z,
the normalizer groups Nz are isomorphic to each other for all z ∈ Cg.
4.2.2 Anyonic data
Having reviewed how to label anyons, we would like to introduce the mathematical
objects which encode the information about the anyon model, in particular the
S-matrix, the fusion rules and the quantum dimensions.
S-matrix
The S-matrix encapsulates the braiding relations of the different anyons. Formally,
the S-matrix elements are the amplitude probabilities of braiding events described
in Fig. 4.2.
The S-matrix is unitary and for the models in the focus of this paper (quantum
doubles) it can be computed from the representation theory of the underlying group
thanks to the formula [69, 82]
S(Cg,Γ),(Cg′,Γ′) =
1
|N(g)| |N(g′)|
∑
h:hg′h−1∈N(g)
χΓ(hg′h−1)χΓ′(h−1g−1h), (4.6)
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where χΓ(z) = Tr(Γ(z)) is the character of representation Γ.
For completeness, let us state that the S-matrix is not sufficient to uniquely identify
an anyon model. For instance, the quantum double of the dihedral group of degree
4, D4 and the quantum double of the quaternion group Q have the same S-matrices
yet different anyon models. The S-matrix of D(D4) is worked out in [83] while the
S-matrix of D(Q) is worked out in [84]. One also needs to provide the T-matrix
which encapsulates the topological spin of each anyon. For quantum doubles, i.e.,
most theories appearing in this paper, the T-matrix can be computed thanks to
T(Cg,Γ),(Cg′,Γ′) = δCgCg′δΓΓ′
χΓ(g)
χΓ(e), (4.7)
where e is the identity element of group G. We will use the notation t(Cg,Γ) =
T(Cg,Γ),(Cg,Γ) for the topological spin of an anyon.
Fusion rules
In addition to braiding, fusing two anyons is an essential feature of an anyon model.
Suppose two anyons are next to one another. One would like to treat them as a single
anyon, and identify the properties of this resulting anyon. The resulting anyon is
the fusion of the two original anyons. In the absence of information about the
particular state of the two original anyons, the best description of the fusion state is
summarized by listing the allowed fusion channels. This information is captured in
the N-symbols:
a × b =
∑
c
Ncabc, (4.8)
where Ncab is the multiplicity of particle c when fusing anyon a with anyon b. In a
non-Abelian theory, at least one fusion has two (or more) possible fusion channels,
making the result of that fusion non-deterministic.
An important feature of the fusion rules is that for any anyon type a there exists
a unique anyon type a−1 such that the vacuum is a possible fusion outcome. The
corresponding anyon is called the antiparticle of a.
Having defined an antiparticle, one can capture all the information about the braiding
of anyons into the topological S-matrix whose elements are the amplitudes of the
different braiding processes:
Sab = Tr(Rb−1aRab−1)/D, (4.9)
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where b−1 is the antiparticle of anyon b. Eq. (4.6) in the previous section was a
special case of this formula.
Fusing and braiding are not independent but related by the Verlinde-formula:
Ncab =
∑
z
SazSbzSc−1z
S1z
, (4.10)
where 1 is the trivial anyon (vacuum). This relates the S-matrix to the N-symbols.
Quantum dimensions
The quantum dimension da of anyon a is the dimension of the space of anyon a, and
is related to the number of internal degrees of freedom the anyon has. The fact that
an anyon might have more than one internal degree of freedom, we will refer to as
that anyon having different flavors. Abelian anyons necessarily have da = 1, while
non-Abelian anyons have quantum dimension da > 1.
The definition of quantum dimensions is through the fusion rules: the fusion space
of a pair of anyons needs to be equal to the combined space of the outcome-anyons,
taking their multiplicity into account, i.e., a fusion of anyons a and b in the form of
Eq. (4.8) means the quantum dimensions of participating anyons are [34]:
da · db =
∑
c
Ncabdc. (4.11)
Quantum dimensions need not be integers.
The total quantum dimension of a topological theory is then the square-sum of the
quantum dimensions of all anyon species in the theory:
D2 =
∑
anyons k
d2k . (4.12)
4.2.3 Drinfeld doubles
In this section we will review the theories that appear in this paper. We discuss two
Abelian doubles: D(Z2) and D(Z3), as well as the simplest non-Abelian double
D(S3), which is the focus of this paper.
One algebraic model that produces anyons is the Drinfeld double. The Drinfeld
double of group G, D(G) is a quasi-triangular Hopf-algebra [73], with elements in
the form of pairs of g, h ∈ G: (g, h), hence the name “double” for this theory. The
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irreducible representations of this algebra describe anyons: Abelian anyons if the
group G is Abelian, and non-Abelian anyons if G is non-Abelian.
Anyons in Drinfeld doubles have flux and charge labels, just as the anyons of
Sec. 4.2.1. The flux labels are conjugacy classes of G. Charge labels of anyons
are either irreps of G (for chargeons), or irreps of normalizer subgroups of G (for
dyons).
D(Z2)
The simplest Drinfeld double is the toric code, based on G = Z2: D(Z2); it has
Abelian anyons. Let us look at this example.
The group Z2 has two elements: {e, x}, where e is the identity, and x · x = e.
Then, the elements of the algebra D(Z2) are
(e, e) (4.13)
(e, x) (4.14)
(x, e) (4.15)
(x, x). (4.16)
Meanwhile, anyons of this theory are labeled by conjugacy classes and irreps. The
conjugacy classes of Z2 are simply its elements:
Ce = e (4.17)
Cx = x, (4.18)
and these are the flux labels of the theory. The normalizers of both of these conjugacy
classes/elements are the full group, Z2. Thus, the irreps labeling the charges are
irreps of Z2: ΓZ21 and Γ
Z2
−1, regardless of the flux content of the anyon. (See the
appropriate subtable in Table 4.2 for these irreps.)
The traditional electric and magnetic excitations of the toric code are shown in
Fig. 4.3. These anyons are the simple juxtapositions of a flux and a charge label.
The chargeon e and the fluxon m inherit their fusion rules from Z2:
e × e = 1 (4.19)
m ×m = 1, (4.20)
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Figure 4.3: Anyons of D(Z2) in relation to their labels.
and
e ×m = em. (4.21)
Similarly, em × e = m, em ×m = e, and em × em = 1.
D(Z3)
Another theory with Abelian anyons is D(Z3), the double of the cyclic group of
order 3. This theory plays a role in Sec. 4.4.
The group Z3 has three elements: {e, y, y2}, with y3 = e. The double D(Z3) then
has 9 distinct elements of its algebra, in the form of {(g, h)|g, h ∈ Z3}.
The flux part of anyons of the model are labeled by conjugacy classes of Z3:
Ce = e (trivial flux) (4.22)
Cy = y (m1) (4.23)
Cy2 = y
2 (m2), (4.24)
each corresponding to a flux label from the set {triv,m1,m2}.
As the normalizer subgroups of each of these conjugacy classes are Z3 itself, the
charge content of anyons are labeled by irreps of Z3: Γ1 (trivial flux), Γω (e1) and
Γω¯ (e2) (see the appropriate subtable in Table 4.2 for these irreps, ω and ω¯ ≡ ω2 are
the third complex roots of unity). Each of these introduce a charge label, forming
the set of charge labels: {triv, e1, e2}.
All 9 anyons of the theory are the simple combinations of a flux and charge label
from these sets: there’s the vacuum (1, it has a trivial flux and trivial charge label),
there are two distinct chargeons (e1 and e2), two distinct fluxons (m1 and m2), and
four dyons (e1m1, e1m2, e2m1, e2m2).
All anyons of D(Z3) are Abelian, and their fusion rules can be inferred from the
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Figure 4.4: Elements of the group S3 as symmetry transformations of an equilateral
triangle: (a)mirrorings x, xy, xy2, (b) rotations y, y2, and the identity transformation
(not shown).
fusions of pure chargeons and fluxons. For the chargeons:
e1 × e1 = e2 (4.25)
e1 × e2 = 1 (4.26)
e2 × e2 = e1 (4.27)
and the rules are identical for the fluxons. For additional details of this model, please
refer to Ref. [75]. The S-matrix and T-matrix are provided in Appendix 4.A of the
current paper.
D(S3)
The simplest double that exhibits non-Abelian anyons is D(S3). It is based on the
smallest non-Abelian group, the symmetry group of order 3: S3. This group is
isomorphic to the symmetry transformations of an equilateral triangle. Its elements
are easily enumerated by thinking about the symmetries of this triangle (see Fig. 4.4):
e identity (4.28)
{x, xy, xy2} mirrorings to 3 axes (4.29)
{y, y2} rotations by pi/3 and 2pi/3. (4.30)
Considering the doubleD(S3), one can then dutifully enumerate all the elements of
the algebra: they will be in the form of {(g, h)|g, h ∈ S3}, and there will be a total
of 36 of them. However, the anyons of this model, similarly to those of D(Z2) and
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S3 e y y2 x xy xy2
Γ
S3
1 1 1 1 1 1 1
Γ
S3
−1 1 1 1 -1 -1 -1
Γ
S3
2
(
1 0
0 1
) (
ω¯ 0
0 ω
) (
ω 0
0 ω¯
) (
0 1
1 0
) (
0 ω
ω¯ 0
) (
0 ω¯
ω 0
)
Table 4.1: Irreducible representations of NCe = S3.
Z3 e y y2
Γ
Z3
1 1 1 1
Γ
Z3
ω 1 ω ω¯
Γ
Z3
ω¯ 1 ω¯ ω
Z2 e x
ΓZ21 1 1
ΓZ2−1 1 -1
Table 4.2: Irreducible representations of (a) NCy = Z3 and (b) NCx = Z2.
D(Z3), will be labeled by conjugacy classes and irreps of normalizer subgroups of
S3.
Fluxes of the double are labeled by the conjugacy classes of S3:
Ce = {e} (4.31)
Cx = {x, xy, xy2} (4.32)
Cy = {y, y2}. (4.33)
The charge labels ofD(S3) will be irreps of normalizers. The normalizers of S3 are
Ne = S3 (4.34)
Nx = {e, x}  Nxy  Nxy2  Z2 (4.35)
Ny = Ny2 = {e, y, y2}  Z3. (4.36)
Notice that sometimes normalizers of different elements of a conjugacy class differ
(e.g., for elements x, xy and xy2 above); however, as remarked in Sec. 4.2.1, these
are isomorphic to each other. Thus, the irreps on them will be identical.
The irreps of each of these normalizer subgroups are listed in Tables 4.1-4.2; the
irreps of NCg are the possible charge labels for a dyon with flux label Cg. In those
tables, and for the remainder of this paper,ω = exp(2pii/3) and ω¯ = ω2 = exp(4pii/3)
are the third complex roots of unity.
The full list of anyons of D(S3) is given in Table 4.3.
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Label Cg Ng Irrep. Q.dim. Type
A Ce S3 ΓS31 1 vacuum
B Ce S3 ΓS3−1 1 chargeon
C Ce S3 ΓS32 2 chargeon
D Cx Z2 ΓZ21 3 fluxon
E Cx Z2 ΓZ2−1 3 dyon
F Cy Z3 ΓZ31 2 fluxon
G Cy Z3 ΓZ3ω 2 dyon
H Cy Z3 ΓZ3ω¯ 2 dyon
Table 4.3: Anyons of D(S3) with their charge and flux labels, quantum dimensions
and type.
Other properties ofD(S3), such as the complete set of fusion rules of its anyons, its
S-matrix, and T-matrix, can be found in Appendix 4.A.
Relation between anyons
One peculiar mathematical property of Drinfeld doubles D(G) is the relation of
irreps of G to the irreps of its normalizer subgroups. It turns out that while gauge-
invariant charge labels of dyons are indeed irreps of normalizers, these can be
connected to irreps of the full group, G. For example, for D(S3) we find that the
various charge labels are related to each other through restriction of irreps. If we
restrict irreps of S3 to the normalizer group Nx:
Γ
S3
1 |Nx = ΓNx1 (4.37)
Γ
S3
−1 |Nx = ΓNx−1 (4.38)
Γ
S3
2 |Nx = ΓNx1 ⊕ ΓNx−1 . (4.39)
Similarly, restricting irreps of S3 to the group Ny:
Γ
S3
1 |Ny = Γ
Ny
1 (4.40)
Γ
S3
−1 |Ny = Γ
Ny
1 (4.41)
Γ
S3
2 |Ny = Γ
Ny
ω ⊕ ΓNyω¯ . (4.42)
The diagram in Fig. 4.5, which is a generalized, non-Abelian version of Fig. 4.3,
now for D(S3), summarizes these connections. Rows of this diagram correspond
to flux labels (conjugacy classes) of the theory, and in the rows anyons are shown
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that are labeled by those flux labels. Notice that there are six rows of the diagram,
while there are only three flux labels: each flux label incorporates as many rows as
is the cardinality of the appropriate conjugacy class, and we may think about each
individual row as labeled by a specific element of the conjugacy class.
Columns of the diagram are labeled by irreps of the group S3: the three irreps ΓS31 ,
Γ
S3
−1, and Γ
S3
2 each label as many columns as is the number of independent parameters
for that irrep (1 and 1 for the one-dimensional irreps, and 4 for the two-dimensional
irrep). Anyons are distributed amongst these charge labels according to their charge
labels. An anyon label is shown in a certain column if and only if that anyon has
charge flavors described by that charge label. We can deduce these relations by
taking the irrep splitting relations Eqs. (4.37)-(4.42) into account.
The connection between anyon labels and irreps of S3 detailed here will have an
interesting consequence for any analysis conducted for this double. If we were to
fundamentally modify all elements of the algebra related to an irrep of S3, several
anyons and anyon flavors would be affected by that: all of those related to the
modified charge label through these intricate irrep-restrictions. As an example,
modifying (e.g., completely removing) the charge label ΓS32 would not only have an
effect on anyon C (the one directly labeled by ΓS32 ), but also on anyons G and H, as
their charge labels are related to the modified irrep ΓS32 (see Fig. 4.5).
An additional useful property of the diagram in Fig. 4.5 is that the number of
distinct squares corresponding to an anyon equals its squared quantum dimension
[85], each distinct square of the diagram representing a different flavor of that anyon.
Meanwhile, the total number of squares in the diagram (36) is exactly the square
dimension of the total quantum dimension of this theory.
As a final note, we’d like to point out that such connections between irreps of the
full group G and irreps of the normalizer subgroups can always be established, for
any group G, and a diagram equivalent to Fig. 4.5 can always be drawn [85]. For
Abelian doubles based ony cyclic groups (G = Zd), these connections will be trivial.
The normalizer subgroups in such a case will be the full group, G, thus the irreps of
G and those of the normalizers will be exactly the same. For non-Abelian doubles,
the connections will be more interesting, as there will be non-trivial normalizer
subgroups whose irreps will sometimes split (Eqs. (4.40)-(4.41) above), sometimes
merge (Eq. (4.39), Eq. (4.42)) to yield an irrep of G.
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Figure 4.5: Connections between the sets of labels {ΓS31 , ΓS3−1, ΓS32 }, {Ce,Cx,Cy} and
(flavors of) anyons of D(S3). The number of rows and columns for each flux and
charge label correspond to the number of distinct flavors that label describes. The
number of squares corresponding to an anyon label is the squared dimension of that
anyon.
4.3 Phase transitions in Drinfeld doubles
In this paper we analyze phase transitions in Drinfeld doubles, induced by forbidding
one (or several) flux or charge labels. Anyons described by the forbidden label cannot
be created as thermal excitations from the vacuum. Forbidding anyons in the double
D(G) in a way that the remaining unforbidden set of anyons is closed under fusion
will modify the dynamics and result in the emergence of a new theory for the
unforbidden set of anyons.
In Sec. 4.3.1 we review the physical processes the double D(G) undergoes through
these phase transitions. Then, in Sec. 4.3.2 we present the mathematical procedure
for modeling the transitions, and how one can find the proper emergent theory in
all cases. We will present our detailed analysis of the phase transitions in D(S3) in
Sec. 4.4.
4.3.1 Mechanisms of phase transition
To find the new topological theory emerging after forbidding flux and charge labels,
one can picture that the original theory, i.e, D(G), undergoes a series of physical
processes. These processes are conceptual tools to illustrate the way the topological
model restructures itself. This representation of our results is complementary to
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mathematical transformations on the S-matrix, a procedure described in Sec. 4.3.2.
Those processes, which we will review in details in the following paragraphs are
1. Forbiddance of certain anyons, related to the forbidden label;
2. Condensation of some particles, i.e., they become indistinguishable from the
vacuum;
3. Non-Abelian anyons with quantum dimension larger than one splitting up into
lower-dimensional anyons, due to their previously indistinguishable flavors
becoming distinguishable in the new theory.
Forbiddance
Anyons that are never created in the new theory, because of forbidding a label (a
conjugacy class or an irrep of G) they are related to, become forbidden. This is a
fundamental process that happens in every one of the phase transitions we consider.
In fact, forbiddance of these particles is what induces the other processes listed in
the current section.
Forbidden anyons are not created from the vacuum. Whenever the resulting un-
forbidden set of anyons is closed under fusion, i.e., their fusion cannot lead to the
emergence of forbidden anyons, a new consistent theory emerges for the remaining
subset of anyons.
These constraints have a practical significance for our calculations, as we will use
these properties to find the new theories. In particular, our findings will be justified
by performing transformations on the S-matrix, a mathematical procedure described
in Sec. 4.3.2.
Condensation
In certain cases the resulting set of anyons after forbiddance will not form a valid
theory. In these cases, however, some particles become indistinguishable from the
vacuum, and condense to it.
This happens when through forbiddance we remove the full set of anyons that have
made the now indistinguishable anyons previously distinguishable in the original
theory. For example, anyons A (the vacuum) and B ofD(S3) are only distinguished
through their braiding relations to anyons labeled by the conjugacy classCx (anyons
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D and E). Thus, when we forbidCx in Sec. 4.4.1, anyon B condenses to the vacuum,
A.
We identify these processes through the S-matrix of the new theory: when the new
S-matrix has identical (or linearly dependent) entries for two particles, that is an
indicator that those two particles have become indistinguishable from each other in
the new theory.
Splitting of particles
Anyons with dimension higher than 1 in the original model sometimes split up into
two or more 1-dimensional anyons in the new theory. This splitting happens when
the different flavors of the anyon in question, indistinguishable in the original model
by braiding or fusion, become distinguishable in the new theory. Thus, the newly
distinguishable states form separate anyons.
Mathematically, this process can be shown by relating the S-matrix of (the new)
theory A to the S-matrix of (a different) theory B. If by merging anyons g and h in
theory B we arrive to the S-matrix of theory A, with merged anyon gh, we conclude
that the gh anyon of theory A could split up and become the anyons g and h in theory
B.
An example of this is analyzed in Sec. 4.4.1. After anyon B condenses to the vacuum,
we arrive at an S-matrix that is identical to the matrix we get when we merge fluxes
and charges in D(Z3). Thus, the emergent theory of Sec. 4.4.1, and the quantum
double D(Z3) are related through a series of condensation and splitting of anyons.
4.3.2 Our protocol
The mathematical protocol to find the new theories emerging from D(G) is the
following. First, we forbid a (set of) conjugacy classes and irreps, i.e., all anyons
and anyon flavors related to those labels. They won’t be created from the vacuum.
When the resulting unforbidden set of anyons has consistent, closed fusion rules, we
conclude that a new theory emerges. Then, we construct the S-matrix of this new
theory, based on the fusion rules for the subset of unforbidden anyons.
Truncating fusion rules
To enforce forbiddance of anyons, we start with the original fusion rules of D(G)
and truncate them to the subset of unforbidden anyons. In our analysis, these new
fusion rules are closed on the considered subset.
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Constructing the N-symbols
Weuse the remaining set of fusion rules to construct theN-symbols (seeEq. (4.8)) for
each particle. In this step we can utilize an anyon-diagram of D(G), a generalized
version of Figs. 4.3 and 4.5, that encapsulates the relation between irreps of G
and irreps of its normalizer subgroups. We are guided by the assumption that
the quantum dimensions of anyons are those inferred from this diagram, i.e., the
quantum dimensions are unchanged from the dimensions of D(G).
Inverting the Verlinde-formula
We then compute the eigenvalues of the N-symbols, and use the relation between
these eigenvalues and the elements of the S-matrix [26] to invert the (4.10) Verlinde-
formula and reverse-engineer the S-matrix. Throughout this process, we use the
symmetries of the S-matrix of the original D(G) model, only to make a choice
between new S-matrices that otherwise equivalently reproduce the fusion rules and
quantum dimensions of the new model. We find the prefactor (or the exact entries,
rather than simply their relative values) of the S-matrix by enforcing that it be
unitary.
If we arrive at an S-matrix that has linearly dependent entries for certain anyons (it
does not recreate all the fusion rules we have started with, and is not unitary in these
cases), we conclude that further physical processes will happen: condensation of
some particles. For a list of the possible physical processes, see Sec. 4.3.1.
Comparing topological spins
Finally, whenwe arrive at an S-matrix that is our “candidatematrix” for the emergent
theory, we reference the topological spins of this candidate theory with those of the
original double D(G). It is possible to find the correspondence between labels of
the original and emergent theories, and at this step we verify that the spins of anyons
of D(G) agree with the topological spins of the new theory.
4.4 Phases of D(S3)
In this section we will present phases that can emerge from the theoryD(S3) through
a series of physical processes, outlined in Sec. 4.3. We focus on D(S3) as it is the
simplest non-Abelian double, and as such it could undergo non-trivial processes
during phase transitions.
We consider combinations of charge and flux labels ofD(S3), and derive the theories
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that emerge as a result of forbidding sets of labels. We focus on transitions where
the unforbidden set of anyons have closed fusion rules amongst them.
The exact protocol to find the emerging theories is outlined in Sec. 4.3.2. We include
the phases resulting from that protocol in this section, as well as the detailed analysis
of how those theories emerge from D(S3).
4.4.1 Forbidding the conjugacy class Cx leads to D(Z3)
Let us first give a high-level, intuitive overview of what happens when we forbid the
conjugacy class Cx .
First, simply concentrate on the group S3 = {e, x, xy, xy2, y, y2} instead of the
double D(S3). Then, remove the elements Cx = {x, xy, xy2} from this group. The
remaining set of elements is {e, y, y2}, which themselves form a group: Z3.
It turns out that when we do the same procedure forD(S3), and forbid the conjugacy
class Cx (i.e., the elements {x, xy, xy2} among the flux labels), the remaining set of
anyons will form the theory D(Z3).
However, this parallel is not at all trivial, as we have never considered the charge
labels in this argument. What happens is the following process.
Step 1— Forbidding the conjugacy classCx confines anyons D and E of the original
model, leaving the set {A, B,C, F,G,H}.
Step 2 — As anyons A and B only differ through their braiding relations with, the
now forbidden, anyons D, E (see Appendix 4.A), anyons A and B will become
indistinguishable in the new theory. B will condense to the vacuum, A.
This induces anyons C, F,G,H to lose their antisymmetric charge subspaces (as the
fundamental antisymmetric chargeon, B disappeared).
Notice that this is the step where all antisymmetric charge flavors disappear, as is
necessary for the eventual emergence of D(Z3). (Just as removing the Cx labels
from the flux flavors was necessary.)
Step 3 — This is followed by the split-up of higher-dimensional anyons C, F,G,H
into two distinct 1-dimensional, Abelian anyons each. This split-up can happen,
as the fluxons previously making their flavors indistinguishable were part of the Cx
conjugacy class, now forbidden.
For example, anyon F originally had two flux flavors: y and y2, being indistinguis-
hable due to the braiding process xyx = y2, which would transform one flavor to
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1 e1 e2
1 A′ Ca Cb
m1 Fa Ga Ha
m2 Fb Hb Gb
Table 4.4: Correspondence between standard anyon labels of D(Z3) and anyon
labels evolved from of D(S3), when forbidding the conjugacy class Cx .
A B C F G H
A A B C F G H
B B A C F G H
C C C A ⊕ B ⊕ C G ⊕ H F ⊕ H F ⊕ G
F F F G ⊕ H A ⊕ B ⊕ F H ⊕ C G ⊕ C
G G G F ⊕ H H ⊕ C A ⊕ B ⊕ G F ⊕ C
H H H F ⊕ G G ⊕ C F ⊕ C A ⊕ B ⊕ H
Table 4.5: Fusion rules of remaining particles after forbidding conjugacy class Cx .
the other. After forbidding the class Cx , such a process is now forbidden, and the y
and y2 flavors of F become distinguishable.
The final set of anyons is thus: {A′,Ca,Cb, Fa, Fb,Ga,Gb,Ha,Hb}, which will form
the quantum double D(Z3). Labels in the form of Xa and Xb correspond to two
distinct one-dimensional flavors of anyon X , which have split up to form two separate
anyons. The correspondence between standard labels of D(Z3) and our labels is
shown in Table 4.4. The process described above is shown in Fig. 4.6.
Proof
We can prove that anyons of D(S3) indeed undergo the above process by following
the protocol detailed in Sec. 4.3.2. Throughout this proof, we will refer to the steps
numbered in the overview given above, which coincide with the steps shown in
Fig. 4.6.
Step 1 — The first step in this physical process is the forbiddance of anyons D, E . In
our protocol, we truncate the fusion rules ofD(S3) for the remaining set of particles
{A, B,C, F,G,H}, these truncated rules are shown in Table 4.5.
Using the new set of fusion rules we can construct the new S-matrix, following our
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protocol, and we have:
S =
1
6

1 1 2 2 2 2
1 1 2 2 2 2
2 2 4 −2 −2 −2
2 2 −2 4 −2 −2
2 2 −2 −2 4 −2
2 2 −2 −2 −2 4

. (4.43)
Now, we can state the following two lemmas:
Lemma 4.3 (Condensation (Step 2)). Anyon B condenses to the vacuum, and the
following S-matrix describes the emerging theory:
1
3

1
√
2
√
2
√
2
√
2√
2 2 −1 −1 −1√
2 −1 2 −1 −1√
2 −1 −1 2 −1√
2 −1 −1 −1 2

. (4.44)
Proof: We transform the (4.43) S-matrix from its current basis
{A, B,C, F,G,H}
to the basis
{(A + B)/
√
2, (A − B)/
√
2,C, F,G,H}
in the same spirit as how Ref. [86] relates the toric code to the Ising model. The
transformation applied here yields zero entries for the entire row and column corre-
sponding to (A − B)/√2. Dropping these, we get the matrix (4.44).
Lemma 4.4 (Splitting of anyons (Step 3)). Merging anyons of D(Z3) (chargeons
{e1, e2}, fluxons {m1,m2}, and dyons {e1m1, e2m2}, {e1m2, e2m1}, pairwise) yields
a block-diagonal S-matrix, the physical block of which is (4.44).
Proof: We transform the matrix (4.65) from its current basis
{1, e1, e2,m1,m2, e1m1, e2m1, e1m2, e2m2}
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to a new basis, which is
1/
√
2
{√
2, e1 + e2,m1 + m2, e1m1 + e2m2, e1m2 + e2m1,
e1 − e2,m1 − m2, e1m1 − e2m2, e1m2 − e2m1} .
In this new basis we find the S-matrix is block-diagonal, the “upper block” is formed
by the first 5 anyons (symmetric block), the “lower block” is formed by the last 4
anyons (antisymmetric block).
We can drop the antisymmetric block, on the basis that it doesn’t include the vacuum
state, and if we were to add the vacuum to it, we would get a pathological S-matrix
with all zero entries for the first row and column. This leaves us the symmetric
block, whose entries are identical to those of Eq. (4.44).
Combining Lemmas 4.3 and 4.4 we can conclude that the theory emerging by
forbidding the conjugacy class Cx will undergo a condensation (Step 2), followed
by splitting of anyons (Step 3), and form D(Z3).
As a last step, we can also compare the topological spins of anyons of D(S3) to
their counterparts in D(Z3). Taking all splitting processes into account, they are in
agreement:
tA · tB = 1 · 1 = t1 = 1 (4.45)
tC = 1 = te1 · te2 = 1 · 1 (4.46)
tF = 1 = tm1 · tm2 = 1 · 1 (4.47)
tG = ω = te1m1 · te2m2 = ω¯ · ω¯ (4.48)
tH = ω¯ = te1m2 · te2m1 = ω · ω (4.49)
4.4.2 Forbidding Cx and Γ2 jointly leads to the trivial theory
The result of forbidding Cx and Γ2 can be inferred from the results of Sec. 4.4.1.
There, forbidding the Cx conjugacy class resulted in the condensation of anyon B,
followed by a split-up of particles, leading to the theory D(Z3). If we additionally
forbid the irrep Γ2 we forbid all remaining anyons with nontrivial charge, i.e., anyons
C, G, and H. The resulting theory seems to be the trivial-charge sector of D(Z3),
i.e., the flux sector Z3.
However, at this point we should consider whether such a flux sector can live on its
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own. In fact, the S-matrix of it is degenerate in the same way as the entries for A and
B were degenerate in Sec. 4.4.1, as all fluxes have trivial braiding with each other.
According to our protocol detailed in Sec. 4.3.2, anyons having degenerate entries
in the S-matrix of a theory will condense. Therefore, the two non-trivial fluxes in
this flux sector Z3 will condense to the vacuum, forming a trivial theory without
excitations.
Here is a summary of this process:
Step 1 — Anyons C,D, E,G,H all become forbidden. The set {A, B, F} remains.
Step 2 — The initial forbiddance will induce the condensation of B, which is
accompanied by the anyon F losing its antisymmetric charge flavor (this is the same
process as detailed in Sec. 4.4.1).
Step 3 — Then, anyon F will split up into two 1-dimensional anyons, Fa and Fb.
With the label-correspondence
A′ = 1 (4.50)
Fa = m1 (4.51)
Fb = m2 (4.52)
this forms the flux sector of D(Z3): Z3.
Step 4 — The two fluxons, Fa and Fb, in the absence of any charges, are indistinguis-
hable from the vacuum, and condense to it. The resulting theory is highly trivial (A
only), and has no allowed excitations.
For an overview of this process, see Fig. 4.7.
Proof
We have proven that forbidding conjugacy class Cx will lead to the emergence of
D(Z3), in Sec. 4.4.1.
It is clear that if we additionally forbid all nontrivial charges, we arrive at the flux
sector of D(Z3): Z3. This is a classical theory, the S-matrix of which is
1√
3

1 1 1
1 1 1
1 1 1
 . (4.53)
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Clearly, all entries of this S-matrix are identical, thus we conclude that the nontrivial
fluxes Fa and Fb condense to the vacuum.
4.4.3 Forbidding Cx and Cy jointly leads to the trivial theory
This transition is very similar to the one presented in Sec. 4.4.2. In fact, the physical
processes this transitionwill followwill be identical to the ones detailed in Sec. 4.4.2,
due to the original D(S3) having a C ↔ F exchange symmetry.
Forbidding Cx and Cy results in:
Step 1 — Anyons D, E, F,G,H become forbidden, and the set {A, B,C} remains.
Step 2 — The condensation of B will follow, and C becomes partially forbidden.
Step 3 — Then, C splits up into two 1-dimensional anyons, which together with the
vacuum will form Z3, the charge sector of D(Z3).
Step 4— The Z3 charge theory can’t live on its own, and its two chargeons condense
to the vacuum, to give rise to a trivial theory without any excitations.
This process is shown in Fig. 4.7.
Proof
The proof is identical to the one presented in Sec. 4.4.2.
4.4.4 Forbidding Cx , Cy, Γ2 jointly leads to the trivial theory
In this example, anyonsC,D, E, F,G,H all become forbidden, leaving the closed set
{A, B}. Clearly, B will act as a single Z2 charge in this model. However, similar to
the cases presented in Secs. 4.4.2-4.4.3, there are no nontrivial fluxes to differentiate
between the B charge and the vacuum. Thus, B condenses to the vacuum, giving
rise to a trivial theory, without excitations.
For a pictorial argument, see Fig. 4.8.
4.5 Lattice realization
Until this point, we have been analyzing field theories: we have started with a
Drinfeld double, D(G), enumerated its irreps (the anyons of the model), and drawn
connections between those irreps, through the usual labels (conjugacy classes and
irreps of the group G). We have introduced the concept of “forbidding a label”,
which leads to forbidding anyons of the theory, and analyzed what other theories
emerge, when the double is D(S3).
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Figure 4.8: Forbidding conjugacy classes Cx and Cy, and irrep Γ2 of S3 transforms
D(S3) to the trivial theory. A′ is the vacuum after the condensation of B.
In this section, we present a way to physically realize Drinfeld doubles: Kitaev’s
quantum double construction [4]. We introduce the physical lattice and the corre-
sponding Hilbert space in Sec. 4.5.1, the states of which correspond to the elements
of a Drinfeld double. Based on this Hilbert space we provide a high-level picture
of what we meant by “forbidding labels” in Secs. 4.3-4.4. Then, in Sec. 4.5.2 we
introduce a Hamiltonian to this system, the excitations of which will be the anyons,
corresponding to the irreps of the algebra D(G). The introduction of this Hamilto-
nian will allow us to give a more concrete protocol to realize the phase transitions
discussed in this paper.
4.5.1 Projecting out part of the Hilbert space
Quantum doubles, introduced by Kitaev [4], are a way to realize the excitations of
a Drinfeld double of group G, D(G) in a many-body, nearest-neighbor interacting
lattice system. We assign a qudit Hilbert space of dimension |G | to every edge of
the lattice, as well as a direction to each edge, pointing from one end of the edge
towards the other.
The lattice geometry can be chosen to have an arbitrary graph structure, in this
description we will focus on a square lattice. Then, anyons of this model live on
sites formed by 6 qudits: the combination of the 4 qudits of a vertex and 4 qudits of a
plaquette, with 2 qudits overlapping (see Fig. 4.9). The inner structure of a site, the
fact that it is formed by a vertex and a plaquette, has significance, as the chargeon
part of an anyon lives on the vertex, and the fluxon part lives on the plaquette.
Now, we’re in a position to talk about the process of “forbidding”, ubiquitously pre-
sent in the current paper. In this lattice description, we can interpret the forbiddance
of certain anyons or anyon labels by projecting out part of the Hilbert space, the
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Figure 4.9: A site, formed by 6 qudits, is the combination of a vertex, v (4 qudits)
and a plaquette, p (4 qudits), with 2 of the qudits overlapping.
parts that contains the forbidden labels. As a result of such a complete projection,
the theory will transition to a new theory, with a Hilbert space that is a subspace of
the original one:
Πforbiddance : HD(G) = span

⊗
i qudits
| gi〉i
gi∈G →Hnew ⊂ HD(G), (4.54)
where | gi〉i is the state of the qudit of edge i.
For example, when the emergent theory is a quantum double itself:
Hnew = span

⊗
i qudits
| gi〉i
gi∈H , (4.55)
where H ⊂ G.
We can illustrate this point by considering the ground state of the Hamiltonian in a
string-net representation [29]. The ground state will be the sum of distinct string-net
configurations, whose terms can be grouped into two separate sets: those containing
strings of the forbidden anyon(s), and those that are formed only by the (still) allowed
set of anyons. In this representation, the effect of the projection (4.54) on the ground
state will simply correspond to removing one set of string-net terms from this sum.
Simple as it may sound, the operation (4.54) can’t be realized unitarily on the system.
Furthermore, it is unclear how to build such a projector from local projections unto
lattice sites. While the local operations could successfully remove the forbidden
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excitations at all sites, they wouldn’t remove states of the Hilbert space which have
none of the forbidden excitations, but have condensation loops of the forbidden
anyon (such as the string-net terms mentioned in the previous paragraph).
Instead, we will now introduce a way to approximate this projection. Here we will
present this for D(S3), but all facts in Sec. 4.5.2 can be stated for a quantum double
of any general group, D(G) [85].
4.5.2 Tuning a Hamiltonian
In the previous work [85], we introduced two sets of orthogonal projectors unto the
space of a single site of a quantum double: one set of charge projectors, and one
set of flux projectors. The charge projectors act on vertices, the flux projectors act
on plaquettes, while an anyon lives on the combination of the two (see Fig. 4.9).
Hence, these projectors are all 4-local.
Charge projectors correspond to irreps of the whole group (S3 in this case), and the
flux projectors to conjugacy classes of the group. Therefore, for D(S3), there are
three charge projectors and three flux projectors. The two sets individually provide
a full orthogonal resolution of the Hilbert space of a site. Furthermore, all those
projectors commute pairwise.
Using these (or a subset of these) 4-local projectors to construct a quantum double
Hamiltonian will result in a peculiar property of the resulting model: anyons of
the double won’t be in one-to-one correspondence with the energy eigenspaces of
this Hamiltonian [85]. Depending on the exact flavor of an anyon, the Hamiltonian
would assign a different energy to it.
In order to obtain a fully topological model, we instead need to construct a Hamil-
tonian with 6-local projectors, projecting unto all six qudits of a site. Then, we may
utilize the 4-local projectors by adding them to a quantum double with a topological
(6-local) Hamiltonian. Tuning the couplings of the newly added projectors, we can
achieve phase transitions as a limit of the original double D(S3).
Sets of flux and charge projectors
Let us first introduce 4-local projectors unto the sites of D(S3). For D(S3), the set
of flux labels on which the flux projectors are based are the conjugacy classes of S3
(Eqs. (4.31)-(4.33)). Then, we can introduce the projectors
BCe, BCx, BCy
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acting on plaquettes of the model. This set of projectors spans the plaquette (flux)
space of a site, the flux labels Ce, Cx , and Cy provide an orthogonal basis for all flux
flavors. The rank of these projectors follow the rank of the conjugacy classes they
are based on: 1, 3, and 2, in order.
The images of these projectors are straightforward:
=(BCe) = A ⊕ B ⊕ C (4.56)
=(BCx ) = D ⊕ E (4.57)
=(BCy ) = F ⊕ G ⊕ H, (4.58)
where the anyon labels A–H denote the subspace of a site corresponding to having
that anyon present at that site. (See Table 4.3 for the list of anyons of D(S3).)
The set of charge labels on which the charge projectors are based are the irreps of
S3 (Table 4.1). Then, we can introduce the three projectors
AΓ1, AΓ−1, AΓ2
acting on vertices of the model. They are of rank 1, 1 and 4, in order, following the
(square) dimensionality of the irreps they are based on. These three projectors span
the vertex (charge) space of a site, and the charge labels ΓS31 , Γ
S3
−1 and Γ
S3
2 provide an
orthogonal basis for all charge flavors. This resolution of the Hilbert space of a site
is complementary to the resolution provided by the three flux projectors.
For non-Abelian doubles, the images of these projectors are less trivial than those
of the flux projectors. For D(S3) they are:
=(AΓ1) = A ⊕ D1 ⊕ F1 (4.59)
=(AΓ−1) = B ⊕ E1 ⊕ F2 (4.60)
=(AΓ2) = C ⊕ D2 ⊕ E2 ⊕ G ⊕ H, (4.61)
where anyon labels with subscripts (e.g., D1, E1, F2) denote orthogonal flavors of
anyons on a site [85].
Equations (4.56)-(4.58) and (4.59)-(4.61) are summarized in Fig. 4.10.
It is key throughout these sections that (some of) the 4-local projectors presented
here are not topological. Even though they form an orthogonal and commuting
set, in their images certain anyons will split, depending on the flavor of the anyon.
Physically, this means that adding such a 4-local projector to the Hamiltonian of
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Figure 4.10: Anyon splitting diagram, based on Fig. 4.5. Here we added labels
for the different charge flavors of anyons (D1, D2, E1, E2, and F1, F2) which are
differentiated by the 4-local charge projectors (4.59)-(4.61).
D(S3)will result in the new Hamiltonian distinguishing between flavors of the same
anyon, i.e., yielding different energies based on the exact inner state of the anyon
[85].
For example, anyon D has two flavors: D1 and D2. While D1 is in the image of
AΓ1 (Eq. (4.59)), thus it is a chargeon, and the other flavor D2 is in the image of
the AΓ2 projector (orthogonal to AΓ1) and therefore should be considered a dyon
(Eq. (4.61)). The standard Hamiltonian introduced in Ref. [4]
H = −
∑
v
A(v)
Γ1
−
∑
p
B(p)Ce (4.62)
assigns energy −1 to the D1 flavor, and energy 0 to the D2 flavor of anyon D.
In contrast, the purely topological Hamiltonian is 6-local:
H = −
∑
s=(v,p)
A(v)
Γ1
B(p)Ce . (4.63)
Notice how the only difference from the (4.62) Hamiltonian is that here we multiply
the 4-local vertex and plaquette projectors to form 6-local projectors unto sites.
(This is simple for this case, when we only wish to project out the vacuum, and is
less trivial for other, non-vacuum states, see Ref. [85].)
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The (4.63) Hamiltonian only distinguishes the single vacuum state by giving it −1
energy, while treating all states of excitations equally: it simply assigns energy 0 to
all (non-vacuum) anyons.
Adding 4-local terms to the Hamiltonian
Let’s take the fully topological Hamiltonian of D(S3), Eq. (4.63), which doesn’t
distinguish between flavors of the same anyon. Now, we may add the 4-local terms
introduced in the previous section, and they all commute with both the vacuum
projector and each other [85]:
H = −
∑
s=(v,p)
A(v)
Γ1
B(p)Ce +
∑
v
(
βA(v)
Γ−1 + γA
(v)
Γ2
)
+
∑
p
(
B(p)Cx + νB
(p)
Cy
)
. (4.64)
We could also add 4-local terms for AΓ1 and BCe , but as shortly demonstrated, it is
not necessary for our purposes.
The prefactors in front of each projector are tunable energy parameters (the notation
follows that of Ref. [85]). As long as none of the parameters are decreased below
−0.5 (more precisely, no combination of charge and flux projectors together are
below −1), the ground space of this Hamiltonian coincides with the vacuum state of
D(S3). Thus, all anyons of the Drinfeld double are excitations of the Hamiltonian
(4.64).
Energy-suppression of conjugacy classes or irreps
Engineering the Hamiltonian (4.64), and then tuning some of its parameters to be
very large, will practically forbid anyons and anyon flavors related to the projector
(or label of) we are tuning. In an environment with finite temperature, thermal
processes that cost energy E  kBT will be suppressed. Thus, processes leading
to the creation of certain anyons would cost too much energy, and those processes
become thermally forbidden. This procedure is a way to physically realize the phase
transitions discussed in Sec. 4.4.
For example, tuning the parameter  → ∞ in the Hamiltonian (4.64) will result in
the conjugacy class Cx becoming forbidden in the theory, and lead to the analysis
presented in Sec. 4.4.1. It is possible to tune any combination of the parameters in
(4.64).
In certain cases, such an energy suppression of the Hamiltonian will lead to the
(joint) forbiddance of labels in such a way that the unforbidden labels form a
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Figure 4.11: The quantum phases along the path {β = γ = ν = 0, }.  = 0 is in the
topological Hamiltonian of the D(S3) state.  → ∞ is the topological Hamiltonian
of the quantum phaseD(Z3). Note that every point corresponds to a frustration-free
local Hamiltonian with commuting terms. Aside from the point  → ∞, all other
Hamiltonians are in the D(S3) phase.
consistent, closed theory. These cases are investigated in Sec. 4.4. In other cases,
tuning the parameters this way won’t immediately induce a phase transition, as the
unforbidden set of anyons can still realize some of the energetically suppressed
anyons, through fusion. This is, in fact, a subtle difference between projection and
energy suppression. We will discuss this topic more in Sec. 4.6.
Furthermore, it is key to understand that in order to induce the phase transition, we
need to completely project out certain parts of the Hilbert space, as discussed in
Sec. 4.5.1. This will only happen when the tuned parameter reaches infinity. As an
example, the Hamiltonian for which   1 is not the same Hamiltonian as  →∞.
Consider the (4.64) Hamiltonian along the path {β = γ = ν = 0, } in which 
increases starting from 0. For  = 0, the Hamiltonian is the fully topological (4.63)
and by definition in the D(S3) phase. As  increases, the Hamiltonian remains
in the D(S3) phase since it is connected to the  = 0 topological Hamiltonian by
a smooth path without closing the gap between the ground space and first-excited
states. However, the (4.64) Hamiltonian for which  →∞ is in theD(Z3) phase, as
shown in Sec. 4.4.1. In other words, we expect the (4.64) Hamiltonian H( → ∞)
to be renormalized to the topological Hamiltonian of D(Z3) by an RG flow. This
discussion highlights the fact that it is possible to escape from a quantum phase by
taking a limit, which makes a quantum phase an open set in the mathematical sense.
Our picture of the phase transition is represented on Fig. 4.11.
4.6 Discussion
In this paper we introduced a framework and tools to describe quantum phase
transitions in a family of topological field theories: quantum doubles. The physical
processes we found can be described using terms borrowed from Landau’s theory
of phase transitions. We characterized phase transitions using anyonic data: fusion
rules, quantum dimensions, and the S-matrix and T-matrix of a theory.
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A similar analysis can be done for any quantum double,D(G). As quantum doubles
of (Abelian) cyclic groups, D(Zd) are the simple juxtaposition of Zd charges and
Zd fluxes, with all anyons having quantum dimension 1, the theories emerging there
will always be quantum doubles of subgroups, similar to the theories found in the
current paper. Both in these cases and for the non-Abelian D(S3), the quantum
dimension of anyons only decrease or don’t change, but never increase (e.g., due
to two anyons combining). It is an interesting question whether for more complex
Abelian doubles (e.g., for D(Zd × Zk)) this would still hold, or would there be
processes leading to the (non-trivial) combination of Abelian anyons, resulting in
the emergence of a non-Abelian theory [83, 86]. Further, it could be worthwhile
to investigate whether non-Abelian doubles with more degrees of freedom than the
simple D(S3) model, could lead to theories that aren’t based on subgroups of the
original group.
4.6.1 Difference between Projection and Energy Suppression
In Sec. 4.5 we discussed how phase transitions could be realized through projecting
out part of a Hilbert space vs. using a modified Hamiltonian to suppress anyons
through their energy couplings. One difference between these twomethods concerns
the ground space of the new theory.
The projection operator will clearly change the ground space, therefore the new
theory will have the correct ground state. Meanwhile, tuning the parameters of
a commuting Hamiltonian, as done during the energy suppression, won’t change
the ground space of the model. This is especially interesting in light of Ref. [87],
which establishes a connection between anyons of a model and the ground-space
degeneracy, thus it hints at the fact that a different set of anyons should result in a
changed ground space.
We refer to our analysis of the process of energetic suppression in Sec. 4.5.2,
where we argued that energy suppression will move a theory towards a phase
transition, but won’t necessarily take it over the critical point. Thus, the fact that the
ground space throughout this procedure remains unchanged, is in agreement with
our understanding of the distinction between energetic suppression vs. projection
of the Hilbert space.
Another consequence of the subtle difference between projection and energy sup-
pression is the following. In certain sections the reader might expect our analysis
to yield a different theory than the one presented, for example, in Sec. 4.4.3. There
we forbid all non-trivial flux labels, and as a result we would expect that the pure
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chargeon theory of D(S3) will arise: the Φ–Λ theory [52]. Following our analysis
instead leads us to the emergence of a trivial theory, without any excitations. Why
is this?
It turns out that in some of the cases investigated in this paper, performing the
projection on the Hilbert space vs. energy suppression will result in completely
different theories. In the above example, energetically suppressing all anyons with
non-trivial fluxes, through the Hamiltonian, will result in the Φ–Λ theory, living
in the complete Hilbert space of D(S3). However, when we project out parts of
the Hilbert space related to the forbidden anyons, we will transition into a theory
that needs to live in this new subspace of a Hilbert space. The Φ–Λ theory needs
support on the full Hilbert space, and it can’t manifest in this subspace. Therefore,
the theory after the projection will instead transition into the chargeon sector of
D(Z3) (and then the trivial theory), for which the new Hilbert space is a sufficient
support. This is reminiscent of two-dimensional topological theories that can only
live on boundaries of three-dimensional theories.
4.6.2 Expanding the phase diagram
It is an open question whether the phases presented in the current paper are an
exhaustive list of all possible emergent theories. For example, in Sec. 4.4.1 we have
found the emergence of D(Z3), the double based on the Z3 subgroup of S3. Would
it be possible to induce a phase transition that leads to the emergence of D(Z2), a
double of the other subgroup of S3? In order to realize e.g., D(Z2) we would need
to induce partial forbiddance, a process that breaks the gauge-invariance of not only
the flux labels but of the charge labels as well.
For example, we might consider energetically suppressing the conjugacy class Cy.
Then, as we have changed the coupling of projector By, the flux labels y and y2
become heavy. Meanwhile, the other non-trivial flux labels, all of x, xy and xy2
will be unaffected by the energy change of projector By. But then we can take the far
away, individual fluxes x and xy, and combine them to form a non-local flux with
label y (or y2)! Therefore, energetic suppression in this example doesn’t change
the theory; it doesn’t undergo phase transition, but stays D(S3). (This is clearly
different from projecting out any and all components that could lead to the creation
of y and y2 fluxes, which by definition needs to involve projecting out two of the
three elements in the Cx conjugacy class.)
However, in such cases, we could consider adding new (non-commuting) terms to
the (4.64) Hamiltonian, then tuning their couplings. These new terms would be
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4-local flux projectors unto specific labels of a conjugacy class, e.g., Bx , Bxy, and
Bxy2 , and were first introduced in Ref. [4]. While these projectors are well-defined,
they are not topological (they allow the split-up of labels inside a conjugacy class),
and don’t commute with all terms of the (4.64) Hamiltonian (but do commute with
the 6-body vacuum projector). Therefore, while they might provide a possibility for
realizing phase transitions not discussed in this paper, analyzing their effect on the
D(S3) theory requires more work, and is the scope of future research.
Finally, we would like to mention that it could be possible to find a complementary
description to the processes presented in the current paper, in terms of bosonic
condensation inducing phase transitions in quantum doubles. For example, the
transition described in Sec. 4.4.1 in terms of forbidding anyons D and E , then
the condensation of B, could also be described through the bosonic excitation
B condensing, which induces the confinement of anyons D, E , and leads to the
emergence of a new theory. It is possible that all phase transitions presented in this
paper can be described in such a complementary language, wherein the transition is
induced by the condensation of a boson to the vacuum, and followed by additional
confinement.
4.A Additional details of quantum doubles
Here we summarize a few key properties of the theories discussed in this paper,
including fusion rules, and S- and T-matrices.
4.A.1 S-matrix of D(Z3)
The S-matrix of the theory is [75]:
S =
1
3

1 1 1 1 1 1 1 1 1
1 1 1 ω ω¯ ω ω ω¯ ω¯
1 1 1 ω¯ ω ω¯ ω¯ ω ω
1 ω¯ ω 1 1 ω¯ ω ω¯ ω
1 ω ω¯ 1 1 ω ω¯ ω ω¯
1 ω¯ ω ω ω¯ 1 ω¯ ω 1
1 ω¯ ω ω¯ ω ω 1 1 ω¯
1 ω ω¯ ω ω¯ ω¯ 1 1 ω
1 ω ω¯ ω¯ ω 1 ω ω¯ 1

, (4.65)
where rows and columns correspond to the elements in the following order:
{1, e1, e2,m1,m2, e1m1, e2m1, e1m2, e2m2}
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A B C D E F G H
A A B C D E F G H
B B A C E D F G H
C C C A ⊕ B ⊕ C D ⊕ E D ⊕ E G ⊕ H F ⊕ H F ⊕ G
D D E D ⊕ E A ⊕ C ⊕ F ⊕ G ⊕ H B ⊕ C ⊕ F ⊕ G ⊕ H D ⊕ E D ⊕ E D ⊕ E
E E D D ⊕ E B ⊕ C ⊕ F ⊕ G ⊕ H A ⊕ C ⊕ F ⊕ G ⊕ H D ⊕ E D ⊕ E D ⊕ E
F F F G ⊕ H D ⊕ E D ⊕ E A ⊕ B ⊕ F H ⊕ C G ⊕ C
G G G F ⊕ H D ⊕ E D ⊕ E H ⊕ C A ⊕ B ⊕ G F ⊕ C
H H H F ⊕ G D ⊕ E D ⊕ E G ⊕ C F ⊕ C A ⊕ B ⊕ H
Table 4.6: Fusion rules of anyons in D(S3).
The topological spin of each anyon can be computed through the formula (4.7), and
are:
t1 = 1 (4.66)
te1 = 1 (4.67)
te2 = 1 (4.68)
tm1 = 1 (4.69)
tm2 = 1 (4.70)
te1m1 = ω¯ (4.71)
te1m2 = ω (4.72)
te2m1 = ω (4.73)
te2m2 = ω¯ (4.74)
i.e., all anyons with trivial charge and trivial flux are bosons, while the rest have
neither bosonic nor fermionic spins.
4.A.2 Fusion rules, S-matrix and topological spins of D(S3)
The fusion rules of the 8 anyons of D(S3) are shown in Table 4.6.
The S-matrix of the theory is [69]:
S =
1
6

1 1 2 3 3 2 2 2
1 1 2 −3 −3 2 2 2
2 2 4 0 0 −2 −2 −2
3 −3 0 3 −3 0 0 0
3 −3 0 −3 3 0 0 0
2 2 −2 0 0 4 −2 −2
2 2 −2 0 0 −2 4 −2
2 2 −2 0 0 −2 −2 4

. (4.75)
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The topological spin of each anyon can be computed through the formula (4.7), and
they are:
tA = 1 (4.76)
tB = 1 (4.77)
tC = 1 (4.78)
tD = 1 (4.79)
tE = −1 (4.80)
tF = 1 (4.81)
tG = ω (4.82)
tH = ω¯ (4.83)
i.e., anyons A, B, C, D, F are bosons, anyon E is a fermion, and G and H are “true
anyons” with spins that are neither bosonic nor fermionic.
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