Abstract. Starting with the Wigner function formulation for beam wave propagation in Hölder continuous non-Gaussian random refractive index fields we show that the wave beam regime naturally leads to the white-noise scaling limit and converges to a Gaussian Markovian model which is characterized the martingale problem associated to a stochastic differential-integral equation of the Ito type. In the geometric optics approximation a similar convergence result also holds for the corresponding Liouville equation if the ultraviolet cutoff is present. The advantage of the Gaussian Markovian model is that its n-point correlation function is governed by a closed form equation.
Introduction
For low intensity laser beam propagation in turbulent atmosphere, the Maxwell equation can be well approximated by the parabolic wave equation for the wave function Ψ related to the scalar electric field E as E(t, z, x) = Ψ(z, x) exp [i(kz − ωt)] where k and w are the carrier wavenumber and frequency, respectively, and Ψ is the amplitude modulation [9] . Nondimensionalized with respect to the propagation distances in the longitudinal and transverse directions, L z and L x , respectively. the parabolic wave equation for the wave function Ψ reads (1) 2ik ∂Ψ ∂z + γ∆Ψ +k 2 k 0 L zǫa (zL z , xL x )Ψ = 0, Ψ(0, x) = F 0 (x) whereǫ a is the fluctuation of the refractive index field, z the longitudinal coordinate, ∆ the Laplacian operator in the transverse coordinates x,k = 2πkλ 0 the normalized wavenumber with respect to be the central wavelength λ 0 and γ is the Fresnel number
with the Fresnel length L f given by
We will consider a family of power-law type spectra forǫ a
0 ), α ∈ (1, 2) with possibly different parameters at the two ends of the inertial range as the ratio ρ → ∞ in the high Reynolds number limit. We allow different parameters at the two ends of the spectrum in order to include models such as Hill's spectrum which is more refined than Kolmogorov's spectrum [1] , [6] . We assume that the spectrum decays sufficiently fast for |k| ≫ ℓ 0 . The details of the spectrum are not important for our analysis, only the exponent α is. In particular, α = 4/3 for both the Kolmogorov and Hill spectra. Let us introduce the non-dimensional parameters that are pertinent to our scaling:
In terms of the parameters and the power-law spectrum in (2) we rewrite (1) as
whereC n the total structure parameter for the small |k| end in the original refractive index spectrum (2) . The spectrum for the (normalized) process V is given by
as in (2) . We only require that (5) holds for 1 ≪ |k| ≤ ρ and/or 1 ≫ |k| ≥ η, possibly with different O(1) constants, and decays fast for |k| ≥ ρ and levels off for |k| ≤ η. For high Reynolds number one has L 0 /ℓ 0 = ρ/η ≫ 1. Note that the refractive index field loses spatial differentiability as ρ → ∞ and homogeneity as η → 0.
In the beam approximation one has ε ≪ 1. The white-noise scaling then corresponds to σ α = O(1). We can set it to unity by absorbing the constant into V since the constants in (5) are unspecified. This implies relatively weak fluctuations of the index field, i.e.
in view of the fact that α ∈ (1, 2) and ε ≪ 1. The scaling limit ε → 0 of Eq. (3) is studied in [5] (see also [2] ). The limit γ → 0 corresponds to the geometric optics limit. In this paper we study the higher moments behavior by considering the Wigner transform of the wave function. Since our result does not depend on d we hereafter take it to be any positive integer.
The Wigner transform of Ψ ε , called the Wigner function, is defined as
One has the following bounds from (6)
2 . The Wigner distribution has many important properties. For instance, it is real and its p-integral is the modulus square of the function φ,
so we may think of W (x, p) as wave number-resolved mass density. Additionally, its x-integral is
The energy flux is expressed through
is skew-symmetric and real (i.e. mapping real-valued functions to real-valued functions). As a consequence of the skew symmetry of p · ∇ x and L ε z eq. (10) preserves the L 2 -norm of the initial condition. Here
where the process V (z, dp) is the (partial) spectral measure of orthogonal increments over p.
A useful way of analyzing L ε z W ε z is to look at its partial inverse Fourier transform
in the following completely local manner
In the geometric optics limit γ → 0, if one takes the usual the geometric optics initial condition
then the Wigner function equation tends to the phase-space distribution
which is outside the scope of our current framework. Instead, we shall consider a smeared initial condition, i.e. W 0 (x, p) ∈ L 2 (R 2d ). The Wigner equation becomes the Liouville equation (10) with
which is readily a local operator.
In the present paper we first study the case ρ → ∞, but η fixed, as ε → 0. This means that the Fresnel length is comparable to the outer scale. Second, we study the narrow beam regime η ≪ 1 where the Fresnel length is in the middle of the inertial subrange.
Formulation and main results
2.1. Martingale formulation. We consider the weak formulation of the (Wigner or Liouville) equation:
for any test function θ ∈ S where in the case of the Wigner equation
and in the case of the Liouville equation,
either of which is a dense subspace in L 2 (R 2d ). The tightness result (see below) implies that for L 2 initial data the limiting measure P is supported in
For tightness as well as identification of the limit, the following infinitesimal operator A ε will play an important role. Let V ε z ≡ V (z/ε 2 , ·). Let F ε z be the σ-algebras generated by {V ε s , s ≤ t} and E ε z the corresponding conditional expectation w.r.t. F ε z . Let M ε be the space of measurable function adapted to {F ε z , ∀t} such that
Consider a special class of admissible functions
, ∀φ ∈ C ∞ (R) we have the following expression from (13) and the chain rule
A main property of A ε is that
Also,
(see [7] ). We denote by A the infinitesimal operator corresponding to the unscaled process V z (·) = V (z, ·). Now we formulate the solutions for the Gaussian Markovian model (for Theorem 1) as the solutions to the corresponding martingale problem: Find a measure P (of W z ) on the subspace of
is a martingale w.r.t. the filtration of a cylindrical Wiener process, for each f ∈ C ∞ (R) 4 with, in the case of the Wigner equation,
where the covariance operator Q is defined as
In the case of the Liouville equation,
Note that in both cases the operators Q and Q 0 are well-defined for any C 1 -function θ even as η → 0 if and only if α < 3/2.
The martingale problem can also be formulated as the Itô's equation
where B z is the operator-valued Brownian motion with the covariance operator Q, i.e.
2.2.
Multiple-point correlation functions of the limiting model. The martingale solution of the limiting model is unqiuely determined by its n-point correlation functions which satisfy a closed set of evolution equations. Take the function f (r) = r n in the martingale formulation, we arrive after some algebra the following equation
for the n−point correlation function
where Q 0 (x j , p j ) is the operator Q 0 acting on the variables (x j , p j ) and Q(x j , p j , x k , p k ) is the operator Q acting on the variables (x j , p j , x k , p k ). Eq. (22) can be more conveniently written as
with
The uniqueness for eq. (22) with any initial data
in the case of the Wigner equation can be easily established by observing that
In the case of the Liouville equation, eq. (23) can be more explicitly written as the advection-diffusion equation on the phase space
where η ≥ 0. Clearly the diffusion coefficient G(0) diverges as ρ → ∞ but well-defined as η → 0 for α < 3/2. Moreover the diffusion operator n j,k=1
is an essentially self-adjoint positive operator on C ∞ c (R 2nd ) due to the sub-Lipschitz growth of the square-root ofḠ (1) 
2.3. Main assumptions and theorems. Assume that the new random field
is well-defined. This holds, for instance, when the mixing coefficient of V z is integrable [4] . We have
which does not have an explicit expression like (21) but its spectral density Γ 2 has the following behavior
In addition to (5) and (2.3) we also assume that up to the fourth moment of the field V z can be estimated in terms of (5) as in the case of Gaussian fields. We call this the fourth-order quasiscale-invariance property.
In the context of the Wigner equation we assume that as ε → 0 for η > 0 fixed and any θ ∈ S (21) sup
, independent of ρ with a random constant C 1 of finite moment where o(ε −1 ) ≪ ε −1 is a deterministic function of ε. Condition (2.3) is about the possible small-scale intermittency of the refractive index field. Also, as η → 0,
with random constant C 2 of finite moment. Condition (22) is about the possible large-scale intermittency of the refractive index field.
In the case of Gaussian refractive index fields the above conditions are always satisfied
where the random constants have a Gaussian-like tail by Chernoff's bound.
In the context of Liouville equation, we have analogous conditions with stronger dependence on ρ because γδ γ V z → y · ∇ x V z in the limit γ → 0:
where random constants C 1 , C 2 have finite moment and o(ε −1 ) ≪ ε −1 is a deterministic function of ε.
As in the Gaussian case, we assume that for all ρ < ∞ the refractive index field is smooth in the transverse coordinates. (19) and (18), respectively. The statement holds true for any α ∈ (1, 2).
(ii) Suppose that α < 3/2 and η = η(ε) → 0 such that
Then the same convergence holds as in (i).
Note that α < 3/2 includes the Kolmogorov value α = 4/3. The above theorem extends the regime of validity which does not hold for the parabolic wave equation unless additional normalization is first introduced (cf. [5] ). This demonstrates the power of the Wigner function formulation which has a built-in regularization.
The next theorem concerns a similar convergence for the solution of the Liouville equation. However, for the Liouville equation, the limit ρ → ∞ is singular and can not be dealt with by our approach.
Theorem 2.
(i) Let V z satisfies (5) (ii) Suppose that α < 3/2 and η = η(ε) → 0 such that
Remark 1. Similar convergence results to Part (i), Theorem 1 or Theorem 2 holds for the random media with a regular spatial correlation function and a finite correlation length such that their fourth moments can be controlled by their second moments (analogous to the 4-th order quasi-scaleinvariance).
Remark 2. Since both the limiting and pre-limiting equations preserve the L 2 -norm of the initial data it suffices to prove the convergence in the space D([0, ∞); L 2 w (R 2d )) where the weak−L 2 topology is used.
3. Proof of part (i), Theorem 1 3.1. Tightness. In the sequel we will adopt the following notation
Namely, the prime stands for the differentiation w.r.t. the original argument (not t) of f, f ′ etc. A family of processes {W ε , 0 < ε < 1} ⊂ D([0, ∞); L 2 w (R 2d )) is tight if and only if the family of processes { W ε , θ , 0 < ε < 1} ⊂ D([0, ∞); L 2 w (R 2d )) with the Skorohod topology is tight for all θ ∈ S. We use the tightness criterion of [8] Secondly, for each f ∈ C ∞ (R) there is a sequence f ε (z) ∈ D(A ε ) such that for each z 0 < ∞ {A ε f ε (z), 0 < ε < 1, 0 < z < z 0 } is uniformly integrable and 
