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1.1. Bioinformática funcional 
 
En los últimos años, el uso de datos ómicos en biomedicina está creciendo muy rápidamente.  Para explorar 
en detalle esta avalancha de nuevos datos producidos por las tecnologías ómicas, es indispensable la aplica-
ción de técnicas avanzadas de análisis y cálculo computacional que permitan extraer la información biológica 
disponible en ellos, convirtiendo estos datos biológicos en información valiosa. Esta Tesis Doctoral se titula 
“Bioinformática funcional y su aplicación en Genómica, Proteogenómica y reposicionamiento de fármacos”, 
para su realización se han desarrollado y aplicado técnicas Bioinformáticas para analizar datos ómicos y si-
tuarlos dentro de un contexto biológico para convertir firmas de genes en mecanismos biológicos o fenotipos. 
Los estudios realizados durante esta Tesis giran en torno a la Bioinformática funcional y por ende al Dogma 
Central de la Biología Molecular que trata los tres procesos fundamentales llevados a cabo por los ácidos 
nucleicos: replicación, transcripción y traducción (Figura 1). En la introducción de esta tesis se pretende in-
troducir las ómicas más comunes, las tecnologías utilizadas y los problemas biológicos relevantes para la tesis, 
definiendo los problemas biológicos concretos en cada uno de las aportaciones de la tesis. 
Los ácidos nucleicos, y el ácido desoxirribonucleico (ADN) en particular, almacenan y transmiten la informa-
ción necesaria para el funcionamiento de los seres vivos. La principal característica que define la estructura 
del ADN es su secuencia nucleotídica formada por adenina (A), citosina (C), guanina (G) y timina (T). Estas 
cuando se combinan forman unidades funcionales llamadas genes. Cada gen proporciona las instrucciones 
para formar un producto funcional, es decir, una molécula necesaria para desempeñar un trabajo en la célula. 
En muchos casos, el producto funcional es una proteína y se forma a partir de la transcripción previa del ADN 
a ácido ribonucleico (ARN). Pero no todos los genes codifican proteínas, algunos proporcionan moléculas de 
ARN funcionales, como los ncRNA (ARN no codificante, del inglés non-coding RNA) o lncRNA (del inglés, long 
non-coding RNA) que desempeñan papeles en la traducción. 
Figura 1. Esquema del dogma central de la biología y los principales estudios ómicos a nivel de ADN, RNA y proteína. 
4 
 
En el primer paso de la expresión génica, conocida como transcripción, la información del ADN se utiliza como 
molde para crear moléculas de ARN. El ARN se sintetiza utilizando una de las cadenas de ADN como plantilla 
y tiene la misma estructura química, excepto que la timina se reemplaza por uracilo (U). Algunas moléculas 
de ARN pueden ser el producto final en sí mismas (ARN funcionales) y algunas, a su vez, pueden usarse como 
una plantilla para la creación de las proteínas en un proceso llamado traducción. Las proteínas están com-
puestas por secuencias de aminoácidos, cada uno de los cuales está codificado por un triplete de nucleótidos 
de ARN. En la naturaleza son 20 los aminoácidos más comunes que se concatenan mediante enlaces peptídi-
cos. Estos aminoácidos están formados por un átomo central de carbono, conocido como carbono alfa, al 
que enlazan: un grupo amino (NH2), un grupo carboxilo (COOH), un átomo de hidrógeno y una cadena deno-
minada lateral que caracteriza a cada aminoácido. 
A pesar de que prácticamente todas las células de nuestro cuerpo contienen la misma información genética, 
no todas las células son iguales. Por ejemplo, una célula de la piel es distinta a una del hueso, debido a que 
no todas las células utilizan todo el ADN que tienen disponible. Normalmente se considera que sólo están 
activos aquellos genes que se están transcribiendo a ARNm (ARN mensajero) para producir proteínas o ARNs 
funcionales, aunque la cantidad de ARNm puede no correlacionar exactamente con la cantidad de proteína. 
Los ARNm presentes en una célula o las proteínas que se están expresando pueden ser un buen indicativo 
de los procesos que se están llevando a cabo en ellas [1]. 
Por ejemplo, en el genoma humano existen 19.901 genes codificantes de proteínas, pero al incluir otras for-
mas de ARN como lncRNA, ncRNA y pseudogenes, el número total de genes asciende a 58.381 (estadísticas 
de Gencode de noviembre de 2017, https://www.gencodegenes.org/). A partir de estos genes han sido pre-
dichas 19.656 proteínas de las cuales 2.186 aún no han sido identificadas (estadísticas de HUPO de mayo de 
2018, https://www.hupo.org/).   
Debido a que el ADN es la base molecular de todo sistema vivo, pequeños fallos o variaciones en su secuencia 
(mutaciones) pueden provocar errores vitales. Existen diferentes tipos de mutaciones, aquellas que afectan 
al producto génico y las que no. Cuando estas mutaciones se extienden a un grupo suficientemente grande 
de la población se consideran polimorfismos. 
1.2. Ciencias ómicas 
 
El término ómico se refiere al estudio global de los sistemas celulares en un nivel concreto. Las principales 
ciencias ómicas desarrolladas en los últimos años son la Genómica, la Transcriptómica, la Proteómica y la 
Metabolómica. Refiriéndose la Genómica al estudio de los genes del ADN; la Transcriptómica al estudio de 
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transcritos o ARN mensajero; la Proteómica al estudio de proteínas y la Metabolómica al estudio de los me-
tabolitos. Estas disciplinas dependen del análisis de un gran volumen de datos, y por lo tanto se valen de la 
Bioinformática y de técnicas rápidas y automatizadas de alto rendimiento (high-throughout techniques) [2]. 
1.2.1. Genómica 
 
La Genómica es el campo de la Genética que intenta comprender el contenido, la organización, la función y 
la evolución de la información molecular del ADN albergada en el genoma completo. Conocer dicha secuencia, 
nos permite poder identificar los genes contenidos y estudiar las funciones de los mismos de forma detallada.  
Con la secuenciación del genoma humano se inició una nueva era en la investigación biomédica. Antes, se 
estudiaban los genes uno por uno, su localización cromosómica, su función y su asociación con enfermedades, 
y actualmente en la era Genómica, estudiamos de forma masiva el genoma completo observando los cambios 
que se generan bajo diferentes condiciones o circunstancias. Esta nueva era se inició con la finalización del 
Proyecto Genoma Humano, que empezó en 1990 y su objetivo fue la secuenciación y ensamblaje completo 
del genoma humano.  Fue en febrero de 2001 cuando las empresas HUGO y Celera lograron secuenciar el 
genoma y publicaron los primeros borradores que cubrían el 90% del genoma. El 10% restante correspondía 
a heterocromatina y se secuenció en 2006. 
La Genómica se divide en dos ramas principales: la Genómica estructural orientada a la caracterización y 
determinación de la conformación tridimensional de las proteínas y la Genómica funcional disciplina que se 
orienta hacia la recolección sistemática de información sobre las funciones de los genes. Esta última, emplea 
técnicas de análisis masivo para el estudio de genes, proteínas y metabolitos. Se podría decir que llena el 
hueco existente entre el conocimiento de las secuencias de un gen y su función [3]. En términos generales, 
la Genómica funcional trata de explicar el origen de un fenotipo determinado a partir de los cambios gene-
rados en cualquiera de los niveles moleculares antes mencionados. De esta manera, además de estudiar la 
secuencia del ADN en sí misma, se puede ramificar en otras muchas aproximaciones ómicas. 
1.2.2. Transcriptómica 
 
La Transcriptómica estudia y compara transcriptomas, es decir, los conjuntos de ARN mensajeros o tránscri-
tos presentes en una célula, tejido u organismo. Comprender el transcriptoma es esencial para interpretar 
los elementos funcionales del genoma y revelar los constituyentes moleculares de las células y los tejidos, y 
también para comprender el desarrollo y las enfermedades [4]. Los objetivos de la Transcriptómica son: ca-
talogar todas las especies de transcritos; incluyendo ARNm, ncRNA y snRNA, para determinar la estructura 
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transcripcional de los genes como los sitios de inicio, los extremos 5' y 3', patrones de splicing y modificacio-
nes post-transcripcionales; y además cuantificar los niveles cambiantes de expresión en diferentes condicio-
nes [5]. 
Varias tecnologías se han desarrollado para deducir y cuantificar el transcriptoma. Desde métodos basados 
en la hibridación como los microchips de ADN (microarrays) o métodos basados en secuencias, hasta llegar 
a la tecnología actual, la secuenciación masiva (NGS, Next Generation Sequencing). 
1.2.2.1. De los microarrays a la secuenciación masiva 
 
Un microarray o chip de ADN consiste en una superficie sólida a la que se une una colección de fragmentos 
de ADN llamadas sondas. Las superficies empleadas para fijar el ADN son muy variables y pueden ser de 
vidrio, plástico e incluso de silicona. Su funcionamiento consiste básicamente en marcar con moléculas fluo-
rescentes las cadenas complementarias de los fragmentos de ADN o ARN de la muestra a analizar para que 
hibriden con las sondas, de esta forma, para cada secuencia se obtiene un valor de fluorescencia que repre-
senta la cantidad de ADN/ARN con esa secuencia que hay en la muestra estudiada. Los microarrays suelen 
utilizarse para identificar aquellos genes que tienen una expresión diferente en distintas condiciones. Por 
ejemplo, para detectar que genes producen o están involucrados en ciertas enfermedades, se comparan los 











Figura 2. Diagrama de un experimento típico de chip de dos canales. Cada una de las muestras es marcada con un 
fluróforo de diferente color (rojo y verde) que se hibridan en un mismo chip de ADN.  
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Existen diferentes tipos de microarrays, como los microarrays de dos canales, los chips de oligonucleótidos 
de ADN y los chips de ADN para genotipado. En la Figura 2 se muestra un diagrama de un experimento típico 
de chip de dos canales. En este tipo de chips se marcan con un fluoróforo diferente las dos muestras biológi-
cas que se quieren estudiar, éstas se mezclan e hibridan sobre un mismo chip de ADN que a continuación se 
escanea para visualizar los resultados. Esta metodología se suele utilizar para detectar genes que se activan 
o se reprimen en distintas condiciones. Los enfoques basados en la hibridación son métodos de alto rendi-
miento y de relativamente bajo coste. Sin embargo, estos métodos tienen varias limitaciones como tener 
que confiar en la secuencia existente del genoma y obtener un rango de detección limitado debido al ruido 
de fondo y a la saturación de la señal. Además, la comparación de niveles de expresión en diferentes experi-
mentos es a menudo difícil y la normalización puede ser complicada [5] . 
En contraste con los métodos de microarrays, los enfoques basados en secuencias determinan directamente 
la secuencia de ADNc (ADN complementario). La secuenciación por Sanger fue de las primeras en utilizarse. 
En esta técnica se aísla el fragmento de ADN a estudiar, se amplifica mediante PCR y se secuencia. Sin em-
bargo, tiene limitaciones es una técnica cara, lenta, sólo permite secuenciar fragmentos cortos de ADN y no 
cuantifica. 
Este escenario cambió cuando la farmacéutica Roche desarrolló una nueva técnica llamada piro-secuencia-
ción, para secuenciar millones de fragmentos de ADN de una forma muchísimo más rápida y económica que 
el método Sanger. Al poco tiempo, otras compañías comenzaron a desarrollar técnicas similares con la misma 
idea: aislar contenido genómico, trocearlo en fragmentos pequeños y secuenciarlos todos a la vez. Posterior-
mente mediante algoritmos computacionales, juntar todos los fragmentos en el orden adecuado para obte-
ner el genoma original. La diferencia entre todas estas técnicas es el principio químico que usan para secuen-
ciar el ADN. Estas técnicas se llaman Técnicas de Secuenciación masiva (en inglés NGS, Next-Generation Se-
quencing) y algunos ejemplos de las plataformas de secuenciación más utilizadas son: Illumina (Illumina), 454 
(Roche), Ion Torrent (Life Technologies), Solid (Applied Biosystems), PacBio (Pacific Biosciences). 
Con el desarrollo de estas nuevas tecnologías de secuenciación de alto rendimiento se originó un nuevo mé-
todo para mapear y cuantificar los transcriptomas llamado RNA-seq. Éste método tiene claras ventajas frente 
a otras aproximaciones existentes y ha revolucionado la forma de estudiar el transcriptoma. A diferencia de 
los microarrays, que se basan únicamente en los transcritos conocidos contenidos en el chip, la técnica RNA-
seq ofrece una visión sin procedentes del transcriptoma de un determinado tejido o tipo de célula permi-
tiendo la realización de diferentes análisis que no se podían realizar anteriormente. 
Como se representa en la Figura 3 para realizar un análisis de RNA-seq primero se convierte la población de 
moléculas de ARN (total o fraccionada) a analizar en fragmentos de ADNc y a cada molécula, se les une adap-
tadores con secuencia única en uno, o en ambos extremos. Cada molécula es secuenciada para obtener se-
cuencias cortas desde un extremo (single-end sequencing) o desde ambos extremos (paired-end sequencing). 
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Estas lecturas suelen tener un tamaño de unas 30-500 bp dependiendo de la plataforma utilizada para se-
cuenciar. En principio cualquier tecnología de secuenciación masiva puede ser utilizada para RNA-seq. Los 
datos adquiridos de la secuenciación consisten en una lista de secuencias cortas junto con la calidad asociada 
a cada lectura. Las lecturas obtenidas son alineadas al genoma de referencia con el fin de construir un mapa 
del transcriptoma sobre el genoma, y así poder cuantificar los niveles de transcripción  para saber si un gen 
se está expresando, confirmar o revisar los extremos 5' o 3' anotados en la referencia, mapear los límites de 
los exones/intrones, etc [6]. 
 
Esta técnica obtiene unos resultados con una resolución mucho mayor que con las metodologías descritas 
anteriormente [6,7]. Permite el análisis de expresión de los genes, el estudio de variantes de splicing, la ex-
presión de alelos específicos, y el descubrimiento de variantes de transcritos raras y/o nuevas [8]. Además, 
Figura 3. Representación de un experimento típico de RNA-seq. Los ARNm se convierten a ADNc o se fragmentan en 
pequeños ARNs.  A continuación, se añaden adaptadores (verdes) a los fragmentos y se secuencian según si se quieren 
lecturas paired-end o single-end. Del secuenciador se obtienen lecturas con las secuencias que son alineadas al genoma 
de referencia. Finalmente se cuantifican las lecturas alineadas en el genoma. 
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también se puede realizar análisis de transcriptoma en organismos en los que no existe un genoma de refe-
rencia (secuenciación del transcriptoma de novo). 
1.2.2.2. Análisis de datos de secuenciación masiva 
 
En la mayoría de estudios RNA-seq, los análisis de datos constan de los siguientes pasos clave representados 
en la Figura 4 [9,10] : control de calidad y preprocesamiento de las lecturas, alineamiento de las lecturas, 
cuantificación de las lecturas alineadas a los genes, normalización de los datos e identificación de los genes 
con expresión diferencial , e interpretación biológica y análisis de enriquecimiento funcional [11,12]. 
 
Figura 4. Pasos claves en el análisis de datos de RNA-seq. El primer paso consiste en comprobar la calidad de las lecturas 
para proceder al alineamiento de éstas al genoma o transcriptoma de referencia. A continuación, se cuentan las lecturas 
alineadas en regiones de interés para posteriormente ser normalizadas y realizar un análisis de expresión diferencial. 
Finalmente, con los datos resultantes, se lleva a cabo la interpretación biológica. 
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1.2.2.2.1.  Control de calidad y preprocesamiento 
 
El primer paso en todo análisis de RNA-seq es comprobar que la calidad de las lecturas obtenidas en la se-
cuenciación es correcta. Analizar datos de mala calidad puede afectar al análisis y a la interpretación de los 
datos, dando lugar a resultados inexactos. La baja calidad puede ser debida a problemas en la preparación 
de las librerías y/o problemas en la propia secuenciación. Las lecturas pueden contener artefactos de PCR, 
secuencias con adaptadores, sesgos específicos de secuencias, contaminantes, etc.   
Existen algunas herramientas computacionales como PRINSEQ [13] o FASTQC [14] entre otros, para visualizar 
y evaluar la calidad de los datos.  Cuando se observa una mala calidad, existen programas como Cutadapt 




El segundo paso consiste en alinear las lecturas generadas por los secuenciadores a un genoma o transcrip-
toma de referencia para descubrir que posiciones han sido transcritas.  Alinear al genoma de referencia y no 
al transcriptoma tiene la ventaja de poder encontrar nuevos genes e isoformas, pero requiere de la habilidad 
del analista de datos y de la precisión del programa para poder cortar las lecturas. Esto es debido a que las 
bibliotecas de RNA-seq han sido construidas a partir de transcritos de ARN por lo que las secuencias intrónicas 
no están presentes en las lecturas y esto es un problema en las secuencias que abarcan exon-exon (Figura 5). 
En estos casos, cuando se alinea al genoma de referencia se utiliza un método que suele consistir en dos 
pasos: en el primero alinean todas las lecturas posibles, que alinearán en los exones, y en el segundo paso se 
rompen las lecturas que no han sido alineadas previamente y se trataran de alinear de forma independiente 
[4]. En los últimos años se han desarrollado programas como TopHat2 [18], GSNAP [19] , QPALMA [20], STAR 
[21] y SOAPSplice [22] que permiten romper estas lecturas, pero existen otros como Bowtie [23], BWA [24] y 
SOAP [25] que están especializados en alinear lecturas cortas. 
Otra característica a tener en cuenta al alinear son las lecturas múltiples, es decir, aquellas lecturas que ali-
nean en varias regiones del genoma o transcriptoma. Estas lecturas múltiples son muy comunes en genomas 
largos y complejos, pudiendo constituir del 10 al 40% del genoma [26]. Existen tres estrategias para solucio-
nar el problema. La primera consiste en descartar todas estas lecturas, pero conlleva una pérdida de infor-
mación importante produciendo un sesgo en la cuantificación de expresión de los genes. La segunda estra-
tegia consiste en asignar una posición aleatoriamente asumiendo que todas las posiciones tienen la misma 
probabilidad de que el ARN se haya generado en cada una de las posiciones, lo que muchas veces no es válido. 
Y la última estrategia, y más utilizada, consiste en reportar todos los alineamientos con un número máximo 
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especificado por el usuario, como por ejemplo reportar 10 alineamientos.  El problema principal de esta 
aproximación es que el umbral de corte es totalmente arbitrario [11]. 
 
 
1.2.2.2.3.  Cuantificación 
 
Independientemente del método utilizado para el alineamiento, el siguiente paso es estimar la expresión, 
contando cuantas lecturas han sido asignadas a cada uno de los genes. Muchos métodos han sido desarro-
llados para inferir la abundancia de genes e isoformas como RSEM [27], Cufflinks [4], IsoEM [28], Feature-
Counts [29], y HTSeq [30]. Estos algoritmos se suelen dividir en dos categorías: las aproximaciones basadas 
en los transcritos y las aproximaciones que se basan en las uniones de exones.   
Las aproximaciones basadas en los transcritos tratan de distribuir las lecturas entre distintas isoformas de un 
gen. Sin embargo, existe una alta superposición genómica entre las distintas lecturas y resulta difícil estimar 
la expresión de isoformas individuales (ver Figura 6) [31]. En cambio, los métodos basados en uniones de 
exones son mucho más simples porque todas las lecturas alineadas en los exones se contemplan como las 
propias del gen. Una lectura se asigna al gen siempre que tenga suficiente superposición con cualquiera de 
sus exones. En comparación con las isoformas, las lecturas pueden asignarse a genes con mucha más con-
fianza. Por lo tanto, el método de recuento basado en exón de unión es comúnmente utilizado en RNA-seq, 
Figura 5. Alineamiento a un genoma (A) y a un transcriptoma (B) de referencia. El alineamiento a un genoma a veces 




aunque en los recuentos a nivel de genes es complicado distinguir isoformas [32]. 
 
 
Figura 6. Superposición genómica. En la figura se representa la dificultad de estimar la expresión de isoformas por la 
superposición genómica. 
 
1.2.2.2.4. Normalización y análisis de expresión diferencial 
 
Una vez se obtienen las estimaciones de expresión, es necesario garantizar, mediante la normalización que 
los niveles de expresión entre las muestras son comparables. Para ello, es importante tener en consideración 
varias características como la longitud del transcrito y la profundidad de la secuenciación de la muestra.  La 
mayoría de análisis de RNA-seq consisten en observar la expresión diferencial de los genes y con ese objetivo 
se han desarrollado varios programas que normalizan y calculan las diferencias entre las muestras como 
DESeq [33], EdgeR [34][35], GENE‐Counter [36]y Cuffdiff2 [37]. Sin embargo, hoy en día no existe un consenso 
sobre qué aproximación es la más acertada [11]. Estos programas generan una lista de genes con valores 
estadísticos que representan la diferencia de expresión de los genes entre las distintas condiciones. 
El siguiente y último paso del análisis es la interpretación biológica de estos genes diferencialmente expresa-
dos y el análisis de enriquecimiento funcional que se detalla en el apartado 1.2.6. de la introducción. 
1.2.2.3. Análisis de variantes 
 
Los análisis de RNA-seq también permiten identificar variantes. Las variantes consisten en cambios de nu-
cleótidos en la secuencia de ADN (Figura 7). Estas pueden ser un polimorfismo de nucleótido único (del inglés, 
Single Nucleotide Polimorfism o SNP) o una inserción o eliminación (también llamado INDEL) de nucleótidos 
de la secuencia que suelen conllevar un desplazamiento del marco de lectura de la proteína. 
Los polimorfismos de nucleótido único o SNP se pueden clasificar en diferentes tipos: variaciones sinónimas, 
aquellas que el cambio de nucleótido no genera un cambio en el aminoácido y las variaciones no sinónimas 
que son aquellas que sí generan un cambio en el aminoácido. El impacto del cambio puede variar según el 
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triplete que se forme, pudiendo llegar a truncar la proteína si se introduce un codón STOP en su secuencia.  
Identificar estas variaciones genéticas es crucial para revelar la relación entre genotipo y fenotipo además 
pueden dar información importante acerca de ciertas enfermedades. 
Existen varias herramientas para identificar estas variaciones, pero el primer paso como en cualquier experi-
mento de RNA-seq consiste en alinear las lecturas al genoma de referencia. Cuando se quieren encontrar 
variantes, se debe especificar en los parámetros del alineador que acepte alineamientos no perfectos, es 
decir, que permita que las lecturas alineen en regiones en que la secuencia de la lectura no sea exactamente 
igual a la de referencia. 
A partir de este punto existen herramientas como SAMtools con mpileup [38] o Gatk [39] que buscan aquellas 
posiciones donde existe una cantidad suficiente de lecturas en las cuales el nucleótido de la lectura no co-
rresponde con el de referencia. A cada posible mutación se le asigna una puntuación que contemple el nú-
mero de lecturas que respaldan la evidencia, la calidad del alineamiento, etc. Estas mutaciones se suelen 
representar en ficheros con formato VCF.  
Estas mutaciones suelen filtrarse por calidad y luego ser anotadas (asignadas a un gen) con programas como 
SnpEff [40] o VEP [41] que permiten asociar información biológica a la anotación, como por ejemplo describir 












Figura 7. Variaciones en las lecturas alineadas al genoma de referencia. Las 4 lecturas que han alineado en la región 
del genoma representada contienen variaciones con respecto el genoma de referencia. En esta posición el genoma de 





La Proteómica se define como el conjunto de técnicas o tecnologías utilizadas para la obtención de informa-
ción funcional de las proteínas, y tiene por objetivo el análisis, identificación y caracterización del proteoma 
celular. El concepto proteoma fue acuñado en 1994 por Marc Wilkins fusionando las palabras proteína y 
genoma. Si el genoma es la dotación génica de una célula u organismo, el proteoma es entendido como el 
conjunto total de proteínas expresadas por los genes de una célula, tejido u organismo. Sin embargo, mien-
tras que el genoma es básicamente el mismo en todas las células de un organismo, el proteoma es mucho 
más variable, siendo diferente en los distintos tipos celulares. Además, la cantidad de material genético en 
la célula no tiene por qué correlacionar con el rango de concentración de la proteína.  Las secuencias génicas 
pueden sufrir splicing alternativo y generar diferentes variantes proteicas a partir de un gen o modificarse 
después de la traducción dando otras variantes por lo que el proteoma siempre será más grande que el 
número de genes [42] (Figura 8).   
 
 
El desarrollo de la Proteómica ha experimentado un enorme avance en los últimos años, gracias fundamen-
talmente al desarrollo tecnológico. Hoy en día, el estudio del proteoma incluye técnicas muy sofisticadas 
basadas en métodos electroforéticos y cromatográficos, espectrometría de masas y tecnología bioinformá-
tica. La espectrometría de masas, en particular, se ha convertido en una herramienta indispensable para la 
Proteómica. 
Figura 8. Representación de la complejidad del proteoma respecto al genoma. El genoma humano contiene aproxi-
madamente 58.000 genes mientras que el transcriptoma alrededor de 200.000 trascritos. Las cadenas polipeptídicas 
pueden ser procesadas de varias formas diferentes generando diferentes proteínas por cada transcrito. Figura modi-
ficada de http://ib.bioninja.com.au/standard-level/topic-2-molecular-biology/24-proteins/proteome.html 
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1.2.3.1. Identificación de proteínas por Espectrometría de masas 
 
La espectrometría de masas es una herramienta analítica muy poderosa que se basa en la obtención de iones 
a partir de moléculas en fase gaseosa que se separaran de acuerdo con su relación masa/carga (m/z). Estos 
iones se detectan por medio de un dispositivo adecuado obteniendo un espectro de masas que representa 
la abundancia relativa de los distintos iones en función de su m/z. Los espectros de masas pueden suministrar 
información sobre la estructura de especies moleculares complejas, las relaciones isotópicas de los átomos 
en las muestras, y la composición cualitativa y cuantitativa de analitos en muestras complejas [43,44]. 
 
La Espectrometría de Masas es esencial en el contexto de la Proteómica actual debido a su alta capacidad de 
análisis, su sensibilidad y su precisión en la determinación de masas moleculares proteicas. En la Figura 9 se 
muestra el típico flujo de trabajo para la identificación y caracterización de proteínas por espectrometría de 
masas en tándem. Partiendo de una muestra proteica, que puede ser una proteína o varias, una enzima 
(generalmente tripsina) corta las proteínas en péptidos. A continuación, la muestra es introducida al espec-
trómetro, y para ello es necesario regular el flujo de entrada de la muestra que se suele hacer mediante la 
cromatografía líquida de alta resolución (HPLC). Una vez los péptidos están en el espectrómetro, son selec-
cionados uno a uno para ser detectados (huella peptídica) o para ser inducidos a fragmentación y capturar 
Figura 9. Flujo de trabajo típico para la identificación y caracterización de proteínas utilizando MS/MS.  Una muestra 
compleja de proteínas es digerida con una enzima generando péptidos. Estos péptidos son introducidos al espectróme-
tro de masas. Los péptidos son seleccionados uno a uno (MS1) e inducidos a fragmentación (MS2), posiblemente por 
colisión y a continuación se captura el espectro MS/MS. El espectro de fragmentación es comparado con la base de datos 
para obtener la secuencia del péptido. 
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sus espectros de MS/MS (espectrometría de masas en tándem). A continuación, con un motor de búsqueda 
se determina que secuencia peptídica de la base de datos corresponde mejor al espectro generado. Esto es 
posible porque previamente, estas bases de datos de proteínas son digeridas in silico utilizando la conocida 
especificidad de la enzima que ha sido utilizada para la digestión de la muestra, y son calculadas las masas 
de los péptidos. Si la masa calculada de un péptido coincide con la del péptido observado, las masas de los 
iones esperados se calculan y se comparan con los valores experimentales, asignando ese péptido al espectro. 
1.2.3.1.1. Espectrómetro de masas 
 
Esencialmente, el espectrómetro de masas debe ser capaz de desempeñar cuatro funciones: 
1) Vaporizar substancias de volatilidades muy diferentes. 
2) Originar iones a partir de moléculas neutras en fase gaseosa. 
3) Separar los iones en función de su relación masa/carga. 
4) Detectar los iones formados y registrar la información adecuadamente. 
Los espectrómetros de masas utilizados en el análisis de proteínas o péptidos deben estar formados por las 
siguientes partes: 
 Sistema de introducción de muestras 
Existen diferentes métodos para la introducción de muestras y la elección depende de la naturaleza de las 
mismas. Los sistemas cromatográficos son los más populares actualmente. Este acoplamiento al espectró-
metro consiste generalmente en una columna capilar (comúnmente de fase reversa) de caudal controlado 
que permite que los analitos de una muestra compleja sean separados e introducidos gradualmente en el 
equipo para ser detectados. Existen sistemas como ESI (del inglés, Electroespray ionization), en el que el 
sistema de entrada y la fuente de iones forman parte de un único componente. 
 Fuente de iones 
La fuente de iones es la parte del Espectrómetro de Masas que es capaz de ionizar la muestra, originando 
iones a partir de las moléculas neutras mediante la ganancia o pérdida de un electrón o protón. Las técnicas 
de ionización más utilizadas en Proteómica son ESI y MALDI (del inglés, Matrix-Assisted Laser Desorption/Io-
nization) aunque existen también otros métodos un poco menos utilizados 
◦ La técnica MALDI [45] consiste en embeber la muestra en una matriz líquida, que posteriormente 
se seca para producir una mezcla cristalizada. Esta se irradia con un láser pulsado que provoca 
que la matriz absorba esta energía y la convierta en energía de excitación ocurriendo la transfe-
rencia de iones al analito, generando una nube gaseosa. Las colisiones de la muestra con las 
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moléculas de gas contenidas en el equipo ionizan la muestra provocando la aceleración de los 
iones hacia la cámara de vacío del espectrómetro de masas. 
◦ En ESI [46] los analitos se encuentran en fase liquida disueltos en un solvente orgánico volátil. 
Este analito cuando deja a tras la columna cromatográfica, atraviesa un capilar de metal cargado. 
Este último a su vez, provoca una diferencia de potencial entre el capilar y la fuente de iones. 
Este fenómeno trae como consecuencia la formación de un aerosol cuando el líquido sale del 
capilar. Conforme el solvente se evapora, las moléculas de analito se aproximan, se repelen y 
cuando la repulsión de las cargas positivas vence la tensión superficial, estallan las gotas (Explo-
sión de Coulomb) quedando en suspensión y siendo así introducidos en un sistema de vacío hacia 
el espectrómetro. 
 Analizador, para la separación de iones. 
A la salida de la fuente de iones, se tiene una mezcla de diversos iones que deben ser separados para ser 
detectados de forma individual. El analizador de masas es la parte del instrumento en la que los iones se 
separan en base su relación m/z y suele consistir en una cámara de vacío donde se aplica algún tipo de campo 
eléctrico o magnético para poder ver las diferencias entre los iones al moverse a través de la cámara. Los 
analizadores más utilizados en Proteómica son: los analizadores de tipo TOF, los Cuadropolos, orbitrap y las 
Trampas iónicas [43,44]. Existen más tipos y además los analizadores pueden combinarse formando por 
ejemplo un QTOF (Quadrupole-Time Of Flight) que consiste en un analizador de tipo cuadrópolo acoplado a 
un analizador de tiempo de vuelo o un Qtrap (Quadrupole-Ion Trap) que es un cuadrópolo unido a una trampa 
iónica. 
 Detector 
El detector convierte el haz de iones que incide sobre él en una señal eléctrica medible para poder ser pro-
cesada y almacenada. El detector más empleado es el multiplicador de electrones que consiste en varias 
placas sobre las cuales se aplica una diferencia de potencial. Cuando un ion incide sobre su superficie se 
produce una descarga de electrones que inciden en otra placa y así sucesivamente de forma que se produce 
una reacción en cadena consiguiendo una amplificación de señal. 
1.2.3.1.2. Técnicas Proteómicas para la identificación de proteínas 
 
Existen dos métodos principales para la identificación de proteínas por espectrometría de masas. El método 
basado en la huella peptídica y los basados en la secuencia peptídica [47]. El método de huella peptídica 
consiste en digerir una muestra con una enzima proteolítica y adquirir los espectros MS generados por las 
masas de los péptidos. Al realizarse con una enzima con un patrón de corte específico estos cortes son cono-
cidos y por lo tanto el espectro que genera puede ser utilizado para identificar la proteína, comparando las 
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masas de los espectros teóricos con aquellos obtenidos en el experimento. Sin embargo, a pesar de esta 
especificidad, una enorme variedad de proteínas implica una mayor variedad de péptidos generados a partir 
de ellas que pueden tener unas masas muy similares. Por ese motivo se requiere que la proteína se encuentre 
previamente aislada. Esta técnica se lleva a cabo generalmente por espectrometría de masas MALDI-TOF [48]. 
Por otro lado, existe la espectrometría de masa en tándem o MS/MS que se basa en la secuencia peptídica y 
permite trabajar con muestras complejas [47]. En la espectrometría de masas en tándem o MS/MS, los pép-
tidos una vez ionizados y en el interior del analizador, son sometidos a una fragmentación adicional. Los 
péptidos se fragmentan generando iones más pequeños lo que hace que el patrón de fragmentación sea más 
específico de la secuencia original como se representa en la Figura 10. En este proceso, primero se escanean 
todos los péptidos ionizados introducidos al espectrómetro y se registran los espectros MS1 (con sus valores 
m/z y las intensidades de cada ion). A continuación, se aíslan estos iones, denominados iones precursores, y 
son fragmentados en péptidos más pequeños (o iones fragmento). El espectro MS2 que se adquiere (también 
llamado espectro de fragmentación) registra los valores m/z e intensidades de los fragmentos de cada uno 
de los péptidos precursores aislados y fragmentados. Este espectro de fragmentación, contiene la informa-
ción necesaria para deducir la secuencia de aminoácidos del péptido que lo origina. 
 
Esto aumenta la resolución del análisis porque permite distinguir péptidos intactos que tienen masas muy 
similares pero cuyos patrones de fragmentación MS/MS son diferentes, permitiendo así, incrementar el ren-
dimiento del experimento en muestras con mezclas de proteínas complejas. 
La fragmentación de péptidos se realiza por diferentes metodologías como, por ejemplo: CID (collision indu-
ced dissociation), ETD (electron transfer dissociation) y HCD (Higher-energy collision dissociation), entre otras. 
La fragmentación tipo CID es uno de los métodos más utilizado en proteómica. En él se selecciona un deter-
minado precursor (ion parental) que será fragmentado por colisiones con un gas inerte (Nitrógeno), obte-
niendo así los iones fragmentos [44]. 
Figura 10. Fragmentación del péptido precursor. El péptido precursor (generalmente el de mayor intensidad) es selec-
cionado en el espectro MS1 para ser fragmentado y generar el espectro MS2 o MS/MS. 
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1.2.3.1.3. Bases de datos y motores de búsqueda 
 
El método más utilizado para la asignación de secuencia peptídica a un espectro MS/MS es mediante la utili-
zación de bases de datos con motores de búsqueda. Las bases de datos consisten en las secuencias de las 
proteínas del organismo y estas pueden obtenerse de diferentes bases de datos como del NCBI 
(https://www.ncbi.nlm.nih.gov/) o Uniprot (http://www.uniprot.org/) que son los repositorios más utilizados, 
pero también pueden obtenerse de bases de datos específicas del organismo. Todas estas bases de datos 
son fáciles de obtener y de descargar. Las bases de datos suelen tener diferencias entre ellas, pudiendo ser 
más redundantes o variar en la calidad de la anotación. La decisión al utilizar una u otra depende del experi-
mento y del organismo con el que se trabaja. En el caso de búsquedas de polimorfismos, se suelen utilizar 
bases de datos grandes como Entrez Protein (https://www.ncbi.nlm.nih.gov/protein/) que pueden contener 
variaciones, sin embargo, las búsquedas en bases de datos grandes pueden llevar a un aumento de falsos 
positivos [49]. Actualmente se está utilizando la proteogenómica para encontrar variaciones en proteínas, 
hablaremos de este campo en el apartado 1.2.4 de la introducción. 
 Los motores de búsqueda deben cumplir dos funciones: Primero obtener espectros o patrones teóricos para 
cada una de las secuencias depositadas en la base de datos, y segundo, proporcionar un método para com-
parar cada uno de los patrones teóricos con el espectro real obtenido en el espectrómetro. En la  
Tabla 1 se citan algunos de los motores de búsqueda más utilizados [50,51] en los que algunos son de uso 
gratuito y otros requieren de una licencia, además de si son sistemas óptimos para computación de alto 
rendimiento (del inglés High performance computing, HPC). 
Motor de búsqueda URL Licencia/Gratuitos Óptimo para sistema HPC 
MASCOT http://www.matrixscience.com/ Licencia Si 





X!Tandem http://www.thegpm.org/tandem/ Gratuito Si 











1.2.3.2. Análisis de datos proteómicos  
 
Actualmente la Proteómica Shotgun es muy utilizada y se emplea principalmente para identificar proteínas 
en mezclas complejas, combinando la cromatografía líquida de alta resolución (del inglés, High Performance 
Liquid Chromatography, HPLC) con espectrometría de masas en tándem. Los datos obtenidos de un experi-
mento típico de Proteómica shutgun consisten en un registro de las relaciones m/z y las intensidades de 
todos los iones de los fragmentos resultantes generados a partir del ion precursor aislado. Estos datos re-
quieren de un análisis computacional para poder extraer de los espectros la información necesaria para iden-
tificar la secuencia de aminoácidos del péptido y así saber que proteínas contiene la muestra (Figura 11). 
 
 
1.2.3.2.1. Formato de los ficheros 
 
Existen muchos formatos de ficheros para representar los datos obtenidos del espectrómetro de masas. Es-
tos podrían dividirse en dos grandes grupos: Los que contienen los datos crudos que suelen ser dependientes 
de la instrumentación utilizada, y los formatos que contienen los datos procesados, que han sido creados 
Figura 11. Proceso general para la identificación de proteínas. La mezcla de péptidos es analizada por el espectrómetro 
de masas obteniendo los espectros MS/MS de cada uno de ellos. A partir de estos espectros y los motores de búsqueda 
se asignan los péptidos que serán validados estadísticamente y aquellas identificaciones incorrectas se descartarán del 




para tener y poder extraer los datos de una forma más sencilla. Ejemplos de datos del primer grupo son los 
de formato dat (Bruker), raw (Thermo Xcalibur), wiff (ABI/Sciex), etc. que están asociados al software utili-
zado [50]. Los archivos con formato mzXML y mzML son independientes del origen o software utilizado en 
su procesamiento y se crearon para intentar estandarizar todos los datos proteómicos [52]. Es necesario 
conocer el formato de los datos y como estos están organizados para proceder con el análisis. Afortunada-
mente, hoy en día existen programas como Msconverter  [53]  para poder cambiar de un formato a otro.  
1.2.3.2.2. Asignación péptido-espectro 
 
Como hemos comentado anteriormente existen muchas herramientas conocidas como motores de bús-
queda para la asignación péptido-espectro (PSM). Todas actúan de forma similar: toman un espectro experi-
mental de MS/MS como entrada y lo comparan con patrones de fragmentación teóricos construidos a partir 
de la base de datos. 
 
 
Figura 12. Esquema gráfico de cómo actúan los motores de búsqueda. El espectro experimental adquirido es compa-
rado con los espectros teóricos generados a partir de la base de datos. El motor de búsqueda asigna una puntuación 
según la similitud entre los espectros, y los péptidos candidatos resultantes son ordenados según su puntuación. El 
péptido con mayor puntuación es seleccionado para los siguientes análisis. 
 
La búsqueda puede realizarse bajo ciertos criterios especificados por el usuario como la tolerancia de masa, 
la enzima proteolítica utilizada y los tipos de modificaciones post-traduccionales.  Entonces los patrones de 
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fragmentación son calculados teniendo en cuenta estas especificaciones resultando en una lista de coinci-
dencias (secuencias peptídicas) clasificadas de acuerdo al sistema de puntuación propio de cada motor de 
búsqueda. Este sistema de puntuación representa el grado de similitud entre el espectro experimental y el 
espectro de fragmentación teórico. El resultado con mejor puntuación será el péptido más probable corres-
pondiente al espectro analizado (Figura 12). 
1.2.3.2.3. Validación estadística por FDR 
 
Como en otros experimentos de alto rendimiento el resultado típico de un experimento de Proteómica es 
una lista de inferencias, generalmente en forma de asignación espectro-péptido (PSM). Las puntuaciones 
asignadas a cada inferencia son un reflejo de la confianza de la asignación. Por lo general únicamente nos 
interesan las que tienen mejor puntuación, pero para ello necesitamos establecer un umbral de corte [54]. 
Una forma intuitiva de establecer el umbral es utilizando el FDR (del inglés, False Discovery Rate) o Tasa de 
Falsos Positivos, que es la fracción esperada de descubrimientos para los cuales la hipótesis nula es verdadera. 
La hipótesis nula indica que el péptido (o proteína) está identificado incorrectamente, y la hipótesis alterna-
tiva lo contrario, que la asignación es correcta [54]. 
En el contexto de la Proteómica, la FDR es la estimación de falsos positivos presentes en los resultados. Exis-
ten diferentes estrategias para estimarlo, pero la más utilizada es la utilización de bases de datos señuelo 
concatenadas a la base de datos real para realizar las búsquedas como proponen [55].  Esta base de datos 
contiene el mismo número de secuencias reales (T, target) y secuencias ficticias (D, decoy) que muchas veces 
consisten en las secuencias reales del revés o desordenadas. Este método asume que el número de secuen-
cias señuelo que pasen el umbral establecido es el número de asignaciones falsas en los resultados bajo este 





Calcular la FDR a nivel de PSM, péptido o proteína no es lo mismo. Aunque el objetivo principal de un expe-
rimento típico de shoutgun es evaluar el nivel de proteína en la muestra, las hipótesis de estos experimentos 
son testadas a nivel de espectro. El cálculo de FDR a nivel de proteína es más complicado por la variabilidad 
en la abundancia de las proteínas y la distribución no aleatoria de los péptidos en las proteínas, ya que no 
existe correspondencia uno a uno entre péptidos y proteínas. Otra forma para establecer el umbral de FDR 
es realizando dos búsquedas independientes consecutivas, una sobre la base de datos con las secuencias 
reales y otra con las secuencias señuelo. En estos casos la estimación del FDR resulta conservadora ya que al 
compararse toda la población de espectros con las secuencias señuelo se asignan espectros que podrían 
asignarse correctamente a una secuencia real, por lo que se pierde competencia en la asignación y se produ-
ciría una sobreestimación de PSM incorrectos [56].  
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1.2.3.2.4. Inferencia de proteínas a partir de péptidos 
 
En la mayoría de estudios, el investigador está interesado en la identificación de proteínas en lugar de pépti-
dos. Estos péptidos deben agruparse de acuerdo con la proteína a la que corresponden, y la confianza esta-
dística debe recalcularse para ser a nivel de proteína. Sin embargo, existen varias dificultades que complican 
este proceso de ensamblar péptidos a proteínas. 
Uno de los problemas a los que nos enfrentamos se representa en la Figura 13 donde se muestra qué pépti-
dos identificados correctamente tienden a agruparse a un pequeño número de proteínas, pero existen pép-
tidos identificados incorrectamente que se asignan a nuevas proteínas que no pertenecen a la muestra. Por 

















Otra de las dificultades de la inferencia es cuando un péptido corresponde a más de una proteína de la base 
de datos, por lo que no podemos saber a qué proteína deberíamos asignar el péptido presente en la muestra. 
Estos casos a menudo resultan ser proteínas homólogas, variantes de splicing, o entradas redundantes de la 
Figura 13. Inferencia de péptido a proteína. La figura representa el agrupamiento de péptidos a proteínas. De los 10 
péptidos identificados dos identificaciones son incorrectas (20% de error). Estas dos identificaciones corresponden a 
dos proteínas distintas incrementando el error a un 40% a nivel de proteína. 
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base de datos y son especialmente problemáticos cuando se trabaja con una muestra compleja de proteínas 
[56,57].   
La mayoría de motores de búsqueda permiten al usuario ver los péptidos inferidos a las proteínas. Sin em-
bargo, en estudios a gran escala muchas veces se trabaja con múltiples datos adquiridos y procesados en 
distintos tiempos y es complicado estudiar todos los casos. Actualmente existen herramientas computacio-
nales para combinar las asignaciones de diferentes experimentos y obtener una lista única de proteínas iden-
tificadas. La herramienta más popular para ello es ProteinProphet [56] que tiene en cuenta las dificultades 
mencionadas anteriormente. Este programa a partir de las identificaciones de péptidos y sus probabilidades, 
calcula la probabilidad de que una proteína esté presente en una muestra combinando conjuntamente las 
probabilidades obtenidas de la identificación de los péptidos.  Para ello, aquellos péptidos que son la única 
evidencia de que una proteína existe, son penalizados, pero no son excluidos, mientras que aquellos que se 
encuentran en proteínas en las que se han agrupado más péptidos se recompensan. Los péptidos comparti-
dos se distribuyen entre todas sus proteínas, y se obtiene una lista mínima de proteínas que pueden explicar 
todos los péptidos observados. Además, ProteinProphet también colapsa las entradas redundantes de la base 
de datos en una única entrada, representando la identificación como un grupo de proteínas. Finalmente, el 
programa produce una lista de proteínas con sus péptidos identificados y sus probabilidades entre otra in-




La Proteómica Shotgun, descrita en el capítulo anterior, requiere de comparar los espectros MS/MS contra 
los espectros teóricos generados a partir de la base de datos de secuencias de proteínas. Esta estrategia 
asume que todos los productos génicos del genoma son conocidos y están contenidos en la base de datos 
utilizada. Sin embargo, esta premisa no es completamente cierta y conlleva a que existan péptidos que no 
puedan ser identificados, como péptidos que contengan mutaciones, representen nuevos loci codificantes 
de proteína o sean resultado de splicing o de polimorfismos no sinónimos [58] (Figura 14). 
Existen algunas estrategias para identificar estos péptidos, pero la aproximación alternativa que cada vez 
está siendo más utilizada es la Proteogenómica.  La Proteogenómica es un nuevo campo en el que se combi-
nan la Genómica y la Proteómica. El término fue introducido por primera vez en 2004 y consiste en la gene-
ración de bases de datos de secuencias de proteínas o péptidos personalizadas con secuencias de interés 





Estas bases de datos se pueden crear utilizando diferentes estrategias como: generar secuencias utilizando 
los 6 marcos de lectura de la secuencia genómica, predecir genes con metodologías Ab initio, utilizar un mar-
cador de secuencia expresada o EST (del inglés, expressed sequence tag) , utilizar transcritos de ARN anotados 
y traducirlos utilizando 3 marcos de lectura, incluyendo variantes albergadas en repositorios públicos como 
dnSNP (https://www.ncbi.nlm.nih.gov/SNP/) o a partir de datos de secuenciación del ADN o ARNm gracias al 
empleo de técnicas como el RNA-seq [59]. 
Muchas de estas metodologías propuestas incrementan el tamaño de la base de datos, lo que puede conlle-
var a un aumento del número de falsos positivos además de un incremento del tiempo computacional [49]. 
Este aumento del tamaño puede requerir de variaciones en el flujo de trabajo como tener que dividir la base 
de datos y realizar varias búsquedas independientes [49]. Por lo tanto, la base de datos resultante ideal debe 
ser un equilibrio en el que se incluyan entradas interesantes, pero tratando de no incrementar mucho el 
tamaño de la base de datos. 
1.2.4.1. Herramientas para Proteogenómica 
 
En los últimos años se han desarrollado varias herramientas que permiten la generación de estas bases de 
datos, algunas de ellas se detallan en la Tabla 2. 
Figura 14. Posibles elementos a identificar con Proteogenómica. En rojo se representan los nuevos elementos que 
podrían identificarse si se contemplan las lecturas alineadas al genoma. Figura modificada de [58]  
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Las herramientas que se detallan en la tabla utilizan diferentes metodologías para la generación de las bases 
de datos. Según el objetivo del experimento y la anotación existente del organismo es más interesante la 
utilización de una o de otra. Sin embargo, muchas de ellas requieren de conocimiento bioinformático para 
poder ser utilizadas o estar trabajando con algún organismo que esté bien anotado en repositorios de refe-
rencia como Ensembl o Refseq. Por ejemplo, CustomProDB [60] es una de las herramientas más conocidas en 
proteogenómica y consiste en un paquete de R que permite generar bases de datos que incorporan variacio-
nes o nuevas zonas de unión procedentes de datos de RNA-seq permitiendo obtener una base de datos es-
pecífica del experimento. Sin embargo, ésta requiere de conocimiento del lenguaje de programación R para 
su utilización complicando el análisis. 
 













1.2.5. Extracción de información biológica para la integración de datos 
 
Los experimentos masivos de datos han posibilitado el estudio de la expresión de miles de genes y proteínas 
simultáneamente, esclareciendo así no solo su función individual, sino también las complejas interacciones 




Tabla 3. Bases de datos biológicas 
Tipo de Base de Datos Base de datos URL 
Principales BD de secuencias de nucleótidos 
NCBI (EEUU) https://www.ncbi.nlm.nih.gov/ 
EMBL (Europa) https://www.ebi.ac.uk/ 
DDBJ (Japón) https://www.ddbj.nig.ac.jp 
Algunas bases de datos de genomas de 
organismos concretos 
Flybase (Drosophila) http://flybase.org/ 
SGD (Levadura) https://www.yeastgenome.org/ 
TAIR (Arabidopsis) https://www.arabidopsis.org/ 
ENSEMBL (Hombre, ratón y 
otros) 
https://www.ensembl.org/index.html 





Bibliografía Pubmed https://www.ncbi.nlm.nih.gov/pubmed/ 
Rutas metabólicas KEGG http://www.kegg.jp/ 
Enfermedades genéticas humanas OMIM https://www.omim.org/ 
 
Las diversas bases de datos públicas son fuentes de información muy potentes que pueden enriquecer los 
resultados obtenidos por este tipo de análisis. Sin embargo, debido a la proliferación en los últimos años de 
estas fuentes de datos y al estar implicado no un reducido grupo de genes sino miles de ellos, es imposible 
acudir a ellas manualmente. Para ello, es necesario un estudio del tipo de datos disponible y el desarrollo de 
técnicas de recuperación, almacenamiento e integración automáticas que permitan extraer dicha informa-




Las bases de datos biológicas contienen información de diferente índole abarcando los diferentes campos de 
la biología. Algunos recursos como Ensembl (www.ensembl.org) y NCBI (https://www.ncbi.nlm.nih.gov/) reú-
nen mucha información como secuencias de nucleótidos, proteínas, estructura de proteínas, genomas, ex-
presión genética, bibliografía, taxonomía, metabolismo, factores de transcripción, etc. Pero además de estas 
también existen otras bases de datos más específicas que son muy utilizadas. Algunas de ellas se detallan en 
la Tabla 3. 
1.2.5.1. Las bases de datos Ensembl, NCBI y Uniprot 
 
La enorme cantidad de información biológica que se está acumulando en los últimos años se encuentra en 
diferentes bases de datos públicas. Incorporar esta información en los análisis es interesante para obtener 
unos resultados de mayor calidad. 
La información básica sobre la que se asientan casi todas las herramientas y recursos en Bioinformática son 
las secuencias de nucleótidos y proteínas. Una vez es secuenciado el genoma, la información es procesada y 
anotada, empezando por la predicción de genes, proceso en el que se identifica qué fragmentos del genoma 
corresponden a genes. Con esta información ya es posible conocer las proteínas codificadas y diversa infor-
mación estructural o funcional asociada. 
Existen muchas bases de datos de diferentes tipos, sin embargo, en un ámbito más general los dos modelos 
de información biológica más usados son los soportados por NCBI en USA y por el EBI europeo. Estas bases 
de datos están conectadas a diversos recursos permitiendo al usuario acceder a toda la información disponi-
ble de un organismo de una forma clara y sencilla. Esta abarca desde la secuencia de nucleótidos del genoma 
hasta las variaciones encontradas o las secuencias de las proteínas de un organismo.  Casi todas las bases de 
datos importantes contienen bases de datos curadas y de construcción automática. Las de construcción au-
tomática su crecimiento es muy rápido pero su contenido no es tan preciso; en cambio las bases de datos 
curadas crecen lentamente, pero ofrecen información fiable. 
Centrándonos en las bases de datos genómicas o de nucleótidos del NCBI,  Genebank 
(https://www.ncbi.nlm.nih.gov/genbank/) es la base de datos de construcción automática, mientras que Ref-
seq (The Reference sequence Database, https://www.ncbi.nlm.nih.gov/refseq/) es su base de datos revisada 
y libre de redundancias. Ambas contienen información del genoma, tránscritos y proteínas en más de 100.000 
organismos en Genbank y en 75,218 organismos en RefSeq. Cada registro de estas bases de datos está co-
nectada a otras bases de datos pudiendo integrar información de hasta 40 bases de datos distintas. El acceso 
a esta compleja base de datos es posible gracias al sistema desarrollado Entrez [61] que mantiene y propor-
ciona el acceso a toda esta compleja red de información. 
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Por otro lado, está Ensembl que es un proyecto conjunto entre EMBL- EBI y el instituto Sanger. Éste está 
constituido por Ensembl (https://www.ensembl.org) y Ensembl Genomes (http://ensemblgenomes.org/).  En-
sembl contiene 112 organismos vertebrados, mientras que ENSEMBL Genomes se divide en: ENSEMBL Fungi,  
ENSEMBL Bacteria,  ENSEMBL Metazoa ,  ENSEMBL Plants y  ENSEMBL Protists albergando a 45161 organis-
mos [62]. La base de datos revisada y curada de Ensembl se denomina Vega (Vertebrate Genome Annotation) 
[63]. 
Respecto al proteoma, se puede decir que Uniprot (http://www.uniprot.org/) [64], mantenido también por 
EBI entre otros, es el repositorio de información por excelencia. Esta base de datos está dividida en dos: 
Swiss-Prot que consiste en la base de datos curada y revisada manualmente en la que no se encuentran 
redundancias y TrEMBL que contiene entradas analizadas computacionalmente y anotadas automáticamente. 
TrEMBL fue creada porque el incremento de datos generados por los proyectos de secuenciación era tal, que 
era imposible poder revisar todas las entradas al tiempo que se iban generando. 
A cada gen, transcrito y proteína se les asigna un identificador único en cada base de datos. Ese índice de 
identificadores es el esqueleto que sostiene toda la información contenida en Ensembl, Uniprot y NCBI. 
1.2.5.2. Bases de datos funcionales 
 
Gracias a las diferentes técnicas experimentales utilizadas hoy en día, conocemos mucho mejor el papel en 
el que están involucrados los genes o proteínas en los diferentes organismos.  Del mismo modo que con las 
bases de datos genómicas y proteómicas, han aparecido numerosos proyectos para tratar de cubrir diferen-
tes aspectos de la biología. Existen muchas bases de datos diferentes que abarcan numerosos campos de la 
biología como interacciones de proteínas, regulación genética, información estructural, información funcio-
nal, etc. Las bases de datos funcionales más populares se podrían decir que son Gene Ontology y Kegg, que 
permiten anotar los genes con información biológica además de poder realizar análisis de enriquecimiento 
funcional. 
1.2.5.2.1. Gene Ontology 
 
Gene Ontology o GO (http://www.geneontology.org/) es un importante proyecto bioinformático que provee 
un vocabulario controlado, estructurado, bien definido y común que describe el papel de los genes y sus 
productos en diversos organismos [65–67]. 
El proyecto Gene Ontology consiste en tres ontologías independientes y accesibles públicamente. Cada una 
representa un concepto clave en la Biología Molecular y éstas son [65]: 
 Función Molecular: Describen las funciones que llevan a cabo los productos génicos. 
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 Proceso Biológico: Se trata de los grandes procesos biológicos, como la mitosis o el metabolismo de 
las purinas, que son llevados a cabo por conjuntos ordenados de funciones moleculares. 
 Componente Celular: Estructuras subcelulares, localizaciones y complejos macromoleculares. 
 
Cada una de estas ontologías está formada por una serie de anotaciones con identificador alfanumérico, 
nombre común y definición (por ejemplo, catabolic process (GO:0009056)). A estas anotaciones se asignan 
los genes o proteínas correspondientes, permitiendo asociar a cada producto génico un contexto molecular, 




La estructura de GO se puede describir utilizando los términos de un grafo, dónde cada término GO es un 
nodo y las relaciones entre los nodos son las aristas.  Se podría considerar una estructura jerárquica, donde 
los términos “hijos” son más específicos que los términos “padres”, sin embargo, a diferencia de una estruc-
tura jerárquica estricta, un término puede tener más de un término “padre”. Por ejemplo, en la  Figura 15 se 
muestra que en procesos biológicos el término “negative regulation of pigmentation during development” 
tiene dos padres “pigmentation during development” y “regulation of pigmentation during development”. 
Esto es debido a que dentro de un grupo pueden existir subtipos. 
 
Figura 15. Estructura de Gene Ontology. La figura muestra algunos niveles de las anotaciones de los procesos biológi-





Kyoto Encyclopedia of Genes and Genomes o KEGG (http://www.kegg.jp/) es una base de datos que se define 
como la representación computacional del sistema biológico [68]. Esta base de datos almacena conocimiento 
para comprender la información funcional de alto nivel de las células y organismos que forman parte del 
complejo genómico y molecular. KEGG se divide en cuatro bloques: KEGG GENES que alberga información de 
los genes y proteínas, KEGG LIGAND que contiene información de sustancias exógenas y endógenas, KEGG 
PATHWAY que consiste en diagramas moleculares de redes de interacción y reacción y KEGG BRITE que rela-
ciona los diferentes bloques citados.  KEGG PATHWAY es el módulo más utilizado y consiste en una colección 
de mapas dibujados manualmente representando el conocimiento experimental sobre el metabolismo y 
otras funciones de la célula y el organismo como procesos celulares, enfermedades humanas, desarrollo de 
fármacos, etc. Cada mapa contiene una red de interacciones y reacciones moleculares que vinculan los genes 
a sus productos génicos (principalmente proteínas), permitiendo conocer qué genes o proteínas participan 
en estos procesos (Figura 16) 
 
 





1.2.5.3. Repositorios de datos biológicos 
 
Además de bases de datos de información biológica, también existen bases de datos que albergan los datos 
del experimento. Estos repositorios de datos son muy útiles porque permiten compartir y utilizar diferentes 
experimentos de la comunidad científica. 
1.2.5.3.1. Repositorios de datos biológicos en Genómica 
 
Los repositorios de datos biológicos genómicos son bases de datos que contienen experimentos de micro-
arrays, de secuenciación masiva y otras formas de experimentos de alto rendimiento introducidos por la 
comunidad científica. Aproximadamente el 90% de los experimentos son datos de expresión génica que abar-
can diferentes campos de la Biología. 
GEO [69,70] y ArrayExpress [71] son los repositorios de datos biológicos más populares en la actualidad. De 
hecho, existe información duplicada en ambas bases de datos, ya que ArrayExpress importa sistemática-
mente parte de los datos publicados en GEO. 
Los datos almacenados en estos repositorios representan la investigación de la comunidad científica porque 
muchas revistas requieren que los datos del estudio estén disponibles públicamente. Esto permite que los 
datos puedan ser evaluados y/o reanalizados para ser utilizados en otros proyectos. Estos repositorios alber-
gan diferentes tipos de datos que se generan en los análisis: datos crudos, procesados, metadatos, etc. Ade-
más de albergar los datos, también ofrecen herramientas como GEO2R o ArrayExpress Bioconductor package 
para facilitar la descarga, el análisis o la visualización de estos datos. 
Es importante conocer la estructura de los datos para poder acceder a ellos y saber qué información contie-
nen. Por ejemplo, en GEO existen principalmente dos tipos de datos: los que se almacenan en el formato 
enviado por los autores, y, por otro lado, conjuntos de datos procesados por expertos de GEO. Los datos 
enviados por los autores consisten en tres registros (Figura 17): 
 Plataforma (GPL) 
 GPL es el registro que describe la plataforma utilizada, como, por ejemplo, qué microarray o secuen-
ciador se ha empleado para el análisis, además de en el caso de los microarrays, una plantilla con las sondas 
o los genes utilizados para el mismo. 
 Muestras (GSM) 
 Las muestras o GSM describe el protocolo experimental utilizado en la muestra y contiene los datos 
de la propia muestra.  A cada una se le asigna un número de acceso GEO que empieza por GSM seguido de 
número y este debe tener asociado un GPL y puede estar relacionado con más de un GSE. 
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 Series (GSE) 
 Las series o GSE son agrupaciones de muestras que están relacionadas entre sí en un experimento. 
Estas van asociadas a una descripción completa del estudio, y como en los otros casos se le asigna GSE se-
guido de un número. 
 
 
Dado que esta información suele ser muy heterogénea, en algunos casos GEO construye nuevos conjuntos 
de datos llamados GDS. 
 Conjuntos de datos (GDS)   
Los conjuntos de datos o GDS son datos que han sido extraídos, reanalizados y procesados según la descrip-
ción del experimento por expertos de GEO. Para ello, seleccionan un conjunto de muestras biológicas con 
una plataforma en común y reanalizan los datos creando un nuevo conjunto de datos con un formato homo-
géneo. A estos datos también se puede acceder utilizando el identificador único GDS seguido de un número. 
En el caso de Array Express la organización de datos es similar a la de GEO. De una forma parecida, en esta 
base de datos la organización va en torno a los experimentos, describiendo los distintos ensayos que perte-
necen al estudio. 
 
Figura 17. Esquema de la organización de los datos en GEO. 
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1.2.5.3.2. Repositorios de datos biológicos en Proteómica 
 
Como sucede con los datos genómicos, los resultados generados en Proteómica también son almacenados 
en repositorios públicos para ser compartidos con la comunidad científica. El repositorio oficial de datos bio-
lógicos en Proteómica es el consorcio ProteomeXchange (PX, http://www.proteomexchange.org/). Este con-
sorcio se formó en 2006 pero no fue hasta el 2011 cuando se empezó a estandarizar la subida y difusión de 
los datos de espectrometría de masas a nivel mundial [72]. 
PX esté compuesto por los repositorios PRIDE, PeptideAtlas, PASSEL, MassIVE y jPOST. Éstos se formaron con 
distintos objetivos, por ejemplo, PRIDE representa la información igual que fue analizada por el investigador, 
mientras que PeptideAtlas reprocesa los datos con un flujo de trabajo común (TTP, Trans-Proteomic Pipline) 
para mostrar uniformidad en todos los resultados [73]. Este consorcio ha logrado unificar las diferentes bases 
de datos alojando los datos en un portal común. 
1.2.6. Análisis de enriquecimiento funcional 
 
En muchas ocasiones los resultados de experimentos realizados con tecnologías ómicas consisten en largas 
listas de genes o proteínas de interés. La interpretación de estos datos puede ser una tarea compleja que se 
puede facilitar con la realización de análisis funcionales. El análisis funcional de genes hace referencia a la 
anotación y análisis estadístico de listas de genes mediante métodos computacionales que identifican ano-
taciones funcionales con las que los genes están significativamente relacionados. 
Estos tipos de análisis son muy utilizados y como consecuencia existe una gran variedad de herramientas que 
según [74] se clasifican en: análisis de enriquecimiento singular, análisis de enriquecimiento de conjuntos de 
genes y análisis de enriquecimiento integrativo y modular. 
1.2.6.1. Análisis de enriquecimiento singular 
 
El análisis de enriquecimiento singular fue el primer tipo de análisis que se desarrolló y se basa en comparar 
la frecuencia esperada de un término de anotación con la frecuencia esperada por azar. Para ello se aplica 
un test estadístico que suele ser χ2 o el test de Fisher mediante una distribución binomial o hipergeométrica 
para determinar qué anotaciones están significativamente enriquecidas en la lista de entrada con respecto a 
la lista de referencia, que normalmente suelen ser todos los genes del genoma. El p-valor calculado repre-
senta la significancia de la asociación entre el término y la lista, aquellos términos individuales con, por ejem-
plo, un p-valor menor de 0.05 se consideran enriquecidos. En este contexto se suelen utilizar anotaciones de 
diferentes fuentes, unas de las más populares son Gene Ontology y KEGG [75]. Hoy en día existen muchas 
herramientas que hacen este tipo de análisis, un ejemplo son GeneCodis [75–77], David [78], Panther [79]. 
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1.2.6.2.  Análisis de enriquecimiento integrativo y modular 
 
El análisis de enriquecimiento singular considera cada término independientemente, sin embargo, no todos 
los términos son independientes. Por ejemplo, los términos GO están relacionados entre sí, lo que puede 
llevar a la redundancia o creer que un concepto biológico está más enriquecido por obtener más términos. 
De hecho, esto puede suceder porque la fuente de anotación tenga procesos más anotados que otros, ya 
que estas fuentes son actualizadas constantemente. 
Existen herramientas que consideran estas relaciones entre los términos como son Ontologizer [80], David 
[78] y GeneCodis [77] mejorando la sensibilidad y especificidad del análisis. Estos análisis se llaman análisis 
de enriquecimiento integrativo y modular y consisten en incorporar un segundo análisis al singular teniendo 
en cuenta las dependencias entre genes o proteínas inferidas de redes biológicas, grafos de ontologías o 
combinaciones de diversos tipos de anotaciones. 
1.2.6.3.  Análisis de enriquecimiento de conjuntos de genes 
 
El análisis de enriquecimiento de conjuntos de genes incorpora los valores de expresión, valores de Fold 
Change o los p-valores de todos los genes para hacer un test de análisis de significación estadística. En este 
análisis se evalúa toda la lista de genes ordenados según su correlación con el fenotipo (datos de perfil mo-
lecular) en el contexto de la anotación, y no únicamente aquellos diferencialmente expresados o más intere-




Figura 18. Análisis de enriquecimiento de conjuntos de genes en GSEA. 
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El análisis de enriquecimiento de conjuntos de genes o GSEA, evalúa los datos del análisis a nivel de conjuntos 
de genes. Los conjuntos de genes son definidos basándose en el conocimiento biológico, como, por ejemplo, 
información publicada sobre vías metabólicas. El objetivo de GSEA es determinar si los miembros de un con-
junto de genes tienden a aparecer en los extremos de la lista (parte superior o inferior), y así determinar si 
el conjunto de genes se correlaciona con uno de los fenotipos [81]. La herramienta más popular es GSEA del 
Broad Institute [81], pero existen otras como GeneTrail [82], FatiScan [83], etc. (Figura 18) 
1.2.7. Conversión de identificadores de genes o proteínas 
 
Como hemos estado comentando, el conocimiento biológico se encuentra actualmente esparcido en bases 
de datos diferentes e independientes. Cada una de estas bases de datos pueden contener identificadores de 
genes propios. Para poder integrar los datos de diferentes fuentes, o bien poder utilizar herramientas desa-
rrolladas para la realización de diferentes análisis, es necesario convertir los identificadores a uno común y/o 
a uno reconocible para la herramienta que se vaya a utilizar. 
Un ejemplo en el que es necesaria la conversión de identificadores es en los microarrays, para cuyo análisis 
se deben traducir los identificadores de las sondas previamente a un identificador conocido como Official 
Gene Name, Genbank, RefSeq, UniProt, etc. Este proceso es lento y tedioso, y aún más importante, suele 
llevar a una traducción incompleta o inexacta y en consecuencia perder información. Por ello se han creado 
herramientas que permiten esta conversión como DAVID Gene ID Conversion Tool [84] o Biomart [85] que 









En la introducción de este trabajo se presentan múltiples técnicas experimentales utilizadas en las ciencias 
ómicas. Es fácil suponer que la integración de todas ellas representa el escenario ideal para poder entender 
la complejidad biológica de los seres vivos. Sin embargo, en términos prácticos esta integración no es nada 
simple y solo es posible mediante la integración de distintas disciplinas científicas. La bioinformática intenta 
ser un punto central en este contexto y en particular esta complejidad en la integración ha constituido una 
de las motivaciones centrales de este trabajo.  
Por lo tanto, el objetivo general de esta tesis doctoral es el desarrollo y aplicación de métodos bioinformáti-
cos para el análisis de datos biológicos procedentes de diversas plataformas, así como su integración y apli-
cación para obtener una visión global de los genes, proteínas y procesos biológicos alterados. Estos métodos 
se aplicarán tanto a datos procedentes de diferentes laboratorios para responder a preguntas científicas 
concretas como a datos existentes en repositorios públicos para crear herramientas tales como las destina-
das al reposicionamiento de fármacos. 
Estos objetivos se traducen de una manera detallada en: 
- Elaboración de diferentes flujos de análisis automáticos o semi-automáticos para estudiar datos biológicos 
procedentes de diferentes técnicas ómicas, tales como datos de secuenciación masiva (RNA-Seq) o espectro-
metría de masas; utilizando datos de múltiples laboratorios o abordando datos procedentes de repositorios 
públicos comparando varias muestras de forma simultánea. 
- Desarrollo de una metodología para identificar el interactoma de las células madre hematopoyéticas HSC 
mediante la integración de datos biológicos procedentes de diversas fuentes de información. 
-  Desarrollo de una herramienta bioinformática para el reposicionamiento de fármacos a través de la com-
paración de perfiles de expresión de diferentes bases de datos públicas. Asimismo, se desarrollarán herra-
mientas complementarias e interfaces para poder visualizar y comparar este tipo de experimentos de una 
forma sencilla e intuitiva. 
- Elaboración de una herramienta para la generación de bases de datos Proteogenómicas que incorporen 
variaciones y nuevas uniones a las bases de datos de referencia utilizadas para realizar las búsquedas de 
MS/MS e identificar nuevas proteínas. 
Cada uno de estos objetivos será desarrollado en la sesión de aportaciones principales. Para facilitar su lec-
tura y coherencia, estos serán presentados siguiendo una estructura completa de introducción, metodología, 
resultados y discusión. Cabe destacar que casi todos los desarrollos de los objetivos de esta tesis llevan aso-











3.1. Metodología bioinformática para la identificación de reguladores involucrados en 
la expansión y migración de células madre hematopoyéticas. 
 
Hoy en día se está constatando que las células de un organismo multicelular interactúan con su entorno 
celular inmediato adaptando el entorno a sus necesidades. Esta afirmación es cierta para las células madre y 
el nicho en el que residen, como en el caso de las HSC (del inglés, hematopoietic stem cells) [86,87]. Esto 
también se ha visto en el desarrollo de tumores, donde las células del tumor influyen en el nicho cambiándolo 
para que favorezca el mantenimiento y la progresión del tumor, y así no apoyar el mantenimiento celular 
normal. A pesar de que existan trasplantes de células madre todavía no se conoce mucho sobre cómo éstas 
interactúan [88–90] y esta información es necesaria para mejorar la efectividad de los fármacos y encontrar 
nuevos tratamientos. 
Este proyecto se llevó a cabo conjuntamente con el Stem Cell Institute de la Katholike Universitet de Leuven y 
propone analizar los niveles de ARN celular para identificar los perfiles de expresión del transcriptoma en las 
células HSC y el nicho, y a partir de los mismos derivar las posibles redes de interacción y señalización. Este 
análisis interactómico a partir del transcriptoma se extendió a las distintas fases del desarrollo. En concreto, 
esta propuesta se basa en el desarrollo de métodos bioinformáticos para detectar y evaluar las posibles 
relaciones entre las HSC y los nichos durante el desarrollo en el hígado fetal. 
3.1.1. Células madre 
 
El concepto de células madre ha atraído un gran interés debido a una serie de acontecimientos durante la 
última década, como el desarrollo de medios para mantener y expandir las células madre embrionarias 
humanas, o el descubrimiento de pequeñas poblaciones de células madre en varios órganos del organismo 
desarrollado que tienen la capacidad de regenerar todas las diferentes células del tejido [91]. 
Las células madre se definen por su habilidad de auto-renovarse, que significa dejar como mínimo una copia 
idéntica de ellas mismas después de cada división celular, y de diferenciarse en todas las células maduras del 
órgano o tejido al que pertenecen. El concepto de células madre fue propuesto por Till y McCulloch en el año 
1960 cuando demostraron la existencia de células madre multipotentes mientras estudiaban la regeneración 
del sistema sanguíneo in vivo [92]. 
Las células madre se clasifican por la diversidad de su progenie en: totipotentes (las que tienen habilidad para 
dividirse y producir todas las células diferenciadas de un organismo), pluripotentes (capaces de formar todos 
los tejidos del cuerpo), multipotentes (capaces de crear los múltiples linajes celulares que constituyen un 
órgano o tejido), oligopotentes (aquellas que su progenie únicamente pertenecen a dos o más linajes dentro 





Las células que forman el cigoto son las células totipotentes y tienen el potencial de convertirse en cualquier 
tipo de célula. Días después de la fecundación, las células totipotentes se especializan originando las células 
madre pluripotentes o también llamadas células embrionarias que dan origen a todos los tejidos del cuerpo. 
En el organismo adulto encontramos el resto de tipos de células madre. Existen algunos tipos celulares como 
las células madre mesenquimales y hematopoyéticas capaces de diferenciarse en más de un tipo celular, o 
las células madre específicas de tejido (unipotentes) que tienen la función de renovarse o regenerarse si se 
produce algún daño tisular. 
3.1.1.1. Células madre hematopoyéticas 
 
El sistema sanguíneo es utilizado como paradigma para entender las células madre de tejido, su biología, y su 
participación en el envejecimiento, las enfermedades y la oncogénesis. 
Las HSC se encuentran en la médula ósea, la sangre periférica y la sangre del cordón umbilical. Son células 
multipotentes capaces de producir precursores sanguíneos para cada linaje, que se diferenciarán y producirán 
células sanguíneas maduras, incluyendo glóbulos rojos, megacariocitos, células mieloides (monocito, 
macrófago y neutrófilo) y linfocitos [94]. Estas células sanguíneas maduras suelen tener una vida corta, por 
lo tanto, se requiere de las células hematopoyéticas para reponer las células progenitoras de los diferentes 
linajes sanguíneos [95]. Las células madre hematopoyéticas se dividen en dos grupos en función del tiempo 
que mantienen la capacidad de auto-renovación. Células capaces de auto-renovarse indefinidamente (long 
term subset, LT) o células con esta capacidad durante aproximadamente 8 semanas (short term subset, ST). 
Figura 19. Tipos de células madre. Las células madre totipotentes tienen la capacidad de desarrollar un embrión com-
pleto; las pluripotentes pueden dar origen a cualquier tipo celular y las multipotentes dan origen a los distintos tipos 
celulares del órgano o tejido del que proceden. Figura tomada de http://www.dfarmacia.com/farma/ 
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Las células con una capacidad limitada de auto-renovación, se diferencian en progenitores multipotentes. 
Estos tienen la capacidad de diferenciarse en múltiples pero limitados tipos celulares para poder diferenciarse 
en diferentes progenitores, como los progenitores mieloide o linfoide, y obtener finalmente una progenie 
diferenciada funcionalmente a través de un proceso de maduración irreversible [87,91]. 
3.1.1.2. Desarrollo de las HSC 
 
El conjunto inicial de las HSC se forma durante la embriogénesis, en un procedimiento complejo que envuelve 
diferentes espacios anatómicos (el saco vitelino, la región de la aorta-gónada-mesonefros, la placenta y el 




Durante este proceso, las HSC que se están desarrollando migran a través de distintos nichos embrionarios 
los cuales les proveen señales para que establezcan y conserven su habilidad de autorrenovarse y 
diferenciarse [87,96]. Los nichos son lugares exclusivos de los tejidos que protegen y regulan las células madre 
a través de mecanismos biofísicos, bioquímicos y celulares [90].  Es concebible que el micro-ambiente, 
especialmente en el hígado fetal (Feltal Liver, FL), se modifique durante el desarrollo con el fin de satisfacer 
las necesidades que se requieren para la diferenciación en distintos linajes y la expansión de las HSC [97]. 
Figura 20. Rutas migratorias y circulatorias que conectan los sitios hematopoyéticos fetales en ratón. De la línea pri-
mitiva migran al saco vitelino (amarillo), a la región de la aorta-gónada-mesonefros (verde) y a la placenta (azul). Se cree 
que la especificación de las HSC se produce durante la migración. Alrededor del estadio E11-12.5 el hígado fetal (rojo) 
es colonizado, y después se establecen en la médula ósea (naranja) (Figura tomada y modificada de [95]). 
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El hígado fetal es el órgano hematopoyético primario y el sitio más importante para que las células se 
expandan y se diferencien. La primera etapa del hígado fetal empieza en el estadio E11-12.5, cuando el hígado 
es colonizado por las HSCs que han migrado desde el saco vitelino, la región aorta-gónada-mesonefros y la 
placenta a partir de la vena umbilical y la vena vitelina [98]. 
Durante la embriogénesis, las HSC no solo consiguen obtener una progenie madura, sino que también se 
expanden simétricamente para crear un conjunto adecuado para la vida postnatal. La expansión de las HSC 
en el hígado fetal consigue el punto más alto, un máximo de alrededor 1000 HSC, en el estadio E15.5-E16.5, 
después, poco a poco pierde su capacidad de proliferación [95]. 
Finalmente, antes del nacimiento, la localización de la hematopoyesis cambia del hígado fetal a la médula 
ósea alrededor del estadio 18.5 donde se establece durante la época adulta y entra en el estadio G0 del ciclo 
celular [95,99]. La elección de la residencia no es casual, se establecen en la médula ósea ya que los 
alrededores del hueso proporcionan una protección física a agresiones externas, y los elementos celulares de 
la médula ósea nutren y mantienen las HSC. La migración de las HSC a la médula ósea (Bone marrow, BM) es 
comúnmente conocido como homing [100]. 
3.1.1.3. Aplicaciones médicas de las HSC 
 
La capacidad única de las HSC de auto-renovarse y restaurar el sistema linfohematopoyético ha sido utilizada 
en varias aplicaciones médicas. Al principio las HSC se utilizaron únicamente para reconstruir médula ósea 
dañada pero los tratamientos han evolucionado no centrándose únicamente en tratamientos de 
enfermedades de la sangre, y actualmente son utilizadas para trastornos de todos los órganos del cuerpo 
humano [101].   
Este gran interés en el campo de las células madre es debido a que su gran potencial terapéutico puede tener 
importantes aplicaciones en la ingeniería de tejidos, medicina regenerativa, terapia celular y terapia génica 
[102]. El concepto de terapia celular es el de reparar, sustituir o complementar células enfermas por células 
sanas. Actualmente existe la forma de suministrar células madre que puedan diferenciarse en nuevas células 
o tejidos sanos para aliviar o incluso curar una amplia gama de condiciones difíciles de tratar [103]. Se suelen 
tratar varias enfermedades con trasplantes de HSC como las que se muestran en la Tabla 4. Sin embargo, hay 
mucho por investigar sobre las características específicas de las células madre, como los mecanismos 
involucrados en la diferenciación y reparación para poder probar la eficacia y seguridad de nuevas terapias 








Tabla 4. Enfermedades comúnmente tratadas con transplantes de HSC. (Información obtenida de [104,105] ) 




Linfoma no Hodgkin     
Leucemia mieloide aguda 
Neuroblastoma 
Cancer de ovarios 







Leucemia mieloide aguda 
Leucemia linfoblastica aguda 
Leucemia mieloide cronica 








Anemia de Fanconi 
Anemia de Diamond-Blackfan 
Talasemia 
Anemia falciforme 
Inmunodeficiencia combinada severa 
Sindrome de Wiskott-Aldrich 
Error congénito del metabolismo 
 
3.1.2. Metodología bioinformática 
 
Como parte de este trabajo desarrollamos una metodología bioinformática para detectar y evaluar las 
posibles relaciones entre las HSC y los nichos durante el desarrollo en el hígado fetal. La primera etapa de la 
metodología consistió en analizar los transcriptomas correspondientes a los diferentes tiempos para 
determinar y cuantificar los niveles de expresión, mientras que la segunda etapa se basó en predecir las 
posibles interacciones y conocer los reguladores intrínsecos involucrados, para saber si estas relaciones 
juegan un rol determinante en la expansión o migración en las HSC. 
Estas relaciones se estudiaron basándonos en el esquema dela Figura 21. Primero nos centramos en aquellos 
elementos que se están expresando, y con esa información estudiamos si existen evidencias de que las 
proteínas secretadas del nicho interaccionen con algún receptor de las HSC del hígado fetal. A continuación, 
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observamos qué elementos están involucrados en la interacción y qué efecto conllevan para evaluar su 






















Este proceso fue realizado en las distintas fases del desarrollo. Se obtuvieron muestras del hígado fetal y de 
los nichos en diferentes días del desarrollo embrionario (12.5, 14.5, 16.5 y 18,5). Las relaciones se 
establecieron según la Figura 22. Estudiando posibles relaciones entre el nicho FL12.5 con HSC FL 12.5 y HSC 
FL14.5, el nicho FL14.5 con HSC FL 14.5 y HSC FL16.5 y el nicho FL16.5 con HSC FL 16.5 y HSC FL18.5. Estas 
etapas fueron llevadas a cabo mediante el desarrollo de metodologías bioinformáticas existentes que 
detallaremos en los capítulos siguientes y que fueron codificadas en el lenguaje Perl para este proyecto. 
 
 
Figura 21. Figura esquemática del proceso a estudiar. Las proteínas secretadas por el nicho interaccionan con recep-
tores de las células hematopoyéticas activando una cascada de señalización que involucran factores de transcripción 







Se obtuvieron 11 muestras de diferentes estadios y localizaciones (nicho o HSC) de ratón (Mus Musculus) por 
microdisección con láser. Esta última es una técnica que permite aislar células de interés de regiones 
microscópicas en tejidos celulares. 
Ocho de las once muestras pertenecen a las HSC en distintos estadios del desarrollo embrionario en el hígado 
fetal (E12.5, E14.5, E16.5 y E18.5) con una réplica para cada muestra. Cada estadio se refiere a los días de 
desarrollo del feto. Para el estudio de la relación de los microambientes con el desarrollo de las HSC, se 
obtuvieron muestras de los nichos en los estadios E12.5, E14.5 y E16.5 (Tabla 5). 
 
Tabla 5. Muestras utilizadas para el estudio 
Muestra Días de desarrollo embrionario Número de replicas 
Hígado Fetal HSC  E12.5 2 
Hígado Fetal HSC  E14.5 2 
Hígado Fetal HSC  E16.5 2 
Hígado Fetal HSC  E18.5 2 
HSC nicho E12.5 1 
HSC nicho E14.5 1 
HSC nicho E18.5 1 
 
Figura 22. Relaciones entre HSC del hígado fetal y los nichos a estudiar. El nicho FL12.5 interactúa con FL12.5 y FL14.5; 
el nicho FL14.5 interactúa con FL14.5 y FL16.5 y por último el nicho FL16.5 interactúa con FL16.5 y FL18.5.  
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Estas muestras se secuenciaron mediante la tecnología RNA‐seq que permite revelar la presencia y cantidad 
de ARN en una muestra biológica en un momento dado y así estudiar los genes que se están expresando. El 
análisis de RNA‐seq consiste en diversos pasos, empezando por la preparación de una librería específica para 
la secuenciación, hasta el posterior análisis bioinformático que detallamos en los siguientes puntos. 
3.1.2.2. Análisis de datos 
 
Utilizando el secuenciador Illumina HiSeq2000 se generaron lecturas paired‐end (secuenciadas por ambos 
extremos) y strand specific (que tienen en cuenta la orientación de las lecturas). Los ficheros crudos obtenidos 
del secuenciador (ficheros FASTQ) contienen la secuencia biológica junto a las calidades asociadas a cada 
nucleótido de dicha secuencia. 
3.1.2.2.1. Calidad de las secuencias 
 
El primer paso a realizar en todo análisis de secuenciación masiva es comprobar la calidad de las secuencias, 
y determinar si es necesario reducir el ruido que contienen las lecturas debido a la secuenciación o a alguna 
contaminación en la preparación de la muestra. Es posible comprobar la calidad porque los sistemas de 
secuenciación estiman la probabilidad del que los nucleótidos identificados sean erróneos. Esta estimación 
se calcula utilizando la escala Phred que se define: 
 
𝑃ℎ𝑟𝑒𝑑 =  − 10 log(𝑝𝑟𝑜𝑏 𝑒𝑟𝑟𝑜𝑟) 
 
Y es específica de cada tecnología y la calcula el software del equipo. La empresa BGI (Beijing Genomics 
Institute) que es la que secuenció las muestras, previamente a la entrega de los resultados realiza unos pasos 
de filtrado que consisten en: eliminar las lecturas con adaptadores, eliminar las lecturas en que las bases no 
identificadas son superiores al 5% y eliminar las lecturas con más de un 30% de la secuencia con bases de 
baja calidad (una base con baja calidad es aquella que la calidad de secuenciación no es superior a 10 en 
escala Phred). Aunque las lecturas fueron filtradas por la compañía de secuenciación, comprobamos con la 
herramienta FASTQC [14] que la calidad fuese la deseada para poder proceder al alineamiento con el menor 
ruido en las lecturas. 
3.1.2.2.2. Alineamiento de las lecturas 
 
El siguiente paso fue mapear las lecturas contra el genoma de referencia mm9 utilizando la herramienta 
TopHat [4,18]. TopHat es un alineador que se basa en el método de la transformada de Burrows‐Wheeler. 
Para el alineamiento se empleó el genoma de referencia mm9 de UCSC (University of California at Santa Cruz) 
y las opciones: 
 ‐r: Para especificar la distancia media interior esperada entre los dos fragmentos de paired‐end. 
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 ‐p: Número de cores utilizados por el programa 
 ‐‐no‐discordant: reporta únicamente aquellos fragmentos que tengan su paired‐end. 
 ‐‐no‐mixed: reporta aquellos alineamientos en los que los dos fragmentos de paired‐end han podido 
ser mapeados. 
Con el fichero con formato BAM obtenido del alineamiento, se utilizaron herramientas de la suite SAMtools 
[38] para ordenar e indexar el archivo. A continuación, para confirmar que el análisis es correcto se visualizó 
con IGV (Integrative Genomics Viewer). Esta es una herramienta de visualización que permite la exploración 
de grandes ficheros de datos genómicos de distintos tipos y de diferentes especies en tiempo real [106]. 
3.1.2.2.3. Cuantificación 
 
Para medir los niveles de expresión en las distintas muestras del estudio se utilizó el paquete Genomic 
Features [107] del lenguaje de programación R que permite al usuario descargar fácilmente las localizaciones 
genómicas de los transcritos, los exones y CDS (Coding Sequence) de un organismo dado, ya sea de la base de 
datos de UCSC o de Ensembl. Utilizando este paquete calculamos el número de lecturas alineadas en cada 
gen (a nivel de exones). 
3.1.2.2.4. Normalización 
 
Los análisis de RNA‐seq proporcionan aproximaciones cuantitativas de la abundancia de los transcritos, en 
forma de conteo. Sin embargo, el conteo tiene que ser normalizado para eliminar los sesgos técnicos 
procedentes de la secuenciación, en particular, la longitud de las especies de ARN y la profundidad en la 
secuenciación de la muestra. Para ello, se procedió a normalizar los datos a valores RPKM (Reads per KB per 
million reads). RPKM es una medida de cuantificación de la expresión génica de datos de RNA‐seq que se basa 
en normalizar el total de la longitud de la lectura y el número de lecturas secuenciadas. 
 
𝑅𝑃𝐾𝑀 =  
𝑁ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑙𝑒𝑐𝑡𝑢𝑟𝑎𝑠 𝑎𝑙𝑖𝑛𝑒𝑎𝑑𝑎𝑠 × 1 𝑚𝑖𝑙𝑙ó𝑛 𝑑𝑒 𝑙𝑒𝑐𝑡𝑢𝑟𝑎𝑠
(𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑 𝑑𝑒𝑙 𝑡𝑟𝑎𝑛𝑠𝑐𝑟𝑖𝑡𝑜 × 𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑙𝑒𝑐𝑡𝑢𝑟𝑎𝑠 𝑡𝑜𝑡𝑎𝑙)
 
 
Con la media de los datos normalizados realizamos un análisis de los componentes principales (PCA, Principal 
Component Analysis). Esta técnica es utilizada para reducir la dimensionalidad de conjuntos de datos; además 
de poder observar y comprobar las diferencias entre las muestras. Con este análisis observamos en la Figura 






















3.1.2.2.5. Umbral de activación 
 
Al estudiar la expresión de los genes en distintos momentos de la embriogénesis, y no tratarse de analizar 
genes diferencialmente expresados, requerimos de un umbral de estimación de expresión real para cada 
tiempo. De aquí en adelante llamaremos a éste término umbral de activación. El método utilizado para 
seleccionar el umbral fue el descrito en [108]. 
Este método se basa en la estimación de la Tasa de Falsos Positivos y Tasa de Falsos Negativos (FNR, False 
Negative Rate) en diferentes niveles de expresión. El FDR se refiere a la cantidad de lecturas correspondientes 
a los genes (exones) que realmente corresponden a ruido en la secuenciación, esto se obtiene estimando el 
ruido de las regiones intergénicas. El FNR se refiere a las lecturas que no se han considerado en el conteo 
debido a errores en la secuenciación, fallos en el alineamiento, u otros factores. 
Para seguir éste método, a partir del fichero obtenido del análisis de RNA‐seq que contiene la media de la 
cuantificación de los genes en RPKM, se generó una gráfica de densidad agrupando los genes en distintos 
niveles de expresión con el fin de mostrar el porcentaje de genes que tienen un determinado RPKM. La gráfica 
también se creó para las regiones intergénicas. Según el estudio de [109], las regiones intergénicas no 
deberían pertenecer a intrones o a zonas de 10 kb flanqueando los genes, por lo tanto, estas no han sido 
incluidas en el conteo de las regiones intergénicas. 
 





Como en el trabajo [108], el autor representa en la Figura 24, gráficas correspondientes a la cantidad 
acumulada de genes y regiones intergénicas expresadas por encima de ciertos niveles de expresión (Figura 




 ×  (1 − 𝑐𝑢𝑚𝑔𝑒𝑛𝑒𝑠𝑖)
1 − 𝑐𝑢𝑚𝑖𝑛𝑡𝑒𝑟𝑔𝑖  
 
Que es utilizado para estimar el verdadero número de genes expresados en cada región (Figura 24C): 
 
𝑔𝑒𝑛𝑒𝑠_𝑒𝑠𝑡𝑖  = 𝑐𝑢𝑚_𝑔𝑒𝑛𝑒𝑠𝑖 × 𝐹𝐷𝑅𝑖 
 
A partir de esta estimación de genes se calculó el FNR mediante: 
 
𝐹𝑁𝑅𝑖 = 1 −
∑ 𝑔𝑒𝑛𝑒𝑠_𝑒𝑠𝑡𝑗𝑛𝑗=𝑖
∑ 𝑔𝑒𝑛𝑒𝑠_𝑒𝑠𝑡𝑗𝑛𝑗=1
  representándose en la Figura 24D. 
 
Figura 24. Estimación del FDR y el FNR en los diferentes niveles de expresión. Figura tomada de [108] 
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Finalmente, en la Figura 24D se representa la FDR y FNR para diferentes valores de expresión. El valor en el 
que ambas se intersectan se seleccionó como umbral de activación, siendo este el punto de equilibrio entre 
ambos valores. Este procedimiento fue repetido para cada uno de los tiempos obteniendo los datos 
representados en la Tabla 6 que son los umbrales de activación para cada una de las muestras y el número 
de genes asignados a cada grupo (genes no detectados, genes no expresados y genes expresados). 
 
 
Tabla 6. Valor del umbral de activación en cada estadio y número de genes no detectados, no expresados y expresa-
dos al establecer el umbral. 
Muestra Umbral de activación Genes no detectados Genes no expresados Genes expresados 
Hígado Fetal HSC E12.5 0.465668 7850 2161 13274 
Hígado Fetal HSC E14.5 0.5598743 7427 2733 13125 
Hígado Fetal HSC E16.5 0.5992199 7732 2309 13244 
Hígado Fetal HSC E18.5 0.576851 7729 2406 13150 
HSC nicho E12.5 0.5708743 8530 1822 12933 
HSC nicho E14.5 0.4870799 9038 1598 12649 
HSC nicho E18.5 0.4621148 9580 1762 13943 
 
3.1.2.3. Bases de datos de anotaciones utilizadas 
 
Se llevó a cabo una búsqueda exhaustiva de receptores, factores de transcripción y proteínas secretadas en 
diferentes bases de datos, con el objetivo de asociar estas anotaciones a los genes de los datos de RNA‐seq 
que superan el umbral de activación. Además, se obtuvo información de interacciones y rutas metabólicas 
para la posterior integración e interpretación de los datos. 
Esta información fue adquirida de diferentes fuentes de información, como Uniprot (http://www.uni-
prot.org/)  y Gene Ontology (http://www.geneontology.org/). Ambos son proyectos bioinformáticos relevan-
tes que contienen información funcional de diversos organismos, de bases de datos específicas de localiza-
ción o función. 
Uniprot es una base de datos de acceso libre de secuencias de proteínas e información funcional. Muchas de 
sus entradas derivan de proyectos de secuenciación del genoma y además contiene una gran cantidad de 
información sobre la función biológica de las proteínas derivada de literatura científica [64]. Para la anotación 
se utilizó la base de datos Swiss‐Prot que tiene como objetivo proporcionar información fiable con un alto 
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nivel de anotación y un nivel mínimo de redundancia. De esta base de datos extrajimos aquellas proteínas 
anotadas como receptores, factores de transcripción y proteínas secretadas en Mus musculus. 
Por otro lado, Gene Ontology es un proyecto que proporciona un vocabulario controlado de términos para 
describir procesos biológicos, funciones moleculares, y componentes celulares o localizaciones de productos 
génicos [67]. Estos términos GO se usan como atributos de los productos génicos por parte de las distintas 
bases de datos, facilitando así búsquedas estandarizadas. De estos datos se obtuvieron aquellos genes que 
se encuentran anotados como Receptor complex (GO:0043235) y/o Receptor activity (GO:0004872) para los 
receptores, y como Extracellular space (GO:0005615) para las proteínas secretadas. Aparte de estas dos 
grandes fuentes de información también se utilizaron bases de datos específicas de función o localización 
celulares detalladas a continuación. 
3.1.2.3.1. Bases de datos de receptores 
 
Las bases de datos de receptores consultadas fueron: International Union of Basic and Clinical Pharmacology 
(IUPHAR,http://www.guidetopharmacology.org/) [110]  y Human Plasma Membrane Receptome (HPMR, 
http://www.receptome.org/HPMR/). IUPHAR es una asociación sin ánimo de lucro con el objetivo de 
proporcionar acceso a un gran repositorio de datos de receptores, canales iónicos y medicamentos, mientras 
que HPMR contiene familias de receptores de humanos que participan en rutas de señalización. Esta última 
base de datos se creó con el objetivo de estudiar la evolución de los receptores [111]. 
3.1.2.3.2. Bases de datos de proteínas secretadas 
 
Secreted Protein Database (SPD,http://spd.cbi.pku.edu.cn) es una base de datos de proteínas secretadas en 
ratón, rata y humano que contiene entradas de las bases de datos Swiss‐Prot, TrEMBL, RefSeq, Ensembl y CBI‐
gene, además de proteínas secretadas predichas [112]. 
3.1.2.3.3. Bases de datos de interacciones 
 
 Para detectar qué proteínas secretadas del nicho podrían interactuar con receptores expresados en 
células HSC, se recopilaron las interacciones conocidas en humano y ratón de las bases de datos INTACT del 
EMBL‐EBI (https://www.ebi.ac.uk/intact/) [113] y Molecular interaction database [114] (MINT, 
http://mint.bio.uniroma2.it/mint/) . Estas son dos bases de datos que contienen interacciones proteína-
proteína manualmente revisadas de datos procedentes de la literatura científica y datos experimentalmente 
validados. 
3.1.2.3.4. Bases de datos de factores de transcripción 
 
Con el fin de saber qué rutas están involucradas en la migración y expansión de las HSC, se realizó una 
búsqueda exhaustiva de los targets de los factores de transcripción expresados en los distintos tiempos. Las 
56 
 
bases de datos utilizadas para la obtención de factores de transcripción y sus targets fueron Pazar, TRANSFAC, 
Integrated Transcription Factor Plataform (ITFP) e Ingenuity. 
 
Transfac es una base de datos que requiere licencia y contiene información revisada por expertos de factores 
de transcripción de organismos eucariotas. La base de datos incluye sus sitios de unión y los perfiles de unión 
a ADN, además de sus targets entre otra información [115]. También se utilizaron repositorios públicos como 
PAZAR [116] y ITFP [117], que además de información experimentalmente validada utiliza predicciones en 
organismos modelo. Finalmente utilizamos la herramienta “Upstream analysis” de Ingenuity, que permite 
obtener los factores de transcripción de los datos de RNA‐seq estudiados. 
3.1.2.3.5. Ingenuity para la obtención de rutas metabólicas 
 
Ingenuity Pathways Analysis (IPA) (www.ingenuity.com) es una herramienta web que contiene interacciones 
biológicas y químicas, además de anotaciones funcionales que han sido manualmente revisadas, entre otra 
información. El software IPA contiene distintas herramientas para realizar diversos análisis. En este proyecto 
se utilizó el software para interpretar los datos de expresión de Mus musculus en el contexto de procesos 
biológicos y rutas metabólicas. Para ello, se introdujeron los datos de expresión obtenidos del análisis de RNA‐
seq en cada tiempo del hígado fetal y se seleccionó el tipo de análisis “Core analysis”. Éste análisis realiza una 
evaluación rápida de las vías de señalización y metabólicas de las redes moleculares y de los procesos 
biológicos que están significativamente más alterados por los datos de interés introducidos. Estos datos 
pueden ser exportados, pero también se puede obtener información detallada acerca de la ruta y de los genes 
involucrados; o también obtener un diagrama interactivo de la ruta. 
3.1.2.4. Integración de datos 
 
El diagrama del proceso con los scripts utilizados para obtener las rutas de mayor interés para el estudio, se 
representa en la Figura 25. El primer paso fue integrar la información obtenida de las diferentes bases de 
datos para identificar aquellos receptores, proteínas secretadas y factores de transcripción expresados en los 
datos de RNA‐seq. A continuación, se filtraron las rutas de IPA utilizando la información biológica obtenida 
para obtener únicamente aquellas interesantes para el estudio, quedándonos con las rutas con un p-valor 
mayor a 0.01 y con un factor de transcripción y receptor (con interacción con proteína expresada conocida) 
expresados. 
3.1.2.4.1. Integración de anotaciones 
 
Los identificadores de los datos obtenidos de las distintas bases de datos fueron unificados a uno común para 
poder comparar, integrar resultados y eliminar las redundancias propias de la utilización de distintas fuentes 
de información. Se utilizó como identificador ENSEMBL GENE ID de Mus musculus. Esta conversión fue llevada 
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a cabo utilizando la herramienta DICT (David Gene ID Conversion Tool) que convierte los distintos 
identificadores al identificador seleccionado, y además informa sobre cuáles son los identificadores de ese 
gen en otras especies [84] . Este último punto es importante, porque las bases de datos específicas utilizadas 
no siempre contienen datos de ratón y en aquellos casos en que la base de datos contiene datos 
experimentalmente validados, se recogió la información de humano y se anotó como ratón utilizando esta 
herramienta. 
Juntados todos los datos, convertidos a un identificador común y eliminadas las redundancias se obtuvieron 
2.488 receptores, 1.758 proteínas secretadas, y 2.626 factores de transcripción. Este procedimiento fue 
llevado a cabo mediante el desarrollo y utilización de los scripts en Perl (Bases_datos.pl y 
Ensemble_gene_Id.pl). 
3.1.2.4.2. Selección de los genes expresados 
 
A partir de los datos obtenidos del análisis de RNA‐seq y mediante una serie de scripts se seleccionaron 
aquellos genes de los datos de expresión en el hígado fetal que se encontraban expresados según el umbral 
de activación propuesto para cada uno de los tiempos. Estos se agruparon según su correspondencia a 
receptores o factores de transcripción, obteniendo así los receptores y factores de transcripción expresados 
en un determinado estadio de tiempo. 
El mismo análisis se realizó para los genes de los datos de expresión de RNA‐seq pertenecientes al nicho, en 
este caso se seleccionaron aquellos genes que correspondían a proteínas secretadas. 
Las proteínas expresadas resultantes en cada estadio se agruparon según: nicho y nicho-1. Es decir, el 
conjunto de secretadas para el estadio FL12.5 se constituyó únicamente por secretadas expresadas en el 
nicho FL12.5, las del estadio FL14.5 por secretadas expresadas en los nichos FL12.5 y FL14.5, las del estadio 





3.1.2.4.3. Análisis de las rutas 
 
Con el propósito de encontrar información sobre cuáles son las rutas que podrían estar involucradas en cada 
estadio del análisis, se utilizó Ingenuity Pathways Analysis (IPA). Este permite a través de un conjunto de datos 
(en este caso, los datos de expresión de HSC en FL) mostrar cuales son las rutas más significativas. Al introducir 
los datos de expresión de los diferentes tiempos resultantes del análisis de RNA‐seq (FL12.5, FL14.5, FL16.5 y 
FL18.5), se obtuvieron 436, 267, 449 y 441 rutas respectivamente (Tabla 7). 
Cada archivo contiene el nombre de la ruta, el -log (p-valor) asociado a la ruta que es calculado mediante el 
test de Fisher, el ratio (moléculas activadas en cada ruta versus el número total de moléculas de la ruta) y los 
genes que se encuentran en la ruta. 
Las rutas obtenidas fueron estudiadas y filtradas con el fin de obtener únicamente aquellas relevantes para 
el estudio y su posterior validación. Para empezar, se seleccionaron únicamente aquellas rutas 
Figura 25. Diagrama del proceso realizado para obtener las rutas interesantes para el estudio. Las proteínas obtenidas 
en las distintas bases de datos fueron convertidas a un identificador común (Ensemble Gene ID) mediante los scripts 
Bases_datos.pl y Ensembl_gene.pl. Seguidamente con el script Activos.pl se seleccionaron aquellos factores de trans-
cripción, receptores y proteínas secretadas que superaran el umbral de expresión y que aparecían en los datos de ex-
presión. Los datos de expresión del análisis de RNA-seq se analizaron con IPA y mediante el script Filtrado_rutas.pl se 
filtraron las rutas para obtener aquellas con un p-valor mayor a 0.05, aquella que contenían un receptor y un factor de 





significativamente afectadas por los datos de expresión (–log mayor que 1.3 (p-valor <= 0.05)). A continuación, 
nos centramos en aquellas rutas que contenían un receptor y un factor de transcripción expresado en cada 
uno de los tiempos, lo que redujo bastante las rutas a estudiar. Y, por último, dado que el objetivo del análisis 
es obtener las rutas desencadenadas por las interacciones de las HSC con sus microambientes (nichos), el 
siguiente filtrado se focalizó en obtener aquellas rutas que entre sus genes contenían un receptor que pudiera 
interaccionar con una proteína secretada del nicho. Para este filtrado utilizamos las 7.476 interacciones 
anotadas en INTACT y MINT, y estudiamos las rutas que contenían un receptor expresado del que se conoce 
su interacción con una proteína secretada que también se encuentre expresada en el tiempo estudiado. Todos 
estos filtros se aplicaron con el script en Perl Filtrado_rutas.pl. 
 




Al finalizar los distintos análisis se obtuvieron 64, 14, 65 y 54 rutas en los estadios FL12.5, FL14.5, FL16.5 y 
FL18.5 respectivamente como muestra la Tabla 3. El estadio FL14.5 fue el que obtuvo un número menor de 
rutas, pero también partió de menos rutas que en los otros casos: 267 respecto 436, 449 y 441. 
Para concluir se estudiaron cada una de las rutas resultantes con el software IPA, que permite visualizar la 
ruta distinguiendo qué moléculas de los datos introducidos se expresan en una cierta condición y cuáles no. 
Dividimos las listas en 4 grupos asignando los números 0, 1, 2 y 3, dónde 3 representa la ruta más interesante 
en el contexto que estamos estudiando y el 0 la menos relacionada con estos procesos, pudiéndose incluso 
eliminar del análisis. La selección manual se basó en el tipo de receptor, la función de la ruta y la expresión 
observada en las distintas moléculas. Para que la ruta obtuviese un 3, esta debería estar constituida por un 
receptor extracelular, que estuviese involucrada en algún proceso de migración y/o desarrollo y, además, que 
las moléculas que forman parte de la ruta se encontraran expresadas. En la Figura 26 se observan las 
puntuaciones que han recibido las rutas, mostrando que en todos los estadios la mayoría de rutas han 
recibido un 2 o un 3 y ninguna un 0. 
Número de rutas en cada tiempo FL12.5 FL14.5 FL16.5 FL18.5 
Resultados IPA 436 267 449 441 
P-valor <=0.05 262 70 264 259 
Receptor y Factor de transcripción 187 40 181 176 
Interacción (Receptor) 64 14 65 54 







Los resultados obtenidos al emplear esta metodología son una lista de rutas potencialmente interesantes 
para explicar los procesos que se dan durante la expansión y migración de las HSC en el hígado fetal. También 
una lista de proteínas secretadas y receptores que podrían mostrar las diferencias entre los tiempos y ayudar 
a explicar los procesos.   
3.1.3.1. Rutas obtenidas 
 
De todas las rutas resultantes, 58 obtuvieron la puntuación 3. El tiempo que más rutas consiguió fue FL12.5 
con 37 rutas seguido por FL18.5, FL16.5 y FL14.5 con 28,26 y 11 respectivamente. A continuación, en la Tabla 








Figura 26.Número de rutas obtenidas al final del filtrado en cada estudio y sus puntuaciones asignadas. 
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Tabla 8. Rutas finales obtenidas en cada estadio. 
RUTA  FL12.5 FL14.5 FL16.5 FL18.5 
SIGNALING BY RHO FAMILY GTPASES x   x 
ILK SIGNALING x  x x 
FACTORS PROMOTING CARDIOGENESIS IN VERTEBRATES x    
FAK SIGNALING x   x 
TEC KINASE SIGNALING x  x x 
ERK/MAPK SIGNALING x  x x 
NF-κB ACTIVATION BY VIRUSES x   x 
MACROPINOCYTOSIS SIGNALING x    
COLORECTAL CANCER METASTASIS SIGNALING x   x 
INTEGRIN SIGNALING x  x x 
GLIOMA SIGNALING x  x x 
PROTEIN KINASE A SIGNALING x  x  
PI3K/AKT SIGNALING x  x x 
RHOGDI SIGNALING x  x x 
HUNTINGTON'S DISEASE SIGNALING x   x 
ROLE OF PKR IN INTERFERON INDUCTION AND ANTIVIRAL RESPONSE x    
SEMAPHORIN SIGNALING IN NEURONS x    
PAK SIGNALING x  x  
PHOSPHOLIPASE C SIGNALING x  x x 
IL-6 SIGNALING x  x x 
GERM CELL-SERTOLI CELL JUNCTION SIGNALING x  x x 
RAC SIGNALING x  x x 
WNT/β-CATENIN SIGNALING x  x x 
SERTOLI CELL-SERTOLI CELL JUNCTION SIGNALING x   x 
AGRIN INTERACTIONS AT NEUROMUSCULAR JUNCTION x    
REGULATION OF EIF4 AND P70S6K SIGNALING x   x 
AXONAL GUIDANCE SIGNALING x    
CDC42 SIGNALING x  x x 
PTEN SIGNALING x  x x 
VEGF FAMILY LIGAND-RECEPTOR INTERACTIONS x    
ACTIN CYTOSKELETON SIGNALING x  x x 
PAXILLIN SIGNALING x  x x 
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VEGF SIGNALING x    
ACTIN NUCLEATION BY ARP-WASP COMPLEX x   x 
EPHRIN RECEPTOR SIGNALING x    
LEUKOCYTE EXTRAVASATION x    
NITRIC OXIDE SIGNALING IN THE CARDIOVASCULAR SYSTEM x    
ROLE OF MACROPHAGES, FIBROBLASTS AND ENDOTHELIAL CELLS IN RHEUMATOID ARTHRITIS  x   
ROLE OF OSTEOBLASTS, OSTEOCLASTS AND CHONDROCYTES IN RHEUMATOID ARTHRITIS  x   
LXR/RXR ACTIVATION  x   
ROLE OF PATTERN RECOGNITION RECEPTORS IN RECOGNITION OF BACTERIA AND VIRUSES  x   
ALTERED T CELL AND B CELL SIGNALING IN RHEUMATOID ARTHRITIS  x   
HEPATIC FIBROSIS / HEPATIC STELLATE CELL ACTIVATION  x   
REGULATION OF THE EPITHELIAL-MESENCHYMAL TRANSITION PATHWAY  x   
LPS/IL-1 MEDIATED INHIBITION OF RXR FUNCTION  x   
IL-10 SIGNALING  x   
MIF-MEDIATED GLUCOCORTICOID REGULATION  x   
HEPATIC CHOLESTASIS  x   
IL-9 SIGNALING   x  
IL-15 SIGNALING   x  
IL-2 SIGNALING   x  
PPAR SIGNALING   x  
ROLE OF JAK1 AND JAK3 IN γC CYTOKINE SIGNALING   x  
IL-4 SIGNALING   x  
P38 MAPK SIGNALING   x x 
NEUREGULIN SIGNALING   x x 
REGULATION OF CELLULAR MECHANICS BY CALPAIN PROTEASE    x 






Como se observa en la tabla, los tiempos que más comparten resultados son el FL16.5 y FL18.5, aunque el 
tiempo FL12.5 también comparte alguna ruta. En cambio, las rutas obtenidas para el tiempo FL14.5 son 
exclusivas para este estadio. 
Además de las rutas, resultó interesante saber qué proteínas secretadas y receptores están involucrados en 
la obtención de las rutas finales para poder estudiar si es importante validar alguno de estos elementos. La 
Tabla 9 muestra los receptores y proteínas secretadas involucradas en las rutas finales.  En estos datos se 
sigue observando una clara diferencia entre el tiempo FL14.5 y el resto de tiempos. 
 
Tabla 9.Receptores y proteínas secretadas involucrados en la obtención de las rutas. 
 
 
RECEPTORES FL12.5 FL14.5 FL16.5 FL18.5 
  ITGB1 x  x x 
MET  x   
IL1RAP  x   
TRAF2  x   
IL1R1  x   
TLR4  x   
MYH9 x  x x 
KDR x x   
IGF2R x  x x 
ITGB2 x  x x 
LRP6 x  x x 
LRP5 x  x x 
TNFRSF1A x  x x 
EBI3 x  x  
DLG4 x   x 
SECRETADAS FL12.5 FL14.5 FL16.5 FL18.5 
CD40  x   
IL1RL1  x   
IL15RA  x   
IL1B  x   
LY96  x   
CSF1 x  x x 
VEGFA x x   




Estudiando los datos, se observan algunos genes ya descritos en procesos de células hematopoyéticas como 
Csf1 o KDR, que tienen un rol esencial en la regulación de la proliferación y diferenciación de las HSC [87,118] . 
La interacción que da lugar al mayor número de rutas es la formada por el receptor ITGB1 y la secretada 
VEGFB. 
Para estudiar las diferencias entre nichos, y así ver las diferentes señales que transmiten según el tiempo, se 
representaron las proteínas secretadas expresadas para cada tiempo en un diagrama de Venn (Figura 27). 
Como se ha descrito anteriormente las proteínas secretadas están agrupadas según nicho y nicho-1. 
En la representación se muestra que la mayoría de proteínas son comunes. 601 proteínas se expresan en 
todos los estadios, 101 en tres estadios (70 en FL12.5, FL14.5 y FL16.5; y 31 en FL14.5, FL16.5 y FL18.5) y 168 
en dos estadios de las cuales 47 corresponden a FL14.5 y FL16.5; 61 a FL12.5 y FL14.5 y 60 a FL16.5 y FL18.5. 
Estas 168 proteínas serían las específicas de tiempo.   
 
ITGAM x  x x 
MESDC2 x  x x 
FADD x  x x 
FBLN2 x  x x 
LRP8 x   x 
NPTN x   x 
TXN1 x   x 
GPI1 x   x 
CLU x   x 
PDIA3 x   x 
SOD1 x   x 
IL12A x  x  
LYZ2 x   x 
KDR  x   
IL1R1  x   



















3.1.3.2. Interpretación de los resultados obtenidos 
 
El hecho de que la mayoría de las rutas se hayan clasificado en los grupos 2 y 3, indica que el método obtiene 
rutas potencialmente significativas para el estudio. Aunque la información acerca de las señales de los nichos 
y como afectan es escasa hoy en día [100], se estudió en mayor profundidad las rutas obtenidas y se observó 
que los datos resultantes contienen moléculas y rutas importantes descritas en otros estudios. 
En el estudio de [118], el autor comenta que la secreción de efectores solubles como angiopoietin ‐like3 
(Angptl4) y insulin‐like growth factor‐2 (IGF2) promueven la expansión, la diferenciación y la maduración de 
HSC. Esto apoyaría los resultados obtenidos en nuestro estudio, ya que ambas proteínas se encuentran activas 
en los nichos para los tres estadios. Otro caso es la quimiocina CXCL12 que se encuentra activa en todos los 
estadios y se cree que es necesaria para el proceso de homing según [100] y la regulación de la migración en 
las HSC [94]. También, estos mismos autores comentan que la molécula VEGF, que en nuestro estudio está 
expresada en todos los estadios y que forma parte de la ruta VEGF SIGNALING obtenida en el estadio FL12.5, 
podría inducir a la formación de tejido hematopoyético, además de a la proliferación celular. 
Por otro lado, nos fijamos en aquellas proteínas secretadas que difieren entre estadios para ver si existen 
diferencias entre los tiempos. Nos centramos en aquellas proteínas específicas de estadio. De las 168 
proteínas secretadas obtenidas en únicamente dos tiempos, solo LY96, IL1B y CD40 influyeron en la obtención 
Figura 27. Proteínas secretadas expresadas agrupadas según nicho y nicho -1. 
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de rutas. LY96 y IL1B se encontraban expresadas en el nicho 12,5 mientras que CD40 en el nicho 14,5. Además 
de las 11 rutas resultantes del estadio FL14.5, 10 de ellas han sido obtenidas por la interacción de una de 
estas 3 proteínas secretadas con un receptor y ninguna de estas rutas se encuentra en las otras fases del 
desarrollo. No se ha encontrado información acerca de su importancia, en el caso de que exista, con la 
migración y expansión de las HSC, pero IL1B y CD40 participan en la proliferación celular, mientras que LY96 
en respuesta inmune. 
Cuando observamos la tabla con las rutas obtenidas vemos que el tiempo FL12.5 es el que ha obtenido más 
rutas, 37, seguido por FL18.5, FL16.5 y FL14.5 con 28, 26 y 11 respectivamente. Las muestras FL16.5 y FL18.5 
son las que más tienen en común y eso podría ser porque en esas últimas fases del desarrollo ya las células 
sufren menos cambios. Que estos dos tiempos contengan expresiones de genes similares, concuerda con el 
análisis de PCA resultante de las muestras antes de ser analizadas donde mostraban que las muestras más 
similares eran las de los tiempos FL16.5 y FL18.5. 
Según varios estudios [94][96][98], los procesos involucrados en la generación y migración de las HSC son 
desconocidos. Hasta el momento se sabe que NOTCH1 se requiere para la producción de HSC en AGM (aorta-
gónada-mesonefros), participando en el proceso otras rutas como CoupTF-II, CDX-HOX y la ruta de activación 
de proaglandinas. Por otro lado, WNT/ WNT/β‐CATENIN es conocida por su importancia en la autorrenovación, 
proliferación y diferenciación de las células madre adultas [90,119], y la familia VEGF que se requiere para la 
proliferación de HSC adultas y para atraer células mieloides a sitios específicos. 
De los procesos comentados en los resultados obtenidos encontramos la ruta WNT/ WNT/β‐CATENIN en 
todos los tiempos menos en el 14.5 y también la familia VEGF. Lo que sugiere que podrían no únicamente ser 
esenciales en células adultas. Sin embargo, ninguna de las rutas requeridas para la producción de HSC en 
AGM se ha encontrado con nuestra metodología, que significaría que cuando llegan al hígado fetal no solo 
cambia la localización, sino que los procesos conocidos que participan en AGM, ya no estarían activos.   
Por otro lado, destacamos que en muchas de las rutas obtenidas aparecen interleucinas (IL). Las Interleucinas 
son sintetizadas principalmente por los leucocitos, aunque en algún caso también pueden intervenir células 
endoteliales o del estroma del timo o de la médula ósea, por lo que sería interesante ver por qué en el nicho 
FL16.5 se activan más rutas que involucran interleucinas que en FL18.5. También, los resultados del tiempo 
FL14.5 fueron distintos al resto de estadios: no solo consiguieron menos rutas, sino que, en los análisis de 
rutas, de anotaciones y el gráfico PCA reflejan una clara diferencia de expresión en este tiempo con respecto 
al resto. 
Es importante destacar que este estudio está aún en desarrollo y la evaluación exhaustiva de todas las rutas 
y sus implicaciones en las señalizaciones de homing y migración está aún en progreso, actualmente los datos 
resultantes los tiene el grupo con el que colaboramos para estudiarlos en detalle y validar experimentalmente 
en pez cebra algunos datos como ya realizaron en el anterior trabajo [120] en el que se analizaron muestras 
en el estadio FL14.4 y cuando las HSC alcanzan la médula ósea mediante un análisis de expresión diferencial. 
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3.1.3.3. Estrategia bioinformática 
 
La estrategia bioinformática llevada a cabo para obtener una lista de las posibles rutas y moléculas 
involucradas en la expansión y migración de las HSC en diferentes estadios de la embriogénesis, ha consistido 
en la creación de una serie de scripts en lenguaje Perl y la utilización de algunas aplicaciones bioinformáticas 
existentes. En esta metodología se han comparado diferentes estadios del desarrollo de las HSC utilizando un 
umbral de activación y no realizando un análisis de expresión diferencial como en el anterior trabajo realizado 
[120]. Con esta metodología y utilizando los datos procedentes de RNA‐seq se han obtenido rutas metabólicas 
y moléculas a estudiar que podrían estar involucradas en la expansión y migración de las HSC. 
En esta estrategia se han tenido en cuenta algunos parámetros como el p-valor, el umbral de activación y las 
moléculas obtenidas de las bases de datos. El cambio de cualquiera de estos parámetros modifica 
significativamente los resultados obtenidos, especialmente la introducción o eliminación de elementos en las 
bases de datos. 
Como las rutas obtenidas serán analizadas por un laboratorio experimental, nos interesa no introducir más 
rutas de las que se creen necesarias. Por ese motivo se seleccionó un p-valor de 0.05, para que únicamente 
se trabajara con aquellas rutas que IPA consideraba significativamente afectada por la expresión de los genes. 
En cambio, la búsqueda de anotaciones para identificar los datos de RNA‐seq fue crítica para el análisis. Los 
resultados varían mucho si las proteínas de los datos de expresión no están anotadas o si la anotación no es 
correcta, especialmente en el caso de las proteínas secretadas y los receptores. 
Al analizar los datos obtenidos de otras bases de datos como Swiss prot se observó, que muchas moléculas 
anotadas como secreted protein correspondían a receptores y no a proteínas secretadas como se esperaba. 
Por lo tanto, las proteínas se obtuvieron especialmente de bases de datos especializadas y/o se buscaron por 
términos ajustados de Gene Ontology y posteriormente, fueron revisadas manualmente. 
Debido a que la mayor parte de datos de RNA‐seq se analizan realizando un análisis de expresión diferencial 
comparando dos condiciones, la estimación del umbral de activación para procesos fisiológicos normales fue 
complejo. Este trabajo requiere un método que calcule la expresión en cada tiempo, debido a que el estudio 
se lleva a cabo en diferentes estadios de desarrollo. Para ello se utilizó el método descrito por [108]. Aunque 
los umbrales de activación parezcan valores muy bajos y similares entre ellos, al realizar el análisis, se han 
excluido muchas moléculas no expresadas y se han observado diferencias entre los diferentes tiempos, 




El conocimiento actual sobre las HSC ha permitido el tratamiento de varias enfermedades, sin embargo, el 
conocimiento de los mecanismos moleculares de los nichos para regular las HSC está aún por descubrir. 
68 
 
Existen evidencias que sugieren que las HSC se encuentran distribuidas en nichos y reciben señales 
moleculares que las proveen de los requerimientos funcionales necesarios. Entender cómo estos nichos 
mantienen las HSC, no sólo hará avanzar nuestra comprensión de la Biología, sino también nos puede 
proporcionar las ideas necesarias para el diseño de futuras estrategias para su utilización en el ámbito clínico. 
En base a estas evidencias, se ha creado una estrategia bioinformática que permite, a partir de datos de RNA‐
seq y basándose en un contexto biológico concreto, obtener una lista de rutas que podrían recibir señales del 
nicho y estar involucradas en procesos de migración y expansión de las HSC para que el laboratorio 
experimental las estudie y valide.  Los resultados obtenidos corroboran estas evidencias mostrando 
diferencias interesantes y significativas entre los diferentes tiempos. 
 La estrategia llevada a cabo en este trabajo permite obtener aquellas rutas con unas características 
determinadas. Además, la metodología desarrollada es flexible y permite modificar los parámetros al igual 
que incluir nuevas anotaciones que se vayan descubriendo. No obstante, sabemos que es necesario el 
posterior estudio experimental de las rutas, para corroborar los resultados obtenidos in silico. 
Desde el punto de vista bioinformático, esta aportación de la Tesis ha permitido la aplicación práctica de 
distintas materias bioinformáticas de actualidad. Entre otras, el análisis de datos de secuenciación masiva 
para estudios de transcriptómica, análisis funcional, análisis interactómico, bases de datos de anotaciones, 
interacciones, dianas de factores de transcripción entre otras. Así mismo el uso de distintos paquetes de 
software, tanto académicos como comerciales, ha sido muy enriquecedor en un proyecto de estas 
dimensiones. Por último, todas las tareas de programación específica desarrolladas han permitido dar a este 





3.2. NFFINDER: Una herramienta bioinformática para el reposicionamiento de fármacos 
mediante experimentos transcriptómicos 
 
La neurofibromatosis es un conjunto de enfermedades raras provocadas por un trastorno genético del 
sistema nervioso que se caracteriza por el desarrollo de múltiples tumores benignos en los nervios del cuerpo 
y la piel. Como sucede en un alto porcentaje de enfermedades raras y genéticas, no existe en la actualidad 
un tratamiento específico para la enfermedad. El diseño de nuevos fármacos implica un proceso que lleva 
muchos años de investigación, grandes inversiones de dinero y muy pocas nuevas drogas son capaces de 
pasar a las fases clínicas de la investigación. 
En este contexto y conjuntamente con la fundación Children Tumor Fundation se desarrolló NFFINDER, una 
herramienta para la creación de hipótesis de nuevos tratamientos a todo tipo de enfermedades mediante el 
reposicionamiento de fármacos. El reposicionamiento de fármacos (del inglés, drug repurposing o 
repositioning) es una estrategia mediante la cual se identifican nuevos compuestos o drogas a partir de su 
capacidad para tratar enfermedades distintas de aquellas para las que fueron diseñadas originalmente. La 
estrategia utilizada en esta herramienta se basa en la identificación de genotipos similares u opuestos 
(signaturas moleculares), que den pistas sobre otras patologías o procesos similares para los cuales sí existen 
drogas efectivas, utilizando una estrategia similar a la de MARQ [121] y CMap [122]. Además, para completar 
el trabajo se desarrollaron aproximaciones novedosas como incluir datos de RNA‐seq e información 
regulatoria de miARNs, además de poner de manifiesto a los autores de los trabajos para promover 
colaboraciones en la investigación. 
3.2.1. Neurofibromatosis 
 
La neurofibromatosis es una enfermedad autosómica dominante causada en humanos por la deficiencia de 
uno de los genes de neurofibromina, NF1 o NF2. La enfermedad se caracteriza por el desarrollo de tumores 
en el sistema nervioso. Los tumores suelen ser benignos y los síntomas pueden ser leves. Sin embargo, las 
complicaciones de la neurofibromatosis pueden conllevar a la pérdida de audición, deterioro del aprendizaje, 
problemas cardíacos y de los vasos sanguíneos (cardiovasculares), pérdida de la visión y dolor intenso. 
Existen tres tipos de neurofibromatosis: La neurofibromatosis tipo 1 (NF1) es el tipo más común de 
neurofibromatosis y ocurre en uno de cada 3000 nacimientos a nivel mundial. Es causada por mutaciones en 
el gen NF1 que produce la proteína neurofibromina que participa en la regulación del crecimiento de las 
células y también actúa como gen supresor de tumor. La mutación del gen NF1 conlleva a un crecimiento 
celular sin control [123]. Aunque puede surgir de forma esporádica, un 10% de los pacientes con NF1 suele 
desarrollar MPNST (del inglés, Malignant peripheral nerve sheath tumors), que es una manifestación más 
severa de la enfermedad y se caracteriza por la formación de sarcomas raros localizados principalmente en el 
tronco y extremidades que pueden llegar a formar metástasis [124,125]. 
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La neurofibromatosis tipo 2 (NF2) es menos frecuente, ocurre a una de cada 25.000 personas y suele 
manifestarse con tumores benignos en los oídos, aunque pueden crecer en otros nervios del cuerpo. Es 
causada por la mutación en el gen NF2 que se encuentra en el cromosoma 22 y produce la proteína merlina 
[126]. Por último, la Schwannomatosis es el tipo más raro de neurofibromatosis, afectando a una de cada 
40.000 personas y se caracteriza por la formación de tumores en los nervios del cuero cabelludo, espinales y 
periféricos. 
Hoy en día no existe un tratamiento efectivo para la neurofibromatosis. Los tratamientos existentes intentan 
maximizar el crecimiento y desarrollo saludables y controlar las complicaciones tan pronto como surjan. 
Cuando la neurofibromatosis causa tumores grandes o tumores que presionan un nervio, la cirugía puede 
aliviar estos síntomas. Algunas personas pueden beneficiarse con otras terapias, como la radiocirugía 
estereotáctica o medicamentos para controlar el dolor. 
3.2.2. Reposicionamiento de drogas en perfiles transcripcionales 
 
El proceso de desarrollo de un nuevo fármaco suele ser un proceso largo en el que se invierte mucho dinero 
y muchos recursos. El proceso se suele dividir en cuatro fases y se requiere de una inversión media de US$1,78 
millones y un promedio de 13.5 años [127] . Aun así, únicamente un 10% de los medicamentos investigados 
supera las distintas fases. La industria farmacéutica almacena estos medicamentos rechazados y 
normalmente utiliza esta información en otro tipo de estrategias como es el reposicionamiento de fármacos. 
El reposicionamiento de fármacos es básicamente la utilización de compuestos ya conocidos, en 
enfermedades para las cuales no habían sido diseñados inicialmente. Esta estrategia permite reducir costes 
y tiempo invertido para llegar hasta la aprobación de un medicamento. 
Existen diferentes casos exitosos de reposicionamiento de fármacos, el más conocido es el del Sildenafilo 
(Viagra), que inicialmente fue estudiada como terapia contra la angina de pecho, pero los científicos de Pfizer 
descubrieron que era mucho más eficiente para tratar la disfunción eréctil. También existen otros ejemplos 
que han llegado a ser rentables como el Bupropión, originalmente utilizado para la depresión fue reutilizado 
para dejar de fumar y la Talidomida que se creó para las náuseas matutinas y actualmente se utiliza para el 
mieloma múltiple [128]. 
El proceso de reposicionamiento está cada vez más en auge al existir una gran cantidad de información, 
procesos, dianas, compuestos estudiados, etc. hasta fases muy avanzadas, que pueden ser valorados en el 
contexto de nuevas enfermedades y que podrían eventualmente recortar significativamente el tiempo y 
dinero invertidos en el desarrollo de fármacos. Existen varias estrategias efectivas para el proceso de 
reposicionamiento: pueden centrarse en la droga, en la diana o en la misma enfermedad. Ejemplos de estas 
aproximaciones hay muchos, como la búsqueda de las características estructurales de las moléculas ya 
aprobadas para ciertas indicaciones o enfermedades, o el uso de biología de sistemas para evaluar de qué 
manera ciertas dianas están posicionadas con respecto a otras dianas exitosas. De la misma manera, el uso 
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de técnicas ómicas de alto rendimiento en las enfermedades también es utilizado para identificar fenotipos 
similares u opuestos que den pistas sobre otras patologías o procesos similares para los cuales si existan 
drogas efectivas. 
3.2.3. La herramienta NFFinder 
 
Es en el último punto donde se enmarca esta aportación de la tesis, que, aprovechando toda la experiencia, 
estudios y resultados acumulados durante los últimos años en diferentes grupos de investigación diseñamos 
un sistema computacional para el reposicionamiento de fármacos haciendo uso de técnicas ómicas. 
A partir de un fenotipo de interés (por ejemplo, una enfermedad rara) NFFinder busca y evalúa los datos 
existentes para encontrar condiciones (enfermedades, drogas, líneas celulares tratadas con compuestos, etc.) 
que producen fenotipos similares o antagónicos susceptibles de estar relacionados con el proceso buscado. 
De esta manera es posible la identificación de drogas, compuestos y enfermedades relacionadas que servirían 
de candidatos para ser reposicionados. 
3.2.3.1. Construcción de la base de datos de NFFinder 
 
NFFinder utiliza perfiles de expresión para comparar los fenotipos. El perfil de expresión es la medida de 
actividad de miles de genes simultáneamente, creando una imagen global de la función celular para un 
fenotipo concreto. Los perfiles se obtienen de realizar el estudio de análisis diferencial en experimentos de 
transcriptómica como el análisis de chips de ADN o los experimentos de RNA‐seq. Para este proyecto se han 
utilizado diferentes fuentes de información para la obtención de datos como DrugMatrix [129], GEO y 
Connectivity Map (CMap)[122]. 
La base de datos GEO (Gene Expression Omnibus) del NCBI (National Center for Biotechnology Information) 
[69] es un repositorio público de datos experimentales de microarrays, secuenciación masiva y otras formas 
de datos de genómica funcional que contienen más de 2.000.000 de muestras. Estos datos son introducidos 
por la comunidad científica con el objetivo de facilitar una evaluación independiente de los resultados o poder 
volver a analizar los datos. Los datos utilizados para este estudio son aquellos que han sido revisados 
manualmente e introducidos en los llamados GEO DataSets (GDS). Estos datos contienen información 
adicional sobre los factores presentes en el experimento, originalmente introducidos para poder realizar 
tareas de comparación y agrupamiento dentro de estos datos. Los factores pueden representar cualquier tipo 
de agrupamiento de muestras, desde tiempos a tipo de células o tejidos, compuestos utilizados, etc., y son 
los que se utilizan para comparar las muestras y poder crear perfiles de expresión. 
Con el lenguaje R se creó un flujo para analizar los 3.254 GDS con los que obtuvimos 16.432 firmas 
moleculares o perfiles de expresión. Estos datos fueron descargados con el paquete de R GEOquery [70]. 
Dentro de cada experimento se analizaron las palabras clave para encontrar muestras significativas como los 
controles y así poder realizar comparaciones del resto de muestras contra esta. En el caso de no haber control, 
72 
 
se compararon todas contra todas, lo que llevó a comparaciones sin sentido que el usuario tendrá que 
descartar cuando aparezcan en los resultados. El proceso de generación de perfiles consistió en el análisis 
diferencial entre las muestras utilizando el paquete Limma [130]. Después se ordenaron los genes por t‐valor, 
o fold‐change en el caso de no existir suficientes réplicas para hacer un análisis estadístico, creando el perfil 
de expresión. 
Drug Matrix y Cmap son bases de datos especializadas que contienen datos de expresión de muestras 
tratadas con fármacos u otros compuestos químicos. La idea principal de estos proyectos es evaluar diferentes 
fármacos en diferentes condiciones y tejidos. Aparte de GEO, utilizamos estas bases de datos de las que 
obtuvimos 6100 firmas moleculares de Cmap y 5288 de DrugMatrix, alcanzando un total de 27820 firmas 
moleculares o perfiles de expresión. 
3.2.3.1.1. Etiquetado de los términos relacionados con fármacos y enfermedades 
 
Las firmas se etiquetaron según si el experimento del que se obtuvo la firma trataba de estudiar un fármaco 
o analizar una enfermedad. En el caso de Cmap y DrugMatrix el etiquetado fue sencillo ya que son bases de 




En cambio, las firmas extraídas de GEO fueron un poco más complicadas de conseguir porque los 
experimentos contienen diferentes condiciones experimentales y clases, y es difícil discernir qué información 
etiqueta correctamente el experimento. Este problema lo solventamos utilizando Metamap, una herramienta 
Figura 28. Esquema de la construcción de la base de datos de NFFinder [130]. 
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de análisis de lenguaje natural especializada en texto biológico [131]. A partir del texto de las descripciones 
del experimento de cada GEO DataSet se extrajeron los términos. Estos términos se filtraron manualmente 
eliminando aquellos que no tenían sentido o no eran relevantes para el estudio, quedándonos con los 
relacionados con fármacos y enfermedades.  Esta lista final se utilizó para etiquetar cada perfil de expresión 
obtenido de GEO. El flujo de la creación de la base de datos se muestra en la Figura 28. 
3.2.3.1.2. miARN a ARNm 
 
NFFinder también acepta una lista de miARNs como datos de entrada. Con la utilización de las bases de datos 
miRWalk [132], miRecords [133], TarBase [134] y miRTarBase [135] recopilamos las interacciones 
experimentalmente validadas miARN‐ARNm y estas interacciones se tradujeron al formato común miRBase, 
para asociar miARN a ARNm [136]. 
Como la mayoría de interacciones miARN-ARNm conocidas son de inhibición, de aquellos miARNs 
introducidos como sobreexpresados inferimos la lista de genes inhibidos y al revés, de los miARNs 
introducidos como inhibidos inferimos la lista de genes sobreexpresados, para proceder con el análisis 
descrito anteriormente como si de genes se trataran.   
3.2.3.1.3.  Identificación de expertos 
 
Con el objetivo de promover las colaboraciones y la investigación de la Neurofibromatosis se relacionaron los 
perfiles de expresión con los autores de los experimentos. Esta información se sacó del campo “citation” de 
los GEO Datasets y se anotaron en cada uno de los perfiles, pudiendo así relacionar fenotipo con investigador. 
En los resultados, se asignó una puntuación a los expertos según el número de veces que aparecían sus 
estudios en los resultados. 
3.2.3.2. Comparación de perfiles 
  
NFFinder es una herramienta web para poder crear hipótesis para el reposicionamiento de fármacos 
basándose en comparaciones de perfiles de expresión. A partir de genes diferencialmente expresados de un 
experimento, la herramienta permite realizar consultas a la base de datos realizando comparaciones de firmas 
de expresión con un método similar al utilizado en la herramienta MARQ [121]. Este método utiliza una 
estadística de rango para asignar una puntuación y un p-valor a las dos listas de genes introducidas: genes 
sobreexpresados e inhibidos. Cada una de estas listas recibe una puntuación al compararse con un perfil de 
expresión, premiando a los genes de estas listas que se encuentran también diferencialmente expresados de 
una forma significativa en el perfil comparado. 
La puntuación se calcula utilizando una estadística ponderada como la de Kolmogorov‐Smirnov. Una 
puntuación positiva indica que la firma de expresión de la base de datos comparte una proporción 
significativa de genes sobreexpresados e inhibidos con los introducidos por el usuario, es decir que la mayoría 
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de los genes sobreexpresados e inhibidos introducidos también se encuentra así en la firma. En cambio, una 
puntuación negativa significa la situación opuesta: que los genes sobreexpresados se encuentran inhibidos 
en la firma, y los inhibidos se encuentran sobreexpresados. 
Una vez calculadas todas las puntuaciones entre la entrada y las firmas, las puntuaciones se escalan entre 0 
y 100, siendo 100 la puntuación que correspondería a la firma más similar en el caso de una comparación 
directa, y la más opuesta en el caso de una comparación inversa. La significación estadística de cada 
puntuación se calculó para cada firma utilizando un test de permutaciones aleatorias, creando listas de genes 
del mismo número que la de entrada. Como miles de firmas son comparadas con los datos de entrada y esto 
puede dar falsos positivos, el p-valor fue corregido por FDR. 
3.2.3.3. Plataforma de integración y visualización de los datos 
 
La interfaz de entrada de la herramienta es la que se muestra en la Figura 29. NFFinder está configurada para 
introducir los datos necesarios para el análisis de una forma sencilla y clara. Existen dos campos donde poner 
los genes o miARNs diferencialmente expresados y un campo para especificar qué tipo de datos son; también 
se debe seleccionar en que base de datos se quieren realizar las búsquedas y si se quiere obtener una 















Para la implementación de la herramienta y la visualización de resultados se utilizó la plataforma Spotfire. 
Spotfire es una plataforma de análisis que ayuda a explorar los datos y conectarlos con una mayor rapidez y 
de una forma sencilla e interactiva. Con el objetivo de facilitar la visualización de los datos para generar 
hipótesis que permitan avanzar en el tratamiento de la neurofibromatosis, o de otras enfermedades sin tratar, 
se generaron distintas visualizaciones para la mayor comprensión de los datos (ver Figura 30). 
Figura 29. Pantalla inicio herramienta NFFinder. 
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Estas visualizaciones consisten en: (A) una lista con los resultados obtenidos detallados y ordenados según la 
puntuación obtenida, (B) Un resumen de los resultados, (C) Los experimentos obtenidos etiquetados como 
drogas o enfermedades (D) un heatmap en los que se representa la expresión de genes de interés (E) 
relaciones enfermedad-droga que se han encontrado en los resultados y (F) gráfico con los autores de los 
datos de los resultados. Las visualizaciones se encuentran conectadas entre sí, eso significa que, si se 





3.2.4.1.  Caso de uso: Reposicionamiento de fármacos en Neurofibromatosis 
 
Con el objetivo de encontrar algún fármaco que pueda ayudar en la búsqueda del tratamiento de la 
neurofibromatosis y poder ilustrar la funcionalidad de la aplicación, utilizamos un estudio [137] en el que se 
utilizan microarrays para comparar células MPNST con células Schwann normales. Los genes diferencialmente 
expresados del estudio se analizaron con NFFinder para tratar de encontrar alguna droga que pudieran 
revertir el fenotipo introducido. Con este propósito seleccionamos en NFFinder las bases de datos Cmap y 
DrugMatrix y buscamos perfiles inversos.   
Figura 30. Resultados de salida generados por NFFinder con Spotfire. 
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Como resultado se obtuvieron 775 perfiles con un total de 391 compuestos. Nos centramos en los 30 
fármacos con mayor puntuación junto con los 10 más abundantes en los resultados, formando un conjunto 
de 32 compuestos. Un 56% de los fármacos obtenidos están relacionados con tratamientos contra el cáncer, 
un 12% con desórdenes neurológicos, un 12% problemas de la piel y un 3% con neoplasias benignas. El 40 % 
del total de fármacos relacionados con tratamientos contra el cáncer se utilizan para tratar diferentes tumores 
malignos del sistema nervioso, como por ejemplo la Tricostatina A (TSA) , que es uno de los mejor puntuados 
(23 veces entre los 30 mejores puntuaciones), y que muestra efectividad en otros tipos de tumores como el 
cáncer de mama o el carcinoma de células escamosas gracias a su capacidad de detener la proliferación 
celular y desencadenar la apoptosis [138,139]. 
Figura 31. Descripción de los dos casos de uso ilustrados. Caso 1 datos de entrada de [137] analizando MPNST vs Control y 
Caso 2 datos de [140] con MPNST PD901/JQ1 vs MPNST DMSO. Visualización en NFFinder de los resultados cuando se ha 




A continuación, se utilizaron los mismos datos para buscar enfermedades similares (búsqueda directa en la 
base de datos GEO). De los resultados obtenidos, descartamos entre un 20-30% de los resultados porque las 
comparaciones realizadas no tenían sentido. Del resto de resultados un 55% correspondían a cáncer además 
de obtenerse experimentos de MPNST en el que también se estudiaba la expresión de tumores. 
Se llevó a cabo un segundo caso con datos del trabajo de [140] que comparaban células MPNST control 
(tratadas con DMSO) con células tratadas con PD‐901/JQ1. El compuesto PD-901 actúa como inhibidor de la 
ruta RAS‐MEK contrarrestando la deficiencia de la neurofibromina mientras que JQ1 compensa las 
deficiencias de SUZ12 o DEE, componentes del complejo PCR2. Se cree que esta combinación de 
medicamentos podría utilizarse en los tratamientos de MPNST porque mutaciones en SUZ12 generalmente 
están relacionadas con ablaciones de NF y la deficiencia doble de NF1 y SUZ12 coopera para desarrollar 
MPNST, entre otros tumores. En este caso queríamos ver si existe algún tratamiento parecido a la 
combinación de estos fármacos que pudiera estar en el mercado para utilizarse en el tratamiento de la 
Neurofibromatosis. Para ello utilizamos NFFinder introduciendo los datos de expresión y seleccionando las 
bases de datos DrugMatrix y Cmap y realizamos una búsqueda directa. 
También obtuvimos como mejor resultado Trichostatin A (TSA) ocupando 19 posiciones de los 30 mejores 
resultados. Estos datos nos reafirman que TSA podría ser un fármaco interesante para probar su efecto en 
MPNST. 
3.2.4.2. Mejoras de NFFinder sobre otras herramientas 
 
Para ver las mejoras de NFFinder respecto a otras herramientas parecidas como Connectivity map  (Cmap) y 
Combinatorial Drug Assembler (CDA), utilizamos un conjunto de genes diferencialmente expresados de 
cáncer gástrico del estudio publicado por [141]. La herramienta MARQ no ha sido evaluada porque se 
encuentra desactualizada y NFFinder se podría considerar una versión mejorada de esta porque utiliza más 
bases de datos (no únicamente GEO). 
Connectivity map, además de albergar datos de expresión de cultivos de células humanas tratadas con 
diferentes compuestos, también permite al usuario realizar consultas de perfiles con un algoritmo parecido 
al utilizado por GSEA [81]. 
CDA utiliza también los datos de CMap. Esta herramienta parte de dos listas de genes, sobreexpresados e 
inhibidos, que son procesadas para posteriormente realizar un análisis de enriquecimiento de rutas de 
señalización. La misma realiza un análisis mucho más complejo, teniendo en cuenta las similitudes entre rutas 
metabólicas [142] . Pero esta forma de realizar las comparaciones depende del conocimiento acerca de estas 
rutas, además de las asociaciones entre perfiles y fármacos o enfermedades, por lo que el grado de error 
puede ser mayor, o incluso puede que se estén obviando mecanismos de señalización no conocidos hasta el 
momento, ya que depende de las anotaciones existentes. 
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Los resultados obtenidos se muestran en la Tabla 10. Los tres métodos identifican los 4 componentes LY‐
294002, Trichostatin A, Tanespimycin, Vorinostat con un p-valor menor a 0.005. Debido a que CDA hace una 
asociación a rutas metabólicas, los compuestos Resveratrol y Trifluoperazine no son estadísticamente 
significativos. 
El estudio de [141] demostró mediante un análisis de expresión génica que Vorinostat es una nueva droga 
terapéutica válida para el tratamiento del cáncer gástrico. Aunque este estudio prueba que las tres 
herramientas son adecuadas para trabajar con hipótesis, NFFinder exhibe mejoras claras respecto las otras. 
En primer lugar, la base de datos con la que compara perfiles es mucho más grande, incluye las de estas dos 
herramientas (Cmap y CDA) además de DrugMatrix y GEO. La inclusión de la base de datos GEO permite no 
solo realizar búsquedas de drogas, sino que también reorientar la pregunta buscando enfermedades con un 
perfil parecido para el que sí exista una droga, o buscar drogas parecidas que produzcan menos toxicidad y sí 
puedan ser utilizadas para tratar la enfermedad. 
Estos dos sistemas requieren de un registro previo para realizar la consulta mientras que NFFinder no. Además 
de proporcionar información complementaria sobre los perfiles, como expertos con los que colaborar o 
relaciones enfermedad-droga, NFFinder muestra los resultados de un forma más clara y ordenada. 
 
 
Tabla 10. Comparativa resultados con Cmap, CDA y NFFinder. 
Fármaco  Orden 
CMap CDA NFFinder 
p-valor p-valor p-valor 
LY-294002 1 0.000 0.000 0.001 
TRICHOSTATIN A 2 0.000 0.000 0.001 
RESVERATOL 3 0.00016 0.4018 0.001 
TRIFLUOPERAZINE 4 0.00058 0.2475 0.001 
TANESPIMYCIN 5 0.0008 0.000 0.001 





Esta aportación de la tesis presenta NFFINDER, una herramienta para crear hipótesis de reposicionamiento 
de fármacos, en la que, mediante un fenotipo de interés, busca y evalúa datos existentes para encontrar 
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condiciones que producen fenotipos similares o antagónicos susceptibles de estar relacionados con el 
proceso buscado. 
Es la primera herramienta que reúne las tres bases de datos GEO, Cmap y DrugMatrix reuniendo un total de 
27.820 firmas diferentes: 16.432 firmas procedentes de GEO DataSets, 5.288 de DrugMatrix y 6.100 de CMap. 
Estas firmas han sido asociadas con información de compuestos, fármacos y enfermedades para poder 
establecer conexiones entre firmas, y permitir una visualización de los resultados más completa. Además, se 
ha dado importancia a los investigadores de los laboratorios que producen este tipo de datos para establecer 
colaboraciones entre investigadores y que así sea más fácil encontrar un tratamiento. 
En concreto al estudiar el fenotipo de MPNST de Neurofibromatosis, Trichostatin A apareció como un 
candidato interesante a estudiar. Este resultado se consiguió al realizar una búsqueda para revertir el perfil 
de células MPNST, y al realizar una búsqueda para encontrar fenotipos parecidos a células tratadas con 
compuestos que se podrían utilizar para enfermedad. 
3.2.6. Participación en el proyecto 
 
El desarrollo de esta herramienta ha sido la suma del trabajo de diferentes autores. Personalmente en este 
proyecto he llevado a cabo la búsqueda y análisis de las bases de datos transcriptómicas existentes y la eva-
luación para su integración a NFFinder y así obtener más perfiles transcripcionales con los que realizar las 
búsquedas. Por otro lado, en un contexto más biológico, he estudiado las bases moleculares de la neurofi-
bromatosis a través de experimentos transcriptomicos para evaluar los resultados obtenidos con NFFinder 
para la enfermedad y de esta forma ver también la funcionalidad de la herramienta.  Por último, he partici-




3.3. Análisis proteogenómico en Candida albicans 
 
C. albicans es un hongo conocido por provocar la infección Candidiasis, y que habitualmente se encuentra 
como comensal en la microbiota humana de los tractos intestinal y urinario. Muchos estudios de proteómica 
se han realizado con el objetivo de buscar biomarcadores para su diagnóstico o pronóstico, y entender los 
procesos biológicos en los que interviene. Actualmente, un 66% del proteoma predicho ha sido identificado 
[143].  
Es conocido que cada individuo contiene cientos de variaciones de nucleótidos no sinónimas (nsSNV, 
nonsynonymus single nuclotide variants) en su genoma, llevando a polimorfismos en los aminoácidos que 
codifican las proteínas. Es importante detectar y cuantificar estas variaciones a nivel de proteína para estudiar 
la regulación post-traduccional, la expresión alélica y otros procesos biológicos importantes. Sin embargo, la 
mayoría de estos casos no son detectados en estudios proteómicos estándar debido a que las bases de datos 
que utilizan los motores de búsqueda no contienen esta información. 
En este trabajo, realizado conjuntamente con el grupo de investigación de la Dra. Concha Gil de la Universidad 
Complutense de Madrid, nos propusimos mejorar las búsquedas por espectrometría de masas en C. albicans 
utilizando métodos de Proteogenómica. Para llevar a cabo nuestro objetivo, hemos generado una base de 
datos personalizada con variaciones (SNV, single nucleotide variations e INDELS, insertions and deletions) y 
nuevas zonas de unión de exones a partir de información genómica y transcriptómica utilizando datos de 
repositorios públicos. La misma ha sido utilizada en búsquedas por espectrometría de masas, con el propósito 
de identificar nuevos péptidos en C. albicans. 
3.3.1. El organismo C. albicans 
 
C. albicans es un microorganismo eucariota y diploide. También es polifórmico, debido a su capacidad de 
adquirir al menos tres morfologías diferentes: levadura (forma redonda u ovoide), hifa y pseudohifa (Figura 
32Figura 32). Las dos últimas son formas elongadas consideradas filamentosas. La forma de levadura facilita 
la diseminación del hongo en el torrente sanguíneo, mientras que la hifa es responsable de la penetración e 
invasión de los tejidos [144]. 
C. albicans es considerado un microorganismo patógeno oportunista, porque, aunque está presente en la 
microbiota gastrointestinal y el tracto urinario, tiene la capacidad de invadir otros tejidos y causar enfermedad 
cuando se crea un desequilibrio con respecto al resto de microorganismos con los que convive en nuestro 
organismo. Estas infecciones se conocen como Candidiasis y suelen surgir cuando el sistema inmune del 
hospedador se encuentra debilitado, permitiendo a C. albicans proliferar y propagarse, provocando 
enfermedades de gravedad variable. Las infecciones más benignas se caracterizan por un sobrecrecimiento 
local en la piel y en las superficies mucosas, observándose cambios en la microbiota normal y dando lugar a 
infecciones superficiales irritantes. Las infecciones más graves son aquellas producidas cuando el hongo 
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consigue acceder al torrente sanguíneo, que puede ocurrir en individuos con deficiencias graves en la 




El genoma diploide de Candida se encuentra anotado en la base de datos Candida Genome Database (CGD) 
que es actualmente el repositorio de datos más completo de las especies del género Candida. El genoma de 
C. albicans SC5314 (A22) se presenta como un ensamblaje a nivel de cromosoma y existen las secuencias de 
los alelos A y B para cada cromosoma. Este ensamblaje surgió porque permite análisis más sensibles y de 
especificidad alélica [145]. Según CGD, el genoma contiene 6.198 ORFs (Open reading frame, Marco abierto 
de lectura) (30 Mayo, 2018) de los cuales 1.678 están anotados como ORFs verificados en los que existe 
evidencia experimental de un producto génico, y 4.368 como no caracterizados lo que indica que no existe 
evidencia suficiente para afirmar que existe un producto génico [146] . 
Se han llevado a cabo un elevado número de experimentos proteómicos desde diferentes puntos de vista y 
múltiples aproximaciones, pero estos datos confirman que aún, la parte del proteoma predicho, sigue sin ser 
conocido o no está bien anotado. Una buena caracterización del microoganismo sería de gran valor porque 
permitiría incrementar el conocimiento de proteínas involucradas en los mecanismos de virulencia e infección 
y esto, ayudaría a diseñar nuevas estrategias para el diagnóstico y el tratamiento de la Candidiasis.  
3.3.2. Creación de una base de datos proteogenómica para C. albicans 
 
3.3.2.1. Obtención de datos de RNA-seq 
 
El valor añadido de este trabajo reside en la utilización de varios experimentos de expresión génica de 
diferentes laboratorios. Utilizar y combinar estos datos permitió crear una base de datos con la que realizar 
Figura 32. Tres formas morfológicas de C. albicans. En forma de levadura (1) dónde las células son pequeñas y forma 
redonda. La forma pseudohifa (2) las células van obteniendo una forma más alargada y por ultimo hifa (3) corresponden 
a células alargadas. Imagen tomada de [145] 
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búsquedas de espectrometría de masas de manera más global, es decir, menos específica de experimento y 
así poder ser utilizada por toda la comunidad científica de investigadores de C. albicans. 
 




Año del estudio Plataforma Identificador Muestras 




GSE71902 [149] 2 2015 Illumina HiSeq 2500 SRR2153488, SRR2153489 
GSE49310 [150] 4 2013 Illumina HiSeq 2000 
SRR944219, SRR944229, SRR944234, 
SRR944238 
GSE52236 [151] 1 2013 Illumina Genome Analyzer IIx SRR1027797, SRR1027798 
GSE38426 [152] 6 2012 Illumina HiSeq 2000 
SRR503465, SRR503466,  SRR503467, 
SRR503471, SRR503472, SRR503473 
GSE41749 [153] 6 2012 
Illumina Genome Analyzer IIx, 
Illumina HiSeq 2000 
SRR604748, SRR604749, SRR771361, 
SRR771362, SRR771363, SRR771364 
GSE35233 3 2012 Illumina Genome Analyzer IIx SRR400661, SRR400662, SRR400663 
GSE68477 [154] 3 2015 Illumina HiSeq 2500 
SRR2005826, SRR2005827, 
SRR2005828 
GSE56174 [155] 6 2014 Illumina HiSeq 2000 
SRR1204813, 
SRR1204814,  SRR1204815, 
SRR1204816, SRR1204817, 
SRR1204818 
GSE56091 [156] 12 2014 Illumina HiSeq 2000 
SRR424346, SRR424348, SRR424571, 
SRR424574,  SRR419386, SRR419388, 
SRR420197, SRR420192, SRR420196, 
SRR420198,  SRR420200, SRR423934 




Para la obtención de datos de secuenciación masiva se utilizó GEO, un repositorio de datos de expresión 
génica introducidos por la comunidad científica [69,147].  GEO contiene datos de secuenciación masiva para 
analizar expresión y regulación génica, epigenómica y otros aspectos de la genómica funcional en los que se 
utilizan métodos como RNA‐seq, ChIP‐seq, miRNA‐seq, RIP‐seq, HiC‐seq, methyl‐seq, etc. Este recurso 
contiene datos crudos y datos procesados. Estos se pueden descargar gratuitamente en diferentes formatos.   
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La búsqueda se realizó utilizando los términos “C. albicans AND RNA-seq” y los resultados obtenidos se revi-
saron, procesando todos los componentes del estudio, para finalmente quedarnos con 53 muestras control 
de 11 experimentos diferentes [148–157](Tabla 11). Éstas muestras se descargaron con las herramientas del 
paquete sra-toolkit [158] que permiten acceder y descargar los datos en diferentes formatos como  ABI SOLiD 
native, fasta, fastq, sff, sam o Illumina native. Técnicamente, se utilizó la herramienta fastq-dump para obtener 
los datos en formato fastq y poder proceder a comprobar su calidad. 
3.3.2.2. Análisis de datos para la obtención de variantes 
  
Los datos de expresión génica obtenidos del repositorio público GEO fueron procesados con el objetivo de 
identificar diferentes isoformas, variaciones y/o nuevas anotaciones para ser utilizadas en las bases de datos 
de proteómica. Esta nueva base de datos fue utilizada por el motor de búsqueda para combinar con los 
espectros de C. albicans.  El análisis de datos contiene diferentes pasos que incluyen: la evaluación de la 
calidad de las secuencias, el mapeo, el ensamblaje y la identificación de variaciones o nuevas uniones.   
3.3.2.2.1. Calidad de las secuencias 
  
Después de descargar los ficheros, la calidad de las secuencias se comprobó utilizando el programa FASTQC 
[14], que permite visualizar una serie de parámetros relativos a la calidad de las lecturas secuenciadas para 
saber si es necesario reducir la longitud de las lecturas de secuenciación o eliminar artefactos de la 
secuenciación.   
Los ficheros con formato Fastq contienen las secuencias de las lecturas y sus correspondientes valores de 
calidad de secuenciación representados en escala de Phred. 
𝑃ℎ𝑟𝑒𝑑 𝑠𝑐𝑜𝑟𝑒 =  −10 log(𝑝𝑟𝑜𝑏 𝑒𝑟𝑟𝑜𝑟) 
 
El programa FASTQC está dividido en diferentes módulos que analizan la calidad de la secuenciación de cada 
nucleótido individual de las lecturas, identifican secuencias sobrerrepresentadas que podrían corresponder 
a adaptadores de la librería de secuenciación o secuencias contaminantes, el contenido en GC, la distribución 
del tamaño de las secuencias, entre otros aspectos. 
Es muy importante que las lecturas sean de buena calidad para que alineen al genoma de referencia. En el 
caso de que las lecturas no sean de buena calidad, existen herramientas que permiten disminuir el ruido o 
eliminar las secuencias de mala calidad. Para este análisis se utilizó la herramienta fastq_quality_trimmer de 
la colección FASTX‐ToolKit [16] con las opciones Q33  ‐l 50 ‐t 28. Estos parámetros cortaron los nucleótidos de 
una calidad inferior a 28 y eliminaron las secuencias de una longitud menor a 50 nucleótidos, utilizando la 
codificación de calidad Phred33. 
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Utilizando estos parámetros se eliminaron las muestras SRR1044400, SRR1044401, SRR1044402, SRR1044403 
del experimento GSE53073 y SRR1027798 del experimento GSE52236, obteniendo un conjunto final de 48 
muestras de 10 diferentes experimentos. 
3.3.2.2.2.  Procesamiento de RNA-seq 
 
 Después de comprobar la calidad de las secuencias y eliminar el ruido, las lecturas resultantes fueron 
alineadas con el programa TopHat [4,18] utilizando como referencia el genoma de C. albicans SC5314 (A22) 
de Candida Genome Database [146] e indicando como longitud mínima y máxima de los intrones 20 y 800, 
respectivamente. Los archivos BAM resultantes fueron ordenados e indexados con el paquete de 
herramientas SAMtools [38] y visualizados con el programa IGV [106]. 
3.3.2.2.3. Detección de SNV e INDELS 
 
Para obtener las variaciones se utilizó la herramienta mpileup de SAMtools y a continuación se filtraron 
aquellas variaciones que tenían una calidad inferior a 10 con vcfutils.pl [159]. La calidad de las variaciones 
también se representa utilizando la escala Phred y un valor de 10 indica que 1 de cada 10 variaciones puede 
ser errónea. Las variaciones resultantes, tanto puntuales como inserciones o deleciones, fueron anotadas con 
el programa Snpeff [40]. El flujo utilizado se muestra en la Figura 33. 
Existen variaciones codificantes y no codificantes, según en qué región del genoma se encuentren. Las 
mutaciones codificantes se pueden clasificar en tres tipos: sinónimas, que no provocan un cambio en el 
Figura 33. Flujo de análisis transcriptómico para obtener SNV e INDELS. 
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aminoácido codificado y por lo tanto no varía la función de la proteína; las mutaciones denominadas “sin 
sentido”, que son en las que se ha añadido un codón de terminación antes del final de la proteína, truncándola 
y provocando que pierda su función o que no se exprese; y las mutaciones “no sinónimas” que son aquellas 
donde el aminoácido varía y es por tanto más difícil de determinar qué efecto conlleva. 
A partir de esta información seleccionamos las variaciones de tipo no sinónimas y sin sentido; y generamos 
péptidos de 80 aminoácidos alrededor de la mutación como en trabajos anteriores [49,160]. Seguidamente 
se filtraron estas mutaciones, manteniendo únicamente aquellas reportadas en más de un experimento de 
RNA‐seq. A cada una de las entradas del fichero resultante FASTA se les añadió una cabecera con el nombre 
de la proteína a la que pertenece el péptido y los identificadores de los experimentos en los que detectaron 
las variaciones. 
3.3.2.2.4. Identificación de nuevas uniones entre exones 
 
Para encontrar nuevas zonas codificantes como nuevos genes, nuevas isoformas de un gen, distintas 
coordenadas de comienzo y final de regiones codificantes, etc. el genoma de C. albicans fue alineado 
nuevamente con Tophat, esta vez utilizando el fichero de anotación de C. albicans de CGD. El alineamiento se 
realizó dos veces, una de ellas utilizando la opción no‐novel‐junctions y otra sin activar esta opción, 
obteniendo dos archivos de resultados: uno con las nuevas uniones y otro con únicamente aquello que alinea 
al genoma de referencia.  
Posteriormente se compararon ambos archivos junctions.bed para extraer las coordenadas de las nuevas 
uniones, seleccionando únicamente aquellas que se encontraban en más de un experimento y contenían más 
de 5 lecturas de RNA-seq (Figura 34), siguiendo la estrategia descrita en los  estudios [21,60]. Estas 
Figura 34. Flujo de análisis transcriptómico para obtener nuevas uniones 
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coordenadas se alargaron 66 nucleótidos por ambos lados y las secuencias genómicas correspondientes 
fueron traducidas a secuencias de péptidos. La traducción se realizó utilizando los 3 marcos de lectura, 
teniendo en cuenta si se encontraban en la cadena negativa o positiva, de manera similar a la utilizada en  
[161]. 
Para reducir el tamaño de la base de datos y tratar de no introducir falsos positivos [49], aquellas secuencias 
que contenían más de 5 codones de terminación en la secuencia también se eliminaron. El identificador de 
cada entrada se compuso por las coordenadas de las nuevas uniones, el marco de lectura utilizado y los ex-
perimentos en los que se encontraron estas nuevas anotaciones 
3.3.2.3. Base de datos con variaciones y nuevas uniones 
 
 La base de datos utilizada para realizar las búsquedas fue el resultado de anexar las proteínas de 
referencia, SNV/INDELS y las nuevas uniones, todo en formato FASTA (Tabla 12). Según [162] es preferible que 
las bases de datos se unan para utilizar únicamente una y no hacer dos análisis con dos bases de datos 
distintas; por ejemplo, una con las proteínas de referencia y otra con las variaciones. El estudio demuestra 
que cuando se utilizan dos bases de datos se pierde la competitividad entre proteínas ya que un espectro 
bien identificado con un péptido, podría tener una mejor identificación con la otra base de datos y esto solo 
puede resolverse utilizando una única referencia. 
 
Tabla 12. Composición de la base de datos proteogenómica para C. albicans. 
Base de datos Número de entradas 
Proteínas de referencia 12.421 
SNV + INDELS 868 
Nuevas Uniones 462 
 
Cada entrada de la base de datos contiene una cabecera en formato FASTA con un identificador para saber a 
qué conjunto de datos corresponde, así como los datos necesarios para poder hacer un seguimiento en el 
caso de ser necesario.  
Juntando los SNV encontrados y las nuevas uniones el tamaño de la base de datos incrementó únicamente 
un 10,7%, por lo que no debería aumentar el número de falsos positivos [163–165]. Esto es gracias a los 
filtrados previamente descritos, ya que el incremento de las bases de datos es uno de los problemas más 
importantes a los que hay que hacer frente en Proteogenómica.  
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3.3.2.3.1. Caracterización de la base de datos 
 
Esta base de datos proteogenómica se generó a partir de la identificación de 48.486 mutaciones de las que 
16.428, un 34%, correspondían a mutaciones sin sentido y no sinónimas. De todas estas variaciones solo se 
seleccionaron aquellas que se encontraban en más de una muestra, reduciendo el número de variantes a 868. 
Este filtrado se realizó porque nuestro principal interés era crear una base de datos que reuniera variaciones 
y que pudiera ser de utilidad para toda la comunidad científica que estudia C. albicans y de esta forma no 
detectaran únicamente variaciones cuando hicieran proteómica dirigida o se generaran experimentos 
específicos para proteogenómica (mismas muestras de RNA‐seq y de MS/MS) que eleva significativamente el 
coste del experimento. 
 
Figura 35. Representación del número de mutaciones encontradas en las diferentes muestras. 
En la Figura 35 se representan todas las variantes que se encontraron en cada una de las muestras de los 
experimentos utilizados en el estudio. La muestra SRR1027798 del experimento GSE52236 destaca porque 
obtiene un número muy elevado de variantes comparado con los otros experimentos. El estudio en detalle 
de los datos no arrojó ninguna conclusión firme sobre la variabilidad de esta muestra, únicamente se vio que 
el número de lecturas secuenciadas totales superaba la media del resto de muestras, unas 280.000.000 
lecturas, mientras que la media obtenida en los otros experimentos fue de 31.705.034 lecturas. Como se tuvo 
en cuenta el número de lecturas alineadas para detectar una mutación, esta alta cobertura podría explicar el 
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aumento, aunque pensamos que podría existir otra fuente de variabilidad. Este experimento (GSE52236) está 
compuesto únicamente por dos muestras: una en la que se obtuvo este elevado número de mutaciones y la 
otra que se descartó porque no superaba los filtros de calidad establecidos, debido a que, al eliminar los 
artefactos debidos a la secuenciación, las secuencias resultaron ser más cortas de 50 nucleótidos. Para 
descartar las posibles variaciones debidas a las diferencias entre experimentos, solo se incluyeron a la base 
de datos aquellas mutaciones que aparecían en más de un experimento, por lo que todas las variaciones de 
la muestra SRR1027798 no se ven reflejadas en la base de datos final. Estos resultados se muestran en la 
Figura 36, donde se representa en qué experimentos se encuentran las 868 variaciones que se utilizaron para 
generar la base de datos de variantes. 
Es de esperar que los experimentos con muchas muestras fueran los que acumularan más mutaciones cuando 
se aplicaron los filtros descritos, porque existe mucha variabilidad entre estudios. 
Esta variabilidad puede ser debida a, por ejemplo, las diferencias en la preparación de las muestras, en los 
protocolos utilizados para la generación de la biblioteca de secuenciación, los efectos de lotes, etc. así como 
la variabilidad propia de la muestra biológica [166]. 
 
Figura 36. Representación de las variaciones filtradas en las diferentes muestras. 
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3.3.3. Identificación de péptidos 
3.3.3.1. Experimentos de MS/MS 
Los espectros utilizados se obtuvieron de PeptideAtlas, que es un repositorio de datos crudos de diferentes 
experimentos de MS/MS (espectrometría de masas en tándem), que además contiene los péptidos y 
proteínas identificadas al analizar los datos con el flujo Trans Proteomics Pipeline (TTP).  
Tabla 13. Lista de experimentos de MS/MS utilizados en el estudio.  (*Referencia) 
Experimento* Instrumento Número de ficheros 
Calb_ves_secretome [169] LTQ XL Orbitrap 12 
Calb_surfome [168] LTQ Orbitrap Velos 14 
Calb_offGel [143] LTQ XL Orbitrap 24 
Calb_subcel_fract [143] LTQ XL Orbitrap 95 
SILAC_phos_OrbitrapVelos_1 [168] Orbitrap Velos 3 
SILAC_phos_OrbitrapVelos_2 [168] Orbitrap Velos 3 
SILAC_phos_OrbitrapVelos_3 [168] Orbitrap Velos 3 
SILAC_phos_OrbitrapVelos_4 [168] Orbitrap Velos 3 
SILAC_phos_OrbitrapXL_1A_TiO2 [168] Orbitrap XL 5 
SILAC_phos_OrbitrapXL_1A [168] Orbitrap XL 3 
SILAC_phos_OrbitrapXL_1B [168] Orbitrap XL 6 
SILAC_phos_OrbitrapXL_1B_TiO2 [168] Orbitrap XL 6 
SILAC_phos_OrbitrapXL_2 [168] Orbitrap XL 6 
SIILAC_phos_OrbitrapXL_3 [168] Orbitrap XL 6 
SILAC_phos_OrbitrapXL_4 [168] Orbitrap XL 5 
Calb_acidic_subproteome [170] LTQ 3 
Calb_memb [170] LTQ 11 
Hyphal_extract_OrbitrapVelos [168] Orbitrap Velos 4 
Yeast_extract_OrbitrapVelos [168] Orbitrap Velos 4 
Calb_extract_3TOF [168] Triple TOF 3 
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Este flujo emplea secuencialmente los programas PeptideProphet, ProteinProphet y iProphet [167] y recopila 
información de diferentes organismos como humano, ratón y diferentes levaduras [167].  Para el desarrollo 
de este proyecto se utilizaron los 20 experimentos [143,168–170] existentes de C. albicans  formados por 219 
ficheros mgf (Tabla 13) que se convirtieron al formato común .MzXML con el programa msconverter [53]. 
3.3.3.2. Asignación espectro-péptido 
Para la identificación de péptidos se utilizó el motor de búsqueda X!Tandem, un software que permite 
combinar espectros de masas en tándem con secuencias de péptidos para la identificación de proteínas [171]. 
La estrategia general consiste en realizar una digestión teórica a las secuencias de la base de datos para que 
el motor de búsqueda recorra estas secuencias para cada espectro observado, seleccionando aquellos 
péptidos con valores de masa y carga (m/z) similares al del ion precursor en el espectro empírico utilizando 
las mismas especificaciones. Este motor de búsqueda se utilizó para analizar los 219 ficheros mgf de 
experimentos de C. albicans que fueron analizados con distinta instrumentación y especificaciones (Tabla 14). 
Los resultados obtenidos se evaluaron aplicando el test estadístico denominado FDR [172]. La idea del FDR 
se basa en determinar la proporción de PSM (Asignación Péptido-Espectro, del inglés Peptide to Spectrum 
Match) incorrectos que se aceptan en todo el conjunto del experimento, y para ello utilizamos una base de 
datos señuelo o decoy concatenada a la base de datos original. Las bases de datos señuelo consisten en un 
grupo de secuencias generadas artificialmente (revirtiendo las secuencias de la base de datos) y que por lo 
tanto no corresponden a ninguna proteína conocida. El umbral de corte utilizado para el FDR fue del 0.01 y 
se cortó a nivel de espectro y de péptido considerando únicamente aquellos péptidos con una longitud 
superior a 8 aminoácidos. Por lo tanto, aceptamos 1 PSM incorrecto cada 100 PSM y volvimos a filtrar los 
resultados aceptando un 1 péptido incorrecto cada 100 péptidos. No filtramos a nivel de proteína porque el 
interés residía en la identificación de péptidos con la variación. 
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Calb surfome / 
Calb offGel 
Tolerancia en la 
masa del precursor 
monoisotópico 
30 ppm 30ppm 3.1amu 50 ppm 30 ppm 
Tolerancia en la 
masa de los iones 
fragmento 
0.4 amu 0.4 amu 0.4 amu 0.4 amu 0.4 amu 
Número de termi-
nales trípticos 
1 1 1 1 1 
Número de cortes 
permitidos 
2 2 2 2 2 
Modificaciones 
M Oxidation  
(variable); 
STY Phospho  
(variable); 
LR SILAC  
(variable); 




M Oxidation  
(variable); 

























3.3.4.1. Péptidos identificados y validaciones 
Al analizar los espectros con X!Tandem con la nueva base de datos identificamos nuevos péptidos prototípicos 
(péptidos únicos en la base de datos) que contienen la mutación. Identificamos 13 péptidos que 
corresponden a 11 proteínas diferentes. Por otro lado, las nuevas uniones únicamente se identificaron cuando 
bajamos el umbral de FDR al 5%. Todos los espectros fueron analizados visualmente mediante el motor de 
búsqueda Mascot, y ninguno de los espectros correspondientes a las nuevas uniones obtuvo una buena 
asignación al péptido. Tampoco obtuvo un buen espectro de fragmentación el péptido YRWPKLHVVQSTK 
correspondiente a la proteína C6_00020W_B. A continuación, se lanzaron las búsquedas con los motores de 
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búsqueda PEAKS [173] y Mascot para ver que puntuación asignaba estos motores a los péptidos identificados 
(Tabla 15) y también poder evaluar la calidad del espectro asignado de manera visual. 
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Tabla 15. Péptidos prototípicos identificados con FDR 1%. En rojo están marcados los aminoácidos mutados y en azul los aminoácidos de referencia. A continuación, se muestran 
las puntuaciones obtenidas en los diferentes motores de búsqueda y por último los resultados de las validaciones. Si/ No representa si el resultado obtenido confirma la mutación o 
no. --- indica que no se han obtenido resultados. 
Descripciones Puntuaciones motores de búsqueda Validaciones 






ENHVDDSLIEDAEK → (D) C1_11200wp_a 63 87 94.31 Si Si --- 
AQYTFGSPVSEK→ (L) C4_03190wp_b 30.6 12 -- Si --- --- 
LNLANTVFSTGPIITLFYFGNGLNSGQHLCDLEISLPRGLIPR→ (S) C5_01190wp_a 32.1 -- -- --- --- --- 
YRWPKLHVVQSTK → (K) C6_00020wp_b 29.7 10 -- No --- --- 
VQSFLFENHSEACTAK → (L) GLK1 72.3 69 124.73 Si Si Si 
KVQSFLFENHSEACTAK → (L) GLK1 55.4 50 70.33 SI Si Si 
GNGNGNESGGGDDDDKEEDDDDDEITEPSTSTASGDKK → (N) MAP2 69.6 13 -- Si --- --- 
GNGNGNESGGGDDDDKEEDDDDDEITEPSTSTASGDK → (N) MAP2 66.2 60 23.13 Si --- --- 
NSLITNKPGSISEAANEISQENNNNNNNK → (N) NUP60 69.4 43 71.49 Si --- --- 
KYEPNLDGPYQVQEVLGK → ORF298 28.8 -- -- --- --- --- 
SNIGSGSGRGSGASGSSSGGGASINGNSIFGRSGYDDEEDDDEEK → (D) PTC2 39.2 -- -- --- --- --- 
NSGGGSGGGGSQTTPQFIK → (G) RBK1 67 89 94.58 Si Si Si 
QQQEEQQAQQSEK → (Q) TBF1 45.7 61 81.97 Si --- --- 
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Las proteínas que obtuvieron una mejor puntuación fueron GLK1, MAP2, NUP60, RBK1 y C1_11200W_A. Con 
el objetivo de obtener más evidencias que confirmasen estas mutaciones encontradas llevamos a cabo dos 
validaciones: 
1. Se validaron los espectros mediante péptidos sintéticos. Para ello se sintetizaron los péptidos con el 
objetivo de comparar los espectros de fragmentación obtenidos de los péptidos sintéticos y de los 
péptidos candidatos, y ver si los íones carcaterísticos de una de las series “y” o “b” son coincidentes 
entre sí. Por las características de los péptidos y la metodología del método, no todos pudieron ser 
sintetizados, únicamente GLK1, RBK1 y C1_11200W_A (Anexo II).  
2. Se secuenció la región del ADN que contenía la mutación. Para ello se amplificaron las regiones que 
contenían las mutaciones mediante PCR (Polimerase Chain reaction) ajustando las condiciones en 
cada región, para a continuación secuenciarlas con el método de secuenciación SANGER. Los ficheros 
de secuenciación fueron visualizados con el software Chromas (Anexo III). 
 
Los resultados obtenidos se resumen en la Tabla 15. Las proteínas GLK1 y RBK1 pudieron ser validadas por 
los dos métodos y se confirmaron las mutaciones. Por otro lado, el péptido de la proteína C1_11200W_A no 
se pudo sintetizar, pero los resultados obtenidos en los motores de búsqueda y con el método Sanger fueron 
satisfactorios debidos a las altas puntuaciones obtenidas, además de encontrar presencia de los dos nucleó-
tidos (mutados y referencia) aproximadamente en la misma cantidad en los resultados de secuenciación, no 
pudiéndose discernir cuál de las dos formas es la más común.   
Para concluir, los péptidos correspondientes a las proteínas NUP60 y MAP2 no pudieron ser validados debido 
a su longitud y a la composición nucleica de la región que dificultó la secuenciación, pero las puntuaciones 
asignadas por los motores de búsqueda además de los espectros de fragmentación obtenidos indican que la 
mutación podría existir.   
3.3.4.2. Comparación con PeptideAtlas 
 
Estos resultados se compararon con los resultados de PeptideAtlas para ver las diferencias obtenidas al reana-
lizar los datos con la nueva base de datos. PeptideAtlas además de albergar los ficheros crudos de MS/MS 
también contiene información sobre las proteínas y péptidos que se identificaron cuando se analizaron estos 
mismos datos con la base de datos de referencia. En la última versión (febrero 2015) se encontraban identi-
ficadas 4225 proteínas obtenidas por 71175 péptidos. En nuestro análisis únicamente hablamos de péptidos 
sin hacer inferencia a proteína porque el objetivo fue identificar las mutaciones.   
En la Tabla 16 se observa la información que contenía PeptideAtlas de las proteínas de las que se identificaron 
los péptidos, además del número de experimentos de RNA-seq en los que se detectaron las mutaciones. Un 
campo de la tabla informa de si la proteína estaba considerada como identificada en PeptideAtlas y el otro 
campo refleja si el péptido que hemos identificado se había identificado anteriormente sin la mutación. 
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Tabla 16. Número de experimentos de RNA-seq en los que se detectaron las mutaciones e información de Pepti-
deAtlas.  
Proteína 






C1_11200wp_a 10 SI SI 
C4_03190wp_b 27 NO NO 
C5_01190wp_a 2 NO SI 
C6_00020wp_b 2 NO NO 
GLK1 7 SI SI 
MAP2 9 SI NO 
NUP60 7 SI SI 
ORF298 10 NO NO 
PTC2 9 NO SI 
RBK1 23 NO NO 
TBF1 6 SI SI 
 
Los resultados los dividimos en dos grupos de acuerdo a la hipótesis que nos planteamos. La hipótesis se basó 
en la identificación del péptido, si este había sido identificado o no. Si la identificación era positiva podría ser 
que se estuviera identificando una variación respecto al aminoácido de referencia,  SAAV (del inglés, single 
amino acid variation), y si no, nos planteamos que podría ser debido a que la secuencia estuviera mal anotada 
en la base de datos de referencia. 
Dos de los casos más interesantes dentro del grupo de secuencias no identificadas fueron las proteínas RBK1 
y C4_03190W_B que tampoco contenían suficientes evidencias para que PeptideAtlas confirmara la 
identificación de la proteína.  En estos casos las mutaciones se encontraban en muchos experimentos de RNA‐
seq, en 23 y 27 experimentos respectivamente, además también se realizó un análisis de secuencias con 
BLAST [174] y tenían 100% homología con otras cepas de C. albicans. Estos datos sugirieron que podría ser 
una mala anotación del genoma. Sin embargo, al visualizar los cromatogramas de Sanger para RBK1 se 
identificaron los dos nucleótidos, por lo que descartamos la mala anotación del genoma. En el caso de RBK1 
se hizo la inferencia a proteína con la nueva base de datos y resultó en la identificación de la proteína al 
incorporar este péptido como identificado.    
Siguiendo con aquellos casos en los que el péptido no habían sido identificado, la mutación de la proteína 
ORF298 se detectó en 10 experimentos de RNA‐seq y sorprendentemente no se había identificado ningún 
otro péptido de la proteína. En este caso las mutaciones encontradas correspondían a huecos en la anotación 
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debido a que la base de datos oficial contenía X en estas posiciones, por lo que supondría que no se identificó 
debido a una mala anotación. 
Al centrarnos en aquellos péptidos en los que sí se había identificado el péptido sin la mutación, vimos que 
las mutaciones fueron identificadas en un rango de 6 a 10 experimentos de RNA-seq. MAP2 y GLK1, además 
fueron identificadas por dos péptidos y, en dos y en tres ficheros de espectros respectivamente. Siguiendo la 
hipótesis descrita anteriormente, creemos que podríamos haber identificado SAAVs en estas proteínas. Es-
pecialmente en los casos de GLK1 y C1_11200W_A en los que se confirmaron las evidencias en las validacio-
nes.  
3.3.4.3. Herramienta para la creación de bases de datos para proteogenómica 
 
Uno de los problemas principales del campo de la Proteogenómica, es que al ser un área de creación reciente 
no existen muchos programas para crear estas bases de datos, sobre todo para utilizar datos de especies 
menos estudiadas como es C. albicans. El programa más conocido es CustomProDB [60] que permite generar 
bases de datos de SNV, INDELS y nuevas uniones a exones a partir de los datos de RNA‐seq. También existen 
otros programas como PGA [175] o Quilts [176]. Sin embargo, ninguno de ellos contiene el genoma de C. 
albicans, por lo que no se utilizaron en este estudio.   
Para solucionar este problema, se generó un script que permite crear estas bases de datos a partir de un 
fichero FASTA, un fichero de anotaciones y uno con las variaciones encontradas. Un valor añadido del 
programa es que no solo crea la base de datos con mutaciones, sino que también genera la base de datos de 
proteínas de referencia a partir de estos ficheros. Esto es importante porque existen discrepancias entre 
secuencias para una misma región del genoma en las bases de datos públicas y estas discrepancias hacen 
difícil evaluar la incidencia y las variaciones encontradas en las proteínas [177]. Por lo tanto, solventamos este 
problema utilizando los mismos ficheros para alinear, buscar variantes y crear la base de datos, tanto de las 
proteínas de referencia como de las nuevas variantes.   
El script utiliza como argumentos la secuencia de nucleótidos del organismo (FASTA), el fichero de anotaciones 
(GTF o GFF3) y el fichero con las mutaciones (VCF). También existen algunos parámetros importantes como 
son el tipo de secuencias finales a obtener (proteínas o péptidos mutados), y en el caso que sean péptidos, 
de qué longitud. Además, también se puede decidir con qué código IUPAC se traducen las secuencias 
genómicas a proteínas. Esta característica se introdujo porque el organismo C. albicans traduce el triplete 
CUG a Serina y no a Leucina como en otros organismos[178]. 
El fichero de salida contiene las proteínas de referencia según el fichero de anotación y los péptidos o proteí-





En este estudio se generó una base de datos mediante proteogenómica para C. albicans que permitió la 
identificación de diversas variantes proteicas. Se creó una base de datos completa, robusta y no específica 
de experimento para que pudiera ser utilizada en otras búsquedas de MS/MS de C. albicans. La generación 
de la base de datos fue a través del desarrollo de una herramienta en Python, que permite obtener estas 
bases de datos para cualquier organismo de una forma sencilla y sin necesidad de tener conocimientos de 
programación.  
Por lo que sabemos hasta el momento, este es el primer trabajo proteogenómico en C. albicans y abarca 
todos los pasos de esta aproximación: desde la generación de la base de datos hasta la validación de los 
resultados, pasando por el desarrollo de una herramienta para generar estas bases de datos. Los resultados 
obtenidos reflejaron una mejora en las identificaciones permitiendo refinar las bases de datos de referencia. 
Además, los resultados fueron confirmados mediante validaciones con péptidos sintéticos y secuencias de 

















En esta tesis doctoral se han realizado una serie de trabajos que han abordado diferentes aspectos de la 
bioinformática funcional, con el principal objetivo de dotar a la comunidad científica de herramientas y me-
todologías útiles para transformar los datos procedentes de experimentos ómicos en información útil, que 
explique las características del mismo y permita la generación de nuevas hipótesis. La investigación se ha 
desarrollado en forma de aportaciones principales, y en todos nuestros trabajos se han procesado los datos 
para extraer la información, y a partir de estos se han elaborado metodologías o herramientas necesarias 
para responder a una pregunta científica concreta. Cada una de las aportaciones contiene su propia discusión 
para facilitar su lectura y hemos presentado esta sección como una discusión general de la tesis en la que se 
resumen los diferentes trabajos presentados.  
En esta Tesis se han generado dos flujos de trabajo para el análisis de datos procedentes de experimentos de 
RNA-seq y Proteómica shotgun. El análisis de datos de RNA-seq incluye el control de calidad, el alineamiento, 
cuantificación, y según el objetivo a alcanzar se completó el flujo de trabajo con filtrado de expresión de 
genes, búsqueda de mutaciones, nuevas uniones entre exones o generando perfiles de expresión. El proceso 
de análisis de los datos procedentes de Proteómica shotgun incluye la conversión de ficheros a un formato 
común, la utilización de motores de búsqueda y la validación estadística por FDR.  
Según los diferentes contextos biológicos se han desarrollado diferentes estrategias metodológicas para su 
aplicación a los datos procesados, y así convertir estos datos biológicos en información valiosa. Todas las 
aportaciones han partido de datos procedentes de experimentos de RNA-seq.  
La secuenciación de ARN o RNA-Seq es un método común para analizar la expresión génica y descubrir nuevas 
especies de ARN. Existen varios métodos para el análisis general de expresión génica y varias aplicaciones 
específicas [180], como la detección de isoformas y fusión de genes, perfiles de expresión génica, 
secuenciación dirigida, etc. Para cada una de las aplicaciones no existe un único flujo de trabajo ni un 
programa óptimo para analizar los datos, y cada punto del análisis (diseño experimental, control de calidad, 
alineamiento de las lecturas, cuantificación, visualización, etc.) puede ser discutido y modificado para 
obtener unos mejores resultados según el objetivo de la investigación y el organismo a estudiar [181,182]. 
Aunque el análisis más común de RNA-seq consiste en realizar un análisis de expresión diferencial en el que 
se compara la expresión de los genes en dos muestras diferentes [184]. Actualmente las tecnologías de 
secuenciación continúan avanzando, y se siguen desarrollado nuevos métodos para el análisis e integración 
de datos, ejemplo de ello son los trabajos presentados en esta tesis doctoral, y se espera que surjan nuevos 
métodos de RNA-Seq en el futuro [183].  
Nuestra inicial contribución basó su fundamento en detectar y evaluar las posibles relaciones ente las HSC y 
los nichos durante el desarrollo de las HSC en el hígado fetal. Para ello centramos el flujo de análisis de datos 
de RNA-seq en filtrar los genes según su expresión estableciendo umbrales mediante el método de [108] que 
se basa en contar las lecturas intergénicas y contarlas como ruido. La elección del método fue un punto 
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importante del trabajo, el objetivo era estudiar lo que sucedía en cada uno de los estadios del desarrollo 
embrionario y no compararlos entre ellos, por lo que queríamos evitar la expresión diferencial que es uno de 
los métodos más conocidos e utilizados [182,184]. Para establecer el umbral de corte, previamente 
normalizamos las lecturas por RPKM. Utilizamos este método y no FPKM, TPM o CPM para imitar la estrategia 
que siguieron los autores del estudio. Sin embargo, la utilización del método FPKM hubiera sido más 
adecuada ya que se trataba de muestras paired-end y este en lugar de contar lecturas cuenta fragmentos, 
por lo que tiene en cuenta que dos lecturas puedan alinear en un fragmento y no cuenta las lecturas dos 
veces. Por otro lado, TPM es un método similar a RPKM y FPKM que cada vez se está empleando más, que al 
normalizar tiene en consideración la longitud del gen y la profundidad de la secuenciación, y también se 
hubiera podido utilizar en el análisis. Sin embargo, el problema principal del análisis residió en tener 
únicamente dos réplicas de cada muestra, siendo tres el mínimo de réplicas que se suelen utilizar en estos 
análisis, aunque según [188] se debería utilizar un mínimo de 6 réplicas por muestra.   
Aunque los umbrales obtenidos eran bastante similares, las diferencias en los datos fueron significativas 
(Tabla 7). Otro de los puntos interesantes fue la creación de la estrategia bioinformática para la integración 
de datos biológicos procedentes de diferentes bases de datos como de interacciones, anotaciones y factores 
de transcripción entre otras. En esta metodología se trató de contextualizar la información obtenida 
simulando el posible funcionamiento celular y así obtener una lista de posibles procesos interesantes a 
estudiar, y validar aquellos que podrían estar relacionados con desarrollo de las HSC. La metodología es 
dependiente de la información contenida en las bases de datos, así que la incorporación o eliminación de 
elementos en éstas variarían los resultados. Es la primera vez que una metodología de estas características 
es desarrollada, principalmente porque se basa fundamentalmente en el diseño experimental del 
experimento con el objetivo de resolver una pregunta concreta en el contexto de las HSC. Sin embargo, esta 
metodología se podría utilizar para resolver otras preguntas científicas en otro contexto e organismos. 
Los resultados obtenidos corroboraron el funcionamiento de la estrategia utilizada. La mayoría de las rutas 
resultantes fueron potencialmente significativas para el estudio, se clasificaron en los grupos 2 y 3, e incluso 
algunas las rutas ya se habían descrito como que participaban en el desarrollo de las HSC; como la ruta VEGF 
SIGNALING detectada que induce la formación de tejido hematopoyético y la proliferación celular [94] o la 
ruta WNT/ WNT B-Catenin que es conocida por su participación en la autorrenovación, proliferación y dife-
renciación de las células madre adultas [90,119].  También observamos proteínas secretadas como Angptl4 
y IGF-2 que promueven la expansión, diferenciación y la maduración de las HSC [118] o como CXCL12 que se 
expresa en todos los estadios y se cree que es necesaria para el proceso de homing y la regulación y migración 
de las HSC [94,100]. Además, gracias al establecimiento de umbral de expresión pudimos observar y analizar 
aquellas diferencias significativas existentes entre los distintos tiempos, algunos de ellas ya descritos en otros 
estudios [90,100,119]. En vista del potencial de la tecnología nos propusimos realizar otro tipo de análisis 
con también datos de RNA-seq pero desde una perspectiva distinta, generando perfiles de expresión que es 
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la medida de la actividad de miles de genes simultáneamente para crear una imagen global de la función 
celular o fenotipo.  
Bajo esta idea, llevamos a cabo nuestra segunda aportación, en la que a partir de estos perfiles generamos 
una herramienta web para la generación de hipótesis para el reposicionamiento de fármacos. Para ello se 
analizaron datos transcriptómicos, no únicamente de RNA-seq, también de chips de ADN obtenidos de dife-
rentes repositorios públicos como GEO, DrugMatrix y CMap; reuniendo un total de 27.820 perfiles o firmas 
diferentes [179]. NFFinder es la primera herramienta que reúne tres bases de datos distintas y un número 
tan elevado de perfiles génicos asociados a información de: compuestos, fármacos, enfermedades y expertos 
científicos que permite establecer relaciones entre perfiles. NFFinder requiere de una lista de genes proce-
dentes de datos de expresión génica, donde los experimentos de las distintas bases de datos son ordenados 
por su parecido con los datos de entrada mediante un algoritmo de reconocimiento de patrones. Llevando a 
cabo este procedimiento se puede a partir de un fenotipo de interés buscar y evaluar los datos existentes 
para encontrar condiciones que producen fenotipos similares o antagónicos susceptibles de estar relaciona-
dos con el proceso buscado, y de esta manera generar hipótesis en el reposicionamiento de fármacos.  
Se realizó un caso de uso con NFFinder para ver la funcionalidad de la herramienta, éste se basó encontrar 
algún fármaco que pudiera usarse en el tratamiento de la neurofibromatosis. Para ello se utilizaron genes 
diferencialmente expresados al comparar células MPNST con células Swann normales del estudio [137], y se 
buscó un perfil inverso seleccionando las bases de datos CMap y DrugMatrix. Los resultados obtenidos mos-
traron que la Tricostatina A (TSA) podría ser un candidato interesante para revertir el fenotipo inducido, 
según [138,139] este fármaco se ha utilizado en otros tipos de tumores por su capacidad de detener la pro-
liferación celular y desencadenar la apoptosis, por lo que podría ser interesante. Además de ver su funciona-
lidad, comparamos NFFinder con otras herramientas parecidas como Cmap [122] y CDA [142]. CDA utiliza 
también los datos de CMap, y también parte de dos listas de genes, pero a diferencia de NFFinder, realiza un 
enriquecimiento de rutas de señalización, por lo que puede aumentar el grado de error en los resultados 
porque depende del conocimiento de las rutas y las anotaciones existentes, además de las asociaciones entre 
perfiles, fármacos o enfermedades. Para comparar las distintas herramientas utilizamos genes diferencial-
mente expresados de cáncer gástrico obtenidos del estudio [141] que muestra que Vorinostat es una droga 
terapéutica válida para el tratamiento de cáncer gástrico. Los resultados obtenidos en las tres herramientas 
(Tabla 10) reflejan las mejoras de NFFinder versus a las otras dos. En primer lugar, la base de datos con la 
que se comparan los perfiles es más grande, incluyendo los perfiles de las otras dos herramientas. Además, 
NFFinder no solo permite realizar búsqueda de drogas, sino que también reorientar la pregunta para buscar 
enfermedades con un perfil parecido para el que, si existe una droga, o para buscar una droga parecida que 
produzca menos toxicidad y que pueda ser utilizada para tratar la enfermedad.  La utilización de NFFinder no 
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se ciñe a un organismo concreto, se pueden realizar búsquedas para cualquier organismo, pero el resultado 
mostrará aquellos perfiles parecidos de los organismos que se encuentren en la base de datos.  
La utilización de repositorios públicos ha sido un recurso utilizado en este trabajo de investigación por el gran 
valor añadido que ofrecen [185,186]. Los repositorios permiten reanalizar una gran cantidad de datos anali-
zados en diferentes plataformas y diversas condiciones. En esta tesis doctoral, estas fuentes de información 
han permitido el desarrollo de una herramienta con una gran cantidad de datos experimentales como NFFin-
der y la realización de un trabajo más específico en el que hemos utilizado todos los datos generados hasta 
el momento de C. albicans teniendo en cuenta la variabilidad entre diferentes laboratorios como en la última 
aportación de esta tesis. La elección de los repositorios utilizados no ha sido al azar, actualmente existen 
diferentes repositorios genómicos como ArrayExpress, dgGAP, Japanese Genotype-phenotype Archive, etc. 
estos fueron estudiados para ver qué datos contenían y en que formato se almacenaban. En ambos estudios 
observamos que GEO era la base de datos con más entradas, e incluso vimos muchos datos ya contenidos en 
GEO en otras bases de datos por lo que se generaban redundancias y nos decantamos por únicamente utilizar 
GEO que es el repositorio genómico más completo [69,70]. También se utilizaron otros repositorios para 
complementar los diferentes objetivos propuestos; para NFFinder también se utilizó información de los re-
positorios Drugmatrix y Cmap que contienen perfiles de expresión de células tratadas con fármacos, o como 
en la última aportación que obtuvimos los datos de un repositorio de datos de proteómica llamado Pepti-
deAtlas, que además de albergar los ficheros crudos de MS/MS también contiene información sobre los pép-
tidos y proteínas que se identificaron al analizar los datos.  
En esta última aportación se generó una base de datos mediante Proteogenómica para C. albicans que per-
mitió la identificación de diversas variantes proteicas. Se creó una base de datos completa y robusta que 
contenía SNV, INDELS y nuevas uniones mediante la utilización de experimentos de RNA-seq del repositorio 
GEO. Esta fue utilizada para analizar todos los experimentos del repositorio Peptide Atlas de C. albicans en 
los que pudimos identificar nuevos péptidos. Para la generación y creación de esta base de datos desarrolla-
mos un programa sencillo que puede ser utilizado sin necesidad de tener conocimientos de programación. 
Actualmente existen programas para la generación de estas bases de datos como CustomProDB, Quilts [176] 
o PGA [175], sin embargo, ninguno de ellos contiene el genoma actualizado de C. albicans, por lo que no se 
pudieron utilizar en el estudio. La mayor ventaja del programa que desarrollamos es la opción de poder uti-
lizar cualquier genoma secuenciado obtenido de cualquier base de datos, ya que en muchos organismos los 
genomas más actualizados no siempre se encuentran en las bases de datos más conocidas, sino en bases de 
datos especializadas de organismo como ha sido el caso de C. albicans que lo hemos obtenido de CGD [146].  
Para la utilización del programa es necesario un fichero FASTA, el fichero de anotación y el fichero .vcf con 
las variaciones. Existen muchas herramientas para detectar SNV pero las más utilizadas son GATK y mpileup 
de SAMtools. Existen varios estudios que comparan las herramientas y algunas de las diferencias entre estas 
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dos herramientas son: como preprocesan el alineamiento, GATK elimina las lecturas con baja calidad mien-
tras que SAMtools las utiliza todas;  el modelo de probabilidad de genotipo utilizado es distinto, el modelo 
de SAMtools deriva de BAQ mientras que el de GATK de Dindel, que principalmente difieren en como asumen 
los errores de secuencia; SAMtools utiliza filtros establecidos mientras que GATK aprende los filtros de los 
datos, por lo que utilizar GATK cuando los datos son de humano suele ser recomendable porque se tienen 
suficientes datos para entrenar el modelo, etc.  En este estudio utilizamos SAMtools por dos razones princi-
pales, el tamaño del organismo y por cómo se preprocesa el alineamiento porque queríamos controlar el 
filtrado de lecturas.  
Otro punto a discutir fue el tamaño de la base de datos para realizar las búsquedas de MS/MS, varios estudios 
[49,163-165] indican que un tamaño muy grande da lugar a un aumento de los falsos positivos. Para reducir 
el tamaño se filtraron algunas entradas, porque según [162] es preferible utilizar una única base de datos y 
no dividirla en dos y realizar dos búsquedas porque se pierde competividad entre las identificaciones. Esto 
es debido a que un espectro bien identificado con un péptido podría tener una mejor identificación con la 
otra base de datos. El filtrado consistió en incorporar variaciones no sinónimas y aquellas que se encontraron 
en más de una muestra reduciendo el tamaño de 48.486 a 1.330 entradas, incrementando únicamente la 
base de datos un 10,7% con respecto a la base de datos de referencia (Tabla 12).  
Mediante esta nueva base de datos se identificaron con un FDR del 1%, 13 nuevos péptidos con SNV y nin-
guna nueva unión a exón. El hecho de no haber identificado ninguna nueva unión creemos que es porque C. 
albicans no es un organismo con muchos intrones [187], además de porque cortamos con un umbral de FDR 
muy restrictivo. Las identificaciones fueron comparadas con las identificaciones de PeptideAtlas y dividimos 
los resultados en dos grupos de acuerdo a la hipótesis que nos planteamos. La hipótesis se basó en si el 
péptido ya había sido identificado sin la mutación o no en PeptideAtlas. Si la identificación era positiva podría 
ser que se estuviera identificando SAAVs, y si no, nos planteamos que podría ser debido a que la secuencia 
estuviera mal anotada en la base de datos de referencia.  En el grupo de los péptidos no identificados sin la 
mutación, encontramos las proteínas C4_03190wp_a, C5_01190wp_a, C6_00020wp_b, ORF298, PTC2 y 
RBK1. Entre ellas nos llamaron la atención las proteínas C4_03190wp_a y RBK1 porque las mutaciones fueron 
identificadas en muchos experimentos de RNA-seq, 23 y 27 experimentos respectivamente, y la secuencia 
identificada tenía un 100% de homología con otras cepas de Candida al hacer un BLAST. Sin embargo, al 
visualizar el cromatograma de Sanger de RBK1 se identificaban los dos nucleótidos, por lo que descartamos 
la mala anotación del genoma. 
En el grupo de péptidos sí identificados encontramos las proteínas C1_11200wp_a, GLK1, MAP2, NUP60 y 
TBF1. Entre ellas, GLK1 y C1_11200wp_a pudimos confirmar las evidencias encontradas en las validaciones. 
Sin embargo, aunque las otras variaciones no pudieron validarse, al analizar los espectros visualmente obtu-
vieron una buena asignación al péptido por lo que creemos que son interesantes a tener en consideración. 
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Este estudio se realizó con C. albicans y se generó una base de datos más completa para las búsquedas de 
MS/MS. El método empleado y la herramienta desarrollada, llena el vacío que existía en el campo de la pro-
tegenómica en microorganismos y permite hacer proteogenómica en cualquier organismo para así poder 
identificar nuevas proteínas y /o mejorar la anotación de los genomas existentes.  
No únicamente esta última aportación es aplicable al mundo de los microorganismos, cada una de los trabajos 
realizados también, y aunque en esta tesis se han tratado de resolver diferentes casos concretos, la idea ge-
neral ha sido generar flujos de trabajo que puedan ser utilizados en otros organismos menos estudiados. Es 
importante destacar la diferencia de información existente en las bases de datos de organismos superiores 
con respecto la información de microorganismos y la necesidad que hay de generar más datos y más herra-














En esta tesis doctoral se han abordado diferentes aspectos de la bioinformática funcional.  Para ello se han 
desarrollado una serie de metodologías y herramientas que constituyen un marco de trabajo para la investi-
gación con datos ómicos permitiendo obtener información de interés a partir de datos biológicos. Si bien es 
cierto que estos trabajos representan problemas distintos y en contextos experimentales diferentes, es tam-
bién importante destacar que la solución a los mismos tiene un hilo conductor común, que son las técnicas 
experimentales, las herramientas bioinformáticas y las metodologías de integración.  Una de las enseñanzas 
de este trabajo es que no existe una única aproximación que pueda ser aplicada a todos los problemas y 
necesidades que se presentan en los laboratorios de biología molecular, siendo necesario el desarrollar y 
aplicar las existentes a los problemas específicos, además de generar metodologías nuevas que le integren. 
En este sentido se ha enmarcado esta tesis doctoral, permitiéndonos obtener resultados relevantes y alcanzar 
las siguientes conclusiones: 
 
1. Se han desarrollado flujos de trabajo para el análisis de experimentos de RNA-seq que incluyen el 
alineamiento, la cuantificación, la normalización y expresión diferencial o filtrado de expresión por 
umbral de activación, búsqueda de variantes y nuevas uniones entre exones. 
2. Se ha elaborado una metodología para la integración de datos biológicos a datos de RNA-seq que 
permite estudiar y evaluar el interactoma obteniendo una visión global y específica de su funcionali-
dad.  
3. Se han procesado y analizado los experimentos de las bases de datos GEO, Connectivity Map y Drug 
Matrix para generar perfiles de expresión y asociarlos a fármacos, compuestos, enfermedades y/o 
expertos. 
4. Se ha desarrollado una herramienta web para el reposicionamiento de drogas que permite comparar 
perfiles de expresión génica para encontrar condiciones que producen fenotipos similares o antagó-
nicos susceptibles de estar relacionados con el proceso buscado. 
5. Se ha elaborado un programa para la generación de bases de datos Proteogenómicos que incorpore 
variaciones y nuevas uniones, además de la base de datos de referencia, en cualquier organismo de 
una forma sencilla y sin necesidad de tener conocimientos de programación.  Para esto, se ha desa-
rrollado un flujo de trabajo para el análisis de experimentos procedentes de espectrometría de masas 
que permite la conversión de ficheros a un formato común, la utilización del motor de búsqueda 
X!Tandem y la validación estadística por FDR. 
6. Se ha creado una base de datos Proteogenómica para el organismo C. albicans más completa para 
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ADN: Ácido desoxi-ribonucleico 
ARN: Ácido ribonucleico 
ARNm: Ácido ribonucleico mensajero 
miARN: micro Ácido ribonucleico 
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El término ómico se refiere al estudio global de los sistemas celulares en un nivel concreto. Las principales 
ciencias ómicas desarrolladas en los últimos años son la Genómica, la Transcriptómica, la Proteómica y la 
Metabolómica. Estas disciplinas se basan en el análisis de un gran volumen de datos, y para ello se valen de 
la Bioinformática y de técnicas rápidas y automatizadas de alto rendimiento. 
La Genómica es el campo de la Genética que intenta comprender el contenido, la organización, la función y 
la evolución de la información molecular del ADN albergada en el genoma completo.  Conocer dicha secuen-
cia, nos permite poder identificar los genes contenidos y estudiar las funciones de los mismos de forma de-
tallada. Gracias a los avances en genómica apareció la transcriptómica que es el campo en el que se estudia 
y se comparan los conjuntos de ARN mensajeros o tránscritos presentes en una célula, tejido u organismo. 
Varias tecnologías se han desarrollado para deducir y cuantificar el transcriptoma, actualmente la tecnología 
más utilizada es la secuenciación masiva de ARN (RNA-seq). En la que se parte de una población de ARNm y 
se obtienen las lecturas de las secuencias. El análisis computacional parte de estas lecturas y consiste en un 
control de calidad y procesamiento de las lecturas, el alineamiento de éstas al genoma de referencia, la cuan-
tificación de las lecturas alineadas en los genes y la normalización de los datos e identificación de los genes 
mediante expresión diferencial.  
La proteómica en cambio se define como el conjunto de técnicas o tecnologías utilizadas para la obtención 
de información funcional de las proteínas, y tiene por objetivo el análisis, identificación y caracterización del 
proteoma celular. En la proteómica shotgun, el primer paso del experimento consiste en la digestión de las 
proteínas de la muestra mediante una enzima, generalmente tripsina. Los péptidos obtenidos son separados 
por cromatografía líquida e ionizados para entrar en el espectro de masas dónde son separados en función 
de la proporción entre su masa y su carga (m/z). En la espectrometría de masas en tándem (MS/MS), los 
péptidos con mayor intensidad son seleccionados para ser fragmentados generando espectros MS/MS, co-
lecciones de valores m/z y de intensidad para cada precursor y sus fragmentos.  Obtenidos estos datos, co-
mienza el análisis computacional. Mediante los motores de búsqueda, los espectros adquiridos son enfren-
tados contra una base de datos de secuencias de proteínas. A cada par espectro-péptido se les asigna una 
puntuación que mide el grado de similitud. Estas puntuaciones son evaluadas con test estadísticos como el 
Test de Falsos Positivos, FDR mediante la utilización de secuencias generadas artificialmente llamadas se-
ñuelo.   
Combinando estas omicas se encuentra la Proteogenómica que tiene como objetivo identificar y descubrir 
nuevos péptidos que, con las bases de datos utilizadas habitualmente por los motores de búsqueda, no se 
identificarían. Esta aproximación consiste en la generación de bases de datos de secuencias de proteínas o 
péptidos con secuencias de interés obtenidas de análisis transcriptómicos. 
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Estas técnicas generan un gran crecimiento de la cantidad de datos biológicos de los que se puede extraer 
mucha información. Un aspecto importante de estas técnicas ómicas es la diseminación de los resultados 
experimentales. Actualmente existen repositorios públicos online que albergan los datos generados por estas 
tecnologías que permiten compartir, utilizar y reanalizar estos experimentos generados por la comunidad 
científica. En el campo de la genómica se encuentra GEO y ArrayExpress que contienen datos de experimen-
tos de microarrays, de secuenciación masiva y otras formas de experimentos de alto rendimiento.  En pro-
teómica los repositorios PRIDE y PeptideAtlas tienen un papel importante.  
Objetivos 
El objetivo general de esta Tesis doctoral es el desarrollo y aplicación de métodos bioinformáticos para el 
análisis de datos biológicos procedentes de diversas plataformas, así como su integración y aplicación para 
obtener una visión global de los genes, proteínas y procesos biológicos alterados. Estos métodos se aplicaron 
tanto a datos procedentes de diferentes laboratorios para responder a preguntas científicas concretas como 
a datos existentes en repositorios públicos para crear herramientas tales como las destinadas al reposiciona-
miento de fármacos. 
Resultados 
En la primera aportación de esta Tesis se ha desarrollado una metodología bioinformática para el análisis de 
datos transcriptómicos e integración de datos biológicos. Primero se ha establecido un flujo de análisis de 
experimentos de RNA-seq que incluye alineamiento, cuantificación, normalización y filtrado de expresión por 
umbral de activación. A continuación, se integraron los resultados obtenidos con los datos biológicos proce-
dentes de diferentes bases de datos, para así evaluar y estudiar el interactoma obteniendo una visión global 
y específica de su funcionalidad. Mediante la utilización de esta metodología se obtuvo una lista de rutas 
metabólicas y genes de interés para su posterior validación experimental. 
En la segunda aportación de la Tesis se ha desarrollado una herramienta web para el reposicionamiento de 
drogas que permite comparar perfiles de expresión génica para encontrar condiciones que producen fenoti-
pos similares o antagónicos susceptibles de estar relacionados con el proceso buscado. Para ello se han pro-
cesado y analizado los experimentos transcriptómicos de las bases de datos GEO, Connectivity Map y Drug 
Matrix para generar perfiles de expresión y asociarlos a fármacos, compuestos, enfermedades y/o expertos. 
En la tercera y última aportación se ha realizado un estudio proteogenómico para la identificación de SNV, 
INDELS y nuevas uniones en C. albicans. Con este objetivo, se ha desarrollado una herramienta para generar 
bases de datos con información procedente de experimentos de RNA-seq para realizar las búsquedas por 
espectrometría de masas y así identificar estas variaciones. El resultado de la búsqueda ha consistido en 13 




En este trabajo se han abordado diferentes aspectos de la bioinformática funcional.  Para ello se han desa-
rrollado una serie de metodologías y herramientas que constituyen un marco de trabajo para la investigación 
con datos ómicos permitiendo obtener información de interés a partir de datos biológicos. Si bien es cierto 
que estos trabajos representan problemas distintos y en contextos experimentales diferentes, es también 
importante destacar que la solución a los mismos tiene un hilo conductor común, que son las técnicas expe-
rimentales, las herramientas bioinformáticas y las metodologías de integración.  Una de la enseñanza de este 
trabajo es que no existe una única aproximación a todos los problemas que encontramos en cualquier labo-
ratorio de biología molecular y es necesario desarrollar y aplicar las metodologías existentes a los problemas 















The terms omics refers to the collective characterization and quantification studies perform on a specific 
level of the cellular system. In the last few years, the main omics sciences developed are Genomics, Tran-
scriptomics, Proteomics and Metabolomics. All these branches are based on the analysis of large volumes of 
data that require the help of bioinformatics tools and fast and automated high performance techniques. 
Genomics is a part of the genetic field that analyses content, organization, function and evolution contained 
in the entire genome.  Indeed, the knowledge of DNA sequence is crucial to identify and codify the function 
of the genes. The successful and the advent of new technologies in the genomic field contribute to the evo-
lution of Transciptomics focused on the classification and quantification of set of transcripts in a cell at a 
specific developmental stage or physiological condition.  
A deep understanding of the trascriptome is essential to interpret the functional elements of the genome 
and to reveal the molecular constituents of cells and tissues in order to shed light on cellular development 
and associated diseases. Although several technologies have been developed to investigate and quantify the 
transcriptome, currently the most widely used technology is RNA-seq. A typical RNA-seq experiment enable 
the determination of the fragment sequence of a population of RNA. These results are further processed in 
the data analysis steps: (1) quality check and preprocessing of raw sequence reads, (2) mapping reads to a 
reference genome or transcriptome, (3) counting reads mapped to individual genes or transcripts, (4) nor-
malization and identification of differential expression. 
Proteomics is a set of techniques or technologies that aims to obtain functional information of proteins in 
order to characterize the cellular proteome. Specifically, Shotgun proteomic experiments usually consists of 
a digestion of sample proteins into different peptides, often using a proteolytic enzyme such as trypsin. These 
peptides are then separated by liquid chromatography before entering into the spectrometer, to be selected 
one at a time using the first stage of mass analysis. Subsequently, each isolated peptide is fragmented, pos-
sibly by collision, and the second stage of mass analysis is used to capture an MS/MS spectrum.  Finally, each 
MS/MS spectrum is analysed by a software that determines which peptide sequence gives the best match in 
a database of proteins. To assess confidence in the peptide identification, the scores are evaluated using 
False Discovery Rate (FDR) by using a decoy sequences.  
The field that combines genomics and proteomics is called Proteogenomics. It aims to identify and discover 
new peptides that would not be identified with a reference database leading to generate new database that 






The main objective of the thesis was directed to develop and apply bioinformatics methods in the analysis of 
biological data from different platforms and to integrated them for a thorough understanding of genes, pro-
teins and altered biological processes. To validate this approach, these methods were applied to data from 
public repositories and to experimental data from different laboratories to answer to specific scientific ques-
tions.  
Results  
In the first contribution of this thesis we developed a bioinformatics methodology for the analysis of tran-
scriptomic data and its integration of biological data. An automatic flow for processing RNA-seq data has 
been established. This analysis includes alignment, quantification, normalization, and expression filtered by 
a threshold. Then, the results obtained were combined with biological data taken from different databases 
in order to evaluate and study the interactome, in a global and local sight. The use of this methodology results 
in a list of metabolic pathways and genes of interest. 
In the second contribution we developed a web tool for drug repurposing named NFFinder.  This tool allows 
to compare gene expression profiles to find conditions that produce similar or antagonistic phenotypes that 
can revert or be related with the studied disease. To create Nffinder, we processed and analysed tran-
scriptomics profiles from GEO, DrugMatrix and CMap generating expression profiles and associating them 
with drugs compounds, diseases and experts.  
In the third and last contribution, we carried on a proteogenomics study for the identification of SNV, INDELS 
and Novel Junctions in C. albicans. Thus, we developed a tool to generate a database with information from 
transcriptomic experiments. This database was used in mass spectrometry searches identifying 13 new pep-
tides corresponding to 11 different proteins.  
Conclusions 
In this work different aspects of functional bioinformatics have been addressed. We developed different 
methodologies and tools for omics data to obtain information of interest from biological data. This work faces 
different scientific problems in different experimental contexts, displaying that the only possible solution has 











Anexo I: Espectros MS2 de los péptidos candidatos obtenidos con MASCOT. En este 



























































































Anexo II: Espectros MS2 de los péptidos sintéticos, de los péptidos candidatos y tabla de 
anotación de iones. Cada espectro MS2 candidato se compara con el espectro de frag-
mentación del péptido sintético correspondiente. Se incluye la tabla de anotación de 
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Anexo III: Resultados de la secuenciación Sanger. En amarillo está indicada la posición 
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