In this paper, we prove recursive formulas for ultimate time survival probability when three random claims X, Y, Z in the discrete time risk model occur in a special way. Namely, we suppose that claim X occurs at each moment of time t ∈ {1, 2, . . .}, claim Y additionally occurs at even moments of time t ∈ {2, 4, . . .} and claim Z additionally occurs at every moment of time, which is a multiple of three t ∈ {3, 6, . . .}. Under such assumptions, the model that is obtained is called the three-risk discrete time model. Such a model is a particular case of a nonhomogeneous risk renewal model. The sequence of claims has the form {X, X + Y, X + Z, X + Y, X, X + Y + Z, . . .}. Using the recursive formulas, algorithms were developed to calculate the exact values of survival probabilities for the three-risk discrete time model. The running of algorithms is illustrated via numerical examples. 2 of 30 where {X i , Y i , Z i } correspondingly are independent copies of integer valued nonnegative independent r.v.s {X, Y, Z}. Under such restrictions the main equation of the Andersen's risk model (1) becomes the following equation
Introduction
According to the Andersen's proposed risk model [1] , the insurers surplus process W has a following expression
Here:
• u 0 denotes the initial insurer's surplus; • c > 0 denotes the premium rate per unit of time; •
The cost of claims R 1 , R 2 , . . . are independent copies of a nonnegative random variable (r.v.) R; •
The inter-occurrence times of claims {θ 1 , θ 2 , . . .} are another sequence of independent copies of a nonnegative r.v. θ, which is not degenerate at zero; •
The sequences {R 1 , R 2 , . . .} and {θ 1 , θ 2 , . . .} are mutually independent; • Θ(t) = #{n 1 : T n ∈ [0, t]} is the renewal process generated by r.v. θ, where for each natural n T n = θ 1 + θ 2 + . . . + θ n .
Let us denote j|i if number j divides number i, and let us suppose c = 1, θ ≡ 1 and
P(X 1 + . . . + X i + Y 1 + . . . Y j + Z 1 + . . . + Z k = m) =: a i * b j * c k (m),
where i = 0, 6, j = 0, 3, k = 0, 2 and m ∈ N 0 . We note that
• If any of i, j, k equals zero, then we do not include a corresponding r.v. (r.v.s) into a certain convolution; •
We use notations a i * b j * c k (m) = a i * b j * c k m and A i * B j * C k (m) = A i * B j * C k m interchangeably and a i * b j * c k (m) = 1 − a i * b j * c k (m), A i * B j * C k (m) = 1 − A i * B j * C k (m).
For the three-risk discrete time model, the values of the ultimate and finite time ruin probabilities are closely related with the following condition. It is said that the net profit condition holds if
This condition makes a direct impact for the risk model (3) . Intuitively, this impact can be explained as follows. Let us take the expectation of (3) according to the probability space of r.v.s R i , i ∈ N. For time moments t = 6N and t = 6N + 1 with arbitrary N ∈ N 0 , we obtain
The similar expressions hold up to time moment t = 6N + 5. Now we can see how the net profit condition influences the sign of EW(t) and possibility that W(t) 0 at least once in time.
Another intuitive derivation of the net profit condition is the following. Suppose that index i is uniformly distributed. Under such assumption we get from the law of total expectation that
where E(R i | |i) denotes the conditional expectation. Then we obtain the net profit condition by comparing this expression with the premium rate c = 1 per unit of time.
The precise impact of the net profit condition is described in theorems of Section 2 below. For instance, unsatisfied condition (4) causes almost unavoidable ruin according to Theorem 4 below. The simplest case to make the net profit condition unsatisfied is P(X = 0) = a(0) = 0. Indeed, if P(X = 0) = 0 for some integer valued nonnegative r.v. X, then P(X 1) = 1, which implies EX 1 and EX + EY/2 + EZ/3 1. Of course, a(0) = 0 is not only the reason causing the net profit condition to be unsatisfied. = P I ∞ 7 |I 6 1 P I 6 1 .
In our three-risk model defined by (3) R i d = R i+6 for every i = 1, 2, . . . Consequently,
and ϕ(u) = P I ∞ 7 |I 6 1 P I 6
a i 1 · a * b i 2 · a * c i 3 · a * b i 4 · a i 5 · a * b * c i 6 ϕ(u + 6 − i 1 − . . . − i 6 ). (5) Formula (5) shows how the values of probability we seek to calculate are recursively related. For example, to get a value of ϕ(u + 6) for u = 0, 1, . . . we need to know ϕ(0), ϕ (1) , . . . , ϕ(u + 5). Supplementing and subtracting terms of the previous sum, we rewrite the Equation (5) in the following way.
where S 1 (u), . . . , S 5 (u) denote the previously written sums by the same order of occurrence. On the other hand, collecting the terms at ϕ(1), . . . , ϕ(5) from S 1 (u), . . . , S 5 (u) in (6), we derive that
where
and I l,i is the following summation region
Here, we suppose that ∑ 0 m=1 k m =: 0 and the corresponding structure of the summation region is the following {summation variable; summation starts; summation ends}.
Our future work, more or less spins around the Equation (7), and the part ∑ 5 k=1 z k (u)ϕ(k), being dependent on b(0) and c(0), dictates the complexity of our statements. This, keeping in mind that a(0) = 0 leads to the unsatisfied net profit condition, can be briefly described in Table 1 . Table 1 . All possible different cases of three-risk models under the net profit condition. 
Statement a(0) b(0) c(0) Comments
Theorem 2 = 0 = 0 = 0
Main Results
We start with a statements on ϕ(u), when the net profit condition (4) holds. 
Theorem 2. Let us consider the three-risk discrete time model with generating r.v.s X, Y and Z. If {a(0) = 0, b(0) = 0, c(0) = 0} and the net profit condition (4) holds, then
Remark 1. Restrictions in Theorem 2 ensure that 5 6EX + 3EY + 2EZ < 6. The upper bound follows straightforward from the definition of the net profit condition, and the lower bound follows from the observation that X 0, Y 1, and Z 1.
Remark 2.
Conditions of Theorem 2 also ensure that a 6 * b 3 * c 2 (5) > 0. This follows from the observation that min Y = 2 or min Z = 3 leads to the unsatisfied net profit condition. If min Y = 1 and min Z = 2, then the net profit condition is ruined too. Therefore, probabilities P(Y = 1) and P(Z = 1) are positive, and consequently, we have that
The next theorem provides an algorithm of finding initial values of ϕ(0), . . . , ϕ(4) for Formula (7) , when {a(0) = 0, b(0) = 0, c(0) = 0}. But before we can start formulating the statement, unavoidably we need some tedious notation. Let us define six recurrent sequences β 0 n , β 1 n , β 2 n , β 3 n , β 4 n and γ n . For n ∈ {0, . . . , 5} we present values of these sequences in Table 2 , Table 2 . Initial values of sequences β 0 n , β 1 n , β 2 n , β 3 n , β 4 n and γ n . 
and for n = 6, 7, . . . we define that
where coefficients z 1 (n − 6), z 2 (n − 6), z 3 (n − 6), z 4 (n − 6) are defined in (8) , a(n − 5) = z 5 (n − 6)/ẑ 5 according to the proof of Theorem 2, while coefficientsẑ 5 , . . . ,ẑ 1 have the following expressions:
In (27) and (28) bellow, we will show that
and
for n ∈ N 0 . That will be the starting point to gather the initial values for Formula (7) via the following theorem. 
Remark 3. From the definition of survival probability, it is clear that the sequence ϕ(n) is not decreasing and ϕ(n) 1 for all n ∈ N 0 . Therefore, the right hand side of (16) tends to (0, . . . , 0) T 1×5 as n → ∞. Unfortunately, we can not prove that nor the system matrix in (16) , nor its simpler versions in Corollaries 2 and 4, are nonsingular. On the other hand, for certain chosen distributions, we never find such matrixes to be singular. See also comments after the Corollaries 3 and 4, and the conjecture bellow. 
where u 6, and the quantities z k (u − 6),ẑ k for suitable k are defined in Equations (8) and (11)- (14) .
It is evident the statement of Corollary 1 follows from Theorem 3 and equations (7) and (15) .
The next our statements on ϕ(u) deals with the case {a(0) = 0, b(0) = 0, c(0) = 0}. This case, in turn, splits in two cases too: c(1) = 0 and c(1) = 0. For the case {a(0) = 0, b(0) = 0, c(0) = 0, c(1) = 0} we have thatẑ 5 =ẑ 4 = 0,ẑ 3 = a 5 * b 3 * c 2 (2), and expressions ofẑ 2 ,ẑ 1 become relatively simpler than those in (13) and (14) . In addition, the recurrence relation of (7) becomes the following, substantially simpler relation:
with coefficients z k (u) defined in (8) . Now, we introduce four modified recurrent sequences while comparing to the previous β and γ sequences defined before Theorem 3. For n ∈ {0, 1, 2, 3}, we present the values of these new sequences in Table 3 , Table 3 . Initial values of sequences β 0 n , β 1 n , β 2 n and γ n .
and for n ∈ {4, 5, . . .} we suppose that
Corollary 2. Let us consider the three-risk discrete time model for generating r.v.s X, Y and Z. If {a(0) = 0, b(0) = 0, c(0) = 0, c(1) = 0} and the net profit condition (4) is satisfied, then the following system of equations holds for all n ∈ N 0 .
In addition,
for u 4, where quantities z k (u − 6),ẑ k , for suitable k are defined in Equations (8) and (13)-(14) respectively.
For the next case {a(0) = 0, b(0) = 0, c(0) = c(1) = 0}, it follows from (10)-(14) thatẑ 5 =ẑ 4 = z 3 =ẑ 2 = 0,ẑ 1 = a 3 * b 2 * c(2), and recursive Equation (7) simplifies to the relation (8) . Now we define again two modified recurrent sequences comparing to the previous β and γ sequences:
, 
Differently than in Theorem 3 and Corollaries 1, 2, 4, where we can not show that in general the system matrixes formed by β coefficients are nonsingular, in the Corollary 3 we can show that
for all n ∈ N. In fact this estimate follows from inequalities
provided for m ∈ N. Indeed, if inequalities (18) hold and n is even, then n + 1 is odd, and consequently,
2.
If inequalities (18) hold and n is is odd, then n + 1 is even and we get again that
Hence, to establish lower bound (17) we need to prove inequalities (18) . For this we use induction. If m = 1, then we have
Similarly,
0.
By supposing that inequalities (18) hold for m = N we get
where the last inequality can be derived from the fact that for the certain distribution with property
Proceeding with induction hypothesis for β 0 n with odd indices, we obtain
Consequently, estimates (18) are correct. We note only that the similar technic of proving | β 0 n+1 − β 0 n | 2 but for a seasonal bi-risk model is used in [2] . According to Table 1 for the remaining case of possible distributions in three-risk models, we have
In such a case, we obtain thatẑ 5 =ẑ 4 =ẑ 3 = 0,ẑ 2 = a 4 * b 2 * c 2 (2), and expression ofẑ 1 is relatively simpler with respect to that in (14) . Substituting these coefficients into (7) , we get the following recursive equation for survival probability in the case under consideration
Once again, arguing the same as before the Theorem 3, we define three recurrent sequences: (4) is satisfied, then the following equations hold:
, u 3.
The system matrix β 2×2 in Corollary 4 is the most simple one, and is compared with the system matrixes in Theorem 3 and Corollaries 1, 2, to show its non singularity. One may check that
The last equality leads to the following conjecture.
Conjecture. For all n ∈ N 0 it holds that D n+1 > D n > 0, and D n+1 < D n < 0.
Obviously, the presented conjecture implies that the system matrix β 2×2 in the Corollary 4 is nonsingular. Moreover, numerical calculations with some chosen distributions always approve the conjecture.
At the end of this section, we formulate the statement on the values of survival probability ϕ(u), when the net profit condition (4) is unsatisfied. • If EX + EY/2 + EZ/3 > 1, then ϕ(u) = 0 for u ∈ N 0 .
• If EX + EY/2 + EZ/3 = 1 and P(X + Y/2 + Z/3 = 1) < 1, then ϕ(u) = 0 for u ∈ N 0 . • If P(X + Y/2 + Z/3 = 1) = 1, then ϕ(0) = 0 and ϕ(u) = 1 for u ∈ N.
Proofs
In this section we present all proofs of previously formulated statements.
Proof of Theorem 1. Our aim is to prove that
According to definition, the survival probability for the model (3) is
where η n = ∑ n i=1 (R i − 1) and r.v.s R i , i ∈ N are defined by equality (2) . For every j = 0, 5 and N ∈ N we have
with ∑ 0 k=1 := 0 by default. Since R i d = R i+6 for each i ∈ N, the strong law of large numbers implies that lim n→∞ η n n = 1 6
almost surely, and following the proof of Theorem 2.3 from [2] (see page 936), one can get that
with an arbitrarily small, positive ε.
Proof of Theorem 2. One can see that a i * b j * c k (m) = 0 if j + k > m and b(0) = c(0) = 0. We recall that i = 0 or j = 0 or k = 0 means that a corresponding r.v. is not included into a convolution. Hence, the condition {a(0) = 0, b(0) = c(0) = 0} and relation (7) imply that
Summing up both sides of the last equality by u from 0 up to some nonnegative, integer and sufficiently large v and changing the order of summation, we obtain
According to Theorem 1, for the first sum in (22), we have
Indeed, the upper limit for the sum is
while the lower limit for the sum is the same, due to the assertion of Theorem 1 and the following estimate provided for each M 2:
Consequently, as v → ∞, from (22) we get
The rest of the assertion can easily be derived from (21) . Theorem 2 is proven.
Proof of Theorem 3. Recall that
where sums S k (u) are defined in (6) . As in the proof of Theorem 2, we sum both sides of Equation (23) by u from 0 up to some nonnegative, sufficiently large integer v. We get
By changing the order of summation, we obtain
By the proof of Theorem 2, equality (25) implies that
Consequently,
For the first of five remaining sums in the right hand side of the last equality we have
For the second of five remaining sums in the right hand of (26) we obtain
and, consequently,
For the remaining case, we first rewrite the sum S 5 (u) in the following way
After such simplification, we obtain
and also
By substituting the derived asymptotic relations into Equation (26), we get
where coefficientsẑ 1 , . . . ,ẑ 5 are defined in (10)- (14) . It is important to observe that,ẑ 1 , . . . ,ẑ 5 are nothing but collections of terms at ϕ(1), . . . , ϕ(5) in term
from equality (26) . We observe that equality (27) relates quantities ϕ(0), . . . , ϕ (5) . Setting u = 0 in (23), we get a relation between ϕ(1), . . . , ϕ (6) . If we suppose u = 1, then we get relation between ϕ(1), . . . , ϕ (7) , and so on. This allows us to derive an expression for ϕ(n), n ∈ N 0 . We will prove by induction that
for all n ∈ N 0 .
If n ∈ {0, . . . , 4}, then relation (28) follows from the definition of coefficients β and γ presented before Theorem 3. If n = 5, then the desired relation follows from Equation (27) . Now, we prove that (28) is true for n = N + 1, assuming that it holds for n N.
Substituting u = N − 5 into equation (7), we get
Therefore,
and by the induction hypothesis we obtain
Since
Therefore, Equation (28) holds for all n ∈ N 0 . Now, by seting differences ϕ(n + 5) − ϕ(n), . . ., ϕ(n + 1) − ϕ(n) we get the desired formula (16) of Theorem 3.
Proof of Theorem 4.
First we prove that EX + EY/2 + EZ/3 > 1 implies ϕ(u) = 0 for u ∈ N 0 Similarly to in (20) , we obtain that lim n→∞ η n n = 1 6
almost surely, and, consequently, 1 − ϕ(u) = P sup n 1 η n u = 1 according to expression (19) . The first part of Theorem 4 is proven.
Now let us prove that conditions EX + EY/2 + EZ/3 = 1 and P(X + Y/2 + Z/3 = 1) < 1 imply ϕ(u) = 0 for all u ∈ N 0 .
First, let us assume that a(0) = 1. We observe that this condition together with conditions of the second part of Theorem imply that a(0) > 0, a(1) < 1 and a(κ) > 0 for some κ 1. This allows us to define a discrete non-negative random vector (X, X * ), with a * (0) > a(0) and a * (κ) < a(κ) for some κ 1. More precisely, we define that
where positive ε is sufficiently small; i.e., ε ∈ (0, min{(1 − a(0))/κ, κa(κ)}). The distribution of vector (X, X * ) can be expressed by Table 4 . Table 4 . Distribution of vector (X, X * ). From the table above it is easy to see that EX * = EX − ε and the net profit condition holds when the model is generated by X * , Y, Z. For each i ∈ N, let us define r.v.
where X * i , Y i , Z i are independent copies of non-negative discrete r.v.s X * , Y, Z, and observe that
due to inequalities P(X * 1 X 1 ) = 1 and P(X * 1 X 1 ) P(X * 1 X 1 + κ). Using the induction method we can show that
for all n ∈ N. Indeed, by supposing that inequality (29) holds for n up to a certain N, we get
Defining r.v. R * we enlarge its probability of small value comparing to r. v. R. Intuitively, this creates a less dangerous claim and leads to enlarged survival probability. More precisely, the equality (29) 
and, therefore, for all u ∈ N 0 ,
Now, for the three-risk discrete time model, generated by R * , we can apply Theorems 2 and 3, and Corollaries 1, 2 and 4. For example, applying Theorem 2 when {a(0) = 0, b(0) = 0, c(0) = 0}, we get ϕ(0) = 0, because 0 ϕ(0) ϕ * (0) = 6ε and ε > 0 can be as small as we want. Remaining formulas from Theorem 2 lead to ϕ(u) = 0 for all u ∈ N 0 .
If {a(0) = 0, b(0) = 0, c(0) = 0}, then from Theorem 3 for sufficiently large n ∈ N, we obtain
where β 5×5 and γ 5×1 are matrixes from Theorem 3, and ε 1 > 0 is as small as we want. Consequently, ϕ * (0), . . . , ϕ * (4) also can be as close to the zero as we want. From that, inequalities ϕ(0) ϕ * (0), . . . , ϕ(4) ϕ * (4) and the Corollary 1 imply that ϕ(u) = 0 for all u ∈ N 0 . A similar consideration, we can apply for the remaining cases: {a(0) = 0, b(0) = 0, c(0) = 0, c(1) = 0} -using Corollary 2;
{a(0) = 0, b(0) = 0, c(0) = c(1) = 0} -using Corollary 3; {a(0) = 0, b(0) = 0, c(0) = 0} -using Corollary 4. If a(0) = 1, then the conditions of the statement ensure that b(0) = 1 or c(0) = 1. In such a case, by the similar way we can define r.v.s Y * or Z * , making the net profit condition of the "marked" model satisfied, and, in a similar way to that with X * , we can derive that ϕ(u) = 0 for all u ∈ N 0 . The second part of the Theorem 4 is proven.
Now let us prove the third part of the theorem. We prove that condition P(X + Y/2 + Z/3 = 1) = 1 implies ϕ(0) = 0 and ϕ(u) = 1 for all u ∈ N. Since r.v.s X, Y, Z are non-negative and discrete, the above condition means that only one of the following three cases is possible:
It follows from this that there are only three possible cases for r.v.s R i :
Now the statement follows immediately from the main equation of the model (3). Theorem 4 is proved.
Numerical Examples
In this section we present several numerical examples of computing ϕ(u, T) := 1 − ψ(u, T) and ϕ(u) for three-risk discrete time risk models with various distributions of claims. All calculations were carried out using software MATHEMATICA with sufficient precision, and most of the results were rounded up to three decimal places. For ϕ(u, T) calculation, we used Theorem 1 from [4] , which gives that It is not difficult to verify that all conditions of Theorem 2 are satisfied together with the net profit condition EX + EY/2 + EZ/3 = 0.85. Using the above formulas for ϕ(u, T) and formulas from Theorem 2 for ϕ(u) = ϕ(u, ∞), we filled Table 5 below. .
Using the same formulas as in Example 1 and observing that EX + EY/2 + EZ/3 = 0.998 for the given case, we found values of survival probabilities and filled Table 6 . An impact of the net profit is well seen when comparing Tables 5 and 6 According to Theorem 1 we can suppose that ϕ(u) = 1 for a sufficiently large u. Since all conditions of Corollary 1 hold, we can use formulas presented in this corollary by supposing that ϕ(n) = 1 for all n 100. By applying the algorithm described in Corollary 1, we calculate values of survival probability presented in Table 7 . Example 4. We say that r.v. ξ has the Poisson distribution with parameter λ > 0 (ξ ∼ P (λ)) if P(ξ = k) = e −λ λ k /k! for each k ∈ N 0 . Suppose that r.v.s generating three-risk discrete time models X, Y and Z have the following Poisson distributions: X ∼ P (1/3), Y ∼ P (1/4) and Z ∼ P (1/5).
By applying the same algorithm which was used for calculations in Example 3, one can find values of survival probability and fill Table 8 . According to Theorem 1 we can suppose that ϕ(u) = 1 for sufficiently large u, and the model described in this example satisfies conditions of Corollary 2. Hence, we can use the algorithm presented in this corollary by supposing that ϕ(n) = 1 for all n 100, and we can calculate values of survival probability which are presented in Table 9 . .
To find values of survival probabilities of the described model, we use formulas from Corollary 3 and formulas presented at the beginning of Section 4. To obtain the initial value of ultimate time survival probability ϕ(0), we suppose in Corollary 3 that ϕ(n) = 1 for all n 100. The values of survival probabilities, we present in Table 10 below.
Discussion
The proven statements show that for the three-risk model, the values of ruin probabilities for any value of the initial surplus can be found. However, if the value of this surplus is large and the claims of the model have infinite supports, the necessary calculations take time. In such a case, we can use also the upper estimate of ruin probability, which usually decreases with increasing initial capital. The useful estimates for the nonhomogeneous models we can find in [27] [28] [29] [30] [31] among others. For instance, results of [28, 29] imply that ψ(u) c 1 exp{−c 2 u}, u 0, for all above examples with a positive constants c 1 , and c 2 depending on the numerical characteristics of the random claims X, Y and Z, generating a three-risk discrete time model. On the other hand, the proven statements ignite the hope that similar algorithms can be found to calculate values of the ultimate time survival probability for the general multi-risk discrete time model. As already mentioned in introduction, if for the Andersen's model (1), we set c = 1, θ ≡ 1 and all r.v.s Z 1 , Z 2 , . . . are integer valued but not necessarily identically distributed, then we have the nonhomogeneous discrete time risk models. The nonhomogeneous risk models are much closer to the real life, since it is hardly possible that insurers always face the same identically distributed claims. Also, such type models may be applied in various other industries, where increase, decrease and randomness occur: some population development; risk management, where all individuals have savings, get incomes and face unexpected expenses; modelling of rare events or catastrophes.
Conclusions
In this paper, we derived the formulas for the calculation of exact values for the ultimate time survival probability, the probability that the random process
is positive for all t ∈ {1, 2, . . .}. Comparing this research to the close previous studies in [4, 6, 7] , where the models
were investigated, it is easy to see how quickly things get complicated. There occurs a significant dependency on distributions of random claims; the expressions of ϕ(u) are a lot longer and more complicated; the proofs of the non-singularity of certain types of recurrent matrices are still open questions. It is hardly possible to give an exact expressions on ϕ(u) for n-risk model if n 4. For that, a new ideas and methods are needed.
