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ABSTRACT
The need to use high-level communication in power
systems has been recognised some time ago, as
can be seen by the emergence of communica-
tion standards such as the IEC-61970 and IEC-
61850 families of standards. This is especially im-
portant when integrating large numbers of semi-
autonomous components, such as households, into
the power system. However, to reach the goal
of having a Smart Grid the communication system
must support intelligent, distributed decision mak-
ing and control. For this the flexibility with which
communication happens must still be increased, by
making communication more expressive and more
adaptable.
This paper proposes behaviour descriptions as a
good way to offer this kind of high-level communica-
tion. A promising approach to implement behaviour
descriptions is investigated, using rules to describe
the behaviour of components.
INTRODUCTION
Electrical power systems face the challenge to inte-
grate a large number of small distributed energy re-
sources (DER). These components are distributed
over the whole system, and they are often con-
nected to the lower voltage levels. The need to com-
pensate for the fluctuations inherent in the power
production of renewable energy sources (see Fig-
ure 1) led to the desire to include the consumption
side actively into the control of the power system.
This means that large numbers of components have
to be controlled at the same time.
To accomplish this, new intelligent control algo-
rithms have to be developed that take into account
both the needs of the whole power system (fre-
quency stability, voltage stability, etc.) and the spe-
cific capabilites and constraints of the single compo-
nents (e.g. wind turbines, PV panels, households)
that make up the system. See (Yi Zong, Daniel Kull-
mann, Anders Thavlov, Oliver Gehrke & Henrik W.
Bindner 2011) (Preben Nyeng, Jacob Østergaard,
Mikael Togeby & János Hethey 2010) for examples.
Components can usually support different types of
Figure 1: Fluctuations in Wind Power (bottom graph)
vs. System Load (top graph)
control concepts; traditional examples are on-off
control, generation schedules and droop curves for
real or reactive power. It would be beneficial if
the control approaches could be combined in some
way, or if different approaches were used at different
times, depending on the circumstances.
Additionally, the geographical distribution of compo-
nents makes it necessary to pursue more distributed
concepts for the control architecture, like those sug-
gested in (Danny Pudjianto, Charlotte Ramsay &
Goran Strbac 2006) (Dimeas & Hatziargyriou 2004)
(Higgins, Vyatkin, Nair & Schwarz 2011). This
means that control decisions are not necessarily all
carried out in a single central location.
Control implies communication, particularly in a dis-
tributed system like an electrical power system.
When many distributed components have to be con-
trolled, a good communication architecture is neces-
sary for having a working system. Thus communica-
tion is a major component of the Smart Grid vision.
One of the problems one has to deal with in a dis-
tributed system such as this is reliability of communi-
cation links. Due to cost efficiency, it is infeasible to
use dedicated communication links for connecting
to all actively controlled components in the power
system. This means that the existing communica-
tion links to the components should be used, such
as broadband internet connections and mobile com-
munication links. But these existing links have reli-
ability issues, and they don’t provide guarantees for
latency and bandwidth. A communication infrastruc-
ture for power systems has to handle these issues.
A flexible communication system that can adapt to
new types of components, and support different ser-
vices these components can provide, makes it eas-
ier to control the large numbers of different com-
ponents. Existing communication standards do al-
ready provide some flexibility, but the level of auton-
omy of the components can be improved.
This paper proposes a new framework, behaviour
descriptions, for flexible high-level communication
in power systems. The framework enables flexible,
semi-autonomous activation of different kinds of ser-
vices that the components connected to the power
system can provide.
The paper is structured as follows: The next section
explains the assumed structure in the control sys-
tem. In the following section, an overview over the
state of the art in flexible communication is given.
The next two sections deal with communication and
flexible high-level communication. The following
sections explain the concept of behaviour descrip-
tions, and how they can be implemented. The paper
finishes with a discussion and a conclusion.
CONTROL SYSTEM STRUCTURE
In this paper, a certain structure of the control sys-
tem is assumed: The capabilities of components in
the system are accumulated by so-called aggrega-
tors1. The aggregators carry out the supervisory
control of the connected components. They have
the best information available about the state of the
system, and thus they should make the major con-
trol decisions, which are passed down to the individ-
ual components. A demand-side participation ex-
ample of such a control system is illustrated in Fig-
ure 2. This hierarchical structure is created dynami-
cally on demand, so a new house gateway registers
automatically at the appropriate aggregator.
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Figure 2: Example aggregation hierarchy
1There can be a hierarchy of aggregators when necessary
The reason for using a centralised control structure
instead of using a completely distributed system is
that even completely distributed systems often use
some kind of centralisation: A single node in the dis-
tributed system is elected, which then plays a central
role in the distributed system, until another leader
node is elected. That implies that an aggregator hi-
erarchy can also be used in a completely distributed
system.
STATE OF THE ART
A number of approaches have been proposed to
achieve the vision of the Smart Grid. Some of
them use markets to coordinate generation and
consumption of electrical power, such as the Pow-
erMatcher project (Kok, Warmer, Kamphuis, Mell-
strand & Gustavsson 2006) and the DEZENT
project (Wedde, Lehnhoff, Rehtanz & Krause 2008).
Market participants put bids and offers on a market,
which maps bids and offers to each other.
Another way to coordinate many components is to
structure them hierarchically, e.g. by using aggre-
gator hierarchies. Market-based approaches some-
times do use aggregator hierarchies, e.g. the Power-
Matcher project (Kok et al. 2006). Another example
for aggregator approaches are Virtual Power Plants
(VPPs) (Danny Pudjianto et al. 2006). The commu-
nication in Virtual Power Plants is often based on
standards like IEC 61850. The intelligence of the
system lies in the central VPP controller.
New control concepts have been proposed to make
use of the potential that demand-side components
like heaters, fridges and freezers can provide. Ex-
amples for this are (Yi Zong et al. 2011) and (Preben
Nyeng et al. 2010).
(Higgins et al. 2011) proposes to use the IEC 61499
standard (the “function blocks” standard) for creat-
ing more flexible automation systems for power sys-
tems. Function blocks are created for different kinds
of functionality, and those can be combined in differ-
ent ways, depending on the application.
(EPRI 2010) introduces an effort to produce a
“smart inverter” standard. It acknowledges the need
to define a standard set of services that should be
offered by all inverters, thereby enabling the usage
of these inverters for offering services to the power
grid.
All these approaches assume implicitly that commu-
nication just happens; the possibility of failing com-
munication links is silently ignored. However, to re-
ally integrate small distributed energy resources, a
control architecture is needed that handles these re-
liability issues.
The two major communication standards for the im-
plementation of the Smart Grid are the IEC 61850
(IEC61850-1: Communication networks and sys-
tems in substations - Introduction and overview
2003) and the IEC 61970 (IEC61970-1: En-
ergy management system application program in-
terface (EMS-API) - Part 1: Guidelines and general
requirements 2005) families of standards. The two
standards have different approaches: IEC 61850 is
more geared to communication with actual compo-
nents, whereas IEC 61970 is more focused on pro-
viding a common ontology for data exchange. Both
provide some kind of flexibility for communication in
power systems, but the level of flexibility could still
be improved, as shown in this paper.
COMMUNICATION
A power system is a distributed system, where many
geographically distributed components coordinate
their behaviour to pursue a common goal. This
means that communication is a central issue for the
control of power systems.
The communication infrastructure of a computer
network is typically divided up into layers, such as
the 4 layers of the Internet Protocol Suite (link layer,
Internet layer, transport layer, application layer).
This article is only concerned with the topmost layer,
the application layer. This is where data formats and
application protocols are defined, and it is where
the flexibility of the communication system is de-
termined, be defining the content of the exchanged
messages. A flexible data format for messages al-
lows various kinds of applications to be used for con-
trolling the system.
There are certain general requirements on the com-
munication infrastructure of control systems in gen-
eral, and power systems in particular:
• Communication must scale up to the number
of components that have to communicate in the
system
• It is important that the controlled components
act in a synchronised way; this is difficult when
the number of components is very large
• Communication must support the different
types of components that have to communi-
cate, and the types of services those compo-
nents can offer to the grid
• New types of components and services should
be easy to integrate
• Communication should be robust against tem-
porary failures of communication links
• The communication infrastructure should be
cost-effective
Existing communication infrastructure is often too
rigid to provide these features. A flexible commu-
nication infrastructure, such as the behaviour de-
scriptions introduced later in this article, can provide
these features.
The predominant control scheme in control engi-
neering is the closed-loop dynamic control, as il-
(Source: Wikipedia)
Figure 3: Closed-loop Dynamic Control
lustrated in Figure 3. An example for this is the
droop control in a generator. This type of control
requires a tight coupling of controller and controlled
component, and this puts tight timing constraints on
the communication system: measurements from the
system have to arrive quickly at the controller, and
control commands from the controller must reach
the controlled system quickly.
Temporary failures of the communication links will
cause a closed-loop dynamic control scheme to
break down. The existing communication infras-
tructure, especially the one to the demand side and
small energy sources, does not necessarily provide
the characteristics required by closed-loop dynamic
control systems. This issue has to be addressed
when more components in the power system should
participate actively.
Closed-loop dynamic control schemes lend them-
selves to communication over SCADA systems,
where typically single values are transmitted. Su-
pervisory control communication is not necessarily
that simple. A more flexible communication system
should allow more complicated control schemes to
be used, which would be beneficial for supervisory
control systems.
The typical control structure of today’s power sys-
tems is centralised and hard-wired. This struc-
ture has a number of problems: First, it intro-
duces numerous single points of failures into the
system. Second, centralised control systems don’t
scale very well, because the main computational
load in these systems rests on the central control
unit. Power systems can benefit from a more dis-
tributed control structure, even though there still is
a need for some coordination; without coordination
of the components of the power system, it is impos-
sible to maintain a stable system. Third, hard-wired
systems don’t deal well with changes, which do hap-
pen in dynamic systems.
A flexible communication system for a distributed
system such as a power system must be able to
deal with problems that occur in the communica-
tion. There are three general types of problems that
can occur in communication links: high latency, low
bandwidth and temporary complete failure of com-
munication links. These problems occur more of-
ten in low-cost communication channels such as the
DSL connections typically available in households
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Figure 4: Splitting up control
or mobile networks. These are the communication
channels that will often be used for accessing com-
ponents such as households. Using dedicated com-
munication channels is not a viable option, because
of the high costs.
HIGH-LEVEL COMMUNICATION
The need for more flexible communication has been
motivated in the previous sections. This section now
determines how and where flexible communication
fits into the control structure of power systems.
Even when using a flexible control system, a part
of the control system still has to use tight control
schemes like closed-loop dynamic control. This part
of the control has to stay close to the controlled com-
ponent. Other parts of the control system, whose
communication is not as time critical, can be moved
away from the local controller to a supervisory con-
troller. Thus, control can be split up into local and
supervisory control parts. This is illustrated in Fig-
ure 4: The centralised control scheme is illustrated
at the top, the split-up control is illustrated at the bot-
tom. Splitting up the control allows the supervisory
controller to delegate some of its responsibility to the
local controller. This begs the question of what infor-
mation is exchanged between the local and the su-
pervisory controller. This paper proposes behaviour
descriptions to be used for the supervisory part of
the communication; they are introduced in the next
section.
An important decision to make in regard to flexi-
ble control schemes is how to balance autonomy
against controllability. It is desirable to have a cer-
tain degree of autonomy in the local components;
this reduces computational load in the supervisory
controllers, and it reduces communication needs
between the two parties. On the other hand, some
kind of coordination between the controlled compo-
nents is necessary. If the components in a system
are allowed to act completely autonomously, it is
not possible to maintain a stable system. To imple-
ment intelligent distributed control, a good compro-
mise between controllability and autonomy has to be
found.
A problem that has to be solved when using a dis-
tributed control system is how to ensure that local
controllers make sensible decisions. A practical lo-
cal controller cannot have all knowledge about the
system it is a part of, because this would require
too much communication. The other extreme, hav-
ing only local knowledge, makes it only possible to
make locally sensible decisions. But it is necessary
that the local controllers make decisions that make
sense on a global scale. This implies that some kind
of coordination between the local controllers is nec-
essary.
The flexibility of a communication system for the
control of power systems has different dimensions.
The first dimension is the flexibility to address many
different types of components from various man-
ufacturers. The IEC 61850 family of standard
(IEC61850-1: Communication networks and sys-
tems in substations - Introduction and overview
2003) begins to address this issue; it is still missing
ways to address e.g. load and storage components.
It makes sense in this regard to look at components
not in terms of what exact type they are (which prod-
uct from which manufacturer), but rather to look at
the capabilities of the components, e.g. power gen-
eration, power consumption, stochastic generation.
(Oliver Gehrke 2008) has developed an ontology of
functional “roles” of components that can be used
for that purpose.
The second dimension is the flexibility to define dif-
ferent services that these components can offer to
the system. The IEC 61970 family of standards
(IEC61970-1: Energy management system applica-
tion program interface (EMS-API) - Part 1: Guide-
lines and general requirements 2005) defines e.g. a
certain type of reserve service, AreaReserveSpec.
The problem with that definition is that it contains
specific assumptions about the service, e.g. that a
reserve must be made available within 10 minutes.
This kind of definition is not portable between differ-
ent grid codes, because of different time constraints.
This implies a need for good service definitions for
components; work like (EPRI 2010) is a step in that
direction.
The third dimension is the flexibility of activation of
the services. The existing communication standards
allow for the remote activation of single services, but
they don’t allow for the combination of services or for
autonomy in the local components. Activating those
two potentials in the local components is important
for creating a flexible distributed control system.
When using a flexible communication system, differ-
ent kinds of information have to be exchanged be-
tween the components in the system:
1. Description of services: a component must be
able to tell a supervisory controller what kinds
of services it provides. This is just a name
that defines the type of specific service. Since
services can be described in different ways,
the name must also contain the way the ser-
vice is described. An example for this is a fre-
quency control service that is described by a
droop curve; a possible name for that service
is frequency-control:droop-curve.
2. Constraint descriptions: The components that
offer to provide a service have to work in a cer-
tain environment which might put constraints
on how the component is allowed to work.
These constraints have to be specified in some
standardised way.
3. Description of service activations: The service
descriptions from the first bullet point are just
the names of services. To specify the actual
service a component should provide, service-
specific information has to be added. This in-
formation is sent from supervisory controller to
controlled component to activate a given ser-
vice.
Just activating single services is not a very flexible
way to control the behaviour of components. The
next section introduces behaviour descriptions as a
more flexible way to specify behaviour.
BEHAVIOUR DESCRIPTIONS
Behaviour descriptions provide a flexble way to
specify behaviour. A behaviour description tells a
component how to react to certain situations. An
example is to couple power consumption of a con-
sumer to a dynamic power price: When the price is
high, the consumption is reduced as much as pos-
sible; when the price is low, the consumption is in-
creased as much as possible.
The behaviour is negotiated between a component
and its supervisory controller. The negotiation hap-
pens some time before the behaviour is actually
needed. When the behaviour is active, the local
component decides autonomously how to react to
the situations described in the behaviour descrip-
tion. The decisions are based on events the compo-
nent can observe locally, such as system frequency,
voltage, and dynamic power price. The fact that
the component can make autonomous decisions re-
moves the need for time-critical communication be-
tween component and supervisory controller.
The negotiated behaviour depends on the capa-
bilities of the controlled component, i.e. the kinds
of services it can provide, and on the constraints
the component has to comply with, such as owner
preferences or constraints coming from the environ-
ment. An example for environmental constraints is a
transformer in a substation that should not be over-
loaded by activating a service on lower voltage lev-
els.
Behaviour descriptions can be interpreted as con-
tracts between a supervisory controller and the
components it controls. A contract is a binding doc-
ument, and so is a behaviour description: Once a
component has accepted a behaviour description, it
has to adhere to it. This way, the supervisory con-
troller knows how a component will react to certain
situations even though there is no continuous com-
munication between the two parties. Behaviour de-
scriptions are also called “policies” due to the simi-
larity to contracts.
Behaviour descriptions offer a good compromise be-
tween having autonomous behaviour of the single
components, and still being able to control how they
behave. This is a crucial characteristic for power
systems, because the behaviour of components has
to be coordinated to maintain an overall stable sys-
tem.
BEHAVIOUR NEGOTIATION PROTOCOL
A negotiation protocol is needed to be able to
use behaviour descriptions. The protocol provides
the means for supervisory controller and controlled
component to exchange the information necessary
to set up a behavioural contract.
In the negotiation process, controlled components
pass through 4 major states: 1. unconnected ; 2. in
negotiation; 3. waiting to activate; 4. active.
When components are connected to the power sys-
tem, they start in the unconnected state. They have
to find the appropriate aggregator and connect to
it. In the next state, in negotiation, the actual be-
haviour description is negotiated. This is a process
that consists of several steps in its own. First, the
component has to send all necessary information
about itself to the aggregator. The aggregator will
then construct a behaviour description, and send it
to the component, which has to accept it.
The third state, waiting to activate, lets the compo-
nent wait until the behaviour description becomes
active. Behaviour descriptions usually have a va-
lidity period, that might be sometime in the future.
When a behaviour description is activated, the com-
ponent switches over to the active state. Some time
before the validity period ends, the device will go
back into the in negotiation state, while still execut-
ing the behaviour of the active behaviour descrip-
tion. The aggregator can also initiate a new negoti-
ation round when necessary.
USING RULE-BASED SYSTEMS
This paper proposes the use of rule-based sys-
tems as a suitable type of behaviour descriptions,
in the form that is often called production systems
(Giarratano & Riley 2004). Production systems con-
sist of a set of if -then rules: The if part of a rule con-
tains the condition, e.g. compares the current dy-
namic power price to an upper price threshold. The
then part contains the description of an action that
can be used to counter the “problem” that the condi-
tion describes, e.g. the reduction of power consump-
tion. The basic structure of rule-based behaviour
descriptions is shown in Figure 5.
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Figure 5: Behaviour Description with Rules
In behaviour description rules, the conditions refer-
ence values that can be retrieved locally, like sys-
tem frequency, voltage, dynamic power price, etc.
The actions describe the services that can be acti-
vated, such as a reduction in consumption, following
a droop curve, following a load schedule, etc. Mea-
sured values and possible actions are provided by
the environment the rule is situated in.
Each component in the system has its own individ-
ual set of production rules that reflects the state of
the component, and the constraints the component
has to comply with. The component acts accord-
ing to the rule set: Each time a change in the en-
vironment is detected, the component evaluates all
the rules and determines the actions that are sug-
gested. Since more than one of the rules can “fire”
(i.e. its condition evaluates to true), and it is possi-
ble that some of the actions conflict with each other,
some kind of process has to be used to determine
which of the suggested actions are actually used.
This process is called disambiguation. The simplest
kind of disambiguation is to order the rules by pri-
ority, and to execute the action of the first rule that
fires.
Rules provide a very flexible way to describe be-
haviours of components. The flexibility is provided
in various ways:
• Different measurements can be used in the
condition
• Arbitrary calculations can be carried out in the
condition
• Different thresholds can be used to compare to
the calculated values
• An action can activate any service that is sup-
ported by the component
• The number and type of rules can be different
for each component, allowing each component
to be handled individually, according to its ca-
pabilities and the constraints it has to comply
with
• The action of a rule can activate other rule-sets,
which makes it possible to create complex rule
systems
Since a rule set can reference different types of ac-
tions, components can provide multiple services to
the system at the same time. An example for this is
a component that can provide both frequency con-
trol and reaction to a dynamic power price: When
the frequency is in an abnormal state, the compo-
nent will act according to the frequency control rules
in the rule set. When the frequency is normal (i.e. in-
side the dead band of the frequency control rules),
the component can react to a dynamic power price,
optimising the operation costs of the component.
Thus the component can provide different services
on different levels.
Much research has been done to use market-based
systems for the control of power systems, e.g. the
PowerMatcher system (Kok et al. 2006). Behaviour
descriptions can also be used with such systems.
It is necessary to distribute information about the
whole system to the single components, such as lo-
cation of the aggregators, market closing times, etc.
Behaviour descriptions can be used to activate the
market participation of components, and the needed
information can be distributed in the behaviour de-
scriptions.
EXAMPLE CASE
rule "frequency_low"  when    SystemFrequency( value < Settings.LowFrequency )    and charger : Charger( canStop == true )  then     charger.stop();end
rule "frequency_high"  when    SystemFrequency( value > Settings.HighFrequency )    and charger : Charger( canStart == true )  then     charger.start();end
rule "price_low"  when    PowerPrice( value < Settings.LowPrice ) and     charger : Charger( canStart == true )  then     charger.start();end
rule "price_high"  when    PowerPrice( value > Settings.HighPrice ) and     charger : Charger( canStop == true )  then    charger.stop();end
rule "default"  when     charger : Charger()  then    charger.schedule( Settings.Schedule );end
Figure 6: Rule set for example case
To illustrate how a rule-based behaviour description
looks like, an example case has been implemented.
Here, Drools2, an open-source Java-based rule en-
2The Drools Rule Engine, http://www.jboss.org/drools/
gine, is used for expressing the rules. The rules
Drools uses can be expressed in different formats,
a programming language-like syntax which is used
here and an equivalent XML syntax.
The example case deals with the control of the
charging of electric vehicles. The services that the
vehicles can provide to the power system are fre-
quency control, load shaping in response to a dy-
namic power price, and following a load schedule
given to them. Those services can be specified in
different ways, e.g. can frequency control be spec-
ified in terms of a droop curve, but also in terms
of low/high thresholds. For the sake of clarity and
brevity, simple specifications have been chosen for
this example case.
The behaviour negotiation protocol begins when a
vehicle is connected to a charging station. The vehi-
cle then registers itself at the charging station, giving
some information about its state (state of charge),
the services it can provide (the 3 services listed
above), the signals it has access to (frequency, volt-
age, etc.) and the constraints it has to work under.
These constraints come from the desired usage of
the vehicle and can be condensed to two values: the
next point in time the vehicle will be needed, and the
minimum vehicle range in km, or the corresponding
state of charge value, that is needed by this time.
The charging station periodically calculates a sched-
ule for all connected vehicles. This schedule is sent
to the car using a behaviour description, together
with two other sets of rules: two rules for participa-
tion in frequency control, and two rules for reaction
to the dynamic power price. The disambiguation
strategy for this rule set is “first rule wins”, so that
the vehicle reacts first on the frequency, then on the
power price, and finally, when both frequency and
power price are normal, it follows a schedule.
An example rule set is shown in Figure 6. Since
the rule set uses a “first rule wins” disambigua-
tion strategy, the first two rules are concerned with
system frequency, with one rule for the low fre-
quency threshold, and one rule for the high fre-
quency threshold. The next two rules deal in a sim-
ilar fashion with the reaction to a dynamic power
price. The last rule is only activated when none of
the other four has been activated, and it activates
following the schedule. The definitions of the ac-
tual values for the thresholds and the schedule are
contained in a Settings object that has been sent to-
gether with the rule set. The definition of that object
has been left out for space reasons.
To better understand the example, the first rule in the
rule set is explained here in detail: A rule starts with
the keyword rule and the name of the rule3, followed
by the condition part of the rule (when). The first
drools-expert.html
3which is irrelevant
part of the condition looks up an object of type Sys-
temFrequency, and compares its value with a cer-
tain threshold value. The second part of the condi-
tion looks up a Charger object, checks if the charg-
ing process can be stopped, and sets up a variable
name for the charger, so it can be referenced in the
action part of the rule. The action part just uses
the variable referencing the charger to tell it to stop
charging.
It is important to note that this example does not
show all of the flexibility of such a system, because
only one rule set is shown. The rule set of a sec-
ond electric vehicle could look radically different, de-
pending on the constraints the vehicle has to com-
ply with. Take as an example an emergency am-
bulance. It has to be available at all times, so the
behaviour description for this vehicle wouldn’t in-
clude any response to frequency, power price or
even a charging schedule: It would simply charge
the ambulance whenever the battery is less than
fully charged. Another example are car owners that
are not concerned with how much it costs to charge
the car, but still want to participate in frequency con-
trol. For those, rules number two and three of the
example can be removed.
Another part of the flexibility of behaviour descrip-
tions lies in the ability to change the thresholds of the
single rules. This can reflect personal preferences
of the car owners, e.g. how much they want to pay
to charge their cars, but it is also useful to prevent
an oscillating response to changes. If all cars had
the same high threshold for frequency, stepping over
that threshold would result in all cars stopping their
charging process. If enough cars are involved, this
could send the frequency under the threshold again,
resulting in all cars immediately starting the charging
process again. Such a behaviour is extremely dam-
aging to both the power system and to the batteries
of the cars. The solution to avoid this behaviour is to
have slightly different thresholds for every car, dis-
tributed evenly over a frequency range. This results
in a smooth reaction to frequency changes.
DISCUSSION
Why is it a good idea to implement behaviour de-
scriptions using rules? There are many ways how
behaviour descriptions could be implemented, and
this section looks at a few of them, their benefits
and downsides.
One could argue that set points are already a kind
of behaviour description, condensed into a single
value. However, the power of behaviour descrip-
tions lies not only in the fact that services can be
described using more than one value, but also in
the flexible combination of multiple services.
Rule-based systems already employ a kind of pro-
gramming language, so it might be beneficial to use
a complete programming language instead. The
benefits of doing this is that the behaviour descrip-
tions will be completely universal, because any kind
of behaviour can be implemented. The major down-
side to this approach is that it is now more difficult
to understand the behaviour of the component. One
of the major advantages of behaviour descriptions
is that the supervisory controller still knows what is
going on in the system, because it can anticipate the
behaviour of any component.
A simpler approach to implement behaviour descrip-
tions is to map them to a simple API4, similar to the
APIs specified in the IEC 61850 standards. An API
could provide some of the flexibility of rule-based be-
haviour descriptions, but to support just part of the
flexibility would make the API either overly complex,
or very similar to a rule-based system anyway.
CONCLUSION
This paper introduced behaviour descriptions or
policies as a way to provide flexible high-level com-
munication in power systems, and suggested a way
to implement behaviour descriptions, using rule-
based systems. Because the execution of the be-
haviour is decoupled from the communication of the
behaviour, communication network problems, like
increases in latency or even a complete failure of
a link, do not impede the execution of the behaviour.
This makes the whole system much more robust.
Rule systems can be quite complex, enabling intelli-
gent behaviour of the system.
Behaviour descriptions enable controlled compo-
nents to act in an autonomous way, while still sus-
taining some control over the behaviour of the com-
ponents.
Behaviour descriptions don’t dictate a certain set of
services that can be used. Instead they provide a
framework for negotiating and activating a set of ser-
vices a component has to offer to the system. This
implies that behaviour descriptions can be used with
all kinds of control approaches, e.g. market-based,
agent-based, or hierarchical approaches. The de-
scription of actual services is not part of behaviour
descriptions; there must of course be a standard-
ised mechanism with which services can be refer-
enced and described.
One of the strengths of behaviour descriptions is
that multiple services can be put into a description.
This enables flexible autonomous behaviour of com-
ponents, while the supervisory controller still has
control over the component.
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