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What is important is to keep learning, to enjoy challenge, and to tolerate ambiguity.
In the end there are no certain answers.
Martina Horner

Suma´rio
Esta dissertac¸a˜o aborda o problema de teleoperar um robo mo´vel sobredeterminado a nı´vel
cinema´tico. Localizar e avaliar a condic¸a˜o de um roboˆ sa˜o tarefas importantes num cena´rio de
teleoperac¸a˜o. Apesar de estarem cada vez mais sofisticados, os roboˆs mo´veis ainda na˜o sa˜o
capazes de funcionar eficientemente sem intervenc¸a˜o humana.
O estado da arte em sistemas de localizac¸a˜o ainda na˜o e´ a` prova de falhas. A odometria
e´ robusta, contudo tende a gerar erros e torna-se complicada a sua utilizac¸a˜o em roboˆs com
cinema´tica sobredeterminada. Idealmente, todos os actuadores de tracc¸a˜o conduzem o roboˆ para
a mesma posic¸a˜o. Contudo, a rugosidade de alguns terrenos dificulta a tarefa aos sistemas de
controlo cinema´tico que acabam por na˜o conseguir manter as geometrias cinema´ticas correctas.
Isto significa que a odometria obtida a partir de cada actuador contribui de forma diferente para
a estimativa de posic¸a˜o do roboˆ. O modelo de odometria proposto considera individualmente a
informac¸a˜o lida em cada roda e oferece um modelo de erros para posterior fusa˜o sensorial.
A ligac¸a˜o entre o operador e um ambiente remoto esta´ geralmente limitada a uma imagem
de vı´deo, o que reduz a capacidade do operador de avaliar o estado do roboˆ e o ambiente em que
este se encontra. Isto contribui para a sua desorientac¸a˜o e dificulta a compreensa˜o do ambiente
remoto. Esta dissertac¸a˜o aborda tambe´m o problema de controlar uma caˆmara de teleoperac¸a˜o,
pan-tilt, oferecendo ao operador diversas alternativas de controlo expedito.
Resultados obtidos em ambientes reais e simulados confirmam as capacidades dos sistemas
apresentados.
v

Abstract
This dissertation addresses the problem of improving the teleoperation experience of an over-
constrained multiterrain mobile robot. Localising a robot and assessing its condition is cumber-
some in a teleoperation scenario. Despite the fact that robots are becoming more sophisticated,
they aren’t still able to perform efficiently without human intervention.
Current state of the art localisation technology is not able to operate without failure. Odom-
etry is robust, though it is error prone and complicated to use in over-constrained robots. Ideally,
every actuator drives the robot to the same position, though, terrain roughness difficults the task
of motion control systems which fail to guarantee perfect kinematic geometries. This means
that each wheel contributes differently to the position estimation of the robot. The proposed
odometry model considers the input provided by each wheel and provides an error model for
further sensor fusion.
The operator’s link to the remote environment is often influenced by a single video feed
which decreases the operator’s capability of assessing the robot’s condition. This contributes
to disorientation and complicates the comprehension of the remote environment. This disserta-
tion tackles the problem of improving situation awareness in teleoperation by offering the user
multiple alternatives to control a pan-tilt camera.
Results obtained in real and simulated environments demonstrate the capabilities of the
presented systems.
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Chapter 1
Introduction
This dissertation covers part of the author’s work developed within the AMI-02 project which
aimed at the development of a multi terrain service robot, the Ares robot. During this project
the author was responsible for the development of all the design of the electrical installation of
the several modules of AMI-02 project, hardware integration, the development of a Differential
Global Positioning System (DGPS) interface, among others. This dissertation could never cover
all the author’s work developed during his involvement in this project, therefore, it covers part
of the author’s involvement in the last year of the AMI-02 project, focusing on the development
of two mechanisms in which his involvement was fundamental and also with more relevance
from the scientific point of view.
1.1 Motivation
The motivation behind this dissertation is the development of two mechanisms to support teler-
obotic activities, namely, the control system for a teleoperation camera and the odometry mea-
surement mechanism to support the localisation of a mobile robot.
Getting mobile robots out of the semi-structured office and shop-floor environments has
always been a goal of the robotics research community. In this context, substantial progress
has been achieved in the last 10 years and with it, new interesting challenges are arising. The
1
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challenges of field robotics are enormous. Carlson and Murphy [Carlson and Murphy, 2005],
go as far as to show that current state-of-the-art field robots are not able to operate without
failures within an acceptable period of time.
Recovery of such failures often requires human intervention. Apart from this, human judge-
ment displays a critical element of a robot’s activity, specially in tasks that involve exploration,
surveillance and reconnaissance.
Cameras are a common denominator in most teleoperation interfaces (for a summary on
methods for interfacing humans and robots refer to [Fong and Thorpe, 2001]). The most com-
mon types of camera consist in spherical vision, fixed and pan-tilt cameras. Despite their ability
to provide a panoramic view of the environment, spherical vision cameras are only able to offer
low resolution [Schiehlen and Dickmanns, 1994] which makes them unsuitable for teleopera-
tion purposes. Moreover, in what regards teleoperation, most of the peripheral image informa-
tion is useless, thus it only contributes to overwhelm the operator with unnecessary information.
On the other hand, fixed mounted cameras do not allow the operator to rapidly span its atten-
tion over the relevant aspects of a cluttered environment [Scholtz et al., 2004]. When provided
with an adequate control system, pan-tilt cameras can allow the operator to freely and accu-
rately inspect an environment, while simultaneously navigating the robot [Nielsen et al., 2007].
Hence, they are a better trade-off. Despite the advantages, several factors are important for
a camera to be efficient: deficient camera placement, narrow field of view (soda straw effect
[Voshell and Woods, 2005]), among others, can significantly harm the operator’s conception of
the environment, resulting in cognitive mistakes and disorientation [Hughes and Lewis, 2005]
(i.e. reduced situation awareness).
A teleoperation task normally engages the teleoperator in the subtasks of navigation (i.e.
moving the robot in the environment) and inspection (i.e. acquiring a viewpoint to a particular
object) [Hughes et al., 2003]. Alternating between these two tasks, added to the aforementioned
issues, robot teleoperation can be very demanding for the operator [Hughes and Lewis, 2005].
For example, in an uneven terrain, it requires the operator to constantly correct the camera’s po-
sition to maintain visual contact with a desired target. This results in distracting the teleoperator
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from navigation, slowing down the task while inducing the teleoperator in error.
The complexity of this problem drastically increases when data latency is high (e.g. as
in space exploration rovers). This problem is typically solved by providing the robot with
some autonomy that can aid teleoperation [Powell et al., 2006]. Shared control of the view-
point [Hughes, 2002], which consists in allowing an intermediate control of the viewpoint be-
tween the user and the rover, attentive navigation [Wernert and Hanson, 1999] and decoupled
[Hughes et al., 2003] camera controls, are state of the art hypotheses to assist on teleoperation
overcoming the problems associated with coupled camera controls [Hughes and Lewis, 2004].
Besides the importance of the aforementioned techniques, the camera control systems (e.g. po-
sition/speed control) to support its manipulation also display an important role in a teleoperation
process.
Inspecting an environment through a camera can be quite confusing and it is therefore im-
portant to perform smooth movements with the goal of reducing image blur. For instance,
latency (e.g. communications, processing, etc.) can be an obstacle in achieving such require-
ments. It is therefore necessary to develop controllers which achieve a balance between motion
smoothness and motion accuracy (e.g. ability to track a reference provided by the user). Control
systems are often crafted in order to cope with very specific and structured problems. The use of
legacy systems (e.g. commercial pan-tilt cameras) instead of custom made tools, is being more
and more recurrent in robotics, requiring control systems that are capable of adapting to the
limitations such systems offer. For instance, it is often impossible to attach a controller directly
to a legacy system’s sensors/actuators which leads to the necessity of creating an interface to
allow communication. This introduces limitations in the whole process (e.g. latency). Control
systems must also be designed in order to cope with these cases.
Providing a mobile robot with an accurate localisation mechanism is also one step further
in order to avoid failures in the field. For instance, if the localisation mechanism fails, the robot
can not know where it is and it can be difficult to determine what to do next. The other side
of the problem is that it is also difficult for an operator to understand where the robot is and
therefore difficult to rescue the robot.
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Several sensors and methods are known in order to localise a rover, though, most localisation
sensors can not operate in every circumstance:
² DGPS systems can offer extremely accurate measurements in what concerns to global
localisation (50 cm), though, they tend to fail or get extremely inaccurate while being
used close to walls or under trees.
² Compasses can offer fairly good absolute measurements about orientation, though, they
are easily affected by external magnetic fields.
² Gyroscopes can be extremely accurate but they have an associated drift and are heavily
expensive.
² Visual odometry is extremely precise but it is extremely heavy to compute and its accu-
racy heavily degrades specially when the sun is low and facing directly the camera and in
homogeneous environments, etc.
It is therefore important to have some redundancy with localisation sensors in a way that,
when one or several devices fail, localisation is still available.
A basic, yet robust method to estimate a vehicle’s motion consists in using knowledge about
its wheels steering angle and induced velocities. This method is known as odometry. Odome-
try is the most widely used method for determining the momentary position of a mobile robot.
Odometry provides good short-term accuracy, is inexpensive, and allows very high sampling
rates. However, the idea behind odometry is the integration of incremental motion information
over time, which inevitably leads to an unbounded accumulation of errors. Particularly, the ac-
cumulation of orientation errors causes large position errors which increase proportionally with
the distance travelled by the robot. These errors increase on less-than-ideal ground conditions
as odometry alone quickly accumulates large position and heading errors.
Despite such limitations, odometry is an important part of every robot localisation mech-
anism and it is used in almost all mobile robots, it can be easily fused with absolute position
measurements to provide better and more reliable position estimation and it often happens that
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odometry is the only navigation information available (e.g. GPS dropout or lack of luminosity
for visual odometry).
On this document a method for computing the odometry of an over-constrained (i.e. with
more independent motors than degrees of freedom) mobile robot is proposed. Over-constrained
mobile robots offer better mobility (the robot used in this dissertation offers four locomotion
modes), though, due to the complex nature of their mechanical structure, odometric accuracy
heavily degrades and it is therefore important to have an error model of the odometry estimate.
Such error models are also necessary to fuse odometry with other localisation mechanisms.
1.2 Dissertation Statement
1.2.1 Problem Statement
As previously stated, the goal of this dissertation is to develop two mechanisms to support
telerobotic activities.
First a control system for a teleoperation camera. As previously mentioned, mobile robots
require human intervention when they fail to be autonomous or when they are supposed to be
operated on missions like surveillance, scouting, etc. As it happens often, the utility of a video
feed is overrated, resulting in the video feed being the single link between the operator and
the remote environment. In the case of pan-tilt cameras it is common that the operator looses
track of the position of the camera in relation with the robot (i.e. reduced situation awareness).
This problem is often undesirable when the operator needs to track an object with the camera
while simultaneously operating the robot, i.e. the operator is overwhelmed with the amount
of commands he simultaneously has to send to the robot and the camera. Having this into
consideration, the following requirements were established:
² Offer the operator more than one hypothesis of control of the camera;
² Assist the remote operator in understanding the condition of the robot;
² Allow the operator to abstract himself from the orientation of the camera.
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The other issue this dissertation addresses is concerned with estimating the position of an
over-constrained mobile robot recurring to wheel odometry. Over-constrained mobile robots
have more actuators than degrees of freedom and it is therefore important to bear this in mind.
It is possible that, in some cases, the actuators ”fight” against each other so it is necessary to
develop a mechanism which takes this into consideration.
Odometry, due to its characteristics, is a widely used method for determining the position
of a mobile robot. As in most localisation methods sensor fusion is used, it is necessary to have
a minimum knowledge about the error of each method.
The following requirements were established for the odometry computation mechanism:
² Be able to cope with every locomotion method of the vehicle;
² Take advantage of redundant wheels;
² Have a coherent error model for further sensor fusion.
1.2.2 Solution Prospect
This dissertation presents two solutions, one for each of the presented problems.
In what concerns to the teleoperation camera, the control process is implemented from bot-
tom to top. A position controller which is concerned with motion smoothness of the camera is
implemented as well as a hardware architecture which will allow the operator to have an up-
per level control of the camera. This upper level control of the camera provides the operator
with some pointing functionalities and automatic mechanisms to understand the condition of
the robot. By assisting the operator with such functionalities, the user is able to offer more
attention to more tasks inherent to a mission without degrading situation awareness.
Three techniques have been considered in order to assist the user in teleoperating the camera:
Pointing assistance: Manoeuvring a robot while simultaneously aligning a camera with an
interest point is a complicated task, therefore, three mechanisms were developed for assisting
the operator in the task of pointing the camera: (i) pointing in azimuth and elevation, (ii),
pointing to a GPS point and (iii) pointing to the rover frame where the user specifies a position
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of the robot he wishes to look at, without having to be concerned with the position of the camera
(i.e. its pan and tilt angles).
Assisted navigation: As the name indicates, this method facilitates the use of the camera when
navigating the robot by suggesting the user the best viewpoint the camera can offer according
to the desired trajectory to follow. This allows the user to focus on navigating and releasing him
from the known problem of identifying the position of the camera relative to the robot and its
displacement trajectory.
Self monitoring: This method offers the operator the possibility of identifying and analysing
events in a rover in a more efficient way. As soon as an event is detected, the camera automat-
ically points in the direction of the event. For instance, when a wheel of the robot gets stuck,
the current in the traction motor rises in order to overcome the obstacle without the operator
noticing it, this mechanisms leads the camera to automatically point at the wheel where the
current rose to an abnormal level, allowing the user to assess the problem more efficiently.
In what concerns odometry, the problem of obtaining the odometry of an over-constrained
vehicle is complex. These problems are usually tackled by exploring the fact that all the wheels
are independent, this means that analysing the motion of different wheels in the same period
of time, might lead to the obtention of different odometry results. The general technique to
solve this problem consists in obtaining the best wheel or group of wheels according to a rule
or set of rules which are empirically defined. Excluding the outliers might theorically be a
good approach, though, in reality, an outlier wheel might harm the rover’s desired motion, this
is because wheels, by forcing an erroneous movement, end up fighting against the ”correct”
movement the remainder wheels are executing. In the model presented in this dissertation,
all the wheels are taken into account and odometry is computed as a weighed average of the
odometry computed for each wheel. These weights are computed according to the effect of
the ”rebel” wheels, the bigger the error induced by the wheel, smaller its weight will be in the
weighed average of the vehicle’s odometry.
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1.3 Dissertation Outline
This chapter has provided the motivation behind this dissertation and outlined the objectives
sought. The remainder of this document is organised as follows:
Chapter 2 reviews in the first section the state-of-the-art regarding odometry measurement
mechanisms and methods for reducing odometry errors and in the second section, control tech-
niques for teleoperation cameras are presented and discussed.
Chapter 3 presents the odometry model of the Ares robot.
Chapter 4 addresses the teleoperation camera control system. It first describes a controller
for its pointing mechanism and in the remaining sections, the implemented functions to assist
the operator on controlling the camera are explained.
Chapter 5 presents the experimental setups and corresponding results for the two mecha-
nisms described on this dissertation.
Chapter 6 concludes this dissertation with a set of conclusions and contributions of this
dissertation. Future research opportunities on the topics of this dissertation are also commented
on this chapter.
1.4 Further readings
Some of the concepts covered in this dissertation have been published in [Santana et al., 2008a]
and [Caˆndido et al., 2008]. The study which was elaborated in order to implement the odom-
etry method presented in this dissertation was applied in a motion controller for compliant
four-wheel-steering robots [Santana et al., 2006]. This dissertation is part of a project sup-
ported by the company IntRoSys, S.A.. This project aims at the development of affordable
service robots for humanitarian demining. In order to find out more about this project refer to
[Santos et al., 2007], [Santana et al., 2007], and [Santana et al., 2008a].
For further information on the work presented in this dissertation, feel free to contact the
author: carlos.p.candido[at]gmail.com.
Chapter 2
State-of-the-Art
This chapter surveys the state-of-the-art on odometry error reduction methods and on camera
control on mobile robots. Section 2.1 will foster the comprehension on the problem of odo-
metric errors and techniques which allow the reduction of such errors. Section 2.2 makes an
overview on techniques aimed at improving the usability of a teleoperation camera.
2.1 Odometry
This section introduces the reader to the problem of odometry and to the most relevant meth-
ods to improve odometry accuracy. The methods which allow for the improvement of odometry
accuracy and their positive impact on localisation estimation mechanisms are well known. Nev-
ertheless, a brief overview concerning odometry may endow us with a deeper understanding and
characteristics of odometry measurement mechanisms.
2.1.1 Dead-Reckoning Sensors
In order to build an odometry system it is necessary to have a way of measuring the distances
travelled by the traction motors as well as estimating the angular displacement of the steering
motors. Since most mobile robots rely on some variation of wheeled locomotion, a basic un-
derstanding of sensors that accurately quantify angular position and velocity is an important
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Figure 2.1: Quadrature phase encoder [Olson, 2006].
requisite to further discussion of odometry. There are a number of different types of rotational
displacement and velocity sensors in use:
² Quadrature Phase Encoders (Optical). For a better understanding of such encoder, the
mono phase encoder should be addressed first. In a mono phase encoder, a sensor is
placed on the motor shaft or wheel such that when the shaft rotates, the circuitry generates
alternating 1’s and 0’s. A simple way to do this is by attaching a perforated disk to the
shaft, and using a breakbeam sensor to detect when a hole passes by. A monophase
encoder can not determine the direction of motion. As an improvement upon mono phase
encoders, quadrature phase encoders use two breakbeam sensors arranged so that they
produce waveforms 90 ± out of phase. When the shaft rotates in one direction signal
A ”leads” signal B; when rotating in the opposite direction signal B ”leads” signal A
(see Fig. 2.1). With the correct controller, such encoders can be used to measure absolute
positions. In mobile robot applications incremental optical encoders are the most popular.
² Tachometers. A tachometer is essentially a small motor attached to the output shaft of
the main motor. It operates as a generator, where the output voltage is proportional to the
angular velocity of the main motor.
² Potentiometers. A potentiometer is a three-terminal resistor with a sliding contact that
forms an adjustable voltage divider [Breitfelder and Messina, 2000]. By changing the
position of the sliding contact, different voltages are read and therefore, the position of
the slider can be determined by reading them.
2.1. Odometry 11
Figure 2.2: The four basic wheel types. (a) Standard wheel: two degrees of freedom; rotation
around the (motorised) wheel axle and the contact point. (b) castor wheel: two degrees of
freedom; rotation around an offset steering joint. (c) Swedish wheel: three degrees of freedom;
rotation around the (motorised) wheel axle, around the rollers, and around the contact point. (d)
Ball or spherical wheel: technically difficult to build [Siegwart and Nourbakhsh, 2004].
Other sensors exist, such as the brush encoders, synchros, resolvers as well as other type of
encoders: magnetic, inductive or capacitive, though, because of their irrelevance on the scope
of this project, they will not be addressed in this dissertation.
2.1.2 Wheel design
There are four major wheel classes, as shown in figure 2.2. They differ in their kinematics, and
therefore the choice of wheel type has a large effect on the overall kinematics of a mobile robot
[Siegwart and Nourbakhsh, 2004]. The standard wheel and the castor wheel have a primary
axis of rotation and are thus highly directional. To move in a different direction, the wheel must
be steered first along a vertical axis. The key difference between these two wheels is that the
standard wheel can accomplish this steering motion with no side effects, as the centre of rotation
passes through the contact patch with the ground, whereas the castor wheel rotates around an
offset axis, causing a force to be imparted to the robot chassis during steering.
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The Swedish wheel and the spherical wheel are both designs that are less constrained by
directionality than the conventional standard wheel. The Swedish wheel functions as a normal
wheel, but provides low resistance in another direction as well, sometimes perpendicular to
the conventional direction. The small rollers attached around the circumference of the wheel
are passive and the wheel’s primary axis serves as the only actively powered joint. The key
advantage of this design is that, although the wheel rotation is powered only along the one
principal axis (through the axle), the wheel can kinematically move with very little friction
along many possible trajectories.
The spherical wheel is a truly omnidirectional wheel, often designed so that it may be ac-
tively powered to spin along any direction. One mechanism for implementing this spherical
design imitates the computer mouse, providing actively powered rollers that rest against the top
surface of the sphere and impart rotational force.
2.1.3 Error Sources and Measurements
Odometry is based on the assumption that wheel revolutions can be translated into perfect dis-
placements relative to the floor. This assumption is not totally correct. One simple example is
related to wheel slippage: if one wheel steps on a slippery surface (e.g. thin sand), then the asso-
ciated encoder would register wheel revolutions even though these revolutions did not translate
themselves to displacement of the wheel, and thus, of the vehicle. Besides this case, there are
several other causes for inaccuracies in the translation of wheel encoder readings into motion.
Therefore, it is important to take these causes into account when trying to estimate the motion
of a vehicle recurring to wheel odometry.
When trying to measure and improving odometry accuracy, it is important to make the dis-
tinction between systematic and non-systematic sources of error. In previous work, Borenstein
and collaborators [Borenstein et al., 1996] investigated on possible sources of both types of er-
rors. Systematic sources of error are inherent to the robot’s kinematic or controller properties,
regardless of the environment or the conditions in which the robot is operating. Non-systematic
sources of error, on the other hand, are those which depend on the robot’s environment. These
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two types of error affect mobile platforms differently and this is why it is important to distin-
guish between them. The remediation of both types of errors is different and most importantly,
both types require different measuring techniques with the goal of obtaining comparable and
useful data.
A common categorisation of odometry errors is as follows:
Systematic errors
² Unequal wheel diameters;
²Misalignment of wheels;
² Uncertainty about the effective wheelbase;
² Limited encoder resolution;
² Limited encoder sampling rate.
Non-Systematic errors
² Travel over uneven floors;
²Wheel slippage or wheel skid;
² External forces (e.g. interaction with external bodies);
² Internal forces;
² Variation of wheel contact with the floor.
Systematic errors can be reduced in conventional mobile robots by a careful mechanical
design of the vehicle and by vehicle-specific calibration. However, systematic errors depend
partially on changing factors (e.g. load distribution), therefore, they can not be fully eliminated.
On the other hand, non-systematic errors can neither be avoided or compensated for with
conventional odometry, being often necessary to act directly over the robot’s actuators in order
to obtain better results, as we will see in the following section.
The gravest about systematic errors is the fact that they accumulate constantly, specially on
most smooth indoor surfaces, where they heavily contribute to the odometry error drift when
compared the non-systematic errors. However, on an outdoor environment, generally charac-
terised by a rough surfaces with significant irregularities, non systematic errors are dominant.
Both systematic and non-systematic errors harm the estimate of the motion of a wheeled
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Figure 2.3: Motion error diagram (adapted from [Fan et al., 1995]).
vehicle and it is therefore important to characterise the impact of the sources of error on the
motion of the vehicle. The errors on the estimation of odometry can be decomposed into orien-
tation errors, contour errors and tracking errors [Fan et al., 1995]. As shown in figure 2.3, the
vehicle is supposed to pass through point A, but due to the motion errors, it is actually passing
through point B. The angular difference between the actual orientation (thick grey arrow) and
the specified orientation (thick black arrow) defines the orientation error, EO. The contour error
EC corresponds to the distance between the actual position B and the desired trajectory in the
direction perpendicular to the direction of travel. The tracking error ET is the distance between
the actual position and the desired position in the direction of travel. In mobile robot motion
control, the most significant motion error is concerned with orientation [Feng et al., 1993]. This
is so because, once incurred, orientation errors grow without bound into lateral position errors.
2.1.4 Error Reduction Methods
The accuracy of odometric measurements in mobile robots partially depends on the kinematic
design of the vehicles:
² Vehicles with a small wheelbase are more eager to orientation errors than vehicles with a
larger wheelbase [Borenstein et al., 1996].
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² Wheels used for odometry should be as thin as possible and not compressible. In practice,
this design is not feasible for heavy duty vehicles because usually, the wheels used for
odometry are also load-bearing drive wheels, which require a large ground contact surface
[Borenstein et al., 1996].
² Castor wheels are likely to induce slippage when reversing direction, specially if they are
supporting a significant portion of the overall weight [Carlisle, 1983].
In the remainder of this section, specific methods for reducing both systematic and non-
systematic odometry errors are presented.
Calibration techniques
The University of Michigan Benchmark (UMBmark) test [Borenstein and Feng, 1994] has been
developed to calibrate for systematic errors of a mobile robot with a differential drive. This test
consists in a set of runs in which the robot is programmed to traverse the four legs of a 4£ 4 m
square path. Ideally, the path returns the vehicle to its starting point, though, due to odometry
and controller errors, this is not true. The absolute position of the robot is measured before and
after each run. These measurements are then compared to the position and orientation of the
vehicle obtained from odometry. The experiment, as well as the measurements of the return
positions associated with it are performed five times in clockwise (CW) and counter-clockwise
(CCW) direction.
By performing this test, it is possible to identify two error characteristics, called Type A
and Type B, which represent odometry errors in orientation. Type A errors are defined as
orientation errors which reduce or increase the total amount of rotation of the robot in both CW
and CCW direction. Type B errors are defined as orientation errors which reduce or increase
the total amount of rotation of the robot during the square path experiment in one direction, but
increases or reduces the rotation amount when going in the opposite direction.
Figure 2.4(a) displays the contribution of errors of Type A, which are mainly caused by the
uncertainty about the effective wheelbase. In figure 2.4(b) the contribution of Type B errors
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Figure 2.4: Type A 2.4(a) and Type B 2.4(b) errors in clockwise and counter-clockwise direction
[Borenstein and Feng, 1994].
is displayed. Such errors are mostly caused by the ratio between wheel diameters, which in
normal conditions, should be equal to 1, resulting in over or under steering situations.
By analysing the behaviour of the robot during the UMBmark test, it is then possible to
draw conclusions about which variables to adjust in order to improve odometry results. More
information about these adjustments can be found on [Borenstein and Feng, 1994].
Results presented in [Borenstein and Feng, 1995] show that it is possible to dramatically im-
prove odometry accuracy by compensating the effect of systematic errors. The main disadvan-
tage relies on the fact that it requires a well controlled environment (flat surface) and changing
the testing area may result in inaccurate results as this method does not allow the compensation
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of non-systematic errors. Another disadvantage is that it does not allow a robot to calibrate
online, which is undesired for vehicles which need to operate for large periods of time and thus,
eager to suffer unpredictable mechanical wear, generating new types of systematic errors during
their lifetime.
In [Doh et al., 2003], the POSTECH CMU (PC) method is suggested as a procedure to cal-
ibrate an odometry system. The main idea behind this method consists in moving the robot in
forward direction and then back along the same trajectory, followed by an obtention of the error
parameters that minimise the error between both trajectories. This method is compared with the
UMBmark and the results revealed to be similar, slightly in favour of the PC method. It is cum-
bersome to remember that, despite the similarity, small differences in error parameters induce
large error in case of a long distance navigation. The main disadvantage when comparing this
method with the UMBmark relies on the fact that it requires the vehicle to travel a straight line
never inferior to 150m in order to estimate the error parameters, while with the UMBmark a
square with a 16m perimeter is enough.
The main advantage of this method is that it provides a general error parameters and a three
parameters covariance matrix estimation (typical in wheel odometry), thus, it can be used for
all types of wheel odometry.
A less time consuming calibration procedure to compensate systematic errors is proposed
in [Goel et al., 1999]. This method is more empirical than the previous one. With the robot
suspended in the air, the actual velocities of the wheels are measured recurring to a tachometer
(more precise) and are afterwards compared to the measurements taken from the encoders. The
comparison between both the sources allows the establishment of a relation between the veloc-
ities returned by the encoders and by the tachometer and theoretically, it allows to compensate
for the errors generated by the use of the encoders. As previously mentioned in section 2.1.3,
the most significant motion error is related with orientation. In this case, no particular calibra-
tion procedure was taken for calibrating the yaw rate; in fact, the calibration of the yaw rate was
done empirically. It was found that when the encoders predicted a 200 ± turn, the robot actually
turned 180 ±.
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One of the main pitfalls of the wheel speed calibration relies precisely in the fact that it
was done with the robot suspended in the air. After putting the robot in the ground, wheels
immediately compress due to the weight of the robot which immediately affects the wheel
geometry and therefore, compromises the calibration procedure. Once again, this method needs
to be done offline. Another issue relies on the fact that it is relatively easy to calibrate a small
vehicle (e.g. the Pioneer AT), though, when using a bigger and heavier vehicle, such calibration
procedure dramatically increases in complexity.
It is known that robots change their physical properties over time. In mobile robotics, wear
and tear can change the diameter of wheels, loosen belts, etc. Therefore it is important not to
waste much time calibrating a mobile robot while it could actually be in use. Recently, some
work has been carried out in what concerns to calibrate the odometry of a robot during oper-
ation [Larsen et al., 1998, Martinelli and Siegwart, 2003, Caltabiano et al., 2004] by recurring
to additional (e.g. unrelated to odometry) sensors. In the three mentioned methods, an aug-
mented Kalman filter (AKF) is used in order to estimate the configuration of the robot as well
as the parameters characterising the systematic odometry errors. This filter uses encoder read-
ings as inputs and the measurements coming from other sensors as observations. The main
difference between the aforementioned works relies on the sensor used for observation: In
[Larsen et al., 1998] a vision sensor is used, in [Martinelli and Siegwart, 2003] a laser range-
finder is adopted and in [Caltabiano et al., 2004] a DGPS system is used, being the only one
validated in an outdoor environment.
These methods are particularly useful as they allow to change the robot’s parameters (e.g.
changing the wheels according to different situations) without being necessary to change its
control variables as they are automatically estimated and adjusted during operation. These al-
gorithms also allow skipping the calibration phase of offline calibration methods. Besides, they
are more suitable for unstructured environments. In dynamic environments, static solutions are
always temporary, therefore offline calibration can not be an adequate alternative for improving
odometry accuracy of outdoor mobile robots.
In [Caltabiano et al., 2004], a quantitative comparison is made with the UMBmark and it
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is possible to observe that the results are more satisfactory by estimating the error parameters
recurring to an external sensor, encoder readings and an AKF.
Some work has also been carried out on odometry errors from a theoretical point of view
[Wang, 1988, Chong and Kleeman, 1997]. The non-systematic errors are analysed and the co-
variance matrixQ for a given robot’s trajectory is computed. These theoric models of odometry
errors are important as they allow a proper integration with other localisation mechanisms using
sensor fusion techniques (e.g. Kalman filters).
Auxiliary Wheels and the Encoder Trailer
It is generally possible to improve wheel odometry accuracy by adding a pair of thin edge, non-
load-bearing encoder wheels. Since these wheels are not used for power transmission, they can
be as thin as possible and use only a thin layer of rubber to avoid slippage.
This method was first proposed by [Hongo et al., 1987]. The goal consisted in improving
the accuracy of a large differential drive mobile robot which weighed around 350 kg. Tests with
this method reported that, after travelling a distance of 50m, a position error inferior to 200mm
was detected which is a reasonable value for a vehicle of such dimensions.
An alternative approach is the Encoder Trailer (ET), proposed in [Fan et al., 1995]. The ET
is a small two-wheel trailer that drags behind the main vehicle. Mounted in each wheel is an
optical incremental encoder. A rotary joint allows the trailer to rotate horizontally around a
fixed point behind the pulling vehicle. The trailer can rotate around this joint without limitation
due to a slip ring that provides the electrical connections to the wheel encoders. When the
pulling vehicle moves backwards or traverses uneven grounds or obstacles, the ET retracts. The
argument for this part-time deployment of the encoder trailer is that in many applications, robots
may travel mostly on reasonably smooth concrete floors and that it would thus benefit most of
the time from the encoder trailer’s odometry.
Wrapping up, the main idea of the ET consists in performing odometric measurements
whenever the ground characteristics allow it. This is at the same time a major drawback, as it
ignores two of the main reasons for using odometry: it is functional most of the time and it is
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Figure 2.5: Figure 2.5(a) shows a rough schematic of the implementation of the auxiliary wheels
method [Borenstein et al., 1996]. In Figure 2.5(b) an encoder trailer, developed at the University
of Michigan is shown [Borenstein, 1994].
important for redundancy on a localisation system with several mechanisms (e.g. GPS, visual
odometry, etc.). The main advantage of this method is that it can be attached to a vehicle with
no means of providing odometry measurements and instantly providing it with such ability.
Both the presented methods are unsuitable for outdoor environments, as their working prin-
ciple relies on the fact that surfaces are usually flat and very well structured.
Internal Position Error Correction
A less common approach consists in using multiple robots to reference each other. A method is
proposed in [Sugiyama, 1993], where two robots mutually measure their positions. When one of
the robots moves to another place, the other remains still, observes the motion, and determines
the first robot’s new position. At any time one robot localises itself with reference to a fixed
object: the standing robot. In [Kurazume et al., 1994], the results of a simulation with a similar
approach are presented. Such approach uses multiple cooperating mobile robots divided into
two groups. When the members of group A move, the members of group B remain stationary
and provide positioning beacons that the group A robots can use for absolute positioning. After
a while, group A robots stand still and group B robots move.
Though the aforementioned methods are not exclusively based on odometry, they inspired
the development of the Internal Position Error Correction (IPEC) method [Borenstein, 1995b,
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Figure 2.6: Essential components of the OmniMate [Borenstein, 1995a].
Borenstein, 1998]. This method allows two mobile robots to mutually correct their odometry
errors, even while both robots are in continuous, fast motion, which is the great innovation
relative to the methods presented above. To implement this method, it is required that both
robots can measure their relative distance and bearing continuously and accurately. In order
to achieve such requirement, the OmniMate robot was developed (See Fig. 2.6). This mobile
robot consists in two differential-drive mobile robots (called ”trucks”), which are physically
connected through a compliant linkage. In addition to the differential drive’s encoders, this
platform has one linear and two rotary internal encoders, which allow measurement of the
relative distance and bearing between the two trucks. During operation, both mobile robots
perform conventional dead-reckoning with their wheel encoders. In addition, the IPEC method
uses information from the internal encoders to detect and correct odometry errors as soon as
they occur.
The main advantage of this method, when compared to the localisation methods proposed
in [Sugiyama, 1993] and [Kurazume et al., 1994], relies on the fact that it allows both robots
(trucks) to mutually reference each other in continuous motion, overcoming the main drawback
of the stop-and go effect of the initially proposed methods.
Tests with this method revealed that this method is capable of reducing most of both system-
atic and non-systematic errors efficiently. Though, due to the unique mechanical configuration
required to use the IPEC method, other sources of errors are introduced (provenient from the
internal encoder measurements). These errors can be reduced, though, this requires an accurate
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calibration of the vehicle.
One of the main drawbacks of this method, is the already mentioned mechanical character-
istics a vehicle requires in order to use it. The sensorial apparatus required is not suitable for
a robot with dimension restrictions. For instance, the OmniMate robot, weighs around 285 kg
and is unable to cope with outdoor environments
Redundant Encoders
Rocky or Field Integrated Design and Operations (FIDO) type rovers have six drive wheels
equipped with encoders. Since usually one or two encoders are needed for odometry (depend-
ing on the rover’s locomotion mode), the six encoders on these vehicles are redundant. With
redundant encoders it is possible to determine which encoder or set of encoders produce the
more accurate readings in a given sample interval. Several methods exist to discriminate which
wheels should be used for odometry measurements [Ojeda and Borenstein, 2004]:
The fewest pulses method: This method consists in the application of a simple rule: ”Use
only the data from the encoder-pair that provided the least number of pulses during the last
sampling interval. The rationale behind this approach is that for most error-causing conditions
encoders ”over-count”. That is, they provide more pulses than what corresponds to the actual
linear distance travelled, when they encounter wheel slips or floor irregularities.
At low speeds and while driving at low traction surfaces (e.g. sand), it is possible to observe
a significant wheel skid (instead of slippage), therefore, this method is ineffective and even
counter-productive in some situations.
The Expert Rule method: This method aims at reducing odometry errors by differentiating
between different situations recurring to a rule-based system and by offering a course of action
for each of them. This method assumes that there is no absolutely correct solution, but it
hypothesises that the rules provide an equal or better solution than the ”Baseline Rule” which
consists in calculating separately the readings of the encoders on the left and on the right side
of a vehicle. In order to improve performance beyond the baseline rule, two sets of expert rules
are applied during each sampling interval:
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² Expert Rule # 1 (Average + Smallest): If the front and rear encoder on either side of the
robot produce a similar number of encoder pulses in a sampling interval, the number of
encoder pulses reported by both encoders on that side is assumed to be correct. In this
case, the displacement of that side of the robot consists in the arithmetic average of the
front and rear wheel encoder reading (identically to the baseline rule). Otherwise, if the
difference in encoder pulses is greater than a threshold, the wheel with greater number
of encoder pulses is assumed to be slipping and the wheel with lower count is selected,
providing the readings for that sampling interval (it consists in the expert rule formulation
of the fewest pulses method).
² Expert Rule # 2 (Average + Angle + Smallest): After applying rule # 1 and if only one
side of the robot had correct encoder readings, the linear displacement on the correct side
should be computed from the encoders, while the displacement on the side suspected of
slippage should be estimated recurring to the angular velocity measured by an onboard
gyro.
These methods show that it is important to see odometry as more than a theoretical problem.
Tests with this method show that these rules are very effective in reducing odometry errors,
particularly in errors caused by wheel slippages, which is the predominant source of error in
outdoor environments, though, using heuristics to solve the problem of odometry errors, despite
the fact that it shows good results, does not exclude the need for a theoretical approach. No
theoretical models of the errors are presented which makes it impossible to use such models in
an Extended Kalman Filter (EKF) for example.
Odometry error reduction by control approaches
In over-constrained vehicles the actual wheels and steering angles of the wheels have to match
perfectly. Small discrepancies end up resulting in wheels fighting against each other and un-
avoidable odometry errors. Several methods exist in order to reduce such effects and associated
wheel slippage in over-constrained mobile robots which will be briefly explained in the follow-
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ing lines.
Cross Coupled Control: This method was initially developed by Borenstein and Koren
[Borenstein and Koren, 1987] and later refined by Feng [Feng et al., 1993]. It was initially de-
signed to control the wheels of an over constrained differential drive robot. The Cross-Coupled
Control (CCC) method continuously compares the actual travelled distance from the left and
right wheel of a vehicle and issues corrective commands to the motors to slow down the motors
which are faster and to speed up the slower motors. The overall effect is that the velocities of
the left and right wheels of a robot are matched more tightly even in the presence of internal
and external disturbances.
Another benefit of the CCC, though not odometry related, should be mentioned. In sus-
pensionless robots, it often happens that one wheel looses contact with the ground while the
vehicle traverses irregular surfaces. If each wheel is independently powered by a motor, the
off-ground wheel and motor do not contribute with torque to displace the vehicle in the desired
direction, which ends up in an unavoidable vehicle stall. The CCC partially overcomes this
problem by increasing the speed of the ”ground” wheel in order to equalise the speed of the two
cross-coupled wheels on that side.
This method does not contemplate steering wheels which makes it unable to cope with
some locomotion modes (e.g. Ackerman steering) unless another control layer is introduced in
the system. A block diagram of the CCC is presented in Fig. 2.7.
Wheel odometry of the FIDO Rover: The FIDO rover is a vehicle with 6 indepen-
dently driven and steered wheels and it is provided with a suspension that allows it to displace
over rough terrains. As the rover drives and the suspension moulds itself to the topography
of the terrain, each of the 6 wheels experience different forces which may cause wheels to
”fight” against each other, resulting in increased power requirements, undesired wheel slip-
page/skid, among other issues. To minimise this effect a velocity synchronisation algorithm
[Baumgartner et al., 2001] was developed for the FIDO rover which also enables odometry er-
ror reduction.
The first step of this algorithm consists in outlier detection that determines which wheels
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Figure 2.7: Block diagram of a Cross-Coupled Control loop, here shown for the two left-hand
wheels of a 4WD differential drive robot [Ojeda and Borenstein, 2004].
of the rover are deviating significantly from the nominal velocity. All the wheels are given a
score and after knowing the score each wheel is given, an average travelled wheel distance is
voted and the required change in the commanded nominal velocity is computed. Finally, the
resulting voted wheel distance is utilised in the odometry equations of the FIDO, as the means
for determining the rover’s position. This method of observing the behaviour of all wheels in
order to build the estimate is interesting, though, excluding a wheel which is ”fighting” against
the movement of the remaining wheels may not be a good approach for the computation of
odometry. This outlier wheel will always affect the motion of the vehicle and therefore will
introduce errors (which won’t be accounted for) on the vehicle’s trajectory estimation.
Experiments with this control method revealed a slippage minimisation. In what concerns
to odometry, this method is similar to the fewest pulses method [Ojeda and Borenstein, 2004],
with the main difference that it does not discriminate the left or the right side of the vehicle
when it is necessary to determine the outliers which intuitively results in smoother and more
accurate results.
Biologically Inspired Locomotion Control: In the context of the AMI-02 project, we gave
a step further and developed a controller which aims at maintaining a correct posture of the
wheels. In [Santana et al., 2006] a novel behaviour-based approach for the locomotion control
of the Ares robot was proposed. In such approach, each wheel has an independent controller
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composed of a set of behaviours (i.e. units linking perception to action) generating force vectors
according to a given criterion. In order to handle exceptional situations, an enhanced version of
the method was proposed in [Santana et al., 2008a].
A reference control behaviour seeks to steer each wheel towards the angle that allows the
robot to turn towards the desired direction. The transient control behaviour adapts the output
of the reference control behaviour so as to maintain the correct locomotion geometry. Upon
reaching an upper threshold of the current in the wheel steering actuator, the stiffness control
behaviour becomes active and it suppresses the output resulting from the fusion of both refer-
ence control and transient control.
As soon as the stiffness control behaviour becomes active, the wheel stops, and as a result
the current applied to the steering motor drops. An active mechanism was implemented to
confirm the stiffness control behaviour. When active, it suppresses other behaviours output and
asks the actuator to turn in the direction it was turning before the activation of the stiffness
control behaviour for a while, and then to turn in the opposite direction for the same amount of
time. If the obstacle is still present, the current will rise and the stiffness control behaviour will
trigger. Otherwise the wheel will turn in one direction, then in the opposite one, staying roughly
in the same place before the stiffness confirmation behaviour was activated. Then, the stiffness
control behaviour will timeout and the operations are resumed normally. This swing behaviour
of the wheel does not induce other wheels to follow it in order to maintain the correct geometry.
This locomotion control is focused on maintaining a correct geometry of the robot during
motion by making the robot compliant with the terrain where it is deployed, therefore, slippage,
skidding, internal and external forces are avoided which aims at improving odometry results.
Discussion
In this section we have analysed previous odometry reduction methods. Offline calibration
techniques are unable to cope with dynamic environments and besides, robots change their
physical properties over time, requiring periodic calibrations. In order to solve this problem,
online calibration methods were developed. Though, online calibration requires the presence of
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additional sensors, which may not be feasible in some applications. The use of auxiliary wheels
or the encoder trailer showed good results but are unable to cope with the demands of rough
outdoor environments. Other methods like the IPEC require additional robots and a complicated
sensorial apparatus. The presented methods based on heuristics which approach the problem by
considering the encoders to be redundant showed good results fighting non-systematic sources
of error, which are the biggest source of errors in unstructured environments though, they lack a
theoretical approach of the problem which enables the possibility of mathematical treatment of
the results. Besides, these methods also tend to consider some wheels as outliers when in fact,
they affect the motion of the vehicle, therefore, every wheel should be taken into account when
developing the odometry model. Developing control approaches bearing in mind the reduction
of odometry errors also proved to be fruitful in the reduction of odometry errors.
2.2 Camera Control for Teleoperation
Video streams are often the only perceptual link between the human and a remote vehicle. A
teleoperation task normally engages the teleoperator in the subtasks of navigation and inspec-
tion. Switching between the aforementioned subtasks complicates the teleoperation task by
reducing situational awareness. The tools and mechanisms provided to the teleoperator for ma-
nipulating the video stream (e.g. manipulating a camera) will have a dramatic influence on
the teleoperation experience, therefore, it is important to invest some time in studying camera
configurations and control strategies which aim at reducing the disorientation problems.
2.2.1 Robotic Viewpoint Control Issues
Before addressing the state of the art in improving the control of a teleoperation camera some
elements should be addressed first. In [Hughes and Lewis, 2005] some key factors are identified
as being relevant in the design of a vision platform:
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Control Mapping Strategies
Handling a Multiple Degree of Freedom (MDOF) device can be overwhelming for an average
user, specially when most of the familiar input devices (e.g. joysticks, mice, etc.) do not offer
enough inputs in order to fulfil the degrees of freedom such devices can offer. This leads to
several alternative strategies for control mappings.
² Overloading: Extra degrees of freedom are achieved by modal operation of the device.
² Constraining: Consists in limiting the movement of the viewpoint to certain operations.
A common constraint consists in eliminating the roll in the viewpoint of a ground vehicle.
² Coupling: This approach consists in binding one or more attributes of the viewpoint to
the state of the others.
² Offloading: This method consists in delegating control of certain operations to an external
source, which can be a collaborative operator or an autonomous controller.
Camera configuration strategies
In [McGovern, 1993] several camera configuration strategies are proposed and deeper analysis
on this topic is presented in [Hughes et al., 2003]. Three camera configuration strategies are
known:
² Coupled Camera Controls. Also known as gaze-directed steering [Bowman et al., 1997],
such configuration implies the camera orientation to be fixed, hence, the gaze direction
is directly dependent on the direction of travel. Such coupled camera controls offer a
strong bias towards navigation tasks in detriment of inspection. In order to navigate, the
operator only needs to be concerned with the orientation and the travelling velocity of the
robot, while inspecting an object is much more difficult. For example, in order to look
at a specific object, it might be necessary to stop the robot, pivot the robot to acquire a
good perspective of the object, and then reacquire the initial trajectory to proceed with
the navigation task. This type of configuration ends up in excessive maneuvering of the
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robot, hence increasing the probability of getting the robot stuck. Another issue of this
configuration is the fact that it is not energetically efficient. This is due to the amount
of energy which is wasted to repeatedly pivot the robot in order to acquire visual contact
with a desired object.
² Decoupled Camera Controls. This configuration allows the camera to be controlled in-
dependently of the direction of travel. Though being apparently useful and senseful, the
extra degrees of freedom offered to the controller increase the complexity of the teleoper-
ation task. Decoupling the camera facilitates inspection by allowing the operator to keep
interesting objects in view, though, navigation becomes more difficult.
² Multiple Cameras. The prospect of applying multiple cameras on a robotic system pro-
vides a vast set of hypothesis: stereo vision, marsupial teams of robots, where a second
robot provides an exocentric view of the main robot, which can be particularly useful for
disambiguating obstacles that may have blocked the first robot’s movement, providing
different perspectives of the environment around a single robot, etc.
Selecting an appropriate camera configuration strategy requires an analysis of the situa-
tions in which a robotic camera system is to be used. For instance, coupled camera controls
are more suitable for situations where navigation is more important than inspection. Using
decoupled camera controls on the other hand has the reverse effect, i.e. inspection is more im-
portant and navigation less important. Theorically, a multiple camera approach may be used to
solve the aforementioned problem of simultaneously navigating and inspecting by using a fixed
camera for teleoperation purposes and a camera with more degrees of freedom for inspection
[Hughes and Lewis, 2004], though, using more than one camera inevitably results in a larger
occupation of bandwith for image transmitting. Bandwith is a precious resource in teleopera-
tion activities and, increasing teleoperation experience at the cost of bandwith might not be a
good trade-off, though, technological advances suggest that this problem can be overcome in
short term. Another problem concerned with the use of multiple cameras resides on the fact
that, despite offering the possibility of having multiple perspectives of an environment, it may
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require one monitor per camera and therefore overwhelm an operator with information, there-
fore, in order to obtain the best performance of such type of configuration, it may require more
than one operator to execute a task. A camera which allows decoupling its gazing direction
regardless of the vehicle’s position (e.g. a Pan-Tilt-Zoom (PTZ) camera), not only it is similar
to the behaviour of the humans (as they are able to pan and tilt their head) and hence, more
intuitive, but with an appropriate control system as a backbone, despite the fact that it is more
suitable for inspection purposes, it can also be extremely useful for an operator on a navigation
task.
Camera Posture Assessment
When gaze-travel decoupling is permitted, situational awareness may degrade if the operator
cannot quickly assess the status of the viewpoint. Several methods exist in order to assist the
operator in what concerns to spatial cognition, as the two-handed compass which allows the
viewer to detect misalignment between the orientation of the robot and the orientation of the
camera, or by using peripheral fixed references, i.e. using the robot’s body.
2.2.2 Improving the Control of a Teleoperation Camera
Offloading some of the viewpoint controls to an automated system can mandate effective nav-
igation strategies while simultaneously reducing the control burden. The goal consists in dele-
gating the responsibility of accomplishing certain tasks to a machine. While the notion of a fully
autonomous entity replacing human presence is appealing, human observation and supervision
are critical elements of robotic activity.
This section covers the state of the art in what concerns to viewpoint control issues, focusing
on task automation techniques.
Attentive Interaction Techniques
The attentive navigation technique [Hughes and Lewis, 2000] is based on previous work pre-
sented in [Hanson and Wernert, 1997] and [Hanson et al., 1999]. The navigation space of a
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display is divided into a constraint space, which is a set of positional values a viewpoint can
assume and a Camera Model Field (CMF), which is a collection of vectors that provide ”ideal”
information for every point on the constraint surface. Attentive navigation proposes storing two
vectors at each sampled point: the ideal gaze direction and the ideal ”next motion” direction.
The ideal gaze direction will be used to provide a suggested orientation for the viewpoint; the
direction that the virtual camera should be facing given a certain location. The ideal motion
vector can be used to suggest the next positional value as the virtual camera moves through the
viewpoints. Thus, Attentive Navigation serves as a recommendation engine capable of instruct-
ing the viewer to the ideal viewing orientation as well as the suggested motion from the current
position.
Another attentive interaction technique is the attentive camera [Hughes and Lewis, 2000].
This method is similar to the one described in the previous paragraph, but in this case, the viewer
is allowed to freely explore locations in an environment. Here, the system suggests an optimal
viewpoint corresponding to the viewer’s position. This is accomplished by augmenting the
environment with a collection of optimal viewing vectors. In figure 2.8 a sample environment
map with the ideal gaze vectors overlaid is shown. In such example, two points of interest are
present on opposite sides of a room that capture nearby vectors. The ideal gaze vectors can be
interpolated to ensure smooth transitions as the viewer moves through the environment. The
attentive camera technique is characterised by the system continuously aligning the viewpoint
with the ideal gaze vector as the viewer moves through the environment.
The attentive camera technique is effective at focusing the user’s attention on significant el-
ements in the environment, maximising their exposure, and increasing the viewer’s perception.
In [Thorndyke and Hayes-Roth, 1982], it is argued that it is important for an operator to
have different perspectives of a single point of interest to ease its identification. This method
is of great help regarding this issue, as, instead of merely passing in and out of the visual field,
an object or a point of interest becomes the focal point of the scene. As the user walks/drives
by, this has the effect of the environment rotating around the object, naturally increasing the
number of different perspectives.
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Figure 2.8: Ideal gaze vectors. Image adapted from [Hughes and Lewis, 2002].
Another technique is known as the Attentive Flashlight [Hughes and Lewis, 2002]. In this
case, the ideal gaze vector is used to compute the direction in which to shine a spotlight. As
the viewer wanders through the environment, the flashlight fixates on objects of interest. Initial
tests revealed that it is useful for the viewer to keep track of the spotlight, therefore, if the object
of interest is outside the viewer’s field of vision, the spotlight is set to remain in the peripheral
edge of the image. This alerts the viewer to relevant information which is currently outside of
the field of view. Figure 2.9 shows a snapshot of the Attentive Flashlight being used in a virtual
environment.
Shared Viewpoint Control for Information Visualisation
Shared Viewpoint Control [Hughes, 2002], consists in an improvement to the previously
mentioned attentive techniques. Here, instead of offering suggestions to the user, the operator
shares the control of the viewpoint with the system. The Shared Viewpoint Control can be
implemented at several levels depending on how the information in the CMF is used:
² Complete Guidance: With this method, the user is limited to observe as the computer
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Figure 2.9: Attentive Flashlight [Hughes and Lewis, 2002].
determines the appropriate viewpoint changes required to understand the environment.
This is accomplished by using the motion vectors from the CMF to move the viewer to a
new location. The CMF is given the current location and responds with the ”ideal” next
step. After the position has been updated, a similar operation is done with the gaze CMF
to align the orientation of the camera with the ideal viewing location. This process can be
repeated, leading to continuous motion through the display.
² Restricted: This method allows partial control of the viewpoint to be assumed by the
viewer. Either the camera orientation or the motion is determined by the viewer while
the other is obtained recurring to the CMF. If the system determines the motion and the
viewer the orientation of the camera, the situation is analogous to riding in a tour bus,
where the bus follows a predetermined path while riders are free to choose where they
wish to look at. As a person moves through the environment, their gaze is automatically
redirected to focus on objects of interest. By using this type of navigation, the viewer gets
a preview of all the main features in an environment (see Fig. 2.10).
Both the previously presented methods restrict the user’s options. It is therefore necessary
to establish the restrictions accurately. For instance, if the viewer is restricted from acquiring a
viewpoint which is thought to be necessary, it will quickly lead to viewer frustration.
² Facilitated: This approach consists in extending the viewer’s control. The role of the
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Figure 2.10: Restricted control, where the motion is controlled by the viewer and the orientation
is controlled by the system, results in automatic gaze redirection to fixate on significant objects
[Hughes, 2002].
CMF in this method lies in suggesting a direction of motion or gaze, that means, as an
addition to the restricted method, now the viewer is able to override the suggestion into a
certain point. For example, a system with facilitated control may be designed to keep the
viewer from straying too far from the plan, and therefore limit the gaze to within 45 ± of
the ideal.
² Requested: The viewer is granted full autonomy for this level of control. However, the
viewer is able to request the system (e.g. the CMF) for help. The viewer is able to explore
the scene on his own but at any time, he can recognise that help is necessary and is able
to ask the computer to intervene and show the ideal direction of gaze or align the camera
with the pointing direction.
² Annotated: In this method, the CMF vectors are used to power additional imagery in
order to supplement the standard visualisation. At this point, the computer is not capable
of directly intervening in the control of the viewpoint, being up to the operator to control
it in a consistent manner with what they perceive the machine suggests (see Fig. 2.11).
The power to adjust the amount of control is not necessarily a design level decision. The
appropriate level of assistance is instead determined by the information needs of the viewer. For
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Figure 2.11: Annotated control: Arrows are being used to highlight critical elements of the
display [Hughes, 2002].
instance, the interaction with someone seeking specific information is likely to be very different
from someone who wishes to learn about the environment at large. Therefore, collaboration
with the system may vary from user to user and from use to use. In some cases, it might be
necessary for the user to be in complete control, with the machine offering no assistance.
The greater issue is the lack of capacity of the aforementioned techniques (attentive tech-
niques and shared control) to function on unpredictable environments as they require the CMF
to be defined before the system is launched.
Augmented reality
As previously mentioned, pan-tilt errors can lead to operator confusion and error when the
camera is off-centre and the operator is navigating the robot. In [Nielsen et al., 2005], a method
which aims at facilitating the use of a pan-tilt camera is presented. For this purpose, a 3D
augmented reality display is used to render the video stream at an angle that corresponds to
the orientation of the real camera. This provides an intuitive representation of the pan and tilt
angles of the camera as they relate to the orientation of the robot.
By presenting the orientation of the camera as it relates to the robot’s orientation in an
intuitive, integrated display, it is possible to increase the operator’s anticipation of how the
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robot responds to commands.
Tests with this method suggest that a 3D interface facilitates the use of a pan-tilt camera and
including the navigation process, helping on the avoidance of walls and required less mental
workload of the operator, though, they do not offload any commands from the operator’s hands.
Discussion
We have already seen that cameras are a common denominator in most teleoperation interfaces
despite the limitations they offer. In this section we have analysed some methods which aim
at facilitating the use of a camera for robotic remote exploration. The first thing that should
be mentioned is that most of the work done on this field, with exception to the ”augmented
reality” method presented in this section, is limited to experiments in virtual environments and
few work has been published using real models. Despite the fact that they offer interesting
solutions for sharing the control of a camera, some of the concepts used are too focused on
virtual environments, leaving out the concept of GPS positions, Azimuth and Elevation and the
problems inherent to teleoperation in the real world, i.e. latency, and errors in communication.
Chapter 3
Odometry Modelling of a
Four-Wheel-Steered (4WS) Vehicle
In this chapter an odometry model for over-constrained 4WS vehicles is proposed. Odometry
is known to be a popular localisation method in the robotics community and 4WS vehicles,
though being widely used, due to their unique mechanical characteristics are known to be trou-
blesome in what is concerned with odometry obtention. The most popular methods to obtain
the odometry of such vehicles are based on heuristics, though, they do not offer an error model,
which is important if the odometry information is to be fused with other localisation mecha-
nisms. In section 3.1 an overview on the characteristics of 4WS vehicles is presented. Section
3.2 presents a method for obtaining the odometry of a 4WS vehicle followed by a description
of its error model in section 3.3.
3.1 Kinematic Aspects of a 4WS Vehicle
Four wheel vehicles have always been explored by the robotics community. The Lunar Roving
Vehicle (LRV) [Williamson, 2002] made a lunar excursion. This rover had four-wheel traction
and was provided with double-Ackerman steering. More recently, Jet Propulsion Lab’s (JPL)
Rocky series of micro-rovers [Miller, 2008], which lead to the development of the Sojourner
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[Dubov, 1996], which, though being a six wheeled rover, used four-wheels with independent
steering. The spatial rover communities have developed many innovative vehicle systems, the
most widely used being the Russian designed ”Marsokhod” vehicle.
The Nomad vehicle [Bapna et al., 1998b], developed at Carnegie Mellon University (CMU)
stands out as one of the most innovative of all recent vehicle designs. Its main innovation is
concerned with locomotion, which design features four-wheel drive locomotion, a reconfig-
urable chassis, electronically coordinated steering, among others. Another interesting feature is
concerned with its steering system, which enables both skid and explicit steering.
More recently, the Robust Autonomous Vehicle for Offroad Navigation (RAVON) appeared
[Scha¨fer and Berns, 2006], with four wheel drive and independent motors, the front and rear
axles steer independently, supporting manoeuvres like double Ackerman and parallel steering.
On independent steering vehicles, each wheel assembly is explicitly steered. Synchronised
or all-wheel explicit steering schemes can emulate any rigid-chassis steering. The heading
change is achieved by modulating the steering angle and direction by which the heading of the
wheel changes. This scheme is greatly advantageous from the manoeuvrability point of view,
specially in the case of vehicles which are expected to operate in rough terrains, though, ac-
tuation complexity and accuracy control can become a problem. This characteristic of high
mobility enables low friction quasi-holonomic motions. In some case, like Search and Res-
cue (S&R) [Carlson and Murphy, 2005] or landmine detection [Santana et al., 2008b], where
ground disturbance is undesired this sort of mobility has an important part. In addition to this,
high manoeuvrability is also essential for the robot to move in highly cluttered environments.
The most common locomotion schemas for 4WS rovers are the following:
Ackerman: This refers to a car-like locomotion method, this steering schema, despite the
fact that it can be available, it is easily supplanted by the double-Ackerman mode, where the rear
wheels are steered as a function of the deflection of the front-wheels. Generally, the adopted
strategy for such locomotion mode consists in turning the front and rear wheels with the same
angles, continuously maintaining the Ackerman geometry (see Fig. 3.1 (a)).
Linear Displacement: In this mode, the four wheels are aligned to produce linear trajecto-
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Figure 3.1: The most common locomotion schemas for 4WS rovers: (a) double-Ackerman, (b)
Linear Displacement, (c) Lateral Displacement, (d) Turning-Point, (e) Skid Steering Point Turn
and (f) Differential Skid Steering (Image adapted from [Shamah, 1999]).
ries without varying the vehicle’s heading (see Fig. 3.1 (b)).
Lateral Displacement: Also known as crab displacement, this is a special instance of the
previous mode, in which the four wheels are aligned and perpendicular to the main axis of
the robot, allowing the robot to move sideways (see Fig. 3.1 (c)). This mode is considered
separately from the linear displacement as the wheels, despite the fact that they are aligned,
have opposite angles.
Turning-Point: In this mode the robot is able to rotate around its own geometrical centre
without lateral slippage (see Fig. 3.1 (d)).
Skid Steering Point Turn: This mode is similar to the previous one, though, the turn is
executed with lateral slippage. This mode is more suitable for differential drive robots than
4WS ones (see Fig. 3.1 (e)).
Differential Skid Steering: This mode consists in maintaining the wheel angles aligned
with the longitudinal axis of the vehicle at all times. The difference on the velocities from the
left and right side of the vehicles enables the vehicle to vary its heading while moving forward
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at the same time (see Fig. 3.1 (f)).
As this dissertation is related with a demining robot, where ground disturbance is highly
undesired, skid steering locomotion schemas will not be further analysed.
3.2 Odometry Model of a 4WS Vehicle
The goal behind the odometry model described in the remainder of this chapter, consisted in
developing a model which would receive encoder readings providing the angles and the distance
travelled by each wheel and return an estimate on the variation of the position of the rover as well
as the error of the estimated variation. These estimated variations and the error will afterwards
”feed” a filter which will propagate the position of the rover, as well as the odometry error and
make the fusion between all localisation sensors/mechanisms present on the rover.
Figure 3.2 shows a draft of a 4WSmobile robot, where l corresponds to the distance between
the front and rear axles, 2t is the width of both front and rear axles, TW is the gap between
the kingpin and the centre of the circumference which describes the wheel, ±i is the steering
angle, di the distance travelled and ½i the turning radius. The subindex i represents one wheel.
The vehicle motion has a centre called ”instant rotating centre” (IRC) which, in case of parallel
steering of all the wheels (e.g. linear displacement and lateral mode), can reach to infinity. The
IRC of the vehicle motion is defined by the steering angle of the vehicle’s wheels.
Generally, the reference frames for obtaining wheel odometry are placed at the geometric
centre of the vehicle. Though, in our case the reference frame for obtaining the wheel odometry
of the 4WS vehicle is placed at the centre of its front axle (see Fig. 3.2). This is due to the
fact that, in the robot used in the AMI-02 project, the localisation sensors, were placed on top
of the front axle and aligned with its centre. For the sake of coherence with the remaining
localisation sensors, it was decided to establish the centre of the front axle as the reference
frame for obtaining wheel odometry.
Encoders generally return angular distances. In order to convert the angular distance ®i trav-
elled by a wheel i to the linear distance di it is only necessary to apply the following equation:
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Figure 3.2: Model demonstrating a 4WS robot turning to its right in Double-Ackerman steering
mode. Note that the front wheels’ steering angles increase when turning CW, while the rear
wheels’ steering angles increase when turning CCW.
di = ®ir (3.1)
where r corresponds to the nominal radius of the wheels of the robot (it is assumed that all
wheels have the same dimensions).
According to wheel i and based on the constraints of the locomotion mode in question,
the robot’s displacement and heading variation, uwi
1 (3.2) can be estimated from the wheel’s
steering angle and travelled distance. A wheel odometer has been implemented in order to
provide estimation of 3-DOF motion in body frame uw between two consecutive iterations n
and n+ 1,
1The super-index w allows the distinction between wheel odometry and visual odometry, denoted with super-
index v, which was also used in the AMI-02 project.
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The redundancy introduced by the possibility of calculating wheel odometry based on a
single wheel requires a decision on which wheel to consider. We have already seen in this doc-
ument several methods that exploit the redundant wheels paradigm. The fewest pulses and the
expert rulesmethods [Ojeda and Borenstein, 2004] or the more complex case of the FIDO rover
[Baumgartner et al., 2001] provide mechanisms which intend to distinguish the best wheel or
set of wheels which theorically offer the best odometry results. Observations on the dynamical
behaviour of the robot suggest that all wheels strongly affect each other, meaning that wheel
odometry computation benefits from considering all wheels rather than just a set of wheels or
in the worst case, a single one.
Hence, each wheel’s estimate is brought together, as a weighed average to build up a global
estimate, uw (3.3):
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i=1 !iu
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where the weight of each contribution, !i, is,
!i =
1¡ ei=§ei
§(1¡ ei=§ei) ;
4X
i=1
!i = 1 (3.4)
where,
ei = j±^i ¡ ±ij (3.5)
which corresponds to the difference between the expected angle for wheel i, ±^i, and its current
steering angle, ±i. ±^i = 13
P
j 6=i©(±j), where ©(±j) returns the steering angle wheel i should
have in order to be coherent (according to the locomotion mode in question) with the steering
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angles of wheels j.
Intuitively, the odometry computed based on each wheel is weighed for the global estimate
according to a function of its estimated error, ei , normalised with the other wheels estimated er-
rors. Since it is impossible to determine which wheel is failing to meet the kinematic constraints
of the locomotion mode, the error of each wheel is computed in relative terms by considering
that all other wheels are in the correct position.
On the following lines the equations that will allow the obtention of odometric results for
each locomotion mode will be described. The result uw will be given relatively to the body-
frame, where the x-axis points forward, the y-axis points left and the z-axis points upward.
Double Ackerman
For the obtention of the double Ackerman odometry, the following hypothesis are made:
² Hypothesis 1: the path described by the wheels between two consecutive sampling times
is an arc of circle (see Fig. 3.3); this allows the assumption that the steering command of the
robot freezes between sampling periods; and
² Hypothesis 2: the sampling rate of the state and controls is very small compared to their
rate of change; this ensures that linearising errors and curvature discontinuities at elementary
path ends are small.
The calculations behind the double-Ackerman geometry are complex, therefore, to sim-
plify, the bicycle (also known as single track) model abstraction is used [Kim et al., 2004],
[Proetzsch et al., 2005]. This model bases itself on curve trajectories of the robot, therefore,
straight lines must be considered as a particular case of the linear displacement mode, where
±1 = ±2 = ±3 = ±4 = 0.
According to the double Ackerman geometry constraints we have that ±1 = ±3, ±2 = ±4 and
±F = ±R, where ±F and ±R correspond to the front and rear fictitious wheel angles. As ±F = ±R
from now on they will only be referred as ±C
In [Spentzas et al., 2001] the wheel-angle relation is described by the following expression:
1
tan±1 + tan±3
¡ 1
tan±2 + tan±4
=
2t
l
(3.6)
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Figure 3.3: Double Ackerman geometry. Over a small time period, the robot’s motion between
points P1 and P2 can be approximated by an arc. In the figure the robot is moving in CCW
direction.
From (3.6) it is possible to calculate the angle ±C each wheel i induces in the bicycle model.
This value will be referred as ±Ci:
±Ci = atan
Ã
1
1
tan±i
+ (¡1)i ¢ 2t
l
!
(3.7)
The turning radius of each wheel, i.e. the distance of wheel i to the IRC, [Kim et al., 2004],
concretely to the double Ackerman geometry, can be obtained by,
½i =
l
2sin±i
; ½Ci =
l
2sin±Ci
(3.8)
The distance between the kingpin and the wheel, TW , ideally should be included in the
computation of ½i, though, it requires a particular case for every wheel, whether the wheel is
turning right, (±i > 0) or turning left, (±i < 0). As it does not introduce significant changes in
the final results, for the sake of simplicity, in this particular locomotion mode, TW is therefore
ignored.
The description of the variation of Ares’ position, offered by each wheel i in double-
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Ackerman displacement mode is given by:
uwÁi = ¡
di
½i
(3.9)
uwxi = j½Cijsin(sgn(±Ci)uwÁi) (3.10)
uwyi = ¡½Ci(1¡ cos(uwÁi)) (3.11)
On this mode the expected angles ±^i are given with respect to the bicycle model:
±^i =
P4
j=1 j±Cjj
3
; j 6= i (3.12)
Taking this into account, expression 3.5 needs to be adapted to this particular mode as the
wheel angles of the bicycle model are being compared. Therefore the operand ±i is replaced by
±Ci allowing the comparison between the correspondent bicycle angle, ±Ci one wheel induces
and ±^i, which in this case, represents the bicycle angle induced by the remainder wheels:
ei = jj±^ij ¡ j±Cijj (3.13)
Linear Displacement
This locomotion mode bases itself on the following constraints:
8><>: ±1 = ±2 = ¡±3 = ¡±4d1 = d2 = d3 = d4 (3.14)
This means that the robot moves without presenting any variation on its heading. Having
this in consideration, the odometry results can be obtained recurring to:
uwÁi = 0 (3.15)
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uwxi = di ¢ cos(±i) (3.16)
uwyi =
8><>: di ¢ sin(±i); i = 1; 2di ¢ sin(¡±i); i = 3; 4 (3.17)
On this mode the expected angle ±^i is computed as follows:
±^i =
P4
j=1 j±jj
3
; j 6= i (3.18)
Lateral Displacement
This locomotion mode bases itself on the following constraints:
8>>>><>>>>:
±1;3 = ¼=2
±2;4 = ¡¼=2
d1 = ¡d2 = ¡d3 = d4
(3.19)
which leads the robot to present variations only in the y-axis:
uwÁi = 0 (3.20)
uwxi = 0 (3.21)
uwyi =
8><>: di; i = 1; 4¡di; i = 2; 3 (3.22)
On this mode the expected angles ±^i are static as indicated in equation (3.20), therefore we
have:
±^i =
¼
2
(3.23)
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Turning Point
Theoretically, on this mode there would not be any variation on the values ux or uy, though,
as the GPS antenna and the stereo-head are placed in the front of the robot, the ”odometric-
centre” should also be considered on this same point.
uwÁi = (¡1)i
diq¡
l
2
¢2
+ t2 + TW
(3.24)
uwxi = ¡
l
2
¡
1¡ cos(uwÁi)
¢
(3.25)
uwyi =
l
2
sin(¡uwÁi) (3.26)
On this mode the expected value, ±^, is constant, only depending on the structure of the robot
and also the constraints of this locomotion mode, which leads to the following expression,
±^i = cos
0@ tq
t2 +
¡
l
2
¢2
+ TW
1A ; ±^1 = ±^2 = ±^3 = ±^4 (3.27)
3.3 The Error Model
As previously mentioned, odometric position updates can only provide a very rough estimate
of the actual position. Due to integration errors of the uncertainties of the motion estimation
uw and the motion errors due to the linear distance, di travelled by each wheel and its steering
angle ±i, the position error based on odometry integration grows with time. Here, we are only
concerned with the error of odometry estimates. As previously mentioned, the propagation of
the error is executed by a filter whose description is outside the scope of this dissertation.
Here, an error model for the position variation uw which will allow the obtention of the
covariance matrix CY of the odometric position estimate will be established. The estimate on
the variation of the position of the robot is assumed to be normally distributed.
The input covariance matrix CXi contains all variances and covariances of the input random
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variables. Each wheel is computed independently, therefore, for the motion variation of wheel
i the following covariance matrix is obtained:
CXi =
264 ¾2vi ¾vi±i
¾±ivi ¾
2
±i
375 (3.28)
where ¾2vi and ¾
2
±i
are, respectively, the variances of the read velocities and the steering angles
of wheel i and ¾±ivi , ¾vi±i the covariances between these input variables.
The following assumptions are made:
² The errors of both input variables are independent;
² The variance of the error of the travelled distance, ¾2di , as well as the variance of the error
of the steering angle of a wheel ¾2±i varies from wheel to wheel.
If the input variables are independent, all ¾ij with i 6= j disappear and CXi is a diagonal
matrix, therefore, for the motion variation of wheel i the following covariance matrix CXi is
assumed:
CXi =
264 kdi 0
0 k±i
375 (3.29)
where kdi and k±i are, respectively, error constants representing the nondeterministic parameters
as the characteristics of the motor-drive (e.g. condition of the mechanical connections).
These assumptions are far from being perfect, though, they are suitable and will thus be
used for the further development of the error model. The motion errors are due to imprecise
movement because of wheel deformations, slippage, floor characteristics, errors in encoders
and so on. The values of kdi and k±i depend on each wheel of the robot and the environment.
They should also be experimentally established by performing and analysing the behaviour of
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the system in such environments. The constants k±i and kdi should be considered to be different
for each wheel i as their mechanical constraints are different. For instance wheel 4 can be looser
than wheel 1 on the steering or on the traction actuator.
The next step consists in applying the error propagation law [Arras, 1998]:
CYi = FXiCXiF
T
Xi
(3.30)
where CXi is a 2 £ 2 (due to the two variables each wheel provides), CYi a 3 £ 3 (due to the
three parameters of the odometry estimate each wheel provides) covariance matrix and FXi a
matrix of dimension 3 £ 2. The Jacobian FXi is the transpose of the gradient of the position
variation vector of wheel i, uwi :
FXi =
£rdi;±i ¢ uw Ti ¤T =
26666666666664
@uwxi
@di
@uwxi
@±i
@uwyi
@di
@uwyi
@±i
@uwÁi
@di
@uwÁi
@±i
37777777777775
(3.31)
Due to the two input variables and three outputs of the system, matrix CYi is on its final
form:
CYi =
266664
¾2uwxi
¾2uwxiu
w
yi
¾2uwxiu
w
Ái
¾2uwyiu
w
xi
¾2uwyi
¾2uwyiu
w
Ái
¾2uwÁiu
w
xi
¾2uwÁiu
w
yi
¾2uwÁi
377775 (3.32)
As previously mentioned, an odometry estimate is assumed to have a normal distribution.
From the properties of the normal distribution, we know that:
1. If X » N(¹; ¾2) and a and b are real numbers, then aX + b » N ¡(a¹+ b; (a¾)2¢.
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2. IfX » N (¹X ; ¾2X) and Y » N (¹Y ; ¾2Y ) are independent normal random variables, then
their sum is normally distributed with U = X + Y » N (¹X + ¹Y ; ¾2X + ¾2Y ).
On the previous section it has been seen that the global estimate is built as a weighed average
between each wheel’s estimate (see equation 3.3), therefore, the overall error is given by matrix
CY which has the form.
CY =
266664
¾2uwx ¾
2
uwx u
w
y
¾2uwx uwÁ
¾2uwy uwx ¾
2
uwy
¾2uwy uwÁ
¾2uwÁ uwx ¾
2
uwÁ u
w
y
¾2uwÁ
377775 (3.33)
By applying the properties of the normal distribution, the global covariance matrix for the
position estimation of the robot is given by:
CY =
4X
i=1
¡
!2i ¢ CYi
¢
(3.34)
Having the error model established, the error parameters kvi and k±i (see equation 3.29)
must be obtained. As we have already seen in this document, it is possible to properly com-
pensate for systematic errors with proper calibration of the robot, however, the error parameters
specifying the non-systematic errors can only be quantified and compensated with repetitive
measurements, or on-the fly as we have already seen in chapter 2.
Chapter 4
Control System of a Mobile Robot’s
Teleoperation Camera
This chapter presents a control system for a teleoperation camera. This system has been devel-
oped from bottom up: the development of a position controller for the actuators of the camera
is presented in section 4.2. As previously mentioned, when an operator has to navigate a robot
and at the same time control a camera, he can rapidly become overwhelmed, therefore it is
important to have other mechanisms that help the operator in achieving these tasks. In section
4.3 a set of mechanisms are proposed to help the operator in the task of controlling a MDOF
teleoperation camera.
4.1 A Position Controller for a PTZ Camera
Fig. 4.1 depicts the camera controller’s block diagram. Let us assume the following reference
frames: World frame fXw; Yw; Zwg, Site frame fXs; Ys; Zsg, Rover frame fXrov; Yrov; Zrovg
and the Camera frame fXcam; Ycam; Zcamg.
The world frame is fixed with regard to earth and its X-axis points North, Y-axis points west
and Z-axis is parallel but opposite in sign to the local gravity vector, its origin is at the inter-
section between the Greenwich meridian and the equator. The site frame is the surface-relative
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Figure 4.1: Overview of the camera controller.
Figure 4.2: Rover and camera coordinate frames.
frame of reference for all targeting and localisation operations. It has the same orientation of
the global reference frame, though, its origin is defined by the user. The frame which describes
the rover is defined as follows: X-forward, Y-left and Z-up and it is placed (as explained in the
previous chapter) in the geometric centre of the front axle. The camera frame is identical to the
rover frame, except that its origin is located in the camera’s Tilt axis (see figure 4.2) (e.g. with
regard to the rover frame, the camera frame is translated a Tz distance on the Z-axis).
Heading (Ãrov), pitch ('rov) and roll (µrov) represent the angle values relative to Zrov, Yrov
andXrov, respectively, as depicted in figure 4.2, and they are used to define the robot’s absolute
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attitude, measured against a fixed reference (e.g. the horizontal plane).
The rover’s attitude can be represented by a product of the three aforementioned rotations.
The well known Tate-Bryant rotation sequence convention is used to represent the rover’s 4 £4
posture matrix, Prov(Ãrov; 'rov; µrov), where the first rotation is applied around the Z-axis, the
second around the Y-axis and finally around the X-axis,
Prov(Ãrov; 'rov; µrov) = Rz(Ãrov)Ry('rov)Rx(µrov)
where,
Rz(Ãrov) =
266666664
cos(Ãrov) ¡sin(Ãrov) 0 0
sin(Ãrov) cos(Ãrov) 0 0
0 0 1 0
0 0 0 1
377777775
;
Ry('rov) =
266666664
cos('rov) 0 sin('rov) 0
0 1 0 0
¡sin('rov) 0 cos('rov) 0
0 0 0 1
377777775
;
Rx(µrov) =
266666664
1 0 0 0
0 cos(µrov) ¡sin(µrov) 0
0 sin(µrov) cos(µrov) 0
0 0 0 1
377777775
:
The kinematics module allows the user to position the camera according to one of the two
proposed methods for shared control. The inputs of this module are ”mode” and the point of
interest (POI), given in azimuth and elevation, in GPS or rover coordinates according to the
mode in use, provided by the user, allowing the selection of pointing in azimuth/elevation, GPS
or rover pointing. In order to compute the correct angles to point at the desired objective, this
module must also receive the posture and the localisation of the robot, represented by matrix,
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rov =
·
xrov yrov zrov Ãrov 'rov µrov
¸T
:
The output of this module consists in the reference Pan/Tilt angles which will define the
input of the position controller.
The position controller compares the desired Pan and Tilt angles ri (where i = P if it is
referred to the pan or i = T if it is the tilt axis) provided by the kinematics module with the
position of the camera, pi (an actual or a predicted value). The output of this block consists in
the velocities of the pan and tilt actuators which will lead the camera to move into the desired
position. This block as well as the state prediction block are explained with more detail in
Section 4.2.
4.2 Camera Pan/Tilt Position Control
As previously mentioned, inspecting an environment through a camera can be a daunting task.
One way of reducing the effects of reducing this problem consists in performing smooth transi-
tions between perspectives as it allows an operator to maintain situational context as the perspec-
tive changes [Nielsen et al., 2007]. This section focuses on a controller to smoothly position a
teleoperation camera.
A legacy surveillance Pan-Tilt-Zoom (PTZ) camera was used. The impossibility of intro-
ducing the software controller into the camera, lead to the necessity of having the controller in a
remote processor, requiring a communication interface that could be easily integrated between
both. Several problems were identified: Sluggish and error prone communication and excessive
number of queries necessary to retrieve little information (e.g. pan/tilt positions).
Latency is a common problem in different types of applications (e.g. interplanetary commu-
nication, image processing, etc.). In this case, it is due to the fact that the controller is placed
remotely from the camera and therefore required a communication interface constrained to the
legacy camera. Both the identified problems with the camera consist in the introduction of de-
lays in the control system. Neglecting such delays results in systems with slow responses as
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the gains need to be conservative to reach stability. The only way to improve performance at
this level consists in recurring to prediction to compensate time delays [Murray et al., 1993]. A
necessary requirement to implement prediction is to have knowledge of the dynamic model of
the system, in this case, the PTZ camera.
Ideally, at each cycle, the controller should have access to the pan and tilt angle values,
which results in two queries. The predictive algorithm consists in estimating, either the pan or
the tilt angles of the camera each cycle based on the period of the cycle and on the induced
speed, either on the pan or on the tilt actuators. Then, in each cycle, one single query is made
(thus obtaining alternately the Pan or the Tilt angles), being the second (and remainder) query
replaced by a predicted value. As every two cycles, the information about the angle value of
each axis is updated with actual sensorial values, errors do not accumulate over time.
By taking out one of the queries, this algorithm allows the reduction of the period of a cycle
in approximately 25%. By reducing the computation time it is possible to increase the gains of
the controller without leading the system to undesired overshooting situations.
The core of the proposed controller consists of two Proportional-Derivative (PD) controllers,
one per each camera actuator. The PD controller allows the obtention of satisfactory results for
a static reference, though, it proved to be insufficient for a dynamic one (e.g. representing an ir-
regular terrain). Therefore, the variation of the reference is also taken into account, significantly
improving the results in dynamic situations.
The output of the controller ui(t) consists of the velocities to set the pan or tilt actuators in
order to reduce the reference error, ei(t) = ri(t)¡ pi(t), where pi(t) refers to the position (true
or the estimated) of axis i (see Fig. 4.3),
ui(t) = ei(t)Kip +
dei(t)
dt
Kid +
dri(t)
dt
Kir (4.1)
where Kip, Kid and Kir are the proportional, the derivative and the varying reference gains,
respectively and: pP = ¡Ãrov and pT = ¡'rov.
A gain scheduling approach was used in order for the controller to cope with the non-linear
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Figure 4.3: Block diagram of the position controller
behaviour of the camera in some situations [Leith and Leithead, 2000]. The scheduling vari-
ables used to determine the operating regions which enable the different gains are the position
errors between the camera’s actual position and the desired reference. Thus, three scheduling
levels were established for the both camera actuators, leading the camera to present different
behaviours in different situations.
4.3 Control strategies for shared control
Teleoperation experience can be improved significantly recurring to shared-control approaches
[Adams and Skubic, 2005, Conway et al., 1990], which consists in mixing input provided by
the teleoperator with information from the robot’s sensors.
In this context, the controller described in section 4.2 was used to implement several mech-
anisms which are intended to assist teleoperation. First, three pointing mechanisms to assist on
teleoperation are presented in this dissertation: (i) Pointing in Azimuth and Elevation (Az-El),
(ii) Pointing to GPS point and (iii) Pointing at the Rover frame: The goal is to provide the oper-
ator with mechanisms to define the desired orientation or a location to gaze at, regardless of the
robot’s posture and position. With this feature, it is possible to fix on a desired point of interest
without effort for the operator. Secondly, a method to assist on navigation was also developed
which takes into account the desired motion direction. And last, a self-monitoring mechanism
which enables the user to rapidly account for an event generated within the rover.
4.3. Control strategies for shared control 57
Each of these mechanisms is available for the user, the interface in which the user switches
between these methods is not addressed in this thesis.
4.3.1 Three pointing mechanisms
An Approach to Azimuth/Elevation Following
The goal of this mechanism consists in maintaining the camera aligned within a user defined
Az-El. Azimuth and elevation are angles used to define the position of an object, relative to a
reference plane. The azimuth angle corresponds to the compass bearing, relative to geographic
north, of a point on the horizon. Elevation is the angle measured between the horizon and the
desired object, measured from the reference frame of the observer, i.e. the location of the robot.
Obtaining the Pan and Tilt camera joints in order to aim at a desired Az-El can be seen as
a reverse kinematics problem. Let us use a unitary viewpoint vector represented on the earth
frame by matrix ­, to define the desired viewpoint,
­ =
266666664
1 0 0 cos(¡´)cos(")
0 1 0 sin(¡´)cos(")
0 0 1 sin(")
0 0 0 1
377777775
;
where, ´ corresponds to the desired azimuth angle between the world frame and the camera’s
line of sight and " to the desired elevation angle between the world frame and the camera’s
viewpoint vector.
The position of the pan and tilt actuators matrix, S, can be determined from Prov, and ­ as
follows,
S = ­Prov (4.2)
This matrix represents the position of the pan and tilt camera actuators for a given Az-El.
Matrix S is in the following form,
58 Chapter 4. Control System of a Mobile Robot’s Teleoperation Camera
S =
266666664
a11 a12 a13 ®
a21 a22 a23 ¯
a31 a32 a33 °
0 0 0 1
377777775
:
Before extracting the desired Pan and Tilt angles, it is necessary to transform matrix S into
its row echelon form,
S 0 =
266666664
1 0 0 ®0
0 1 0 ¯0
0 0 1 °0
0 0 0 1
377777775
:
The desired Pan, rP and Tilt rT angles are consequently given by,
8>><>>:
rP (t) = atan
µ
¯0
®0
¶
rT (t) = asin (°
0)
(4.3)
Pointing at a GPS Point
As previously mentioned, the goal of this mechanism consists in offering the user the possibility
of gazing to a user defined position in a site frame, recurring to GPS. This mechanism can be
particularly useful for surveillance purposes.
The first step of the GPS pointing mechanism consists in obtaining the camera’s desired
Az-El between the robot’s position and the GPS point to inspect. Having this information, the
method explained in Section 4.3.1 is applied.
The position of the point of interest, p, in the site frame is represented in a similar way,
though the information about orientation can be dropped,
p =
·
xp yp zp 0
¸T
:
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Having the desired point identified, it is possible to extract its Az-El relative to the robot’s
position as follows,
8>>><>>>:
´ = atan
µ
xrov ¡ xp
yrov ¡ yp
¶
" = asin
Ã
zp ¡ zrovp
(xp ¡ xrov)2 + (yp ¡ yrov)2
! (4.4)
It is now necessary to determine the pan and tilt camera angles to maintain the just computed
azimuth angle, ´, and elevation angle, ". For that purpose the pointing in azimuth and elevation
angle proposed in Section 4.3.1 is applied.
Pointing at the rover frame
This pointing method allows the user to point the camera to a user defined coordinate (xd; yd; zd)
of the rover.
The rover is considered as a 3D cartesian coordinate system where the camera’s pan actuator
rotation centre is mounted on a point with coordinate (x0 cam; y0 cam; z0 cam).
The desired Pan angle, rP is given by an arctangent, defined as follows:
rP (t) =
8>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>:
atan
³y
x
´
x > 0
¼ + atan
³y
x
´
y ¸ 0; x < 0
¡¼ + atan
³y
x
´
y < 0; x < 0
¼=2 y > 0; x = 0
¡¼=2 y < 0; x = 0
undefined y = 0; x = 0
(4.5)
And the desired tilt angle rT (t) is given by:
rT (t) = ¡atan
Ã
Tzp
x2 + y2
!
(4.6)
where,
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8>><>>:
x = xd ¡ x0 cam
y = yd ¡ y0 cam
:
Here we assume a more general case, where the reference camera and the robot reference
frames are displaced.
Though being relatively simple to compute, this type of pointing is extremely powerful as it
enables the user to observe a coordinate of the robot with a click on a Graphical User Interface.
4.3.2 Assisted Navigation
The gaze-directed steering camera configuration proposed in [Bowman et al., 1997], implies the
camera to be fixed (i.e. solidary with the rover’s chassis), which, apart from heavily degrading
inspection, is not suitable for robots with several degrees of mobility as described in chapter
3. For instance, a fixed camera is useless when a robot displaces in a direction outside the
camera’s field of view. To overcome this issue, a mechanism was developed which helps the
user to navigate by adjusting the camera direction in the direction of travel. This method intends
to take gaze-directed steering one step furher.
In order to release the task of positioning the camera from the operator, this method aims at
positioning the camera according to the locomotion mode being used. The goal is to offload the
burden of controlling the viewpoint in tasks which are more navigation oriented, where the user
is more focused on following a path, instead of a search task. For instance, during a mission, a
user may require to just take the robot from point A to point B and thus, it is required for the
camera to focus on the path to travel on. In the same way that a driver focuses on the left side of
the road when he tries to turn left or when he turns his face to the rear of the vehicle when the
idea is to drive the vehicle backwards, the same principle applies to a PTZ camera: the operator
attempts to position the camera in order to take a better perspective of the path to follow.
Situational awareness is known to be degraded if the operator cannot quickly assess the
camera’s angular magnitude of displacement. Ecological cues, such as peripheral references,
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two-handed compasses, among others may provide the operator with some insight to the camera
orientation relative to the robot’s heading. However, it is unclear if these approaches are suffi-
cient [Hughes and Lewis, 2005]. Situational awareness degrades even more when the operator
also needs to assess the current locomotion mode of the rover and adapt its visual needs of the
locomotion characteristics of the selected form of controlling the robot. In order to overcome
this issue, the task of positioning the camera in order to provide a better perspective of the path
to follow is once again delegated on the rover. Hence, the rover freely positions the camera in
function of the locomotion mode being used and the travel direction.
Double-Ackerman mode: In this mode, the camera positions itself in a way that it is able
to cover the direction of travel of the fictitious wheel of the bicycle model explained in chapter
3, hence, its pan angle is a function of the front and rear fictitious angles (±F and ±R) considered
in the Ackerman mode. In order for the user to observe the ground, an angle equal or inferior to
zero is considered for the tilt axis. This is due to the fact that the camera should point in a lower
angle in order to have a better perspective of the floor the robot will step. Thus, the camera’s
pan, rP (t) and tilt angles rT (t) are positioned as follows:
8>><>>:
rP (t) = K ¢ ±F;R
rT (t) · 0
(4.7)
Variable K can be defined according to the user’s needs. For instance if it is desired for the
camera to pan more or less than the actual angles of the fictitious wheels.
Linear Displacement: In this mode, the camera’s pan angle should cover the trajectory of
the linear movement described by the rover. Therefore, the pan angle rP (t) can be given by a
simple average of the angles described by the four wheels of the rover. In what concerns the
tilt angle rT (t), the same principle of the above locomotion mode can be applied; therefore we
have:
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8>><>>:
rP (t) =
±1 + ±2 ¡ ±3 ¡ ±4
4
rT (t) · 0
(4.8)
Lateral Displacement: The same principle of the linear displacement locomotion mode is
applied here, though, as the wheel’s position is static during the whole time, the direction of
motion of the robot only depends on the velocity induced on the robot (i.e. inducing the robot
to displace towards its left or towards its right). Hence, the signal of the mean velocity of the
four wheels is considered, therefore we have:
8>><>>:
rP (t) = sgn
µ
v1 ¡ v2 ¡ v3 + v4
4
¶
¢ ¼
2
rT (t) · 0
(4.9)
Turning-Point: In this mode, the robot turns around its geometric centre. Bearing this in
mind, the camera should position itself in order to have the best possible overview of the terrain
the rover will be stepping on. Ideally, the camera should have a lower tilt angle in order to
capture the largest possible area where the rover steps on and it should be set according to the
rover’s mechanical structure.
4.3.3 Self-monitoring
As previously mentioned, teleoperation of a mobile robot is a rather complex task. The op-
erator tends to focus in executing the mission and often ignore the robot’s signals of alarm or
malfunctioning. Generally control interfaces provide information about such signals, though it
is common for an operator not to notice them or simply ignore them. In order to overcome this
issue, a self-monitoring mechanism is here proposed.
This mechanism observes significant features of the robot (e.g. impact bumpers, pitch/roll
alarms, etc.) and provides the camera with the ability of taking an active role in the monitori-
sation of the robot’s condition by automatically positioning it in order to allow the operator to
faster assess the robot’s condition, evaluate the generated alarm signal and take action.
Chapter 5
Prototyping
The previous chapters proposed an odometry model for a 4WS mobile robot as well as a control
system for a teleoperation camera. This chapter presents the current model’s implementation.
This work is part of a wider project aiming the development of affordable service robots
[Santana et al., 2007]. All the work presented in this dissertation has been tested in a real robot
which will be briefly described in the following lines.
5.1 Test platform: The Ares robot
The test platform used to examine the implemented mechanisms is an all-terrain vehicle with
four independently steered wheels, the Ares robot (see Fig. 5.1). This robot was developed
to be sustainable and disposable, which requires high mobility, ground adaptability, reduced
size, low energy consumption and low-cost [Santana et al., 2007]. In the following lines a short
description of the platform is performed.
5.1.1 Mechanical Structure
Traction is a very important factor on an all-terrain robot. The robot must be able to adapt
itself to the unevenness of the terrains and at the same time, be agile enough to dodge obstacles.
Another important factor is the sensitivity of the terrain in some domains as landmine triggering
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Figure 5.1: The four independently steered wheeled Ares robot.
(a) Double Ackerman (b) Turning Point (c) Linear (d) Lateral
Figure 5.2: The Ares Robot prototype and its locomotion modes.
or collapse of a fragile structure are always an imminent danger in domains like humanitarian
demining or S&R.
The degrees of freedom Ares possesses allow it to displace in several modes (Fig. 5.2):
Double Ackerman (Fig. 5.2(a)), Point Turning (Fig. 5.2(b)), Linear Steering (Fig. 5.2(c)) and
Lateral Mode (Fig. 5.2(d)).
To comply with the unevenness of some terrains, a passive spinal axle, which allows the
front and rear wheels to rotate around it was introduced (see Fig. 5.3).
The dimensions of this vehicle are (See Fig. 3.2.):
Table 5.1: Dimensions of the Ares Robot.
Parameter Size (cm)
2t 72
TW 9
l 86
r 33
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Figure 5.3: Torsion caused by the spinal axle.
5.1.2 Control Hardware
The control hardware of the Ares robot was built taking into account the necessity of some mod-
ularity and flexibility in what concerns module exchange between robots. Therefore, a division
between workload and payload was made. The workload module contains all the essential
components for the Ares robot to be autonomous. The payload will carry all the elements that
are not exclusive for Ares’ operation, though essential for the purpose of its mission.
Workload
The workload is composed of the Motor Control sub-system and a set of sensors and actuators.
² The Processing Unit is based on a PC-104 stack (Diamond Systems Hercules EBX)
running Linux (Slackware version). Communications are established recurring to a con-
ventional wireless access point.
² Motor Control is performed by four roboteQ AX3500 boards (one per wheel, controlling
both steering and traction), either in speed or position mode (the former was chosen).
² Workload Actuators: Eight maxon 150W @ 24V motors were mounted, being four for
traction and the remainder for steering.
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² Localisation and Navigation Sensors: A conventional DGPS system (Novatel OEMV-
1) is used for global localisation purposes. In what concerns relative localisation, optical
encoders are used for a wheel odometer and a Videre Design STOC camera for visual
odometry [Santana and Correia, 2008]. For the purpose of assessing the robot’s posture,
a magnetic compass with clinometers was used (a Honeywell HMR3000) and with a
potentiometer, Ares’ spinal torsion is obtained.
Apart from its utility in localisation purposes, the stereo-vision camera is used for other
tasks like environments characterisation [Konolige et al., 2006].
Payload
² Teleoperation Sensors: The used camera (a Pelco Esprit) is a stock PTZ surveillance
camera whose base version offers encoders for measuring the attitude of its Pan and Tilt
actuators. The Zoom is not considered for this work.
The Esprit camera communicates with the processing unit recurring to an RS-422 con-
nection, using the following configuration:
2400 bits/s, 8-bit data, 1 Start bit, 1 Stop bit, No Parity.
The communication between the camera and the processing unit is based on Pelco D
protocol. Esprit commands and queries are composed of a series of six bytes followed by
a checksum byte. If the checksum is correct, the camera will reply with six bytes, also
followed by a Checksum byte. Detailed information on this protocol can be found on
[pel, 2004].
² Mission Tools: The robot can extend its sensorial structure in order to allow mine-
detection and removal, handling objects, etc. through teleoperation (e.g. a robotic arm).
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5.1.3 Control System
The aim of this dissertation does not consist in explaining the control system of the Ares robot,
though, for the sake of completeness, a short description of it is presented in the following lines.
Biologically Inspired Locomotion Control
An intuitive and biologically plausible approach was developed for the control of the Ares
robot. The main goal of this controller consisted in assuring that all the joints of the robot are
well coordinated with each other and allow a good interaction between the robot and the terrain.
For further information about this locomotion control refer to [Santana et al., 2006].
Morphological Computation for Affordable All-Terrain Piloting
This architecture exploits interactions between properly distributed simple sensors in key loca-
tions of the Ares’ body and the environment in order to simplify the control structure and reduce
the sensory requirements. Refer to [Cruz et al., 2005, Santana, 2005] for more information.
Mapping and Obstacle Avoidance
An obstacle avoidance algorithm for stereo vision based on [Manduchi et al., 2005] updates
an Occupancy Grid [Elfes, 1987] featuring an aging mechanism. In what concerns obstacle
avoidance, a set of arcs of trajectory is considered when selecting the next action to perform
and each arc’s utility is computed by using a set of criteria. The speed of travel is selected
according to several factors: (i) the terrain’s roughness, (ii) closest obstacle to the robot, (iii)
desired speed and (iv) dynamical constraints of the robot. For further details on this control
system of the Ares robot, refer to [Santana et al., 2008a].
5.2 Odometry in the Ares Robot
This section provides experimental results obtained with the odometry model. A draft of the
hardware setup for this test can be seen on Fig. 5.4.
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Figure 5.4: Schema of the hardware setup used for implementing the presented odometry mech-
anism.
As optical incremental encoders were used to determine the wheel’s steering angle, it is
impossible to determine this value at start up, therefore, a method for calibrating the ”position 0”
of the wheels’ steering angles had to be implemented. This method consists in first turning the
wheels’ steering actuators i until they reach the (¡1)i45± position. These positions are marked
with a switch which is activated as soon as the wheels reach it. As soon as all the wheels reach
this position they stop and the internal variables of the wheel controller board which mark the
wheels’ steering angles are set with the value ±i = (¡1)i45±. This stage is completed as soon as
all the wheels reach this position and the registers are set. The next step consists in aligning the
wheels’ steering angles at ±i = 0. As soon as all the wheels reach this position, the reset process
is complete and the rover is ready to run using odometry measurements. No further calibration
methods were explored due to time constraints of this project.
The frequency at which odometry is calculated is at 10Hz. A low frequency is not reliable
as the wheel angles as well as their velocities can vary and the system does not realize such
changes. On the other hand, at higher frequencies an excessive number of readings is made to
the encoder. Due to the nature of the optical encoders, every reading has an associated error,
thus, a bigger number of readings results in larger accumulation of errors. The 10Hz value was
determined by trial and error, revealing good results.
Initial tests immediately revealed the presence and the effect of the already mentioned ori-
entation errors present in odometry. This error resulted in a constant widening of the desired
trajectories, therefore, a compass was used for global convergence of the heading measured
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from odometry readings. The compass could not be used alone as its readings revealed high-
frequency noise when the rover was moving. Therefore a combination of both heading results
was used. In [Ojeda et al., 2006] a similar approach which reveals remarkable results is used,
though, instead of a magnetic compass, a single axis gyro was used.
Fig. 5.5 illustrates an experiment with the robot leaving a starting point S executing a path
on a terrain composed of rough grass and obstacles and return to the exact starting point. Such
terrain allowed to test the ability of the presented wheel odometry method to handle a terrain
where wheel friction is high, and consequently the wheels geometry is harder to maintain. The
selected locomotion schema is the double-Ackerman mode.
This test allowed us to notice the importance of external magnetic fields. Until reaching
point ”A”, the rover described a straight line, though, the map illustrates a deformation (marked
with a thicker blue segment) which results from a deformation on the earth’s magnetic field in
that same point. The reader may suggest that this does not happen if the compass is replaced by
a gyroscope, though, gyroscopes have a bias drift, which results in ever-increasing orientation
errors, besides here, the main goal, is global convergence.
In point A, it is possible to observe a small deformation on the trajectory. Here the rover
got to close to an obstacle and in order to avoid it, it had to move back and align itself into a
direction in which it would not collide with the obstacle.
After travelling approximately 75m, the rover stopped slightly less than 2m before the
initial point, i.e. it showed an odometry error around 2:6%.
Comparing the results of different odometry measurement methods is not an easy task as
the results depend directly on several variables, as the characteristics of the vehicle, rough-
ness of the terrain, among others. It would make no sense to compare the results of the
method presented in this dissertation with the UMBMark (which showed an average error of
1:75%) or the IPEC, where even the ”disturbances” introduced were perfectly structured and
obtained better results with disturbances than in smooth concrete floors (5-fold improvements
were achieved). It was not an easy task to look for tests on grass and the most similar tests found
were carried out to test the Fuzzy Logic and Expert rule-based navigation system (FLEXnav)
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Figure 5.5: Resulting 33 m £ 27 m map produced by the robot while autonomously following
a path. Both starting an ending points are in location S. The travel direction is represented
by the arrow. Black, white and dark grey pixels represent obstacles, non-obstacle regions and
unmapped regions respectively. The closed-loop line represents the estimated location of the
robot during the run. The thicker segment of the followed path illustrates the effect of an
external magnetic field on the compass.
[Ojeda and Borenstein, 2002]. The FLEXnav alies the expert rules concept with the CCC ex-
plained in chapter 2 on a 6 wheel-drive robot, a kinematic equivalent to JPL’s Rocky-8 and
FIDO planetary rovers. The tests were carried out on a terrain with small slopes, sand and rocks
and achieved an error of 14% traveling in straight line. After adding a single axis (yaw) gyro,
the robot traversed a square path and registered an average error around 2:5%. Tests on the pure
sand terrain were excluded as its characteristics differ too much from grass. These results allow
to compare the behaviour of the odometry model presented in this dissertation with a similar
one.
Despite the accumulation of errors, odometry revealed extremely interesting results when
fusing its results with a GPS system. GPS systems, though being precise, are very sensitive
which leads them to sometimes show ”jumps”. Due to the smoothness of the results of the
presented odometry method, the ”jump” effect of the GPS is attenuated.
Due to time constraints of the AMI-02 project, the error model could not be deeply tested but
5.3. Teleoperation Camera Pointing in the Ares Robot 71
Figure 5.6: Estimated motion Vs. Expected motion.
it is wise to have some considerations about the results it would retrieve. Let us consider that the
rover is commanded to travel at a velocity of 0:3 m ¢ s¡1 in a straight line in double-Ackerman
mode, though, due to the errors in the encoders which allow for the obtention of the steering
angle of each wheel, wheel i has a steering angle of ¡1 o. Figure 5.6 depicts the estimated
motion versus the expected. Here it is possible to observe the influence of heading errors in
the overall odometry estimation. It is possible to deduce that small errors in heading result in
a bigger accumulation of errors in the axis Yrov, when compared to Xrov, i.e. the uncertainty
perpendicular to the movement grows much faster than in the direction of movement.
5.3 Teleoperation Camera Pointing in the Ares Robot
As previously mentioned, simultaneously operating a robot and aiming a camera on a target can
be a daunting task. Therefore, to analyse the performance of the proposed pointing mechanism
an experiment in all-terrain was carried out. The test consisted in defining a GPS point for the
camera to target while freely manoeuvring the Ares robot in an all terrain environment (see Fig.
5.8). This test allowed us to evaluate both the position controller, the performance of the GPS
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Figure 5.7: Schema of the hardware setup used for testing the pointing mechanism.
pointing and, as the GPS pointing mechanism also encompasses the Az-El pointing mechanism,
it was possible to evaluate it also. The schema of the hardware setup for this test can be seen on
Fig. 5.7.
The gains for each scheduling interval were tuned empirically and set as follows, for the pan
controller,
8>>>>>><>>>>>>:
KPp = 0:4; KPd = 0:3; KPr = 1 if jeP (t)j < 15±
KPp = 0:7; KPd = 0:6; KPr = 1 if jeP (t)j > 30±
KPp = 1; KPd = 0:9; KPr = 1
and for the tilt controller,
8>>>>>><>>>>>>:
KTp = 0:7; KTd = 0:5; KTr = 1 if jeT (t)j < 15±
KTp = 1:1; KTd = 0:8; KTr = 1 if jeT (t)j > 30±
KTp = 1:5; KTd = 1:2; KTr = 1
The results of the performance of the position controller are depicted in Figure 5.9 for the
pan and in Figure 5.10 for the tilt actuator.
The average value for the error measured in the pan axis (see fig. 5.9(c)) consisted in a value
of 5:19± with 4:98± of standard deviation. For the tilt axis (see fig. 5.10(c)) an average error of
2:40± with 3:20± of standard deviation was measured.
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Figure 5.8: Aspect of the environment used for testing. The testing field is rugged, sloped and
partially vegetated.
As it would be expected, results were better in a stationary environment. The first tests for
the position control of the camera were elaborated in simulation. For this test, each actuator of
the camera had to follow a smooth varying reference. The pan axis had to follow a 50 degree
amplitude sinusoidal movement with a frequency of 74mHz and the tilt axis a 63mHz sinusoid
with 30± of amplitude. The average error measured in the pan axis consisted in a value of
2:18± with 0:71± of standard deviation. For the tilt axis an average error of 1:22± with 0:33± of
standard deviation was measured.
In what concerns the remaining methods, the assisted teleoperation mode revealed to be a
good tool for the operator, mainly because it reduced the problem of the narrow field of view
offered by the camera. The self-monitoring tool was also tested. The main disadvantage is that
the operator has to stop controlling the camera, as soon as an event is deployed, or override the
control of the camera in order to keep looking at the point of interest. The biggest challenge
here consists in finding the trade-off between how to assist the operator and when to assist him,
though, this problem will not be addressed in this dissertation.
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(a) Reference for the pan actuator to follow.
(b) Actual position of the pan actuator.
(c) Error between the reference and the actual position of
the pan actuator.
Figure 5.9: Results of the test for the position controller’s accuracy in all-terrain for the pan
axis.
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(a) Reference for the tilt actuator to follow.
(b) Actual position of the tilt actuator.
(c) Error between the reference and the actual position of
the tilt actuator.
Figure 5.10: Results of the test for the position controller’s accuracy in all-terrain for the tilt
axis.

Chapter 6
Conclusions and Future Work
This chapter wraps-up this dissertation providing a set of conclusions and contributions, and
pointing out some directions for future research as well.
6.1 Conclusions
A wheel odometer for a 4WS mobile robot was proposed for integration in a localisation mech-
anism. The proposed model takes advantage of the redundancy of the 4 wheels of the robot and
its final result is a weighed average given by the error (determined based on heuristics) each
wheel is inducing in the motion of the robot.
The main contribution of the odometry system presented in this dissertation is the heuristic
employed to reduce wheel odometry errors, which exploits in a simple way the kinematic and
dynamical constraints of the robot.
Odometry, as expected, revealed to be faultier when terrains become more irregular, though,
our heuristic method revealed to be robust in a complicated terrain (grass) which is extremely
rough for the motors and therefore for the robot’s mechanical structure.
The obtained results are quite interesting when compared to other similar wheel odometry
methods [Ojeda and Borenstein, 2002] and due to its simplicity it proves to be quite affordable.
A position controller was proposed as backbone to a technique for pointing a PTZ camera
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according to azimuth and elevation references, followed by a mechanism to track a GPS coor-
dinate. Typically, to tackle this type of problem, custom made cameras and controllers are used.
In this case, a legacy PTZ camera was selected and the presented mechanisms are specifically
designed to cope with its limitations: sluggish and error prone communication. Despite the fact
that the limitations presented by this camera do not allow the exploration of other interesting
visual movements (e.g. saccadic movement), the proposed controller was capable of dealing
with the limitations offered by the camera.
By taking out one of the queries, the employed state prediction method allowed for the
reduction of the period of a cycle in approximately 25%, approximately 200ms.
Despite having used a PTZ camera, the pointing mechanisms, as well as the developed
controller, could be used to solve similar problems (e.g. antenna pointing [Bapna et al., 1998a]).
The three pointing mechanisms have shown to provide significant help to the teleoperator,
though, their impact in increasing situation awareness must be further studied. The assisted
navigation method revealed to be extremely useful, specially in the linear and lateral displace-
ment modes where the camera needs to be panned more often in order for the user to have a
better perspective of the trajectory of the robot. The self monitoring mechanism also revealed
to be helpful to the user, specially in situations of robot collision or wheels getting stuck.
6.2 Future Work
Below, some research opportunities based on this dissertation are mentioned:
In what concerns odometry, the calibration and adaptation of wheel odometry parameters
gives plenty of room for future work perspectives. Further studies can be made in order to
identify parameters and the behaviours of the odometry results in each wheel, providing a way
of calibrating odometry and parametrising it. Another method to improve odometry through
calibration consists in doing it online, i.e. finding heuristics to associate visual odometry to
wheel odometry behaviours, thus identifying the situations where odometry tends to fail, and
improving it.
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Another future work direction consists in finding heuristics and study their impact on their
improvement of wheel odometry. For instance, finding heuristics which allow for the tuning of
wheel odometry parameters according to the robot’s posture.
By making a rough analysis it was possible to identify that, despite being error prone, wheel
odometry is an excellent complement to visual odometry. For instance, homogeneous terrains
are not proper for visual odometry but they allow for the obtention of better results with wheel
odometry, though, visual odometry works better on irregular terrains, where wheel odometry
tends to fail; Visual odometry fails when facing direct light, while wheel odometry functions at
all times, etc. Further studies can be developed in order to study these situations and develop a
proprioceptive method for locally estimating a vehicle’s motion.
In what concerns the control system of the camera, it has already been mentioned that most
of the studies about the control strategies presented were done recurring to virtual models. Here,
several strategies were implemented in a real robot, though, no deeper analysis of the impact
of the control strategies was made. An opportunity is provided here to allow the study of the
presented control strategies in a real model with the hurdles it brings with it.
By doing these studies, and finding the limitations in the mechanisms presented, other meth-
ods for assisting on the operation of a remote camera can be sought in an easier way.
The impact of the presented controller can also be tested with a camera with more degrees
of freedom, as well as in other fields, like high gain antenna pointing for example.
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