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APPROXIMANTS DE PADE´ DES q-POLYLOGARITHMES
C. KRATTENTHALER† ET T. RIVOAL
De´die´ a` Wolfgang Schmidt, pour son soixante-dixie`me anniversaire
Re´sume´. Nous re´solvons un proble`me d’approximation simultane´e de type Pade´ mettant
en jeu des q-analogues spe´cifiques des polylogarithmes et des puissances du logarithme. Ce
proble`me est fortement lie´ aux re´sultats re´cents des auteurs et de Wadim Zudilin [« Se´ries
hyperge´ome´triques basiques, fonction q-zeˆta et se´ries d’Eisenstein », a` paraˆıtre au J. Inst.
Math. Jussieu] sur la dimension de l’espace vectoriel engendre´ par des q-analogues des
valeurs de la fonction zeˆta de Riemann aux nombres entiers. Nous montrons aussi que ce
re´sultat peut eˆtre conside´re´ comme q-analogue d’un re´sultat de Ste´phane Fischler et du
deuxie`me auteur [J. Math. Pures Appl. 82 (2003), 1369–1394].
Abstract.We solve a Pade´-type problem of approximating three specific functions simul-
taneously by q-analogues of polylogarithms, respectively by powers of the logarithm. This
problem is intimately related to recent results of the authors and Wadim Zudilin [« Se´ries
hyperge´ome´triques basiques, fonction q-zeˆta et se´ries d’Eisenstein », J. Inst. Math. Jussieu
(to appear)] on the dimension of the vector space generated by q-analogues of values of
the Riemann zeta function at integers. We also show that our result can be considered as
a q-analogue of a result of Ste´phane Fischler and the second author [J. Math. Pures Appl.
82 (2003), 1369–1394].
1. Introduction
Conside´rons la se´rie
ζq(s) =
∞∑
k=1
ks−1
qk
1− qk ,
qui converge pour tout complexe |q| < 1 et tout entier s ≥ 1. La notation ζq est justifie´e
par le fait que cette fonction est un q-analogue de la fonction zeˆta de Riemann ζ(s) au sens
suivant (voir [5, paragraphe 4.1], [3, Theorem 2] ou [8]),
lim
q→1
(1− q)sζq(s) = (s− 1)!
∞∑
k=1
1
ks
= (s− 1)! ζ(s).
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2Dans [5], les deux auteurs et W. Zudilin ont montre´ que la dimension de l’espace vectoriel
engendre´ sur Q par 1, ζq(3), ζq(5), ..., ζq(A) (A ≥ 3 impair) est minore´e par π + o(1)
2
√
π2 + 12
√
A
lorsque 1/q ∈ Z \ {±1}. La de´monstration utilise les fonctions q-polylogarithmes, de´finies
pour tout entier s ≥ 1, par
Lis(z; q) =
∞∑
k=1
qk
(1− qk)s z
k, (1.1)
ou` z et q de´signent des nombres complexes tels que |q| < 1 et |zq| < 1. Ces fonctions
constituent des q-analogues des polylogarithmes usuels Lij(z) au sens suivant :
lim
q→1
(1− q)s Lis(z; q) =
∞∑
k=1
zk
ks
= Lis(z).
Notons que les polylogarithmes sont aussi utilise´s au cours de la de´montration du the´ore`me
suivant (dont celui rappele´ ci-dessus est un q-analogue) : la dimension de l’espace vectoriel
engendre´ sur Q par 1, ζ(3), ζ(5), ..., ζ(A) (A ≥ 3 impair) est minore´e par 1 + o(1)
1 + log(2)
log(A)
(voir [2, 6]). Dans les deux cas, la de´monstration est en fait base´e sur une e´tude tre`s fine
d’une se´rie (q-)hyperge´ome´trique bien choisie que l’on commence par exprimer comme
une combinaison line´aire polynomiale en les (q-)polylogarithmes. Plus pre´cise´ment, soient
A, n, r des entiers positifs tels que 0 ≤ r ≤ A/2. De´finissons les factorielles de´cale´es (ou
symboles de Pochhammer) (α)m = α(α + 1) · · · (α + m − 1) et les factorielles q-de´cale´es
(α; q)m = (1−α)(1−αq) · · · (1−αqm−1), avec la convention usuelle que les produits vides
pour m = 0 valent 1. On pose alors
Sn(z; q) = (q; q)
A−2r
n
∞∑
k=1
qk
(qk−rn; q)rn (q
k+n+1; q)rn
(qk; q)An+1
q(k−1/2)(A−2r)n/2z−k,
avec |q| < 1 ≤ |z| et A pair, ainsi que
Sn(z) = n!
A−2r
∞∑
k=1
(k − rn)rn (k + n+ 1)rn
(k)An+1
z−k,
avec |z| ≥ 1. Il est alors facile de montrer l’existence de deux familles de polynoˆmes
Pj,n(z; q) ∈ C(q)[z] et Pj,n(z) ∈ C[z], de degre´ au plus n, tels que
Sn(z; q) = P0,n(z; q) +
A∑
j=1
Pj,n(z; q) Lij(1/z; q) (1.2)
et
Sn(z) = P0,n(z) +
A∑
j=1
Pj,n(z) Lij(1/z). (1.3)
Par ailleurs, les nume´rateurs des sommandes dans les de´finitions de Sn(z; q) et Sn(z) s’an-
nulent pour les indices k ∈ {1, . . . , rn}, ce qui assure que l’ordre en z = 0 des deux se´ries
3est exactement rn + 1 : les e´quations (1.2) et (1.3) peuvent donc eˆtre vues comme des
proble`mes d’approximations de type Pade´ pour les se´ries entie`res 1 et Lij(z; q), respective-
ment 1 et Lij(z). L’information n’est cependant pas suffisante pour affirmer qu’il n’existe,
a` constante multiplicative pre`s, qu’une seule fonction Sn(z; q), resp. Sn(z), ve´rifiant (1.2),
resp. (1.3), et qui s’annule a` l’ordre rn+ 1.
Dans [4], sont e´nonce´es des conditions supple´mentaires, de type Pade´, portant sur des
objets lie´s a` la se´rie Sn(z) et qui suffisent a` assurer que Sn(z) est bien la seule solution
de (1.3) pour des polynoˆmes Pj,n(z) de degre´ au plus n. Voici l’e´nonce´ pre´cis.
E´tant donne´s des entiers A ≥ 1, n ≥ 0, ρ ≥ 0, σ ≥ 0 tels que ρ+ σ + 2 ≤ A(n + 1), on
cherche a` re´soudre le proble`me d’approximations simultane´es de Pade´ suivant : de´terminer
des polynoˆmes (de´pendants de A, n, ρ, σ) P0,n(z), P 0(z) et Pj(z) (pour j = 1, . . . , A), de
degre´ au plus n et a` coefficients dans Q, tels que


S(z) = P0(z) +
A∑
j=1
Pj(z) Lij(1/z) = O(z−ρ−1) quand z →∞ ;
S(z) = P 0(z; q) +
A∑
j=1
Pj(z) Lij(z) = O(zσ+n+1) quand z → 0 ;
I(z) =
A∑
j=1
Pj(z)
logj−1(1/z)
(j − 1)! = O((z − 1)
A(n+1)−ρ−σ−2) quand z → 1.
(1.4)
(Ici et dans toute la suite, la fonction logarithme est de´finie avec sa branche principale :
log(z) = log |z| + i arg(z), avec −π < arg(z) ≤ π. On notera R− l’ensemble des re´els
ne´gatifs.) On a alors le re´sultat suivant, qui re´sout conple`tement ce proble`me.
The´ore`me 1. Dans les conditions ci-dessus, le proble`me (1.4) a une solution unique, a`
une constante multiplicative pre`s. En choisissant cette constante e´gale a` 1, on a
S(z) =
∞∑
k=1
(k − ρ)ρ (k + n+ 1)σ
(k)An+1
z−k et I(z) =
1
2iπ
∫
C
(s− ρ)ρ (s+ n + 1)σ
(s)An+1
z−s ds,
ou` C est n’importe quelle courbe ferme´e oriente´e dans le sens direct qui entoure les poˆles
de l’inte´grande, i.e. 0,−1, . . . ,−n.
Le but de cette note est de prouver un q-analogue du the´ore`me pre´ce´dent. On suppose
dore´navant que q 6∈ R− ce qui permet de de´finir logq(z) = log(z)/ log(q).
E´tant donne´s des entiers A ≥ 1, n ≥ 0, ρ ≥ 0, σ ≥ 0 et ν ≥ 0 tels que ρ+ σ + ν + 2 ≤
A(n+1), on cherche a` re´soudre le proble`me d’approximations simultane´es de Pade´ suivant :
4de´terminer des polynoˆmes (de´pendants de A, n, ρ, σ et ν) P0(z; q), P 0(z; q) et Pj(z; q) (pour
j = 1, . . . , A) en la variable z, de degre´ au plus n et a` coefficients dans Q(q), tels que


S(z; q) = P0(z; q) +
A∑
j=1
Pj(z; q) Lij(1/z; q) = O(z−ρ−1) quand z →∞ ;
S(z; q) = P 0(z; q) +
A∑
j=1
Pj(z; q) Lij(z; 1/q) = O(zσ+n+1) quand z → 0 ;
I(z; q) = −
A∑
j=1
Pj(zq
1−j ; q)
(− logq(1/z))j−1
(j − 1)! = O(z − q
−ℓ) quand z → q−ℓ
pour tout ℓ ∈ {−ν,−ν + 1, . . . , A(n+ 1)− ρ− σ − ν − 2}.
(1.5)
The´ore`me 2. Dans les conditions ci-dessus, le proble`me (1.5) a une solution unique, a`
une constante multiplicative pre`s. En choisissant cette constante e´gale a` 1, on a
S(z; q) =
∞∑
k=1
qk
(qk−ρ; q)ρ (q
k+n+1; q)σ
(qk; q)An+1
qνkz−k
et
I(z; q) =
1
2iπ
∫
C
(sq−ρ; q)ρ (sq
n+1; q)σ
(s; q)An+1
sν−logq(z) ds,
ou` C est n’importe quelle courbe ferme´e oriente´e dans le sens direct qui entoure les poˆles
de l’inte´grande, i.e. 1, q−1, . . . , q−n, sans traverser la coupure R−.
Avant de passer a` la de´monstration du The´ore`me 2, faisons quelques remarques :
Les The´ore`mes 1 et 2 sont formellement tre`s similaires, a` ceci pre`s que le parame`tre « q-
analogique » ν n’a pas d’e´quivalent dans le cas classique. La diffe´rence majeure se situe dans
l’e´nonce´ des conditions d’annulation des fonctions I(z) et I(z; q) : cela n’a cependant rien
surprenant, puisqu’il est fre´quent dans ce genre de situation que des singularite´s en certaines
puissances de q confluent vers une unique singularite´ en 1 (avec une certaine multiplicite´)
lorsque q → 1. Nous explicitons plus en de´tail la « convergence » du The´ore`me 2 vers le
The´ore`me 1 au paragraphe 3.
Il est a` noter l’utilisation, naturelle dans notre contexte, de log(z)/ log(q) comme q-
analogue de la fonction logarithme. Cet analogue, qui posse`de donc une monodromie non-
triviale en 0, est un choix historiquement classique : voir [1]. Certaines the´ories ge´ome´triques
re´centes (e´tudiant l’analogie entre e´quations aux q-diffe´rences et e´quations diffe´rentielles)
ont mis en avant un q-analogue diffe´rent du logarithme : J. Sauloy [7] utilise comme q-
logarithme la fonction ℓq(z) = zθ
′
q(z)/θq(z), avec θq(z) =
∑
n∈Z(−1)nq−n(n−1)/2zn, qui est
me´romorphe sur C et dont les poˆles confluent le long d’une spirale lorsque q → 1, cette
spirale agissant alors comme une coupure du plan pour le logarithme usuel.
52. De´monstration du The´ore`me 2
Remarquons tout d’abord que les polynoˆmes P0(z; q) et P 0(z; q) sont de´termine´s de fac¸on
unique, une fois connus les autres polynoˆmes du proble`me (1.5). De plus, celui-ci se traduit
par un syste`me line´aire dont les inconnues sont les A(n + 1) coefficients des polynoˆmes
Pj(z; q) (j ≥ 1) et dont le nombre d’e´quations est A(n+ 1)− 1 : il y a donc au moins une
solution non-triviale (i.e. non identiquement nulle).
On utilise temporairement la notation Pj(z; q) pour de´signer des polynoˆmes ge´ne´riques
de degre´ au plus n en z et a` coefficients dans Q(q), sans pre´sager qu’il s’agisse des solutions
du proble`me (1.5). On pose
Pj(z; q) =
n∑
t=0
pj,t(q)z
t, (2.1)
ou` pj,t(q) ∈ Q(q), de telle sorte que
A∑
j=1
Pj(z; q) Lij(1/z; q) =
∞∑
k=1−n
qkz−k
A∑
j=1
n∑
t=max(0,1−k)
qtpj,t(q)
(1− qk+t)j .
Il est utile a` ce point d’introduire la fraction rationnelle (qui de´pend aussi de A) :
R(s; q) =
A∑
j=1
n∑
t=0
qtpj,t(q)
(1− sqt)j (2.2)
=
Π(s; q)
(s; q)An+1
, (2.3)
ou` Π(s; q) est un polynoˆme en s, a` coefficients dans Q(q), et de degre´ < A(n+ 1) puisque
la de´composition en e´le´ments simples (2.2) de R(s; q) est sans partie principale. Il est clair
que la connaissance de Π(s; q) de´termine de facto les polynoˆmes Pj(z; q) (j ≥ 1). On en
de´duit que si l’on connait Π(s; q), alors on a
S(z; q) =
∞∑
k=1
qkR(qk; q)z−k
et aussi, par un simple calcul de re´sidus utilisant l’expression (2.2),
I(z; q) =
1
2iπ
∫
C
R(s; q)s− logq(z) ds,
ou` C est n’importe quelle courbe ferme´e entourant dans le sens direct les poˆles de R(z; q)
et qui ne traverse pas la coupure R−. Nous allons maintenant montrer que la solution du
proble`me de Pade´ (1.5) est unique, a` une constante multiplicative pre`s, et la de´terminer
en explicitant le polynoˆme « codant » Π(s; q). Pour cela, nous interpre´tons chacune des
conditions de (1.5) par quatre lemmes : il en de´coulera alors que
Π(s; q) = (sq−ρ; q)ρ (sq
n+1; q)σ s
ν ,
a` une constante multiplicative pre`s.
6Lemme 1. Les polynoˆmes P1, . . . , PA ve´rifient la premie`re condition de (1.5) si, et seule-
ment si,
ρ∏
i=1
(1− sq−i) = (sq−ρ; q)ρ divise Π(s; q).
De´monstration. La premie`re condition de (1.5) se traduit par l’annulation des coefficients
de Taylor de S(z; q) d’indices 1, 2, . . . , ρ, ce qui e´quivaut a` l’annulation de la fonction
k 7→ Π(qk; q) en k = 1, 2, . . . , ρ. Cela e´quivaut en fait a` l’annulation du polynoˆme Π(s; q)
en s = q, q2, . . . , qρ, d’ou` l’assertion. 
Lemme 2. Les polynoˆmes P1, . . . , PA ve´rifient la deuxie`me condition de (1.5) si, et seule-
ment si,
n+σ∏
i=n+1
(1− sqi) = (sqn+1; q)σ divise Π(s; q).
De´monstration. Dans la deuxie`me condition de (1.5), on change z en 1/z, puis on multiplie
par zn, de telle sorte que znS(1/z; q) = O(z−σ−1). On a
zn
A∑
j=1
Pj(1/z; q) Lij(1/z; 1/q) =
∞∑
k=1−n
q−kz−k
A∑
j=1
n∑
t=max(0,1−k)
q−tpj,n−t(q)
(1− q−k−t)j
= q−n
∞∑
k=1−n
q−kz−k
A∑
j=1
min(n,n+k−1)∑
t=0
qtpj,t(q)
(1− qt−k−n)j .
Pour k ≥ 1, le coefficient de z−k dans la se´rie znS(1/z; q) est donc donne´ par
q−n−kR(q−k−n; q). L’annulation des coefficients de Taylor de S(z; q) d’indices 1, 2, . . . , σ
e´quivaut donc a` l’annulation du polynoˆme Π(s; q) en s = q−n−1, . . . , q−n−σ, d’ou` l’asser-
tion. 
Lemme 3. La condition I(q−j; q) = 0 pour j ∈ {−ν, . . . ,−1} e´quivaut a`
sν divise Π(s; q).
De´monstration. Rappelons que
I(z; q) =
1
2iπ
∫
C
Π(s; q)
(s; q)An+1
s− logq(z) ds.
ou` C est n’importe quelle courbe ferme´e oriente´e dans le sens direct et entourant les poˆles
de l’inte´grande, i.e. 1, q−1, . . . , q−n, sans traverser la coupure R−.
Soit −n ≤ j ≤ −1, et supposons que I(q−j, q) = 0. Alors, pour tout contour C entourant
les points 1, q−1, . . . , q−n mais ne traversant pas la coupure, donc n’entourant pas 0, on a
0 = I(q−j; q) =
1
2iπ
∫
C
Π(s; q)
s−j(s; q)An+1
ds,
ou` l’inte´grande est une fraction rationnelle dont 0 est peut-eˆtre un poˆle : nous allons montrer
que ce n’est (e´ventuellement) le cas que si j < −ν, ce qui prouvera que sν divise Π(s; q).
7Pour cela, notons que, par le the´ore`me des re´sidus et parce que le re´sidu a` l’infini de
l’inte´grande F (s; q) de I(q−j; q) est nul (car le degre´ du nume´rateur de F (s; q) est ≤
A(n+ 1)− 1, et celui de son de´nominateur ≥ A(n+ 1) + 1), on a
0 = −Res∞(F ) = 1
2iπ
∫
C′
F (s; q) ds
=
1
2iπ
∫
C
F (s; q) ds+
1
2iπ
∫
C0
F (s; q) ds =
1
2iπ
∫
C0
F (s; q) ds,
ou` C′ est un cercle entourant tous les poˆles de F ainsi que 0, et C0 un cercle entourant 0 et
aucun autre poˆle de F , les deux oriente´s dans le sens direct. Donc
0 =
1
2iπ
∫
C0
F (s; q) ds =
1
(−j − 1)!
(
(s; q)−An+1Π(s; q)
)(−j−1) ∣∣∣∣
s=0
. (2.4)
Puisque la fonction s 7→ (s; q)−An+1 ne s’annule pas en s = 0, on de´duit de (2.4), par re´currence
sur j ∈ {−1,−2, . . . ,−ν}, que 0 = Π(0; q) = Π(1)(0; q) = · · · = Π(ν−1)(0; q), ce qui prouve
que sν divise Π(s; q). La re´ciproque se montre facilement en renversant cet argument. 
Lemme 4. La condition I(q−j; q) = 0 pour j ∈ {0, . . . , A(n+1)− ρ− σ− ν − 2} e´quivaut
a`
deg(Π) ≤ ρ+ σ + ν.
De´monstration. De´veloppons Π(s; q)/(s; q)An+1 en se´rie entie`re en s =∞ :
Π(s; q)
(s; q)An+1
=
∞∑
k=ω
ck
sk
ou` ω = A(n+1)−deg(Π) est l’ordre de cette fraction rationnelle a` l’infini, et les ck sont des
nombres complexes. Notons que cette se´rie converge au moins pour |s| assez grand puisque
ω ≥ 1, disons pour |s| ≥ S. On choisit alors un cercle suffisamment grand pour que l’on
puisse inte´grer cette se´rie terme a` terme, disons le cercle C = {z : |z| = S + 1}. On a alors
I(q−j; q) =
1
2iπ
∫
C
Π(s; q)
(s; q)An+1
sj ds =
∞∑
k=ω
ck
∫
C
sj−k ds = cj+1.
L’annulation de I(q−j; q) pour j ∈ {0, . . . , A(n+ 1)− ρ− σ − ν − 2} e´quivaut donc a`
ω ≥ A(n+ 1)− ρ− σ − ν,
ce qui e´quivaut plus simplement a` deg(Π) ≤ ρ+ σ + ν. 
De´monstration du The´ore`me 2. Puisque les polynoˆmes sν , (sq−ρ; q)ρ et (sq
n+1; q)σ n’ont
pas de racines communes, les trois premiers lemmes montrent que sν(sq−ρ; q)ρ (sq
n+1; q)σ
divise Π(s; q). Or le dernier lemme montre que deg(Π) ≤ ρ + σ + ν, ce qui ache`ve la
de´monstration. 
83. Confluence du The´ore`me 2 vers le The´ore`me 1
Dans ce paragraphe, nous explicitons le sens pre´cis en lequel le The´ore`me 2 « tend »
vers le The´ore`me 1.
Pour commencer, on remarque que, e´videmment, on a
lim
q→1
(1− q)A(n+1)−σ−ρS(z; q) = S(z) et lim
q→1
(1− q)A(n+1)−σ−ρS(z; q) = S(z).
De plus, en faisant la substitution s→ qt dans l’inte´grale de´finissant I(z; q), on voit que
lim
q→1
(1− q)A(n+1)−σ−ρ−1I(z; q) = −I(q).
D’autre part, la de´finition (2.1) des polynoˆmes Pj(z; q) est donne´e par leurs coefficients
pj,t(q) qui figurent dans (2.2), avec Π(s; q) = (sq
−ρ; q)ρ (sq
n+1; q)σ s
ν . Explicitement, les
pj,t(q) sont donne´s par
pj,t(q) =
(−1)A−jqt(A−j−1)
(A− j)!
∂A−j
∂sA−j
(
(1− sqt)AΠ(s; q)
(s; q)An+1
) ∣∣∣∣
s=1
.
Par conse´quent, pj,t(q) est une fraction rationnelle en q ; si cette fraction rationnelle est
e´crite sous forme re´duite, la plus grande puissance de 1 − q qui divise le de´nominateur
est (1 − q)A(n+1)−σ−ρ−j . En particulier, la limite limq→1(1 − q)A(n+1)−σ−ρ−jPj(z; q) existe :
c’est un polynoˆme en z, que l’on notera Qj(z). De fac¸on similaire, la limite limq→1(1 −
q)A(n+1)−σ−ρP 0(z; q) existe et sera note´e Q0(z).
Si l’on combine ces remarques avec (1.1) et le fait que
lim
q→1
(1− q) logq(z) = − log(z),
on en de´duit que, en multipliant les deux premie`res conditions dans (1.5) par
(1−q)A(n+1)−σ−ρ, en multipliant la troisie`me par (1−q)A(n+1)−σ−ρ−1, puis en faisant finale-
ment tendre q vers 1, on obtient

S(z) = Q0(z) +
A∑
j=1
Qj(z) Lij(1/z) = O(z−ρ−1) quand z →∞ ;
S(z) = Q0(z) +
A∑
j=1
Qj(z) Lij(z) = O(zσ+n+1) quand z → 0 ;
I(z) =
A∑
j=1
Qj(z)
logj−1(1/z)
(j − 1)! = O( ?) quand z → 1.
(3.1)
Il nous reste a` montrer que l’on peut mettre O((z − 1)A(n+1)−ρ−σ−2) a` la place de O( ?).
Pour le faire, supposons donne´e une fonction f(z; q) analytique en z dans un voisinage
ouvert suffisamment grand de 1, et telle que
f(z; q) = O(z − q−ℓ) quand z → q−ℓ (3.2)
9pour tout ℓ ∈ {−m,−m+ 1, . . . , p}. Pour simplifier, on conside`re le cas ou` p = 0, car l’ar-
gument qui va suivre se ge´ne´ralise sans difficulte´ au cas ou` p est quelconque. On de´veloppe
tout d’abord f(z; q) en se´rie de Taylor autour de z = 1 :
f(z; q) =
∞∑
k=1
fk(q)(z − 1)k, (3.3)
ce de´veloppement ne contenant pas de terme constant a` cause de la condition (3.2) pour
ℓ = 0. Nous supposons alors une condition supple´mentaire : la limite limq→1 fk(q) existe
pour tout k et
lim
q→1
∞∑
k=1
fk(q)(z − 1)k =
∞∑
k=1
lim
q→1
fk(q)(z − 1)k.
Cette condition est satisfaite dans notre cas, c’est-a`-dire pour
f(z; q) = −(1− q)A(n+1)−σ−ρ−1
A∑
j=1
Pj(zq
1−j ; q)
(− logq(1/z))j−1
(j − 1)! . (3.4)
La condition (3.2) pour les valeurs non-nulles de ℓ implique le syste`me d’e´quations
0 = f(q−ℓ; q) =
∞∑
k=1
fk(q)(q
−ℓ − 1)k, ℓ ∈ {−m,−m+ 1, . . . ,−1}. (3.5)
On multiplie la ℓ-ie`me e´quation par
cℓ =
1
(q−ℓ − 1)
m∏
h=1
h 6=−ℓ
(q−ℓ − qh)
et en faisant la somme de ces e´quations multiplie´es par le facteur cℓ correspondant sur
ℓ ∈ {−m,−m+ 1, . . . ,−1}, on obtient
0 =
−1∑
ℓ=−m
cℓf(q
−ℓ; q)
=
−1∑
ℓ=−m
cℓ
∞∑
k=1
fk(q)(q
−ℓ − 1)k
=
∞∑
k=1
fk(q)
−1∑
ℓ=−m
cℓ(q
−ℓ − 1)k. (3.6)
A` ce point, on note que le choix des coefficients cℓ implique que les coefficients de fk(q)
dans la somme (3.6) sont nuls pour k = 1, 2, . . . , m − 1, et que le coefficient de fm(q) est
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exactement 1. Dans le re´sultat
0 = fm(q) +
∞∑
k≥m+1
fk(q)
−1∑
ℓ=−m
(q−ℓ − 1)k
(q−ℓ − 1)
m∏
h=1
h 6=−ℓ
(q−ℓ − qh)
,
on fait maintenant tendre q vers 1 : comme la somme exte´rieure porte sur les k > m, la
limite du sommande de la somme inte´rieure est toujours ze´ro. Par conse´quent, on obtient
bien que fm(1) = 0. De plus, si l’on applique le meˆme argument pour ℓ ∈ {−m¯,−m¯ +
1, . . . ,−1} avec m¯ = m − 1, m − 2, . . . , 1, alors on obtient que fm¯(1) = 0 pour tout
m¯ ∈ {1, 2, . . . , m}, ce qui prouve que
f(z; 1) = O((z − 1)m).
Cet argument, applique´ a` (3.4), montre que l’on peut bien remplacer O( ?) dans (3.1)
par O((z − 1)A(n+1)−ρ−σ−2), comme annonce´. Le proble`me d’approximation (3.1) est donc
exactement le proble`me (1.4). Comme il est de´montre´ dans [4] que ce proble`me a une
solution unique, on a force´ment l’e´galite´ Qj(z) = Pj(z) pour tout j.
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