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ABSTRACT 
We study some speech enhancement algorithms based on the iterative Wiener filtering method due to Lim-
Oppenheim (2], where the AR spectral estimation of the speech is carried out using a second-order analysis. But 
in our algorithiijS we consider an AR estimation by means of cumulant analysis. This work extends !!Ome 
preceding papers due to the authors, providing a behavior comparison between cumulant algorithms and classical 
autocorrelation one. Some results are presented considering A WGN that allows the best improvement and those 
noises (diesel engine and reactor noises) that leads to the worst one. An exhaustive empirical listening test shows 
that cumulant algorithms outperform the original autocorrelation algorithm, specially at low SNR. 
l.INTRODUCCION 
No es una secreta que en muchas aplicaciones de proccsado de voz las grandes mejoras obtenidas en laboratorio 
se dcgradan dr.lsticamcnte en ambientes reales por su poca robustez. La soluci6n propuesta aqul alude a un 
preprocesamiento dclante-atriis con cl objctivo de mejorar la calidad de voz, es decir, et uso de un modelado 
param~trico insensible al ruido. El uso de cumulantes de orden superior en et ciilculo del modelado AR produce 
la descada dcscorrclaci6n entre scnal y ruido. Estc cfccto se basa en una propicdad solo aplicable a procesos 
Gaussianos, todos Ios cumulantes de orden superior a dos son identicamente nulos. Miis aun, Ios procesos no 
Gaussianos que presentan una p.d.f. simctrica tienen Ios cumulantes impares nulos. Si consideramos una p.d.f. 
Gaussiana o simetrica (una buena aproximaci6n de ambientes reales) y las caracterlsticas no-Gaussianas de la 
voz (principalmente en las tramas sonoras) es posible obtener un modelado AR del espectro de voz miis 
indcpcndiente del ruido usando, por ejemplo cumulandes de 3er orden en seftal ruidosa. El problema aparece en 
la mayor distorsi6n del espectro de orden superior, que presenta la estimaci6n de Ios cumulantes del modelo AR 
en comparaci6n con el caso de autocorrclaci6n. Esto se dcbe a la mayor varianza en la estimaci6n de Ios 
cumulantes y que la secuencia de error producida cuando el filtro AR inverse funciona como predictor sabre 
senal de voz deja de ser plana. 
2.FILTRADO DE WIENER ITERATIVO 
En el metodo original de Lim-Oppenheim [2], la voz ruidosa era mejorada usando filtrado iterative de Wiener, 
asi definido: 
W(w) Ps (l) Ps + Pr 
donde Pr cs cl espcctro de ruido r(n), cstimada en Ins tramas sin seftal de voz, y Ps es la estimaci6n del espectro 
de la voz limpia, seftal a obtcncr. Asf, la estimaci6n de Ios espectros de voz y ruido es necesaria para el disefto 
del filtro de Wiener en cada trama (ver fig. 1). Un filtrado iterative de Wiener lleva a una mejor estimaci6n del 
modelado AR de la voz: 
voz · con ruido Voz 11ejorada 
y(n)=s(n)+r(n) 
fli.J : E!quema delalgorinno itentivo de Wiener. 
Este trabajo ha sido sybvencionado por cl TIC 92-0800-COS-04 
468 
don de I + f:a. ,+-A I' ... 
· .. 
·.' 
En nuestros algoritmos la estimaci6n del espectro de ruido se obtiene mediante .ICcnicas de periodograma 
promediado durante las tramas de silencio. Hemos observado que un incremento en el numero consecutivo de 
tramas de silencio, para estimar el ruido, produce una mejor estimaci6n que repercute en una mejora de unos 
0.3dB en las distancias espectrales tras el procesado, especialmente si se consideran las estadfsticas de 21 orden 
o. 3er orden. 
Dcspu6 de cada iteraci6n se puede espcrar una mejora, ya que la estimaci6n AR de la voz se obtiene a partir 
de una scftal mlis limpia que en la itcraci6n anterior. Ciertos factores limitadores propios del algoritmo no deben 
olvidarse, como el numcro de iteraciones maximo utilcs. Evidentemente la voz filtrada presenta un ruido residual 
menor, pero la distorsi6n espectral es mas acusada. Asf pues, el aumento del numero de iteraciones no siempre 
implica una mejora de la estimaci6n. Ademas se produce un conocido efecto sobre Ios formantes [3], mlis 
estrechos y picudos, dando lugar a un sonido poco natural de la voz. 
En (4] se muesira un analisis detallado de la convergencia de este algoritmo. Se demuestra que la estimaci6n del 
filtro de Wiener tiende a cancelar todas las frecuencias con SNR inferior a 4.77dB, y una atenuaci6n adicional, 
proporcional al nivell de ruido, afecta a las frecuencias con SNR superior, en comparaci6n con el filtro 6ptimo 
de Wiener. Solo en las frecuencias de sella! no contaminadas la atenuaci6n permanece nula. 
3.E\' ALUACION EMPIRIC A 
En este apartado se consideran varias versiones modificadas del algoritmo original de Lim-Oppenheim. Todas 
ellas usan estimaciones de orden superior para el calculo del modelado AR de la voz. Cada algoritmo se compara 
con el cllisico de segundo orden. Los resultados de usar diferentes frases de locutores masculinos y femeninos 
(incluida la frase propuesta por ESCA), y difcrentcs ruidos: A WGN y varios ruidos reales (motor diesel y ruidos 
de reactor) se mucstran en esta sccci6n, usando difcrentes SNR globales de OdB a 18dB. Mas detalles de nuestros 
algoritmo se pueden encontrar en [5]. 
La mcjora se evalua en tcnninos de !as medidas espcctrales estandard, talcs como !as distancias de ltalcura, Cosh 
y Ccpstrum. Tambi~n se comcntan lest de audici6n rcali7.ados, donde se evalua principalmente la caljdad e 
intcligibilidad resultantes. Las medidas de calidad se basan en la sensaci6n de placer en el oyente y las de 
inteligibilidad en la cantidad de informaci6n que puede ser extraida de la voz mejorada, sin tener en cuenta la 
calidad. Un incremento en la calidad represcnta como ventajas: mejor comprensi6n, efecto de bienestar y 
minimi1.aci6n de la fatiga del locutor. Desafortunadamente estos logros conllevan Ul) precio: la perdida de 
inteligibilidad. Existe pues, un compromiso entre la mejora en calidad y la perdida de inteligibilidad. 
3.1 Algoritmo de tercer-orden 
En modclado AR (fig. I) de la estimaci6n del espectro de voz se calcula con cumulantes de tercer-orden mediante 
cl uso de covaria01.as: 
N 
C~IEiJF L xEnJkFxEnJiF~nJ:JF , 0:$-fc.iJ:$-p 
n=p+l 
(2) 
donde p= 10 es el ordcn del filtro . Los cocficientc del filtro de Wiener a. se calculan resolviendo las siguientes 
ecuaciones [I]: 
p 
L a~I · C~IEiJF = 0 ,bi:$.J1 ; 04:$-i 
k=O 
(3) 
Mediante este modelado AR de tercer orden se espcra conseguir dos benelicios principales: Primero, una 
aceleraci6n en la convergencia del algoritmo iterativo y por tanto una reducci6n en la cqmplejidad de c6)culo y 
en la perdida· de intcligibilidad; Segundo, parametri7.ar la sella! de v<iz de una forma menos contaminada. En 
comparaci6n a la estimaci6n me.diante estadfsticas en 2° orden, obtenemos una sustandal mejora, aunque Ios 
formantes acusan mlis el efecto de estrechez y picado. · 
Cuando et ruido aditivo es AWGN a SNR=OdB, la mejora respecto at algoritmo de 2° orden es muy apreciable 
para cualquier numero de iteracioncs (tilbla 1 ). Por supucsto, el exito mas rotunda se obtiene cuando et ruido es 
Gaussiano debido a las propiedades de la estimaci6n de Ios cumulantes. Mientras que la mejora de 2° orden es 
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conlante en cada iteraci6il, aunque lenta, 3er orden da una gran mejora, unos 3dB, ~n 1an .solo dos iteraciones, 
obteniendo una convergencia mucho m as· rapida. 
En las pruebas de audici6n se aprecia una mayor calidad en tercer orden con referenda al modelo clasico de 
segundo orden. Las dos primeras.iteraciones usando el algoritmo de 2° orden contiene Ios efectos desagradables 
del ruido residual, conviniendose en las iteraciones posteriores en la aparici6n de un ruido musical. Este ruido 
musical residual se reduce un poco al pasar de la tercera a la cuarta iteraci6n, pero se mantiene en un cieno nivel 
mientras la inteligibilidad disminuye en cada ileraci6n. En comparaci6n, el algoritmo de tercer orden contiene 
Ios efectos desagradables del ruido residuallan solo en la primera iteraci6n. En la segunda iteraci6n aparece ruido 
musical (a un nivel similar-a la lercera iteraci6n del caso de 2° orden). La voz mejorada tras la tercera iteraci6n 
contiene s61o un poco de ruido musical y la perdida de inteligibilidad es parecida a la de las cuatro primeras 
iteraciones con 2° orden, el ruido musical desaparece tras cuatro iteraciones. Resuminedo, tercer orden cancela 
Ios efectos desagradables del ruido residual y el ruido musical muy pronto, mientras 2° orden mantiene ruido 
musical despues de varias iteraciones. Cuando el ruido aditivo proviene de un motor diesel , las pruebas de 
audici6n dan una mejora similar con una perdida leve de calidad: perdura alga de ruido musical despues de cuatro 
iteraciones ,. 1 tercer orden (SNR=OdB). 
Estos efectos pueden verse an la tabla I. La reducci6n del ruido musical se refleja especialmente en la reducci6n 
de la dislancia espectral de itakura, ya que esta pondera mas las resonancias espectrales y estas frecuencias son 
poco distorsionadas en la aproximaci6n por cumulantes. La perdida de inteligibilidad se evalua en la distancia 
Cepstial, donde una reducci6n del ruido musical se corresponde con una mejora en distorsi6n, ya que esta 
distancia ponders todo el espectro de manera m<is uniforme y adem<is es m<is sensible a la distorsi6n en Ios valles 
y las zonas llanas del espectro de voz, y el mencionado efecto de picado del metodo de filtrauo iterativo de 
Wiener [3] causa una mayor distorsi6n en esas zonas (fig.3). 
3.2 Algorilmo hibr ido 
En 141, anali7.nmos la convergcncia del algoritmo de tercer ordcn de modo similar a segundo orden. La 
indcpcndcncia del ruido introducida en cl analisis por cumulantcs de tercer orden acelera la convergencia, pero 
el filtrado de Wiener causa una distorsi6n espcctral mayor, ya que la estimaci6n del filtro de Wiener para tercer · 
orden tiende a cancelar todas las frecuencias con SNR inferior a 56 6 dB, en funci6n de la independencia entre. 
voz y ruido dada por el analisis de cumulantes. Adem<is, el resto de las frecuencias se atenuan mas que en el 
algoritmo .de 2° orden. Esto agudiza el efecto de estrechez o picado de Ios formantes de la voz, limitando el 
numero de iteraciones. 
Afortunadamente Ios algoritrnos de tercer orden dan una imponante mejora con s61o 1 6 2 iteraciones. El 
algoritmo hfbrido propuesto en [4] ,[5] consiste en utilizar de 1 a 3 iteraciones usando modelado de 
autocorrelaci6n despues de una primera iteraci6n basada en modelado AR de cumulantes de 3er orden(fig.3). Este 
metodo hfbrido intenta combinar las ventajas presentadas por ambos metodos: buena · convergencia y poca 
distorsi6n. Los test de audici6n, combinando dos ileraciones con analisis de tercer orden siguidas por dos 
iteraciones de segundo orden· dan un nivell de ruido musical parecido al oblenido con tres iteraciones con el 
algoritmo de tercer orden y mejor inteligibilidad. 
3.3 Algoritmo de tercer orden parametrizado 
Otro carnino que pcrmitc combinar las ventajas de ambos algoritrnos, la introducci6n de dos parametros a y ~ 
en el calculo del filtro de Wiener. Asf se considera la siguiente ecuaci6n: 
(4) 
donde Ios coeficientes a,. se calculan resolviendo la ecuaci6n (3). 
El para metro a varia en el margen 0.5 a 1.4 (pasos de 0.1) y el parametro ~ en el ran go de 0.2 a 2.0 (pas0=0.2). 
Fig.2 muestra la distancia Cepstral minima para cada c.ombinaci6n de a y ~ dentro del intervalo (SNR=OdB, 
AGWN). Obtcnemos varios mlnimos locales en distancia [6]. Cuando a.~ son pequef\os, la mejora es muy pobre 
(la convergencia en muy lenta). Algunas veces llegamos a minimos locales para valores pequef\os de ay grandes 
de p, pero el numero de iteraciones necesario para alcanzar el minimo es alto (> 10), ya que un parametro a alto 
corresponde a una convergencia mas rapida, aunque la distorsi6n crece tambien. Los mejores resultados utilizando 
un numero razonable de iteraciones corresponden a valores de a en el mergen .8 a 1.0 y de p en 1.0 a 1.4 [6]. 
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Flg.2: Distancias Cepstrales mlnimas a SNR=IldB (AWGN). Valor mhimo 9.11d8, valor mlnmo 7.59dB. 
3.4 Algoritmo de cuarto orden 
Los coefidentes se calculan de .inaner'a similar a la presentada en la expresi6n (3) pero con el uso de cumulantes 
de cuarto orden en lugar de Ios de tercer orden. El algoritmo de cuarto orden mejora la seilal de voz ruidosa con 
una convergencia tan rapida como el caso hlbrido y un poco mas lento que tercer orden, pero la distorsi6n resulta 
mcnos importantc cuando se haec cl test de audici6n, como consccucncia de la mejor conservaci6n de las 
componcntcs simctricas de la voz (vcr fig.3 y fig.4) . 
En la fig.4, se representa la distancia Ccpstral frente a la SNR en el rango de OdB a 18dB, considerando la 
primera iteraci6n de Ios algoritmos anteriores. Scgundo orden consigue una mejora uniforme independientemente 
del nivel y deltipo de ruido ailadido a la frase de voz pronunciada libremente. El algoritrno de cuarto orden da 
una mayor mejora que 2° orden cuando la SNR es baja o media, para cualquier clase de ruido. La mejora del 
algoritrno de tercer orden disminuye cuando la SNR aumenta debido al dominio del efecto de distorsi6n espectral . 
frente a la reducci6n de ruido y en ciertos casos da un resultado peor incluso al caso de 2° orden o no filtrado, 
siempre en un conjunto reducido de locutores considerando ruido de motor diesel. 
4. CONCLUSIONES 
Se han propuesto varios algoritmos basados en·el filtrado iterativo de Wiener. La estimaci6n del espectro de voz 
se obtiene mediante el modelado AR de voz .basado en el analisis por cumulantes de tercer y cuarto orden para 
.alcanzar el deseado · desacoplo voz-ruido. V arias aproximaciones del algoritrno de Lim-Oppenheim usando 
estimaci6n AR de cumulantes han sido comparadas con el m~todo clasico de autocorrelaci6n. Los algoritrnos 
basados en cumulantes dan mejores resultados cuando el ruido es AGWN, aunque para ruido de motor la ~rdida 
de calidad es poco notoria. Asf el metodo hlbri4o y la parametrizaci6n del tercer orden son buenos en velocidad 
de cohvergencia, efecto distorsionante y complejidad computacional. El de cuarto orden necesita s61o de una 
primcra itcraci6n para obtcncr cl mismo rcsultado que cl metodo chisico de autocorrelaci6n despues de tres 
itcracioncs, y o vcccs la distorsion impllcita en cl filtrado iterativo lleva a una menor mejora para cualquier 
mhncro de itcra'cioncs usando cstc mctodo. Finalmcnte, la convergcncia de Ios algoritrnos iterativos basados en 
la cstimaci6n de Ios cumulantes AR es mas rapido. . 
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a) SNR SEUSN TfAKU C:OSII C:EI'ST c) SNR SEGSN ITAKU COS.H CEPST 
0 iter. 0.00 0.79 9.57 11.67 12.02 0 iter. 0.00 0.79 9.57 11.67 12.02 
I iter. 7.36 4.38 9.21 10.71 I 1 .UI I iter. 7.96 4.87 8.73 10.23 10.15 
2 iter. 8 .83- 5.92 8.86 10.17 9.90 2 iter. 8.79 5.97 7.31 9.15 9.33 
3 iter. 9 .04 6.16 7.30 9.04 9.34 3 iter: 9.00 6.29 6.01 8.15 8.82 
4 iter. 9.I1 6.25 6.42 8.45 9.20 4 iter. 8.88 6.33 5.62 7.87 8.65 
b) SNR SEGSN Tri\KU COS !I C:EI'ST d) SNR SEGSN ITAKU COSH CEPST 
0 iter. 0.00 0.79 9.57 11.67 12.02 0 iter. 0 .00 0 .79 9.57 11.67 12.02 
I iter. 7.96 4 .87 8 .73 10.23 10.15 1 iter. 7.47 4.53 8.97 10.49 10.53 
2 iter. 7.81 5.41 6.25 R.44 8.67 2 iter. 7.39 4.95 7.88 9.65 9.30 
3 iter. 7.85 5.73 5 .63 7.91 8.27 3 iter. 7.37 5.11 6 .55 8.65 8.80 
4 iter. 7.62 5.75 5.4 6 7.83 8.35 4 iter. 7.77 5.49 5 .52 7.91 8.47 
Tabla I. Medidu usando algori1mos hnados en: a) etl.ldfstica 2' orden: b) cumulantel 3er orden: c) hlbrido; d) cumulantes cuanc orden 
con SNR=Odll (A WGN). 
Flg.3: Disl.lncia Cepstral frcnte al nurncro de itcracioncs (SNR=Odll) usando algorilmos basad os en : a) 2' orden (AR2). b) tercer order (AR3), 
c) hibrido (AR3H). d) cuarto ordcn (AR4). 
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