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PARAMETRIZATION OF LOCAL CR AUTOMORPHISMS BY
FINITE JETS AND APPLICATIONS
BERNHARD LAMEL AND NORDINE MIR
Abstract. For any real-analytic hypersurface M ⊂ CN , which does not contain
any complex-analytic subvariety of positive dimension, we show that for every point
p ∈ M the local real-analytic CR automorphisms of M fixing p can be parametrized
real-analytically by their ℓp jets at p. As a direct application, we derive a Lie group
structure for the topological group Aut(M,p). Furthermore, we also show that the
order ℓp of the jet space in which the group Aut(M,p) embeds can be chosen to
depend upper-semicontinuously on p. As a first consequence, it follows that that
given any compact real-analytic hypersurface M in CN , there exists an integer k
depending only on M such for every point p ∈ M germs at p of CR diffeomorphisms
mappingM into another real-analytic hypersurface in CN are uniquely determined by
their k-jet at that point. Another consequence is the following boundary version of H.
Cartan’s uniqueness theorem: given any bounded domain Ω with smooth real-analytic
boundary, there exists an integer k depending only on ∂Ω such that if H : Ω→ Ω is a
proper holomorphic mapping extending smoothly up to ∂Ω near some point p ∈ ∂Ω
with the same k-jet at p with that of the identity mapping, then necessarily H = Id.
Our parametrization theorem also holds for the stability group of any essentially fi-
nite minimal real-analytic CR manifold of arbitrary codimension. One of the new main
tools developed in the paper, which may be of independent interest, is a parametriza-
tion theorem for invertible solutions of a certain kind of singular analytic equations,
which roughly speaking consists of inverting certain families of parametrized maps
with singularities.
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1. Introduction
The goal of this work is to study the structure of the group of all local real-analytic CR
automorphisms of a germ of a real-analytic hypersurface (M, p) in CN , or equivalently,
of all local biholomorphisms H : (CN , p)→ (CN , p) mapping the germ (M, p) into itself;
we also deal with the more general situation of a real-analytic CR manifold of arbitrary
codimension (see §2). For every fixed point p ∈ M , we refer to this group of local
biholomorphisms as the stability group of (M, p) and denote it by Aut(M, p). Endowed
with the topology of uniform convergence on compact neighbourhoods of p, it becomes
a topological group. This natural (inductive limit) topology can be described in the
following way: a sequence of germs of biholomorphisms (Hj) ⊂ Aut(M, p) converges
to another such germ H ∈ Aut(M, p) if there exists a neighbourhood U of p in CN to
which all mappings Hj extend holomorphically and such that Hj → H uniformly on U .
This group arises in a variety of different circumstances; one of the most important
ones where it naturally appears is the biholomorphic equivalence problem which consists
in deciding whether two given germs of real-analytic hypersurfaces are biholomorphi-
cally equivalent. The biholomorphic equivalence problem has been studied since the
beginning of the last century when Poincare´ [37] observed, probably for the first time,
that two real hypersurfaces in CN for N ≥ 2 are not necessarily locally equivalent via
a holomorphic transformation (though they are via a C∞ transformation). Today, the
biholomorphic equivalence problem for strongly pseudoconvex (or Levi-nondegenerate)
hypersurfaces is pretty well understood, based on the works of E. Cartan [14, 15] in
dimension two, and the results of Tanaka [42] and Chern-Moser [17] in arbitrary di-
mension.
Thanks to the works initiated in the 70’s, a number of remarkable properties of the
stability group of strongly pseudoconvex real-analytic hypersurfaces have been discov-
ered (see e.g. the surveys by Vituskhin [45], Huang [30] and Baouendi, Ebenfelt and
Rothschild [6] for complete discussions on this matter). These properties depend on
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whether the germ (M, p) can be biholomorphically mapped onto a piece of the unit
sphere; if there exists such a biholomorphism, one says that (M, p) is spherical. For
instance, if (M, p) is not spherical the group Aut(M, p) is compact (see Vitushkin [44]);
every element of such a group is uniquely determined by its derivative at p and also
extends holomorphically to a fixed neighbourhood (independent of the automorphism)
of p in CN . On the other hand, if (M, p) is spherical the group Aut(M, p) is not com-
pact and every local CR automorphism of (M, p) is uniquely determined by its 2-jet
(but not 1-jet) at p. Beyond their interest in their own right, these local results also
have direct applications to global biholomorphic mappings of strongly pseudoconvex
bounded domains with smooth real-analytic boundaries by the classical reflection prin-
ciple [23, 35, 36].
There are two main approaches to derive results about the stability group of a strongly
pseudoconvex (or Levi-nondegenerate) real-analytic hypersurface in CN . One consists
in using the powerful Chern-Moser theory (see for example the results of Burns-Shnider
[13] and the survey by Vitushkin [45]). The other one, initiated by Webster [46], uses
the invariant family of Segre varieties attached to any real-analytic hypersurface in a
complex manifold.
While it seems difficult to extend the first approach to understand the structure of
the stability group of Levi-degenerate hypersurfaces (see e.g. Ebenfelt [21]), the second
one can be carried over to that setting, as first observed by Baouendi, Ebenfelt and
Rothschild [2]. In fact, it was shown in [2] that many interesting properties of the
stability group of a germ of a real-analytic hypersurface (M, p) may be obtained after
showing that its local CR automorphisms are parametrized (in a suitable sense) by their
jets at p of some finite order. Such a program was successfully carried out in [2, 47, 3]
for some classes of real-analytic Levi-degenerate hypersurfaces and even CR manifolds
of arbitrary codimension. However, the degeneracies allowed for the hypersurface M
in these results are quite restrictive and in particular fail to hold at every point of
real-analytic hypersurfaces of CN containing no complex-analytic subvariety of positive
dimension. Such a class of real hypersurfaces is of particular interest since, by a well-
known result of Diederich-Fornæss [18], boundaries of bounded domains with smooth
real-analytic boundary are of this type.
In dimension N = 2, the stability group of such real hypersurfaces has recently been
studied by Ebenfelt, Zaitsev and the first author in [22] where it was shown that their
local CR automorphisms are analytically parametrized by their 2-jets. In this paper,
among other results, we show that such a parametrization property by k-jets holds
at every point of arbitrary real-analytic hypersurfaces containing no complex analytic
subvariety of positive dimension and for some k depending on the point (see Theorem
1.1).
In what follows, for every integer k and every pair of points p, p′ ∈ CN , we denote by
Gkp,p′(C
N) the group of all k-jets at p of local biholomorphisms H : (CN , p)→ (CN , p′).
Given coordinates Z = (Z1, . . . , ZN) in C
N we will usually identify the k-jet jkpH of a
local biholomorphism H at p with
jkpH =
(
∂|α|H
∂Zα
(p)
)
|α|≤k
.
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If, in addition, M,M ′ are real-analytic hypersurfaces of CN or more generally real-
analytic generic submanifolds of the same dimension with p ∈M and p′ ∈ M ′, we denote
by F(M, p;M ′, p′) the set of all germs at p of local biholomorphisms H : (CN , p) →
(CN , p′) sending M into M ′.
The purpose of this paper is to provide general conditions on a real-analytic generic
submanifold M ⊂ CN so that for every p ∈M and every M ′ and p′ as above, the set of
mappings F(M, p;M ′, p′) is analytically parametrized by a finite jet at p. Our results
are best illustrated in the hypersurface case by the following theorem which was the
main motivation of the present work.
Theorem 1.1. Let M be a real-analytic hypersurface in CN containing no complex
analytic subvariety of positive dimension. Then for every real-analytic hypersurface
M ′ ⊂ CN , every p′ ∈ M ′ and every p ∈ M , there exist an integer ℓp (depending
only on M and p), an open subset Ω ⊂ CN × G
ℓp
p,p′(C
N) and a real-analytic map
Ψ(Z,Λ): Ω → CN , holomorphic in the first factor, such that the following holds: for
any H ∈ F(M, p;M ′, p′), the point (p, j
ℓp
p H) belongs to Ω and the following identity
holds:
H(Z) = Ψ(Z, jℓpp H) for all Z ∈ C
N near p.
Furthermore, ℓp can be chosen so that it depends upper-semicontinuously on p.
Our first application of Theorem 1.1 concerns the group Aut(M, p). By using stan-
dard arguments from [3], we obtain a Lie group structure on Aut(M, p) compatible with
its topology.
Theorem 1.2. Let M be a real-analytic hypersurface in CN containing no complex
analytic subvariety of positive dimension. Then for every p ∈M , there exists an integer
ℓp, depending upper-semicontinuously on p, such that the jet mapping
(1.1) jℓpp : Aut(M, p)→ G
ℓp
p,p(C
N)
is a continuous group homomorphism that is a homeomorphism onto a real-algebraic
Lie subgroup of G
ℓp
p,p(CN ).
We should mention that the real-algebraicity of the Lie group Aut(M, p) in Theorem
1.2 does not follow directly from Theorem 1.1 but from the more precise version given
by Theorem 2.1 in §2 below. Another noteworthy consequence of Theorem 1.2 is the
finite jet determination of local CR automorphisms of (M, p) by their ℓp-jet at p. As
stated, this finite jet determination property would appear as already known since the
existence of some integer k for which the finite determination holds follows from the
work of Baouendi, Ebenfelt and Rothschild [5]. However the proof given in [5] does
not give any information on the dependence of the jet order required with respect to
a given point of the hypersurface. The existence of an integer ℓp depending upper-
semicontinuously on p for which the mapping given by (1.1) is injective is completely
new and crucial in order to get the following.
Theorem 1.3. Let M be a compact real-analytic hypersurface in CN . Then there is an
integer k, depending only on M , such that for every p ∈ M and for every real-analytic
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hypersurface M ′ ⊂ CN , smooth local CR diffeomorphisms mapping a neighbourhood of
p in M into M ′ are uniquely determined by their k-jets at p.
Theorem 1.3 follows from the upper-semicontinuity of the map p 7→ ℓp in Theorem
1.2, the fact that compact real-analytic hypersurfaces do not contain any holomorphic
curves [18] and from the regularity result for smooth CR diffeomorphisms proved in
[8]. For proper holomorphic mappings of bounded domains with smooth real-analytic
boundaries, we also obtain the following rigidity result as a consequence of Theorem
1.3.
Corollary 1.4. Let Ω ⊂ CN be a bounded domain with smooth real-analytic boundary.
Then there exists an integer k, depending only on the boundary ∂Ω, such that if H : Ω→
Ω is a proper holomorphic mapping extending smoothly up to ∂Ω near some point p ∈ ∂Ω
which satisfies H(z) = z + o(|z − p|k) when z ∈ Ω and z → p, then H is the identity
mapping.
Corollary 1.4 can be viewed as a boundary version of H. Cartan’s uniqueness theorem
[16] and seems to be new even in the case of weakly pseudoconvex domains (see e.g.
[12, 29, 28]). Note that the smooth extension up to the boundary assumption is known
to hold automatically near every point p ∈ ∂Ω in many cases e.g. if Ω is weakly pseudo-
convex (see [4] for more on that matter). For bounded strongly pseudoconvex domains
with C∞ boundary, more precise results are known from the work of Burns-Krantz [12]
(see also Huang [29, 28]).
2. Results for CR manifolds of higher codimension and main tools
We state here our results for real-analytic generic submanifolds of higher codimension
from which all theorems mentioned in the introduction will be derived. Recall that a
CR submanifold M of CN is called generic if TpM + J(TpM) = TpC
N where J is the
complex structure map of CN and TpM (resp. TpC
N) denotes the tangent space of M
(resp. of CN) at p (see e.g. [10, 4]).
In order to state our results, we need to impose two nondegeneracy conditions on a
given real-analytic generic submanifoldM ⊂ CN . We shall assume thatM is essentially
finite in the sense of [8] and minimal in the sense of [43] at each of its points (see §7.1 for
precise definitions). Such conditions are very natural and hold in general situations for
compact as well as non-compact real-analytic CR submanifolds in complex space. For
instance, if M does not contain any complex analytic subvariety of positive dimension
then M is necessarily essentially finite and also automatically minimal when M is
furthermore of (real) codimension one (see e.g. [4]).
Our first result in this section is the following.
Theorem 2.1. Let M be a real-analytic generic submanifold of CN that is essentially fi-
nite and minimal at each of its points. Then for every real-analytic generic submanifold
M ′ ⊂ CN , every point p′ ∈ M ′ and every p ∈ M , there exists an integer ℓp (depending
only on M and on p), an open subset Ω ⊂ CN × G
ℓp
p,p′(C
N) and a real-analytic map
Ψ(Z,Λ): Ω→ CN holomorphic in the first factor, such that the following hold :
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(i) for any H ∈ F(M, p;M ′, p′) the point (p, j
ℓp
p H) belongs to Ω and the following
identity holds:
H(Z) = Ψ(Z, jℓpp H) for all Z ∈ C
N near p;
(ii) the map M ∋ p 7→ ℓp ∈ N is upper-semicontinuous;
(iii) the map Ψ has the following formal Taylor expansion
(2.1) Ψ(Z,Λ) =
∑
α∈NN
Pα(Λ,Λ)
(D(Λ1))sα(D(Λ1))rα
(Z − p)α,
where for every α ∈ NN , sα and rα are nonnegative integers, Pα and D are
polynomials in their arguments, Λ1 denotes the linear part of the jet Λ and
D(j10H) 6= 0 for every H ∈ F(M, p;M
′, p′).
To our knowledge, Theorem 2.1 is already new even in the case of real hypersurfaces
in CN . (For N = 2, Theorem 2.1 (i) with ℓp = 2 is one of the main results of [22].) On
the other hand, for CR manifolds of codimension bigger than one, only special cases of
Theorem 2.1 (including the Levi-nondegenerate case) were known as consequences of
the works in [47, 3].
As in §1, we also derive from Theorem 2.1 a Lie group structure on the stability
group of any essentially finite minimal real-analytic generic submanifold of CN .
Theorem 2.2. Let M be a real-analytic generic submanifold of CN that is essentially
finite and minimal at each of its points. Then for every p ∈ M there exists an integer
ℓp, depending upper-semicontinuously on p, such that the jet mapping
(2.2) jℓpp : Aut(M, p)→ G
ℓp
p,p(C
N)
is a continuous group homomorphism that is a homeomorphism onto a real-algebraic
Lie subgroup of G
ℓp
p,p(CN ).
Even in the case of real hypersurfaces M ⊂ CN which do not contain any complex
analytic subvariety of positive dimension with N ≥ 3, the fact that Aut(M, p) is a Lie
group was an open problem. Note also that the fact that the image of Aut(M, p) under
the jet mapping j
ℓp
p is a real-algebraic subgroup of G
ℓp
p,p(CN ) follows from the rational
dependence of the parametrization Ψ with respect to the jet Λ in Theorem 2.1 (iii) (see
§11), which is new even in the case N = 2. For submanifolds of higher codimension
only special cases of Theorem 2.2 were known from the works [47, 3]. We should point
out that even in these special cases the jet order ℓp given by our Theorem 2.2 can
be computed explicitly (from integer-valued biholomorphic invariants of (M, p)) and is
always smaller than the jet order required in the papers [47, 3]. For details on that
matter we refer the reader to §7.2–7.3. We would also like to recall that the statement
concerning the injectivity of the mapping given by (2.2) is also new by itself since a
choice of an upper-semicontinuous bound on the jet order required to get injectivity
does not follow from the work [5]. The following finite jet determination result for
compact real-analytic CR manifolds can be viewed as a higher codimensional version of
Theorem 1.3 and is a direct consequence of the possibility of an upper-semicontinuous
choice of ℓp.
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Theorem 2.3. Let M be a compact real-analytic CR submanifold of CN minimal at
each of its points. Then there is an integer k, depending only on M , such that for
every p ∈ M and for every real-analytic CR submanifold M ′ ⊂ CN with the same CR
dimension as that of M , smooth local CR diffeomorphisms mapping a neighbourhood of
p in M into M ′ are uniquely determined by their k-jets at p.
Let us explain now in some greater detail the main new difficulties faced in this paper
compared to previous related work. The first main ingredient of the proof of Theorem
2.1 relies on the full machinery of the Segre sets technique introduced by Baouendi,
Ebenfelt and Rothschild [4, 3]. In order to use such a tool one needs to show that every
local biholomorphism fixing a germ of a submanifold (M, p) (satisfying the conditions
of the theorem) as well as all its jets, when restricted to any Segre set attached to
p, is analytically parametrized (in a suitable manner) by its jet at p of some finite
precise order. However, in order to realize such a program, one immediately runs into
the problem of inverting certain families of parametrized maps with singularities in
multidimensional complex space, a phenomenon that does not appear in all previous
related work. Here the existence of such singularities comes directly from the high
Levi-degeneracy allowed for the submanifold M in Theorem 2.1. To overcome the
difficulty, we will be led to consider a precise type of linear and non-linear singular
analytic systems of equations near the origin in Cn. The most difficult type of singular
systems we end up with is of the form A(w(z)) = b(z) where A, b : (Cn, 0)→ (Cn, 0) are
germs of holomorphic maps with A = A(w) of generic rank n and one wants to solve
such a system for a biholomorphism w : (Cn, 0) → (Cn, 0); the solution(s) should, for
our application, preserve the dependence of b on arbitrary deformations, that is, any
continuous (resp. smooth, resp. holomorphic) perturbation of the term b should lead
to a solution w = w(z) that behaves in the same manner. Unfortunately, there is, to
our knowledge, no general theory to deal with this situation, so we have to develop our
own machinery to parametrize the invertible solutions of such singular systems.
Since our solution to the above problem may be of independent interest, we introduce
some notation which allows us to present it in a particularly simple manner. It is useful
here to work in the context of holomorphic maps of infinite dimensional complex vector
spaces. Let H(Cn, 0) be the space of germs of holomorphic maps H : (Cn, 0) → Cn,
n ≥ 1, endowed with the topology of uniform convergence on compact neighbourhoods
of the origin; here again, a sequence of germs of holomorphic maps (Hj) converges to
another such germ H if there exists a neighbourhood W of the origin in CN to which
all Hj extend holomorphically and such that Hj → H uniformly on W . With such a
topology, the space H(Cn, 0) carries the structure of an infinite dimensional topological
complex vector space being an inductive limit of Fre´chet spaces (see §5.1 for more
details). Let H(Cn, 0)0 be the subspace of elements of H(Cn, 0) preserving the origin
and Bn be the open subset of H(Cn, 0)0 consisting of the germs of biholomorphic maps
(preserving the origin).
Given any A ∈ H(Cn, 0), composition with A naturally yields a (holomorphic) map
A∗ : B
n → H(Cn, 0) given by A∗(u) := A ◦ u for u ∈ B
n. Our above mentioned
problem calls for the construction of a holomorphic “left inverse” to A∗, that is, a
holomorphic map Ψ: H(Cn, 0) → Bn satisfying Ψ(A∗u) = u. Here holomorphy of a
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map f : X ⊃ Ω → Y between locally convex topological complex vector spaces X, Y
with Ω open in X is understood in the sense of [20, Definition 3.16]: f is holomorphic
if it is continuous and its composition with any continuous linear functional on Y is
holomorphic along finite dimensional affine subspaces of X intersected with Ω.
Since the mapping A∗ is obviously not injective in general, there is of course no hope
to find such a left inverse. However, it was recently shown by the first author in [34]
that the holomorphic map A∗ × j
1
0 : B
n ∋ u 7→ (A∗(u), u
′(0)) ∈ H(Cn, 0) × GLn(C) is
injective when A is of generic rank n. (As usual, GLn(C) denotes the group of invertible
n×n matrices and j10u = u
′(0) the differential or 1-jet of u at the origin.) It thus makes
sense to try to find a left inverse to that latter map. Our solution provides such an
inverse that we also call parametrization.
Theorem 2.4. Let A : (Cn, 0)→ Cn be a germ of a holomorphic map of generic rank
n. Then there exists a holomorphic map Ψ: H(Cn, 0) × GLn(C) → B
n such that Ψ
satisfies Ψ(A∗u, u
′(0)) = u for all u ∈ Bn; furthermore, Ψ can be chosen so that it
satisfies j10 (Ψ(b, λ)) = λ for every b ∈ H(C
n, 0) and λ ∈ GLn(C).
This result provides us the necessary information about the structure of the invertible
solutions to the equation A(w) = b(z) and allows us to proceed with the construction of
the parametrization of the automorphism group of CR manifolds. The fact that we are
even able to parametrize the solutions of the above type of equations precisely by their
1-jets is one of the main reasons why we succeed in getting an upper-semicontinuous
dependence of the integer ℓp on p in Theorem 2.1. Another result in the spirit of
Theorem 2.4, for a certain kind of linear singular system that we also need is Proposition
6.3 which provides the parametrization of this type of equations. In both cases, we need
a very careful construction of such a parametrization (which in the case of Theorem 2.4 is
provided by the more precise Theorem 3.1) in order to prove statement (iii) of Theorem
2.1.
The paper is organized as follows. We start by providing the necessary background on
parametrization of non-linear singular systems in §3; the proof of the precise results in
that section and the proof of Theorem 2.4 are given in §4–§5 (following the development
of some necessary material on homogeneous polynomials in §4.1); we also include an
additional application of Theorem 2.4 in §5.2. In §6, we treat the necessary case of
a different (and simpler) type of singular systems, namely linear ones, following the
approach in the non-linear case.
After that, we proceed with the construction of the parametrization of the auto-
morphism group of CR manifolds. In §7 we introduce a class of real-analytic generic
submanifolds which is more general than the class of essentially finite ones. After dis-
cussing a few properties of this class of submanifolds and giving several examples, we
state the most general parametrization theorem of this paper (Theorem 7.3) which holds
for the stability group of any submanifold of the above mentioned class. The proof of
Theorem 7.3 is furnished in §8–§10 and is completed in §11, where we also prove all the
remaining theorems stated in §1–§2.
Remark 2.5 (Jet space notation). Jet spaces of various kinds will be encountered
frequently in this paper. For a complete discussion, we refer the interested reader to
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e.g. [25] or [11]. Here we will use the following notation: for positive integers n, k, l,
we denote by J l0(C
n,Ck) the jet space at the origin of order l of holomorphic mappings
from Cn to Ck. For a germ of a holomorphic map h : (Cn, 0) → Ck, we denote by jl0h
the l-jet of h at 0. If k = n, we simply write J l0(C
n) for J l0(C
n,Cn). The jet space
of holomorphic mappings (Cn, 0) → (Ck, 0) will be denoted by J l0,0(C
n,Ck), or simply
J l0,0(C
n) if n = k. We have already introduced above Gl0,0(C
n) as our notation for the
jet group of order l of biholomorphic mappings (Cn, 0)→ (Cn, 0).
Acknowledgements: The authors are grateful to the referee for a number of re-
marks improving the readability and the exposition of the paper.
3. Parametrizing invertible solutions of non-linear singular analytic
equations
We will derive Theorem 2.4 in §5 from the more precise result given in Theorem 3.1
below. For every Ck-valued (homogeneous polynomial) map f : Cn → Ck, and for any
bounded set F ⊂ Cn, we define
‖f‖F := max
1≤j≤k
sup
z∈F
|f j(z)|, f = (f 1, . . . , fk).
Theorem 3.1. Let A : (Cn, 0)→ Cn be a germ of a holomorphic map of generic rank
n. Then there exists an integer ℓ0 and for every integer ℓ > 0 polynomial mappings
pℓ : C
n × GLn(C) × J
ℓ0+ℓ
0 (C
n) → Cn, homogeneous of degree ℓ in their first variable,
and an integer κ(ℓ) such that for every germ of a holomorphic map b : (Cn, 0) → Cn,
if u : (Cn, 0) → (Cn, 0) is a germ of a biholomorphism satisfying A(u(z)) = b(z), then
necessarily
(3.1) uℓ(z) =
1
(det u′(0))κ(ℓ)
pℓ(z, u
′(0), jℓ0+ℓ0 b),
where u(z) =
∑
ℓ≥1 uℓ(z) is the decomposition of u into homogeneous C
n-valued polyno-
mials terms. Furthermore, the polynomial maps pℓ and the integers κ(ℓ) can be chosen
with the following two properties:
(i) for every germ of a holomorphic map b : (Cn, 0)→ Cn and for every λ ∈ GLn(C)
(3.2) p1(z, λ, j
ℓ0+1
0 b) = λz, and κ(1) = 0;
(ii) there exists a polydisc ∆ ⊂ Cn centered at the origin such that for every C > 0
and every compact subset L ⊂ GLn(C) there exists K > 0 such that for every
λ ∈ L and every germ of a holomorphic map b : (Cn, 0) → Cn written into
homogeneous terms b(z) =
∑
k≥0 bk(z) satisfying ‖bk‖∆ ≤ C
k for all k ∈ N, we
have for all ℓ ≥ 1
(3.3)
∥∥∥∥pℓ(·, λ, jℓ0+ℓ0 b)(det λ)κ(ℓ)
∥∥∥∥
∆
≤ Kℓ.
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As explained in §5, to every choice of polynomial mappings (pℓ) and integers (κ(ℓ))
satisfying the conclusion of Theorem 3.1, the map
(3.4) Ψ(b, λ) :=
∑
ℓ≥1
pℓ(·, λ, j
ℓ0+ℓ
0 b)
(det λ)κ(ℓ)
, b ∈ H(Cn, 0), λ ∈ GLn(C).
will be a holomorphic parametrization satisfying the conclusions of Theorem 2.4.
Let us add that it follows from the proof of Theorem 3.1 that we can choose κ(ℓ) = ℓ0ℓ.
However, the exact value of κ is not important for our purposes. If in Theorem 3.1 we
just consider formal maps A instead of holomorphic ones the above theorem remains
true in the formal category without the estimates in (ii). In fact, we have a formal
counterpart of the above theorem as follows. Consider a formal power series mapping
A as in Theorem 3.1 (not necessarily convergent) and the sets H(Cn, 0)f and B
n
f of C
n-
valued formal holomorphic maps and formal biholomorphic maps preserving the origin
respectively. For A as above, let (pℓ) and (κ(ℓ)) satisfy the conclusion of Theorem 3.1
(i). Then for every λ ∈ GLn(C) and every b ∈ H(C
N , 0)f , formula (3.4) defines a formal
power series mapping that belongs to Bnf and satisfies Ψ(A∗u, u
′(0)) = u for u ∈ Bnf . If
we consider b’s which are elements of R[[z]] for some algebra R over C, then we get that
Ψ(b, λ) ∈ R (λ) [[z]]. This means that the obtained parametrization Ψ also preserves
the dependence on parameters in a formal way.
As mentioned before, the obtained parametrization in Theorem 2.4 or Theorem 3.1
allows us to consider arbitrary perturbations on the right hand side of the singular sys-
tem. For the purposes of this paper, the dependence on holomorphic parameters given
in Corollary 3.2 below is crucial: the precise result can be derived from Theorem 3.1 and
Lemma 5.1, but we note that Corollary 3.2 (i) also follows directly from Theorem 2.4.
Corollary 3.2. Let A : (Cn, 0)→ Cn be a germ of a holomorphic map of generic rank
n, X a complex manifold, and b = b(z, ω) be a Cn-valued holomorphic map defined
on an open neighbourhood of {0} × X ⊂ Cn × X. Then there exists a holomorphic
map Γ = Γ(z, λ, ω) : Cn × GLn(C) × X → C
n, defined on an open neighbourhood Ω of
{0} × GLn(C) × X, such that if u : (C
n, 0) → (Cn, 0) is a germ of a biholomorphism
satisfying A(u(z)) = b(z, ω0) for some ω0 ∈ X, then necessarily u(z) = Γ(z, u
′(0), ω0).
Furthermore, the map Γ can be chosen with the following properties :
(i) for every (λ, ω) ∈ GLn(C)×X, Γ(0, λ, ω) = 0 and Γz(0, λ, ω) = λ;
(ii) if we write the Taylor expansions
Γ(z, λ, ω) =
∑
α∈Nn
Γα(λ, ω)z
α, b(z, ω) =
∑
α∈Nn
bα(ω)z
α,
then there exists an integer ℓ0 and for every α ∈ N
n nonnegative integers kα and
polynomial mappings pα : GLn(C)× J
ℓ0+|α|
0 (C
n)→ Cn such that
(3.5) Γα(λ, ω) =
pα(λ, (bβ(ω))|β|≤ℓ0+|α|)
(det λ)kα
.
An outline of the proof of Theorem 3.1 is as follows: First (in Lemma 4.5), we show
that we may assume that the lowest order homogeneous terms of A are generically
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independent. Such a reduction then allows us to linearize our initial system by con-
sidering homogeneous expansions of the power series involved in the system. By using
elementary linear algebra on vector spaces of homogeneous polynomials, one may then
conclude the formal part of the proof. However, for the last and more tedious part
of the proof, namely the convergence part (given by Theorem 3.1 (ii)), a more careful
analysis of the formal part is required in order to get the needed estimates, which are
obtained by using a majorant method.
Let us summarize the organization of the material in the following sections again: In
§4.1, we introduce the notation and collect all the necessary facts about homogeneous
polynomials needed for the proof of Theorem 3.1; a particular normalization of the
equations is discussed in §4.2 and the proof of Theorem 3.1 is completed in §4.3. In §5,
we show how to derive Theorem 2.4 from Theorem 3.1. §5.2 offers another application
of the above results which can be seen as the continuous version of Corollary 3.2. In
§6, we illustrate how the method of proof of Theorem 3.1 can be used to give a precise
result, which we also need, for the parametrization of solutions of other types of singular
systems (which are simpler, because they are linear). This section actually serves as
a guide to our proof of Theorem 3.1, the steps being followed in precisely the same
manner, but the technicalities involved are much easier to deal with. As a consequence,
the reader may like to start with that part before going through the details of the proof
of Theorem 3.1.
4. Proof of Theorem 3.1
4.1. Preliminary results about homogeneous polynomials. Let Pn,d be the vec-
tor space of homogeneous polynomials of degree d ≥ 0 in z = (z1, . . . , zn) ∈ C
n, n ≥ 1.
If n is fixed, we are dropping the n and simply write Pd. Given any positive integer m,
note that the space Pmd can be identified with the space of all homogeneous C
m-valued
polynomials maps of degree d. Given any bounded open set Ω ⊂ Cn containing the
origin, we are going to consider the following norms on the vector space Pd:
‖f‖1 :=
∑
|α|=k
|fα| , where f(z) =
∑
|α|=d
fαz
α,
‖f‖Ω := supz∈Ω |f(z)| .
Given (k1, . . . , km) ∈ N
m, we consider the following norms on the cartesian product
Pk1 × . . .×Pkm :
‖f‖1 := maxj=1,...,m
∥∥f j∥∥
1
, f = (f 1, . . . , fm), f j ∈ Pkj ,
‖f‖Ω := maxj=1,...,m
∥∥f j∥∥
Ω
, f = (f 1, . . . , fm), f j ∈ Pkj .
Let us first note the following fact:
Lemma 4.1. Let M = M(z) be a m×m matrix with holomorphic coefficients near the
origin in Cn, z = (z1, . . . , zn). Assume that detM 6≡ 0 (in any neighbourhood of 0) and
that for every j = 1, . . . , m, the j-th row of M is formed by homogeneous polynomials
of degree kj ≥ 0. Then there exists a bounded open set Ω ⊂ C
n containing the origin
and a constant C > 0, only depending on M , such that for every d ∈ N and for all
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k1, . . . , km there exists a linear operator B : Pk1+d× . . .×Pkm+d → P
m
d which is inverse
to matrix multiplication by M of norm at most C, that is B satisfies
(4.1)
‖Bs‖Ω ≤ C ‖s‖Ω , for all s ∈ Pk1+d × . . .×Pkm+d, and B(M · p) = p for all p ∈ P
m
d .
After a linear change of coordinates (normalizing detM in the zn-direction), we may
actually assume that Ω is a polydisc.
Proof. Let M̂(z) denote the transpose of the comatrix ofM(z) i.e. the matrix satisfying
M(z) · M̂(z) = M̂(z) ·M(z) = (detM(z)) Im,
where Im is the identity matrix. In particular, for any d ∈ N and for every p ∈ P
m
d we
have
(detM(z))p(z) = M̂(z) ·M(z) · p(z).
Since detM 6≡ 0, the Weierstrass division theorem (see e.g. [27]) implies that we can find
a linear change of coordinates (making the function detM zn-regular of order r ≥ 1)
and, in the new coordinates, a polydisc ∆ ⊂ Cn centered at the origin and a constant
C˜ (depending only on M) such that for any holomorphic function f holomorphic in a
neighborhood of ∆,
f = q detM + h,
where h is a unique polynomial in zn of degree < k, and q (the quotient) is a unique
holomorphic function in ∆ that satisfies ‖q‖∆ ≤ C˜‖f‖∆. We define the map B by
associating to s ∈ Pk1+d × . . . × Pkm+d the quotient given by Weierstrass division of
M̂(z) · s(z) by detM . It is easily checked that this is a homogeneous polynomial map
of degree d, and it satisfies ‖Bs‖∆ ≤ C˜
∥∥∥M̂s∥∥∥
∆
≤ C‖s‖∆, for some constant C > 0.
This proves (4.1) on the open set Ω which corresponds to the polydisc in the original
coordinates. 
In what follows we will make extensive use of Faa di Bruno’s formula, which will
be only needed for formal power series (so that we actually only use the multinomial
formula; we will still refer to it as Faa di Bruno’s formula). We give a statement in this
case (see e.g. [33]):
Proposition 4.2. Assume that f(t) =
∑
r art
r, g(x) =
∑
q bqx
q, and h(t) =
∑
s cst
s are
three complex-valued formal power series in one variable with c0 = 0 and f(t) = g(h(t)).
Then for every positive integer r, one has
(4.2) ar =
∑ q! bq
k1! . . . kr!
ck11 . . . c
kr
r ,
where q =
∑
1≤j≤r kj and the sum goes over all nonnegative integers k1, . . . , kr such that
k1 + 2k2 + · · ·+ rkr = r.
We now turn to some estimates for homogeneous parts of compositions of certain
types of formal power series mappings. We use the following notation for decomposing
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a formal power series mapping u = (u1, . . . , un) : (CN , 0) → (Cn, 0), N ≥ 1, in Taylor
series or into polynomial homogeneous terms :
(4.3) u(ζ) =
∑
α∈NN
uαζ
α =
∞∑
j=1
uj(ζ), uj(tζ) = t
juj(ζ) for all (t, ζ) ∈ C× C
N .
In other words, for every j ∈ N∗, uj ∈ (PN,j)
n. From time to time, we also use the
notation u|j to denote uj (especially when the expression of the power series mapping
u is long). For each component uk of u, we use an analogous notation for the decom-
position of uk into homogeneous terms. Note that for every polydisc ∆ ⊂ Cn centered
at the origin, we have
∥∥ukj∥∥∆ ≤ ‖uj‖∆ for every k = 1, . . . , n.
Given a homogeneous polynomial P ∈ Pn,d (of degree d ≥ 1) and a formal power series
mapping u : (CN , 0) → (Cn, 0), we want to estimate, for any j ∈ N∗, the homogeneous
part of order d + j − 1 of the composition P ◦ u which, in agreement with the former
notation, is denoted by (P ◦ u)d+j−1.
Lemma 4.3. Let P ∈ Pn,d and assume that u : (C
N , 0) → (Cn, 0) is a formal power
series mapping whose decomposition into homogeneous terms is given by (4.3), d ≥ 1.
Then for every polydisc ∆ centered at the origin in CN and every j ≥ 1, we have
(4.4) ‖(P ◦ u)d+j−1‖∆ ≤ ‖P‖1
∑ d!
k1! . . . kj!
‖u1‖
k1
∆ . . . ‖uj‖
kj
∆ ,
where the sum goes over all k1, . . . , kj such that k1 + 2k2 + · · · + jkj = d + j − 1 and
k1 + · · ·+ kj = d, and if j ≥ 2, we also have
(4.5) ‖(P ◦ u)d+j−1 − (P
′ ◦ u1) · uj‖∆ ≤ ‖P‖1
∑ d!
k1! . . . kj−1!
‖u1‖
k1
∆ . . . ‖uj−1‖
kj−1
∆ ,
where the sum goes over all k1, . . . , kj−1, such that k1+2k2+ · · ·+(j−1)kj−1 = d+j−1
and k1 + · · ·+ kj−1 = d. Here ((P
′ ◦ u1) · uj) is the homogeneous polynomial of degree
d+ j − 1 given by
∑n
ν=1
(
∂P
∂wν
◦ u1
)
uνj .
Proof. We set v(t) :=
∑
j∈N∗ ‖uj‖∆t
j ∈ C[[t]]. Writing P (w) :=
∑
|α|=d Pαw
α, we have
(P ◦ u)d+j−1(ζ) =
∑
α
Pα
[
(u1(ζ))α1 . . . (un(ζ))αn
]
|d+j−1
=
∑
α
Pα
∑
∑
δr,s=d+j−1
u1δ1,1 (ζ) . . . u
1
δ1,α1 (ζ)u
2
δ2,1 (ζ) . . . u
n
δn,αn (ζ)
Hence, taking the norms we get
‖(P ◦ u)d+j−1‖∆ = maxζ∈∆
|(P ◦ u)d+j−1(ζ)|
≤
∑
α
|Pα|
∑
∑
δr,s=d+j−1
∥∥u1δ1,1∥∥∆ . . .∥∥u1δ1,α1∥∥∆∥∥u2δ2,1∥∥∆ . . . ‖unδn,αn‖∆
≤
∑
α
|Pα|
∑
∑
δr,s=d+j−1
‖uδ1,1‖∆ . . . ‖uδ1,α1‖∆‖uδ2,1‖∆ . . . ‖uδn,αn‖∆
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But since the length of every multiindex α ∈ NN is exactly d, we get
‖(P ◦ u)d+j−1‖∆ ≤
∑
α
|Pα|
∑
k1+···+kd=d+j−1
‖uk1‖∆ . . . ‖ukd‖∆
≤ ‖P‖1
∑
k1+···+kd=d+j−1
‖uk1‖∆ . . . ‖ukd‖∆
≤ ‖P‖1
1
(d+ j − 1)!
[
dd+j−1
dtd+j−1
(v(t))d
]∣∣∣∣∣
t=0
≤ ‖P‖1
∑ d!
k1! . . . kj !
‖u1‖
k1
∆ . . . ‖uj‖
kj
∆ ,
the last sum goes over all k1, . . . , kj such that k1 + 2k2 + · · · + jkj = d + j − 1 and
k1 + · · ·+ kj = d, by Proposition 4.2. So we have proved (4.4).
The proof of the second estimate (4.5) is similar to what was done above for (4.4).
Indeed note that one has
(4.6) (P ◦ u)d+j−1(ζ)− (P
′(u1(ζ))) · uj(ζ) =∑
α
Pα
∑
∑
δr,s=d+j−1
1≤δr,s≤j−1
u1δ1,1 (ζ) . . . u
1
δ1,α1 (ζ)u
2
δ2,1 (ζ) . . . u
n
δn,αn (ζ).
Hence following the previous estimates, we get
‖(P ◦ u)d+j−1 − (P
′ ◦ u1) · uj‖∆ ≤ ‖P‖1
∑
k1+···+kd=d+j−1
1≤kν<j
‖uk1‖∆ . . . ‖ukd‖∆
≤ ‖P‖1
∑ d!
m1! . . .mj−1!
‖u1‖
m1
∆ . . . ‖uj−1‖
mj−1
∆ ,
the last sum going over all nonnegative m1, . . . , mj−1 such that m1 + 2m2 + · · ·+ (j −
1)mj−1 = d+ j− 1 and m1+ · · ·+mj−1 = d. The proof of Lemma 4.3 is complete. 
We will also need the following lemma, which, although a bit technical, is crucial for
our treatment.
Lemma 4.4. Let s ∈ N∗, a > 0, R > 0, C > 0, D > 0 and γ1 > 0. Define γ0 = 0, and
for l ≥ 2,
(4.7) Dγl :=
∑ (s+ d)!
k1! . . . kl−1!
Radγk11 . . . γ
kl−1
l−1 + C
l+s−1;
the sum is over all nonnegative integers k1, . . . , kl−1 satisfying
∑
1≤ν≤l−1 kν ≥ s and
k1 + 2k2 + · · ·+ (l − 1)kl−1 = s + l − 1, and we set s + d := k1 + · · ·+ kl−1. Then the
(formal) power series
∑
l≥0 γlt
l converges in a neighbourhood of 0.
Proof. We are going to show that Lemma 4.4 is a consequence of Proposition 4.2. For
this, we consider the following analytic equation where the unknown is a complex-valued
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formal power series ϕ(t) in one variable :
(4.8) (Rsγs−11 +D)t
s−1ϕ(t)− (R(s− 1)γs1 + γ1D)t
s −
∑
l>s
C ltl =
Rϕ(t)s
1− aϕ(t)
,
We claim that there exists a unique formal power series solution ϕ(t) satisfying (4.8)
with ϕ(0) = 0 and ϕ′(0) = γ1. For this, set ϕ(t) :=
∑
l≥0 γlt
l and note that to prove
the claim it suffices to show that (4.8) holds for a uniquely determined choice of the
coefficients γl, l ≥ 2. This can be checked by comparing homogeneous terms of the
same order on both sides of (4.8). We first note that homogeneous terms of order s on
both sides of (4.8) are identical. For m ≥ 2, the homogeneous term of order m+ s− 1
in the left hand side of (4.8) is given by(
(Rsγs−11 +D)γm + C
m+s−1
)
tm+s−1
while on the right hand side such a term is of the form
(4.9)
(
Rsγs−11 γm +Qm(γ1, . . . , γm−1)
)
tm+s−1,
for some polynomial Qm. Hence (4.8) is satisfied by ϕ(t) if and only if for every m ≥ 2,
Dγm = Qm(γ1, . . . , γm−1)− C
m+s which shows the existence of a unique formal power
series solution. Next, setting ψ(t) := ϕ(t)/t and
F (x, t) := (Rsγs−11 +D)x− (R(s− 1)γ
s
1 + γ1D)−
∑
l>s
C ltl−s −
Rxs
1− atx
,
it follows from (4.8) that ψ satisfies the equation F (ψ(t), t) = 0. Since F is convergent
and
∂F
∂x
(γ1, 0) = D 6= 0, from the implicit function theorem we get the convergence of
ψ and hence that of ϕ. (We take the opportunity here to thank an anonymous referee
for providing us a simple proof of the convergence of ϕ.) To complete the proof of the
lemma, we are left to check that the coefficients γl, l ≥ 2, satisfy (4.7). For this, we
want a more precise formula for the coefficient given in (4.9). To the right hand side of
(4.8), we apply Faa di Bruno’s formula (Proposition 4.2) with
h(t) = ϕ(t), g(x) =
Rxs
1− ax
,
to obtain that
(4.10) (Rsγs−11 +D)γm − C
m+s−1 =
∑
k1,...,km
(k + d)!
k1! . . . km!
Rad γk11 . . . γ
km
m
where the sum goes over all nonnegative integers k1, . . . , km such that k1+ . . .+km ≥ s,∑
1≤j≤m jkj = s + m − 1 and where s + d :=
∑
1≤j≤m kj. (Indeed, one easily checks
that since g ◦ h vanishes to order k, the km+j in (4.2) for 1 ≤ j ≤ s − 1 vanish, so we
don’t have to write them.) Moreover, in view of (4.9), the term on the right hand side
of (4.10) containing γm corresponds to k1 = s − 1, k2 = 0, . . . , km−1 = 0, and km = 1,
so that it is equal to Rsγs−11 γm. Hence, (4.10) gives (4.7). The proof of Lemma 4.4 is
complete. 
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4.2. Reducing the initial system to a simpler one. Let
A(w) =
(
A1(w), . . . , An(w)
)
be a Cn-valued holomorphic map defined a neighbourhood of the origin in Cn. With-
out loss of generality, we may assume that A(0) = 0. We decompose each Aj into
homogeneous polynomials
(4.11) Aj(w) =
∑
k>kj
Ajk(w), A
j
k(tw) = t
kAkj (w), for all (t, w) ∈ C× C
n.
We will write Aν =
(
A1k1+1+ν , . . . , A
n
kn+1+ν
)
for all ν ∈ N. The first problem we have
to face before proceeding to the proof of Theorem 3.1 is due to the fact that even if A
is of generic full rank, its lowest order homogeneous terms need not be, in general, of
full rank too. This difficulty will be overcome by using the following trick contained in
[34]. For the reader’s convenience, we recall the proof.
Lemma 4.5. Let A be as above and assume that A is generically of full rank. Then there
exists a polynomial map P : (Cn, 0) → (Cn, 0) with the property that the holomorphic
map B : (Cn, 0)→ (Cn, 0) given by B(w) := P (A(w)) has its lowest order homogeneous
terms B0(w) of generic full rank.
Proof. In what follows, for any local holomorphic map h : (Cn, 0)→ (Cn, 0), we denote
by h′(w) its Jacobian matrix at the point w.
Let e be the order of vanishing of detA′(w). We define D = e −
∑
1≤j≤n kj . Then
clearly A satisfies detA′0 6= 0 if and only if D = 0. If D = 0 we are, therefore,
done and hence we may assume that detA′0 = 0. In this case, the polynomials A
j
kj+1
for j = 1, . . . , n are algebraically dependent over C (see e. g. [26]), that is, there ex-
ists a nonzero polynomial p ∈ C[x1, . . . xn] such that p(A
1
k1+1
, . . . , Ankn+1) = 0. Since
each Ajkj+1 is homogeneous of degree kj + 1, we may choose p to be weighted homo-
geneous (where xj has weight kj + 1) of lowest possible degree f . This means that
p(x1, . . . , xn) =
∑
α∈Nn cαx
α with α1(k1 + 1) + . . . + αn(kn + 1) = f and therefore for
all t ∈ C, p(tk1+1x1, . . . , t
kn+1xn) = t
fp(x1, . . . , xn). Without loss of generality, we may
also assume that px1 is nonzero. We now consider the map A˜ : (C
n, 0)→ (Cn, 0) given
by A˜1 = p(A), A˜j = Aj , j > 1 and claim that for this map, the associated number D˜ is
strictly smaller than that associated to A, namely D. Indeed, first note that we have
det A˜′(w) = px1(A
1(w), . . . , An(w)) · detA′(w).
Moreover, by our choice of p, the order of vanishing of px1(A
1, . . . , An) is exactly f −
(k1+1) and, therefore, the order of vanishing of det A˜
′ is e+f−(k1+1). For j = 1, . . . , n,
denote by k˜j+1 the order of vanishing of A˜
j . Then by our choice of p, one has k˜1+1 > f
while k˜j = kj for j > 1. Thus we obtain D˜ = e + f − (k1 + 1) − k˜1 −
∑
1<j≤n kj <
e−
∑
1≤j≤n kj = D, proving the claim. This in turn means that after a finite number of
these procedures, we get at a map B satisfying the property claimed in the Lemma. 
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4.3. Completion of the proof. By Lemma 4.5, there exists a polynomial map P : Cn →
Cn (vanishing at the origin) such that B(w) = P (A(w)) has lowest order homogeneous
terms B0(w) of generic full rank n. Now note that if we have proved Theorem 3.1 for
B, then Theorem 3.1 easily also holds for A. So we may assume that the lowest order
terms of A, denoted as above by A0(w) = A0(w
1, . . . , wn), are generically independent.
Furthermore, by taking every Aj as defined in (4.11) to some appropriate power, we
may assume that k1 = · · · = kn =: ℓ0 ≥ 0. In addition, since after a linear change
of coordinates w˜ = (w˜1, . . . , w˜n) = Lw, detA0 may be normalized in the w˜
n direc-
tion, we claim that we may assume that such a property already holds in the original
w-coordinates. Indeed, if in the w˜-coordinates we have found a parametrization Ψ as
given in (3.4) whose homogeneous parts satisfy all the conditions of Theorem 3.1, then
it suffices to set ψ(b, λ) := L−1 ·Ψ(b,L·λ) for (b, λ) ∈ H(CN , 0)×GLn(C) to get the right
parametrization (whose homogeneous parts satisfy all the requirements of Theorem 3.1)
in the original w-coordinates. This proves the claim.
After all these reductions, we may start with the formal part of the proof and first
construct a sequence p˜ℓ : C
n × J ℓ0+ℓ0 (C
n) → Cn of polynomial maps, ℓ ≥ 1, such that
for every germ of a holomorphic map b : (Cn, 0)→ Cn if there exists a biholomorphism
u : (Cn, 0) → (Cn, 0) with u′(0) being the identity and A(u(z)) = b(z), then uℓ(z) =
p˜ℓ(z, j
ℓ0+ℓ
0 b) for all ℓ ≥ 1. Here we recall that uℓ denotes the homogeneous part of order
ℓ of u. In what follows we also use the notation θ(z)|ℓ to denote the homogeneous
part of order ℓ of a formal power series θ. Moreover, for every k ∈ N∗, we introduce
coordinates Λk = (Λα)|α|≤k, α ∈ N
n, in the jet space Jk0 (C
n) associated to a choice of
coordinates z = (z1, . . . , zn) in C
n. By Lemma 4.1, we may choose for each integer
ℓ ≥ 2 a linear map Bℓ : P
n
ℓ0+ℓ
→ Pnℓ , which is a left inverse to multiplication by A
′
0. We
set p˜1(z) := z and define inductively the p˜ℓ, ℓ ≥ 2, as follows
(4.12)

p˜ℓ(z,Λ
ℓ0+ℓ) :=Bℓ
 ∑
|α|=ℓ0+ℓ
Λα
α!
zα − A(P ℓ−1(z,Λℓ0+ℓ−1))|ℓ0+ℓ
 ,
P ℓ−1(z,Λℓ0+ℓ−1) :=
∑
1≤k≤ℓ−1
p˜k(z,Λ
ℓ0+k).
It is easy to see that we also have
(4.13) p˜ℓ(z,Λ
ℓ0+ℓ) = Bℓ
 ∑
|α|=ℓ0+ℓ
Λα
α!
zα −
ℓ−1∑
ν=0
Aν(P
ℓ−1(z,Λℓ0+ℓ−1))|ℓ0+ℓ

for ℓ ≥ 2, and hence by induction from (4.13) and (4.12) that the p˜ℓ are indeed poly-
nomial mappings of their arguments and homogeneous of degree ℓ in their first fac-
tor. Now assume that b : (Cn, 0) → Cn is a germ of a holomorphic map and that
u : (Cn, 0) → (Cn, 0) is a germ of a biholomorphism satisfying A(u(z)) = b(z) with
u′(0) being the identity. We claim that for every ℓ ≥ 1, ul(z) = p˜(z, j
ℓ0+ℓ
0 b). First note
that u1 = p˜1. Suppose now that for ℓ ≥ 2, we have uk(z) = p˜k(z, j
ℓ0+k
0 b) for k < ℓ and
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set Uℓ(z) =
∑
1≤k≤ℓ uℓ(z). We then have
(4.14)
bℓ0+ℓ(z) = A(u(z))|ℓ0+ℓ
=
ℓ−1∑
ν=0
Aν(u(z))|ℓ0+ℓ
=
ℓ−1∑
ν=0
Aν(Uℓ(z))|ℓ0+ℓ.
Noticing that A0(Uℓ(z))|ℓ0+ℓ = A
′
0(z)·uℓ(z)+A0(Uℓ−1(z))|ℓ0+ℓ and that for 1 ≤ ν ≤ ℓ−1,
Aν(Uℓ(z))|ℓ0+ℓ = Aν(Uℓ−1(z))|ℓ0+ℓ, we obtain that
(4.15) bℓ0+ℓ(z) = A
′
0(z) · uℓ(z) +
ℓ−1∑
ν=1
Aν(Uℓ−1(z))|ℓ0+ℓ,
and since uk(z) = p˜k(z, j
ℓ0+k
0 b) for k < ℓ by assumption, we get
A′0(z) · uℓ(z) = bℓ0+ℓ(z)−
ℓ−1∑
ν=0
Aν(P
ℓ−1(z, jℓ0+ℓ−10 b))|ℓ0+ℓ,
i.e.
(4.16) uℓ = Bℓ
(
bℓ0+ℓ(·)−
ℓ−1∑
ν=0
Aν(P
ℓ−1(·, jℓ0+ℓ−10 b))|ℓ0+ℓ
)
.
and consequently uℓ(z) = p˜ℓ(z, j
ℓ0+ℓ
0 b). This proves the claim.
We are now going to prove the convergence statement for the p˜ℓ. In this context, this
means that there exists a polydisc ∆ ⊂ Cn centered at the origin such that given any
C > 0, there exists K > 0 such that whenever b : (Cn, 0)→ Cn is a germ of holomorphic
satisfying ‖bk‖∆ ≤ C
k for all k ∈ N where b(z) =
∑
k≥0 bk(z) is the decomposition of
b into homogeneous terms, then
∥∥p˜ℓ(·, jℓ0+ℓ0 b)∥∥∆ ≤ Kℓ for all ℓ ∈ N. Let ∆ = Ω ⊂ Cn
be the polydisc given by Lemma 4.1 and D > 0 also given by the same lemma (and
depending only on A′0) such that the norm of each linear map Bℓ : P
n
ℓ0+ℓ
→ Pnℓ does
not exceed 1/D, for all ℓ ≥ 2. Let b be as above satisfying ‖bk‖∆ ≤ C
k for all k ∈ N.
In what follows we assume b to be fixed and then suppress the dependence on b when
writing p˜ℓ and P
ℓ−1. Since A is convergent, there exist R > 0 and a > 0 such that
‖Aj‖1 ≤ Ra
j for all j ∈ N. We also set m0 := ℓ0 + 1 ≥ 1. Let ℓ ≥ 2. By (4.16), we
have
(4.17) ‖p˜ℓ‖∆ ≤ D
−1
(
‖bℓ0+ℓ‖∆ +
∥∥(A0 ◦ P ℓ−1)|ℓ0+ℓ∥∥∆ +
∥∥∥∥∥
ℓ−1∑
ν=1
(Aν ◦ P
ℓ−1)|ℓ0+ℓ
∥∥∥∥∥
∆
)
.
Since A0(P
ℓ(z))|ℓ0+ℓ = A
′
0(z) · p˜ℓ(z) + A0(P
ℓ−1(z)), (4.17) implies
(4.18)
‖p˜ℓ‖∆ ≤ D
−1
(
Cℓ0+ℓ +
∥∥(A0 ◦ P l)|ℓ0+ℓ −A′0 · p˜ℓ∥∥∆ +
∥∥∥∥∥
ℓ−1∑
ν=1
(Aν ◦ P
ℓ−1)|ℓ0+ℓ
∥∥∥∥∥
∆
)
.
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Applying (4.4) and (4.5) of Lemma 4.3 in our context and using the fact that p˜1(z) = z
yields
(4.19)
‖p˜ℓ‖∆ ≤ D
−1
(
Cℓ0+ℓ +
∑ (m0 + d)!
k1! . . . kℓ−1!
‖Ad‖1‖p˜1‖
k1
∆ . . . ‖p˜ℓ−1‖
kℓ−1
∆
)
≤ D−1
(
Cm0+ℓ−1 +
∑ (m0 + d)!
k1! . . . kℓ−1!
Rad‖p˜1‖
k1
∆ . . . ‖p˜ℓ−1‖
kℓ−1
∆
)
,
where k1+· · ·+kℓ−1 = m0+d and the sum goes over all nonnegative integers k1, . . . , kℓ−1
with
∑
1≤j≤ℓ−1 jkj = m0 + ℓ− 1. We shall now use Lemma 4.4 with γ1 := ‖p˜1‖∆ (that
is independent of b), R, a, C, D as above and s = m0 = ℓ0+1. Let (γℓ)ℓ≥0 be given by
Lemma 4.4 and associated to the above data. We claim that for all ℓ ≥ 1, ‖p˜ℓ‖∆ ≤ γℓ.
Indeed, by construction this is the case for ℓ = 1. Let us assume, therefore, that
‖p˜k‖∆ ≤ γk for k < ℓ. Then (4.19) and (4.7) imply that
(4.20) ‖p˜ℓ‖∆ ≤ D
−1
(
Cm0+ℓ−1 +
∑ (m0 + d)!
k1! . . . kℓ−1!
Radγ1
k1 . . . γ
kℓ−1
ℓ−1
)
= γℓ,
which proves the claim by induction. Since the series
∑
γkt
k converges by Lemma 4.4,
we see that there exists K > 0 such that ‖p˜ℓ‖∆ ≤ K
ℓ for ℓ ∈ N∗.
We shall now construct the pℓ from the p˜ℓ for all ℓ ≥ 1. For any linear map N : C
n →
Cn and for every positive integer k we denote by Nk∗ : J
k
0 (C
n) → Jk0 (C
n) the (unique
linear) map satisfying jk0 (f ◦ N) = N
k
∗ (j
k
0f) for every formal power series mapping
f : (Cn, 0) → Cn. (Note that by identifying jets of order k with Taylor polynomials of
degree k, one may also view the mapping Nk∗ as acting on such polynomials.) For every
ℓ ≥ 1 and every (z, λ,Λℓ0+ℓ) ∈ Cn × GLn(C)× J
ℓ0+ℓ
0 (C
n), we set
(4.21) rℓ(z, λ,Λ
ℓ0+ℓ) := p˜ℓ(λz, (λ
−1)ℓ0+ℓ∗ (Λ
ℓ0+ℓ)).
It is easy to see that each rℓ is a homogeneous polynomial map of degree ℓ in z,
whose components are rational functions of the other variables. In fact, even more
can be said: by Cramer’s rule we see that there exists a nonnegative integer κ(ℓ)
such that (det λ)κ(ℓ)rℓ(z, λ,Λ
ℓ0+ℓ) =: pℓ(z, λ,Λ
ℓ0+ℓ) is a polynomial in all its variables.
Note that r1(z, λ,Λ
ℓ0+1) = λz by construction which proves (3.2). Moreover, for every
germ of a holomorphic map b : (Cn, 0) → Cn, we claim that if u : (Cn, 0) → (Cn) is a
germ of a biholomorphism satisfying A(u(z)) = b(z), then necessarily for every ℓ ≥ 1,
uℓ(z) = rℓ(z, u
′(0), jℓ0+ℓ0 b). Indeed, set λ := u
′(0), and note that v(z) := u(λ−1z) is
a biholomorphism tangent to the identity which satisfies A(v(z)) = b(λ−1z). Hence
for every ℓ ≥ 1, the homogeneous part of order ℓ of v denoted vℓ satisfies vℓ(z) =
p˜ℓ(z, j
ℓ0+ℓ
0 (b ◦ λ
−1)) = p˜ℓ(z, (λ
−1)ℓ0+ℓ∗ (j
ℓ0+ℓ
0 b)) and therefore v(λz) = u(z) implies that
uℓ(z) = p˜ℓ(λz, (λ
−1)ℓ0+ℓ∗ (j
ℓ0+ℓ
0 b)) which is the required conclusion in view of (4.21). To
complete the proof of Theorem 3.1, it remains to check the convergence statement for
the rℓ. So let ∆ ⊂ C
n be the polydisc given above and L ⊂ GLn(C) be a given compact
subset. Let C > 0 and b : (Cn, 0) → Cn be a germ of holomorphic map satisfying
‖bk‖∆ ≤ C
k for all k ∈ N. Since there exists C1 > 0 such that ‖λ
−1‖ ≤ C1 for all
λ ∈ L and since (λ−1)k∗(bk) is the homogeneous part of order k of b ◦ λ
−1, we have∥∥(λ−1)k∗(bk)∥∥∆ ≤ ‖bk‖C1∆ where C1∆ is the polydisc of multiradius C1ρ if ρ is the
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multiradius of ∆. Using the homogeneity of each bk we therefore get
∥∥(λ−1)k∗(bk)∥∥∆ ≤
Ck1‖bk‖∆ ≤ C
k
1C
k =: C˜k, for all λ ∈ L and b as above. Hence ‖(b ◦ λ−1)|k‖∆ ≤ C˜
k for
all k ∈ N and by the first part of the proof, there exists K˜ > 0 such that∥∥p˜ℓ(·, jℓ+ℓ00 (b ◦ λ−1))∥∥∆ = ∥∥p˜ℓ(·, (λ−1)ℓ+ℓ0∗ (jℓ+ℓ00 b))∥∥∆ ≤ K˜ℓ.
Furthermore there exists C2 > 0 such that ‖λ‖ ≤ C2 for all λ ∈ L, so we have∥∥rℓ(·, λ, jℓ0+ℓ0 b)∥∥∆ = ∥∥p˜ℓ(λ·, (λ−1)ℓ+ℓ0∗ (jℓ+ℓ00 b))∥∥∆
≤
∥∥p˜ℓ(·, (λ−1)ℓ+ℓ0∗ (jℓ+ℓ00 b))∥∥C2∆
≤ Cℓ2
∥∥p˜ℓ(·, (λ−1)ℓ+ℓ0∗ (jℓ+ℓ00 b))∥∥∆ ≤ Kℓ,
where K = K˜C2. The proof of Theorem 3.1 is complete.
5. Proof of Theorem 2.4
5.1. Holomorphy of Ψ(b, λ). To each fixed choice of polynomial mappings (pℓ) and
integers (κ(ℓ)) satisfying the conclusions of Theorem 3.1, we consider the associated map
Ψ: H(CN , 0) × GLn(C) → B
n given in (3.4) and we show here that Ψ is holomorphic
furnishing the proof of Theorem 2.4. Here we recall that holomorphy of a map f : X ⊃
Ω→ Y between locally convex topological complex vector spacesX, Y with Ω open inX
means that f is holomorphic if it is continuous and its composition with any continuous
linear functional on Y is holomorphic along finite dimensional affine subspaces of X
intersected with Ω (this last property being called Gaˆteaux-holomorphy). Note that the
fact that Ψ takes its values indeed in Bn follows from Theorem 3.1 and the following
well-known elementary fact.
Lemma 5.1. Let φ = φ(z) be a formal power series in z = (z1, . . . , zn). Consider the
decomposition of φ into homogeneous polynomial terms and in Taylor series φ(z) =∑
k≥0 φk(z) =
∑
α∈Nn φαz
α. Then the following are equivalent:
(i) φ is convergent;
(ii) There exists C > 0 such that for all α ∈ Nn, |φα| ≤ C
|α|;
(iii) There exists a polydisc ∆ ⊂ Cn centered at the origin and D > 0 such that for
every positive integer k, ‖φk‖∆ ≤ D
k;
(iv) For every polydisc ∆ ⊂ Cn centered at the origin, there exists K > 0 such that
for every positive integer k, ‖φk‖∆ ≤ K
k.
All the power series φ satisfying either of the inequalities in (ii), (iii) and (iv) have the
property that their region of convergence contains some neighbourhood of the origin only
depending on C or D or K, respectively.
For r > 0, we let H(Cn, 0)r be the Fre´chet space of holomorphic maps b : ∆r →
C
n, where ∆r = {z ∈ C
n : |zj| < r for all j}, endowed with the topology of uniform
convergence on compacts subsets of ∆r. It is in our case generated by the seminorms
∀f = (f 1, . . . , fn) ∈ H(Cn, 0)r, ‖f‖s = max1≤j≤n
sup
z∈∆s
|f j(z)|, s < r,
If we choose a sequence rj > 0 converging monotonely to 0, the space H(C
n, 0) is
a locally convex space which is the inductive limit of the sequence of Fre´chet spaces
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H(Cn, 0)rj , or, equivalently, of the Banach spaces H
∞(∆rj )
n. We denote by H(Cn, 0)0r
(resp. H(Cn, 0)0) the closed subspace of H(Cn, 0)r (resp. of H(C
n, 0)) consisting of
those elements preserving the origin. We also let Bnr be the open subset of H(C
n, 0)0r
consisting of those maps b satisfying det b′(0) 6= 0. For each r > 0, we have a continuous
linear injection ιr : H(C
n, 0)r → H(C
n, 0), through which we identify H(Cn, 0)r with
a subspace of H(Cn, 0). Note though that the image of ιr in H(C
n, 0)s is not closed
for s < r; hence, H(Cn, 0) is not a strict inductive limit of the spaces H(Cn, 0)rj .
However, in our setting, the inclusion mappings for the inductive limit are compact (by
Montel’s Theorem). For this special case of an inductive limit some powerful results
from functional analysis are available; the main one is that this inductive limit is regular
(cited as Fact 1 below, which implies Fact 3) and that the topology induced on it as
an inductive limit of locally convex spaces agrees with the topology induced on it as an
inductive limit of topological spaces (this implies Fact 2 below). In what follows, when
we identify subsets of H(Cn, 0)r (resp. of H(C
n, 0)0r) as subsets of H(C
n, 0) (resp. of
H(Cn, 0)0), we always use the canonical embedding. These results can be found in e.g.
[24, §23, p. 132] or [32, p. 26-27] (and in this particular setting seem to originate from
work by e Silva [40] and Raikov [38]). For the convenience of the reader, we summarize
the facts we are going to use so we can refer to them later:
Fact 1: [24, 2.2. Satz, p. 136] A subset B ⊂ H(Cn, 0) is bounded if and only if there
exists r > 0 such that B ⊂ H(Cn, 0)r and B is bounded in H(C
n, 0)r.
Fact 2: A mapping f : H(Cn, 0) → Y , where Y is a topological space, is continuous if
and only if it is sequentially continuous.
Fact 3: [24, 2.10. Korollar 3, p.139] A sequence (yn) converges to y in H(C
n, 0) if
and only if there exists an r > 0 such that yj, y ∈ H(C
n, 0)r and the sequence
converges there.
Fact 2 is an immediate consequence of Fact 1, Fact 3 and the fact that H(CN , 0)r
is Fre´chet and thus metrizable. We can now prove the following result concerning the
parametrization Ψ, which essentially reduces the study of Ψ as a map between spaces
of germs to that of a map between the Fre´chet spaces.
Lemma 5.2. With the assumptions of Theorem 3.1 and in the above mentioned setting,
let Ψ: H(Cn, 0) × GLn(C) → B
n be the operator given by (3.4). Then there exists a
family (VR)R>0, where for each R > 0, VR is an open subset of H(C
n, 0)R, satisfying
the following properties:
(i) for any given bounded set B ⊂ H(Cn, 0), there exists S = S(B) > 0 such that
B ⊂ VS;
(ii) for every R > 0 and for each relatively compact open subset Ω ⊂ GLn(C) there
exists an R˜ > 0 such that
Ψ|VR×Ω : VR × Ω→ B
n
R˜
⊂ H(Cn, 0)R˜
is holomorphic.
Proof. For every R > 0, let VR be defined by
VR = {b ∈ H(C
n, 0)R : ‖b− b(0)‖R/2 < 1, ‖b(0)‖R/2 <
1
R
}.
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This is clearly an open subset of H(Cn, 0)R. From the usual Cauchy estimates together
with Fact 1, it is easy to see that every bounded set is contained in a set VR for some
R > 0.
Next, for every R > 0, by the Cauchy estimates, we easily have
∀b ∈ VR, ∀d ∈ N
∗, ‖bd‖R/2 ≤
(
nR
2
)d (
and ‖b0‖R/2 <
1
R
)
.
(Recall here that bd is the homogeneous part of order d of b.) By Theorem 3.1 (ii)
(which holds automatically for all polydiscs centered at the origin), there exists K > 0
(depending on R) such that
‖Ψ(b, λ)|d‖R/2 ≤ K
d, ∀b ∈ VR, ∀λ ∈ Ω, ∀d ∈ N
∗.
Choosing R˜ ≤ R/4K, we see that for each (b, λ) ∈ VR × Ω, we have
(5.1) ‖Ψ(b, λ)‖R˜ ≤ 1,
and Ψ(b, λ) ∈ H(Cn, 0)R˜. Moreover, setting Ψ
k(b, λ) :=
∑
ℓ≤kΨ(b, λ)|ℓ for every k ≥ 1
and (b, λ) ∈ VR × Ω, we have by the above choices that (Ψ
k) converges uniformly to Ψ
in HR˜ i.e. that for all r ≤ R˜, sup(b,λ)∈VR×Ω
∥∥Ψk(b, λ)−Ψ(b, λ)∥∥
r
→ 0 when k → +∞.
Denote by Mn(C) be the space of n × n matrices and let E ⊂ H(C
n, 0)R ×Mn(C)
be any affine subspace and L : H(Cn, 0)R˜ → C be any continuous linear functional.
In view of the explicit form of the Ψk given by Theorem 3.1, we see that L ◦ Ψk is
clearly holomorphic (and rational) along E ∩ (VR × Ω), and since L ◦ Ψ
k uniformly
converges to L ◦Ψ on VR×Ω, it follows that L ◦Ψ is holomorphic along E ∩ (VR×Ω).
Hence, Ψ|VR×Ω : VR × Ω → H(C
n, 0)R˜ is Gaˆteaux-holomorphic. To conclude that it is
holomorphic, it remains to check that it is continuous. In fact, in view of [20, Example
3.8(g)], since H(Cn, 0)R is metrizable, we need only to show that for each continuous
linear functional L : H(Cn, 0)R˜ → C the map L ◦ Ψ is holomorphic. Since this latter is
already Gaˆteaux-holomorphic, in view of [20, Proposition 3.7] it is enough to show that
L ◦Ψ is bounded on VR×Ω. Since Ψ(VR×Ω) is clearly a bounded set in H(C
n, 0)R˜ in
view of (5.1), we reach the desired conclusion. The proof of the lemma is complete. 
Completion of the proof of Theorem 2.4. It is now not difficult to derive Theorem 2.4
from Lemma 5.2. Firstly, it follows from the lemma that Ψ: H(Cn, 0)×GLn(C)→ B
n ⊂
H(Cn, 0) is Gaˆteaux-holomorphic. It remains therefore to check that Ψ is continuous
(between the right topological spaces). But Lemma 5.2 together with Fact 2 and Fact
3 from above implies that Ψ is indeed continuous: If (yn) ⊂ H(C
n, 0) × GLn(C) is a
convergent sequence with limit y, there exists R > 0 and a relatively compact open set
Ω ⊂ GLn(C) such that (yn) ⊂ VR × Ω (and y ∈ VR × Ω). The lemma then implies that
Ψ(yn)→ Ψ(y) and we are done. 
5.2. A further application of Theorems 2.4 and 3.1. We want here to give the
following continuous version of Corollary 3.2.
Theorem 5.3. Let A : (Cn, 0)→ Cn be a germ of a holomorphic map of generic rank
n, X a topological space and b = b(z, ω) be a Cn-valued continuous map defined on an
open neighbourhood V of {0} ×X ⊂ Cn ×X such that
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(1) z 7→ b(z, ω) is holomorphic on Vω = {z ∈ C
n : (z, ω) ∈ V } for each ω ∈ X;
(2) For each compact set K ⊂ Cn and for every point ω ∈ X with K × {ω} ⊂ V
there exists an open neighbourhood U of ω such that b is defined and uniformely
bounded on K × U (this is satisfied if e.g. every point in X has a compact
neighbourhood basis).
Then there exists a continuous map Γ = Γ(z, λ, ω) : Cn×GLn(C)×X → C
n, defined on
an open neighbourhood Ω of {0}×GLn(C)×X (and holomorphic in the first two factors)
such that if u : (Cn, 0) → (Cn, 0) is a germ of a biholomorphism satisfying A(u(z)) =
b(z, ω0) for some ω0 ∈ X, then necessarily u(z) = Γ(z, u
′(0), ω0). Furthermore, the map
Γ has the properties (i) and (ii) given in Corollary 3.2.
Proof. We define the neighbourhood Ω in the following way: For each point ω ∈ X we
choose subsets of the form ∆R×U , where U and R are small enough so that for ω ∈ U ,
b(·, ω) ∈ VR (with the notation of §5). We claim that this is possible by Assumption (2):
indeed, start by finding a neighbourhood U0 of ω and an R0 > 0 such that such that b
is defined on ∆R0 × U0. Choose an R1 < R0 and consider the compact set ∂∆R1 ⊂ C
n.
By assumption, there exists a neighbourhood U1 ⊂ U0 of ω such that ‖b(·, ω)‖∂∆R1
≤ C
for some constant C, for all ω ∈ U1. The Cauchy estimates imply that
‖bα(0, ω)‖ ≤
C
R
|α|
1
, ω ∈ U1.
From these estimates it is clear that if we choose 0 < R < R1 small enough, the desired
claim follows.
Next, for every relatively compact open set W ⊂ GLn(C) we may choose by Lemma
5.2 an R˜ > 0 such that Ψ(b, λ) ∈ H(Cn, 0)R˜ for every (b, λ) ∈ VR ×W . We let Ω be
the union of the open sets ∆R˜ ×W × U , as ω ranges over X . The mapping Γ is then
defined by
Γ(z, λ, ω) = Ψ(b(·, ω), λ)(z).
We will check that Γ is continuous by checking that it is continuous on sets of the form
∆R˜ ×W × U . To do that, we will show the following two facts: firstly, the mapping
ω 7→ b(·, ω) is continuous from U to H(Cn, 0)R; and secondly, the evaluation mapping
(f, z) 7→ f(z) is holomorphic from H(Cn, 0)R˜ ×∆R˜ to C
n. These both follow from our
assumptions using the Cauchy formula for polydiscs, as we will show; combining all
these facts we get the result.
Let us start with the proof of the first claim. Let ω ∈ X and U(= Uω) be as in the
above construction of Ω. We check that ω 7→ b(·, ω), as a map from U to H(Cn, 0)R, is
continuous at every point ω0 ∈ U . Let ǫ > 0 and 0 < r < R. We need to show that
there exists a neighbourhood Uǫ of ω0 such that for ω ∈ U ,
‖b(·, ω)− b(·, ω0)‖r < ǫ.
We choose s with r < s < R. By assumption (2), there exists a neighbourhood V ⊂ U
of ω0 such that b is bounded on ∂∆s × V . The function
ρ(ω) =
∫
∂∆s
‖b(z, ω)− b(z, ω0)‖ d|z|
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is continuous on V , and ρ(ω0) = 0. The Cauchy formula implies that
b(z, ω)− b(z, ω0) =
1
(2πi)n
∫
∂∆s
b(ζ, ω)− b(ζ, ω0)
ζ − z
dζ, z ∈ ∆r, ω ∈ V.
Estimating, we get
‖b(·, ω)− b(·, ω0)‖r ≤
1
(2π)n
(s− r)−nρ(ω),
and the desired estimate follows.
The proof of the second claim is similar to what we did for proving the holomorphy
of the solution mapping in §5. It is clear that the evaluation mapping is holomorphic
along finite dimensional affine subspaces. To complete the proof, we just have to show
that the mapping is locally bounded. We leave it to the reader to check that this latter
fact also follows from the Cauchy formula. The proof of the corollary is, therefore,
complete. 
6. Results for linear singular analytic systems
We consider here linear systems of the form Θ(z) · w = b(z), w ∈ Cm, where Θ(z) is
a m×m matrix with holomorphic coefficients near the origin in Cn, of generic rank m,
and b : (Cn, 0) → Cm is a germ of a holomorphic map. We are interested in getting a
holomorphic parametrization of all solutions w = w(z) of such systems, as well as other
systems that are variations of the original one. In fact, for such systems and contrary
to the nonlinear case, there is a unique potential obvious holomorphic solution of the
system; such a solution has to be the quotient of the Weierstrass division of Θ̂ · b by
detΘ, where Θ̂ denotes the transpose of the comatrix of Θ as in the proof of Lemma 4.1.
By analyzing the proof of the Weierstrass division theorem, it is very likely that such
a quotient would be a suitable parametrization of the system satisfying the required
conditions of Proposition 6.1 below.
Since we were not able to find in the literature the precise result given by Propo-
sition 6.1 below, we choose instead to follow the approach developed in the previous
section (for the non-linear case) to get the parametrization needed for our purposes
here. The obtained parametrization may be a priori different from the one given by
Weierstrass division, since the algorithm proposed here to compute the parametrization
is different from the algorithm given by Weierstrass division. In what follows we keep
the notation defined in previous sections.
We start with the following:
Proposition 6.1. Let Θ be a m × m matrix with holomorphic coefficients near the
origin in Cn, m,n ≥ 1, such that Θ is of generic rank m. Then there exists ℓ0 ∈ N
and for every nonnegative integer ℓ polynomial mappings qℓ : C
n×J ℓ0+ℓ0 (C
n,Cm)→ Cm
homogeneous of degree ℓ in their first variable such that for every germ of a holomorphic
map b : (Cn, 0) → Cm, if u : (Cn, 0) → Cm is a germ of holomorphic map satisfying
Θ(z) · u(z) = b(z), then for every ℓ ≥ 0, uℓ(z) = qℓ(z, j
ℓ0+ℓ
0 b), where uℓ denotes the
homogeneous part of order ℓ of u. Furthermore, the qℓ can be chosen in such a way
that there exists a polydisc ∆ ⊂ Cn centered at the origin for which the following holds:
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For all C > 0 there exists K > 0 with the property that whenever b : (Cn, 0) → Cm
is germ of a holomorphic map written into homogeneous terms b(z) =
∑
k≥0 bk(z) and
satisfying ‖bk‖∆ ≤ C
k for all k ∈ N, then
∥∥qk(·, jℓ0+ℓ0 b)∥∥∆ ≤ Kk for all k ∈ N.
The proof of Proposition 6.1 following our algorithm is given in §6.1. For our pur-
poses, in addition to the preceding result, we need also the following refined version
as well as a version with parameters given by Proposition 6.3 below which follows
immediately from Lemma 5.1 and Proposition 6.2.
Proposition 6.2. Let Θ be a m × m matrix with holomorphic coefficients near the
origin in Cn, m,n ≥ 1, such that Θ is of generic rank m. Then there exists ℓ0 ∈ N and
for every ℓ ∈ N nonnegative integers k(ℓ) and polynomial mappings pℓ : C
n×J ℓ0+ℓ0 (C
n)×
J ℓ0+ℓ0 (C
n,Cm)→ Cm homogeneous of degree ℓ in their first variable such that for every
germ of a holomorphic map b : (Cn, 0) → Cm and every germ of a biholomorphic map
c : (Cn, 0) → (Cn, 0), if u : (Cn, 0) → Cm is a germ of holomorphic map satisfying
Θ(c(z)) · u(z) = b(z), then for every ℓ ≥ 0,
uℓ(z) =
pℓ(z, j
ℓ0+ℓ
0 c, j
ℓ0+ℓ
0 b)
(det j10c)
k(ℓ)
,
where uℓ denotes the homogeneous part of order ℓ of u. Furthermore, the pℓ can be
chosen in such a way that there exists a polydisc ∆ ⊂ Cn centered at the origin for which
the following holds: For all C > 0 and any compact subset L ⊂ GLn(C) there exists
D > 0 with the property that whenever b : (Cn, 0)→ Cm is germ of a holomorphic map
and c : (Cn, 0) → (Cn, 0) is a germ of a bihomorphism (both written into homogeneous
terms b(z) =
∑
k≥0 bk(z), c(z) =
∑
k≥0 ck(z)) satisfying ‖bk‖∆ ≤ C
k, ‖ck‖∆ ≤ C
k, for
all k ∈ N, and c1 ∈ L, then for every positive integer ℓ,∥∥∥∥pℓ(·, jℓ0+ℓ0 c, jℓ0+ℓ0 b)(det j10c)k(ℓ)
∥∥∥∥
∆
≤ Dℓ.
Proposition 6.3. Let Θ be a m × m matrix with holomorphic coefficients near the
origin in Cn, m,n ≥ 1, such that Θ is of generic rank m. Let X be a complex manifold,
and assume that c : Cn ×X → Cn and b : Cn ×X → Cm are holomorphic maps defined
on some neighbourhood of {0} ×X. Assume that c satisfies
c(0, ω) = 0, det cz(0, ω) 6= 0, for every ω ∈ X.
Then there exists a holomorphic map Γ: Cn × X → Cm defined on a neighbourhood
of {0} × X such that if u : (Cn, 0) → Cm is a germ of a holomorphic map satisfying
Θ(c(z, ω0)) · u(z) = b(z, ω0) for some ω0 ∈ X, then u(z) = Γ(z, ω0). Furthermore, if we
write the Taylor expansions
b(z, ω) =
∑
α∈Nn
bα(ω)z
α, c(z, ω) =
∑
α∈Nn
cα(ω)z
α,
then there exists an integer ℓ0 and for every α ∈ N
n nonnegative integers kα and poly-
nomial mappings pα : J
ℓ0+|α|
0 (C
n,Cm)× J
ℓ0+|α|
0 (C
n)→ Cn such that
(6.1) Γ(z, ω) =
∑
α∈Nn
pα((bβ(ω), cβ(ω))|β|≤ℓ0+|α|)
(det cz(0, ω))kα
zα.
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The proof of Proposition 6.2 is given in §6.2.
6.1. Proof of Proposition 6.1.
6.1.1. Reducing the linear singular system to a simpler one. A process similar to that
used in §4.2 is done to bring the original m × m matrix Θ to another which has a
convenient form. Given our m × m matrix Θ(z) with holomorphic coefficients near
the origin in Cn, for each j = 1, . . . , m we write Θj(z) for its j-th row and decompose
the rows into homogeneous terms as Θj(z) =
∑
kj≤k
Θjk(z) where Θ
j
k is a homogeneous
polynomial map Cn → Cm of degree k. For ν ∈ N, we define Θν to be the m × m
matrix whose j-th row is given by Θjkj+ν . Hence the j-th row of Θν is a homogeneous
polynomial map of degree kj+ν. We say that Θ0 is the matrix formed from Θ by taking
its lowest order homogeneous terms. We have the following reduction, analogous to that
done in Lemma 4.5.
Lemma 6.4. Let Θ(z) be a m×m matrix with holomorphic coefficients near the origin
in Cn and assume that Θ is generically of full rank. Then there exists a m×m matrix
Q(z) of polynomials such that N(z) := Q(z) ·Θ(z) has the property that the matrix N0
formed from N by taking the lowest order homogeneous terms in each row is generically
of full rank.
Proof. Let e be the order of vanishing (at the origin) of detΘ and define D := e −∑
1≤j≤m kj . First note that detΘ0 is nonzero if and only if D = 0. In case D = 0,
we are therefore done. Hence we may assume that D > 0. We claim that there is
an m × m matrix Q(1)(z) of polynomials such that if we denote k˜j the lowest order
homogeneous in the jth row of the matrix Θ˜(z) := Q(1)(z)Θ(z) and if we denote by
e˜ the order of vanishing of det Θ˜, then D˜ := e˜ −
∑
1≤j≤m is strictly smaller than D.
Indeed, if detΘ0 = 0, there exist polynomials p1, . . . , pm ∈ C[z] not all identically zero
such that
(6.2) p1Θ
1
k1 + · · ·+ pmΘ
m
km = 0.
Moreover, since each Θjkj is homogeneous of degree kj , we may choose each polynomial
pj to be homogeneous of degree δ − kj for some positive integer δ. Without loss of
generality, we may also assume that that p1 6= 0. Define
Q(1) :=

p1 p2 . . . pm
0 1 . . . 0
. . .
0 . . . 1
 ,
so that the order of vanishing of det Θ˜ is e+δ−k1 since det Θ˜ = p1 detΘ. Note that for
j = 2, . . . , m, k˜j = k+j and that it follows from (6.2) that the lowest order homogeneous
term of Θ˜1 is of order k˜1 > δ. Hence D˜ = e+ δ−k1−
∑
1≤j≤m k˜j < e−
∑
1≤j≤m kj = D.
This proves the claim. Therefore, after a finite number of these procedures, we arrive
at a matrix N satisfying the property claimed in the lemma. 
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6.1.2. Completion of the proof of Proposition 6.1. Let Θ0 be as defined in 6.1.1. By
Lemma 6.4, there exists a m × m matrix Q(z) of polynomials such that the matrix
N0(z) formed from N(z) := Q(z) ·Θ(z) by taking the lowest order homogeneous terms
in each row is generically of full rank. Now observe that if we prove Proposition 6.1 for
the matrix N the result easily follows for the original matrix Θ. So we may assume in
what follows that the matrix Θ0 is generically of full rank. Furthermore, by multiplying
the rows with appropriate homogeneous polynomials, we may assume that the rows of
Θ0 are homogeneous of the same degree, say ℓ0 ≥ 0. By Lemma 4.1, we may choose a
polydisc ∆ centered at the origin and a constant D > 0 and for all ℓ ≥ 0 a left inverse
Bℓ to the operator given by multiplication with Θ0 (which takes P
m
ℓ to P
m
ℓ0+ℓ
), and
which has norm at most D−1 (when Pmℓ and P
m
ℓ0+ℓ
are equipped with ‖·‖∆). We define
inductively the polynomials maps (qℓ)ℓ≥0 as follows:
(6.3)

q0(Λ
ℓ0) := B0
(∑
|α|=ℓ0
Λα
α!
zα
)
,
qℓ(z,Λ
ℓ0+ℓ) := Bℓ
(∑
|α|=ℓ0+ℓ
Λα
α!
zα −
ℓ−1∑
j=0
Θℓ−j(z) · qj(z,Λ
ℓ0+j)
)
, ℓ ≥ 1.
It is easy to show by induction on ℓ that each pℓ : C
n × J ℓ0+ℓ0 (C
n,Cm) → Cm is a
polynomial map that is homogeneous of degree ℓ in its first variable z. We claim that
given a germ of a holomorphic map b : (Cn, 0)→ Cm if u : (Cn, 0)→ Cm is a germ of a
holomorphic map satisfying
(6.4) Θ(z) · u(z) = b(z),
then necessarily uℓ(z) = qℓ(z, j
ℓ0+ℓ
0 b). Indeed first note that by considering homogeneous
terms of order ℓ0 in (6.4), we get Θ0(z) ·u0(z) = bℓ0(z) and hence u0(z) = q0(j
ℓ0
0 b). Now
assume that uk(z) = qk(z, j
ℓ0+k
0 b) for all k < ℓ. Considering homogeneous terms of
order ℓ+ ℓ0 in (6.4), we obtain
Θ0(z) · uℓ(z) +
ℓ∑
ν=1
Θν(z) · uℓ−ν(z) = bℓ0+ℓ(z),
which easily gives the required conclusion by the induction assumption.
The convergence statement can now be derived by a similar but much simpler argu-
ment as in the proof of Theorem 3.1. Indeed, let C > 0 and let b : (Cn, 0) → Cm be a
germ of holomorphic map satisfying ‖bk‖∆ ≤ C
k for all k ∈ N where b(z) =
∑
k≥0 bk(z)
is the decomposition of b into homogeneous terms; without loss of generality we may
assume that ℓ0 > 0. Since Θ is convergent, there exists a > 0 such that ‖Θj‖∆ ≤ a
j.
We first claim that for any σ0 ≥ 0, the series ϕ(t) :=
∑
j∈N σjt
j converges in a neigh-
bourhood of 0, where σj is defined for j ≥ 1 by
(6.5) Dσj =
∑
k<j
aj−kσk + C
j+ℓ0.
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This follows from the fact that ϕ(t) is a solution of the equation
Dϕ(t)−Dσ0 =
at
1− at
ϕ(t) +
tCℓ0+1
1− Ct
.
Now, we set σ0 := C
ℓ0D−1 and (σj)j≥1 as given by (6.5). Then by using (6.3) and (6.5)
it is easy to show by induction that for all ℓ ∈ N,
∥∥qℓ(·, jℓ0+ℓ0 b)∥∥∆ ≤ σℓ. Since∑j≥0 σjtj
is convergent, there exists K > 0 (independent of b) such that σℓ ≤ K
ℓ for all ℓ ∈ N.
This completes the proof of Proposition 6.1.
6.2. Proof of Proposition 6.2. Actually, this proposition is a simple consequence of
Proposition 6.1 and the inverse function Theorem. We will, of course, need a version of
the latter which is compatible with the desired estimates. So we first turn to this. The
reader will notice that the results we derive here are by no means new. Nevertheless
we think it is important to put the proofs of the precise desired results here. We first
have the following lemma.
Lemma 6.5. For every positive integer ℓ, there exist a polynomial map ρℓ : C
n ×
J ℓ0(C
n) → Cn, homogeneous of degree ℓ in its first variable, such that for any germ
of a biholomorphic map c : (Cn, 0) → (Cn, 0) written into homogeneous terms c(z) =∑
j≥1 cj(z) is given by
c−1(z) =
∑
ℓ>0
ρℓ(z, j
ℓ
0c)
(det c1)ℓ
.
Furthermore, there exists a polydisc ∆ ⊂ Cn centered at the origin such that for any
C > 0 and any compact subset L ⊂ GLn(C) there exists K > 0 such that for every
c : (Cn, 0)→ (Cn, 0) as above satisfying c1 ∈ L and ‖ck‖∆ ≤ C
k for every k ∈ N∗, then
for every ℓ ∈ N∗ ∥∥∥∥ρℓ(·, jℓ0c)(det c1)ℓ
∥∥∥∥
∆
≤ Kℓ.
Proof. We set ρ̂1(z,Λ
1) := (Λ1)−1 · z and define the polynomials ρℓ, ℓ ≥ 2, inductively
as follows (here we use again the notation uℓ(z) = u(z)|ℓ):
(6.6)
ρ̂ℓ(z,Λℓ) := −(Λ1)−1
(∑
1<j≤d
∑
|α|=j
Λα
α!
(
(Rℓ−1(z,Λℓ−1))α
)
|ℓ
)
,
Rℓ−1(z,Λℓ−1) :=
∑
1≤ν≤ℓ−1 ρ̂ν(z,Λ
|ν|).
It is easy to see that for every ℓ ≥ 1, ρℓ(z,Λ
ℓ) := (det c1)
ℓ ρ̂ℓ(z,Λ
ℓ) satisfies the required
conditions of Lemma 6.5. It remains therefore to check the estimates for the ρ̂ℓ. So let
∆ be the unit polydisc in Cn, L a compact subset of GLn(C), C > 0 and suppose that
c : (Cn, 0) → (Cn, 0) is a germ of a biholomorphic map satisfying ‖ck‖∆ ≤ C
k for all
k > 0. We set
A := min
λ∈L
1
‖λ−1‖
, B1 := max
λ∈L
∥∥λ−1∥∥ .
(Here, as in Lemma 4.1, the matrix norm is adapted to the maximum norm on Cn.)
Let C˜ > 0 (independent of c) such that ‖cj‖1 ≤ C˜
j for all j > 0. Consider the
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one-dimensional equation
(6.7) Aφ(t)−
C˜2φ(t)2
1− C˜φ(t)
= AB1t,
It is then easy to check that (6.7) has a unique convergent solution
φ(t) =
∑
ℓ>0
Bℓ t
ℓ
vanishing at the origin, which furthermore satisfies Bℓ > 0 for all ℓ > 0. Moreover,
Proposition 4.2 implies that the Bℓ satisfy the following relation for ℓ ≥ 2:
(6.8) ABℓ =
∑ d!Cd
k1! . . . kℓ−1!
Bk11 . . . B
kℓ−1
ℓ−1 ,
where d = k1+· · ·+kℓ−1 ≥ 2, and the sum goes over all nonnegative integers k1, . . . , kℓ−1
with k1 + 2k2 + · · ·+ (ℓ− 1)kℓ−1 = ℓ. We claim that for all ℓ ≥ 1,
∥∥ρ̂ℓ(·, jℓ0c)∥∥∆ ≤ Bj.
For ℓ = 1 this is clear by the choice of B1 and the definition of ρ̂1. Suppose now that∥∥ρ̂d(·, jd0c)∥∥∆ ≤ Bd for d < ℓ. Using (6.6) and Lemma 4.3, we get the following estimates∥∥ρ̂ℓ(·, jℓ0c)∥∥∆ ≤ ∥∥c−11 ∥∥
∥∥∥∥∥ ∑
1<j≤ℓ
(
cj(R
ℓ−1(z, jℓ−10 c))
)
|ℓ
∥∥∥∥∥
∆
≤
∥∥c−11 ∥∥ ∑
2≤j≤ℓ
j!
k1 . . . kℓ−1!
‖cj‖1‖ρ̂1‖
k1
∆ . . . ‖ρ̂ℓ−1‖
kℓ−1
∆
where j = k1 + · · ·+ kℓ−1, and the sum goes over all nonnegative integers k1, . . . , kℓ−1
with k1+2k2+ · · ·+ (ℓ− 1)kℓ−1 = ℓ. Hence, by (6.8) and the induction assumption we
get ∥∥ρ̂ℓ(·, jℓ0c)∥∥∆ ≤ ∥∥c−11 ∥∥ ∑
2≤j≤ℓ
j!
k1 . . . kℓ−1!
CdBk11 . . . B
kℓ−1
ℓ−1
=
∥∥c−11 ∥∥ABℓ ≤ Bℓ,
by our choice of A, which proves the claim and also completes the proof of the lemma.

Remark 6.6. Note that Lemma 6.5 also holds for every polydisc ∆ ⊂ Cn centered at
the origin.
We also need the following lemma about the composition of analytic functions with
estimates.
Lemma 6.7. Let K > 0 and assume that ∆ ⊂ CN and ∆′ ⊂ Cn are polydiscs centered
at 0. There exists C > 0 such that whenever f : (Cn, 0)→ Cm and g : (CN , 0)→ (Cn, 0)
are germs of holomorphic mappings written into homogeneous terms f =
∑
j≥0 fj,
g =
∑
j≥1 gj and satisfying ‖gj‖∆ ≤ K
j and ‖fj‖∆′ ≤ K
j for every positive integer j,
then the composition h = f ◦ g =
∑
j≥0 hj satisfies ‖hj‖∆ ≤ C
j for j > 0.
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Before we begin with the proof, let us point out that there are easier proofs for
this lemma than the one we give; we prefer to give a proof using majorization by a
conveniently chosen power series because this ties in nicely with the proofs of the other
convergence estimates given before.
Proof. We use the geometric sum to compute
(6.9)
K1
Kt
1−Kt
1−K1
Kt
1−Kt
=
K1Kt
1−K(1 +K1)t
=
∑
j>0
K1K
j(1 +K1)
j−1tj .
Now choose K1 large enough (depending only on K and ∆
′) so that ‖fj‖1 ≤ K
j
1 for all
j > 0, for all f satisfying ‖fj‖∆′ ≤ K
j . We claim that ‖hj‖∆ ≤ K1K
j(1 +K1)
j−1 for
j > 0. This is proved using Lemma 4.3 and Faa di Bruno’s formula (Proposition 4.2).
For every j > 0, we have the following estimates:
‖hj‖∆ ≤
j∑
d=1
‖(fd ◦ g)|j‖∆
≤
∑ d! ‖fd‖1
k1! . . . kj!
‖g1‖
k1
∆ . . . ‖gj‖
kj
∆ ,
where d = k1 + . . . + kj ≥ 1 and the sum goes over all nonnegative integers k1, . . . , kj
such that k1 + 2k2 + . . .+ jkj = j. Using (6.9), we get
‖hj‖∆ ≤
∑ d!Kd1
k1! . . . kj!
Kk1+2k2+...jkj
= K1K
j(1 +K1)
j−1.
Setting C := K(1 +K1) yields the desired result. 
Completion of the proof of Proposition 6.2. We can now prove Proposition 6.2. Let ℓ0
given by Proposition 6.2 and for every k ∈ N, let qk be the polynomial map given by
the same proposition. Define for every nonnegative integer ℓ the map p˜ℓ by setting
(6.10) p˜ℓ(z, j
ℓ+ℓ0
0 c, j
ℓ+ℓ0
0 b) =
(∑
k∈N
qk(c(z), j
ℓ+ℓ0
0 (b ◦ c
−1))
)
|ℓ,
for all germs of holomorphic maps b and c as in Proposition 6.2, where, as used before,
the notation |ℓ on the right hand side of (6.10) denotes the homogeneous part of order
ℓ of the corresponding power series mapping. It is clear from Lemma 6.5 and the chain
rule that for every ℓ ∈ N, there exists k(ℓ) ∈ N such that for every b and c as above we
have
(det j10c)
k(ℓ) p˜ℓ(z, j
ℓ+ℓ0
0 c, j
ℓ+ℓ0
0 b) =: pℓ(z, j
ℓ+ℓ0
0 c, j
ℓ+ℓ0
0 b)
for some polynomial map satisfying the required properties. Finally, we leave the reader
to check that the needed estimates follow from the estimates given in Lemma 6.5 and
Lemma 6.7 and from Remark 6.6. The proof of Proposition 6.2 is complete. 
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Remark 6.8. Let H(Cn,Cm) be the topological vector space of germs of holomor-
phic maps (Cn, 0) → Cm (endowed with the topology of uniform convergence on
compact neighbourhoods of the origin in Cn) and Θ = Θ(z) be a m × m matrix
with entries in H(Cn,C) with Θ of generic rank m. Define the holomorphic map
Θ∗ : B
n × H(Cn,Cm) → Bn × H(Cn,Cm) by setting Θ∗(c, u) = (c, (Θ ◦ c) · u) for all
u ∈ H(Cn,Cm) and c ∈ Bn. Then we leave to the reader to check that, following the
lines of the proof of Theorem 2.4 given in §5, the statement given by Proposition 6.2
yields the existence of a holomorphic left inverse Φ: Bn×H(Cn,Cm)→ Bn×H(Cn,Cm)
to the map Θ∗.
7. A class of real-analytic generic submanifolds
We introduce here a class of real-analytic generic submanifolds, more general than the
class of essentially finite generic submanifolds, and state the most general parametriza-
tion theorem of this paper (Theorem 7.3) for such a class; all the results stated in §2
will then follow from that theorem. We also discuss a few properties of this class of
manifolds, compare it to some well-known other ones and also give several examples of
manifolds in this class that are not essentially finite.
7.1. Nondegeneracy conditions for real-analytic generic submanifolds. We
start by introducing a nondegeneracy condition for real-analytic CR submanifolds of
CN and then compare it to some well-known ones. For more background concerning
CR structures we refer the reader e.g. to the books [4, 10].
Let (M, p) be a germ of a real-analytic generic submanifold of CN i.e. satisfying
TpM + J(TpM) = TpC
N where J is the complex structure map of CN and TpM (resp.
TpC
N) denotes the tangent space of M (resp. of CN) at p. Let n and d be respectively
the CR dimension and the codimension of the manifold M so that N = n + d. Let
ρ = (ρ1, . . . , ρd) be a real-analytic vector valued defining equation for M in some neigh-
bourhood U of p in CN satisfying ∂ρ1 ∧ . . . ∧ ∂ρd 6= 0 in U . For every point q ∈ C
N
sufficiently close to p, recall that the Segre variety attached to q is the n-dimensional
complex submanifold of CN given by
Sq := {Z ∈ U : ρ(Z, q) = 0},
where the original real-analytic map ρ has been complexified and U may have been
shrinked so that ρ(Z, ζ) is now convergent on U ×U . On the other hand, the complex-
ification of M is the germ through the point (p, p¯) ∈ C2N of the 2n + d-dimensional
complex submanifold of C2N given by
(7.1) M := {(Z, ζ) ∈ (C2N , (p, p¯)) : ρ(Z, ζ) = 0}.
Here and throughout the paper, given any holomorphic map η defined on some open
subset Ω of Ckt and given any point a ∈ Ω, we denote by {t ∈ (C
k, a) : η(t) = 0} the
germ at a of the complex-analytic set {t ∈ Ω : η(t) = 0}.
For every integer k and for u ∈ CN , let Ek,nu (C
N) be the jet space of order k at q of
n-dimensional complex submanifolds of CN passing through u. Then ∪u∈CNE
k,n
u (C
N)
carries a natural fiber bundle structure over CN . Following [19, 8], for every q ∈ M
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sufficiently close to p, we consider the antiholomorphic map πkq defined as follows:
(7.2) πkq : Sq → E
k,n
q (C
N), πkq (ξ) = j
k
qSξ,
where jkqSξ denotes the k-jet at q of the submanifold Sξ (see e.g. [25]).
Definition 7.1. We say that the germ (M, p) belongs to the class C if the antiholo-
morphic map πkp is of generic rank n for k large enough (or equivalently, is generically
immersive for k large enough).
For a germ (M, p) ∈ C, we denote by κM(p) the smallest integer k for which the
map πkp is of generic rank n. Clearly, the integer κM(p) is a biholomorphic invariant
attached to the germ (M, p). Furthermore, for q ∈M sufficiently close to p, we see that,
shrinking the neighbourhood U if necessary, that Sq depends anti-holomorphically on q
(i.e. can be parametrized by a holomorphic map depending anti-holomorphically on q;
see e.g. §7.3 below for more details if needed). By unique continuation it follows that if
(M, p) ∈ C, then the map π
κM (p)
q is still generically immersive for q ∈ M close enough to
p i.e. that (M, q) is in C. Hence, there exists a neighbourhood V of p inM such that κM
is well defined on V and from the definition we have that κM is upper-semicontinuous.
It is interesting to compare the above local open condition with other well-known
ones. We recall the following nondegeneracy conditions for a germ (M, p) of a real-
analytic generic submanifold of CN :
(I) the submanifold M is Levi-nondegenerate at p if the map π1p is an immersion at
p;
(II) the submanifold M is said to be finitely nondegenerate at p if the map πkp is an
immersion at p for k sufficiently large; in this case,M is said be kp-nondegenerate
at p if kp is the smallest k for which the above condition holds (see [7, 4]).
(III) the submanifold M is said to be essentially finite at p if the antiholomorphic
map πkp is finite for k large enough; in this case, the smallest of such k’s is called
the essential type of M at p and denoted esstypeM(p) (see [8]).
(IV) the submanifold M is said to be holomorphically nondegenerate at p (in the
sense of Stanton [41]) if for a generic point q ∈M sufficiently close to p the anti-
holomorphic map πkq is generically immersive for k large enough. (Equivalently,
for a generic point q ∈M sufficiently close to p, (M, q) ∈ C.)
The definition of holomorphic nondegeneracy given in (IV) does not correspond here to
the original one but it is not difficult to show by using Stanton’s criterion of holomorphic
nondegeneracy (see Proposition 7.6 below) that it is in fact equivalent to the original
one. It is well-known that (I)⇒(II)⇒(III)⇒(IV) (but converses do not hold). It is
also clear from the above definitions that if (M, p) ∈ C then (M, p) is holomorphically
nondegenerate and that if (M, p) is essentially finite then (M, p) ∈ C. Hence, the
essentially finite submanifolds form one general subclass of submanifolds that are in
the class C. Another subclass of the class C that is worth to point out consists of those
germs (M, p) of generic real-analytic submanifolds that are rigid and holomorphically
nondegenerate (see §7.3 for the definition and details). We summarize the above in the
following:
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Proposition 7.2. Consider the following conditions on a germ (M, p) of a real-analytic
generic submanifold of CN :
(i) (M, p) is essentially finite;
(ii) (M, p) does not contain any nontrivial complex analytic subvariety;
(iii) (M, p) is rigid and holomorphically nondegenerate.
If (M, p) satisfies one of the above three conditions then (M, p) ∈ C.
In §7.3, we shall provide the reader with an elementary example of a germ of a sub-
manifold belonging to the class C that is not essentially finite nor rigid holomorphically
nondegenerate and also give a more explicit criterion (Proposition 7.5) that allows one
to decide when a given germ of a submanifold is in C or not.
Another nondegeneracy condition on a germ (M, p) we also need to recall is the
minimality condition due to Tumanov [43]: (M, p) is called minimal if there is no
proper CR submanifold S ⊂M passing through p with the same CR dimension as that
of M . As is well-known (see [4]), for real-analytic generic submanifolds, this condition
is equivalent to the finite type condition of Kohn [31] and Bloom-Graham [9] on the
CR vector fields of M .
7.2. The main result of the paper. The most general parametrization theorem we
shall prove in this paper is the following.
Theorem 7.3. Let M be a real-analytic generic submanifold of CN of codimension
d. Let p ∈ M and assume that (M, p) is minimal and belongs to the class C and set
ℓp := (d + 1)κM(p). Then there exists an open subset Ω ⊂ C
N × G
ℓp
p,p(CN) and a real-
analytic map Ψ(Z,Λ): Ω→ CN holomorphic in the first factor, such that the following
hold :
(i) for any H ∈ Aut(M, p) the point (p, j
ℓp
p H) belongs to Ω and the following identity
holds:
H(Z) = Ψ(Z, jℓpp H) for all Z ∈ C
N near p;
(ii) the map Ψ has the following formal Taylor expansion
(7.3) Ψ(Z,Λ) =
∑
α∈NN
Pα(Λ,Λ)
(D(Λ1)sα(D(Λ1))rα
(Z − p)α,
where for every α ∈ NN , sα and rα are nonnegative integers, Pα and D are
polynomials in their arguments, Λ1 denotes the linear part of the jet Λ and
D(j10H) 6= 0 for every H ∈ Aut(M, p).
Let us remark here that the set Ω appearing in the statement of Theorem 7.3 is only
determined by some algebraic conditions on the first order jets, and these conditions
are automatically fulfilled for jets of CR automorphisms of M .
Quite analogously to §2, we obtain by following some arguments from [4, 3] the
following result from Theorem 7.3.
Theorem 7.4. Let M be a real-analytic generic submanifold of CN of codimension
d. Let p ∈ M and assume that (M, p) is minimal and belongs to the class C and set
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ℓp := (d+ 1)κM(p). Then the jet mapping
(7.4) jℓpp : Aut(M, p)→ G
ℓp
p,p(C
N)
is a continuous group homomorphism that is a homeomorphism onto a real-algebraic
Lie subgroup of G
ℓp
p,p(CN ).
Another special class of real-analytic generic submanifolds of CN that has been much
studied in recent years is that of finitely nondegenerate ones. For a germ of a kp-
nondegenerate real-analytic generic submanifold (M, p), Theorem 7.3 (and hence The-
orem 7.4) has been established by Baouendi, Ebenfelt and Rothschild in [3] (see also
[47] for a previous weaker version) with a bound ℓ′p = (d+1)kp. We would like to point
out that it follows from the discussion in §7.1 that we always have ℓp ≤ ℓ
′
p with ℓp given
by Theorem 7.3. Furthermore, we give in §7.3 a number of examples of finitely nonde-
generate submanifolds for which the above inequality is in fact strict (see Example 7.8).
This shows that Theorem 7.3 improves also the known results for finitely nondegenerate
submanifolds.
The proof of Theorem 7.3 is given throughout §8–§10 and is completed in §11 together
with the proof of Theorem 7.4.
7.3. Some properties of the class C and comparison between known invari-
ants. Our goal here is to give a characterization (Proposition 7.5) by using local holo-
morphic coordinates of germs of real-analytic generic submanifolds that belong to C.
Let (M, p) be a germ of a real-analytic generic submanifold of CN . Following [4], we
use a system of normal coordinates (z, w) ∈ Cn × Cd for (M, p), which means that in
these coordinates p = 0 and that there is a defining equation for M near the origin of
the form
(7.5) Imw = ϕ(z, z¯,Rew), ϕ(z, 0, s) = ϕ(0, z¯, s) = 0,
where ϕ : Cn ×Rd → Rd is a germ of a real-analytic map at the origin. By the implicit
function theorem, (7.5) is also equivalent to a defining equation of the following form:
(7.6) w = Q(z, z¯, w¯),
with Q(z, 0, w¯) = Q(0, z¯, w¯) = w¯; here Q : Cn×Cn×Cd → Cd is a germ of a holomorphic
map at the origin. We write and use the following expansions:
(7.7) Q¯(χ, z, w) =
∑
α∈Nn
q¯α(z, w)χ
α, Q¯ = (Q¯1, . . . , Q¯d), q¯α = (q¯
1
α, . . . , q¯
d
α).
Here and throughout the rest of the paper, for any holomorphic function h : Cr → C
defined near the origin in Cr, we denote by h : Cr → C the holomorphic function
obtained from h by taking the complex conjugates of the coefficients of its Taylor
series. In the above normal coordinates, the complexification M is given by
(7.8) M := {((z, w), (χ, τ)) ∈ (CN × CN , 0) : τ = Q¯(χ, z, w)},
and for every integer k, the mapping πkp defined in (7.2) may be identified with the
conjugate of the local holomorphic map z 7→ (α! qα(z, 0))|α|≤k. As a consequence, we
have the following characterization.
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Proposition 7.5. Let (M, p) be a germ of a real-analytic generic submanifold in CN
and let (z, w) be normal coordinates for (M, p) so that M is given by (7.6). Then the
following are equivalent:
(i) (M, p) ∈ C;
(ii) for some integer k, the local holomorphic map z 7→ (q¯α(z, 0) : |α| ≤ k) is gener-
ically of full rank.
Furthermore, if any of these conditions is satisfied, the integer κM(p) is the smallest
integer k for which condition (ii) holds.
As already mentioned in §7.1, the first natural class of manifolds that belong to C
is given by the class of essentially finite ones. Another one is given by the class of
rigid holomorphically nondegenerate submanifolds. Recall that (M, p) is called rigid
if there exists normal coordinates (z, w) ∈ Cn × Cd such that M is given by equation
of the form (7.5) with the additional requirement that ϕ does not depend on s i.e.
ϕ(z, z¯, s) = ϕ(z, z¯) (see [4]). The fact that the class of rigid holomorphically nondegen-
erate real-analytic generic submanifolds is contained in C follows from Proposition 7.5
and Stanton’s criterion of holomorphic nondegeneracy whose statement we now recall.
Proposition 7.6. ([41, 4]) Let (M, p) be a germ of a real-analytic generic submanifold
in CN and let (z, w) be normal coordinates for (M, p) so that M is given by (7.6). Then
the following are equivalent:
(i) (M, p) is holomorphically nondegenerate;
(ii) for some integer k, the local holomorphic map (z, w) 7→ (q¯α(z, w) : |α| ≤ k) is of
generic rank N .
We now exhibit examples of generic submanifolds that belong to the class C without
being essentially finite nor rigid holomorphically nondegenerate.
Example 7.7. Let M ⊂ C2z × Cw be defined by
Imw = |z1|
2 + (Rew) |z2|
2,
Let us check that M is neither essentially finite nor rigid; by using Proposition 7.5 one
sees that it does belong to C, though. Moreover, we have κM(0) = 2. Indeed, rewriting
in complex form, the defining equation of M is given by
w = w¯
1 + i|z2|
2
1− i|z2|2
+ 2i
|z1|
2
1− i|z2|2
= Q(z, z¯, w¯).
Thus, Q(z, z¯, 0) is given by
Q(z, z¯, 0) = 2i
∞∑
j=0
ij |z1|
2|z2|
2j .
Using this expansion, we can now apply Proposition 7.5 to see that M ∈ C; however,
M is not essentially finite since the map χ 7→ (q¯α(χ)) is–up to constant factors and
uninteresting components–just the map
χ 7→ (χ1, χ1χ2, χ1χ
2
2, . . . ),
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which is not finite. To check that M is not rigid, note that if M is rigid, there exists a
(germ of a real-analytic) curve (R, 0) ∋ r 7→ C(r) = (z(r), w(r)) = (z(r), s(r) + it(r))
in M with C(0) = 0 and s′(0) 6= 0 such that the germs (M, 0) and (M,C(r)) are
biholomorphically equivalent for all r close to 0. Such a curve is obtained as follows:
sinceM is assumed to be rigid, in suitable local holomorphic coordinates (ζ, η) ∈ C2×C,
M is given by an equation of the form Im η = ϕ(ζ, ζ¯) with ϕ real-analytic near the origin;
in these coordinates the claimed curve is just the line (0, r), r ∈ (R, 0). On the other
hand, (M, 0) contains the complex line (0, z2, 0) while for (z, s + it) ∈ C
2 × C close to
0 with s 6= 0 the germ (M, (z, s + it)) does not contain any complex curves through
(z, s+ it) since a calculation in the given coordinates shows that M is actually strongly
pseudoconvex at all such points. The germs (M, 0) and (M,C(r)) can therefore not be
biholomorphically equivalent for r 6= 0 close to 0, which shows that M is not rigid.
Suppose now that (M, 0) is germ of a real-analytic k0-nondegenerate generic subman-
ifold (as defined in §7.1), then obviously (M, 0) ∈ C and one has κM (0) ≤ k0. In the
following example, we show that this inequality may be strict. In fact, this example
shows for every k ≥ 2 there exists a k-nondegenerate real-analytic hypersurface (Mk, 0)
in C3 for which κMk(0) = 1 < k.
Example 7.8. Let (Mk, 0) ⊂ C
3
(z1,z2,w)
be defined by
Imw = Re
(
(z1 + z2)z¯2
k
)
+ |z1|
2.
Moreover, analogous examples of real-analytic hypersurfaces or generic submanifolds
may be constructed in CN for arbitrary N ; this is left to the reader as an easy exercise.
Similarly, for essentially finite submanifolds, we have the following.
Example 7.9. For every k ≥ 3, let (M˜k, 0) ⊂ C
3
(z1,z2,w)
be defined by
Imw = |z1|
2 + |z1z2|
2 + |z2|
2k.
Then M˜k is essentially finite at the origin (but not finitely nondegenerate) and esstypeM˜k(0) =
k while κMk(0) = 2 < esstypeM˜k(0).
8. Spaces of holomorphic maps in jet spaces
Recall that for any positive integer k, we denote the space of jets at the origin of
order k of holomorphic mappings from CN into itself and fixing the origin by Jk0,0(C
N).
Given coordinates Z = (Z1, . . . , ZN) in C
N , we identify a jet J ∈ Jk0,0(C
N) with a
polynomial map of the form
(8.1) J = J (Z) =
∑
α∈Nr , 1≤|α|≤k
Λkα
α!
Zα,
where Λkα ∈ C
N . We thus have for a jet J ∈ Jk0,0(C
N ) coordinates
(8.2) Λk := (Λkα)1≤|α|≤k
as given in (8.1). Given a germ of a holomorphic map h : (CN , 0)→ (CN , 0), h = h(t),
we denote by jkt h the k-jet of h at t for t sufficiently small and also use the following
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splitting jkt h =: (h(t), ĵ
k
t h). Moreover, since h(0) = 0, we may also identify j
k
0h with
ĵk0h, that we will freely do in the sequel.
For later purposes, given a splitting (z, w) ∈ Cn×Cd (where N = n+d) of coordinates
in CN (as for example induced by a choice of normal coordinates (7.6)), we introduce
a special component of any jet Λk ∈ Jk0,0(C
N ). We denote the set of multiindices of
length one having 0 from the n+ 1-th to the N -th digit by S, and the projection onto
the first n coordinates by pr1 : C
N → Cn (that is, pr1(z, w) = z). Then
(8.3) Λ˜1 := (pr1(Λα))α∈S.
Note that for any local holomorphic map (Cn×Cd, 0) ∋ (z, w) 7→ H(z, w) = (f(z, w), g(z, w)) ∈
(Cn × Cd, 0), if jk0H = Λ
k, then Λ˜1 = (∂f
∂z
(0)). We can therefore identify Λ˜1 with an
n×n matrix or equivalently with an element of J10,0(C
n). Throughout the paper, given
any other notation for a jet λk ∈ Jk0,0(C
N), λ˜1 will always denote the component of λk
defined above. We denote by Gk0 (C
N) the connected open subset of Jk0,0(C
N) consisting
of those jets Λk for which det Λ˜1 6= 0 i.e. for which Λ˜1 ∈ GLn(C).
For later purposes, it is convenient to introduce the following spaces of functions. For
any positive integers k, s, let Fks = O({0} × G
1
0(C
N)×Gk0 (C
N)) be the ring of germs of
holomorphic functions on {0}×G10(C
N)×Gk0 (C
N) ⊂ Cs×G10(C
N)×Gk0 (C
N); recall that
this is just the space of holomorphic functions which are defined on some connected
open subset (which may depend on the function) of Cs ×G10(C
N)× Gk0 (C
N) containing
{0} × G10(C
N) × Gk0 (C
N) where we identify two such functions if there exists an open
connected subset containing {0} × G10(C
N) × Gk0 (C
N) on which they are both defined
and agree. For any Θ = Θ(t, λ1,Λk) ∈ Fks , we write the Taylor expansion
Θ(t, λ1,Λk) =
∑
ν∈Ns
Θν(λ
1,Λk)tν .
Let Eks denote the subspace of F
k
s consisting of those germs Θ ∈ F
k
s for which Θν(λ
1,Λk)
can be written, for any ν ∈ Ns, in the following form
Bν(λ
1,Λk)
(det Λ˜1)cν(det λ˜1)aν
,
for some polynomial Bν and some nonnegative integers cν , aν .
In what follows, for x ∈ Cq and y ∈ Cr, we denote by C{x}[y] the ring of polynomials
in y with coefficients that are convergent power series in x.
Throughout the paper, we will need the following elementary facts about the space
Eks that we shall freely use.
Lemma 8.1. Let Θ1, . . . ,Θr,Θr+1, . . . ,Θq be q holomorphic functions belonging to E
k
s
such that Θr+1(0, λ
1,Λk) = . . . = Θq(0, λ
1,Λk) = 0 for all (λ1,Λk) ∈ G10(C
N)×Gk0 (C
N ).
Then the following hold.
(i) If V (t, T ; y) ∈ C{t, T}[y], (t, T, y) ∈ Cs × Cq−r × Cr, then the holomorphic
function
V (t,Θr+1(t, λ
1,Λk), . . . ,Θq(t, λ
1,Λk); Θ1(t, λ
1,Λk), . . . ,Θr(t, λ
1,Λk))
also belongs to Eks .
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(ii) If C(t; y) ∈ C{t}[y], D(t; y) ∈ C{t}[y], (t, y) ∈ Cs × Cr, and for some nonneg-
ative integers a, b D(0;λ1,Λk) = (det Λ˜1)a (det λ˜1)b, then for every nonnegative
integer m the ratio
C(t; Θ1(t, λ
1,Λk), . . . ,Θr(t, λ
1,Λk))
(D(t; Θ1(t, λ1,Λk), . . . ,Θr(t, λ1,Λk)))m
defines an element of Eks .
9. Reflection identities
Throughout the rest of this paper, we let (M, 0) denote a germ of a real-analytic
generic submanifold of CN through the origin. This section is the starting point of the
proof of Theorem 7.3. We shall assume, without loss of generality, that M is given in
normal coordinates Z = (z, w) ∈ Cn × Cd as in (7.5) and (7.6). Recall also that the
complexification M ⊂ CN × CN is the complex submanifold given through the origin
by (7.8). In what follows, we shall keep the notation and terminology introduced in
§7-§8.
This section is devoted to the first of the three main steps of the proof of Theorem
7.3. We establish here some general identities on the complexification M of M (see
Propositions 9.1 and 9.4), which are valid without any condition on the submanifold
M .
Recall that for any positive integer k, Λk denotes the coordinates in Jk0,0(C
N) as
explained in §8, and Λ˜1 is the component of Λ1 given by (8.3), corresponding to our
choice of normal coordinates (z, w). In what follows, for every H ∈ Aut(M, 0), following
the splitting of the coordinates Z = (z, w), we split the map H as H = (f, g) ∈ Cn×Cd.
For the map Q¯ previously defined, we will use the following notation to simplify our
formulas:
Q¯Z =
 Q¯1Z1 . . . Q¯dZ1... . . . ...
Q¯1ZN . . . Q¯
d
ZN
 , Q¯χα,Z =,
Q¯
1
χα,Z1
. . . Q¯dχα,Z1
...
. . .
...
Q¯1χα,ZN . . . Q¯
d
χα,ZN
 ,
where α ∈ Nn and Q¯ = (Q¯1, . . . , Q¯d).
We start with the following well-known computational lemma (see e.g. [3, Equation
(3.4.14)]).
Proposition 9.1. There exists a polynomial D = D(Z, ζ,Λ1) ∈ C{Z, ζ}[Λ1] which is
universal (i.e. only depends on M), and, for every α ∈ Nn \ {0}, another univer-
sal Cd-valued polynomial map Pα = Pα(Z, ζ,Λ
|α|) whose components are in the ring
C{Z, ζ}[Λ|α|] such that for any H ∈ Aut(M, 0), the following holds:
(i) D(0, 0,Λ1) = det Λ˜1;
(ii) D(0, 0, j10H) 6= 0;
(iii) for all (Z, ζ) ∈M near 0,
(9.1) (D(Z, ζ, ĵ1ζH))
2|α|−1 Q¯χα(f¯(ζ), H(Z)) = Pα(Z, ζ, ĵ
|α|
ζ H).
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Our next identity is concerned with pure transversal derivatives of every element of
Aut(M, 0).
Proposition 9.2. For any µ ∈ Nd \ {0} and α ∈ Nn \ {0}, there exist a univer-
sal Cd-valued polynomial map Tµ,α(Z, ζ, Z
′, ζ ′, λ|µ|−1,Λ|µ|) whose components belong to
the ring C{Z, ζ, Z ′, ζ ′}[λ|µ|−1,Λ|µ|] and another universal Cd-valued polynomial map
Qµ,α(Z, ζ,Λ
|α|+|µ|) whose components are in the ring C{Z, ζ}[Λ|α|+|µ|], such that for
any H ∈ Aut(M, 0) and for any (Z, ζ) ∈ M close to the origin, the following relation
holds:
(9.2)
∂|µ|H
∂wµ
(Z) · Q¯χα,Z(f¯(ζ), H(Z)) = (∗)1 + (∗)2,
where
(9.3) (∗)1 := Tµ,α
(
Z, ζ,H(Z), H(ζ), ĵ
|µ|−1
Z H, ĵ
|µ|
ζ H
)
and
(9.4) (∗)2 :=
Qµ,α(Z, ζ, ĵ
|α|+|µ|
ζ H)
(D(Z, ζ, ĵ1ζH))
2|α|+|µ|−1
Proof. Consider the following holomorphic vector fields tangent to M:
(9.5) Rj =
∂
∂wj
+ Q¯wj (χ, z, w) ·
∂
∂τ
=
∂
∂wj
+
d∑
k=1
Q¯kwj (χ, z, w)
∂
∂τk
, j = 1, . . . , d.
We prove the proposition by induction on the length of µ. For µ ∈ Nd of length one,
say, without loss of generality, for µ = (1, 0, . . . , 0), (9.2) follows easily after applying
R1 to (9.1). Suppose now that (9.2) holds for all multiindeces µ of a certain length k.
Then if µ′ ∈ Nd is of length k + 1, say again µ′ = (1, 0, . . . , 0) + µ for some µ ∈ Nd of
length k, we apply again R1 to (9.2), and one easily sees from the chain rule that (9.2)
is satisfied with µ replaced by µ′. We leave the details to the reader. 
The next lemma deals with the transversal derivatives of the normal component g of
any H = (f, g) ∈ Aut(M, 0).
Lemma 9.3. For any µ ∈ Nd \ {0}, there exist a universal Cd-valued polynomial map
Wµ = Wµ(Z, ζ, Z
′, ζ ′, λ|µ|−1,Λ|µ|) whose components belong to the ring C{Z, ζ, Z ′, ζ ′}[λ|µ|−1,Λ|µ|]
such that for every H = (f, g) ∈ Aut(M, 0) and for any (Z, ζ) ∈ M sufficiently close
to the origin,
(9.6)
∂|µ|g
∂wµ
(Z) =
∂|µ|f
∂wµ
(Z) ·Qz(f(Z), H(ζ)) + (∗)3
with
(9.7) (∗)3 := Wµ
(
Z, ζ,H(Z), H(ζ), ĵ
|µ|−1
Z H, ĵ
|µ|
ζ H
)
.
Proof. We again prove the lemma by induction on |µ|.
Let µ ∈ Nd of length one, say µ = (1, 0, . . . , 0). Applying the vector field R1 (as
defined in (9.5)) to the equation g(Z) = Q(f(Z), H(ζ)), for (Z, ζ) ∈M, one easily sees
that the existence of Wµ satisfying (9.6) follows from the chain rule.
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Suppose now that (9.6) holds for all multiindeces µ of a certain length k. Then if
µ′ ∈ Nd is of length k + 1, say again µ′ = (1, 0, . . . , 0) + µ for some µ ∈ Nd of length
k, we apply again R1 to (9.6), and the existence of Wµ′ satisfying the desired equality
follows again from the chain rule. We leave the details to the reader. 
Combining Proposition 9.2 and Lemma 9.3, one gets the following.
Proposition 9.4. For any µ ∈ Nd \ {0} and α ∈ Nn \ {0}, there exist a universal
Cd-valued polynomial map T ′µ,α(Z, ζ, Z
′, ζ ′, λ|µ|−1,Λ|µ|) whose components belong to the
ring C{Z, ζ, Z ′, ζ ′}[λ|µ|−1,Λ|µ|] such that for any H = (f, g) ∈ Aut(M, 0) and for any
(Z, ζ) ∈M close to the origin, the following relation holds:
(9.8)
∂|µ|f
∂wµ
(Z) ·
(
Q¯χα,z(f¯(ζ), H(Z)) +Qz(f(Z), H(ζ)) · Q¯χα,w(f¯(ζ), H(Z))
)
= (∗)′1 + (∗)2,
where (∗)2 is given by (9.4) and (∗)
′
1 is given by
(9.9) (∗)′1 := T
′
µ,α
(
Z, ζ,H(Z), H(ζ), ĵ
|µ|−1
Z H, ĵ
|µ|
ζ H
)
.
Remark 9.5. In (9.8), one should see
∂|µ|f
∂wµ
(Z) as a 1×nmatrix, Q¯χα,z(f¯(ζ), H(Z)) as a
n×dmatrix, Qz(f(Z), H(ζ)) as a n×dmatrix and Q¯χα,w(f¯(ζ), H(Z)) = (Q¯
j
χα,wi(f¯(ζ), H(Z)))1≤i,j≤d
as a d× d matrix.
10. Parametrization of Aut(M, 0) along Segre sets
This section is devoted to the second part of the proof of Theorem 7.3, which involves
two main ingredients: the Segre sets and mappings introduced by Baouendi, Ebenfelt
and Rothschild [1] and the parametrization theorems for singular analytic systems de-
veloped in the first part of the paper. We shall now prove that for a real-analytic generic
submanifold M ∈ C (the class C is defined in §7), the elements of Aut(M, 0), restricted
to any Segre set, are parametrized by their jets at the origin. Such a property is in fact
first shown to be true on the Segre variety attached to the origin (in Proposition 10.1)
and then we establish that this parametrization property “propagates” to higher order
Segre sets (this is done in Proposition 10.2). For both of these results, we now use the
fact that M belongs to the class C.
10.1. Segre sets and mappings. We start by recalling the Segre mappings as in-
troduced in [1]. They play a fundamental role in the study of mappings between
real-analytic or real-algebraic CR-manifolds of arbitrary codimension [4, 6, 39]. In
what follows, for any positive integer s, ts := (ts1, . . . , t
s
n) will denote an n-dimensional
complex variable.
For j ∈ N∗, we define the Segre mappings vj : (Cnj , 0) → (CN , 0) inductively: For
j = 1, v1(t1) := (t1, 0); and for j ≥ 1,
(10.1) vj+1(t1, . . . , tj) := (tj+1, Q(tj+1, v¯j(t1, . . . , tj))).
PARAMETRIZATION OF LOCAL CR AUTOMORPHISMS 41
By definition, given a sufficiently small neighbourhood Uj of the origin in C
nj, the Segre
set is the image of the neighborhood Uj under the map v
j (for a thorough discussion,
see e.g. [4]). Note that for any j ≥ 1, the map
(Cn(j+1), 0) ∋ (t1, . . . , tj, tj+1) 7→ (vj+1(t1, . . . , tj+1), v¯j(t1, . . . , tj)) ∈ (CN × CN , 0)
takes in fact its values on the complexification M. In what follows, for any j ≥ 1, we
shall use the following useful notation
(10.2) t[j] := (t1, . . . , tj).
10.2. Jet parametrization of CR automorphisms along the first Segre set. In
what follows, we keep the notation introduced at the beginning of this section as well
as in §9.
The next proposition gives a precise parametrization property by jets at the origin of
all elements of Aut(M, 0) and of their derivatives along the first Segre set. Note that for
any H ∈ Aut(M, 0) and for any positive integers k, s, (0, j10H, j
k
0H) and (0, j
1
0H, j
k
0H)
are in the domain of definition of any holomorphic function belonging to the space Fks
as defined in §8.
Proposition 10.1. In the above setting and with the above notation, assume further-
more that (M, 0) belongs to the class C and denote by κ0 := κ(M, 0) the invariant integer
attached to (M, 0) as defined in §7. Then for any multiindex β ∈ NN , there exists a
CN -valued holomorphic map
(10.3) Ψβ1 = Ψ
β
1
(
t1, λ1,Λκ0+|β|
)
:=(
Ψ˜β1
(
t1, λ1,Λκ0+|β|
)
, Ψ̂β1
(
t1, λ1,Λκ0+|β|
))
∈ Cn × Cd,
whose components belong to E
κ0+|β|
n , satisfying the following properties:
(i) If we denote by S ⊂ NN the set of multiindices of length one having 0 from the
(n + 1)-th to the N-th component, then for any (λ1,Λκ0) ∈ G10(C
N)× Gκ00 (C
N)
we have
(10.4) Ψ01(0, λ
1,Λκ0) = 0, (Ψ˜β1 (0, λ
1,Λκ0))β∈S =
∂Ψ˜01
∂t1
(0, λ1,Λκ0) = λ˜1.
(ii) For every H ∈ Aut(M, 0), we have
(10.5) ((∂βH) ◦ v1)(t1) = Ψβ1 (t
1, j10H, j
κ0+|β|
0 H),
for all t1 sufficiently close to the origin in Cn.
We prove the proposition by induction on |β|. The induction start β = 0 is treated
in §10.2.1 and the induction step is carried out in §10.2.2.
10.2.1. Proof of Proposition 10.1 for |β| = 0. For β = 0, we first note that it follows
from the normality of the chosen coordinates (z, w) that for anyH = (f, g) ∈ Aut(M, 0),
one has (g ◦ v1)(t1) ≡ 0. We may therefore define Ψ̂01(t
1, λ1,Λκ0) := 0, and it is enough
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to construct Ψ˜01(t
1, λ1,Λκ0). Setting Z = v1(t1) and ζ = 0 in (9.1) implies that for any
H ∈ Aut(M, 0) and for any α ∈ Nn \ {0},
(10.6) Q¯χα(0, (H ◦ v
1)(t1)) =
Pα(v
1(t1), 0, ĵ
|α|
0 H)
(D(v1(t1), 0, ĵ10H))
2|α|−1
,
for all t1 sufficiently close to the origin. Using (7.7) and the fact that g ◦ v1 ≡ 0, we
obtain equivalently
(10.7) α! q¯α(f ◦ v
1(t1), 0) =
Pα(v
1(t1), 0, ĵ
|α|
0 H)
(D(v1(t1), 0, ĵ10H))
2|α|−1
.
In what follows, we use (10.7) only for multiindices α ∈ Nn \ {0} with |α| ≤ κ0. For
such α’s, we set
(10.8) pα(t
1,Λκ0) := Pα(v
1(t1), 0,Λ|α|), ∆σ(t
1,Λ1) := (D(v1(t1), 0,Λ1))σ, σ ∈ N,
and
(10.9) rα(t
1,Λκ0) :=
pα(t
1,Λκ0)
∆2|α|−1(t1,Λ1)
.
It follows from Lemma 8.1 and Proposition 9.1 that the map rα = (r
1
α, . . . , r
d
α) defines
a Cd-valued holomorphic map in a neighborhood of {0} × Gκ00 (C
N) whose components
belong to Eκ0n . Moreover, since M ∈ C Proposition 7.5 implies that we may choose n
integers i1, . . . , in ∈ {1, . . . , d} and n multiindeces α
(1), . . . , α(n) ∈ Nn \ {0} of length
≤ κ0 so that z 7→ (q¯
i1
α(1)
(z, 0), . . . , q¯in
α(n)
(z, 0)) is of generic rank n. Consider the following
system of complex-analytic equations in the unknown T 1 ∈ Cn−1
(10.10) α(ν)! q¯iν
α(ν)
(T 1, 0) = riν
α(ν)
(t1,Λκ0), ν = 1, . . . , n.
By Corollary 3.2, there exists a holomorphic map
(10.11) Γ01 = Γ
0
1(t
1, λ˜1,Λκ0) : Cn × GLn(C)× G
κ0
0 (C
N )→ Cn
defined in a neighbourhood of {0} × GLn(C)× G
κ0
0 (C
N), satisfying
Γ01(0, λ˜
1,Λκ0) = 0,
∂Γ01
∂t1
(0, λ˜1,Λκ0) = λ˜1
such that if u : (Cn, 0) → (Cn, 0) is a germ of a biholomorphism satisfying (10.10) for
some Λκ0 ∈ Gκ00 (C
N), then u(t1) = Γ01(t
1, j10u,Λ
κ0). Hence, since for anyH ∈ Aut(M, 0),
t1 7→ (f ◦ v1)(t1) is a germ at 0 of a biholomorphism satisfying (10.10) with Λκ0 = jκ00 H
in view of (10.7), (10.8) and (10.9), we have
(10.12) (f ◦ v1)(t1) = Γ01(t
1, j10(f ◦ v
1), jκ00 H) = Γ
0
1
(
t1,
(
∂f
∂z
(0)
)
, jκ00 H
)
.
Therefore if we set Ψ˜01(t
1, λ1,Λκ0) := Γ01(t
1, λ˜1,Λκ0), we are left to prove that the com-
ponents of Ψ˜01(t
1, λ1,Λκ0) belong to Eκ0n . For this, we write the taylor expansion
(10.13) Ψ˜01(t
1, λ1,Λκ0) = Γ01(t
1, λ˜1,Λκ0) =
∑
γ∈Nn
Γ01,γ(λ˜
1,Λκ0)(t1)γ.
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From Corollary 3.2 (ii) we know that for each γ ∈ Nn, there exist positive integers eγ
and sγ such that Γ
0
1,γ(λ˜
1,Λκ0) can be written in the form
(10.14)
ργ
(
λ˜1,
(
(∂νt1rα)(0,Λ
κ0)
)
1≤|α|≤κ0
|ν|≤sγ
)
(det λ˜1)eγ
where ργ is a C
n-valued polynomial map of its arguments. Since each component of
the map rα, |α| ≤ κ0, belongs to E
κ0
n , it follows from (10.14) and (10.13) that the same
fact holds for every component of Ψ˜01. This completes the proof of the Proposition 10.1
in the case β = 0.
10.2.2. Induction for Proposition 10.1. Assume now that Proposition 10.1 holds for all
multindices β ∈ NN of length |α| ≤ k, k ∈ N, and let δ = (δ1, . . . , δN) ∈ N
N with
|δ| = k + 1. Suppose first that there exists m ∈ {1, . . . , n} such that δm > 0. Then by
setting
(10.15) Ψδ1(t
1, λ1,Λκ0+k+1) :=
∂Ψβ1
∂t1m
(t1, λ1,Λκ0+k)
where t1 = (t11, . . . , t
1
n) ∈ C
n and β = (β1, . . . , βN), βi = δi for i 6= m and βm = δm − 1,
we see that the derivative of order δ of every H ∈ Aut(M, 0) is parametrized in the right
way and we are done in this case. Equation (10.15) also shows that the parametrizations
Ψδ1 with δ ∈ S are constructed in such a way that the second part of (10.4) holds.
We may now therefore assume that δ1 = . . . = δn = 0 (and |δ| = k + 1). We set
µ = (δn+1, . . . , δN) ∈ N
d and we note that |µ| = |δ| = k + 1. Using (9.8) and (9.9) in
which we set Z = v1(t1) and ζ = 0 and using the fact that Q(z, 0, 0) = 0 (normality
of the coordinates), we obtain the following equality for every α ∈ Nn \ {0} and every
H = (f, g) ∈ Aut(M, 0) and every t1 ∈ Cn sufficiently close to the origin
(10.16) α! ((∂µwf) ◦ v
1) ·
∂q¯α
∂z
(f ◦ v1, 0) =
Qµ,α(v
1, 0, ĵ
|α|+k+1
0 H)
∆2|α|+k(t1, ĵ10H)
+ T ′µ,α
(
v1, 0, H ◦ v1, 0, ((∂βH) ◦ v1
)
1≤|β|≤k
, jk+10 H).
We have deliberately dropped the variable t1 in (10.16) to simplify a bit the formula.
In what follows, we restrict ourselves to multiindices α ∈ Nd such that |α| ≤ κ0. For
such α’s, we set
(10.17) Ξµ,α(t
1,Λκ0+k+1) :=
Qµ,α(v
1(t1), 0,Λ|α|+k+1)
∆2|α|+k(t1,Λ1)
,
(10.18) Υµ,α(t
1, λ1,Λκ0+k+1) :=
T ′µ,α
(
v1(t1), 0,Ψ01(t
1, λ1,Λκ0), 0,Ψ
(k)
1 (t
1, λ1,Λκ0+k),Λk+1
)
.
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In the last equation we use the notation
Ψ
(k)
1 (t
1, λ1,Λκ0+k) :=
(
Ψβ1 (t
1, λ1,Λκ0+|β|)
)
1≤|β|≤k
.
It follows from (10.8), (10.4), Lemma 8.1 and Proposition 9.1 that the mappings Ξµ,α
and Υµ,α define holomorphic mappings in an open neighborhood of {0} × G
1
0(C
N) ×
Gκ0+k+10 (C
N) in Cn × J10,0(C
N) × Jκ0+k+10,0 (C
N), whose components belong to Eκ0+k+1n .
Consider the following linear singular system in X ∈ Cn:
(10.19)
α(ν)! X ·
∂q¯iν
α(ν)
∂z
(Ψ˜01(t
1, λ1,Λκ0), 0) = Ξµ,α(ν)(t
1,Λκ0+k+1) + Υµ,α(ν)(t
1, λ1,Λκ0+k+1),
for ν = 1, . . . , n. By (10.16) and the induction assumption, for anyH ∈ Aut(M, 0), X =
(∂µwf)◦v
1 satisfies the above system with λ1 = j10H and Λ
κ0+k+1 = jκ0+k+10 H . Now, the
holomorphic map z 7→ (q¯i1
α(1)
(z, 0), . . . , q¯in
α(n)
(z, 0)) is of generic rank n, Ψ01(0, λ
1,Λκ0) = 0,
and
∂Ψ˜01
∂t1
(0, λ1,Λκ0) is invertible for all (λ1,Λκ0) ∈ G10(C
N )×Gκ00 (C
N) by (10.4). Hence
we may apply Proposition 6.3 to conclude that there exists a holomorphic map
(10.20) Γµ1 = Γ
µ
1(t
1, λ1,Λκ0+k+1) : Cn × G10(C
N)× Gκ0+k+10 (C
N)→ Cn
defined in a neighbourhood of {0} × G10(C
N) × Gκ0+k+10 (C
N) which satisfies that if
X : (Cn, 0) → (Cn, 0) is a solution of (10.19) for some (λ1,Λκ0+k+1) ∈ G10(C
N) ×
Gκ0+k+10 (C
N), then X = X(t1) = Γµ1 (t
1, λ1,Λκ0+k+1). We set
(10.21) Ψ˜δ1(t
1, λ1,Λκ0+k+1) := Γµ1 (t
1, λ1,Λκ0+k+1),
(10.22)
Ψ̂δ1(t
1, λ1,Λκ0+k+1) :=Wµ
(
v1(t1), 0,Ψ01(t
1, λ1,Λκ0), 0,Ψ
(k)
1 (t
1, λ1,Λκ0+k),Λk+10
)
,
where Wµ is the C
d-valued polynomial map given by Lemma 9.3. In view of Lemma
9.3, the constructed map Ψδ1 is the desired parametrization for the δ-th derivative of
all elements of Aut(M, 0). It remains to check that its components belong to the space
Eκ0+k+1n . In view of the induction assumption, Lemma 8.1 (i) and (10.22), this fact is
clear for all the components of Ψ̂δ1. To deal with the components of Ψ˜
δ
1, we first expand
Ψ˜δ1 in a Taylor series:
(10.23) Ψ˜δ1(t
1, λ1,Λκ0+k+1) = Γµ1 (t
1, λ1,Λκ0+k+1) =
∑
γ∈Nn
Γµ1,γ(λ
1,Λκ0+k+1)(t1)γ.
Note that from Proposition 6.3, we know that each Γµ1,γ(λ
1,Λκ0+k+1) is of the following
form
(10.24)
Cγ
[(
(∂νt1Ξµ,α), (∂
ν
t1Υµ,α), (∂
ν
t1Ψ˜
0
1)
)
1≤|α|≤κ0
|ν|≤sγ
]
[
det
(
∂Ψ˜01
∂t1
(0, λ1,Λκ0)
)]eγ ,
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where Cγ is a C
n-valued polynomial map of its arguments, sγ and eγ are positive
integers, and the numerator is evaluated at (0, λ1,Λκ0+k+1). Since each component of
the Ψ˜01, Ξµ,α and Υµ,α for |α| ≤ κ0 belongs to E
κ0+k+1
n and since
∂Ψ˜01
∂t1
(0, λ1,Λκ0) = λ˜1 by
(10.4), it follows clearly from (10.23) and (10.24) that each component of Ψ˜01 belongs
to the space Eκ0+k+1n . This completes the proof of Proposition 10.1.
10.3. Iteration along higher order Segre sets. We now turn to constructing a
parametrization for the elements of the stability group Aut(M, 0) along higher order
Segre sets analogous to that obtained along the first Segre set in §10.2. For any positive
integer k, we recall the notation t[k] = (t1, . . . , tk) ∈ Cnk as introduced in (10.2). We
will prove the following.
Proposition 10.2. With the previous notation and under the assumptions of Proposi-
tion 10.1, the following holds. For any k ∈ N∗ and any multiindex β ∈ NN , there exists
a CN -valued holomorphic map
(10.25) Ψβk = Ψ
β
k(t
[k], λ1,Λkκ0+|β|) :=
(Ψ˜βk(t
[k], λ1,Λkκ0+|β|), Ψ̂βk(t
[k], λ1,Λkκ0+|β|)) ∈ Cn × Cd,
whose components belong to E
kκ0+|β|
kn , satisfying the following properties:
(i) If we denote by S ⊂ NN the set of multiindices of length one having 0 from the
(n+1)-th to the N-th component, then for any (λ1,Λkκ0) ∈ G10(C
N)×Gkκ00 (C
N)
we have
Ψ0k(0, λ
1,Λkκ0) = 0,
(Ψ˜βk(0, λ
1,Λkκ0+1))β∈S =
∂Ψ˜0k
∂tk
(0, λ1,Λkκ0) =
{
λ˜1, if k is odd
Λ˜1, if k is even
(10.26)
(ii) For every H ∈ Aut(M, 0),
(10.27) ((∂βH) ◦ vk)(t[k]) = Ψβk(t
[k], j10H, j
kκ0+|β|
0 H), if k is odd,
(10.28) ((∂βH) ◦ vk)(t[k]) = Ψβk(t
[k], j10H, j
kκ0+|β|
0 H), if k is even,
for all t[k] sufficiently close to the origin in Ckn.
We prove Proposition 10.2 by induction on k. For k = 1, the result is exactly the
content of Proposition 10.1. Suppose now that the result holds for all k ∈ {1, . . . , m}
and let us prove the proposition for k = m+1. We assume that m+1 is even, and leave
the odd case to the reader. We shall construct the maps (Ψβm+1)β∈NN by induction on
|β|.
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10.3.1. Construction of the parametrization Ψ0m+1. We use (9.1) in which we set Z =
vm+1 = vm+1
(
t[m+1]
)
and ζ = v¯m = v¯m
(
t[m]
)
. We get for every α ∈ Nn \ {0}
(10.29) Q¯χα(f¯ ◦ v¯
m, H ◦ vm+1) =
Pα(v
m+1, v¯m, ((∂βH) ◦ v¯m)1≤|β|≤|α|)
(D(vm+1, v¯m, ((∂βH) ◦ v¯m)|β|=1))2|α|−1
,
for all t[m+1] sufficiently close to the origin in C(m+1)n. In what follows, we will only use
(10.29) for multiindices α ∈ Nn \ {0} such that |α| ≤ κ0. For such α
′s, we set
(10.30) ̺α(t
[m+1], λ1,Λ(m+1)κ0) :=
Pα
(
vm+1
(
t[m+1]
)
, v¯m
(
t[m]
)
,Ψ
(|α|)
m (t[m], λ1,Λmκ0+|α|)
)
(
D(vm+1 (t[m+1]) , v¯m (t[m]) ,Ψ
(1)
m (t[m], λ1,Λmκ0+1)
)2|α|−1 .
As before, for any integer k we set
Ψ(k)m (t
[m], λ1,Λmκ0+k) =
(
Ψβm(t
[m], λ1,Λmκ0+|β|)
)
1≤|β|≤k
and note that in (10.30) the bar is applied to the parametrizations Ψβm viewed as
functions of the variable t[m] only. It follows from Proposition 9.1 (i) and (10.26) (with
k = m) that
(10.31)
D(0, 0,Ψ
(1)
m (0, λ
1,Λmκ0+1)) = det ((Ψβm(0, λ
1,Λmκ0+1))β∈S)
= det λ˜1.
This shows that for each α ∈ Nn \ {0} with |α| ≤ κ0, ̺α := (̺
1
α, . . . , ̺
d
α) defines a
Cd-valued holomorphic map near {0} × G10(C
N)× Gmκ0+10 (C
N) ⊂ C(m+1)n × G10(C
N)×
Gmκ0+10 (C
N). Moreover, it also follows from Lemma 8.1 (ii) and the induction assump-
tion that the components of each ̺α belong to the space E
(m+1)κ0
(m+1)n . Next, we notice that
we have
(10.32) H ◦ vm+1 = vm+1(f ◦ vm+1, f¯ ◦ v¯m, . . . , f¯ ◦ v¯1).
SinceM is assumed to be in C, by Proposition 7.5, we may choose n integers i1, . . . , in ∈
{1, . . . , d} and n multiindices α(1), . . . , α(n) ∈ Nn \ {0} of length ≤ κ0 so that z 7→
(q¯ i1
α(1)
(z, 0), . . . , q¯ in
α(n)
(z, 0)) is of generic rank n. Consider the following singular analytic
system in the unknowns (T 1, . . . , Tm+1) ∈ Cn × Cn . . .× Cn = C(m+1)n:
(10.33)
Q¯iν
χα
(ν) (T
m, vm+1(T 1, . . . , Tm+1)) = ̺iν
α(ν)
(t[m+1], λ1,Λ(m+1)κ0), ν = 1, . . . , n
T k = Ψ˜0k(t
[k], λ1,Λkκ0), k ∈ {1, . . . , m}, k odd
T k = Ψ˜0k(t
[k], λ1,Λkκ0), k ∈ {1, . . . , m}, k even
Note that by (10.29), (10.30), (10.32) and the induction assumption, for any H =
(f, g) ∈ Aut(M, 0), the map
(10.34) (T 1, T 2, . . . , Tm, Tm+1) = ϑf
(
t[m+1]
)
:= (f¯ ◦ v¯1, f ◦ v2, . . . , f¯ ◦ v¯m, f ◦ vm+1)
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is a solution of the system (10.33) with λ1 := j10H and Λ
(m+1)κ0 := j
(m+1)κ0
0 H . Moreover,
it follows from the normality of the chosen coordinates (z, w) that the Jacobian matrix
of the map ϑf is the following (m+ 1)n× (m+ 1)n block triagular matrix
(10.35)

∂f¯
∂χ
(0) 0 0 . . . 0
0 ∂f
∂z
(0) 0 . . . 0
0 0 ∂f¯
∂χ
(0) 0 0
...
... 0
. . . 0
0 0 0 0 ∂f
∂z
(0)

Hence the map ϑf is a local biholomorphism of C
(m+1)n fixing the origin. In order to
apply Corollary 3.2 so that to get a parametrization of the invertible solutions of the
system (10.33) we need to check that the holomorphic map
(T 1, . . . , Tm, Tm+1) 7→
(
T 1, . . . , Tm,
(
Q¯iν
χα
(ν) (T
m, vm+1(T 1, . . . , Tm+1))
)
ν=1,...,n
)
is of generic rank (m+1)n. Since the Jacobian of this system with respect to (T 1, . . . , Tm+1)
is equal to the the Jacobian of the map
(T 1, . . . , Tm, Tm+1) 7→
(
Q¯iν
χα
(ν) (T
m, vm+1(T 1, . . . , Tm+1))
)
ν=1,...,n
with respect to Tm+1, it is enough to check that this map is of generic rank n for generic
T 1, . . . , Tm (or, equivalently, is of generic rank n for one particular point T 10 , . . . T
m
0 ).
This is indeed the case since, by the above choice, the holomorphic map
Tm+1 7→
(
Q¯iν
χα
(ν) (0, T
m+1, 0)
)
ν=1,...,n
=
(
q¯ i1
α(1)
(Tm+1, 0), . . . , q¯ in
α(n)
(Tm+1, 0)
)
is of generic rank n. We may, therefore, apply Corollary 3.2 to conclude that there
exists a holomorphic map
(10.36) Γ0m+1 : C
(m+1)n × GL(m+1)n(C)× G
1
0(C
N)× G
(m+1)κ0
0 (C
N)→ C(m+1)n
defined in a neighbourhood of {0} ×GL(m+1)n(C)×G
1
0(C
N)×G
(m+1)κ0
0 (C
N), satisfying
(10.37) Γ0m+1(0, A, λ
1,Λ(m+1)κ0) = 0,
∂Γ0m+1
∂t[m+1]
(0, A, λ1,Λ(m+1)κ0) = A
for all (A, λ1,Λ(m+1)κ0) ∈ GL(m+1)n(C)×G
1
0(C
N)×G
(m+1)κ0
0 (C
N) such that if u : (C(m+1)n, 0)→
(C(m+1)n, 0) is a germ of a biholomorphism satisfying (10.33) for some (λ1,Λ(m+1)κ0) ∈
G10(C
N)× Gκ00 (C
N), then
u
(
t[m+1]
)
= Γ0m+1(t
[m+1], j10u, λ
1,Λ(m+1)κ0).
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Consider the following map ̟ : G10(C
N)× G10(C
N)→ GL(m+1)n(C) given by
(10.38) (λ1,Λ1) 7→ ̟(λ1,Λ1) :=

λ˜1 0 0 . . . 0
0 Λ˜1 0 . . . 0
0 0 λ˜1 0 0
...
... 0
. . . 0
0 0 0 0 Λ˜1
 .
We write Γ0m+1 = (Γ
0,1
m+1, . . . ,Γ
0,m+1
m+1 ) ∈ C
n × Cn . . .× Cn = C(m+1)n and set
(10.39) Ψ˜0m+1(t
[m+1], λ1,Λ(m+1)κ0) := Γ0,m+1m+1 (t
[m+1], ̟(λ1,Λ1), λ1,Λ(m+1)κ0).
Since for every (λ1,Λ(m+1)κ0) ∈ G10(C
N) × G
(m+1)κ0
0 , Ψ˜
0
m+1(0, λ
1,Λ(m+1)κ0) = 0 and
Ψ0m(0, λ
1,Λmκ0) = 0 by (10.37), (10.39) and the induction assumption, we may also set
(10.40) Ψ̂0m+1(t
[m+1], λ1,Λ(m+1)κ0) :=
Q(Ψ˜0m+1(t
[m+1], λ1,Λ(m+1)κ0),Ψ0m(t
[m], λ1,Λmκ0)).
Then Ψ0m+1 = (Ψ˜
0
m+1, Ψ̂
0
m+1) defines a C
N -valued holomorphic map in a neighbourhood
of {0} × G10(C
N) × G
(m+1)κ0
0 (C
N) in C(m+1)n × G10(C
N) × G
(m+1)κ0
0 (C
N) and satisfies
Ψ0m+1(0, λ
1,Λ(m+1)κ0) = 0 for all (λ1,Λ(m+1)κ0) ∈ G10(C
N)×G
(m+1)κ0
0 (C
N). Furthermore,
in view of (10.35), (10.38) and the above construction, for any H = (f, g) ∈ Aut(M, 0),
we have that for t[m+1] sufficiently small in C(m+1)n,
(10.41) (H ◦ vm+1)
(
t[m+1]
)
= Ψ0m+1(t
[m+1], j10H, j
(m+1)κ0
0 H).
From (10.37), we have
∂Γ0m+1
∂t[m+1]
(0, ̟(λ1,Λ1), λ1,Λ(m+1)κ0) = ̟(λ1,Λ1) and hence from
(10.38) and (10.39), we get that
∂Ψ˜0m+1
∂tm+1
(0, λ1,Λ(m+1)κ0) = Λ˜1
for all (λ1,Λ(m+1)κ0) ∈ G10(C
N) × G
(m+1)κ0
0 (C
N). This proves part of (10.26). To finish
the case β = 0, we need to check that each of the components of the constructed
parametrization Ψ0m+1 belong to the space E
(m+1)κ0
(m+1)n . It is actually enough to prove that
each component of Ψ˜0m+1 is in E
(m+1)κ0
(m+1)n by (10.40), Lemma 8.1 (i) and the induction
assumption. Consider the map Γ0m+1 given in (10.36) and obtained from Corollary 3.2
applied to the system (10.33). Then from that result, we know that if we write the
Taylor expansion
Γ0m+1(t
[m+1], A, λ1,Λ(m+1)κ0) :=
∑
γ∈N(m+1)n
Γ0m+1,γ(A, λ
1,Λ(m+1)κ0)
(
t[m+1]
)γ
,
then each Γ0m+1,γ(A, λ
1,Λ(m+1)κ0) can be written in the following form
(10.42)
Ωγ(A, λ
1,Λ(m+1)κ0)
(det A)eγ
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where eγ is a nonnegative integer and Ωγ(A, λ
1,Λ(m+1)κ0) is a polynomial map in the
following arguments
(10.43)
(
(∂
sγ
t[m+1]
̺α)(0, λ
1,Λ(m+1)κ0)
)
|α|≤κ0
(10.44)
(
(∂
sγ
t[m+1]
Ψ0k)(0, λ
1,Λmκ0)
)
1≤k≤m
(10.45)
(
(∂
sγ
t[m+1]
Ψ0k)(0, λ
1,Λmκ0)
)
1≤k≤m
and in A. Here sγ denotes some positive integer. By the induction assumption and the
discussion after (10.31), each component of each term in (10.43), (10.44) and in (10.45)
can be written as a polynomial in λ1 and Λmκ0 over a product of powers of det λ˜1 and
det Λ˜1. Now, if we write the Taylor expansion
Ψ˜0m+1(t
[m+1], λ1,Λ(m+1)κ0) :=
∑
γ∈N(m+1)n
Ψ˜0m+1,γ(λ
1,Λ(m+1)κ0)
(
t[m+1]
)γ
,
then in view of (10.39), each component of Ψ˜0m+1,γ(λ
1,Λ(m+1)κ0) is a component of
(10.42) with A = ̟(λ1,Λ1). From (10.38) and the above discussion, we see that each
component Ψ˜0m+1 indeed belongs to the space E
(m+1)κ0
(m+1)n . This completes the proof of
Proposition 10.2 in the case β = 0.
10.3.2. Induction for the construction of the parametrizations (Ψβm+1)β∈NN . We assume
here that the desired parametrizations Ψβj for all j ∈ {1, . . . , m} and all β ∈ N
N as
well as the parametrizations Ψβm+1 for |β| ≤ r have already been constructed. We will
construct the parametrization Ψδm+1 for δ ∈ N
N of length r+1 with the desired proper-
ties. We first reduce this to the construction for δ corresponding to purely transversal
derivatives in Lemma 10.4, and start with the following computational lemma.
Lemma 10.3. With the above notation and assumptions, the following holds.
(i) For any H ∈ Aut(M, 0), we have
(10.46)
∂Ψ0m+1
∂tm+1
(t[m+1], j10H, j
(m+1)κ0
0 H) =(
∂H
∂z
◦ vm+1
)(
t[m+1]
)
+
(
∂H
∂w
◦ vm+1
)(
t[m+1]
)
·Qz
(
tm+1, v¯m
(
t[m]
))
,
for all t[m+1] sufficiently close to the origin in C(m+1)n.
(ii) Let
Ir =
{
µ ∈ NN : |µ| = r
}
, Jr =
{
ν ∈ Nd : |ν| = r + 1
}
.
For every multindex δ ∈ NN of length r + 1, there exist holomorphic n × 1
matrices (hµ,δ)µ∈Ir and holomorphic functions (ξν,δ)ν∈Jr
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in C(m+1)n, such that for any H ∈ Aut(M, 0),(
(∂δH) ◦ vm+1
) (
t[m+1]
)
=∑
µ∈Ir
∂Ψµm+1
∂tm+1
(
t[m+1], j10H, j
(m+1)κ0+r
0 H
)
· hµ,δ
(
t[m+1]
)
+
∑
ν∈Jr
ξν,δ
(
t[m+1]
)(∂|ν|H
∂wν
◦ vm
)(
t[m+1]
)
.
(10.47)
Proof. Part (i) of Lemma 10.3 follows by differentiating the identity(
H ◦ vm+1
) (
t[m+1]
)
= H
(
tm+1, Q
(
tm+1, v¯m
(
t[m]
)))
= Ψ0m+1
(
t[m+1], j10H, j
(m+1)κ0
0 H
)
,
which holds for all H ∈ Aut(M, 0), with respect to tm+1.
To prove (ii) for every δ = (δ1, . . . , δN) ∈ N
N of length r, we set qδ :=
∑n
i=1 δi,
and we prove (10.47) by induction on qδ. If qδ = 0, (10.47) is a trivial statement.
Suppose now that qδ > 0 with δ ∈ N
N of length r + 1. Then we may write δ = e + ω
with e ∈ S (S denotes the set of multiindices of length 1 having 0 from the n + 1-th
component to the N -th component, as defined in Proposition 10.2 (i)), qω < qδ and
|ω| = r. Differentiating the identity
Ψωm+1(t
[m+1], j10H, j
(m+1)κ0+r
0 H) =
(
(∂ωH) ◦ vm+1
) (
t[m+1]
)
=
(
(∂ωH)(tm+1, Q(tm+1, v¯m(t[m])
)
which holds for all H ∈ Aut(M, 0) with respect to tm+1, we get (similarly to what was
done for the proof of (i)) that
(10.48)
∂Ψωm+1
∂tm+1
(
t[m+1], j10H, j
(m+1)κ0+r
0 H
)
=
((
∂
∂z
(∂ωH)
)
◦ vm+1
)(
t[m+1]
)
+Qz
(
tm+1, v¯m
(
t[m]
))
·
((
∂
∂w
(∂ωH)
)
◦ vm+1
)(
t[m+1]
)
.
Hence (10.48) and the induction hypothesis shows that (∂δH) ◦ vm+1 may be written
in the form (10.47). The proof of the lemma is complete. 
We let Or+1 denote the set of multindices δ ∈ N
N of length r + 1 with 0 from the
first to the n-th component. Note that the set of multiindices in Nd of length r+1 can
be identified with Or+1 via the map N
d ∋ ν 7→ (0, ν) ∈ Or+1. The purpose of Lemma
10.4 is to show that it is enough to find the parametrizations Ψδm+1 with δ ∈ Or+1 to
get to the parametrizations Ψδm+1 for all δ ∈ N
N of length r + 1.
Lemma 10.4. Assume that one has constructed the parametrizations (Ψβm+1) for all
multiindices β ∈ Or+1 satisfying the required properties of Proposition 10.2. Then one
may construct all the parametrizations (Ψδm+1) for all multiindices δ ∈ N
N of length
r + 1 satisfying the required properties of Proposition 10.2.
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Proof. If r > 0, for any multiindex δ ∈ NN \Or+1, we set (writing t = t
[m+1])
(10.49) Ψδm+1(t, λ
1,Λ(m+1)κ0+r+1) :=∑
µ∈Ir
∂Ψµm+1
∂tm+1
(t, λ1,Λ(m+1)κ0+r) · hµ,δ (·) +
∑
ν∈Jr
ξν,δ (t) ·Ψ
(0,ν)
m+1(t, λ
1,Λ(m+1)κ0+r+1).
Then it follows from Lemma 10.3 (ii) that the desired parametrizations are constructed
for all δ of length r + 1. Moreover, it is clear that since each component of Ψβm+1 for
β ∈ Or+1 or for |β| = r belongs to the space E
(m+1)κ0+r+1
(m+1)n by assumption, the same fact
also holds for each component of Ψδm+1(t
[m+1], λ1,Λ(m+1)κ0+r+1) with δ 6∈ Or+1.
In case r = 0, note that Nd \Or+1 coincides with S as defined in Proposition 10.2 (i).
If the parametrizations Ψδm+1 for δ ∈ Or+1 have been constructed, then we may set
(10.50)
(
Ψδm+1
(
t[m+1], λ1,Λ(m+1)κ0+1
))
δ∈S
:=
∂Ψ0m+1
∂tm+1
(t[m+1], λ1,Λ(m+1)κ0)
−
(
Ψδm+1
(
t[m+1], λ1,Λ(m+1)κ0+1
))
δ∈Or+1
·Qz
(
tm+1, v¯m
(
t[m]
))
,
where we see (Ψδm+1)δ∈S as a N × n matrix and (Ψ
δ
m+1)δ∈Or+1 as a N × d matrix. It
follows from Lemma 10.3 (i) that the parametrizations are constructed for all δ of length
1. It also follows from (10.50) that our construction gives
(Ψ˜δm+1(0, λ
1,Λ(m+1)κ0))δ∈S =
∂Ψ˜0m+1
∂tm+1
(0, λ1,Λ(m+1)κ0),
which proves the required condition in (10.26). Finally, since each component of Ψµm+1
for µ = 0 or for µ ∈ Or+1 belongs to the space E
(m+1)κ0+1
(m+1)n by assumption, the same
fact also holds for each component of Ψδm+1(t
[m+1], λ1,Λ(m+1)κ0+1) with δ ∈ S in view
of (10.50). This completes the proof of Lemma 10.4. 
By Lemma 10.4, it is now enough to construct the parametrization Ψδm+1 for δ ∈ N
N
with |δ| = r + 1 and δ ∈ Or+1. In what follows, we fix such a multiindex δ, and we,
therefore, write δ = (0, µ) with µ ∈ Nd and |µ| = r + 1.
We start by using (9.8) in which we set Z = vm+1 = vm+1
(
t[m+1]
)
and ζ = v¯m =
v¯m
(
t[m]
)
. We obtain that for every α ∈ Nn \ {0} and for every H = (f, g) ∈ Aut(M, 0)
the expression
(10.51)
(
∂|µ|f
∂wµ
◦ vm+1
)
·(
Q¯χα,z(f¯ ◦ v¯
m, H ◦ vm+1) +Qz(f ◦ v
m+1, H ◦ v¯m) · Q¯χα,w(f¯ ◦ v¯
m, H ◦ vm+1)
)
is equal to (10.52)+(10.53) where
(10.52)
T ′µ,α
(
vm+1, v¯m, H ◦ vm+1, H ◦ v¯m, ((∂βH) ◦ vm+1)1≤|β|≤r, ((∂
βH) ◦ v¯m)1≤|β|≤r+1
)
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(10.53)
Qµ,α
(
vm+1, v¯m, ((∂βH) ◦ v¯m)1≤|β|≤|α|+r+1
)(
D(vm+1, v¯m, ((∂βH) ◦ v¯m)|β|=1)
)2|α|+r .
As in all previous analogous situations, we are only interested in multiindices α ∈
Nn \ {0} such that |α| ≤ κ0. For such α’s, we define the following n × d matrix with
holomorphic coefficients near the origin in C(m+1)n:
(10.54) Kα(T
1, T 2, . . . , Tm+1) := Q¯χα,z(T
m, vm+1(T 1, . . . , Tm+1))+
Qz(T
m+1, v¯m(T 1, . . . , Tm)) · Q¯χα,w(T
m, vm+1(T 1, . . . , Tm+1)).
Here each T j ∈ Cn, j = 1, . . . , m+ 1. We also write Kα := (K
1
α, . . . , K
d
α) and set
(10.55) φµ,α(t
[m+1], λ1,Λ(m+1)κ0+r+1) :=
T ′µ,α
(
vm+1, v¯m,Ψ0m+1,Ψ
0
m,Ψ
(r)
m+1Ψ
(r+1)
m
)
+
Qµ,α
(
vm+1, v¯m,Ψ
(r+1)
m
)
(
D(vm+1, v¯m,Ψ
(1)
m )
)2|α|+r
By the induction assumption, (10.31) and Lemma 8.1, φµ,α := (φ
1
µ,α, . . . , φ
d
µ,α) de-
fines a Cd-valued holomorphic map defined in a neighbourhood of {0} × G10(C
N) ×
G
(m+1)κ0+r+1
0 (C
N) in C(m+1)n × G10(C
N)× G
(m+1)κ0+r+1
0 (C
N), whose components belong
to E
(m+1)κ0+r+1
(m+1)n . Since M is assumed to be in C, we may again, by Proposition 7.5,
choose n integers i1, . . . , in ∈ {1, . . . , d} and n multiindices α
(1), . . . , α(n) ∈ Nn \ {0} of
length ≤ κ0 so that z 7→ (q¯
i1
α(1)
(z, 0), . . . , q¯in
α(n)
(z, 0)) is of generic rank n. In what follows,
we write Y k = (Y k1 , . . . , Y
k
n ) ∈ C
n, k ∈ {1, . . . , m} and for j = 1, . . . , n we denote by
Ψ˜0,jk (resp. Ψ˜
0,j
k ) the j-th component of Ψ˜
0
k (resp. Ψ˜
0
k). Consider the following linear
singular analytic system in the unknowns (X, Y 1, . . . , Y m) ∈ Cn×Cn . . .×Cn = C(m+1)n
given by
(10.56)

X ·Kiν
α(ν)
(T 1, . . . , Tm+1) = φiν
µ,α(ν)
(t[m+1], λ1,Λ(m+1)κ0+r+1), 1 ≤ ν ≤ n
Y kj · T
k
j = Ψ˜
0,j
k (t
[k], λ1,Λkκ0), 1 ≤ j ≤ n, 1 ≤ k ≤ m, k odd
Y kj · T
k
j = Ψ˜
0,j
k (t
[k], λ1,Λkκ0), 1 ≤ j ≤ n, 1 ≤ k ≤ m, k even
in which for every k ∈ {1, . . . , m+ 1} we have set
(10.57) T k :=
{
Ψ˜0k(t
[k], λ1,Λkκ0) if k is even
Ψ˜0k(t
[k], λ1,Λkκ0) if k is odd
In view of (10.51), (10.52), (10.32), (10.54),(10.55) and the induction assumption, we
know that the vector ((∂µwf) ◦ v
m+1, 1, 1 . . . , 1) is a solution of the system (10.56) with
λ1 = j10H and Λ
(m+1)κ0+r+1 = j
(m+1)κ0+r+1
0 H for any H ∈ Aut(M, 0). To apply Propo-
sition 6.3 to get a parametrization of the solutions of the system (10.56)-(10.57), we
need to check that the (m+1)n× (m+1)n matrix associated to this linear system has
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maximal generic rank and that for all (λ1,Λ(m+1)κ0+r+1) ∈ G10(C
N)×G
(m+1)κ0+r+1
0 (C
N),
the mapping I : (C(m+1)n, 0)→ (C(m+1)n, 0) given by
(10.58) t[m+1] 7→
(
Ψ˜01(t
[1], ·), Ψ˜02(t
[2], ·), . . . , Ψ˜0m(t
[m], ·), Ψ˜0m+1(t
[m+1], ·)
)
is a local biholomorphism at the origin. Let us check the first condition. The (m +
1)n× (m+ 1)n matrix associated to the linear singular system (10.56) is given by the
following
(10.59)

K(T 1, . . . , Tm+1) 0 . . . . . . . . . . . . . . . 0
0 T 11 0 . . . . . . . . . . . . 0
... 0
. . . 0 . . . . . . . . . 0
...
... 0 T 1n 0 . . . . . . 0
...
... . . . 0 T 21 0 . . . 0
...
... . . . . . . 0
. . . 0 0
...
... . . . . . . . . . 0
. . . 0
0 0 . . . . . . . . . . . . 0 Tmn

where T k = (T k1 , . . . , T
k
n ) for k = 1, . . . , m and K is the n × n matrix whose columns
are given by the vectors Kiν
α(ν)
, ν = 1, . . . , n. Hence it is enough to show that K has
generic rank n. In fact, we claim that K restricted to the subspace T 1 = . . . = Tm = 0
has already generic rank n. Indeed, in view of (10.54) and the normality of the chosen
coordinates (z, w), K(0, . . . , 0, Tm+1) is the n×n matrix whose columns are the vectors
α(ν)!
∂q¯iν
α(ν)
∂z
(Tm+1, 0) for ν = 1, . . . , n, which proves the above claim and the fact that
the matrix (10.59) has generic rank (m+1)n. We now prove that the local holomorphic
map given by (10.58) is invertible at the origin. For this, we note that its Jacobian
matrix at the origin is a (m+1)n lower triangular matrix by blocks with (m+1) blocks
of size n× n in the diagonal. Moreover, in view of (10.26), we obtain that this matrix
is of the following form
(10.60)

λ˜1 0 0 . . . 0
∗ Λ˜1 0 . . . 0
∗ ∗ λ˜1 0 0
∗ ∗ ∗
. . . 0
∗ ∗ ∗ ∗ Λ˜1

and hence is invertible. This shows that the map given by (10.58) is a local biholomor-
phism. We may now apply Proposition 6.3 to conclude that there exists a holomorphic
map
(10.61) Γµm+1 : C
(m+1)n × G10(C
N)× G
(m+1)κ0+r+1
0 (C
N)→ Cn × Cmn
defined in a neighbourhood of {0} × G10(C
N)× G
(m+1)κ0+r+1
0 (C
N) such that if
(X, Y ) : (C(m+1)n, 0)→ (C(m+1)n, 0)
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solves (10.56)-(10.57) for some (λ1,Λ(m+1)κ0+r+1) ∈ G10(C
N) × G
(m+1)κ0+r+r
0 (C
N ), then
(X, Y ) = (X
(
t[m+1]
)
, Y (t[m+1]) = Γµm+1(t
[m+1], λ1,Λ(m+1)κ0+r+1). We write
Γµm+1 := (Γ
µ,1
m+1,Γ
µ,2
m+1, . . . ,Γ
µ,m+1
m+1 ) ∈ C
n × Cn × . . .× Cn
and set
(10.62) Ψ˜δm+1(t
[m+1], λ1,Λ(m+1)κ0+r+1) := Γµ,1m+1(t
[m+1], λ1,Λ(m+1)κ0+r+1),
(10.63) Ψ̂δm+1(t
[m+1], λ1,Λ(m+1)κ0+r+1) :=
Ψ˜δm+1 ·Qz(Ψ˜
0
m+1,Ψ
0
m) +Wµ
(
vm+1, v¯m,Ψ0m+1,Ψ
0
m,Ψ
(r)
m+1,Ψ
(r+1)
m
)
,
where Wµ is the C
d-valued polynomial map given by Lemma 9.3. In view of the above
construction and Lemma 9.3, the map Ψδm+1 is the desired parametrization for the δ-th
derivative of all elements of Aut(M, 0). It remains to check that its components belong
to the space E
(m+1)κ0+r+1
(m+1)n . In view of Lemma 8.1 (i), (10.62), (10.63) and the induction
assumption, it is enough to check that the components of the map Γµm+1 given by (10.61)
belong to the above mentioned space. For this we write the Taylor expansion
(10.64) Γµm+1(t
[m+1], λ1,Λ(m+1)κ0+r+1) :=
∑
γ∈N(m+1)n
Γµm+1,γ(λ
1,Λ(m+1)κ0+r+1)
(
t[m+1]
)γ
.
From Proposition 6.3 we know that Γµm+1,γ(λ
1,Λ(m+1)κ0+r+1) may be written in the
following form
(10.65)
Bγ
[(
(∂ν
t[m+1]
φµ,α)(0, λ
1,Λ(m+1)κ0+r+1), (∂ν
t[k]
Ψ˜0k), (∂
ν
t[k]
Ψ˜0k)
)
1≤|α|≤κ0
|ν|≤dγ ;1≤k≤m+1
]
[
det
(
∂I
∂t[m+1]
(0, λ1,Λ(m+1)κ0+r+1)
)]cγ ,
where Bγ is a C
(m+1)n-valued polynomial map of its arguments, cγ and dγ are positive
integers, and the last two arguments of Bγ are evaluated at (0, λ
1,Λkκ0). Since each
component of the φµ,α, Ψ˜
0
k and Ψ˜
0
k for 1 ≤ |α| ≤ κ0, 1 ≤ k ≤ m + 1 belongs to the
space E
(m+1)κ0+r+1
(m+1)n by the above construction and the induction assumption and since
the Jacobian matrix of I is given by (10.60), it is clear that each component of Γµm+1
belongs to the space E
(m+1)κ0+r+1
(m+1)n . This completes the induction part of the proof of
Proposition 10.2 and hence the proof of that proposition.
11. Proofs of Theorems 7.3, 7.4, 2.1, 2.2, 2.3, 1.1, 1.2
In this section, we keep the notation introduced in §10.
Proof of Theorem 7.3. By the minimality criterion of Baouendi, Ebenfelt and Roth-
schild (see e.g. [3]), there exists 1 ≤ k1 ≤ d + 1 (where d is the codimension of M in
CN) such that the generic rank of the Segre set map vk1 is N . Applying firstly Propo-
sition 10.2 with k = 2k1, we obtain that there exists a map Ψ
0
2k1
: C2nk1 × G10(C
N ) ×
G2k1κ00 (C
N)→ CN holomorphic in a neighbourhood of {0}×G10(C
N)×G2k1κ00 (C
N) whose
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components belong to the space E2k1κ02k1n such that for every H ∈ Aut(M, 0) and for every
t[2k1] sufficiently close to the origin in C2k1n the following identity holds
(H ◦ v2k1)(t[2k1]) = Ψ02k1(t
[2k1], j10H, j
2k1κ0
0 H).
Here we recall that κ0 = κ(M, 0). By mimicing the proofs of [3, §4.1], one may construct
a map Ψ0 : CN × G10(C
N) × G2k1κ00 (C
N) → CN holomorphic in a neighbourhood of
{0}×G10(C
N )×G2k1κ00 (C
N ) whose components belong to the space E2k1κ0N such that for
every H ∈ Aut(M, 0) and for every Z sufficiently close to the origin in CN the following
identity holds
H(Z) = Ψ0(Z, j10H, j
2k1κ0
0 H).
Now the map ψ(Z,Λ2k1κ0) := Ψ0(Z,Λ1,Λ2k1κ0) satisfies all the conclusions of Theorem
7.3 except that ψ is a function of Λ2k1κ0 ∈ G
2(d+1)κ0
0 (C
N), which is twice more than
claimed. To complete the proof of the theorem, we apply again Proposition 10.2 with
k = k1, which may be assumed to be even (the other case being analogous) and obtain
the existence of a map Ψ0k1 : C
nk1 × G10(C
N) × Gk1κ00 (C
N ) → CN holomorphic in a
neighbourhood of {0} × G10(C
n) × Gk1κ00 (C
N) whose components belong to the space
Ek1κ0k1n such that for every H ∈ Aut(M, 0) and for every t
[k1] sufficiently close to the
origin in Ck1n the following identity holds
(11.1) (H ◦ vk1)(t[k1]) = Ψ0k1(t
[k1], j10H, j
k1κ0
0 H).
By mimicing the arguments of [3, §4.2], one may construct by using (11.1) and the
above map Ψ0, another map Φ: CN × G10(C
N) × Gk1κ00 (C
N) → CN holomorphic in a
neighbourhood of {0} × G10(C
N) × Gk1κ00 (C
N) whose components belong to the space
Ek1κ0N such that for every H ∈ Aut(M, 0) and for every Z sufficiently close to the origin
in CN the following identity holds
H(Z) = Φ(Z, j10H, j
k1κ0
0 H);
the details are left to the reader. Then setting Ψ(Z,Λk1κ0) := Φ(Z,Λ1,Λk1κ0) yields the
required parametrization. The proof of Theorem 7.3 is complete. 
Proof of Theorem 7.4. Theorem 7.4 follows directly from Theorem 7.3 and from repeat-
ing the arguments of [3, §4.3]. We leave the details to the reader. 
Proofs of Theorem 2.1 and Theorem 2.2. Firstly, note that to prove Theorem 2.1, it is
enough to prove the parametrization property for the stability group of (M, p) for every
p ∈M . Then Theorem 2.1 (resp. Theorem 2.2) follows immediately from Theorem 7.3
(resp. Theorem 7.4), Proposition 7.2 and the upper-semicontinuity of the map M ∋
q 7→ κM (q) (see §7.1). 
Proof of Theorem 2.3. Firstly, when M is generic, Theorem 2.3 follows from the fact
that compact real-analytic CR submanifolds of CN do not contain any complex-analytic
subvariety of positive dimension ([18]) and hence are essentially finite at all points, from
the upper-semicontinuity of the map p 7→ ℓp in Theorem 2.2 and from the reflection
principle proved in [8]. When M is not generic, one proceeds as follows. By [4], there
exists r ∈ {1, . . . , N − 1} such that for every point p ∈M there exists a neighbourhood
Up of p in C
N and a neighbourhood Wp of 0 in C
N such M ∩ Up is biholomorphic to
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Wp ∩ (M̂p × {0}) where M̂p is a real-analytic generic submanifold of C
r containing the
origin, minimal at each of its points and not containing any complex-analytic subvariety
of positive dimension. By using Theorem 2.2, for every p ∈M we may assume, shrinking
M̂p near the origin if necessary, that there exists a positive integer kp so that germs
at any point q ∈ M̂p of smooth CR diffeomorphisms mapping M̂p into another real-
analytic generic submanifold of Cr of the same CR dimension as that ofM are uniquely
determined by their kp-jets at q. Then the theorem easily follows by using a finite
covering of M by the the neighbourhoods Up for p ∈ M . The proof of Theorem 2.3 is
therefore complete. 
Proofs of Theorems 1.1 and 1.2. Since real-analytic hypersurfaces which contain no complex-
analytic subvariety of positive dimension are automatically minimal (see e. g. [4]), Theo-
rem 1.1 (resp. Theorem 1.2) follows immediately from Theorem 2.1 (resp. from Theorem
2.2). 
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