Often in biomedical studies, the routine use of linear mixed-effects models (based on Gaussian assumptions) can be questionable when the longitudinal responses are skewed in nature. Skew-normal/elliptical models are widely used in those situations. Often, those skewed responses might also be subjected to some upper and lower quantification limits (viz. longitudinal viral load measures in HIV studies), beyond which they are not measurable. In this paper, we develop a Bayesian analysis of censored linear mixed models replacing the Gaussian assumptions with skew-normal/independent (SNI) distributions. The SNI is an attractive class of asymmetric heavy-tailed distributions that includes the skew-normal, the skew-t, skew-slash and the skew-contaminated normal distributions as special cases. The proposed model provides flexibility in capturing the effects of skewness and heavy tail for responses which are either left-or right-censored. For our analysis, we adopt a Bayesian framework and develop a MCMC algorithm to carry out the posterior analyses. The marginal likelihood is tractable, and utilized to compute not only some Bayesian model selection measures but also case-deletion influence diagnostics based on the Kullback-Leibler divergence. The newly developed procedures are illustrated with a simulation study as well as a HIV case study involving analysis of longitudinal viral loads.
Introduction
In AIDS research, HIV1-RNA (or viral load) measures are collected longitudinally (Wu, 2010 ) over a period of treatment to assess reduction in viral load, which is a primary end-point in clinical trials of antiretroviral (ARV) theraphy (Jacqmin-Gadda et al., 2000) . Mixed-effects models are routinely used (Vaida et al., 2007; Vaida and Liu, 2009a; Qiu and Wu, 2010) to estimate viral load trajectories as well as to quantify within-subject and between-subject variations in viral load measurements. Although viral load has been widely recognized as the best prognostic marker with CD4 + cell counts (Mellors et al., 1996) , its measurement comes with some additional complications, viz., the measures may be subjected to some upper and lower detection limits, below or above which they are not quantifiable. As a result, the viral load responses are either left or right censored depending on the diagnostic assays used. However, the proportion of censored data in these studies may not be trivial (Hughes, 1999) and considering crude/adhoc methods viz., substituting threshold value or some arbitrary point such as mid-point between zero and cut-off for detection (Huang et al., 2001) might lead to biased estimates of fixed effects and variance components (Gray et al., 2004) .
Our motivating data in this paper is from an AIDS clinical trial study (Saitoh et al., 2008) , which measures HIV-1 viral loads after unstructured treatment interruption (UTI) . In this study, about 7% observations lie below the limits of the quantification assay, and hence are considered to be left-censored. As alternatives to the crude imputation methods described above, Hughes (1999) proposed a likelihood-based Monte Carlo EM algorithm (MCEM) for linear mixed effects (LME) with censored response (LMEC). Vaida et al. (2007) proposed a hybrid EM using a more efficient implementation of Hughes algorithm, including numerical computation at the E-step for clusters with one or two censored observations. They also extended the algorithm to NLME with censored data (NLMEC) . Their MCEM improves the simulation at the E-step, the numerical implementation at the M-step, and includes automatic monitoring and stopping of the algorithm. Recently, Vaida and Liu (2009a) proposed an exact EM algorithm for LMEC/NLMEC, which uses closed-form expressions at the E-step, as opposed to Monte Carlo simulations. A common feature of all these methods is the fidelity to the 'Gaussian' paradigm for the random-effects and withinsubject random errors. Although the assumptions of normality provides a much simplistic framework for statistical analysis in guiding the development of treatment strategies and clinical decision, it may lack robustness against departures from normality and/or outliers (Sahu et al., 2003) and thus statistical inference and analysis with normal assumption may lead to misleading results. Viral-load measurements are often highly skewed, and even log-transformations do not render normality (Ghosh et al., 2007) . This characteristic further complicates analysis of mixed-effects models, because one (or both) of the (within-subject) random error and (between-subject) random effects might contribute to the 'shift from normality'. For example, Figure 1 (panels a and b) display the density histogram and associated Q-Q plots for (repeated and non-censored) viral load measurements (in natural log 10 scale) from the above study, which reveals some degree of left skewness. Panels (c and d) present the same for empirical Bayes estimates (Laird and Ware, 1982) of random effects b i and panels (e and f) for the residuals, all obtained after fitting a NLMEC model to the UTI data using the R package lmec (Vaida and Liu, 2009b) . These plots reveal left-skewed nature of subject-specific intercepts at the level of random-effects, but symmetric tail behavior for the random errors.
To deal with the problem of departure from normality in LME models for complete data and eliminate the need of ad hoc data transformations (Azzalini and Capitanio, 1999) , several proposals have been considered in the literature by replacing the normal random effects using finite normal mixtures (Verbeke and Lesaffre, 1996) , smoothing (Ghidey et al., 2004) , a semi-nonparametric density (Zhang and Davidian, 2001) , a skew-t LME model (Ho and Lin, 2010) etc. Much of the recent frequentist and Bayesian advances in regression problems revolve around the attractive and popular skew-normal/independent (SNI) distributions . Starting with the multivariate SN density (Azzalini and Dalla Valle, 1996) , SNI linear mixed effects models (SNI-LME) was proposed in , primarily using EM-type algorithm for maximum likelihood (ML) estimation. Bayesian analysis in the context of non-linear regression with multivariate skew-elliptical (skew-normal and skew-t) errors were considered in De la Cruz and Branco (2009) . There had been some recent Bayesian proposals for LME models with SNI distributions (Jara et al., 2008; ), but to the best of our knowledge, there are no reported study exploring a robust unified Bayesian framework simultaneously for asymmetrical and heavy-tailed responses for LMEC models using the family of SNI distributions.
In this paper, we proceed with our robust parametric LMEC model assuming a SNI distribution for the random effects and a NI distribution for the random errors, so that the SNI-LMEC model is defined. The marginal density of the observed quantities is obtained analytically. Our main contribution aims at providing a Bayesian treatment to censored version of SNI-LME models and studying various Bayesian model selection and related case-deletion influence diagnostics based on Kullback-Leibler (K-L) divergence measures as proposed in Peng and Dey (1995) and Cancho et al. (2010) . The multivariate SNI distribution used in our proposition is developed primarily from the multivariate SN density proposed in Azzalini and Dalla Valle (1996) . Although other propositions (Sahu et al., 2003) exist for the multivariate SN density, the differences between these are only due to the various parameterizations (Arellano-Valle and Azzalini, 2006) used. An unification of all skew-normal variants is presented in .
The rest of the paper is organized as follows. In Section 2, we introduce the multivariate skew-normal and SNI distributions and state some propositions which are crucial for our methodology developments. Section 3 formulates our SNI-LMEC and proposes a Bayesian approach for inference. In Section 4, we discuss relevant Bayesian model selection criteria and influence diagnostic measures. The advantage of the proposed methodology is illustrated through analysis of the longitudinal HIV viral load in a AIDS study in Section 5. Section 6 presents a simulation study to compare the finite sample performance of the various sub-classes of our proposed model. Finally, Section 7 concludes with some discussions and citing avenues for future research.
Preliminaries

The multivariate skew-normal distribution
We begin with a review of the multivariate SN distribution and a study of some related properties. Some versions, extensions and unifications of the SN family are carefully surveyed in works like Azzalini (2005) and . A random vector Y has multivariate skew-normal distribution with p × 1 location vector µ, p × p positive definite dispersion matrix Σ and p × 1 skewness parameter vector λ, if its density is given by
where φ p (.; µ, Σ) and Φ p (.; µ, Σ) denote respectively the pdf and the cdf of the p-variate normal distribution N p (µ, Σ), with mean vector µ and covariate matrix Σ, respectively and Σ −1/2 is such that Σ −1/2 Σ −1/2 = Σ −1 . The univariate standard normal cdf will be denoted by Φ(.). In usual notation, we shall write Y ∼ SN p (µ, Σ, λ) for a random vector with density (1). Note that if λ = 0, then the density of Y reduces to the N p (µ, Σ) density. Observe that (1) is the conditional density of Y|X > 0, where
This distribution falls under the class of fundamental skew-normal (FUSN) distributions proposed in . It is worth mentioning that although belonging to the FUSN family, the classical versions introduced by Azzalini and Dalla Valle (1996) and Sahu et al. (2003) are different from (1), the differences are only due to the various parameterizations (Arellano-Valle and Azzalini, 2006) used as mentioned earlier. Using version (1) above allows us to develop an EM-type and Gibbs algorithms for parameter estimation in SN-LME models. Indeed, it has been used as a powerful tool to extend some traditional normal based models, see , for more details. For computational purposes, an useful parametrization is given by
where I denotes the identity matrix of appropriate dimension and δ = λ/ 1 + λ ⊤ λ. We recover λ and Σ using the expressions
Under this parametrizations and following , the multivariate SN distribution has a convenient stochastic representation
where T = |T 0 |, T 0 ∼ N 1 (0, 1) and T 1 ∼ N p (0, I p ) are independent, with I p being the p×p identity matrix and | · | denoting absolute value. It should also be noted crucially that (4) offers a stochastic representation of Y , which is useful for random number generation and for theoretical purposes. From (4) the mean and covariance of Y are given, respectively, by
The multivariate skew-normal/independent (SNI) distribution
The idea of the SNI distributions originated from an early work by Branco and Dey (2001) , which included the skew-normal distribution as a special case. A SNI distribution is defined by a p−dimensional random vector
where U is a positive random variable with the cdf H(u; ν) and pdf h(u; ν), and independent of the random vector Z, following SN p (0, Σ, λ). Here ν is a scalar or vector parameter indexing the distribution of the mixing scale factor U . Given U = u, Y follows a multivariate skew-normal distribution with location vector µ, scale matrix u −1 Σ and skewness parameter vector λ. Then, from (1), the marginal pdf of Y is
The notation Y ∼ SNI p (µ, Σ, λ, H) will be used when Y has pdf (7). The asymmetrical class of SNI distributions includes the skew-t, the skew-slash, and the skew-contaminated normal distributions. All these distributions have heavier tails than the skew-normal and can be used for robust inferences. Some of these distributions are described subsequently. When λ = 0, the SNI distributions reduces to the normal-independent (NI) class (Lange and Sinsheimer, 1993) , i.e., the class of scale-mixtures of the normal distribution represented by the pdf f 0 (y) = ∞ 0 φ p (y; µ, u −1 Σ)dH(u; ν). We use the notation Y ∼ NI p (µ, Σ, H) when Y has distribution in the NI class. We refer to for details and additional properties related to this SNI class.
The following results show that the cdf of a SNI random vector and its conditional distribution can be obtained from a mixture representation of the SNI class. These result are crucial for our methodology development, in particular essential for computing the likelihood function of a SNI-LMEC. The proofs are given in Section A of the Supporting information associated with this paper.
Proposition 2.1 If Y ∼ SNI p (µ, Σ, λ, H), then the cdf of Y is given by
.
be the corresponding partitions of Σ, µ and λ. We then have:
i) for H such that P(U = 1) = 1, the conditional cdf is given by
where
ii) for H ≡ Gamma(ν/2, ν/2), the conditional cdf is given by
µ, Σ, ν) and T (.; ν) denotes respectively the cdf of the k-variate and univariate Student-t distribution with parameters (µ, Σ, ν) and (0, 1, ν),
For the SSL case, the conditional cdf can be obtained using the usual definition of conditional probability, i.e.,
along with the routine integrate in R. For the SCN, the calculation of P(Y 2 ≤ y 2 |Y 1 = y 1 ) directly follows from (9).
Model formulation and Bayesian approach
We consider the following general LME model in which the random effects are assumed to follow a SNI distribution. Simultaneously, the model can be written in matrix form as 
with the assumption that
where c = −(2/π) 1/2 E[U −1/2 ], the subscript i is the subject index; I p denotes the p × p identity matrix; y i = (y i1 , . . . , y ini ) ⊤ is a n i × 1 vector of observed continuous responses for sample unit i, X i is the n i × p design matrix corresponding to the fixed effects, β is a p × 1 vector of population-averaged regression coefficients called fixed effects, Z i is the n i × q design matrix corresponding to the q × 1 vector of random effects b i , ǫ i is the n i × 1 vector of random errors, and the dispersion matrix D = D(α) depends on unknown and reduced parameters α. Note that (12) in conjunction with (5) 
Thus, this model considers the within-subject errors ǫ i to be symmetrically distributed, while the distribution of random effects to be asymmetric with mean zero. An interesting property of this formulation is that E[Y i ] = X i β and hence the fixed effects estimates of SNI-LME model and N-LME model are all comparable, an important characteristic not introduced in previous developments by Lachos et al. (2007) , Lin and Lee (2008) and . In the present formulation, we consider the case where the response Y ij is not fully observed for all i, j (Vaida and Liu, 2009a) . The observed data for the i-th subject is (Q i , C i ), where Q i represents the vector of uncensored reading or censoring level, and C i the vector of censoring indicators, such that
For simplicity we will assume that the data are left-censored and thus the SNI-LMEC is defined. The extensions to arbitrary censoring are immediate. For N-LMEC, an EM algorithm was proposed by Hughes (1999) , with computational improvements considered in Vaida et al. (2007) and Vaida and Liu (2009a) .
The log-likelihood function
Classical inference on the parameter vector θ = (β ⊤ , σ 2 , α ⊤ , λ ⊤ , ν ⊤ ) ⊤ is based on the marginal distribution for y i (Vaida et al., 2007) . For complete data, we have from Lachos et al. (2007) , that marginally
For responses with censoring pattern as defined in (13)
ar −∞ stand for the abbreviation of multiple integrals. When λ = 0 we will use the notation X ∼ TNI p (µ, Σ, H; A) and its density by TNI p (x|µ, Σ, H; A)
For computing the likelihood function, the first step is to treat separately the observed and censored components of Y i . We partition Y i into the observed and censored parts as
where vec(.) denote the function which stacks vectors or matrices of the same number of columns. From Lemma 1 (see Appendix), we can write
, which can be directly obtained from Proposition 2.2. Now, following Vaida and Liu (2009a) , the likelihood for cluster i is given by
Therefore, the log-likelihood function for the observed data is given by
which can be evaluated without much computational burden through the R (Genz et al., 2011; R Development Core Team, 2009) routines integrate and mvtnorm() together with Proposition 2.1 and 2.2. This log-likelihood is used for Bayesian model selection and to develop a case-deletion influence diagnostics based on the Kullback-Leibler divergence as discussed in Cancho et al. (2010) .
Although one might use standard EM-type algorithms for maximum-likelihood (ML) inference, we choose a Bayesian route primarily for computational simplicity. The 'M' step in the EM routine, and the high-dimensional integrals in our likelihood function can make the ML estimation quite complicated. Our Bayesian inference relies on Markov chain Monte Carlo (MCMC) algorithms which facilitates easy and straightforward implementation in conventional software like WinBUGS. The Bayesian proposition allows for full parameter uncertainty and does not depend on asymptotic results (Gelman et al., 2006) . Interval estimates for model parameters or functions of model parameters can be easily obtained directly from the MCMC output.
Prior and posterior specifications
A key feature of this model is that it can be formulated in a flexible hierarchical representation as follows:
where the observed data for the i-th subject is
. . , Q n ) and C = vec(C 1 , . . . , C n ). It follows that the complete likelihood function associated with (y, b, Q, C, t), is given by
In order to complete the Bayesian specification, we need to consider prior distributions to all the unknown parameters θ = (β ⊤ , σ 2 , α ⊤ , λ) ⊤ . A popular choice to ensure posterior propriety in a LMM is to consider proper (but diffuse) conditionally conjugate priors (Hobert and Casella, 1996; Zhao et al., 2006) . Following 
where IGamma(a, b) denotes the inverse gamma distribution with mean b/(a−1), a > 1, and IWish q (M −1 , ν 0 ) denotes the inverse Wishart distribution with mean M −1 /(ν 0 − q − 1), ν 0 > q + 1, with M a q × q known positive definite matrix. Assuming elements of the parameter vector to be independent we consider that the joint prior distribution of all unknown parameters have density given by π(θ) = π(β)π(σ 2 )π(Γ)π(∆).
For the specific NI models, the prior for ν was chosen accordingly as follows.
(i) Skew-t model (ST-LMEC): Here ν ∼ TExp(γ/2; (2, ∞)), i.e., the degrees of freedom parameter ν has a truncated exponential prior distribution on the interval (2, ∞). This truncation point was chosen to assure finite variance.
(ii) Skew-slash model (SSL-LMEC): A Gamma(a, b) distribution with small positive values of a and b (b ≪ a) is adopted as a prior distribution for ν.
(iii) Skew-contaminated normal model (SCN-LMEC): A Beta(ν 0 , ν 1 ) distribution is used as a prior for ν, and an independent Beta(ρ 0 , ρ 1 ) is adopted as prior for ρ to achieve conjugacy.
Combining the likelihood function (15) and the prior distribution, the joint posterior density of all unobservable quantities is given by
Distribution is analytically intractable, but MCMC methods such as Gibbs sampler and Metropolis-Hastings algorithm can be used to draw samples and derive inference from marginal posterior densities of interest. Given b and u, all conditional posteriors are in the standard SN-LMEC form, and have the same form for any element of the SNI class. Outline of the conditional posteriors are available in Section B of the Supporting information.
Bayesian model selection and influence diagnostics 4.1 Model comparison
There exists a wide variety of model selection/assessment measures within the Bayesian toolbox. One of the most widely used criterion is the conditional predictive ordinate (CPO) statistic, derived from the posterior predictive distribution (Gelfand et al., 1992) . Let D be the full data and D (−i) denote the data with the ith observation deleted. We denote the posterior density of θ given D (−i) by π(θ|D (−i) ), for i = 1, . . . , n. For the i-th observation, the CPO i can be written as CPO
For our proposed models, a closed form of the CPO i is not available.
However, a Monte Carlo estimate is available from the posterior distribution π(θ|D) using a harmonicmean (HM) identity (Dey et al., 1997) given
. . , θ Q is a post burn-in sample of size Q from π(θ|D). A summary statistic of the CPO i 's is the log pseudomarginal likelihood (LPML), defined by LPML = i log( CPO i ). Larger values of LPML indicates better fit. Although the HM identity provides a convenient and simplified practical implementation of the CPO, it is susceptible to instability (Raftery et al., 2007) for very small values of the likelihood. Congdon (2005) suggests that the HM estimate is stable as long as the individual log-likelihoods exceed -10 or -20 in value. Although several other alternative approaches (Raftery et al., 2007; Gelfand and Dey, 1994; Dey et al., 1997) have been prescribed, they can be computationally challenging. Here we consider a more pragmatic route (following Editor's suggestions) and compute the CPO and associated LPML using 500 non-overlapping blocks of the Markov chain each of size 2000 post-convergence, and report the expected LPML and Monte Carlo standard errors computed over the 500 blocks. If the HM identity is stable, we expect to have small Monte Carlo errors of the LPMLs.
Some other measures, like the deviance information criterion (DIC) proposed by Spiegelhalter et al. (2002) , the expected Akaike information criterion (EAIC) by Brooks (2002) , and the expected Bayesian (or Schwarz) information criterion (EBIC) given in Carlin and Louis (2001) can also be used. These are based on the posterior mean of the deviance, which can be approximated as D = Q q=1 D(θ q )/Q, where D(θ) = −2 n i=1 log f (y i |θ) . The DIC criterion can be estimated using the MCMC output as DIC = D + ρ D , where ρ D is the effective number of parameters, defined as E{D(θ)} − D{E(θ)}, where D{E(θ)} is the deviance evaluated at the posterior mean. Similarly, the EAIC and EBIC can be estimated as EAIC = D + 2#(ϑ) and EBIC = D + #(ϑ) log(n), where #(ϑ) is the number of model parameters. Note that for all these criteria, the evaluation of the marginal likelihood f (y i |θ) is a key aspect, however for our proposed models (SN-LMEC) it can be easily computed from the results given in Subsection 3.1. Note that the CPO statistics (and associated LPML) compare between competing models marginally by averaging out all unknown parameters, which is fundamentally different to that of DIC, EAIC and EBIC which compares models conditional on all unknown parameters (including all fixed and random effects), penalizing models with more complexity. In this paper, we examine all of them to accommodate multiple viewpoints (Spiegelhalter et al., 2002) .
Bayesian case influence diagnostics
Our proposed regression models might be sensitive to the underlying model assumptions, so it is of interest to determine which subjects/observations might be influential for the analysis. Let K(P, P (−i) ) denote the K-L divergence between P and P (−i) , defined as K(P, P (−i) ) = π(θ|D) log π(θ|D)/π(θ|D (−i) ) dθ, where P denotes the posterior distribution of θ for full data, and P (−i) denotes the posterior distribution of θ without the i-th case. As pointed by Peng and Dey (1995) and Cancho et al. (2010) , K(P, P (−i) ) can be expressed as a posterior expectation K(P,
where E θ|D (·) denotes the expectation with respect to the joint posterior π(θ|D). A Monte Carlo estimate of the K-L divergence (see Cancho et al., 2010) , is given by
Applications: UTI Data
We illustrate the proposed methods with the analysis of the HIV UTI data previously analyzed using normal LMEC model. This is a study of 72 perinatally HIV-infected children (Saitoh et al., 2008; Vaida and Liu, 2009a) . The data set is available in the R package lmec (Vaida and Liu, 2009b) . Primarily due to treatment fatigue, unstructured treatment interruptions (UTI) is common in this population. Suboptimal adherence can lead to ARV resistance and diminished treatment options in the future. The subjects in the study had taken ARV therapy for at least 6 months before UTI, and the medication was discontinued for more than 3 months. The HIV viral load from the closest time points at 0, 1, 3, 6, 9, 12, 18, 24 months after UTI were studied. The number of observations from baseline (month 0) to month 24 are 71, 62, 58, 57, 43, 34, 24, and 13, respectively. Out of 362 observations, 26 (7%) observations were below the detection limits (50 or 400 copies/mL) and were left-censored at these values. The individual profiles of viral load at different followup times after UTI is presented in Figure 2 . Following Vaida and Liu (2009a) , we consider a profile LME model with random intercepts b i given by
where y ij is the log 10 HIV RNA for subject i at time t j , t 1 = 0, t 2 = 1, t 3 = 3, t 4 = 6, t 5 = 9, t 6 = 12, t 7 = 18, t 8 = 24. Vaida and Liu (2009) analyzed the same data set by fitting a N-LMEC from a frequentist perspective, but from Figure 1 it is clear that inference based on normality assumptions can be questionable. In our analysis, we assume a SNI-LMEC as defined in (11), (12) and (13). As prior choices, we have β j ∼ N 1 (0, 10 3 ), j = 1, . . . , 8, σ 2 ∼ IGamma(0.1, 0.1), Γ ∼ IGamma(0.1, 0.1), ∆ ∼ N (0, 0.001). Additionally, for the ST model we have ν ∼ TExp(0.1; (2, ∞)), for the SSL model we have ν ∼ Gamma(0.1, 0.01) and for the SCN model, we have ν ∼ Beta(1, 1) and ρ ∼ Beta(2, 2). We generated two parallel independent MCMC runs of size 100000 with widely dispersed initial values, where the first 20000 iterations (burn-in samples) were discarded for computing posterior estimates. To eliminate potential problems due to auto-correlation, we considered a spacing of size 40. The convergence of the MCMC chains were monitored using trace plots, auto-correlation (ACF) plots and Gelman-Rubin R diagnostics. The SSL and SCN models require much larger number of iterations as compared to the N, SN and ST models to converge. Following Gelman et al. (2006) , we considered a sensitivity analysis on the routine use of the inverse-gamma prior on the variance components and found that the results are fairly robust under different choices of prior. Table 1 presents comparison of the four sub-classes with ST, SSL and SCN) provide much better fit than the SN-LMEC for all the measures. The fit of N-LMEC is the worst providing a lot of concern for normality assumptions with this dataset. For the SNI-LMEC models, the estimated values of λ and the corresponding 95% credible intervals (CI) (as in Tables 2 and ??) justifies the left-skewed nature of the UTI data. For the ST-and SSL-LMEC models, as ν (the t degrees of freedom) → ∞, they approach the SN-LMEC model as the limiting case. Because the estimate of ν is small, it indicates lack of adequacy of the normality (and skew-normality) assumptions. Table 2 reports the posterior mean, standard deviations (sd) and 95% credible intervals (CI) of the model parameters after fitting the SCN-LMEC model (our best model). The posterior estimates for the other competing models are presented in Section C of the Supporting information. Note that the posterior estimates of β 1 − β 8 (the slope parameters corresponding to the time points) for the SNI-LMEC models with heavy tails are quite close to those from the N and SN versions, however the 95% posterior CI of β are tighter (due to smaller estimated standard deviations), indicating that the three heavy-tailed models seem to produce more precise estimates. As in Vaida and Liu (2009a) , our dropout (censored) model does not bias the inference regarding the mean of β j . The mean viral load E(y ij ) = β j increases gradually throughout 24 months for all the models. In particular for the SCN-LMEC, it increases from 3.86 at the time of UTI to 4.68 at 24 months. The estimates of the between-subject variance (Var(b) ) and within-subject variance (σ 2 ) (in log 10 scale) are 1.23 and 0.13 respectively. In addition to λ < 0 indicating left-skewness, the (small) posterior mean estimates of ν and ρ signifies departure from the normality framework.
To determine presence of possible influential observations, K-L divergence measures (18) are presented in Figure 2 for the competing models. Although it appears from Figure 2 that there might be more 'outlying' subjects/observations, the individual profiles for subject # 20 and 42 were quite different from the fitted (mean) profiles for the various distributions. Our outlier analysis was designed to detect the 'most' influential observations, hence we choose cases 20 and 42 which have larger K(P, P (−i) ) for N-LMEC models as compared to the others. For the SN-LMEC, case 20 no longer remains an outlier. In particular, the effect of these 2 cases (and possibly others) nullified when considering our SNI class, in particular the SSL and SCN densities. As expected, the posterior estimates of E(β) were attenuated when the heavytailed SNI distributions were considered, suggesting that the SNI-LMEC model is a robust alternative for censored viral load data in presence of asymmetry. This is also observed in Figure 3 where the presence of these outliers might have overestimated the predicted mean curve for the N-LMEC model as compared to the SNI-LMEC. The fitted viral load trajectories for some randomly chosen subjects are presented in Figure 4 . To summarize, these results suggest that our proposed class of SNI-LMEC models provide precise posterior parameter estimates for our motivating dataset on HIV viral load that exhibits departure from the traditional normality assumptions due to skewness and (or) presence of heavy tails. 
Simulation studies
In this section, we conduct a simulation study to illustrate the performance of our proposed methodology. The goal of this simulation study is to investigate the consequences on parameter inference when the normality assumption is inappropriate as well as to investigate whether the model comparison measures, viz., LPML, DIC, EAIC and EBIC determines the best-fitting model to the simulated data. We assume the following linear mixed-effects model with random slope and intercept, given by:
ξ 1 = (2, 2), ξ 2 = (0, 0), σ 2 = 2, ν = 3, Ω 1 = 3 0 0 3 , Ω 2 = 1 0 0 1 , (p 1 , p 2 ) = (0.25, 0.75), β = (0.05, 0.1). Thus, the joint density of the random slope and the random intercept vector b i comes from a mixture of a bivariate normal and a bivariate t-distribution with 3 degrees of freedom. This yields a skewed thick-tailed unimodal distribution inspired by an example presented in Ho and Hu (2008) . For each subject i = 1, . . . , 100 and fixed time-point vector t i = (1, 2, 3, 4, 5) ⊤ , we set x 1ij = 1 if j ≥ 3 and 0 otherwise -an indicator variable corresponding to an 'intervention (treatment)' effect at t = 3. The co-variate x 2ij is a random sample from a N(3, 3) distribution. To study the effect of the level of censoring on the posterior estimates, we choose various settings of censoring proportions, say 10%, 20% and 40%. Once 500 simulated datasets are generated for each of these 3 settings, we fit the N-LMEC, SN-LMEC and ST-LMEC models using R2WinBUGS package available in R. For each of the settings, the following independent priors are considered for the MCMC sampling: β k ∼ N 1 (0, 10 3 ), k = 1, 2 σ 2 ∼ IGamma(0.1, 0.1), Γ ∼ IWish 2 (H −1 , 2) with H = diag(0.01) and ∆ i ∼ N (0, 0.001), i = 1, 2 and in addition ν ∼ TExp(0. 1; (2, ∞) ) for the ST model. The MCMC scheme follows exactly as in Section 5. We compute the 'Relative Bias' (RelBias) and 'Mean Squared Error' (MSE) for each parameters over the 500 samples under the 3 different settings. They are defined as: where γ = (β 1 , β 2 , σ 2 ) and γ (i) is the posterior estimate of γ for the ith sample. In addition, we also estimate the Power of the intervention effect β 1 , i.e. the proportion of times the 95% credible interval of β 1 excludes 0.
From Table 3 , we observe that the ST-LMEC model has the smallest RelBias and MSE for β 1 and β 2 for all levels of censoring, however both the RelBias and MSE increases with increase in the censoring proportion as expected. The ST model also detects the right-skewed-heavy tailed feature of the simulated data with posterior estimates of ν to be small, however the estimates drifts farther with increasing proportion of censoring. Thus, the ST model (accommodating both skewness and thick tails) produces more accurate Bayesian estimates in the context of censored data; the degree and direction of the bias in fixed effects depends both on the relative proportions of censoring as well as model assumptions. However, the 
Conclusions
This article proposes Bayesian implementation of a robust alternative to the linear mixed-effects model with censored response, where the Gaussian distribution of the random terms are replaced by the skewnormal/independent distribution. We apply our methodology to a recent AIDS study (freely downloadable from R) to illustrate how the procedure developed can be used to evaluate model assumptions, identify outliers and obtain robust parameter estimates. Depending on assay quantifications, censoring can be both left or right. Our application is based on right-censoring, considerations for left-censoring is immediate and follows from (13) by reversing the role of y ij and Q ij . Our methods can certainly be extended to other forms of complex longitudinal data involving double-, or interval-censoring following Sinha et al. (1999) and Yu (2010) . It is worth emphasizing that recent papers by Dagne (2011, 2010) provides an ad-hoc treatment to the censoring phenomenon in HIV viral load studies; they replaced censored data with half the value of the quantification limit (QL), which might lead to bias estimates. This paper provides a first attempt to incorporate censoring in the context of skew-normal/independent linear mixed-effects models (SNI-LMEC). Our model assumes the censoring mechanism to be 'missing-at-random (MAR)', hence conditional on a correct model the estimation of the mean viral loads remains unbiased (Vaida and Liu, 2009a) . Our method provides improvement over results from Vaida and Liu (2009a) , who considered analysis of this dataset using normal linear mixed-effects models. Simulation studies reveal gain in efficiency and accuracy for parameter estimates as well as performance of various model selection techniques to pick the best-fitting model, where typical assumptions of normality are questionable.
We would like to point out here that the choice of H(u, ν), the cdf of the mixing variable U , at the onset, is certainly non-trivial and primarily guided by the data characteristics such as degree of skewness, proportion of outliers, distance from the 'center' of the distribution, etc (Rosa et al., 2003) . Although the multivariate skew-normal proposition is a reasonable and well-explored class of distributions for the random effects, it does not provide any insulation for heavy tails. Our current theoretical premise rests upon incorporating a class of flexible thick-tailed Normal/Independent (NI) densities (Lange and Sinsheimer, 1993) indexed by U within a unified skewed (censored) linear mixed model framework to achieve a marginal skewed model. Among the sub-classes, the popular multivariate skew-t density is the immediate remedy over the skew-normal to handle thick-tailedness, however it suffers from certain moment intractability (Jones and Faddy, 2003) . Alternatively, the multivariate slash and contaminated-normal (CN) densities are free of this problem, can even handle (possible) bi-modality of random effects, with the CN being the most flexible one at the expense of an additional parameter. However, the less popular slash density is the easiest to implement in a Bayesian hierarchical scheme because of the existence of closed-form conditional posteriors. Instead of an empirical way of choosing H(u, ν), we provide an automated and practical (data-driven) approach for clinical practitioners seeking a robust scheme by allowing the data to choose the best SNI sub-class using popular Bayesian model fit criterion. We believe that the proposed 4 sub-classes provides a sufficiently flexible and robust class of random effects to choose from. Future research might involve investigating other densities viz, the power-exponential (Box and Tiao, 1973) as member of this flexible class, and whether the multivariate formulations of various other distributions (viz. stable, epsilonskew-normal, Birnbaum-Saunders, etc) earlier employed to handle skewness and thick-tails can prove to be worthy competitors to our SNI class. Other semi-parametric or fully non-parametric propositions (Zhang and Davidian, 2001) are certainly possible, but comes with additional complexities with the estimation scheme which requires further consideration.
In our SNI proposition, the random error (RE) terms are homoscedastic NI in nature, with the premise that modeling of any associated skewness (in the response) is delegated to the random effects term through appropriate skewed versions of various densities that are members of the SNI class. Interestingly, various authors (De la Cruz and Branco, 2009; Lin, 2008) have advocated the use of some dependence structures to model heteroscedastic random errors because the longitudinal profile within each subject tends to be autocorrelated. Our choice of homoscedasticity of random errors in the theoretical development is primarily dictated by the motivating dataset under consideration. Although some of the longitudinal profiles in Figure 3 might suggest presence of serial auto-correlation, the LPML value (conditional on the random effects) turns out to be quite low (-654.33) for an AR(1) RE model as compared to -279.92 for the homoscedastic RE model. Also, the posterior parameter estimates were quite identical (results omitted for brevity). Hence, we choose to use a simple homoscedastic structure for our REs. Introduction of serially (or spatially) correlated RE terms or a doubly-skewed framework (with skewed REs in addition) is certainly possible but comes with additional complications in its estimation, interpretation as well as (latent) identifiability issues as to how the skewness parameter in the random error term might be related to the skewness in the random effects. It can be further complicated due to unevenly spaced data and also the choice of an appropriate time-series/ARIMA structure for the within-subject time profile. These issues require further exploration (not within the current scope), and will be pursued elsewhere.
The models considered in this paper can be fitted using standard available software packages, like R and WinBUGS (code and dataset made available as supporting material). This makes our approach quite powerful and accessible to practitioners in the field, and thus provide guidance on using appropriate statistical models for handling complicated HIV viral load responses. 
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be the corresponding partitions of Σ, µ and λ. Then, the marginal density of Y 1 is SNI p1 (µ 1 , Σ 11 , Σ where W|U = u ∼ N(−y + µ, u −1 Σ) and V |W = w, U = u ∼ N(−λ ⊤ u −1/2 Σ 1/2 (w + y − µ), 1). The proof follows from the fact that
and that P(Y ≤ y) = ∞ 0 P(Y ≤ y|u)dH(u; ν). 5. Now, by observing that θ 1 |y, u i , C, Q, b i , t i , θ (−θ1) and θ 1 |y, u i , b i , t i , θ (−θ1) are two equivalent process, we have:
β|y, u, b, t, θ (−β) ∼ N A β µ β , A β , σ 2 |y, u, b, t, θ (−σ 2 ) ∼ IGamma( q 0 + N 2 , λ 0 + s 2 ),
Γ|y, u, b, t, θ (−α) ∼ IWish q (Λ −1 , ν 0 + n),
5.
To complete the Gibbs sampling specifications, we need the full conditional posterior distributions of ν. This density is π(ν|y, b, t, u, θ (−ν ) ) ∝ π(ν) n i=1 h(u i |ν). These conditionals appear in .
