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When intermediate nodes encode messages in wireless network coding, a question arises:
Which modulation scheme should be used to broadcast the encoded message? Should it
be limited to a receiver with a low modulation-level requirement to maintain an acceptable
BER or should it be broadcasted at the desired modulation-level of a receiver with a higher
rate requirement? Such conflicting requirements typically arise when one receiver has a
low channel capacity while the other has a higher one.
Recently, the deployment of network coding in wireless networks has attracted sig-
nificant research attention, mainly due to the capability of network coding to improve
throughput and save energy. However, a challenging problem in wireless network coding is
to determine which modulation scheme to employ in the broadcast phase when receivers
have diverse modulation scheme requirements, e.g., Node A may desire an 8-PSK modu-
lation scheme on the broadcasted signal, while Node B may require a QPSK on the same
broadcasted signal.
In this thesis, we introduce a new coding scheme aimed at solving the diverse modula-
tion problem. The scheme is based on coding information such that a receiver with a high
modulation-level requirement can decode more information from a broadcasted signal than
a receiver with a low one. Several codes have been designed for various combinations of
modulation schemes. Analytical studies have been carried out to quantify the performance
of the proposed scheme. Extensive simulations have been conducted to demonstrate the
performance of the proposed scheme and validate the accuracy of our analytic model.
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In 1893, Nikola Tesla presented to the world a wireless experiment that has tremendously
influenced modern society. His vision was to use his invention for transmitting informa-
tion, as mentioned in his article [1], where he described broadcasting as a method for
“enlightening the masses”. A few years later, in 1901, Guglielmo Marconi made headlines
worldwide, when he sent the letter “s” wirelessly across the Atlantic from Poldhu, England
to St. John’s, Newfoundland, Canada [2, 3], and a new era was born.
Wireless communication has advanced dramatically since the early days of Tesla and
Marconi; WiFi1, Bluetooth2, and WiMAX3, are just a few of the recent advancements in
this field. Nowadays, new wireless networks such as wireless body area networks (WBANs),
vehicular ad-hoc networks (VANETs), and wireless sensor networks (WSNs) are being
developed to benefit public health, driver safety, and the environment. Today, wireless
1Wireless Fidelity (WiFi) is a brand name for certified products that comply with the IEEE 802.11
standard.
2Bluetooth is a standard for short-range radio communication, currently adopted by the IEEE 802.15.1
standard.
3Worldwide Interoperability for Microwave Access (WiMAX) is the commercial name of products that
comply with the IEEE 802.16 standard.
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CHAPTER 1. INTRODUCTION
communication is one of the fastest growing sectors in the industry, mainly driven by the
growth of the Internet. As of June 2009, the number of cellular subscribers has globally
reached to 4.3 billion [4], and the number is still growing.
The increasing demand on wireless technology has made the spectrum a scarce resource.
Research in millimeter-wave, cognitive radio, and ultra-wideband communications, are
some of the latest trends to utilize what still can be used of the spectrum. Tight power
regulations have further increased the challenges on already-constrained wireless networks.
Recently, network coding has attracted considerable research attention since the seminal
paper by Ahlswede et al. [5], which showed the advantage of coding over routing. Despite
the simple idea behind network coding, it can increase throughput [6], minimize the energy
per bit [7], and significantly reduce delays in networks [8]. The promises of network coding
have moved it from academia to industry. Lately, Avalanche [9], a project by Microsoft, has
been one of the first to implement network coding in peer-to-peer file distribution systems.
In digital communication, there are various modulation schemes, e.g., M-PSK, M-QAM,
etc., each with its own capabilities and limitations. Selecting a suitable modulation scheme
for transmission is based on the channel condition and desired performance. Bandwidth
efficiency, bit-error rate (BER) performance, and hardware implementation are some of
the general trade-offs made during modulation scheme selection. Additionally, the impor-
tance of choosing a particular modulation scheme appears in coded modulation, where the
coding gain can be further increased when an appropriate modulation schemes is used [10].
Therefore, modulation scheme selection is a vital step in the design of any communication
system.
The deployment of network coding in wireless networks has received a lot of research
attention, mainly due to the capability of network coding to improve throughput and save
2
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energy. Yet, the broadcast phase in wireless network coding is challenged by the diverse
rate requirements of receivers. This is especially notable in fading environments, where
link capacities are time-varying. A simple way to determine the broadcasting rate is the
minimum rate policy, which is based on transmitting at the lowest rate required by re-
ceivers. By this conservative approach, an acceptable BER can be maintained. However,
the cost is an insufficient utilization of the available channel capacity. Therefore, a poor
channel is a bottleneck of networks that employ such a policy. Cover [11] was the first to
study the capacity of the broadcast channel; he showed that using a time-sharing approach
the lower bound of the maximum achievable transmission rate can be achieved. In this
approach, portions of time were allocated to transmission at different rates. Moreover,
the information-theoretic study in [11] showed that a more efficient way of broadcasting
information than time-sharing can be achieved by superposition coding. In [12], a prac-
tical way of implementing this, called embedded modulation, was presented, and is also
known in the literature as hierarchical and multi-resolution modulation. In contrast to
the proposed scheme, embedded modulation can only partially satisfy receivers in terms
of BER for a given signal-to-noise ratio (SNR). This is due to the non-uniform spacing
of constellation points in embedded modulation. In [13], a multilevel coding scheme was
devised; in this scheme error-correction codes are used for protecting several bit streams,
and then coded bits are assigned to constellation points. However, the proposed scheme is
based on mapping bits to constellation points based on the availability of side information
at end-nodes.
In [14], nested coding was introduced and the benefits of combining network coding
with channel coding were presented. In [15], nested coding was used to enable diverse
modulation requirements. Yet, the cost is a naturally coded constellation, resulting in a
3
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higher BER than the proposed scheme which can maintain Gray code mapping.
1.1 Research Challenge and Motivation
A challenging problem in wireless network coding is to determine which modulation scheme
to employ in the broadcast phase for receivers that have diverse modulation scheme require-
ments. For example, Node A may desire an 8-PSK modulation scheme on the broadcasted
signal, while Node B may require a QPSK on the same signal. Such a scenario typically oc-
curs when one receiver has a high channel capacity, while the other has a low one. Although
rich literature can be found on wireless network coding, there has been little discussion
about this practical issue [16, 17, 18, 19, 20].
The specific aim of this thesis can be summarized by the following statement:
Code design for the broadcast phase in wireless network coding to satisfy receivers that have
diverse modulation requirements on a shared broadcasted signal.
Our main contributions in this thesis are twofold. First, we design codes for the broad-
cast phase in wireless network coding to deal with the diverse modulation problem. Second,
we analyze the performance of the proposed codes.
1.2 Thesis Outline
The remainder of the thesis is organized as follows. In Chapter 2, an overview of net-
work coding, followed by a brief review of digital modulation schemes, is presented. In
Chapter 3, the system model is described. In Chapter 4, a coding scheme to deal with
the diverse modulation problem is proposed; codes for several pairs of modulation schemes
4
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are presented, and their performance is analyzed in Chapter 5. In Chapter 6, simulation
results are presented to evaluate the performance of the proposed scheme and validate the






Ahlswede et al. [5] broadly defined network coding as “coding at a node in a network”. A
more specific definition by [21] was “coding at a node in a network with error-free links”.
This clarification was made to separate network coding from channel coding schemes, in
which redundancy is added to achieve reliable communication.
In conventional routing, nodes store and forward data they receive, whereas in network
coding nodes are allowed to encode data (Figure 2.1). When nodes are given this capability,
a sender can attain the theoretical maximum rate for communicating common information
to receivers. This maximum rate is known as the multicasting capacity of a network.
The butterfly network in Figure 2.2 can be used to illustrate how network coding can
improve throughput. In this example Node S wishes to send bits b1 and b2 to both t1 and
t2. Here, all links are assumed to have a unit capacity (1 bit/sec); if conventional routing is






Yl = f(Yi, Yj)
Figure 2.1: Network coding at an intermediate node.
either b1 or b2 (Figure 2.3). Accordingly, both of the destination nodes would share the
central link CD, resulting in an information flow of 3/2 (bits/sec) to each of these nodes.
However, the maximum information flow predicted by the min-cut/max-flow theorem for
this network is 2 (bits/sec). Hence, conventional routing is generally suboptimal in terms
of bandwidth efficiency.
Alternatively, in network coding, Node C can combine both bits by addition over finite
field F21, (b1⊕b2), and send this combination to both destination nodes (Figure 2.4). Node
t1 can extract b2 from this combination by b2=b1⊕(b1⊕b2). In a similar way node t2 can
extract b1 by b1=b2 ⊕(b1⊕b2). Using this approach, the maximum information flow to both
destination nodes can be achieved.
2.1.1 Linear Coding
Generally, the encoding process can be described as follows: let {W 1,W 2, . . . ,W n} be a
set of messages generated by a source or multiple sources within a network. Moreover, let
{g1, g2, . . . , gn} be a set of coefficients chosen from finite field F2s . In linear network coding,
the encoded message at an intermediate node can be written as















Here, g = (g1, g2, . . . , gn) is called the encoding vector, and X is called the information
vector. Once destination nodes receive several encoded messages, X1, X2, . . . , Xk, with
their associate encoding vectors, g1, g2, . . . , gk, they can decode these messages by solving





























However, to decode the received messages, i.e., to solve the system of equations, destination














Figure 2.4: Network coding in butterfly network.
2.1.2 Wireless Network Coding
Wireless network coding is an extension of network coding to wireless environments; it can
be illustrated by first showing how information is exchanged in a two-way relay channel
(Figure 2.5) by traditional relaying and then, by how network coding can be used to
perform this exact exchange with fewer transmissions:
1
Node A Relay Node B




Consider the basic building block of wireless network coding, depicted in Figure 2.5, where
Node A and Node B communicate via a relay in a half-duplex mode, i.e., nodes cannot
transmit and receive data at the same time. In traditional relaying, Node A sends a
message, Wa, to the relay, which relays it to Node B, and similarly Node B sends a message,
Wb, to the relay, which in turn, relays it to Node A. Hence, exchanging a pair of messages










Figure 2.6: Traditional relaying.
Wireless Network Coding
Here, we show how network coding reduces the number of transmissions. A simple way of
implementing network coding in the two-way relay channel is to allow the relay to combine
messages by addition over finite field F2 [22],[16].
11
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In this scheme, Node A and Node B send their messages sequentially to the relay;
the relay then combines both messages by performing the ⊕ operation and broadcasts a
new message, Wc=Wa⊕Wb, to both nodes (Figure 2.7). Node A can extract Node B’s
message by simply performing the ⊕ operation on the received message with the messages
it sent, Wb=Wc⊕Wa. Similarly, Node B can extract Node A’s message in the same way,
Wa=Wc⊕Wb. With this approach, network coding reduces the number of transmissions










Figure 2.7: Wireless network coding.
2.2 Digital Modulation
Digital modulation provides the means of conveying information across a channel; it is gen-
erally defined as mapping a sequence of symbols to a set of waveforms. Many modulation
schemes can be found in the literature; some of the most well-know are phase-shift keying
(PSK), quadrature amplitude modulation (QAM), and frequency-shift keying (FSK).
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Digital modulation schemes can be classified as either linear or non-linear, depending
on which parameter of a sinusoidal carries information. In linear modulation schemes, such
as PSK and QAM, information is encoded in the phase/amplitude, whereas in non-linear
modulation schemes, such as FSK, information is encoded in the frequency.
Linear modulation schemes are more spectral efficient than non-linear schemes. How-
ever, non-linear schemes have the advantage of being less susceptible to fading and inter-
ference [23]. Depending on the desired performance and channel condition, one may prefer
one modulation scheme over the other.
2.2.1 M-ary Phase-Shift Keying (M-PSK)
M-PSK is one of the most widely used modulation schemes; it has the advantage of be-
ing simple to generate [24], and it has been adopted by various standards, for example,
CDMA2000 [25], DVB-S2 [26], and IEEE 802.16 [27].
In M-PSK, during each modulation interval, Ts, a modulator maps a block of m-bits
to a carrier phase. A special form of PSK is binary phase-shift keying (BPSK), where the
phase of the carrier is shifted by 0 or π radians, depending on whether a 0 or 1 was sent.
The general waveform expression of M-PSK is




, i = 0, 1, . . . ,M − 1, (2.4)
where A is the signal’s amplitude, p(t) is the pulse shape, and ωc is the frequency of











Figure 2.8: M-PSK constellation diagrams.
2.2.2 M-ary Quadrature Amplitude Modulation (M-QAM)
In 1960, R. C. Cahn extended PSK to a scheme that has a blend of digital amplitude and
phase modulation, and was subsequently called M-QAM [28]. Today, M-QAM is becoming
an attractive modulation scheme to meet the fast-growing demands on higher data rates,
mainly due to its power and spectral efficiency. Recent standards such as DVB-T2 [29],
IEEE 802.15.3 [30], and IEEE 802.20 [31] employ M-QAM for data transmission. In M-
QAM the data is conveyed by changing the amplitude and phase of a carrier. The M-QAM
waveform can be expressed as follows





ui + vi and ϕi = tan
−1(vi/ui). For square M-QAM constellations,(e.g.,
16-QAM, 64-QAM, 256-QAM), ui and vi independently take values form the finite set
Φ = { (2i−
√
M + 1) | i = 0, 1, . . . ,
√
M − 1 }.













Consider a wireless communication scenario, where two nodes exchange a pair of messages.
We assume there is no direct connection between end-nodes. Accordingly, a relay is used
to assist the communication (Figure 2.5). All Nodes within the network operate in a half-
duplex mode. We also assume that all messages generated by sources are equally probable.
We consider 2m-PSK and square 2m-QAM modulation schemes, where a modulator maps
a block of m-coded bits to a complex channel symbol
f : Ci → X ∈ Ω, (3.1)
where Ci ∈ {0, 1}m is the output of the encoder, described in Chapter 4, and Ω is the
signal constellation set
16






















| ` = 0, . . . , 2m − 1, for 2m-PSK
Λ(2i−
√
2m + 1) + jΛ(2k −
√
2m + 1) | i, k = 0, 1, . . . ,
√





where Es is the energy per symbol, 2Λ is the spacing between adjacent constellation points
(Figure 3.1), and j=
√
−1. We focus on the broadcast phase, i.e., the third time slot in
Figure 2.7, where a relay broadcasts a signal to two receivers through an additive white
Gaussian noise (AWGN) channel. Therefore, the input and output are given by
Y1 = X + Z1, (3.2)
Y2 = X + Z2, (3.3)
17
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where X is constrained to an average power E {|X|2} ≤ P , Y1 and Y2 are the outputs at
Nodes A and B, respectively, and Z1 and Z2 are circularly symmetric
1 complex Gaussian
random variables, with variances of σ21 and σ
2
2, respectively. The demodulated signal at
end-nodes takes a value from the finite set Yi = {0, 1, . . . , 2m − 1}, i ∈ {1, 2}.
In the broadcast phase, we assume that the relay has perfect knowledge of the channel
condition, and accordingly selects the most suitable modulation scheme for end-nodes.
Additionally, we assume that the modulation-level required by Node A is higher than that
of Node B, i.e., Node A requires an M-ary modulation scheme, whereas Node B requires
an N-ary modulation scheme, where M>N.
1A complex Gaussian random variable Z = X + jY is circularly symmetric if Z and Zejθ have the





In this chapter, we present the coding scheme proposed to deal with the diverse modulation
requirements of receivers. Suppose that Node A requires a 2m-ary modulation scheme and
Node B requires a 2n-ary modulation scheme, where m > n. Let α and β denote the
binary sequences of Nodes A and B at the relay, respectively:
α = (a11, a
2
1, . . . , a
n








l ∈ {0, 1},
β = (b11, b
2
1, . . . , b
m








l ∈ {0, 1},
where ajl is the jth bit in a n-tuple, and a similar notation is used to describe the elements
in β.
Encoder : The encoder at the relay maps inputs from Nodes A and B to form a codeword
Ci, selected from a codebook C = (C1, C2, . . . , CM), Ci = (c1, c2, . . . , cm), where each
19
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ci ∈ {0, 1};
ψ : {0, 1, . . . , 2n − 1} × {0, 1, . . . , 2m − 1} → C. (4.1)
Decoder : The decoders at Nodes A and B use side information to decode the received
message
φ1 : {0, 1, . . . , 2n − 1} × Y1 → {0, 1, . . . , 2m − 1}, (4.2)
φ2 : {0, 1, . . . , 2m − 1} × Y2 → {0, 1, . . . , 2n − 1}, (4.3)
where φ1 and φ2 are the decoders at Nodes A and B, respectively. The encoding and
decoding rules are based on trellis diagrams, which are presented shortly.
The aim of the proposed coding scheme is to: (i) satisfy nodes with unlike modulation-
level requirements; (ii) maximize the Euclidean distance between adjacent constellation
points. These objectives can be achieved by partitioning a constellation of size 2m into
2m−n subsets, such that the Euclidean distance between adjacent constellation points within
each subset is maximized. Figure 4.2 illustrates a QPSK constellation partitioned into
two BPSK subsets and corresponding trellis diagrams used for mapping input bits to
codewords, and vice versa. Various combinations of modulation schemes and associated
trellis diagrams are shown in Figures 4.6–4.8; further extensions of M-PSK diagrams can
be found in Appendix A.
Using the proposed scheme, the relay can broadcast a codeword, Ci, to both nodes using
the high modulation-level, i.e., the 2m-ary modulation scheme. Upon receiving a codeword,
Nodes A and B use their side information and codebook C to decode the received message.
Figure 4.1 summarizes the communication process of the proposed scheme.
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CHAPTER 4. PROPOSED MODULATION-LEVEL CODING SCHEME
We use a simple example to illustrate the operation of the proposed coding scheme.
Suppose Node A’s channel can support QPSK (2 bits/sec/Hz), whereas Node B’s channel
can support only BPSK (1 bits/sec/Hz). Moreover, for simplicity, suppose that Node A




l =10. In this coding scheme,
the trellis diagram in Figure 4.2(c), is used for encoding the input bits from Nodes A and
B to form a codeword. In this particular example, the bits of the codeword are c1l c
2
l =01.
Subsequently, the relay broadcasts these coded bits using the high modulation-level, i.e.,
QPSK.
Detection and decoding of the broadcasted signal at end-nodes are different. Node
A uses a QPSK constellation diagram for detection (Figure 4.3), which comprises four
decision regions. Next, Node A decodes the received message by knowledge it sent a1l =1
and the received coded bits c1l c
2
l =01, which together correspond in the trellis diagram in
Figure 4.2(c), to b1l b
2
l =10.
On the other hand, Node B perceives the received QPSK signal as a BPSK signal, since
it knows the bits it sent b1l b
2
l , and also knows that only one bit from Node A is encoded in the
broadcasted symbol. Referring to Figure 4.2(c), the number of possible received codewords
for Node B is just two, (i.e., it can be either c1l c
2
l =10 if a
1




l =01 if a
1
l =1). Hence,
there are just two decision regions, R0 and R1; if the observed signal falls in R0, the decision
made is that 01 was sent, and 10 if it falls in R1 (Figure 4.4).
Once Node B has demodulated the received signal, it decodes c1l c
2
l =01 using its own
side information b1l b
2
l =10. These values together correspond in the trellis diagram in Fig-
ure 4.2(c), to a1l =1.
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Figure 4.2: (a) Partitioning a QPSK constellation into two BPSK subsets, (b)-(c) Two-
state trellis diagrams for encoding and decoding, for m=2, n=1, where {ail} and {bil} are
inputs bits from Nodes A and B, respectively; and {cil} are bits of output codeword.
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Figure 4.4: Decision regions for a QPSK perceived as a BPSK, when b1l b
2











Figure 4.5: Decision regions for a QPSK perceived as a BPSK, when b1l b
2



































































Figure 4.6: (a)8-PSK/QPSK constellation partitioning (b)Eight-state trellis diagram for
encoding and decoding, for m=3, n=2, where {ail} and {bil} are inputs bits from Nodes A
and B, respectively; and {cil} are bits of output codeword.
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Figure 4.7: (a) Partitioning 16-QAM constellation into Semi-BPSK subsets, (b)Two-state
trellis diagrams for encoding and decoding, for m=4, n=1, where {ail} and {bil} are inputs
bits from Nodes A and B, respectively; and {cil} are bits of output codeword.
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Figure 4.8: (a) Partitioning 16-QAM constellation into Semi-QPSK subsets, (b) Four-state
trellis diagrams for encoding and decoding, for m=4, n=2, where {ail} and {bil} are inputs




In this chapter, the performance of the proposed scheme is analyzed in terms of bit-error
probability1, which is then validated by simulation in Chapter 6. The number of possible
received symbols for the same broadcasted signal at end-nodes is different. For Node A,
from (4.1), there are 2m possible symbols since there are m unknown bits encoded for it
in each broadcasted symbol. On the other hand, from (4.1), there are n unknown bits
encoded for Node B in each broadcasted symbol, which results in 2n possible symbols.
Therefore, by the proposed coding scheme, Node B can perceive a 2m-ary constellation as
a 2n-ary.
5.1 Node A with 2m-PSK and Node B with 2n-PSK
For Node A, there are 2m possible received symbols . Accordingly, for Gray-coded constel-
lations2 and using the nearest neighborhood approximation, the bit-error probability can
1The terms “bit-error probability” and “bit-error rate” are used interchangeably throughout the thesis.
2Adjacent constellation symbols in a Gray-coded constellation differ in only one bit.
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Figure 5.1: Distance between a pair of antipodal signals in M-PSK constellation.










, m > 1, (5.1)
where γs denotes the SNR per symbol






When n = 1 (i.e., BPSK), the distance, d, between a pair of antipodal signals is the
diameter of the M-PSK constellation, d = 2
√Es (Figure 5.1). Consequently, the bit-error










, n = 1 (5.2)
3 The SNR per symbol is defined as γs ,
Es
N0
, where N0 is single-sided noise power spectral density in
(watts/Hz).
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, n > 1. (5.3)
5.2 Node A with 16-QAM and Node B with BPSK
The definition of BPSK requires BPSK signals to have equal energies and a phase differ-
ence of π (radians) between constellation points. However, as shown in Figure 5.2, this
definition can only be partially fulfilled by the proposed scheme. Therefore, we will call
this proposed modulation scheme Semi-BPSK. The performance of Semi-BPSK compared







Figure 5.2: Semi-BPSK in 16-QAM constellation.
The nearest neighbor approximation can be used to calculate the symbol-error proba-
bility for an M-QAM scheme, which is given by
30
















M − 2)2 + 12(
√
M − 2) + 8
M
. (5.5)
In M-QAM, the spacing between adjacent constellation points is da = 2Λ (Figure 5.3), and




























Figure 5.3: Distance between adjacent constellation points for 16-QAM.
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Since the constellation in Figure 5.3 is Gray-coded, the bit-error probability for Node A












On the other hand, Node B perceives the 16-QAM constellation as a Semi-BPSK by







where db is the distance between a pair of Semi-BPSK constellation points (Figure 5.4),
which is db = 4
√










































Figure 5.4: Distance between a pair of Semi-BPSK symbols in 16-QAM constellation.































Figure 5.5: Comparison of bit-error rate performance versus SNR over AWGN channel for
Semi-BPSK and BPSK.
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5.3 Node A with 16-QAM and Node B with QPSK
The definition of QPSK requires QPSK signals to have equal amplitudes and phase shift
differences of π/2 (radians). This definition can be only partially fulfilled by the proposed
scheme (Figure 5.6). Hence, we will call this proposed modulation scheme Semi-QPSK.











Figure 5.6: Semi-QPSK in 16-QAM constellation.







However, calculating the bit-error probability is nontrivial due to the various combinations
of decoded codewords on constellation points. Figure B.1, in Appendix B, illustrates this
idea; in this figure, decoded codewords are placed on the constellation points for various
values of a1l a
2








l = 11 Gray-coded constellations are
maintained by the proposed scheme and are not when a1l a
2
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where ξ̄i is the total average number of bit errors per constellation point and S is the
sample space that contains all possible combination of bits from Node A in each codeword.
For the 16-QAM/Semi-QPSK trellis diagrams in Figure 4.8(b), we have
S = {S1, S2, S3, S4}

















Detailed calculations of ξ̄i will be given in Appendix B. Substituting the values of ξ̄
to (5.12), and for equally likely symbols from Node A, i.e.,




we get the bit-error probability for Node A,
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On the other hand, Node B perceives the 16-QAM constellation as Semi-QPSK by the







where the distance between a pair of Semi-QPSK constellation points (Figure 5.7) is db =




































Figure 5.7: Distance between adjacent constellation points for Semi-QPSK in 16-QAM
constellation.
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Figure 5.8: Comparison of bit-error rate performance versus SNR over AWGN channel for
Semi-QPSK and QPSK.
5.4 An Upper Bound on Pb for Semi-BPSK















and the distance between a pair of Semi-BPSK signals in M-QAM constellation is d =
√
2MΛ. For M-QAM constellations, Λ is given by [33],
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1 = n, (5.21)
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Figure 5.9 shows the performance of Semi-BPSK associated with several M-QAM con-
stellations. As shown, the performance of Semi-BPSK changes with M. However, as the
constellation size increases beyond M=64 the change in performance is relatively small and
and is near the upper bound, e.g., the performance of Semi-BPSK in 64-QAM is almost
the same as Semi-BPSK in 256-QAM.
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In this chapter, we evaluate the performance of the proposed coding scheme and validate
our analytical results via simulation. We consider the system setup described in Chapter 3.
Additionally, the modulation requirement of Node A varies from QPSK to 16-QAM, while
the modulation requirement of Node B varies from BPSK to 8-PSK. The trellis diagrams
shown in Figures 4.2, 4.6-4.8, and A.2-A.5 are used for encoding and decoding. Moreover,
the Gray-coded constellations in Figure 6.1 are used for mapping coded bits to signal
points. In our simulations, maximum-likelihood (ML) receivers are used to select the the
most probable sent signal, which is given by
X̂ = arg min
1≤i≤M
‖Y1 −Xi‖2 , for Node A, (6.1)
X̂ = arg min
1≤i≤N
‖Y2 −Xi‖2 , for Node B, (6.2)
where Yi is the received signal, X̂ is the estimation of the transmitted signal, and Xi ∈ Ω.
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(a) QPSK (b) 8-PSK (c) 16-PSK (d) 16-QAM
Figure 6.1: Gray-coded constellations.
The simulation results in Figures 6.2-6.9 show performance of the proposed scheme
across a wide range of SNRs. As shown, the BER performance takes the expected well-
known waterfall curve since we considered a Gaussian channel, that is, at low SNRs the
BER deceases gradually and falls dramatically at high SNRs.
Moreover, the comparisons in Figures 6.2-6.9 between the analytical and simulation
results demonstrate the accuracy of our analytic model. However, there is a slight devi-
ation between the simulation and analytical results. This is due to the nearest neighbor
approximations used in our calculations.
Furthermore, the proposed scheme is compared with the scheme presented in [15]. As
shown in Figure 6.10, the proposed scheme has an improved BER performance. This
improvement comes from the careful coding design that maintains Gray code mapping.
However, implementing the proposed scheme requires relays and end-nodes to have en-
coders and decoders.
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Figure 6.2: Bit-error rate performance over AWGN channel for Node A with QPSK and
Node B with BPSK.





























Figure 6.3: Bit-error rate performance over AWGN channel for Node A with 8-PSK and
Node B with BPSK.
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Figure 6.4: Bit-error rate performance over AWGN channel for Node A with 8-PSK and
Node B with QPSK.





























Figure 6.5: Bit-error rate performance over AWGN channel for Node A with 16-PSK and
Node B with BPSK.
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Figure 6.6: Bit-error rate performance over AWGN channel for Node A with 16-PSK and
Node B with QPSK.





























Figure 6.7: Bit-error rate performance over AWGN channel for Node A with 16-PSK and
Node B with 8-PSK.
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Figure 6.8: Bit-error rate performance over AWGN channel for Node A with 16-QAM and
Node B with Semi-BPSK.





























Figure 6.9: Bit-error rate performance over AWGN channel for Node A with 16-QAM and
Node B with Semi-QPSK.
46
CHAPTER 6. SIMULATION RESULTS

























Proposed Scheme Node A
Proposed Scheme Node B
Ref.[14] Method Node A
Ref.[14] Method Node B
Figure 6.10: Comparison of bit-error rate performance versus SNR over AWGN channel
for Node A with 8-PSK and Node B with QPSK.
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Summary and Future Work
7.1 Summary
In this thesis, a new coding scheme for wireless network coding is proposed to deal with the
diverse modulation problem of receivers. The scheme is based on coding information such
that a receiver with a high modulation-level requirement can decode more information from
a broadcasted signal than a receiver with a low one. Several codes have been designed for
various combinations of modulation schemes. The main advantage of the proposed scheme
is that it enables wireless network-coded systems to efficiently utilize their available channel
capacity.
Analytical studies have been carried out to quantify the performance of the proposed
scheme. It is shown that individual modulation requirements can be fulfilled, when one
receiver has an M-PSK requirement while the other has an N-PSK requirement, and can
be partially fulfilled, with a very close performance, when one receiver has an M-QAM
requirement while the other has an N-PSK requirement. Moreover, an upper bound on the
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BER of Semi-BPSK has been found.
Extensive simulations have been conducted to demonstrate the performance of the
proposed scheme and validate our analytic model. It is shown that the BER performance
of the proposed scheme versus the SNR takes the well-known waterfall curve, which falls
dramatically as the SNR increases. Comparisons between our analytical and simulation
results demonstrate the accuracy of our analytic model. Additionally, the proposed scheme
is compared with the scheme presented in [15]. Simulations show that the proposed scheme
has an improved BER performance. This improvement comes from the careful coding
design that maintains Gray code mapping.
7.2 Future Work
In this thesis, we have introduced a new coding scheme for wireless network coding aimed
at solving the diverse modulation problem of receivers. However, there are still several
issues that need to be further investigated:
First, the research work presented in this thesis focuses on designing codes for the two-
way relay channel, where there are two end-nodes. Our work can be further extended to
a more general network where there are multiple nodes communicating via a relay. The
challenge of designing codes in this topology lies in the availability of side information at
end-nodes and the multiple modulation scheme requirements.
Second, in this research we focused on the broadcast phase in wireless network coding.
Our analytical results can be extended to include the uplink phase. Obviously, decoding
errors in the uplink phase will have a high impact on the BER in the downlink phase, this
interaction needs further investigation.
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Finally, in our work we assumed that the relay has perfect knowledge of the chan-
nel condition, and accordingly selects the most suitable modulation scheme for receivers.
However, in practice, knowledge of the channel condition is imperfect. In this situation,
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Figure A.1: 8-PSK/BPSK constellation partitioning.
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Figure A.2: 8-PSK/BPSK trellis diagram for encoding and decoding, m=3, n=1, where
{ail} and {bil} are inputs bits from Nodes A and B, respectively; and {cil} are bits of output
codeword.
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Figure A.3: 16-PSK/BPSK constellation partitioning and trellis diagrams for encoding and
decoding, m=4, n=1, where {ail} and {bil} are inputs bits from Nodes A and B, respectively;
and {cil} are bits of output codeword.
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Figure A.4: 16-PSK/QPSK constellation partitioning and trellis diagrams for encoding and
decoding, m=4, n=2, where {ail} and {bil} are inputs bits from Nodes A and B, respectively;
and {cil} are bits of output codeword.
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Figure A.5: 16-PSK/8-PSK constellation partitioning and trellis diagrams for encoding
and decoding, m=4, n=3, where {ail} and {bil} are inputs bits from Nodes A and B,
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l = 11; for Node A with 16-QAM and Node B with
Semi-QPSK.
In this appendix, the total average number of bit errors per constellation point, ξ̄i, is
calculated. For convenience, decoded codewords are placed on the constellation points for
various values of a1l a
2
l ( Figure B.1). These values have been obtained from the trellis dia-
grams in Figure 4.8(b). As shown, when a1l a
2




l = 11, Gray-coded constellations
are maintained by the proposed scheme and are not when a1l a
2






APPENDIX B. CALCULATION OF ξ̄i
Since the constellations are Gray-coded when a1l a
2




l = 11 (Figure B.1
(a) and Figure B.1 (d)), i.e., adjacent constellation points differ in only one bit, the total
average number of bit errors per constellation point are simply ξ̄1 = 1 and ξ̄4 = 1. However,
when a1l a
2




l = 10 the constellations are not Gray-coded (Figure B.1 (b) and
Figure B.1 (c)).
Referring to Figure B.1(b), when a1l a
2
l = 01, ξ̄2 can be calculated by the following three
steps:
1. For the four points located at the corners of the constellation diagram (Figure B.2),
the total number of bit differences between a given constellation point and its im-
mediate neighbors is µi = 2, and the number of immediate neighbors of a corner
























Figure B.2: Corner constellation points of 16-QAM.
2. For the inner four points of the constellation diagram (Figure B.3), the total number
of bit differences between a given constellation point and its immediate neighbors is
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µ2 = 8, and the number of immediate neighbors of an inner constellation point is























Figure B.3: Inner constellation points of 16-QAM.
3. For the rest of the points of the constellation diagram (Figure B.4), the total number
of bit differences between a given constellation point and its immediate neighbors is
µ3 = 5, and the number of immediate neighbors of a periphery constellation point is




































Figure B.4: Periphery constellation points of 16-QAM.
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