Abstract In this paper, we are interested in estimation problem concerning the drift parameters matrices of m independent multivariate diffusion processes. More specifically, we consider the case where the m-parameters matrices are suspected to satisfy some restrictions. Given such an uncertainty, we develop shrinkage estimators which improve over the performance of the maximum likelihood estimator (MLE). Under an asymptotic distributional quadratic risk criterion, we study the relative dominance of the established estimators. Further, we carry out intensive simulation studies for observation periods of small and moderate lengths of time that illustrate the performance of the proposed method. Simulation results corroborate the theoretical finding for which shrinkage estimators outperform over the MLE. The proposed method is useful in model assessment and variable selection.
Shrinkage Strategies In Some Dynamical Systems 1 2000), physics (Papanicolaou, 1995) ecology (Engen et al., 2002) . In this paper, we consider m independent pvectors of the parametric diffusion processes X X X X (i) (t) > 0, k = 1, 2, . . . , p and the real-valued functions V k X X X (i) (t) , k = 1, 2, . . . , p are such that the processes in (0.1) exist. Thereafter, we denote
and in the sequel, we assume that the functions σ (i) k X X X (i) (t) and V k X X X (i) (t) are such that the process in (0.1) is ergodic (see for example Kutoyants, 2004) . In this paper, we are interested in estimating the parameters matrices θ θ θ (i) = θ (i) k j 1 k, j p ∈ Θ Θ Θ , i = 1, 2, . . . , m when θ θ θ (i) may be subjected to some uncertainties. For the simplicity sake, assume that σ Further, the parameters matrices θ θ θ (i) are suspected to lie in a restricted hyper-plan whose rank is q < p. For
where L L L * 1 is a given q × p-matrix of full rank with q < p, L L L * 2 is known p × r matrix. It is noticed that the constraint in (0.3) extends that in Izenman (2008, p. 168) . Thus, as in classical multivariate regression, the constraint in (0.3)
is useful for example in model assessment and variable selection, and in profile analysis. Also, the restriction in (0.3) is useful in financial modeling where, for instance, different groups of countries decide to unify their 2 Sévérien Nkurunziza economic policies, as is the case for the European Union countries. Thus, within each group of the united countries, the economic policy is supposed to has been harmonized and thus, one would suspect homogeneity of the parameters of the process under consideration. Further, because of the globalization of the economy, different groups (or unions) need to negotiate on the international transactions rules and on some regulatory financialeconomic rules. In this context, it is reasonable to suspect that the parameter matrices θ θ θ (i) , i = 1, 2, . . . , m satisfy the restriction as in (0.3). Another interesting example is related to the current worldwide financial crisis where multinational institutions may be forced to form the same chain group in order to survive.
To simplify the notation, let θ θ θ = θ θ θ
and let I I I m denote the identity matrix with rank m.
Then, the restriction in (0.3) can be rewritten as
Accordingly, one consider the following restriction that is more general than (0.4),
where L L L 1 is a given q × mp-matrix of full rank with q < mp, and L L L 2 and d d d are known mp × r and q × r-matrix of full rank with r < mp. It should be noticed that the statistical model in (0.2) with the restriction (0.3) is an extension of the model considered in Nkurunziza and Ahmed (2009) where V V V (X X X(t)) = X X X(t) and m = r = 1.
An appropriate estimation method for θ θ θ
needs to incorporate the restriction in (0.3). In particular, a test statistic is used to take care of the suspected restriction. For the mathematical convenience, the subsequent results are established by assuming that all sample paths of (0.2) are observable, although in practice the observations are recorded in discrete times. For the application of the method, a continuous time Shrinkage Strategies In Some Dynamical Systems 3 process is approximated by a process that is observed in discrete times and stochastic integrals are replaced with corresponding discrete Riemann-Îto sums. Theoretically, the justification and cost of such an approximation are discussed in Le Breton (1976) , Dacunha-Castelle and Florens-Zmirou (1986) , Florens-Zmirou (1989) among others.
The rest of this paper is organized as follows. Section 1 presents the restricted and unrestricted MLEs of θ θ θ as well as the asymptotic normality of these estimators. In Section 2, we present the shrinkage estimator and show that it dominates the MLE. Section 3 presents some simulation results, and Section 4 gives concluding remarks.
Finally, technical results are given in the Appendix.
The maximum likelihood estimator and Asymptotic Normality
In this section, we present the unrestricted maximum likelihood estimator (UMLE) and the restricted maximum likelihood estimator (RMLE) for the parameter matrix θ θ θ . Also, we present the results on the asymptotic properties of the UMLE and RMLE, which are used in deriving the test statistic for the suspected restriction (0.6).
As presented in Section 3, the UMLE and RMLE are combined in order form a class of estimators which improve the performance of MLE and RMLE. For the sake of simplicity, we assume that the distribution of the matrix-
does not depend on θ θ θ . Indeed, for the case where the distribution of X X X 0 depends of θ θ θ , the obtained results are similar to that established conditionally to X X X 0 . Let
and let
Moreover, let θ θ θ be the UMLE of θ θ θ , and let θ θ θ be the RMLE of θ θ θ . It is noticed that, for the one-parameter case, the MLE θ θ θ corresponds to that given in Lipter and Shiryayev (1978, chap. 17, p. 206-207) or in Kutoyants (2004, p. 63 ). This, this paper gives and extension of the one-parameter inference problem to matrix-parameter inference problem. In addition, we generalize the inference strategies in Nkurunziza and Ahmed (2009) .
The following proposition gives the UMLE θ θ θ and the RMLE θ θ θ . The proof follows from standard stochastic calculus techniques. For the convenience of the reader, we outline it below.
Proposition 11
We have
Proof From the fact that, from Proposition A1 in the Appendix, the log-likelihood function is given by
and then, by algebraic computations, we get the first statement of the proposition. Further, by the Langragian method, the RMLE θ θ θ satisfies the system of equations
The rest of proof follows from algebraic computations.
As mentioned above, for the mathematical convenience, the MLEs given in (1.3) presuppose that all sample paths of the process in (0.2) are observed. Nevertheless, in practice there is no device which allow to record the data in continuous time. Indeed, the data are collected in discrete times and the continuous time process is derived through some approximations. For example, in order to evaluate the estimators in (1.3), the stochastic integrals are replaced with their corresponding discrete Riemann-Îto sums. As discussed in Le Breton (1976) , the resulting new estimator is asymptotically equivalent to the original estimator obtained under continuous time sampling.
Shrinkage Strategies In Some Dynamical Systems 5 However, as studied in Dacunha-Castelle and Florens-Zmirou (1986) as well as in Florens-Zmirou (1989) , there is a loss of information due to discretizationas.
Further, note that for the diffusion process in (0.2), Σ Σ Σ i , i = 1, 2, . . . , m are known (equal to the quadratic variation). For the corresponding discrete sample design, the covariance matrices Σ Σ Σ i , i = 1, 2, . . . , m are unknown.
In this case, Σ Σ Σ i , i = 1, 2, . . . , m can be replaced by their corresponding strongly consistent estimator
. . , m are assumed to be known for the sake of simplicity. Also, we assume that the drift coefficient is such that, almost surely
with Σ Σ Σ 0 positive definite matrix. Note that the second assumption in relation (1.4) holds for ergodic processes.
Under some conditions, the following proposition shows that the UMLE and RMLE are strongly consistent.
Proposition 12 Assume that the model (0.2) holds along with relations (0.3) and (1.4). Then,
Proof From equations (0.2), we have 6) and by the martingale Strong Law of Large Numbers, we get the first statement of the proposition. Further,
and then, under (0.6), we get
Therefore, from the first statement of the proposition, we get
and that completes the proof. Under Proposition 12, the following corollary shows that UMLE is asymptotically normal.
Corollary 11 Assume that Proposition 12 holds. Then,
Proof The first statement follows directly from equation (1.6), and by applying the martingale central limit
Theorem. Further, combing the first statement and Slutsky Theorem, we get the second statement of the proposition, and that completes the proof.
From Corollary 11, we establish the joint asymptotic normality of UMLE and RMLE under the following
where δ δ δ is a nonzero q × r-matrix no linearly dependent with d d d. Also, we assume that δ δ δ < ∞, and let
In the sequel, we simplify the computations by assuming that the initial values is chosen such that Σ Σ Σ 0 = Σ Σ Σ .
Proposition 13 If Proposition 12 and the local alternative restrictions in (1.8) hold, then
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The proof of this proposition is outlined in the Appendix. Note that, under some regularities conditions, as given for example is Kutoyants (2004, p. 212) , the convergence in law given in Corollary 11 and Proposition 13 hold uniformly in θ θ θ . Also, from Proposition 13, we derive the following corollary that is useful in establishing the test statistic. We denote W r (n, Σ Σ Σ ,ϒ ϒ ϒ ) a r × r-random matrix Wishart variate with degrees of freedom n, and parameter Σ Σ Σ , and non-centrality parameter matrix ϒ ϒ ϒ . Also, let χ 2 n (δ ) denote a random chi-square variate with n degrees of freedom, non-centrality parameter δ .
and,
The proof is outlined in the Appendix. Based on Corollary 12, we propose the following test statistic for taking care of the suspected restriction in (0.6)
2 Shrinkage Estimation Strategy (SES)
In this subsection, we present shrinkage estimators that combine both UMLE and RMLE. In particular, we consider the following class of estimators θ θ θ
is the test statistic given in 1.9. As often the case in classical shrinkage strategy, we consider the shrinkage estimator (SE) that corresponds to c = qr − 2. Namely, SE θ θ θ S of θ θ θ is defined as
Since qr > 2, and since ψ > 0 with probability one, we have ψ < (qr − 2) if and only if 1 − (qr − 2)ψ −1 < 0.
This causes a possible over-shrinking, and thus, following Ahmed (2001) , the shrinkage estimator should not be 8 Sévérien Nkurunziza used as an estimator in its own right, but as a tool for developing the positive-rule shrinkage estimators (PSE), θ θ θ S+ that is defined as
In the following subsection, we present the asymptotic distributional risk (ADR) and asymptotic distributional bias (ADB). For more details about the concepts of ADR and ADB, we refer to Ahmed and Saleh (1999) . For the sake of simplicity, we assume that the model in (0.2) satisfies some regularities conditions, as given for example
in Kutoyants (2004, p. 212-213) .
Asymptotic Distributional Risk And Asymptotic Distributional Bias
As often observed in shrinkage strategy, the effective domain of risk dominance of PSE or SE over MLE is a small neighborhood of the restriction and for the optimality criterion, we consider the quadratic loss function of the form
where W is a nonnegative definite matrix. Using the distribution of √ T θ θ θ − θ θ θ L L L 2 and taking the expected value of both sides of (2.3), we get the expected loss, so-called the quadratic risk and this will be denoted by
, which is termed the asymptotic distributional risk. In our setup, we denote the distribution of Even though the shrinkage estimators are, in general, biased, the bias is accompanied by reduction in risk, and hence, it does not have a serious impact on risk assessment. Recall that he asymptotic bias is defined as 5) and then, the asymptotic distributional bias (ADB) is defined as the limit 
Theorem 21 Assume that Proposition 13 holds. Then, the ADB functions of the estimators are given by
The proof is outlined in the Appendix.
Remark 21 : Note that the component δ δ δ * is common to the ADB of θ θ θ , θ θ θ S and θ θ θ S+ , and thus, these expressions differ only by scalar factors ∆ . On one hand, the bias of the θ θ θ is an unbounded function of ∆ . On the other hand, the ADB of both θ θ θ S and θ θ θ S+ are bounded in ∆ . Also, since E{χ −2 qr+2 (∆ )} is a decreasing log-convex function of ∆ , the ADB of θ θ θ S starts from the origin at ∆ = 0, increases to a maximum, and then decreases to 0.
Further, the bias curve of θ θ θ S+ remains below the curve of the SE θ θ θ S for all values of ∆ . 
Remark 22 : First, it is noticed that for the special case where r = 1, Theorems 21 and 22 give the same result as in Nkurunziza and Ahmed (2009) .
Second, for a suitable choice of the matrix W, risk dominance of the estimators are similar to that established under normal distribution. Briefly, note that
hence θ θ θ S is more precise than MLE. Indeed, the ADR function of SE is monotone in ∆ , and the smallest value is achieved at ∆ = 0 and the largest is trace(WΣ Σ Σ ). Hence, θ θ θ S outperforms over θ θ θ .
-(ii) the ADRE of θ θ θ S+ is smaller than that of θ θ θ S in the entire parameter space induced by ∆ and thus, θ θ θ S+ is also superior to θ θ θ . In addition, as mentioned above, θ θ θ S+ does not inherent over-shrinking problem.
Simulation Study
In this section, we carry out a Monte Carlo simulation study to examine risk (namely MSE) performance of all estimators under consideration. To this end, we consider V V V X X X (i) (t) = −X X X (i) (t), i = 1, 2, . . . , 3. Different values of p are explored, but in order to save the space, we present the results for p = 3 and p = 4 only. Also, for each i = 1, 2, . . . , m, we choose Σ Σ Σ i = I I I p . Further, we choose different matrices θ θ θ (i) , i = 1, 2, . . . , m, with m = 2 and m = 3. For the suspected restriction in (0.6), we choose
according to the value of p. In particular, for p = 3, we choose, 
Further, for p = 4, we choose 
Also, the short and medium time periods of observation have been considered. Namely, we consider T = 15, T = 25, T = 35, and T = 45, and we perform 1000 replications. The comparison between estimators is based on the quantity called the relative mean square efficiency (RMSE) of the estimators with respect to θ θ θ . In passing, recall that RMSE is defined as RMSE (proposed estimator) = risk θ θ θ risk (proposed estimator) . Accordingly, 
Thus, a relative efficiency greater than one indicates the degree of superiority of the estimator over θ θ θ . (ii) Around the pivot, θ θ θ dominates shrinkage estimators. However, shrinkage estimators dominate θ θ θ as the restriction is seriously violated. 
Conclusion
In this paper, we studied the inference problem concerning m-drift parameter matrices of k-multivariate diffusion processes, when these parameter matrices are suspected to satisfy certain restrictions. We developed shrinkage estimation methods for the m-parameter matrices. As demonstrated in Section 2, the established shrinkage estimators improve the performance of the maximum likelihood estimator. This theoretical finding has been confirmed by the simulation study results. Further, our simulation finding show that the suggested SES is robust in the sense that it preserves a good performance whether or not the restriction holds. The proposed strategy is useful for example in econometric and/or financial modeling, particularly for model assessment and variable selection.
Proof of Proposition 13 Using relation (1.7) we get
Then, using Proposition 11 and Slutsky Theorem, we get
Therefore, by combining (A.2) and (A.3), we get the first statement of the proposition. Further, we have 
and then, using the first statement of the proposition and Slutsky theorem we get the second statement and that completes the proof.
Proof of Corollary 12 From Proposition 13, under local alternative, we have
and then
Further, using the well known properties of quadratic random matrices (see for example De Gunst, 1987), we get
Therefore, combining relations (A.5) and (A.6), we get
that completes the proof.
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Corollary A1 Under the conditions of Proposition 8 and under H 0 ,
Proof The proof is similar to that of Corollary 12. It suffices to follows the same steps by replacing δ δ δ * by 0 0 0. 
Proof of Theorem 21
Further, by following the same steps, we establish the ADR of θ θ θ S+ .
