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Let A and B be matrices over a principal ideal domain, 17. Necessary condi- 
tions, invoiving the invariant factors of A and B, are given for B to be a sub- 
matrix of A or a principal submatrix of A. 
If  a given nonnegative integral matrix, B, is the intersection matrix of a pair of 
families of subsets of an n-set, and n is the smallest integer for which this is 
true, we say that the content of B is n. In that event, B is a submatrix of K(n), 
the intersection matrix of all subsets of an n-set. More refined results are ob- 
tained in certain cases by considering S(n, k, I), the intersection matrix of the 
k-subsets of an n-set versus its I-subsets. The invariant factors of K(n) and 
S(n, k, I) are calculated and it is shown how this information may be used to 
get lower bounds for the content of B. In the more widely studied symmetric 
version of the content problem, B must be a principal submatrix of K(n) or, 
possibly, S(n, k) = S(n, k, k). In this case, the invariant factors of K(n) - xl 
or S(n, k) - xl also provide relevant information. 
1. INTRODUCTION, SUMMARY, AND EXAMPLES 
In this paper we discuss certain combinatorial problems whose solution 
may depend upon one’s ability to answer one or the other of the following 
questions: 
(1) Given matrices A and B, is B a submatrix of A (allowing perhaps 
for permutation of rows and columns) ? 
(2) Given square matrices A and B, is B a principal submatrix of A 
(again allowing for row and column permutations) ? 
The problems we have in mind concern intersections of finite sets. 
Two families (U,), 1 G i < r and (V,>, I < j < s of finite subsets of a set, 
X, determine a matrix B = (bij), where bij = / Ui n Vj 1. B is the 
intersection matrix for the two families. Conversely, given any nonnegative 
integral matrix, B, one may ask whether there exists a pair of families of 
subsets of a suitable set, X, having B as intersection matrix. In [l] it was 
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shown that the answer to this question is always affirmative. The additional 
question was raised of determining the smallest possible value of 1 X / for 
which such a pair of families of subsets of X exists. This minimum value 
of j X 1 is called the (nonsymmetric) content of B and is written C*(B). 
A related and much more extensively studied problem arises when we 
assume that r = s and Ui = Vi . Then B is a symmetric matrix with 
bij = / Ui n Uj I. Given a symmetric nonnegative integral matrix B, 
one may ask whether a family of subsets { Uj} of a suitable set X exists with 
bij = / Ui n Uj j. Here the answer is not always affirmative. If such a 
minimum value of 1 X / exists it is called the (symmetric) content of B. 
It is written C(B). In [l] the content problem was discussed from the 
point of view of linear programming. Here we suggest a more arithmetical 
approach. 
Let r(n) denote the n-cube, i.e., the family of all subsets of the n-set, N. 
Let K(n) be the intersection matrix of T(n), the order in which the various 
subsets are arranged being arbitrary. Clearly, if C*(B) < n, then B is 
either a submatrix of K(n) or equivalent to one under a row and column 
permutation. Likewise, if B is symmetric and C(B) < n, then B is either 
a principal submatrix of K(n) or equivalent to one under symmetric row 
and column permutations. Thus the solution of the content problem is 
related to the solution of questions (1) and (2). 
Sometimes in the nonsymmetric case we have the additional information 
that / Vi / = k, 1 < i < r, 1 V, / = Z, 1 < j < s. In the symmetric case 
we commonly have / Vi / = k, 1 < i < r; this information will be 
conveyed by the matrix B itself. In these circumstances it becomes 
desirable to consider C (n, k), the “sphere of radius k” on the n-cube. 
C (n, k) is the family of members of r(n) which are k-sets and thus is 
composed of those “points” which have a distance k from the empty set 
in the symmetric difference metric. Let S(n, k) be the intersection matrix of 
C (n, k) and let S(n, k, I) be the intersection matrix for the families 
C (n, k) and C (n, 1). If we know that I Ui I = k, 1 < i < r, I Vj I = I, 
1 <j < s, then, if C*(B) < n, B will be permutation-equivalent to a 
submatrix of s(n, k, 1). In the symmetric case, if bii = k, 1 < i < r and 
C(B) < n, B will be permutation-equivalent to a principal submatrix of 
Sk Q 
We shall derive necessary conditions for an affirmative answer to 
questions (1) and (2) via the Smith normal form for matrices over a 
principal ring. If 17 is a principal ideal ring and A and B are r x s matrices 
over n (n-matrices) then A and B are equivalent over II or integrally 
equivalent if there are n-matrices P and Q, invertible over 17 such that 
B = PAQ. Integral equivalence is an equivalence relation; furthermore, 
any n-matrix A is integrally equivalent to a diagonal matrix 
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where k is the rank of A and sl, s2 ,..., sk are nonzero elements of n such 
that si/si,, , 1 < i < k - 1. The invariant factors, sl, s, ,..., sk are 
uniquely determined by A, up to unit factors in II. S(A) is the Smith 
normalform of A. If an invariant factor is repeated m times, its multiplicity 
is m. Multiplicity will be indicated by a subscript, e.g. I3 ,2, 43 . The Smith 
normal form may be computed without great difficulty in many cases by 
elementary row and column operations [2]. Note that permutation- 
equivalent matrices are integrally equivalent and thus have the same 
Smith normal form. 
The connection between integral equivalence and question (1) is 
provided by 
THEOREM 1. Let A and B be II-matrices with B a submatrix of A. Let A 
have invariant factors s, , s2 ,..., sli and let B have invariant factors 
t1 3 t2 >..*> t,.ThenI<kandsJti,l <i<Z. 
In order to apply Theorem 1 to the content problem it is necessary to 
find invariant factors for K(n), S(n, k) and S(n, k, I), regarded as matrices 
over 2, the ring of rational integers. 
THEOREM 2. K(n) has rank n, invariant factors 1, . 
THEOREM 3. If n > k, S(n, k, 1) has rank n and invariant factors l,-, , 
(n, k, I), and kll(n, k, 1). (Of course if@, k, 1) = 1, then 1 has multiplicity 
n - 1.) If n = k, S(n, k, I) has rank 1 and invariant factor 1. 
COROLLARY. Zf n > k, S(n, k) = S(n, k, k) has rank n and invariant 
factors l,-, , (n, k), and k2/(n, k). If n = k, S(n, k) has rank one and 
invariant factor k. 
Since all invariant factors of K(n) are 1, Theorem 2 does not yield very 
much information as a rule. It implies that the content of a matrix cannot 
be less than its rank, a known result [l]. 
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Before presenting an illustrative example, we introduce some additional 
notation. J,,, denotes an r x s matrix all of whose elements are 1 and 
J, = J,., . O,,, and 0, are similarly defined zero matrices while Z, is the 
identity matrix of order r. These matrices will be written J, 0 and Z when 
their dimensions are clear from the context. 
Consider now the matrix B1 = 2J, + Zi . B, has rank 7, hence its 
content, symmetric or nonsymmetric, is at least 7. B, has invariant factors 
1, , 15. According to Theorems 1 and 3, B, is possibly embeddable in 
S(7, 5, 3) but not S(7, 3), so that its symmetric content exceeds 7. Actually 
B, is embeddable in S(7, 5, 3) with 
or, = (12356) Vl = (123) 
U, = (23467) V2 = (234) 
u, = (13457) v, = (345) 
U., = (12456) V4 = (456) 
U, = (23567) V5 = (567) 
U, = (13467) I’, = (167) 
U, = (12457) V, = (127) 
so that the nonsymmetric content of B, is 7. In this instance a fairly simple 
“combinatorial” argument, i.e., an exhaustive consideration of various 
cases, shows that the symmetric content of B, is 9. This also follows from 
Theorem 6.4 of [l], whose proof is combinatorial. 
Theorem 1 provides necessary conditions for an affirmative answer to 
Question 2. But more can be obtained if we observe that B is a principal 
submatrix of A if and only if B - xl is a principal submatrix of A - xl. 
Here x may be regarded as an element of ZZ or as an indeterminate over 
some field 7 containing IT. (Note that in the latter case J [x] is a principal 
ideal ring but IZ[x] need not be.) To exploit this idea we need to know the 
Smith normal forms of K(n) - xl and S(n, k) - xl. These are given, in 
the case where x is regarded as an indeterminate over the field of complex 
numbers by Theorems 4 and 5. 
THEOREM 4. The characteristic polynomial of K(n) is 
x2yx - 29+1(x - (n + 1) 2”-2); 
its minimum polynomial is x(x - 2fl-2)(x - (n + 1) 2n-2). The inaariant 
factors of K(n) - xZ are 
1, ' -%-2n+l' (x(x - 2”-2))tL_2 , x(x - 2”-2)(.x -- (n -t 1) 2”-2). 
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THEOREM 5. The characteristic polynomial of S(n, k) is 
.$+(x - (;T 1 ;))“-‘(x - k (; 1 1,); 
its minimum polynomial is x(x - (ZI~))(X - k(“,::)). The inrariant factors 
of S(n, k) - XI are 
*fi ’ X(;)-2n+l 2 x(x - (;I- I:),,, 3 x(*x - (“k 1 F))(x - k (“k 5 :)). 
It is of some interest that the eigenvalues of K(n) andS(n, k) are ratio- 
nal integers, three in number. 
We give an example to show that in some instances Theorem 5 can 
provide more information than Theorem 3. Consider the matrix B2, where 
-2 1 1 1 1 0 1 
1211011 
1120111 
1102111 
1011211 
0111121 
1111112 
B, has rank 5 and invariant factors 1, , 4. According to Theorems 1, 2, 
and 3, these data are consistent with the assumption that the symmetric 
content of B, is 5. Now the invariant factors of B, - xZ are 
I,, x - 2, x(x - 2), x(x - 2)(x2 - 8x + 6). 
According to Theorem 5, the invariant factors of S(5,2) - xl are 
1, ) X, (X(X - 3))s ) x(x - 3)(x - 8). 
If B, - x1 were a submatrix of S(5, 2) - xl, then, by Theorem 1, its 7th 
invariant factor, x(x - 2)(x2 - 8x + 6), would be a multiple of the 
7th invariant factor of S(5, 2) - x1, namely, x(x - 3). Since this is not so, 
B, - xl is not a submatrix of S(5, 2) - xl (or permutation-equivalent 
to one); hence B, is not a principal submatrix of S(5,2). Thus either the 
symmetric content of B2 exceeds 5 or B, is not is not realizable. Again, a 
combinatorial argument shows that the latter is the case. 
In the symmetric problem one has B = AA7 where A is the incidence 
matrix of the family {Ui}. Thus B is congruent to the identity matrix. 
The Hasse-Minkowski theory of rational congruence may therefore be 
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applied, as was done by Bruck and Ryser in their proof of the non- 
existence of finite projective planes of certain orders [3]. The theory of 
congruence certainly seems to be a natural tool for handling intersection 
problems, at least in the symmetric case, but its failure to resolve com- 
pletely the finite geometry enigma leads one to search for alternatives. We 
have tried to use Theorems 1, 3, and 5 to widen our knowledge of finite 
planes, but without success. The intersection matrix NINZ+N+l + JNz+N+l 
satisfies all conditions which these theorems would impose if its content 
were N2 + N + 1. It is possible, however, that refinements of our method 
may be effective with this and other questions. For example, one may 
attempt to find the invariant factors of proper subsets of C (n, k). Thus 
C (n, k, A), the family of all k-subsets of an n-set which meet a given 
k-subset in exactly X points comes to mind as a promising subject for 
further investigation. It may also be possible to develop analogs of 
Theorem 4 and 5 in which x is regarded as an integer rather than an 
indeterminate. 
2. PROOF OF THEOREM 1 
Since rank B < rank A, it is clear that 1 < k. For the rest of the theorem 
it is enough to treat the case in which B is obtained from A by deleting 
a row. For the same argument will apply to the deletion of a column and 
the general result will follow by induction. Since interchanging rows does 
not alter invariant factors, we may assume that the last row of A is removed 
to produce B. B will have, say, m rows and n columns, A m + I rows 
and n columns. We may assume m < n inasmuch as the adjunction of 
one or more columns of zeros to A will cause this to be so without changing 
the invariant factors of A or B. 
Perform elementary operations on A in such a way as to put B into its 
Smith normal form. Then A is equivalent to a matrix A’ of the form 
A’ = 
t1 
tz 0 
tz 
0 
0 0 
a, a, e-e azat+l.-.an 
where ai , a3 ,..., a, are elements of 17 and, of course, ti/ti+l , 1 < i < I - 1, 
tz # 0. 
INTERSECTION PROBLEMS 307 
Let D,(A) be the rth determinantal divisor of A, i.e., the greatest 
common divisor of the rth order minors of A. D,(A) is unaltered by 
elementary operations, whence D,(A’) = D,(A) = s,s, ... s, , 1 < r ,< k; 
also D,(B) = tltz .e* t, , 1 < r < 1, up to unit factors in IT, 
Thus, 
s1 = &(A’) )...) ST,1 = D;+;I;t;’ ,‘.., l<r<k-1 
r 
and 
t, = D,(F) )..., f,,l = * )... ,i ,<r,cZ-1. 
T 
If we examine A’, remembering that ti/tj+l , 1 < i < I- 1, we see that 
&(A’) = g.c.d.(t,t, b-1 t,, aIt2 ... t,, t,a,t, ... t, ,..., tlt2 *.. L14, 
t1t2 ... I,-,a,+, t,t, -.. ,..., t,-,a,). (1) 
Let p be a prime in IT. If q is an arbitrary element of 17, we say pa (1 q 
if q = up”, where a E II and (a, p) = 1. Letp+ // a, ,p6r 1) D,(A), p+ 11 D,(B), 
pgr II &, P” II t, . 
Since p is arbitrary, Theorem 1 will be proved if we show that T, < a, , 
1 < r < I, or equivalently, that 
It is obvious that D,(A) [ D,(B), since the greatest common divisor of 
the elements of A clearly divides the greatest common divisor of the 
elements of the submatrix B. So (2) is immediate. 
Clearly, 
and 
From (I) we infer that 
6, = min(e, , E, + a1 - 71 , E, + a2 - 72 - ,..., E, 4 01, T? , 
Er-1 + %+1,..., G-1 + 4, 1 <r,<l, (4) 
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and 
6 r+1 = mintE,+, - - , E,+~ + a1 71 , E,+~ + 01~ 72 eT+l + 01~ -,..., 7, > 
Er+1 + %il - 77+1, 6, + art2 ,..., Er + 4, 1 < r < 1 - 1. (5) 
To prove (3) we consider four cases: 
(a) 6, = E, . 
From (5), we have 6,+, < E,.~~ , so that (3) follows at once. 
(b) 6, = E, + 01~ - 7i , where 1 < i < r. 
From (5) we have a,+, < E,+~ + IX* - 7i , so that (3) again follows 
at once. 
(4 6, = Er-1 + %+1* 
From (5) we have a,+, < E~+~ + c++~ - T,+~ . Then, 
6 r+1 - 6, < E,+1 - T,+1 - Er.ml = E, - E,pl = 7, 
< Tr+1 = E,+1 - Er. 
(d) 6, = E,-~ + 01~ , where r + 2 < i < n. 
From (5) we have a,.,, < cr + 01~ . Then, a,+, - 8, < E, - E,-~ < 
%+1 - E, , as in (c). 
A less elementary proof of Theorem 1 can be given, based on the fact 
each invariant of a homomorphic image of a II-module, M, of finite type 
is a divisor of the corresponding invariant of M. But when all details are 
accounted for, the argument does not really seem to be any shorter than 
the one we have given. 
3. PROOF OF THEOREM 2 
K = AN where A is the incidence matrix for r(n). A has n columns, 
and hence has rank at most IZ. Thus K has rank at most n. The intersection 
matrix for the n singleton members of r(n) is I, . It now follows from 
Theorem 1 that K has rank exactly n and that its invariant factors are 1, . 
4. PROOF OF THEOREM 3 
The case n = k is trivial. The proof for IZ > k is based on three lemmas. 
LEMMA 1. There is an n x n submatrix of S(n, k, 1) having invariant 
factors I,-, , (n, k, I), kZ/(n, k, I). 
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LEMMA 2. Every minor of order n - 1 of S(n, k, I) is divisible by (n, k, I). 
LEMMA 3. Every minor of order n of S(n, k, 1) is divisible by kl. 
Proof of Lemma I. Let the elements of our n-set be the integers 
1) 2, 3,. . . ) n. LetK== (I, 2 ,..., k+ I}andlet&=K--t(i),1 <<i<k+l. 
Let Ki = K - {k, k + I> u {i), k + 2 < i < n. Similarly, let L = 
(1, L.., I + 11, Lj = L - {j), 1 < j < I + 1, Lj = L - {Z, 1+ I} u (j), 
I + 2 < j < n. Let A be the intersection matrix of the families (K,.} and 
{L,], 1 < i, j < n. A is an n x IZ submatrix of S(n, k, I). In the event 
k 3 I + 2, A may be depicted in block form as follows: 
A= 
-------- 
u - 2) 
x Jn--k-~-l 
Kl ... K,-, 
IJk-1.2 
------ 
Cl- 1) 
x Jn--k--l,:! 
K, &+I 
IJ,+,,,.-, 
Cl- 1) 
x Jn-P-m-l 
K 1+2 ... K,,, 
--------__ 
lJu2,n--k--l 
tt- 1) 
>(: J2,n-k-1 
KM ... K,, 
Ll 
Lit1 
L 1+2 
L,-, 
Lk: 
L lct1 
L x+2 
L 
In case k = I or k = I+ 1, the form of A is slightly simpler and sub- 
sequent arguments differ in minor respects. We omit the details. 
A matrix of the form rJ, & I, can be reduced to Smith normal form 
by subtracting the last row from all other rows, adding the sum of the 
first (m - 1) columns to the last cohrmn and subtracting ir times the 
sum of the first r - 1 rows from the last row. The invariant factors are 
l,-,,mrfl. 
We perform these operations on the rows and columns of A so as to 
reduce each of the three principal diagonal blocks to Smith normal form. 
We obtain a new matrix A’, equivalent to A. We then see, using rows and 
columns of A’ which contain a single 1 and are otherwise composed of 
sSd19/3-5 
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zeros that A’, in turn, is equivalent to Z,+,-,-, @ A” where 
A” = 
12 
Ok-t--1.1 
12 + 1 
l2 - 1 /( 
~JI.~--EM 
1J~e-l 
! - 1) Jm-l- 
f(k - 1) 
Ok--l--l,1 
l(k - I- 1) 
(1 - l)(k - 1) 
l(n - k - 1) 
___-_------- 
(n - k - 1) JT+-2.1 
___--------_ 
0 
_-_--------- 
(I - l)(n - k - 1) 
(I- l)(n-k-l)+ 1 
Now if we add (n - k - 1) times the sum of columns 2 through k - I- I 
of A” to the last column, we find that A” is equivalent to Zk-reI 0 A”’ where 
.12 kl - l2 (n - k - l)(kl - l2 - 1) 
A” = l2 + 1 kl - l2 - 1 (n - k - l)(kl - l2 - 1) 1 ’ -12 - 1 kl - I” - k + 1 (n - k - I)(kl - l2 - k + 1) + 1 
A few elementary operations, of which the first is the subtraction of the 
first row of A”’ from the other two rows, suffice to show that 
whence 
and Lemma 1 follows. 
Proof of Lemma 2. Let B be an (n - 1) x (n - 1) submatrix of 
S(n, k, I). B is the intersection matrix of a family {C,} of k-subsets of the 
n-set (1, 2, 3 ,..., n] with a family {ZIi} of l-subsets. Then B = CDT where 
C is the incidence matrix for {Ci> and D is the incidence matrix for (Di}. 
(Thus cij = 1 if j E C, and 0 otherwise, where 1 < i < n - 1, 1 < j < n, 
with similar definitions for 0.) 
Let c’ be the n x 12 matrix obtained by adding a row of n ones to C and 
define D’ similarly. Then, in block form, 
L B “D’T = ZJl,n--l kJn-w ’ n I 
The first (n - 1) row sums of C’ are equal to k, the last is n. Thus all row 
sums of C’ are divisible by (n, k) and similarly all row sums of D’ are 
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divisible by (n, I). It follows that det C’ = 0 (mod@, k)) and det D’ = 0 
(mod(n, I)). Thus det c’D’* = 0 (mod@, k)(n, I)). Expansion of det C’D’= 
by cofactors of the last row gives (n - 1) terms divisible by kl and a final 
term &tn det B. We conclude that 
n det B 3 0 (mod@, k)(n, 1)). (61 
Now modify c’ by replacing the 1 in the lower right-hand corner by 
1 + I, obtaining a new matrix C”. Then, 
C”D’T = [ 
B kJn-13, 
11 ) I2 )...) I,-, I n+l’ where Zi-O(modI),l <i<n--I. 
We deduce, as before, that det C” = 0 mod(n + I, k) and that 
Similarly, 
(n + I) det B = 0 (mod@ + 1, k)(n, I)). (7) 
(n + k) det B = 0 (mod@ + k, l)(n, k)). (8) 
Equations (6), (7) and (8) imply 
n det B = 0 (mod@, k, 1)2), (9) 
(n + l) det B = 0 (mod(n, k, Z)2), (10) 
(n + k) det B = 0 (mod@, k, Z)2). (11) 
Subtraction of (9) from (10) and (11) gives 
1 det B E 0 (mod@, k, 1)2), (12) 
k det B = 0 (mod(n, k, l)2). (13) 
Now (n, k, I) may be written as an integral linear combination of n, k, 
and I. We conclude from (9) (12) and (13) that 
(n, k, I) det B = 0 (mod@, k, Q2), 
from which Lemma 2 follows. 
Proof of Lemma 3. If E is an n x n submatrix of S(n, k, I), then E is 
the intersection matrix of a family (Pi} of n, k-subsets of {I, 2,..., n} with 
a family {Gi} of I-subsets. Then E = FGT where F is the incidence matrix 
for {Fi} and G is the incidence matrix for {GJ. Since the row sums of F are 
divisible by k, we have det F = 0 (mod k). Likewise, det G = 0 (mod I) 
so that det E _= 0 (mod kl). 
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From Lemma I and Theorem 1 we infer that the first (n - 2) invariant 
factors of s(n, k, I) are 1, that the (n - 1)st invariant factor divides 
(n, k, I) and that the nth divides kl. Since S(n, k, I) is a submatrix of K(n), 
the rank of S(n, k, I) is, from Lemma I and Theorem 2, equal to n. 
Lemmas 2 and 3 now yield Theorem 3. 
5. PROOF OF THEOREM 4 
Let the rows and columns of K(n) - XZ be so ordered that the n 
singleton sets appear first, then the empty set, then the pairs, triples, etc. 
K(n) - xl has the block form 
K(n)-xz= (FT “,I, 
where A4 = (1 - X) Z, , and N and NT are 0 - 1 matrices. 
Let u be a nonsingleton subset of our n-set. Subtract from the row 
corresponding to u the sum of the rows corresponding to the singletons 
contained in (T. This yields a matrix C, where 
where P’ = -xZZn-% . If ,j < n, the jth column of C corresponds to {j}. 
Add to this column the sum of the columns of C which properly contain (,j}. 
We obtain a matrix D, where 
D = r”,’ p”]. 
Here 
M’ = 2n-2(Zn + Jn) - xl, . (14) 
TO prove (14), set M = (m,j), M’ = (m:,), N = (ni,,). Note that ni, = 1 
if i E a, ni, = 0 if i $ o. Thus, 
W&j = Wlij -t C Hi,. 
jao 
NOW &, ni, = 2n-1 - 1. the number of subsets of our n-set containing i, 
apart from (i). If i #,j, then, 
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since there are 2n-2 subsets containing both i and j. Since mii = 1 - x 
and mij = 0, i # j, Eq. (14) follows. 
To simplify D, subtract its nth column from each of the first IZ - 1 
columns and add the sum of the first n - 1 rows to the nth row. This 
procedure will alter N but not P’. 
We now have an upper triangular matrix, E, equivalent to K(n) - xl, 
whose diagonal elements are -x, 2” - IZ times; 2n-2 - x, n - 1 times, 
and 2”-’ - x + (n - 1) 2n-2 = (n + 1) 2n-2 - x once. Hence 
det (K(n) - XI) = det E = h x2”+(.x - 2+3(x - (n + 1) 2”-7. 
Thus the characteristic polynomial of K(n) - xl is determined in 
agreement with the statement of the theorem. Now K(n) is symmetric and 
therefore similar to a diagonal matrix. In accordance with classical 
theorems of Weierstrass ([2, p. 49]), the minimum polynomial of K(n) 
has distinct linear factors and the elementary divisors of K(n) - xl are 
linear. The remainder of Theorem 4 now follows at once. 
6. PROOF OF THEOREM 5 
Proof: Differentiation of the binomial expansion for (1 + .X)P gives 
ilj (; ) xj-1 = p(l + x)P--l. 
Then, 
'(' + xP-l = (' + xY-p E j (P ) X'-l = y< (n2 7 ") x2 Al j (T )  xj-l, 
or 
Setting I = q - j and equating coefficients of x’-l, we have the lemma. 
As in the proof of Theorem 4, our principal task is the determination 
of the characteristic polynomial of S(n, k). Thus we seek the eigenvalues 
of S(n, k) and their algebraic multiplicities. 
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According to Theorem 3, S(n, k) has rank 12. The nullity of S(n, k) = 
S(n, k) - OZ is thus (1) - n. Therefore 0 is an eigenvalue of S(n, k) with 
algebraic multiplicity at least (3 - n. 
We show next that the sum of the entries in any column of S(n, k) is 
k(F$. This will establish that k(z::) is an eigenvalue corresponding to the 
eigenvector .Z1, (3 ; its algebraic multiplicity, of course, is at least 1. 
Consider the column of S(n, k) corresponding to the k-set T. The sum of 
the entries in this column is the total number of incidences between the 
k elements of 7 and all the k-subsets of our n-set. Each element of T belongs 
to (:I:) k-subsets, so that the total number of incidences is k(t::). 
To treat the eigenvalue (i:f) we will consider sums of the entries in 
certain subsets of each column of S(n, k). Let R, be the row of 
S(n, k) - (E:f)Z indexed by the k-set u. Let J = .Z1.(;, . As in previous 
proofs, let our n-set be (1, 2 ,..., n}. Our next step will be to show that 
and 
(15) 
To prove (15) we must demonstrate that the sum of those entries in any 
column of S(n, k) - (E:T)Zwhich lie in a row indexed by a subset containing 
i is k(E:,2). Let the column be indexed by the k-set T. There are two cases: 
iEr and i$r. 
If i E T, the required sum is 
This follows by enumerating the entries whose contribution to the sum 
is j. These correspond to k-sets u which have exactlyj elements in common 
with 7, or, since i E cr, j - 1 elements in common with T - {i}. There are 
(:I:) ways of choosing these j - 1 elements; the remaining k - j elements 
of cr can then be selected in (tz$) ways from the complement of T. (i-3 must 
be subtracted because there is a diagonal element from S(n, k) - (::;)I 
corresponding to o = T, among the entries being added. Now 
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From Lemma 4, with j = I, p = k - 1, m = n - 1, q = k - 1, we have 
- 
The Van der Monde convolution gives 
;<tk; ‘)(k? 1) = (;z- 
Hence the required sum, in case i E T is 
tk - 1) (; 1;) + (;: 1:) - (; 1:) 
as asserted. 
1 1 1 .
= k (;: z ;, 
If i 4 T, a counting argument similar to that given above shows that the 
required sum is 
n-k-l 
) k-j-1’ 
(Note that there is no diagonal term with u = 7, since in this case i E a, 
i $ T. We have (2::~:) rather than (:I:) because our “remaining” k - j 
elements in a must include i.) From Lemma 4, with p = k, m = n -- 1 
andq=k-1,wehave 
Thus (15) is established. The proof of (16) is similar and will be omitted. 
From (15) and (16) one immediately deduces 
(n - k) 1 R. - k 1 R, = 0, 1 G i < n. 
ioo i@o 
07) 
Let B = &,) be an n x (1) matrix, the rows of B being indexed by our 
n-set and the columns by its k-subsets, taken in the same order as in 
S(n, k). Put 
bi, = n - k if icu, 
big = -k if i # 0. 
(18) 
Then (17) and (18) imply 
B (S(n, k) - (; 1 ;)I) = 0. (19) 
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It follows from (19) that the row space of B is part of the null-space of 
s(n, k) - (1::)1; the nullity of the latter is therefore at least equal to the 
rank of B. Hence the algebraic multiplicity of the eigenvalue (:I:) of 
S(n, k) is at least equal to the rank of B. We show now that the rank of B 
isn - 1. 
Any k-subset u contains k elements of our n-set and lacks n - k of 
them. Hence, 
f biw = k(n - 4 + (n - k)(-k) = o, u E 1 (n, k). 
i=l 
Thus the sum of the rows of B is a zero-vector and the rank of B is at most 
n - 1. 
To get an inequality in the opposit&direction, we consider BBT. We find 
To prove (20), examine first the diagonal elements of BBT. Every element 
of our n-set belongs to (:I:) k-subsets and fails to belong to (“;‘) k-subsets. 
Hence the diagonal elements of BBT are 
(;:I;)@-k)‘+(‘; l)k’=n(n- l,(;-;) 
in agreement with (20). Any two distinct elements of our n-set occur 
together in (2~:) k-subsets and occur simultaneously outside (“i”) k-subsets. 
There are 2(:::) k-subsets containing one or the other but not both. Thus 
the off-diagonal elements of BBT are 
(;: 1 ;) (n - k)2 - 2 r; 1 ;, k(n - k) + (” ; ‘) k2 = -n (; 1 ;), 
again in agreement with (20). 
From (20) one can readily compute that the determinant of BBT is 0 
and that the determinant of any principal minor of order n - 1 is 
n2n-3(;~f)n-1 # 0. Thus th e rank of BBT is n - 1. The rank of B is 
therefore at least n - 1. 
Comparing with our earlier inequality, we conclude that rank of B is 
exactly n - 1 and that (:I;) is an eigenvalue of S(n, k) with algebraic 
multiplicity at least n - 1. 
Summarizing, we have found that 0 is an eigenvalue of s(n, k) with 
multiplicity at least (z) - n, (E-4 is an eigenvalue with multiplicity at least 
n - 1 and k(E::) is an eigenvalue with multiplicity at least 1. If any of 
INTERSECTION PROBLEMS 317 
these lower bounds were exceeded, the sum of the multiplicities would 
exceed (3, the degree of the characteristic polynomial of S(n, k). Hence 
we have found the exact multiplicities of each eigenvalue. There can be no 
others. The characteristic polynomial of S(n, k) has been determined in 
agreement with Theorem 5. The remainder of the proof follows the same 
lines as the conclusion of the proof of Theorem 4. 
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