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Einleitung
Motivation und Ziel
Schon seit jeher haben sich die Physik und die Mathematik gegenseitig in ihren Entwicklungen
beeinflußt. Ha¨ufig war es die Physik, die neue mathematische Konzepte beno¨tigte, um die For-
schung voranzutreiben, aber auch neue Erkenntnisse in der Mathematik erweiterten den Horizont
der Physiker, so daß es mo¨glich war, neue physikalische Konzepte zu finden. Beispielsweise brauchte
Newton die Infinitesimal- und Integralrechnung, um die klassische Mechanik mathematisch for-
mulieren zu ko¨nnen oder Dirac die Distributionentheorie oder den Spektralkalku¨l von Operatoren
auf Hilbert-Ra¨umen fu¨r die Quantenmechanik. Andererseits wa¨re es Einstein nicht mo¨glich ge-
wesen die Allgemeine Relativita¨tstheorie (ART) zu formulieren, wenn nicht im 19. Jahrhundert
die Riemannsche Geometrie hinreichend ausgearbeitet worden wa¨re. So gibt es von der Antike bis
heute zahllose Beispiele, die diese parallele Entwicklung der beiden Gebiete untermauern.
Auch die vorliegende Arbeit wurde von uns mit dem Ziel verfaßt, eine weitere Bru¨cke zwischen der
Physik und der Mathematik zu schlagen. Motiviert durch physikalische Fragestellungen haben wir
versucht, neue mathematische Konzepte zu formulieren, die im Rahmen der Physik ihre Anwen-
dung finden ko¨nnen. Die drei wesentlichen in dieser Arbeit behandelten Gebiete wollen wir kurz
beleuchten und ihre Bedeutung fu¨r die Physik in aller Ku¨rze darlegen.
Sternprodukte
Sternprodukte sind ein Versuch, klassische Theorien (insbesondere klassische Mechanik) zu quan-
tisieren und stellen damit eine alternative Mo¨glichkeit zur kanonischen Quantisierung dar. Man
bezeichnet das Quantisieren mittels Sternprodukten auch als Deformationsquantisierung. Wa¨hrend
die kanonische Quantisierung, die 1932 erstmals von von Neumann [1996] mathematisch anspre-
chend formuliert worden ist1, einen funktional-analytischen Zugang bietet, sind Sternprodukte ein
algebraischer bzw. geometrischer Zugang zur Quantisierung. Sternprodukte sind, wie wir in Ka-
pitel 3 sehen werden, direkt aus der klassischen Theorie abgeleitet und daher ein sehr natu¨rlicher
Zugang zur Quantenmechanik. Eine Folge dessen ist, daß der klassische Limes (
”
~→ 0“) im Rah-
men der Deformationsquantisierung sehr gut zu verstehen ist, da er aufgrund des konzeptuellen
Aufbaus gleich mitgeliefert wird. Man geht von einer Mannigfaltigkeit M aus, die physikalisch
dem Phasenraum entspricht, und betrachtet die kommutative Algebra der glatten, komplexwerti-
1Ein wichtiges Werk zur Quantenmechanik lieferte Dirac schon 1930 [Dirac 1982] – also einige Zeit vor von
Neumann, jedoch war seine Herangehensweise an die mathematischen Konzepte der Quantenmechanik sehr klassisch
gepra¨gt und daher nach heutiger Sicht der Dinge unzureichend.
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gen Funktionen C∞(M) mit dem punktweise Produkt. Diese Algebra entspricht einer klassischen
Observablenalgebra.
Der U¨bergang zu einer Quantentheorie geschieht indem man diese Algebra deformiert. Dies bedeu-
tet das punktweise Produkt wird zu einem assoziativen, jedoch nicht mehr kommutativen Produkt,
dem Sternprodukt der Form
f ⋆ g = fg + λC1(f, g) + λ
2C2(f, g) + ...
Dabei bezeichnen wir λ als den Deformationsparameter und Cn sind Bidifferentialoperatoren, die
die Deformation
”
kodieren“. Elemente in der deformierten Algebra sind damit formale Potenzreihen
der Form
f =
∞∑
n=0
λnfn.
Das Produkt ko¨nnen wir als eine Sto¨rungsreihe in λ auffassen. Unter dem klassischen Limes ver-
stehen wir die Abbildung cl : f 7→ f0, was einem ”Vergessen der Quantenkorrekturen“ entspricht.
Die Reihen bezeichnet man als formal, da es sich um ein algebraisches Konzept handelt, und der
Parameter λ erstmal ausschließlich der Ordnung dient. Erst in einem weiteren Schritt, na¨mlich in
einem konvergenten Rahmen, wie er beispielsweise von Beiser [2005] betrachtet wird, tritt an die
Stelle des formalen Parameters eine reelle Zahl, das Plancksche Wirkungsquantum ~. Ein anderer
Zugang zu konvergenten Sternprodukten ist die strikte Deformationsquantisierung. Dazu verweisen
wir auf die Arbeiten von Rieffel [1993], Landsman [1998], Bieliavsky [2002], Heller et al.
[2006] und Becher [2006].
Der Vorteil des algebraischen Rahmens ist, daß man nicht u¨ber Konvergenz reden muß, also kom-
plett auf funktional-analytische Aspekte der Quantisierung verzichtet, und somit eine gro¨ßere Klasse
von Algebren betrachten kann.
Bei der kanonischen Quantisierung ist das Bilden eines klassischen Limes weitaus diffiziler und oft
ist es alles andere als trivial, einen U¨bergang zum Makroskopischen zu finden. Ein einfaches Beispiel
dafu¨r ist der Impulsoperator im Ortsraum Pi =
~
i
∂
∂qi
, der bei
”
Vernachla¨ssigung der Quantenkor-
rekturen“ nur die Null wa¨re.
Eine weitere Motivation, sich Sternprodukte anzusehen, ist die Tatsache, daß man auf sa¨mtlichen
symplektischen sowie Poisson-Mannigfaltigkeiten Sternprodukte konstruieren kann. Dies bedeu-
tet, daß man diese Ra¨ume im Rahmen der Deformationsquantisierung immer quantisieren kann.
Die kanonische Quantisierung versagt hier insofern, als daß sie keineswegs mehr kanonisch ist, son-
dern ad hoc-Lo¨sungen verlangt. Der offensichtliche Nachteil der Deformationsquantisierung liegt im
Fehlen eines Spektralkalku¨ls. Zwar wurde in [Bayen et al. 1977] eine Methode vorgestellt einige
einfache Spektren zu berechnen, allerdings sind diese Ergebnisse alles andere als befriedigend. Bis
heute gibt es (leider) keine sinnvolle Lo¨sung dieses Problems, da man konvergente Sternprodukte
braucht und diese sehr schwierig zu behandeln sind. Dies liegt insbesondere daran, daß ~ eine di-
mensionsbehaftete Gro¨ße ist, deren Wert man durch a¨ndern der Einheiten beliebig manipulieren
kann, und somit nicht
”
klein“ im Sinne einer Sto¨rungsreihe ist.
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Morita-Theorie und Picard-Gruppoid
Auch die Morita-A¨quivalenz erfreut sich einer wichtigen Anwendung in der Physik. Ein zentrales
Objekt sowohl der klassischen Mechanik wie auch der Quantenmechanik ist die Observablenalgebra.
Observablenalgebren sind ∗-Algebren, das heißt Algebren mit einer ∗-Involution. Im speziellen ist
das der klassischen Mechanik eine Funktionenalgebra auf einem Phasenraum mit der komplexen
Konjugation und in der Quantenmechanik sind es (beschra¨nkte) adjungierbare Operatoren auf ei-
nem Hilbert-Raum. Bei der Morita-Theorie setzt man Objekte einer Kategorie, den Algebren,
zueinander in Beziehung indem man die Klasse der Morphismen, u¨ber die Algebramorphismen hin-
aus, erweitert. Die Erweiterungen sind die sogenannte A¨quivalenzbimoduln, und die Menge (oder
Klasse) aller A¨quivalenzbimoduln bezeichnet man dann als das Picard-Gruppoid. Das Picard-
Gruppoid dient somit die Morita-A¨quivalenz auf eine elegante Art zu kodieren. Anders ausge-
dru¨ckt bedeutet dies, daß man mittels der Morita-A¨quivalenz Algebren klassifizieren kann. Dies
spielt in der Physik aber eine wichtige Rolle, denn eine Eigenschaft von Morita-a¨quivalenten
Objekten (also Algebren) ist, daß sie eine a¨quivalente Darstellungstheorie haben. Dies spielt zum
Beispiel in der axiomatischen Quantenfeldtheorie nach Haag & Kastler [1964] eine Rolle, bei
der man Superauswahlregeln untersucht. Diese geben an wieviele irreduzible Darstellungen eine ge-
gebene Observablenalgebra hat. Mit Hilfe der Morita-Theorie kann man die Darstellungstheorie
”
komplizierter“ Algebren auf die Darstellungstheorie besser verstandener zuru¨ckfu¨hren.
Eine mit der Darstellungstheorie von Sternproduktalgebren verbundene Anwendung der Mori-
ta-A¨quivalenz ist der Dirac-Monopol. Betrachtet man A¨quivalenzbimodul von Sternproduktal-
gebren, so stellt sich die Diracsche Quantisierungsbedingung fu¨r magnetische Monopole als eine
Integralbedingung an die Klasse der beiden Sternprodukte heraus, und nur dann, wenn beide Stern-
produktalgebren Morita-a¨quivalent sind, ist diese Integralbedingung zu erfu¨llen. Eine detaillierte
Ausfu¨hrung findet man z. B. in [Waldmann 2005b, Section 7.3] und [Bursztyn & Waldmann
2002, Section 4.2].
Hopf-Algebren
Im Zuge des Versuchs eine vereinheitlichende Theorie von Quantentheorie und Gravitation (Quan-
tengravitation) zu formulieren, wurden in der Physik Hopf-Algebren, die man auch unter dem
Begriff Quantengruppen findet, entwickelt und diskutiert. Hopf-Algebren stellen ein verallgemei-
nerndes Konzept dar, um sich jenseits von Gruppen oder Lie-Algebren dem Begriff der Symmetrie
zu na¨hern. Symmetrien spielen in der Physik an vielen Stellen eine wichtige Rolle. In der Festko¨rper-
physik sind es diskrete Symmetrien, die beispielsweise Gitterstrukturen beschreiben (vgl. z. B. [Lax
2001]). Wir sind jedoch eher an kontinuierlichen Symmetrien interessiert, die sich in der Physik
ha¨ufig in Form von Lie-Gruppen bzw. Lie-Algebren manifestieren. Einige in der Physik auftre-
tende Beispiele sind zum einen Erhaltungsgro¨ßen, die nach Noether [1918] einer Symmetrie ent-
sprechen (Drehimpulserhaltung ⇋ Rotationsinvarianz, Impulserhaltung ⇋ Translationsinvarianz,
Energieerhaltung⇋ Homogenita¨t der Zeit, etc.) und zum anderen Eichtheorien oder das Standard-
modell. Daß Hopf-Algebren in diesem Zusammenhang ein interessantes Konzept sind, spiegelt sich
in der Tatsache wider, daß sowohl die Gruppenalgebren von Lie-Gruppen als auch die universell
Einhu¨llenden von Lie-Algebren Hopf-Algebren sind. Damit haben wir die beiden fu¨r die Physik
wichtigen Fa¨lle mittels eines
”
universelleren Formalismus“ abgedeckt, und uns zudem die Option
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auf allgemeinere Symmetrien offengelassen.
Aufbau und Ergebnisse der Arbeit
Die Arbeit ist in fu¨nf Kapitel sowie zwei Anha¨nge eingeteilt.
In Kapitel 1 wollen wir einen U¨berblick u¨ber die Morita-Theorie geben. Dabei werden wir –
aufbauend auf einer fu¨r das Versta¨ndnis wichtigen mathematischen Einleitung – die drei wichti-
gen Auspra¨gungen der Morita-Theorie diskutieren. Zuerst die ringtheoretische Theorie, die zur
Klassifizierung von Darstellungen von Ringen entwickelt wurde und geschichtlich die Grundlage
fu¨r die spa¨ter entstandene ∗-Morita-Theorie beziehungsweise starke Morita-Theorie bildet. Wir
bescha¨ftigen uns im wesentlichen mit den beiden letzteren, die beide eine Morita-Theorie fu¨r
∗-Algebren darstellen. Damit klassifizieren sie eine fu¨r die Physik interessante Kategorie von Alge-
bren, den Observablenalgebren. Das wichtige Ergebnis, daß wir zur Morita-Theorie beitragen, ist
eine Erweiterung auf den H-a¨quivarianten Fall, wobei H eine Hopf-∗-Algebra ist. Die betrachte-
ten ∗-Algebren tragen nun eine, durch die Wirkung einer Hopf-∗-Algebra vorgegebene, Symmetrie.
Wir haben herausgearbeitet wie und unter welchen Umsta¨nden man diese H-a¨quivarianteMorita-
Theorie etablieren kann.
Eine konzeptionelle Fortfu¨hrung des Kapitels 1 bildet Kapitel ??. Dort beleuchten wir das Picard-
Gruppoid bzw. die Picard-Gruppe na¨her. Auch hier interessiert uns insbesondere der H-a¨quivari-
ante Fall. Das wahrscheinlich wichtigste Ergebnis der Arbeit ist die Untersuchung des Morphismus
PicH → Pic vom H-a¨quivarianten Picard-Gruppoid in das ”gewo¨hnliche“ Picard-Gruppoid. Wir
untersuchen den Kern sowie das Bild der Abbildung, und sind in der Lage den Kern vollsta¨ndig
zu charakterisieren und das Bild unter gewissem Umsta¨nden angeben zu ko¨nnen. Den Kern der
Abbildung PicH → Pic zu verstehen ist in diesem Rahmen insofern ein sehr scho¨nes Ergebnis, da
die Existenz eines fu¨r die Morita-A¨quivalenz notwendigen H-a¨quivarianten A¨quivalenzbimoduls
ein Hebungsproblem ist. Im allgemeinen ist dies an eine kohomologische Obstruktionen gebunden
(siehe z. B. [Guillemin et al. 2002]). Wir sind somit, mit den von uns entwickelten Techniken,
in der Lage, anzugeben wie das H-a¨quivariante Picard-Gruppoid aussieht. Das Bild der Abbil-
dung PicH → Pic ko¨nnen angeben, wenn es auf den jeweiligen ∗-Algebren Impulsabbildungen gibt.
Anschließend betrachten wir H-a¨quivariante Morita-Invarianten, die wir durch die Wirkung ei-
nes H-a¨quivarianten Picard-Gruppoids charakterisieren wollen. Hier haben wir eine Formulierung
mittels der Kategorientheorie angegeben, so daß die Struktur, die eineMorita-Invariante auszeich-
net, deutlich wird. Mit diesen Mittel formulieren wir einige wichtige Beispiele fu¨r H-a¨quivariante
Morita-Theorie.
In Kapitel 2 ist es uns nun gelungen die H-a¨quivariante Morita-A¨quivalenz von Algeren und die
gewo¨hnliche Morita-A¨quivalenz von sogenannten Cross-Produktalgebren in Beziehung zu setzen.
Die Cross-Produktalgebra ist dabei eine ∗-Algebra mit den
”
Informationen“ der ∗-Algebra und
der Hopf-∗-Algebra. Wie wir herausgearbeitet haben, ist der U¨bergang von einer ∗-Algebra zur
der korrespu¨ondierenden Cross-Produktalgebra funktoriell und liefert auf Picard-Gruppoidniveau
einen Gruppoidmorphismus. Abschließen werden wir das Kapitel mit einem einfachen, jedoch in-
struktiven Beispiel.
In Kapitel 3 geben wir eine Einfu¨hrung in das Konzept der Sternprodukte. Ausgehend von der
Einleitung xi
Idee des Quantisierens geben wir eine Motivation, sich mit Sternprodukten auseinanderzusetzen.
Dabei stellt ein flacher Phasenraum den einfachsten Fall dar, der die bekannten Sternproduk-
te fu¨r den R2n sowie den Cn liefert. Aufbauend darauf axiomatisieren wir Sternprodukte im
Sinne von Bayen et al. [1977] und werden Sternprodukte fu¨r symplektische Mannigfaltigkeiten
bzw. Poisson-Mannigfaltigkeiten definieren und deren wichtigste Eigenschaften erla¨utern, sowie
grundlegende Definitionen angeben. Mit Hilfe der Fedosov-Konstruktion werden wir vorfu¨hren,
wie man Sternprodukte auf beliebigen symplektischen Mannigfaltigkeiten mit einem symplektischen
Zusammenhang konstruieren kann. Eine Erweiterung dieser Konstruktion wird uns zur Deforma-
tion von Vektorbu¨ndeln fu¨hren, die wir dazu noch in einem gruppeninvarianten Rahmen formulieren
werden. Dies ist insofern interessant, da es ein erstes (sehr spezielles, aber wichtiges) Beispiel fu¨r
die in Kapitel 4 behandelte H-a¨quivariante Morita-Theorie von deformierten Algebren liefert.
Kapitel 4 verbindet die Sternprodukte mit dem algebraischen Konzept einer Hopf-Wirkung. Wir
definieren (rein algebraisch) H-a¨quivariante Sternprodukte mit Hilfe von Impulsabbildungen. Die
Formulierung unterscheidet sich insofern von bisherigen, da sie die Symmetrie durch eine Hopf-
∗-Algebra zulassen. A posteriori geben wir dann eine geeignete Hopf-∗-Algebra an, so daß die
rein algebraische Formulierung in die altbekannte, geometrisch motivierte Definition u¨bergeht. Im
weiteren fu¨hren wir deformierte A¨quivalenzbimoduln ein, mit deren Hilfe wir Morita-A¨quivalenz
von deformierten Algebren (und damit insbesondere von Sternprodukten) beschreiben ko¨nnen.
Daru¨ber gelangen wir zum Picard-Gruppoid, dessen Objekte deformierte Algebren sind. Besonders
interessant ist die klassische Limes-Abbildung, die auf Picard-Gruppoidniveau einen Morphismus
in das
”
klassische“ Picard-Gruppoid induziert.
Die fu¨r die Arbeit relevanten mathematischen Grundlagen haben wir in einem Anhang zusammen-
getragen. Diese gehen an mancher Stelle u¨ber das hinaus, was im Hauptteil der Arbeit gebraucht
wird.
In Anhang A findet man die algebraischen Grundlagen zu (geordneten) Ringen, formale Potenz-
reihen, Hopf-∗-Algebren, Cross-Produktalgebren, Verba¨nden und projektive Moduln. Insbesonde-
re das Kapitel zu den Gruppen GL(H,A), GL0(H,A), U(H,A) und U0(H,A) sei dem Leser ans
Herz gelegt, da diese in Kapitel ?? eine entscheidende Rolle spielen. In Anhang A.5 sind ein paar
geometrische Grundlagen zusammengestellt. Interessant, da sie u¨ber das normale Lehrbuchwis-
sen hinausgehen, sind insbesondere die Kapitel u¨ber symplektische Geometrie und G-invariante
bzw. g-invariante Zusammenha¨nge. Am Ende der Arbeit findet sich ein Symbolverzeichnis und ein
Personenindex, in dem wir alle namentlich erwa¨hnten Personen aufgelistet haben.

Kapitel 1
Morita-A¨quivalenz
1.1 Grundlagen zur Morita-Theorie
1.1.1 Pra¨-Hilbert-Ra¨ume, ∗-Algebren und Positivita¨t
Pra¨-Hilbert-Ra¨ume
Im folgenden wollen wir Pra¨-Hilbert-Ra¨ume definieren, um spa¨ter das verallgemeinernde Konzept
der Pra¨-Hilbert-Moduln zu motivieren. Wir werden in dieser Arbeit eine leicht verallgemeinernde
Version von Pra¨-Hilbert-Ra¨umen beno¨tigen, da wir nicht ausschließlich Ra¨ume u¨berC betrachten,
sondern u¨ber einem Ring C. Dabei ist C = R(i) die komplexe Erweiterung des geordneten Rings
R mit i2 = −1. Diese Verallgemeinerung ist dadurch motiviert, daß wir uns spa¨ter mit formal
deformierten Algebren, also insbesondere Sternprodukten, auseinandersetzen. Sternprodukte sind
C[[λ]]-lineare Abbildungen, und in diesem Formalismus ko¨nnen wir die Kategorie beibehalten,
wenn wir u¨ber formale Potenzreihen reden wollen. Somit denken wir insbesondere an die Ringe
R = R und R = R[[λ]]. Es ist wichtig, daß der Ring R geordnet ist, damit wir das Konzept der
Positivita¨t implementieren ko¨nnen. Eine detaillierte Einfu¨hrung in das Konzept von (geordneten)
Ringen, sowie einfache und wichtige Beispiele haben wir in Kapitel A.1.1 zusammengestellt. Eine
weitere Motivation, weshalb wir bei der Definition von Pra¨-Hilbert-Ra¨umen den Ring C verwenden
wollen, ist, daß man bei der herko¨mmlichen Definition wie sie in Lehrbu¨chern zu finden ist, nur die
”
Ringeigenschaften“ des Ko¨rpers C braucht. Somit ist unsere Definition eine in gewisser Hinsicht
sehr natu¨rliche.
Definition 1.1.1 (Pra¨-Hilbert-Raum).
Sei H ein C-Vektorraum mit einer Abbildung 〈·, ·〉 : H × H→C. Man nennt 〈·, ·〉 ein inneres
Produkt, falls die Abbildung 〈·, ·〉 sesquilinear ist, d. h. fu¨r alle φ,ψ, χ ∈ H und s, t ∈ C gilt
i.) 〈φ, sψ + tχ〉 = s〈φ,ψ〉 + t〈φ, χ〉,
ii.) 〈φ,ψ〉 = 〈ψ, φ〉.
Ein inneres Produkt heißt positiv semidefinit, falls 〈φ, φ〉 ≥ 0 und positiv definit, falls 〈φ, φ〉 > 0
fu¨r alle φ 6= 0. Ein C-Vektorraum mit einem positiv definiten inneren Produkt heißt Pra¨-Hilbert-
Raum.
Man nennt ein inneres Produkt nichtausgeartet, falls 〈φ,ψ〉 = 0 fu¨r alle ψ ∈ H impliziert, daß
φ = 0 ist. Den Ausartungsraum von 〈·, ·〉 bezeichnen wir mit
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H⊥ = {φ ∈ H |〈ψ, φ〉 = 0 fu¨r alle ψ ∈ H} . (1.1.1)
Ein positives inneres Produkt kann damit nicht ausgeartet sein.
Ein wichtiges Handwerkszeug wird die Cauchy-Schwarz-Ungleichung sein.
Satz 1.1.2 (Cauchy-Schwarz-Ungleichung).
Sei H ein C-Vektorraum mit positiv semidefinitem inneren Produkt 〈·, ·〉, dann gilt
〈φ,ψ〉〈ψ, φ〉 ≤ 〈φ, φ〉〈ψ,ψ〉. (1.1.2)
Beweis. Der Beweis von Satz 1.1.2 findet sich beispielsweise fu¨r den Fall C = C in Weidmann
[2000] oder Lang [1997].
Korollar 1.1.3 (Quotientenraum eines semidefiniten inneren Produkts).
Sei H ein C-Vektorraum mit einem positiv semidefiniten inneren Produkt 〈·, ·〉. Das durch
〈[φ], [ψ]〉 = 〈φ,ψ〉 (1.1.3)
fu¨r [φ], [ψ] ∈ H/H⊥ definierte innere Produkt ist ein wohldefiniertes positiv definites inneres Pro-
dukt, und H/H⊥ wird zu einem Pra¨-Hilbert-Raum.
Beweis. Das Korollar ist eine direkte Konsequenz der Cauchy-Schwarz-Ungleichung.
Bemerkung 1.1.4 (Formale Potenzreihen).
Es kann vorkommen, daß wir der Deutlichkeit halber auch von R[[λ]] reden werden. Hiermit soll
herausgestellt werden, daß es sich beim Ring R um eine formale Potenzreihe handelt. In gewisser
Hinsicht ist diese Schreibweise tautologisch, da der Ring R an sich bereits eine formale Potenzreihe
sein kann.
Wir wollen nun die Kategorie der Pra¨-Hilbert-Ra¨ume u¨ber einem Ring C definieren. Die Objekte
sind natu¨rlich die Pra¨-Hilbert-Ra¨ume, jedoch mu¨ssen wir eine passende Wahl fu¨r die Morphismen
treffen. Als geeignet werden sich die adjungierbaren Abbildungen zwischen Pra¨-Hilbert-Ra¨umen
herausstellen. Motiviert ist dies durch den Satz von Hellinger-Toeplitz, der insbesondere in der
Quantenmechanik seine Anwendung findet.
Definition 1.1.5 (Hilbert-Raum).
Ein Hilbert-Raum H ist ein vollsta¨ndiger Pra¨-Hilbert-Raum u¨ber dem Ko¨rper C.
Dabei bezeichen wir einen Raum als vollsta¨ndig, wenn jede Cauchy-Folge konvergiert [Weidmann
2000].
Satz 1.1.6 (Satz von Hellinger-Toeplitz).
Seien H1und H2 Hilbert-Ra¨ume u¨ber C, dann ist ein Operator A : H1→H2 genau dann adjun-
gierbar, wenn A ein linearer und stetiger Operator ist.
Beweis. Der Beweis findet sich in einschla¨giger Literatur, z. B. in [Rudin 1991, S. 117].
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Bemerkung 1.1.7 (Funktional-analytische Aspekte).
Fu¨r einen tieferen Einblick in die funktional-analytischen Aspekt, d. h. insbesondere des Spektral-
kalku¨ls von Operatoren aufHilbert-Ra¨umen, sei auf [Werner 2002;Rudin 1991;Hirzebruch & Scharlau
1991; Großmann 1988] verwiesen. Da wir im weiteren nicht an Spektren oder anderen funktional-
analytischen Betrachtungen interessiert sind, werden wir uns ausschließlich mit Pra¨-Hilbert-
Ra¨ume bescha¨ftigen.
Die adjungierbaren Abbildung stellen somit eine besonders interessante Klasse von Morphismen
dar. Dies verleitet uns zu der folgenden Definition.
Definition 1.1.8 (Adjungierbare Abbildungen).
Seien H1 und H2 zwei Pra¨-Hilbert-Ra¨ume u¨ber C und A : H1→H2 eine Abbildung. Man nennt
A adjungierbar, falls es eine Abbildung A∗ : H2→H1 gibt, so daß
〈Aφ,ψ〉
2
= 〈φ,A∗ψ〉
1
(1.1.4)
fu¨r alle φ ∈ H1 und ψ ∈ H2. Man nennt A∗ die adjungierte Abbildung zu A, und die Menge aller
adjungierbaren Abbildungen von H1 nach H2 bezeichnen wir mit B(H1,H2) bzw. mit B(H) falls
H1 = H2 = H.
Lemma 1.1.9 (Adjungierte Abbildungen).
Seien A,B ∈ B(H1,H2) und C ∈ B(H2,H3) C-lineare Abbildungen. Die adjungierten Abbildungen
A∗, B∗, C∗ sind eindeutig bestimmte, C-lineare Abbildungen und es gilt:
(aA+ bB)∗ = aA∗ + bB∗, (CA)∗ = A∗C∗, (A∗)∗ = A, (1.1.5)
fu¨r alle a, b ∈ C. Ferner ist id = id∗ ∈ B(H).
Beweis. Die Linearita¨t sowie die Eindeutigkeit erha¨lt man aus der Nichtausgeartetheit des inneren
Produkts, die restlichen Eigenschaften durch simples Nachrechnen.
Damit gelangen wir zur Definition der Kategorie von Pra¨-Hilbert-Ra¨umen u¨ber einem Ring C.
Definition 1.1.10 (Kategorie der Pra¨-Hilbert-Ra¨ume).
Die Kategorie Pra¨Hilbert(C) der Pra¨-Hilbert-Ra¨ume u¨ber C = R(i) ist gegeben durch die Objekte,
d. h. alle Pra¨-Hilbert-Ra¨ume u¨ber dem Ring C, sowie die Morphismen zwischen den Objekten,
die durch alle adjungierbaren Abbildungen zwischen je zwei Pra¨-Hilbert-Ra¨umen u¨ber C gegeben
sind.
Definition 1.1.11 (Operatoren vom Rang Eins).
Seien H1 und H2 Pra¨-Hilbet-Ra¨ume und φ ∈ H2, ψ ∈ H1, dann definiert man eine lineare
Abbildung Θφ,ψ : H1→H2 durch
Θφ,ψχ = φ〈ψ,χ〉 (1.1.6)
fu¨r χ ∈ H1. Man nennt Θφ,ψ einen Operator vom Rang Eins. Linearkombinationen solcher Operato-
ren nennt man Operatoren von endlichem Rang, deren Gesamtheit man mit F(H1,H2) bezeichnet.
Analog zu den adjungierbaren Operatoren sei F(H,H) =: F(H).
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Proposition 1.1.12 (Operatoren von endlichem Rang).
Seien H1, H2 und H3 Pra¨-Hilbert-Ra¨ume u¨ber dem Ring C. Dann gilt
i.) F(H1,H2) ⊆ B(H1,H2).
ii.) Die Operatoradjungtion
∗ : B(H1,H2)→B(H2H1)
ist eine C-antilineare Bijektion mit F(H1,H2)
∗ = F(H2,H1).
iii.) B(H2,H3) · F(H1,H2) ⊆ F(H1,H3) und F(H2,H3) · B(H1,H2) ⊆ F(H1,H3).
Beweis. Ein Beweis hierzu findet sich beispielsweise in [Waldmann 2004b].
∗-Algebren
In diesem Kapitel werden wir das Konzept der ∗-Algebren einfu¨hren. Dabei wird schnell klar, daß
dieses Konzept in der Physik an vielen Stellen Verwendung findet, wie man an den Beispielen 1.1.15
sieht. Mittels der ∗-Algebren ko¨nnen wir positive Funktionale definieren, denen eine ebenso wichtige
Rolle zukommt, da sie die mathematische Beschreibung von Zusta¨nden in der Physik entsprechen.
Definition 1.1.13 (∗-Algebra).
Sei (A, ·) eine assoziative Algebra u¨ber dem Ring C. Man nennt eine Algebra A eine ∗-Algebra,
falls sie mit einem antilinearen Antiautomorphismus ∗ : A→A ausgestattet ist, so daß
(a∗)∗ = a, (a · b)∗ = b∗ · a∗, (1.1.7)
fu¨r alle a, b ∈ A. Ist die Algebra mit einem Einselement 1A ausgestattet, so gilt zusa¨tzlich (1A)∗ =
1A. Wir bezeichnen die
∗-Algebra mit (A, ·,∗ ), bzw. wenn keine Verwechslung mo¨glich ist nur mit
A und unterdru¨cken wie gewo¨hnlich die Verknu¨pfung und die Involution.
Definition 1.1.14 (Kategorie der ∗-Algebren).
Ein Morphismus von ∗-Algebren ist ein Algebramorphismus φ : A→B fu¨r den zusa¨tzlich φ(a∗) =
φ(a)∗ gilt. Auf diesem Wege erha¨lt man die Kategorie der ∗-Algebren (mit Einselement) u¨ber C,
die man mit ∗alg(C) (bzw. ∗Alg(C)) bezeichnet.
Wie wichtig ∗-Algebren sind, werden wir an den folgenden Beispielen illustrieren.
Beispiele 1.1.15 (∗-Algebren).
i.) Der Ring C ist auf natu¨rliche Weise eine ∗-Algebra mit Einselement u¨ber sich selbst. Die
∗-Involution ist die komplexe Konjugation z 7→ z∗ = z.
ii.) Fu¨r jeden Pra¨-Hilbert-Raum H bilden die adjungierbaren Operatoren B(H) eine ∗-Algebra.
Die Involution ist durch Adjungieren gegeben, und F(H) ist ein ∗-Ideal, wie wir bereits in
Proposition 1.1.12 herausgestellt haben.
iii.) Die Algebra F(H) ist auf natu¨rliche Weise eine ∗-Algebra (siehe 1.1.12). Sie besitzt i. a. kein
Einselement.
iv.) Die n× n-Matrizen u¨ber einem Ring C bilden die ∗-Algebra Mn(C). Die Verknu¨pfung ist die
u¨bliche Matrixmultiplikation und die ∗-Involution ist durch (zij)
∗ = (zji) gegeben. Ferner gilt
Mn(C) ∼= B(Cn) ∼= F(Cn).
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v.) Sind A und B zwei ∗-Algebren, so ist auch A⊗B eine ∗-Algebra. Die Involution der einzelnen
Tensorfaktoren geschieht argumentweise (a ⊗ b)∗ = a∗ ⊗ b∗, die Multiplikation ist kanonisch
(a⊗ b)(a′ ⊗ b′) = aa′ ⊗ bb′, und beide Strukturen sind konsistent.
vi.) Ist die Algebra A eine ∗-Algebra, dann ist auch Mn(A) := A⊗Mn(C) eine ∗-Algebra.
vii.) Sei M eine nichtkompakte Mannigfaltigkeit. Die Algebra C∞0 (M), der komplexen Funktionen
mit kompaktem Tra¨ger auf M mit der punktweisen komplexen Konjugation C∞0 (M) ∋ f 7→
f∗ = f bilden eine kommutative ∗-Algebra, die allerdings kein Einselement besitzt.
viii.) Die Algebra eines Hermiteschen Sternprodukts (C∞(M) [[λ]], ⋆, ) auf einer Poisson-Man-
nigfaltigkeit M ist eine ∗-Algebra mit Einselement u¨ber dem Ring C = C[[λ]]. Die Involution
ist durch die gewo¨hnliche komplexe Konjugation gegeben, (f ⋆ g)∗ = f ⋆ g = g ⋆ f = g∗ ⋆ f∗.
(wir werden spa¨ter noch konkreter auf dieses Beispiel eingehen und verweisen auf Definitionen
3.4.8 und 3.4.11).
ix.) Ein fu¨r diese Arbeit wichtiges Beispiel sind die Cross-Produktalgebren, die wir spa¨ter detailliert
einfu¨hren werden. Dabei sei A eine ∗-Algebra undH eineHopf-∗-Algebra mit einer ∗-Wirkung
⊲ auf A. Die Algebra A⋊H mit der Multiplikation
(a⊗ h) · (a′ ⊗ h′) := a(h(1) ⊲ a′)⊗ h(2)h′
und der ∗-Involution (a⊗h)∗ := h∗(1)⊲a∗⊗h∗(2) bilden eine ∗-Algebra mit dem Einselement 1A⊗
1H . Eine ausfu¨hrliche Beschreibung, sowie Verweise auf geeignete Literatur sind in Kapitel A.3
zu finden.
Positivita¨t
Definition 1.1.16 (Positives Funktional und Zustand).
Sei A eine ∗-Algebra u¨ber einem Ring C. Man bezeichnet ein lineares Funktional ω : A→C als
positiv, falls ω(a∗a) ≥ 0 fu¨r alle a ∈ A ist. Ein positives Funktional fu¨r das zusa¨tzlich ω(1A) = 1C
gilt bezeichnet man als Zustand.
Bemerkungen 1.1.17 (Positives Funktional und Zustand).
i.) Die Definition 1.1.16 schließt auch deformierte Algebren, d. h. insbesondere Sternprodukte,
ein. Im Fall von Sternprodukten wird ein Funktional ω C[[λ]]-linear und nimmt Werte in
C[[λ]] an. Elemente in dem Ring R = R[[λ]] sind genau dann positiv, wenn der erste nicht-
verschwindende Term positiv ist, d. h. ein Element
R ∋ r =
∞∑
n=n0
λnrn (1.1.8)
ist genau dann positiv, wenn rn0 > 0 im Sinne von Definition A.1.8.
ii.) Wie wir unter den Beispielen 1.1.15 gesehen haben, sind nicht alle interessanten ∗-Algebren
mit einem Einselement ausgestattet. Daher kann man in einigen Fa¨llen nicht von Zusta¨nden
reden. Im wesentlichen werden wir uns auf ∗-Algebren mit einem Einselement beschra¨nken.
Bei ∗-Algebra mit Einselement u¨ber einem Ring C = Cˆ, der sogar ein Ko¨rper ist, kann man
durch Normierung aus einem linearen Funktional einen Zustand gewinnen.
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Lemma 1.1.18 (Cauchy-Schwarz-Ungleichung fu¨r positive Funktionale).
Sei A eine ∗-Algebra und ω : A→C ein lineares positives Funktional, dann gilt
i.) ω(a∗b) = ω(b∗a). Besitzt die Algebra ein Einselement 1A ∈ A, so ist insbesondere ω(a∗) =
ω(a) und aus ω(1A) = 0 folgt ω = 0.
ii.) ω(a∗b)ω(a∗b) ≤ ω(a∗a)ω(b∗b).
Mit Hilfe der linearen positiven Funktionale sind wir nun in der Lage positive Algebraelemente zu
definieren.
Definition 1.1.19 (Positive Algebraelemente – die Mengen A+ und A++).
Sei A eine ∗-Algebra u¨ber dem Ring C. Man bezeichnet ein Element a ∈ A als positiv, falls ω(a) > 0
fu¨r jedes beliebige positive Funktional ω : A→C. Die Menge aller dieser Elemente sei mit A+
bezeichnet:
A+ = {a ∈ A |ω(a) > 0 fu¨r alle positiven ω} . (1.1.9)
Ferner definiert man
A++ =
{
a ∈ A
∣∣∣ a =∑n
i=1
βib
∗
i bi, mit 0 < βi ∈ R und bi ∈ A
}
. (1.1.10)
Es liegt nah, positive Abbildungen zu betrachten, die positive Elemente einer ∗-Algebra auf positive
Elemente einer weiteren ∗-Algebra abbilden.
Definition 1.1.20 (Positive und vollsta¨ndig positive Abbildungen).
Seien A und B ∗-Algebren. Man bezeichnet eine lineare Abbildung Φ : A→B als positiv, wenn fu¨r
alle a ∈ A+ gilt Φ(a) ∈ B+. Ferner nennt man Φ vollsta¨ndig positiv, wenn die komponentenweise
Erweiterung auf Φ :Mn(A)→Mn(B) positiv fu¨r alle n ∈ N ist.
Bemerkungen 1.1.21.
i.) Offensichtlich ist A++ ⊆ A+, da wir aufgrund der Linearita¨t von ω jedes Element a ∈ A++
schreiben ko¨nnen als
ω(a) = ω
(∑
i
βib
∗
i bi
)
=
∑
i
βi︸︷︷︸
>0
ω(b∗i bi)︸ ︷︷ ︸
>0
> 0. (1.1.11)
Es kann jedoch Elemente in A+ geben, die sich nicht als positive Linearkombination von
Quadraten schreiben lassen.
ii.) Bei C∗-Algebren ist A+ = A++, da jedes positive Element in einer C∗-Algebra eine eindeutige
Wurzel besitzt, so daß a = (
√
a)2 geschrieben werden kann. Wir verweisen auf [Sakai 1971;
Kadison & Ringrose 1997a, b; Landsman 1998].
1.1.2 Pra¨-Hilbert-Moduln und Darstellungen
Wir wollen nun eine Verallgemeinerung des Konzepts der Pra¨-Hilbert-Ra¨ume darlegen, die Pra¨-
Hilbert-Moduln. Diese werden bei der Klassifikation von Algebren mit Hilfe der Morita-Theorie
ein wichtiges Werkzeug sein.
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Definition 1.1.22 (Innerer Produktmodul und Pra¨-Hilbert Modul).
Sei D eine ∗-Algebra u¨ber dem Ring C. Ein innerer Produktmodul ist ein D-Rechtsmodul mit einem
inneren Produkt
〈·, ·〉D : HD ×HD→D, (1.1.12)
mit den folgenden Eigenschaften.
i.) Das innere Produkt 〈·, ·〉D ist C-sesquilinear, d. h. linear im zweiten Argument und antilinear
im ersten, so daß 〈x, ry + sz〉D = r〈x, y〉D + s〈x, z〉D fu¨r alle x, y, z ∈ HD und alle r, s ∈ C.
ii.) 〈x, y〉D = 〈y, x〉∗D fu¨r alle x, y ∈ HD
iii.) Das innere Produkt ist D-rechtslinear 〈x, y · d〉D = 〈x, y〉Dd fu¨r alle x, y ∈ HD und d ∈ D.
iv.) Das innere Produkt 〈·, ·〉D ist nichtausgeartet, das heißt fu¨r 〈x, ·〉D = 〈y, ·〉D ist x = y, und aus
〈x, ·〉D ≡ 0 folgt x = 0.
Ferner spricht man von einem Pra¨-Hilbert-Modul, wenn zusa¨tzlich noch die folgende Bedingung
erfu¨llt ist:
v.) Das innere Produkt 〈·, ·〉D ist vollsta¨ndig positiv. Dies bedeutet, daß fu¨r alle n ∈ N und alle
x1, x2, · · · , xn ∈ HD die Matrix (〈xi, xj〉D) ∈Mn(D)+ ist.
Definition 1.1.23 (Vollheit eines inneren Produkts).
Sei D eine ∗-Algebra u¨ber dem Ring C und 〈·, ·〉D : HD ×HD→D ein D-wertiges inneres Produkt.
Man nennt das innere Produkt voll, falls die C-lineare Hu¨lle des inneren Produkts die ganze Algebra
aufspannt, d. h.
C-span {〈x, y〉D | fu¨r x, y ∈ HD} = D. (1.1.13)
Nicht alle Algebren sind als Hilfsalgebren geeignet, daher wollen wir definieren, wann eine Algebra
D fu¨r unsere Zwecke zula¨ssig ist.
Definition 1.1.24 (Zula¨ssige Algebra D).
Man nennt eine Algebra D zula¨ssig, falls fu¨r jeden Pra¨-Hilbert-Modul HD das innere Produkt
positiv definit ist, d. h. fu¨r 〈x, x〉D = 0 ist x = 0.
Bemerkungen 1.1.25 (Innerer Produktmodul und Pra¨-Hilbert-Modul).
i.) Die Definition fu¨r einen inneren Produktmodul oder einen Pra¨-Hilbert B-Linksmoduln BH
mit einem C-sesquilinearen inneren Produkt
B
〈·, ·〉 : BH×BH→B verla¨uft analog. Allerdings
ist ein solches inneres Produkt C-linear im ersten Argument und mit einer Linksmultiplikation
von B vertra¨glich, so daß die folgenden Bedingungen gelten
B
〈rx+ sy, z〉 = r
B
〈x, z〉+ s
B
〈y, z〉
und
B
〈b · x, y〉 = b
B
〈x, y〉 fu¨r alle b ∈ B, x, y, z ∈ BH und r, s ∈ C.
ii.) Fu¨r den Fall D = C geht die Definition 1.1.22 in die eines Pra¨-Hilbert-Raums (Definition
1.1.1) u¨ber. Einen Beweis fu¨r die vollsta¨ndige Positivita¨t des inneren Produkts 〈·, ·〉C fu¨r Pra¨-
Hilbert-Ra¨ume findet man in [Bursztyn & Waldmann 2001b, App. A]. Es stellt sich
heraus, daß vollsta¨ndige Positivita¨t dort bereits aus der Positivita¨t von 〈·, ·〉C folgt.
iii.) Definition 1.1.22 verallgemeinert desweiteren Hilbert-Moduln u¨ber C∗-Algebren, wie sie in
Lance [1995] behandelt werden. Die vollsta¨ndige Positivita¨t ist auch hier eine direkte Folge
der Positivita¨t des inneren Produkts [Lance 1995, Lemma 4.2].
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iv.) Die Definitionen zu adjungierbaren Abbildungen und Operatoren endlichen Rangs sind iden-
tisch zu denen in Kapitel 1.1.1. Insbesondere sind die bei Pra¨-Hilbert-Moduln die adjun-
gierbaren Abbildung eindeutig, und es gilt fu¨r alle A ∈ B(HD) Lemma 1.1.9, was an der
Nichtausgeartetheit des inneren Produkts liegt.
v.) Eine Hilfsalgebra D ist immer dann zula¨ssig, wenn es genu¨gend viele positive lineare Funktio-
nale ω : D→C gibt, so daß fu¨r Hermitesche Elemente d = d∗ 6= 0 ein Funktional ω(d) 6= 0
existiert und d+ d = 0 ist, folgt daß d = 0 ist.
Beispiel 1.1.26 (Hermitesches Vektorbu¨ndel).
Ein wichtiges Beispiel fu¨r die Pra¨-Hilbert-Moduln kommt aus der Differentialgeometrie. Sei E
π−→
M ein komplexes Vektorbu¨ndel mit einer Hermiteschen Fasermetrik h, dann ist der C∞(M)-
Rechtsmodul Γ∞ (E)C∞(M) mit dem inneren Produkt 〈s, s′〉(x) := hx(s(x), s′(x)) mit x ∈ M und
s, s′ ∈ Γ∞ (E) ein Pra¨-Hilbert-Modul. Die adjungierbaren Abbildungen sind die Schnitte im En-
domorphismenbu¨ndel B(Γ∞ (E)C∞(M)) = Γ
∞ (End(E)) mit der kanonischen Wirkung auf Γ∞ (E).
Die ∗-Involution wird durch die Fasermetrik h induziert.
Definition 1.1.27 (∗-Darstellung einer ∗-Algebra).
Seien A und D ∗-Algebren u¨ber dem Ring C, und HD ein Pra¨-Hilbert-Modul. Eine
∗-Darstellung
(HD, π) ist das Paar bestehend aus einem Pra¨-Hilbert-Modul HD und einem
∗-Homomorphismus
π : A→B(HD), d. h. es gilt fu¨r alle a, b ∈ A
i.) π(ab) = π(a)π(b),
ii.) π(a∗) = π(a)∗.
Man bezeichnet eine ∗-Darstellung (HD, π) ferner als stark nichtausgeartet, wenn
π(A)HD = HD. (1.1.14)
Damit wird HD zu einem (B(HD),D)-Bimodul (vgl. Bemerkungen 1.1.37). Eine
∗-Darstellung
(HD, π) ist immer stark nichtausgeartet, falls die dargestellte
∗-Algebra A ein Einselement 1A ∈ A
besitzt, da π(1A) = idHD .
Definition 1.1.28 (Verschra¨nkungsoperator (Intertwiner)).
Seien (HD, π) und (KD, ρ) zwei
∗-Darstellungen einer ∗-Algebra A, so bezeichnet man eine Abbil-
dung T ∈ B(HD,KD) als Verschra¨nkungsoperator oder Intertwiner, falls
Tπ(a) = ρ(a)T (1.1.15)
fu¨r alle a ∈ A ist.
Definition 1.1.29 (Kategorie der ∗-Darstellungen auf Pra¨-Hilbert-Moduln).
Man bezeichnet die Kategorie der ∗-Darstellungen der ∗-Algebra A auf inneren Produkt D-Rechts-
modul mit ∗-modD(A). Die Objekte sind die
∗-Darstellungen und die Morphismen die Verschra¨n-
kungsoperatoren. Ferner bezeichnet man die Unterkategorie der ∗-Darstellungen auf Pra¨-Hilbert-
Moduln mit ∗-rep
D
(A). Sind die ∗-Darstellungen außerdem noch stark nichtausgeartet, so werden
die Kategorien mit ∗-ModD(A) bzw.
∗-Rep
D
(A) bezeichnet.
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1.1.3 Moduln und Bimoduln
Da fu¨r die Morita-Theorie die Bimoduln eine wichtige Rolle spielen werden, werden wir die wich-
tigen Definitionen kurz zusammenfassen.
Definition 1.1.30 (Kategorien der R-Moduln).
Sei R ein Ring. Man bezeichnet die Kategorie der R-Linksmoduln mit R-mod und die Kategorie
der R-Rechtsmoduln mit mod-R. Die Objekte der Kategorie sind die Moduln, die Morphismen die
Modulmorphismen,
T : RE→ RE′, RE ∋ x 7→ T (x) ∈ RE′, (1.1.16)
so daß T (r · x) = r · T (x) fu¨r alle r ∈ R und alle x ∈ RE ist. Fu¨r R-Rechtsmoduln ist die Definition
analog. Kurz schreiben wir
R-mod = {RE | RE ist R-Linksmodul} und mod-R = {ER |ER ist R-Rechtsmodul}. (1.1.17)
Gilt zusa¨tzlich, daß R · RE = RE bzw. ER · R = ER so bezeichnet man die Kategorien mit R-Mod
bzw. Mod-R. Analog definiert man fu¨r eine gegebene Algebra A die Kategorien A-mod, A-Mod,
mod-A und Mod-A.
Bemerkung 1.1.31 (Kategorie der R-Moduln und A-Moduln).
Im Fall von Ringen sind die Definitionen von R-Mod bzw. Mod-R tautologisch, da in unserer Defi-
nition A.1.2 jeder Ring ein Einselement besitzt und damit jeder R-Modul entweder in R-Mod oder
Mod-R ist. In der Literatur wird jedoch nicht immer gefordert, daß 1R ∈ R ist (vgl. beispielsweise
[Gerritzen 1994]).
Fu¨r A-Moduln ist diese Unterscheidung jedoch wichtig, da es wichtige Beispiele fu¨r Algebren
ohne Einselement gibt (vgl. Beispiele 1.1.15). Beschra¨nkt man sich auf die Kategorien A-Mod
bzw.Mod-A, so umgeht man technische Schwierigkeiten, die beispielsweise in [Bursztyn & Waldmann
2003] beleuchtet werden.
Definition 1.1.32 (Bimodul).
Seien A und B Algebren u¨ber einem Ring C. Man bezeichnet einen A-Rechtsmodul EA ∈ Mod-A,
der gleichzeitig ein B-Linksmodul BE ∈ B-Mod ist als (B,A)-Bimodul BEA, falls zusa¨tzlich die
Bedingung
(b · x) · a = b · (x · a) (1.1.18)
fu¨r alle a ∈ A sowie b ∈ B und x ∈ BEA erfu¨llt ist.
Bemerkung 1.1.33 (Bimodul).
Wir haben bei der Definition bewußt die Kategorien Mod-A bzw. B-Mod gewa¨hlt um
”
pathologi-
sche“ Bimoduln auszuschließen. Sind die Algebren mit einem Einselement ausgestattet, so mo¨chten
wir insbesondere die Eigenschaften 1B · x = x und x · 1A = x fu¨r alle x ∈ BEA.
Fu¨r die spa¨ter behandelte ∗- bzw. starkeMorita-A¨quivalenz werden sich Bimoduln fu¨r ∗-Algebren
u¨ber dem Ring C, die zudem mit zwei inneren Produkten ausgestattet sind, als besonders nu¨tzlich
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herausstellen. Daher wollen wir Bimoduln BEA betrachten, die mit einem B-wertigen sowie einem
A-wertigen inneren Produkt ausgestattet sind, und diese mit
(
BEA,B〈·, ·〉, 〈·, ·〉A
)
bezeichnen. Wir
werden ferner fordern, daß diese inneren Produkte mit den Modulstrukturen und miteinander
vertra¨glich sind.
Definition 1.1.34 (Bimodulmorphismus).
Seien A,B zwei Algebren u¨ber dem Ring C und BEA sowie BE
′
A zwei (B,A)-Bimoduln. Man nennt
die Abbildung
T : BEA ∋ x 7→ T (x) ∈ BE′A (1.1.19)
einen Bimodulmorphismus, falls fu¨r alle Elemente x ∈ BEA, alle b ∈ B und a ∈ A
T (b · x · a) = b · T (x) · a (1.1.20)
gilt. Desweiteren nennt man den Bimodulmorphismus isometrisch, falls die Algebren A und B ∗-
Algebren sind und fu¨r die inneren Produkte
〈T (x), T (y)〉E′ = 〈x, y〉E (1.1.21)
gilt.
Definition 1.1.35 (Kompatibilita¨t Bimodul).
Seien A und B ∗-Algebren und sei weiter BEA ein (B,A)-Bimodul mit A-wertigem inneren Produkt,
dann nennt man das innere Produkt kompatibel oder vertra¨glich mit der B-Linksmodulstruktur,
falls
〈b · x, y〉A = 〈x, b∗ · y〉A (1.1.22)
fu¨r alle b ∈ B und alle x, y ∈ BEA. Analog ist die A-Rechtswirkung kompatibel mit einem B-wertigen
inneren Produkt falls
B〈x, y · a〉 =B 〈x · a∗, y〉 (1.1.23)
fu¨r alle a ∈ A und alle x, y ∈ BEA.
Sei nun ein (B,A)-Bimodul BEA mit einem B-wertigen und einem A-wertigen inneren Produkt
ausgestattet, so sind die beiden inneren Produkte a priori vo¨llig unabha¨ngig voneinander. Wir
beno¨tigen spa¨ter jedoch eine Vertra¨glichkeit der beiden inneren Produkte.
Definition 1.1.36 (Vertra¨glichkeit der inneren Produkte).
Gegeben ein Bimodul
(
BEA,B〈·, ·〉, 〈·, ·〉A
)
. Man nennt die beiden inneren Produkte kompatibel oder
vertra¨glich, falls fu¨r alle x, y, z ∈ BEA
B〈x, y〉 · z = x · 〈y, z〉A (1.1.24)
gilt.
Bemerkung 1.1.37.
Sei (HD, π) eine
∗-Darstellung der ∗-Algebra A, so ist HD auf kanonische Weise ein Bimodul, da
B(HD) von links auf HD wirkt und B(HD)HD zu einem (B(HD),D)-Bimodul macht. Das innere
Produkt 〈·, ·〉D ist per Definition 1.1.8 kompatibel mit der B(HD)-Linksmodulstruktur.
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1.1.4 Tensorprodukte und Rieffel-Induktion von ∗-Darstellungen
Ziel dieses Kapitels ist es einen Funktor zwischen zwei Kategorien von ∗-Darstellungen anzugeben.
Die folgenden Ideen gehen auf Rieffel [1974a, b] zuru¨ck. Die Darstellung dieses Kapitels orientiert
sich im wesentlichen an [Bursztyn & Waldmann 2003].
Gegeben zwei ∗-Algebren A undB u¨ber einem Ring C. Sei (HB, 〈·, ·〉B) ein B-Rechtsmodul mit einem
B-wertigen inneren Produkt und (BEA, 〈·, ·〉A) ein Bimodul mit einem A-wertigen inneren Produkt,
das kompatibel mit der B-Linkswirkung ist. Wir betrachten nun das Tensorprodukt HB ⊗B BEA
u¨ber der Algebra B.
Lemma 1.1.38 (Inneres Produkt auf HB ⊗B BEA).
Auf dem Tensorprodukt HB ⊗B BEA existiert ein wohldefiniertes A-wertiges inneres Produkt via
〈x1 ⊗B y1, x2 ⊗B y2〉H⊗EA :=
〈
y1, 〈x1, x2〉HB · y2
〉
E
A
(1.1.25)
fu¨r alle x1, x2 ∈ HB und y1, y2 ∈ BEA.
Beweis. Da wir bisher keine Forderungen bezu¨glich Positivita¨t oder Ausgeartetheit an die inne-
ren Produkte gestellt haben, mu¨ssen lediglich C-Sesquilinearita¨t, die Kompatibilita¨t mit der A-
Rechtsmodulstruktur und das Verhalten unter der ∗-Involution gepru¨ft werden. Das innere Produkt
ist jedoch so konstruiert, daß diese Forderungen erfu¨llt sind, vergleiche [Rieffel 1972, 1974b, a;
Bursztyn & Waldmann 2003].
Definition 1.1.39 (Ausartungsraum von HB ⊗B BEA).
Wir bezeichnen den Ausartungsraum von HB ⊗B BEA bezu¨glich des inneren Produktes 〈·, ·〉H⊗EA mit
(HB ⊗B BEA)⊥.
Auf dem Quotienten (HB ⊗B BEA)/(HB ⊗B BEA)⊥ existiert nun ein induziertes, nichtausgeartetes
inneres Produkt, das wir ebenfalls mit 〈·, ·〉H⊗EA bezeichnen. Damit sind wir nun in der Lage das
innere Tensorprodukt ⊗̂ zu definieren.
Definition 1.1.40 (Inneres Tensorprodukt ⊗̂).
Seien (HB, 〈·, ·〉B) ein B-Rechtsmodul und (BEA, 〈·, ·〉A) ein mit der B-Linkswirkung kompatibler
Bimodul mit einem A-wertigen inneren Produkt, so definiert man das innere Tensorprodukt ⊗̂B
u¨ber der Algebra B von (HB, 〈·, ·〉B) und (BEA, 〈·, ·〉A) mittels
HB ⊗̂B BEA :=
(
(HB ⊗B BEA)/(HB ⊗B BEA)⊥, 〈·, ·〉H⊗EA
)
. (1.1.26)
Bemerkung 1.1.41 (Ausartungsra¨ume bei innerem Tensorprodukt).
Sei nun BEA ein Bimodul mit einem A-wertigem und einem B-wertigen inneren Produkt, so ist
erstmal nicht eindeutig, welchen Ausartungsraum man herausteilen muß. Sind die beiden inneren
Produkte kompatibel (Gleichung (1.1.24)), so sind beide Ausartungsra¨ume identisch. Fu¨r die ∗- und
starke Morita-A¨quivalenz sind genau diese Bimoduln von Interesse. Wir werden daher ⊗˜ statt ⊗̂
verwenden, wenn wir ausdru¨cken wollen, daß zwei kompatible innere Produkte involviert sind. Die
funktoriellen Eigenschaften von ⊗˜ und ⊗̂ unterscheiden sich nicht.
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Lemma 1.1.42 (Kanonische Linkswirkung bei innerem Tensorprodukt).
Seien A, B und C ∗-Algebren u¨ber dem Ring C, und (CHB, 〈·, ·〉B) bzw. (BEA, 〈·, ·〉A) sind mit der
jeweiligen Linkswirkung vertra¨gliche Bimoduln mit innerem Produkt, dann hat CHB ⊗̂B BEA eine
kanonische, mit dem inneren Produkt 〈·, ·〉H⊗EA vertra¨gliche C-Linkswirkung.
Beweis. Der Beweis ist eine einfache Rechnung. Sei nun c ∈ C, x1, x2 ∈ CHB und y1, y2 ∈ BEA,
dann gilt
〈c · (x1 ⊗B y1), x2 ⊗B y2〉H⊗EA = 〈(c · x1)⊗B y1, x2 ⊗B y2〉H⊗EA
=
〈
y1, 〈c · x1, x2〉HB · y2
〉
E
A
=
〈
y1, 〈x1, c∗ · x2〉HB · y2
〉
E
A
= 〈x1 ⊗B y1, (c∗ · x2)⊗B y2〉H⊗EA
= 〈x1 ⊗B y1, c∗ · (x2 ⊗B y2)〉H⊗EA .
Lemma 1.1.43 (Assoziativita¨t von ⊗̂).
Seien (HB, 〈·, ·〉B) ein B-Rechtsmodul und
(
BEA,B〈·, ·〉, 〈·, ·〉A
)
bzw.
(
AFC,A〈·, ·〉, 〈·, ·〉C
)
mit der jewei-
ligen Linkswirkung kompatible Bimoduln, so existiert ein natu¨rlicher isometrischer Isomorphismus,
so daß ⊗̂ assoziativ wird:(
HB ⊗̂B BEA
) ⊗̂A AFC ∼= HB ⊗̂B (BEA ⊗˜A AFC) . (1.1.27)
Beweis. Die Assoziativita¨t wird durch die Assoziativita¨t des algebraischen Tensorprodukts indu-
ziert. Die Isometrie der inneren Produkte ist eine einfache Rechnung.
Lemma 1.1.44 (Vertra¨glichkeit von ⊗̂ mit Morphismen).
Seien die Bimoduln (BEA, 〈·, ·〉A), (BE′A, 〈·, ·〉A) und (AFC, 〈·, ·〉C), (AF′C, 〈·, ·〉C) gegeben, wobei die
Linkswirkung jeweils kompatibel mit den inneren Produkten sei. Ferner seien S ∈ B(BEA,BE′A)
und T ∈ B(AFC,AF′C). Das algebraische Tensorprodukt S⊗A T induziert einen wohldefinierten Bi-
modulmorphismus S ⊗̂AT : BEA ⊗̂AAFC→BE′A ⊗̂AAF′C. Das Adjungieren erfolgt komponentenweise
und falls S und T isometrisch sind, dann ist es auch S ⊗̂A T .
Eine wichtige Frage fu¨r das weitere Vorgehen ist nun, ob das innere Tensorprodukt vollsta¨ndig
positive innere Produkte erha¨lt. Wie von Bursztyn & Waldmann [2003] gezeigt, ist dies der
Fall.
Satz 1.1.45 ([Bursztyn & Waldmann 2003, Thm. 4.7]).
Sei (HB, 〈·, ·〉B) ein B-Rechtsmodul und (BEA, 〈·, ·〉A) ein (B,A)-Bimodul, und beide inneren Pro-
dukte seien vollsta¨ndig positiv nach Definition 1.1.22, dann ist das innere Produkt 〈·, ·〉H⊗EA auf
HB ⊗̂B BEA auch vollsta¨ndig positiv.
Mittels ⊗̂ haben wir somit fu¨r feste ∗-Algebren A, B und C einen Funktor zwischen den Kategorien
der Moduln
⊗̂B : ∗-modB(C)× ∗-modA(B)→ ∗-modA(C). (1.1.28)
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gefunden. Im Fall von ∗-Algebren mit Einselement sind die Kategorien ∗-mod(·) durch ∗-Mod(·)
zu ersetzen. Wegen Satz 1.1.45 ist ⊗̂ auch fu¨r die Kategorien der ∗-Darstellungen ein Funktor in
dem Sinne, daß
⊗̂B : ∗-repB(C)× ∗-repA(B)→ ∗-repA(C). (1.1.29)
Auch hier sind die Kategorien ∗-rep(·) durch ∗-Rep(·) zu ersetzen, falls die ∗-Algebren dies zulassen,
sprich ein Einselement besitzen. Die beiden wichtigen Beispiele fu¨r das innere Tensorprodukt sind
die Rieffel-Induktion und der Wechsel der Basisalgebra, die wir uns im folgenden ansehen wollen.
Definition 1.1.46 (Natu¨rliche Transformation, [Kassel 1995]).
Seien F,G : A→B zwei Funktoren. Eine natu¨rlichen Transformation I ist eine Familie von Mor-
phismen von F nach G (man schreibt I : F →G), indiziert durch die Elemente der Kategorie A,
so daß fu¨r jeden Morphismus Morph(A) ∋ f : A→A′ mit A,A′ ∈ Obj(A) das folgende Diagramm
kommutiert:
F (A′) G(A′).
I(A′)
F (A)
F (f)
G(A)
I(A)
G(f) (1.1.30)
Ist weiter I(A) ein Isomorphismus von B, so nennt man I : F →G einen natu¨rlichen Isomorphis-
mus.
Beispiele 1.1.47 (Rieffel-Induktion, Wechsel der Basisalgebra).
Seien A, B und D, D′ ∗-Algebren u¨ber einem Ring C. Desweiteren sei BEA ∈ ∗-repA(B) und
DGD′ ∈ ∗-repD′(D).
i.) Wir bezeichnen den Funktor
RE = BEA ⊗̂A · : ∗-repD(A)→ ∗-repD(B) (1.1.31)
als Rieffel-Induktion. Dies bedeutet, auf einem Objekt der Kategorie gilt
RE(HD) = BEA ⊗̂A HD.
Angewendet auf einen Morphismus ergibt sich
RE(T ) = id ⊗̂AT,
fu¨r T ∈ B(H,H′).
ii.) Analog dazu kann man die Basisalgebra wechseln und den folgenden Funktor
SG = · ⊗̂D DGD′ : ∗-repD(A)→ ∗-repD′(A) (1.1.32)
angeben. Angewendet auf ein Objekt bedeutet dies SG(AED) = AED ⊗̂D DGD′ und auf einen
Morphismus SG(T ) = T ⊗̂D id.
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Aufgrund von Lemma 1.1.43 kommutieren die beiden Funktoren RE und SG bis auf eine natu¨rliche
Transformation, so daß RE◦SG ∼= SG◦RE, was gleichbedeutend mit der Kommutativita¨t des folgenden
Diagramms ist:
∗-rep
D
(B) ∗-rep
D
′(B).
SG
∗-rep
D
(A)
RE
∗-rep
D
′(A)
SG
RE
Bemerkung 1.1.48 (Rieffel-Induktion Notation).
Manchmal ist es zweckma¨ßig, die Notation der Rieffel-Induktion nicht zu formal zu schreiben.
Gegeben eine Darstellung (HD, π), so bezeichnen wir auch kurz π als Darstellung. Dementsprechend
verstehen wir unter RE(π) die Darstellung, die wir durch Anwenden der Rieffel-Induktion gema¨ß
Beispiel 1.1.47 auf (HD, π) erhalten. Ein Anwenden von RE auf π als Homomorphismus ist folglich
nicht definiert.
1.2 Morita-A¨quivalenz
In diesem Kapitel werden wir einen kurzen U¨berblick zu den Ideen der Morita-Theorie geben.
Fu¨r einen ausgiebigen U¨berblick verweisen wir auf [Morita 1958; Bass 1968; Jacobson 1989;
Lam 1999] fu¨r die ringtheoretischen Morita-A¨quivalenzauf [Ara 1999, 2000], der die ∗-Morita-
A¨quivalenz behandelt, sowie [Bursztyn & Waldmann 2001b, a, 2003] fu¨r die starke Morita-
A¨quivalenz. Desweiteren spielen die Arbeiten [Rieffel 1972, 1974a, b] eine wichtige Rolle, in denen
die Grundlagen fu¨r die ∗- und starke Morita-A¨quivalenz fu¨r C∗-Algebren gelegt wurden.
Motiviert ist die Morita-A¨quivalenz durch die Darstellungstheorie von Ringen bzw. Algebren:
Morita-a¨quivalente Ringe bzw. Algebren haben eine a¨quivalente Darstellungstheorien. Wie wir
sehen werden, sind noch weitere Eigenschaften von Ringen bzw. Algebren unterMorita-A¨quivalenz
erhalten, siehe Satz 1.2.5 und Kapitel ??.
Ausgangspunkt bilden die Kategorie der Moduln fu¨r Ringe bzw. die Kategorie der Algebren, deren
A¨quivalenz als Kategorien zu Morita-A¨quivalenz der jeweiligen Ringe oder Algebren fu¨hrt. Der
Unterschied bei den verschiedenen A¨quivalenzbegriffen besteht darin, daß der Ring bzw. die Algebra
(sowie der Funktor, der die A¨quivalenz generieren wird) zusa¨tzliche Strukturen tragen ko¨nnen. Dies
werden wir in den na¨chsten Kapiteln genauer erla¨utern.
1.2.1 Ringtheoretische Morita-A¨quivalenz
Die grundlegende Idee der ringtheoretischen Morita-Theorie ist eine Klassifikation von Ringen
mittels Ihrer Darstellungstheorie als Endomorphismen von Abelschen Gruppen. Dabei betrachten
wir in diesem Kapitel Ringe im Sinne von Definition A.1.2, die nicht notwendigerweise geordnet
sein mu¨ssen.
Definition 1.2.1 (A¨quivalenz und Isomorphie von Kategorien).
Man nennt zwei Kategorien A und B a¨quivalent, falls es zwei kovariante Funktoren F : A→B
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und G : B→A gibt, so daß das Hintereinanderausfu¨hren bis auf einen natu¨rliche Transformation
die jeweiligen Identita¨ten auf den Kategorien liefern
F ◦G ∼= IdB und G ◦ F ∼= IdA . (1.2.1)
Ferner nennt man die beiden Kategorien isomorph wenn das Hintereinanderausfu¨hren der beiden
Funktoren die Identita¨t auf den Kategorien ist
F ◦G = IdB und G ◦ F = IdA . (1.2.2)
Dabei bezeichnet Id den Identita¨tsfunktor auf der jeweiligen Kategorie.
Definition 1.2.2 (Morita-A¨quivalenz von Ringen).
Man nennt zwei Ringe R und S Morita-a¨quivalent, falls die Kategorien R-Mod und S-Mod a¨qui-
valent im Sinne von Definition 1.2.1 sind.
Die Frage nach der Morita-A¨quivalenz zweier Ringe manifestiert sich damit in der Suche nach
zwei geeigneten Funktoren. Bei zwei gegebenen Ringen ist es im allgemeinen sehr schwierig, diese
Funktoren zu finden. Wir wollen im weiteren ein Beispiel fu¨r Morita-a¨quivalente Ringe angeben.
Spa¨ter werden wir sehen, daß die Rieffel-Induktion genau die Funktoren liefert um Morita-
A¨quivalenz elegant zu formulieren.
Beispiel 1.2.3 ([Lam 1999, Thm. 17.20]).
Ein einfaches und wichtiges Beispiel ist ein Ring R und der Ring Mn(R), den n × n-Matrizen
u¨ber dem Ring R. Sei V ein R-Linksmodul, dann definieren wir den Mn(R)-Linksmodul durch
Mn(R)F (V ) = V
n, wobei die Linkswirkung mittels Matrixmultiplikation auf Vektoren gegeben ist.
Fu¨r den Ring R ist V n, durch komponentenweise Multiplikation, ein Rechtsmodul. Die andere
Richtung verla¨uft analog, und somit ist u¨ber den Funktor F : R-Mod→Mn(R)-Mod eine A¨quivalenz
von Kategorien gegeben und R und Mn(R) sind Morita-a¨quivalent.
Lemma 1.2.4 (Morita-A¨quivalenz von kommutativen Ringen).
Zwei kommutative Ringe sind genau dann Morita-a¨quivalent, wenn sie isomorph sind.
Beweis. Der Beweis findet sich in [Lam 1999, Cor. 18.42].
Nun stellt sich eine wichtige Frage: Welche tiefere Bedeutung hat Morita-A¨quivalenz? Ein erster
Schritt ist nun nach Morita-Invarianten zu suchen, d. h. welche Eigenschaften der Ringe sind
unter Morita-A¨quivalenz erhalten und welche nicht. Das erste von uns behandelte Beispiel 1.2.3
zeigt bereits, daß weder Dimension1 noch Kommutativita¨t Morita-Invarianten sein ko¨nnen.
Satz 1.2.5 (Morita-Invarianten).
Die beiden Ringe R und S seien im Sinne von Definition 1.2.2 Morita-a¨quivalent. Der Ring R
ist nur genau dann einfach, halbeinfach, Noethersch, Artinsch oder primitiv, wenn der Ring S
einfach, halbeinfach, Noethersch, Artinsch oder primitiv ist. Desweiteren haben die beiden Ringe
R und S ∗-isomorphe Zentren Z(R) und Z(S) sowie isomorphe Jacobson-Radikale J(R) und J(S).
1In dem angegebenen Beispiel 1.2.3 kann man von einer Dimension im Sinn einer Vektorraumdimension sprechen.
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Beweis. Fu¨r die Beweise verweisen wir auf [Lam 1999; Jacobson 1989].
In Kapitel ?? werden wir uns im Rahmen der (unter einer Hopf-∗-Algebra H a¨quivarianten) ∗-
und starken Morita-A¨quivalenz mit Morita-Invarianten auseinandersetzen. Es stellt sich her-
aus, daß Morita-a¨quivalente ∗-Algebren isomorphe K-Theorie, isomorphe Verba¨nde von Idealen
und isomorphe Zentren haben. Wie bereits erwa¨hnt haben Morita-a¨quivalente ∗-Algebren auch
isomorphe Darstellungstheorien, was insbesondere in der Physik eine wichtige Anwendung findet.
1.2.2 Morita-A¨quivalenz und Rieffel-Induktion
Wir wollen nun das Konzept der Morita-A¨quivalenz ein wenig brauchbarer formulieren. Dazu
wollen wir ein
”
Rezept“ angeben, Funktoren zu konstruieren, die notwendig sind um u¨berMorita-
A¨quivalenz zu entscheiden. Dies geht auf einen Satz von Eilenberg [1960] und Watts [1960]
zuru¨ck und wurde von Rieffel [1972, 1974a, b] spa¨ter auf C∗- und W ∗-Algebren angewendet. In
[Landsman 1998] findet man eine moderne und ausfu¨hrliche Darstellung dessen. Die Idee besteht
darin, den in Beispiel 1.2.3 angegebenen Funktor F : R-Mod→S-Mod auf eine kanonische Weise
angeben zu ko¨nnen, wenn er denn existiert. Dazu beno¨tigen wir Bimoduln, die wir bereits in
Definition 1.1.32 eingefu¨hrt haben.
Mit Hilfe der Bimoduln sind wir in der Lage den Satz von Eilenberg [1960] und Watts [1960]
fu¨r Ringe zu formulieren.
Satz 1.2.6 (Satz von Eilenberg-Watts, [Eilenberg 1960; Cartan & Eilenberg 1999]).
Seien R und S Ringe und R-Mod bzw. S-Mod die Kategorien der R-Linksmoduln bzw. der S-Links-
moduln. F : R-Mod→S-Mod sei ein kovarianter, additiver2 Funktor. F (R) wird zu einem S-Links-
modul und einem R-Rechtsmodul, so daß SF (R)R ein (S,R)-Bimodul wird, und
SF (R)R ⊗R · : R-Mod→S-Mod (1.2.3)
ist ein additiver, kovarianter Funktor.
Lemma 1.2.7 ([Eilenberg 1960]).
Sei F : R-Mod→S-Mod ein additiver, kovarianter Funktor und RE ein R-Linksmodul.
i.) Die Gruppe HomR(RE, F (R)) ist fu¨r jeden R-Linksmodul RE ein wohldefinierter S-Linksmodul.
ii.) HomR(·, F (R)) : R-Mod→S-Mod ist ein additiver, kontravarianter Funktor.
Beweis. Der Beweis findet sich in [Eilenberg 1960; Cartan & Eilenberg 1999].
Satz 1.2.6 ist auf ringtheoretischen Niveau die Rieffel-Induktion, die wir bereits in Beispiel 1.1.47
kennengelernt haben, allerdings mit der einer zusa¨tzlichen additiven Struktur, die durch die Ringe
gegeben ist.
Wir wollen nun angeben, was wir unter einem dualen Bimodul zu einem gegebenen (R,S)-Bimodul
RES verstehen. Dieser wird eine wichtige Rolle spielen, wenn wir mit Hilfe der Bimoduln Morita-
A¨quivalenz charakterisieren wollen, bzw. wenn wir spa¨ter das Picard-Gruppoid von Algebren
betrachten. Wir ko¨nnen auf natu¨rliche Weise mittels Lemma 1.2.7 den dualen (S,R)-Bimodul SE
∗
R
konstruieren.
2Additiv bedeutet in diesem Zusammenhang, daß der Funktor die durch die Ringstruktur gegebene additive Struk-
tur der Morphismen respektiert.
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Korollar 1.2.8 (Dualer Bimodul – Ringe).
Seien R und S zwei Ringe und RES sei ein (R,S)-Bimodul. Dann existiert ein dazu dualer (S,R)-
Bimodul SE
∗
R mittels
SE
∗
R := HomR(RES,R). (1.2.4)
Der duale Bimodul besteht somit aus den R-linearen Homomorphismen vom urspru¨nglichen Bimodul
in den Ring R.
Beweis. Der Bimodul SE
∗
R ist auf natu¨rliche Weise ein S-Linksmodul (vgl. Lemma 1.2.7) und ein
R-Rechtsmodul. Die Modulstrukturen sind durch folgende Konstruktion gegeben: sei φ ∈ SE∗R,
s ∈ S, r ∈ R und x ∈ RES, so ist (φ · r)(x) = φ(r · x) und (s · φ)(x) = φ(x · s). Die weiteren
Modulstrukturen rechnet man leicht nach.
Nun ko¨nnen wir Definition 1.2.2 so deuten, daß zwei Ringe R und S genau dannMorita-a¨quivalent
sind, wenn es gelingt einen
”
geeigneten“ (R,S)-Bimodul zu finden. In Korollar 1.2.9 werden wir
angeben, wann ein Bimodul geeignet ist.
Korollar 1.2.9 (Bimodul und Morita-A¨quivalenz).
Zwei Ringe R und S sind dann und nur dann Morita-a¨quivalent, wenn es zwei (zueinander duale)
Bimoduln RES und SE
∗
R gibt, so daß
RES ⊗S SE∗R ∼= RRR und SE∗R ⊗R RES ∼= SSS. (1.2.5)
Definition 1.2.10 (A¨quivalenzbimodul).
Man nennt einen Bimodul fu¨r zwei Ringe R und S einen A¨quivalenzbimodul oder einen Morita-
A¨quivalenzbimodul, falls dieser Korollar 1.2.9 gerecht wird.
Wir wollen nun den Satz von Morita formulieren, dazu beno¨tigen wir zuvor folgende Definitionen.
Definition 1.2.11 (Generator und Progenerator).
Man nennt einen R-Rechtsmodul ER einen
i.) Generator, falls jeder andere R-Rechtmodul als einen Quotienten einer direkten Summe von
Kopien des R-Moduls erha¨lt.
ii.) Progenerator, falls er endlich erzeugt ist, projektiv und ein Generator ist.
Satz 1.2.12 (Satz von Morita).
Zwei Ringe mit Einselementen R und S sind genau dann Morita-a¨quivalent, wenn es einen Proge-
nerator R-Rechtsmodul ER gibt, so daß S ∼= EndR(ER). Ist desweiteren SER ein A¨quivalenzbimodul,
dann ist der duale Bimodul durch RE
∗
S := HomR(SER,R) gegeben.
Definition 1.2.13 (Volle idempotente Elemente).
Ein idempotentes Element P ∈ Mn(R) nennt man voll, wenn die lineare Hu¨lle der Elemente der
Form TPS, mit T, S ∈Mn(R), ganz Mn(R) ist.
Bemerkungen 1.2.14.
i.) Fu¨r volle Elemente P schreiben wir die Definition 1.2.13 auch als: Mn(R)PMn(R) =Mn(R).
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ii.) Sei P idempotent. Ein endlich erzeugter projektiver R-Modul PRn ist genau dann ein Gene-
rator, wenn P voll ist [Lam 1999, 18.10(D)].
Nun sind wir in der Lage eine alternative Formulierung von Morita-A¨quivalenz anzugeben.
Satz 1.2.15 (Alternative Formulierung der Morita-A¨quivalenz).
Zwei Ringe R und S sind genau dann Morita-a¨quivalent, wenn es ein n ∈ N, sowie ein volles,
idempotentes P ∈Mn(R) gibt, so daß S ∼= PMn(R)P .
Bevor wir uns nun endgu¨ltig der ∗- bzw. starken Morita-A¨quivalenz zuwenden, wollen wir das
Beispiel 1.2.3 nochmal aufgreifen und in der oben erarbeiteten Sprache formulieren.
Beispiel 1.2.16 (A¨quivalenzbimodul zu den Ringen Mn(R) und R).
Sei R ein Ring undMn(R) der Ring der n×n-Matrizen u¨ber R, dann entspricht der in Beispiel 1.2.3
angegebene Funktor dem Bimodul Mn(R)R
n
R. Dabei kann man Elemente in R
n als Spaltenvektoren
auffassen, die Linksmodulstruktur ist durch die gewo¨hnliche Multiplikation der Matrizen mit Vek-
toren gegeben, die Rechtsmodulstruktur ist die komponentenweise Multiplikation mit Elementen
aus R.
1.2.3 ∗- und starke Morita-A¨quivalenz
Ein na¨chster Schritt ist Morita-A¨quivalenz fu¨r ∗-Algebren zu formulieren. Diese zeichnen sich
dadurch aus, daß sie aufgrund der ∗-Involution mit mehr Struktur versehen sind. Dadurch sind wir
beispielsweise in der Lage u¨ber Positivita¨t zu sprechen. Im weiteren seinen A undB zwei ∗-Algebren.
Der Bimodul BEA ist mit zwei inneren Produkten B〈·, ·〉 und 〈·, ·〉A versehen, von denen fordern wir
noch nicht, daß
(
BE,B〈·, ·〉
)
und (EA, 〈·, ·〉A) fu¨r sich Pra¨-Hilbert-Moduln nach Definition 1.1.22
sind, allerdings wird dies bei der spa¨ter behandelten starken Morita-Theorie der Fall sein.
Fu¨r die Morita-Theorie ist der duale Bimodul wichtig. Aufgrund der ∗-Struktur ko¨nnen wir den
dualen Bimodul zu
(
BEA,B〈·, ·〉, 〈·, ·〉A
)
auf eine kanonische Weise definieren.
Definition 1.2.17 (Komplex-konjugierter Bimodul fu¨r ∗-Algebren).
Seien A und B zwei ∗-Algebren u¨ber einem Ring C, und
(
BEA,B〈·, ·〉, 〈·, ·〉A
)
sei ein Bimodul. Man
definiert den dazu komplex-konjugierten Bimodul
(
AEB,A〈·, ·〉, 〈·, ·〉B
)
u¨ber die Modulstrukturen
a · x := x · a∗, x · b := b∗ · x, (1.2.6)
A〈x, y〉E := 〈x, y〉EA, 〈x, y〉EB :=B 〈x, y〉E. (1.2.7)
Dabei bezeichnet man Elemente im komplex-konjugierten Bimodul durch die Konjunktion . Als
Menge sind der komplex-konjugierte Bimodul und der urspru¨ngliche Bimodul identisch.
Lemma 1.2.18 (Strukturen auf dualem Bimodul).
Der duale Bimodul in Definition 1.2.17 ist wohldefiniert, und er erbt die Strukturen des urspru¨ng-
lichen Bimoduls.
Beweis. Wir mu¨ssen zeigen, daß die Bimodulstrukturen auf dem dualen Bimodul sinnvoll definiert
sind.
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i.) Zuerst zeigen wir die (Links-) Modulstruktur.
(a′a)x = x(a′a)∗ = x(a∗a′∗) = (xa∗)a′∗ = a′(xa∗) = a′(ax)
Analog zeigt man die Konsistenz der Rechtsmodulstruktur, bzw. der Bimodulstruktur.
ii.) Desweiteren gilt es zu zeigen, daß die Strukturen der inneren Produkte sich auf den dualen
Bimodul u¨bertragen. Aus 〈x, y · a〉EA = 〈x, y〉EAa sowie
(〈x, y〉EA)∗ = 〈y, x〉EA und der Definition
1.2.17 folgt
A〈a · x, y〉E =A
〈
x · a∗, y〉E = 〈x · a∗, y〉EA = (a∗)∗〈x, y〉EA = aA〈x, y〉E.
iii.) Ist im Bimodul
(
BEA,B〈·, ·〉, 〈·, ·〉A
)
das A-wertige innere Produkt kompatibel mit der B-Links-
aktion (siehe Definition 1.1.35), so ist dies auch im dualen Bimodul
(
AEB,A〈·, ·〉, 〈·, ·〉B
)
der
Fall
A〈x · b, y〉E =A
〈
b∗ · x, y〉E = 〈b∗ · x, y〉EA = 〈x, b · y〉EA =A 〈x, b · y〉E =A 〈x, y · b∗〉E.
Analoges gilt fu¨r das B-wertige innere Produkt 〈·, ·〉EB.
iv.) Zu guter Letzt ist zu zeigen, daß die Kompatibilita¨t der beiden inneren Produkte
B
〈·, ·〉E und
〈·, ·〉EA auch eine Kompatibilita¨t der beiden inneren Produkte auf dem dualen Bimodul mit
sich bringt
x · 〈y, z〉EB = x ·B〈y, z〉E = x ·
(
B〈z, y〉E
)∗
=
B
〈z, y〉E · x
= z · 〈y, x〉EA =
(〈y, x〉EA)∗ · z = 〈x, y〉EA · z =A 〈x, y〉E · z.
Die Beweise zu ii.) und iii.) fu¨r das B-wertige innere Produkt 〈·, ·〉EB geschehen komplett analog zu
den aufgezeigten Rechnungen.
Es ist aufgrund der Definition der inneren Produkte auf dem dualen Bimodul offensichtlich, daß
bei (nicht-)ausgearteten bzw. vollsta¨ndig positiven Bimoduln
(
BEA,B〈·, ·〉, 〈·, ·〉A
)
auch der duale
Bimodul (nicht-)ausgeartet bzw. vollsta¨ndig positiv ist.
Nun ko¨nnen wir angeben, was ∗-Morita-A¨quivalenz bzw. starke Morita-A¨quivalenz ist [Rieffel
1972, 1974a, b; Ara 1999, 2000; Bursztyn & Waldmann 2001b, a].
Definition 1.2.19 (∗- und starker A¨quivalenzbimodul).
Seien Aund B ∗-Algebren u¨ber einem Ring C und BEA ein (B,A)-Bimodul mit einem A-wertigen in-
neren Produkt 〈·, ·〉EA und einem B-wertigen inneren Produkt B〈·, ·〉E. Wir nennen
(
BEA,B〈·, ·〉, 〈·, ·〉A
)
einen ∗-Morita-A¨quivalenzbimodul oder kurz ∗-A¨quivalenzbimodul, falls die folgenden Bedingun-
gen erfu¨llt sind:
i.) Die beiden inneren Produkte 〈·, ·〉EA bzw. B〈·, ·〉E sind nichtausgeartet, voll und mit der B-
Wirkung bzw. A-Wirkung kompatibel.
ii.) Fu¨r alle x, y, z ∈ BEA sind die beiden inneren Produkte miteinander kompatibel, d. h. es gilt:
x · 〈y, z〉EA =B 〈x, y〉E · z.
iii.) B · BEA = BEA und BEA ·A = BEA.
Sind zusa¨tzlich beide inneren Produkte vollsta¨ndig positiv, das heißt
(
BE,B〈·, ·〉
)
und (EA, 〈·, ·〉A)
sind Pra¨-Hilbert-Moduln, so nennt man BEA einen starken Morita-A¨quivalenzbimodul oder
kurz starken A¨quivalenzbimodul.
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Bemerkungen 1.2.20 (Komplex-konjugierter Bimodul).
i.) Im Fall von A¨quivalenzbimoduln fu¨r ∗-Algebren, sind die Definitionen von dualem und kom-
plex-konjugiertem Bimodul miteinander identifizierbar, und es gilt aufgrund der Struktur des
komplex-konjugierten Bimoduls in Definition 1.2.17 BEA = BEA.
ii.) Sei T : BEA ∋ x 7→ T (x) ∈ BFA ein Verschra¨nkungsoperator, so definiert T (x) := T (x) einen
Verschra¨nkungsoperator auf den dualen Bimoduln und T : AEB→AFB.
Definition 1.2.21 (∗- und starke Morita-A¨quivalenz).
Man nennt zwei ∗-Algebren A und B ∗-Morita-a¨quivalent (bzw. stark Morita-a¨quivalent), falls
es einen ∗-A¨quivalenzbimodul (bzw. einen starken A¨quivalenzbimodul) gibt.
Definition 1.2.22 (Idempotenz und Nichtausgeartetheit von ∗-Algebren).
Man nennt eine ∗-Algebra A
i.) nichtausgeartet, wenn fu¨r alle b ∈ A aus ab = 0 oder aus ba = 0 folgt, daß a = 0.
ii.) idempotent, wenn Elemente der Form ab die Algebra A aufspannen.
Offensichtlich sind Algebren mit einem Einselement 1A ∈ A immer idempotent.
Lemma 1.2.23 (Der A¨quivalenzbimodul AAA).
Der Bimodul AAA ist genau dann ein
∗- oder starker A¨quivalenzbimodul, wenn die ∗-Algebra idem-
potent und nichtausgeartet ist.
Beweis. Der Beweis findet sich in [Bursztyn & Waldmann 2003].
Lemma 1.2.24 (∗- und starke Morita-A¨quivalenz ist A¨quivalenzrelation).
∗- und starke Morita-A¨quivalenz ist eine A¨quivalenzrelation.
Beweis. Wir mu¨ssen Reflexivita¨t, Symmetrie und Transitivita¨t zeigen.
Die Reflexivita¨t geschieht mittels des Bimoduls AAA mit den beiden kanonischen inneren Produkten
A〈a, b〉 = ab∗ 〈a, b〉A = a∗b. (1.2.8)
Fu¨r die Symmetrie beno¨tigen wir den dualen Bimodul AEB, den wir in Definition 1.2.17 eingefu¨hrt
haben. Die Transitivita¨t zeigen wir durch ⊗̂, bzw. durch die Rieffel-Induktion.
Ausfu¨hrlicher findet man den Beweis in [Ara 1999; Bursztyn & Waldmann 2003].
Korollar 1.2.25.
Der Bimodul BEA ist genau dann ein
∗- bzw. starker Morita-A¨quivalenzbimodul, falls
BEA ⊗˜A AEB ∼= BBB und AEB ⊗˜B BEA ∼= AAA. (1.2.9)
Beweis. Das Korollar ist eine direkte Konsequenz aus Satz 1.2.24 [Bursztyn & Waldmann 2001b,
Prop. 7.2]. Die kanonischen Isomorphismen sind gegeben durch die Abbildungen
x⊗ y 7→B 〈x, y〉 und x⊗ y 7→ 〈x, y〉A.
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1.3 Die H-a¨quivariante Morita-Theorie
Ein wichtiger Teil dieser Arbeit ist nun die Formulierung einer unter einer Hopf-∗-Wirkung a¨qui-
varianten Morita-Theorie. Dazu beno¨tigen wir die Theorie der Hopf-Algebren, die wir in aller
Ausfu¨hrlichkeit in Anhang A.2 zusammengetragen haben.
Die Forderung einer ∗-Involution ist unumga¨nglich, da wir insbesondere an ∗- und starker Morita-
A¨quivalenz interessiert sind. Mit einer ∗-Wirkung bezeichnen wir eine Wirkung der Hopf-∗-Algebra
H, die zusa¨tzlich
(h ⊲ a)∗ = S(h)∗ ⊲ a∗
fu¨r h ∈ H und a ∈ A erfu¨llt. Die genauen Definitionen zu Wirkungen von Hopf-Algebren befinden
sich in Anhang A.2.3. Das Kapitel orientiert sich an [Jansen & Waldmann 2006]. Im weiteren
sei H eine Hopf-∗-Algebra, soweit nichts anderes explizit gesagt wird.
1.3.1 H-a¨quivariante Bimoduln und Darstellungstheorie
In diesem Kapitel wollen wir die ∗-Darstellungstheorie fu¨r ∗-Algebren H-a¨quivariant formulieren.
Dies bedeutet, daß wir eine vorgegebene Symmetrie in Form einer Hopf-∗-Algebra Wirkung im-
plementieren.
Definition 1.3.1 (H-a¨quivarianter Bimodul).
Seien A und B zwei ∗-Algebren und BEA ein Bimodul mit zwei vertra¨glichen inneren Produkten.
Ferner sei (H, ⊲) eine Hopf-∗-Algebra, so daß (H,A, ⊲) und (H,B, ⊲) H-Linksmodulalgebren nach
Definition A.2.28 sind. Wir nennen eine Wirkung (H, ⊲) auf dem Bimodul BEA kompatibel mit
dem Bimodul, wenn folgende Bedingungen fu¨r alle x, y ∈ BEA, a ∈ A und b ∈ B erfu¨llt sind:
i.) Die Hopf-Wirkung ist mit den Bimodulstrukturen vertra¨glich, d. h. es gilt
h ⊲ (b · x · a) = (h(1) ⊲ b) · (h(2) ⊲ x) · (h(3) ⊲ a). (1.3.1)
ii.) Die Hopf-Wirkung ist mit den inneren Produkten vertra¨glich
h ⊲ 〈x, y〉A = 〈S(h(1))∗ ⊲ x, h(2) ⊲ y〉A und h ⊲B〈x, y〉 =B 〈h(1) ⊲ x, S(h(2))∗ ⊲ y〉. (1.3.2)
Bemerkung 1.3.2.
Da es sich bei (H,A, ⊲) und (H,B, ⊲) um H-Modulalgebren handelt, sind die Forderungen h ⊲ (bb′ ·
x) = (h(1) ⊲ b)(h(2) ⊲ b
′) · (h(3) ⊲ x) und analog h ⊲ (x · aa′) = (h(1) ⊲ x) · (h(2) ⊲ a)(h(3) ⊲ a′) automatisch
erfu¨llt wenn i.) gegeben ist.
Lemma 1.3.3.
Definition 1.3.1 ist konsistent definiert und mit allen Bimodul-Strukturen vertra¨glich.
Beweis. Dazu mu¨ssen wir zeigen, daß die in Gleichung (1.3.2) gemachten Kompatibilita¨tsbedin-
gungen mit den Bimodulstrukturen vertra¨glich sind.
i.) Die H-Wirkung auf das A-wertige innere Produkt auf
(
BEA,B〈·, ·〉, 〈·, ·〉A
)
ist mit der A-
Rechtslinearita¨t im zweiten Argument kompatibel.
h ⊲ 〈x, y · a〉A = 〈S(h(1))∗ ⊲ x, h(2) ⊲ (y · a)〉A
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= 〈S(h(1))∗ ⊲ x, (h(2) ⊲ y)(h(3) ⊲ ·a)〉A
= 〈S(h(1))∗ ⊲ x, (h(2) ⊲ y)〉A(h(3) ⊲ ·a)
= (h(1) ⊲ 〈x, y〉A)(h(2) ⊲ a)
= h ⊲ (〈x, y〉Aa).
ii.) Die H-Wirkung auf das A-wertige innere Produkt auf
(
BEA,B〈·, ·〉, 〈·, ·〉A
)
ist kompatibel mit
der B-Rechtsmodulwirkung.
h ⊲ 〈x, b · y〉A = 〈S(h(1))∗ ⊲ x, h(2) ⊲ (b · y)〉A
= 〈S(h(1))∗ ⊲ x, (h(2) ⊲ b) · (h(3) ⊲ y)〉A
= 〈(h(2) ⊲ b)∗ · (S(h(1))∗ ⊲ x), h(3) ⊲ y〉A
= 〈(S(h(2))∗ ⊲ b∗) · (S(h(1))∗ ⊲ x), h(3) ⊲ y〉A
= 〈S(h(1))∗ ⊲ (b∗ · x), h(2) ⊲ y〉A
= h ⊲ 〈b∗ · x, y〉A.
Dabei nutzt man im vorletzten Schritt, daß fu¨r die Antipode S : H→H einer Hopf-∗-Algebra
H gilt (S ⊗ S) ◦∆op = ∆ ◦ S und fu¨r die ∗-Involution (h ⊲ b)∗ = S(h)∗ ⊲ b∗.
iii.) Die H-Wirkung ist kompatibel mit der Kompatibilita¨tsbedingung der beiden inneren Pro-
dukte.
h ⊲ (x · 〈y, z〉A) = (h(1) ⊲ x) · (h(2) ⊲ 〈y, z〉A)
= (h(1) ⊲ x) · 〈S(h(2))∗ ⊲ y, h(3) ⊲ z〉A
=B 〈h(1) ⊲ x, S(h(2))∗ ⊲ y〉 · (h(3) ⊲ z)
= h(1) ⊲B〈x, y〉 · (h(2) ⊲ z)
= h ⊲ (B〈x, y〉 · z).
Analog zu den in i.) und ii.) gemachten Rechnungen zeigt man die Kompatibilita¨ten des anderen
inneren Produkts.
Lemma 1.3.4 (A¨quivalente Formulierung der H-Wirkung auf innere Produkte).
Die Bedingungen in Gleichungen (1.3.2) sind a¨quivalent zu
〈x, h ⊲ y〉A = h(2) ⊲
〈
h∗(1) ⊲ x, y
〉
A
und B〈x, h ⊲ y〉 = S(h(2))∗ ⊲B
〈
h∗(1) ⊲ x, y
〉
. (1.3.3)
Beweis. Der Beweis sind je zwei einfache Rechnungen (vergleiche Definition A.2.18).
h(2) ⊲
〈
h∗(1) ⊲ x, y
〉
A
=
〈
(S(h(2)(1))
∗h∗(1)) ⊲ x, h(2)(2) ⊲ y
〉
A
= 〈(h(1)S(h(2)(1)))∗ ⊲ x, h(2)(2) ⊲ y〉A
= 〈ε(h(1))∗ ⊲ x, h(2) ⊲ y〉A
= 〈x, (ε(h(1))h(2)) ⊲ y〉A
= 〈x, h ⊲ y〉A
sowie die Umkehrung
〈S(h(1))∗ ⊲ x, h(2) ⊲ y〉A = h(2)(2) ⊲
〈
h∗(2)(1) ⊲ (S(h(1))
∗ ⊲ x), y
〉
A
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= h(2)(2) ⊲ 〈(S(h(1))h(2)(1))∗ ⊲ x, y〉A
= h(2) ⊲ 〈ε(h(1))x, y〉A
= h ⊲ 〈x, y〉A.
Analog rechnet man die Behauptung fu¨r das B-wertige innere Produkt nach.
Bemerkung 1.3.5 (H-Wirkung auf Ausartungsraum).
Sei (EA, 〈·, ·〉A) ein A-Rechtsmodul mit einem ausgearteten inneren Produkt, so garantiert Gleichung
(1.3.3), daß H ⊲ E⊥
A
⊆ E⊥
A
. Damit u¨bersteht die H-Wirkung die Quotientenbildung EA/E
⊥
A
, und(
EA/E
⊥
A
, 〈·, ·〉A
)
wird zu einem nichtausgearteten, H-a¨quivarianten A-Rechtsmodul mit innerem
Produkt.
Damit haben wir die Wirkung einer Hopf-∗-Algebra auf einem Bimodul mit inneren Produkten
definiert. Um eine H-a¨quivariante Morita-Theorie zu formulieren, mu¨ssen wir angeben, wie die
Hopf-∗-Algebra auf dem dualen Bimodul operiert.
Lemma 1.3.6 (Wirkung ⊲ auf dualem Bimodul AEB).
Seien A und B ∗-Algebren und (BEA, ⊲) ein H-a¨quivarianter (
∗-, starker) Morita-A¨quivalenzbi-
modul, dann induziert die Wirkung ⊲ eine Wirkung ⊲ auf dem dualen Bimodul AEB durch
h ⊲ x := S(h)∗ ⊲ x. (1.3.4)
Beweis. Wir wollen zeigen, daß es sich um eine Wirkung handelt, vgl. Definition A.2.28. Seien im
weiteren g, h ∈ H, x ∈ BEA und die komplex konjugierten Gro¨ßen aus dem dualen Bimodul AEB
mit x, y etc. bezeichnet.
i.) Hintereinanderausfu¨hrung zweier Wirkungen ist wieder eine Wirkung der Hopf-Algebra.
g ⊲ (h ⊲ x) = g ⊲ S(h)∗ ⊲ x
= S(g)∗ ⊲ S(h)∗ ⊲ x
= (S(g)∗S(h)∗) ⊲ x
= (S(h)S(g))∗ ⊲ x
= S(gh)∗ ⊲ x
= (gh) ⊲ x.
ii.) Desweiteren muß das Einselement in der Hopf-Algebra eine triviale Wirkung haben.
1H ⊲ x = S(1H)∗ ⊲ x = 1∗H ⊲ x = 1H ⊲ x = x.
iii.) Die Bimodulstrukturen mu¨ssen mit der Wirkung ⊲ vertra¨glich sein. Dabei bleibt die Wirkung
auf den Algebren A und B jeweils unangetastet.
h ⊲ (a · x) = h ⊲ x · a∗
= S(h)∗ ⊲ (x · a∗)
= (S(h(2))∗ ⊲ x) · (S(h(1))∗ ⊲ a∗)
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= (S(h(2))∗ ⊲ x) · (h(1) ⊲ a)∗
= (h(1) ⊲ a) · (S(h(2))∗ ⊲ x)
= (h(1) ⊲ a) · (h(2) ⊲ x).
Analog rechnet man die B-Rechtswirkung auf AEB nach.
iv.) Nun gilt es noch zu zeigen, daß die Wirkung konsistent mit den inneren Produkten des
Bimoduls ist.
h ⊲A〈x, y〉E = h ⊲ 〈x, y〉EA
= 〈S(h(1))∗ ⊲ x, h(2) ⊲ y〉EA
=A
〈
S(h(1))∗ ⊲ x, h(2) ⊲ y
〉
E
=A 〈h(1) ⊲ x, S(h(2))∗ ⊲ y〉E
Dabei haben wir im letzten Schritt genutzt, daß aus Gleichung (1.3.4) automatisch auch
S(h)∗ ⊲x = h ⊲ x folgt, wie man durch eine Substitution sehen kann. Wieder rechnet man auf
a¨hnliche Weise die Konsistenz mit 〈·, ·〉EB nach.
H-a¨quivariante Darstellungstheorie
Seien A und D zwei ∗-Algebren u¨ber dem Ring C, die beide mit einer festen Hopf-∗-Algebra
Wirkung (H, ⊲) ausgestattet sind, so daß (H,A, ⊲) und (H,D, ⊲) H-Modulalgebren mit ∗-Involution
sind.
Definition 1.3.7 (H-a¨quivariante Darstellung).
Sei nun (HD, 〈·, ·〉D) ein D-Rechtsmodul mit innerem Produkt. Man bezeichnet eine ∗-Darstellung
(HD, π) der
∗-Algebra A als H-a¨quivariant, wenn
π(h ⊲ a)x = h(1) ⊲ (π(a)S(h(2)) ⊲ x), (1.3.5)
fu¨r alle a ∈ A, h ∈ H und x ∈ HD. Desweiteren nennt man einen Verschra¨nkungsoperator zwischen
zwei H-a¨quivarianten Darstellungen T : (HD, π)→ (H′D, π′) H-a¨quivariant, falls fu¨r alle h ∈ H
und x ∈ HD gilt
T (h ⊲ x) = h ⊲ T (x). (1.3.6)
Wir bezeichnen die Kategorie der H-a¨quivarianten ∗-Darstellungen der ∗-Algebra A auf D-Rechts-
moduln mit ∗-modD,H(A). Die Unterkategorien der H-a¨quivarianten
∗-Darstellungen auf Pra¨-Hil-
bert-Moduln bezeichnet man analog dazu mit ∗-ModD,H(A) sowie
∗-rep
D,H(A) und
∗-Rep
D,H(A).
1.3.2 H-a¨quivariante Morita-A¨quivalenzbimoduln
H-a¨quivariante Tensorprodukte und Rieffel-Induktion
Gegeben einen B-Rechtsmodul (HB, 〈·, ·〉B) mit einem inneren Produkt und einen (B,A)-Bimodul(
BEA,B〈·, ·〉, 〈·, ·〉A
)
mit zwei inneren Produkten, wobei die inneren Produkte jeweils mit beiden
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Algebra-Wirkungen vertra¨glich seien. Desweiteren seien sowohl (HB, 〈·, ·〉B) als auch der (B,A)-
Bimodul
(
BEA,B〈·, ·〉, 〈·, ·〉A
)
H-a¨quivariant.
Wir haben eine kanonische H-Wirkung auf den Elementen von HB ⊗B BEA mittels
h ⊲ (x⊗B y) = (h(1) ⊲ x)⊗B (h(2) ⊲ y). (1.3.7)
Lemma 1.3.8 (H-Wirkung auf dem Modul HB ⊗B BEA).
Die kanonische H-Wirkung auf dem Tensorprodukt HB ⊗B BEA (Gleichung (1.3.7)) ist mit dem
inneren Produkt 〈·, ·〉H⊗EA vertra¨glich, und macht (HB ⊗B BEA)/(HB ⊗B BEA)⊥ zu einem H-a¨quiva-
rianten A-Rechtsmodul mit innerem Produkt.
Beweis.
h ⊲
〈
x⊗By, x′⊗By′
〉
H⊗E
A
= h ⊲
〈
y,
〈
x, x′
〉
H
B
· y′
〉
E
A
=
〈
S(h(1))
∗ ⊲ y, h(2) ⊲
(〈
x, x′
〉
H
B
· y′
)〉
E
A
=
〈
S(h(1))
∗ ⊲ y,
〈
S(h(2))
∗ ⊲ x, h(3) ⊲ x
′
〉
H
B
· (h(4) ⊲ y′)
〉
E
A
=
〈
S(h(2))
∗ ⊲ x⊗BS(h(1))∗ ⊲ y, (h(3) ⊲ x′)⊗B(h(4) ⊲ y′)
〉
H⊗E
A
=
〈
S(h(1))
∗ ⊲ (x⊗By), h(2) ⊲ (x′⊗By′)
〉
H⊗E
A
Dabei nutzt man im letzten Schritt die Eigenschaft (S ⊗S) ◦∆ = ∆op ◦S der Antipode, vergleiche
Proposition A.2.14 iii.). Dies zeigt, daß das auf HB⊗B BEA induzierte innere Produkt auch mit der
H-Wirkung vertra¨glich ist. Die Wirkung la¨ßt sich via Bemerkung 1.3.5 auch auf den Quotienten
(HB ⊗B BEA)/(HB ⊗B BEA)⊥ und somit auf ⊗̂B u¨bertragen, wodurch
(
(HB ⊗̂B BEA), 〈·, ·〉H⊗EA
)
zu
einem H-a¨quivarianten A-Rechtsmodul mit innerem Produkt wird.
Nun mu¨ssen wir analog zu Lemma 1.1.44 die Vertra¨glichkeit der H-Wirkung mit den Morphismen
zeigen.
Lemma 1.3.9 (Vertra¨glichkeit der H-Wirkung mit Morphismen).
Seien
(
BEA,B〈·, ·〉, 〈·, ·〉A
)
und
(
BE
′
A,B〈·, ·〉, 〈·, ·〉A
)
zwei H-a¨quivariante Bimoduln und (HB, 〈·, ·〉B)
bzw. (H′B, 〈·, ·〉B) seien H-a¨quivariante B-Rechtsmoduln. Seien ferner S : BEA→BE′A und T :
HB→H′B H-a¨quivariante Verschra¨nkungsoperatoren, so ist die H-Wirkung mit der Tensorpro-
duktbildung vertra¨glich.
Beweis. Seien x ∈ HB und y ∈ BEA, so gilt
h ⊲ (S(x)⊗B T (y)) = (h(1) ⊲ S(x))⊗B (h(2) ⊲ T (y))
= S(h(1) ⊲ x)⊗B T (h(2) ⊲ y)
Mit Lemma 1.1.44 zeigt dies die Vertra¨glichkeit der H-Wirkung mit den Morphismen.
Damit haben wir eine funktorielle Abbildung konstruiert, und wir ko¨nnen analog zu Gleichung
(1.1.28) schreiben
⊗̂B : ∗-modB,H(C)× ∗-modA,H(B)→ ∗-modA,H(C). (1.3.8)
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Das gewonnene innere Produkt ⊗̂ ist bis auf die kanonische Isomorphie assoziativ (siehe Gleichung
(1.1.27)). Da ⊗̂ mit der vollsta¨ndigen Positivita¨t der inneren Produkte vertra¨glich ist, u¨bertra¨gt
sich Gleichung (1.3.8) auch auf die Kategorien ∗-rep
B,H bzw. auf
∗-ModB,H und
∗-Rep
B,H . Analog
zu Beispiel 1.1.47 ko¨nnen wir eine H-a¨quivariante Version der Rieffel-Induktion angeben.
Definition 1.3.10 (H-a¨quivariante Rieffel-Induktion, Wechsel der Basisalgebra).
Seien A, B und D, D′ ∗-Algebren u¨ber dem Ring C, die alle mit einer Wirkung der Hopf-∗-
Algebra H im Sinne von Definition A.2.28 versehen seien. Desweiteren seien BEA ∈ ∗-repA,H(B)
und DGD′ ∈ ∗-repD′,H(D).
i.) Wir bezeichnen den H-a¨quivarianten Funktor
RE = BEA ⊗̂A · : ∗-repD,H(A)→ ∗-repD,H(B) (1.3.9)
als H-a¨quivariante Rieffel-Induktion.
ii.) Desweiteren definieren wir den H-a¨quivarianten Wechsel der Basisalgebra durch den Funktor
SG = · ⊗̂D DGD′ : ∗-repD,H(A)→ ∗-repD′,H(A). (1.3.10)
Die Wirkungen auf Objekte und Morphismen sind die gleichen wie in den Beispielen 1.1.47.
H-a¨quivariante starke Morita-A¨quivalenz
Definition 1.3.11 (H-a¨quivarianter A¨quivalenzbimodul).
Seien A und B zwei ∗-Algebren,
(
BEA,B〈·, ·〉, 〈·, ·〉A
)
ein ∗-A¨quivalenzbimodul und die Algebren wie
auch der Bimodul seien mit einer ∗-Wirkung der Hopf-∗-Algebra H vertra¨glich. Man nennt BEA
einen H-a¨quivarianten ∗-A¨quivalenzbimodul, wenn zusa¨tzlich die Gleichungen (1.3.2) fu¨r alle h ∈
H und x, y ∈ BEA erfu¨llt sind. Sind zusa¨tzlich beide inneren Produkte vollsta¨ndig positiv nennt man
BEA einen H-a¨quivarianten starken Morita-A¨quivalenzbimodul.
Definition 1.3.12 (H-a¨quivariant Morita-a¨quivalente Algebren).
Gegeben seien zwei ∗-Algebren A und B, die beide mit einer H-Wirkung einer Hopf-∗-Algebra
vertra¨glich sind. Man nennt die beiden Algebren H-a¨quivariant ∗-Morita-a¨quivalent (bzw. H-
a¨quivariant stark Morita-a¨quivalent) falls es einen H-a¨quivarianten ∗-Morita-A¨quivalenzbimo-
dul (bzw. H-a¨quivarianten starken Morita-A¨quivalenzbimodul) fu¨r die Algebren gibt.
Satz 1.3.13 (H-a¨quivariante Morita-A¨quivalenz ist A¨quivalenzrelation).
Fu¨r die idempotenten und nichtausgearteten ∗-Algebren mit ∗-Wirkungen einer Hopf-∗-Algebra H
ist H-a¨quivariante starke Morita-A¨quivalenz eine A¨quivalenzrelation.
Desweiteren sind H-a¨quivariante ∗-isomorphe ∗-Algebren H-a¨quivariant stark Morita-a¨quivalent
und damit auch H-a¨quivariant ∗-Morita-a¨quivalent.
Beweis. Wir haben bereits mit Lemma 1.2.24 gezeigt, daß ∗- und starke Morita-A¨quivalenz eine
A¨quivalenzrelation sind. Es bleibt die H-A¨quivarianz zu zeigen. Fu¨r eines der kanonischen inneren
Produkte auf AAA ergibt sich
h ⊲ 〈a, b〉A = h ⊲ (a∗b) = (h(1) ⊲ a∗)(h(2) ⊲ b) = (S(h(1))∗ ⊲ a)∗(h(2)) ⊲ b)
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= 〈S(h(1))∗ ⊲ a, h(2) ⊲ b〉A,
und auf a¨hnliche Weise verha¨lt es sich mit dem linksseitigen A-wertigen inneren Produkt
A
〈·, ·〉.
Um die Symmetrie zu zeigen beno¨tigen wir die induzierteH-Wirkung auf dem konjugierten Bimodul
AEB, die wir in Lemma 1.3.6 eingefu¨hrt haben. Die Transitivita¨t ist eine Folge von Lemma 1.3.8
beziehungsweise der H-a¨quivarianten Rieffel-Induktion, die wir in Definition 1.3.10 eingefu¨hrt
haben.

Kapitel 2
Morita-A¨quivalenz von
Cross-Produktalgebren
Ziel dieses Kapitels ist es Cross-Produktalgebren A⋊H zu studieren. Dabei werden wir das Picard-
Gruppoid von Cross-Produktalgebren genauer betrachten und eine Verbindung zu der H-a¨qui-
varianten Theorie der zugrundeliegenden Algebra A herstellen. Eine Einfu¨hrung in die Cross-
Produktalgebren findet sich in Anhang A.3 sowie in [Majid 1995].
2.1 Cross-Produktalgebren von ∗-Darstellungen
Seien im weiteren A und B ∗-Algebren mit Einselement und H sei eine Hopf-∗-Algebra, so daß
(H,A, ⊲) und (H,B, ⊲) ∗-Linksmodulalgebren sind. Dann sind A⋊H und B⋊H Cross-Produktal-
gebren nach Definition A.3.1, d. h. ist A eine ∗-Algebra und H eine Hopf-∗-Algebra, dann ist die
Cross-Produktalgebra als Raum das Tensorprodukt A⊗H, und Elemente sind von der Form a⊗h,
wobei a ∈ A und h ∈ H ist. Die Multiplikation zweier Elemente in A⋊H ist gegeben durch
(a⊗ h) · (b⊗ g) = a · (h(1) ⊲ b)⊗ h(2)g,
und die ∗-Involution durch
(a⊗ h)∗ = h∗(1) ⊲ a∗ ⊗ h∗(2).
Lemma 2.1.1 (Isomorphie der Kategorien ∗-modH(A) und
∗-mod(A⋊H)).
Die Kategorien ∗-modH(A) und
∗-mod(A⋊H) sind isomorph. Auf den Objekten ist die Isomorphie
gegeben durch
∗-modH(A) ∋ (H, π) 7→ (Hˆ, πˆ) ∈ ∗-mod(A⋊H), (2.1.1)
wobei H = Hˆ als Pra¨-Hilbert-Raum ist, und πˆ(a⊗h)φ = π(a)h⊲ φ mit φ ∈ H gilt. Auf den Mor-
phismen T : (H1, π1)→ (H2, π2) ist die Isomorphie durch die Identita¨tsabbildung gegeben. Analoges
gilt auch fu¨r ∗-Mod, ∗-rep und ∗-Rep.
Beweis. Der Beweis ist klar. Die Pra¨-Hilbert-Ra¨ume sind als Ra¨ume identisch und die Morphis-
men gehen durch den Identita¨tsfunktor ineinander u¨ber.
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Proposition 2.1.2 (Positivita¨t).
Sei ω : A→C ein H-invariantes, positives lineares Funktional und ρ : H→C ein positives lineares
Funktional, dann ist auch ω ⊗ ρ : A⋊H→C positiv.
Beweis. Sei
∑
i ai ⊗ hi gegeben. Eine einfache Rechnung, die Invarianz von ω nutzend, gibt
(ω ⊗ ρ)
((∑
ai ⊗ hi
)∗ (∑
aj ⊗ hj
))
=
∑
i,j
ω(a∗i aj)ρ(h
∗
i hj) ≥ 0,
und wenn sowohl ω als auch ρ positive lineare Funktionale sind, sind sie auch vollsta¨ndig positiv
(im Sinne vollsta¨ndig positiver Abbildungen) [Bursztyn & Waldmann 2001b, Lemma 4.3].
Beispiele 2.1.3 (Positives Funktionale auf A⋊H).
i.) Ein erstes Beispiel fu¨r ein positives Funktional auf A⋊H ist ω⊗ε : A⋊H→C, wobei ω positiv
und H-invariant ist. Dabei bezeichnet ε : H→C die Koeins der Hopf-∗-Algebra.
ii.) Allgemeiner gilt, daß wenn χ : H→C ein unita¨rer Charakter, d. h. ein ∗-Homomorphismus
ist, dann ist ω ⊗ χ : A⋊H→C ein positives Funktional.
Lemma 2.1.4 ((B⋊H,A⋊H)-Bimodul).
Sei BEA ∈ ∗-modA,H(B), dann wird E⊗H durch die beiden Verknu¨pfungen
(b⊗g) · (x⊗h) := (b · g(1) ⊲ x)⊗(g(2)h) und (x⊗g) · (a⊗h) := (x · g(1) ⊲ a)⊗(g(2)h) (2.1.2)
zu einem (B⋊H,A⋊H)-Bimodul. Desweiteren definiert
〈x⊗g, y⊗h〉E⊗HA⋊H := (g∗(1) ⊲ 〈x, y〉EA)⊗g∗(2)h (2.1.3)
ein A⋊H-wertiges inneres Produkt auf E⊗H, und es gilt
〈(b⊗g) · (x⊗h), y⊗k〉E⊗HA⋊H = 〈x⊗h, (b⊗g)∗ · (y⊗k)〉E⊗HA⋊H. (2.1.4)
Beweis. Zuerst muß man zeigen, daß es sich bei B⋊HE⊗HA⋊H um einen Bimodul handelt. Dazu
rechnet man nach(
(b⊗h)(b′⊗h′)) · (x⊗g) = (b(h(1) ⊲ b′)⊗h(2)h′) · (x⊗g)
= b(h(1) ⊲ b
′) · ((h(2)h′)(1) ⊲ x)⊗(h(2)h′)(2)g
= b(h(1) ⊲ b
′) · (h(2)(1) ⊲ h′(1) ⊲ x)⊗h(3)h′(2)g
= b · (h(1) ⊲ (b′ · (h′(1) ⊲ x)))⊗h(2)h′(2)g
= (b⊗h) · (b′(h′(1) ⊲ x)⊗h′(2)g)
= (b⊗h) · ((b′⊗h′) · (x⊗g))
und analog zeigt man die A⋊H-Rechtswirkung beziehungsweise die Vertra¨glichkeit der A⋊H-
Rechtswirkung mit der B⋊H-Linkswirkung. Aufgrund der
”
symmetrischen“ Struktur reicht es,
nur eine Wirkung zu zeigen. Desweiteren ist zu zeigen, daß das innere Produkt auf B⋊HE⊗HA⋊H
sinnvoll definiert ist. Die C-Sesquilinearita¨t kann man gleich ablesen. Die ∗-Involution des inneren
Produkts enspricht der Vertauschung der Argumente, wie die folgende Rechnung zeigt.
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(〈
x⊗g, x′⊗g′〉E⊗H
A⋊H
)∗
=
(
g∗(1) ⊲
〈
x, x′
〉
E
A
⊗g∗(2)g′
)∗
=
(
g∗(2)g
′
)∗
(2)
⊲
(
g∗(1) ⊲
〈
x, x′
〉
E
A
)∗
⊗(g∗(2)g′)∗(2)
= g∗
(1)′
(
S(g∗(1))g
∗
(2)
)∗
⊲
(〈
x, x′
〉
E
A
)∗
⊗g′(2)∗g(3)
= g′(1)ε(g
∗
(1)) ⊲
〈
x′, x
〉
E
A
⊗g′(2)g(2)
= g′(1) ⊲
〈
x′, x
〉
E
A
⊗g′(2)g
=
〈
x′⊗g′, x⊗g〉E⊗H
A⋊H.
Im vorletzten Schritt nutzt man die Linearita¨t von ⊗ bezu¨glich Elementen in C sowie die Tatsache,
daß in einer Hopf-Algebra ε(h(1))h(2) = h ist.
Bleibt zu zeigen, daß das A⋊H-wertige innere Produkt mit der A⋊H-Rechtswirkung vertra¨glich
ist
〈
x⊗g, (x′⊗g′) · (a⊗h)〉E⊗H
A⋊H
=
〈
x⊗g, x′ · (g′(1) ⊲ a)⊗g′(2)h〉E⊗HA⋊H
= g∗(1) ⊲
〈
x, x′ · (g′(1) ⊲ a)〉EA⊗g∗(2)g′(2)h
= g∗(1) ⊲
(〈
x, x′
〉
E
A
(
g′(1) ⊲ a
))⊗g∗(2)g′(2)h
=
(
g∗(1) ⊲
〈
x, x′
〉
E
A
) (
g∗(2)g
′
(1) ⊲ a
)⊗g∗(3)g′(2)h
=
(
g∗(1) ⊲
〈
x, x′
〉
E
A
⊗g∗(2)g′
)
(a⊗h)
=
〈
x⊗g, (x′⊗g′)〉E⊗H
A⋊H
(a⊗h) .
Bemerkung 2.1.5 (B⋊H-wertiges inneres Produkt).
Wir ko¨nnen auf E ⊗ H auch ein B⋊H-wertiges inneres Produkt definieren, wenn der Bimodul
BEA mit einem B-wertigen inneren Produkt ausgestattet ist. Analog zu Lemma 2.1.4 erbt das
B⋊H-wertige innere Produkt alle Strukturen.
Bemerkung 2.1.6 (Ausartungsraum von E⊗H).
Es kann passieren, daß das innere Produkt 〈·, ·〉E⊗HA⋊H ausgeartet ist. Ist dies der Fall, so geht man
zum Quotienten
E⋊H = E⊗H/(E⊗H)⊥ (2.1.5)
u¨ber, der mit der Bimodulstruktur und den inneren Produkten vertra¨glich ist.
Satz 2.1.7 (Vollsta¨ndige Positivita¨t und Nichtausgeartetheit, [Jansen & Waldmann 2006, Lem-
ma 6.6]).
Sei BEA ∈ ∗-repA,H(B), dann ist das innere Produkt 〈·, ·〉E⊗HA⋊H vollsta¨ndig positiv, woraus folgt, daß
B⋊HE⋊HA⋊H ∈ ∗-repA⋊H(B⋊H) eine ∗-Darstellung auf einem Pra¨-Hilbert-Modul ist. Deswei-
teren ist fu¨r BEA ∈ ∗-ModA,H(B) B⋊HE⋊HA⋊H ∈ ∗-ModA⋊H(B⋊H) und BEA ∈ ∗-RepA,H(B)
B⋊HE⋊HA⋊H ∈ ∗-RepA⋊H(B⋊H).
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Beweis. Seien Φ(1), · · · ,Φ(n) ∈ E ⊗ H gegeben und sei Φ(α) = ∑mi=1 x(α)i ⊗ h(α)i mit x(α)i ∈ E und
h(α)i ∈ H, und m sei ohne Einschra¨nkung der Allgemeinheit fu¨r alle α = 1, ..., n dasselbe. Dann gilt〈
Φ(α),Φ(β)
〉
E⊗H
A⋊H
=
m∑
i,ℓ=1
(
(h(α)i )
∗
(1) ⊲
〈
x(α)i , x
(β)
ℓ
〉E
A
)
⊗ (h(α)i )∗(2)h(β)ℓ .
Wir definieren die folgende Abbildung
f : Mnm(A) ∋ A = (Aαβiℓ ) 7→
(
(h(α)i )
∗
(1) ⊲ A
αβ
iℓ ⊗ (h(α)i )∗(2)h(β)ℓ
) ∈Mnm(A⋊H),
die positiv ist, wie die folgende Rechnung zeigt:
f(A∗A) =
∑
γ,k
(
(h(α)i )
∗
(1) ⊲
(
(Aγαki )
∗Aγβkℓ
)⊗ (h(α)i )∗(2)h(β)ℓ )
=
∑
γ,k
((
(h(α)i )
∗
(1) ⊲ (A
γα
ki )
∗ ⊗ (h(α)i )∗(2)
) (
Aγβkℓ ⊗ h(β)ℓ
))
=
∑
γ,k
(
Aγαki ⊗ h(α)i
)∗ (
Aγβkℓ ⊗ h(β)i
)
= (A⊗ h)∗(A⊗ h).
Dabei ist A⊗h ∈Mnm(A⋊H) gegeben durch die Koeffizientenmatrix (A⊗h)αβiℓ = Aαβiℓ ⊗h(β)ℓ . Also
ist f(A∗A) ∈Mnm(A⋊H)++, da f positiv ist. Weil
(〈
x(α)i , x
(β)
ℓ
〉E
A
)
eine positive Matrix in Mnm(A)
ist, da das innere Produkt 〈·, ·〉EA vollsta¨ndig positiv ist, ist auch die Abbildung f
((〈
x(α)i , x
(β)
ℓ
〉E
A
))
positiv. Die Summation u¨ber i, ℓ ist eine positive Abbildung, wie in [Bursztyn & Waldmann
2003, Example 2.1] gezeigt wurde, und das Ergebnis ist wieder positiv. Somit ist die vollsta¨ndige
Positivita¨t des inneren Produkts 〈·, ·〉E⊗HA⋊H gezeigt, und die vollsta¨ndige Positivita¨t von 〈·, ·〉E⋊HA⋊H folgt.
Zu zeigen, daß die inneren Produkte nicht ausgeartet sind, ist trivial.
Bemerkung 2.1.8.
Im Fall daß die Algebra A mit einem Einselement ausgestattet ist, vereinfacht sich der Beweis zu
Satz 2.1.7, denn man sieht an folgendem Ausdruck leicht
〈x⊗ g, y ⊗ h〉E⊗HA⋊H = (1A ⊗ g)∗
(〈x, y〉EA ⊗ 1H) (1A ⊗ h)
die vollsta¨ndige Positivita¨t von 〈·, ·〉E⊗HA⋊H .
Wir wollen nun zeigen, daß der U¨bergang von einem H-a¨quivarianten Bimodul mit inneren Pro-
dukten BEA zu dem Bimodul B⋊HE⋊HA⋊H funktoriell geschieht.
Lemma 2.1.9 (Verschra¨nkungsoperator).
Sei T : BEA→BFA ein Verschra¨nkungsoperator zwischen BEA, BFA ∈ ∗-modA,H(B), dann ist die
Abbildung T ⊗ idH : E ⊗ H→F ⊗ H ein Verschra¨nkungsoperator zwischen E⋊H und F⋊H ∈
∗-modA⋊H(B⋊H), dessen Adjungierte durch T
∗ ⊗ idH gegeben ist.
Beweis. Der Beweis nutzt die H-A¨quivarianz von T , sowie die Existenz des adjungierten Operators
T ∗.
Damit sind wir nun in der Lage die folgende Proposition zu formulieren.
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Proposition 2.1.10 (Die funktorielle Abbildung ·⋊H).
Die Abbildung
·⋊H : ∗-modA,H(B)→ ∗-modA⋊H(B⋊H) (2.1.6)
ist ein Funktor. Auf den Objekten bildet der Funktor Bimoduln auf deren Cross-Produktalgebren ab
E 7→ E⋊H und auf den Morphismen die Bimodulmorphismen auf das Tensorprodukt der Morphismen
mit der Identita¨t auf der Hopf-∗-Algebra T 7→ T ⊗ idH. Die Einschra¨nkung auf die Unterkategorien
von ∗-modA,H(B) liefert die folgenden Funktoren
·⋊H : ∗-ModA,H(B)→ ∗-ModA⋊H(B⋊H), (2.1.7)
·⋊H : ∗-rep
A,H(B)→ ∗-repA⋊H(B⋊H), (2.1.8)
·⋊H : ∗-Rep
A,H(B)→ ∗-RepA⋊H(B⋊H). (2.1.9)
Da wir u¨ber dieMorita-A¨quivalenz sowie das Picard-Gruppoid von Cross-Produktalgebren reden
wollen, mu¨ssen wir die Vertra¨glichkeit des in Proposition 2.1.10 beschriebenen Funktors mit der
Rieffel-Induktion, das heißt mit dem Tensorieren von Bimoduln, pru¨fen.
Proposition 2.1.11.
Sei nun CFB ∈ ∗-modB,H(C) und BEA ∈ ∗-modA,H(B), dann existieren die beiden folgenden kano-
nischen Isomorphismen.
i.) Die Abbildung
I1 :C⋊HF⋊HB⋊H ⊗̂B⋊H B⋊HE⋊HA⋊H → C(F ⊗̂B E)A ⊗H
(x⊗ g) ⊗̂B⋊H (y ⊗ h) 7→ (x ⊗̂B (g(1) ⊲ y))⊗ g(2)h
(2.1.10)
ist ein kanonischer Isomorphismus von ∗-Darstellungen von C⋊H auf A⋊H-Rechtsmoduln
mit innerem Produkt.
ii.) Die Abbildung
I2 :E⋊H→E⋊H, x⊗ h 7→ h∗(1) ⊲ x⊗ h∗(2), (2.1.11)
ist ein kanonischer Isomorphismus von B⋊H-Rechtsdarstellungen auf A⋊H-Linksmoduln mit
inneren Produkten. Das Inverse ist explizit gegeben durch
I−12 (x⊗ h) = h∗(1) ⊲ x⊗ h∗(2). (2.1.12)
Beweis. Es ist leicht zu sehen, daß die Abbildung I1 eine wohldefinierte Bimodulabbildung u¨ber
dem Tensorprodukt ⊗B⋊H ist. Fu¨r die Isometrie rechnen wir nach〈
(x ⊗̂B (g(1) ⊲ y))⊗ g(2)h, (x′ ⊗̂B (g′(1) ⊲ y′))⊗ g′(2)h′
〉(F⊗̂E)⋊H
A⋊H
=
(
(h∗(1)g
∗
(2)) ⊲
〈
x⊗B (g(1) ⊲ y), x′ ⊗B (g′(1) ⊲ y′)
〉
F⊗E
A
)
⊗ h∗(2)g∗(3)g′(2)h′
=
(
(h∗(1)g
∗
(2)) ⊲
〈
g(1) ⊲ y,
〈
x, x′
〉
F
B
· (g′(1) ⊲ y′)
〉
E
A
)
⊗ h∗(2)g∗(3)g′(2)h′
=
(
h∗(1) ⊲
〈
(S(g∗(2))
∗g(1)) ⊲ y, g
∗
(3) ⊲
(〈
x, x′
〉
F
B
· (g′(1) ⊲ y′)
)〉
E
A
)
⊗ h∗(2)g∗(4)g′(2)h′
=
(
h∗(1) ⊲
〈
y, (g∗(1) ⊲
〈
x, x′
〉
F
B
) · (g∗(2)g′(1)) ⊲ y′
〉
E
A
)
⊗ h∗(2)g∗(3)g′(2)h′
=
〈
y ⊗ h,
(
(g∗(1) ⊲
〈
x, x′
〉
F
B
) · (g∗(2)g′)(1) ⊲ y′
)
⊗ (g∗(2)g′)(2)h′
〉
E⋊H
A⋊H
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=
〈
y ⊗ h,
(
(g∗(1) ⊲
〈
x, x′
〉
F
B
)⊗ g∗(2)g′
)
· (y′ ⊗ h′)
〉
E⋊H
A⋊H
=
〈
y ⊗ h, 〈x⊗ g, x′ ⊗ g′〉F⋊H
B⋊H
· (y′ ⊗ h′)
〉
E⋊H
A⋊H
=
〈
(x⊗ g) ⊗B (y ⊗ h), (x′ ⊗ g′)⊗B (y′ ⊗ h′)
〉(F⋊H)⊗̂(E⋊H)
A⋊H
wodurch die Abbildung I1 schon auf der Ebene des Tensorprodukts ⊗B isometrisch wird, und
nicht erst nach der Quotientenbildung zu ⊗̂B. Injektivita¨t folgt, da die Quotienten beider inneren
Produkte nichtausgeartet sind. Die Surjektivita¨t ist offensichtlich, da (x⊗ 1H)⊗B (y ⊗ h) 7→ (x⊗B
y)⊗h. Somit ist I1 ein Isomorphismus. Im folgenden Sinn kann man die Abbildung I1 als kanonisch
ansehen:
Seien S : CFB→ CF′B und T : BEA→BE′A Morphismen in den Kategorien ∗-modB,H(C) und
∗-modA,H(B), dann ist S ⊗̂B T ein Morphismus in ∗-modA,H(C) und S ⊗ idH bzw. T ⊗ idH die
korrespondierenden Morphismen in ∗-modB⋊H(C⋊H) bzw.
∗-modA⋊H(B⋊H), nach Lemma 2.1.9.
Die Abbildung I1 ist kompatibel mit den Morphismen und es gilt
I1 ◦
(
(S ⊗ idH) ⊗̂B⋊H (T ⊗ idH)
)
=
(
(S ⊗̂B T )⊗ idH
) ◦ I1.
Der zweite Teil folgt aus der einfachen, jedoch la¨nglichen Rechnung, daß I2 ein Bimodulmorphismus
ist und die notwendige C-Linearita¨t besitzt. Die Isometrie folgt aus der folgenden Rechnung:
A⋊H
〈
I2(x⊗ g), I2(y ⊗ h)
〉E⋊H
=A⋊H
〈
(g∗(1) ⊲ x)⊗ g∗(2), (h∗(1) ⊲ y)⊗ h∗(2)
〉
E⋊H
=A⋊H
〈
S(g∗(1))
∗ ⊲ x⊗ g∗(2), S(h∗(1))∗ ⊲ y ⊗ h∗(2)
〉
E⋊H
=
(
g∗(3) ⊲A
〈
S−1(g∗(2)) ⊲ (S
−1(g(1)) ⊲ x), S
−1(h∗(2)) ⊲ (S
−1(h(1)) ⊲ y)
〉
E
)
⊗ g∗(4)h(3)
=
(
g∗(3) ⊲A
〈
(g(2)S−1(g(1))) ⊲ x, (h(2)S−1(h(1))) ⊲ y
〉
E
)
⊗ g∗(4)h(3)
=
(
g∗(1) ⊲ 〈x, y〉EA
)⊗ g∗(2)h
=A⋊H
〈
x⊗ g, y ⊗ h〉E⋊H .
Analog zu I1 zeigt man die Vertra¨glichkeit von I2 mit den Verschra¨nkungsoperatoren.
Die Vertra¨glichkeit der Funktoren ko¨nnen wir im folgenden Diagramm graphisch verdeutlichen.
Korollar 2.1.12.
Das folgende Diagramm
∗-modB⋊H(C⋊H)× ∗-modA⋊H(B⋊H) ∗-modA⋊H(C⋊H)
⊗̂B⋊H
∗-modB,H(C)× ∗-modA,H(B)
(·⋊H)×(·⋊H)
∗-modA,H(C)
⊗̂B
·⋊H (2.1.13)
kommutiert im funktoriellen Sinne, d. h. bis auf die natu¨rliche Transformation I1.
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2.2 Das Picard-Gruppoid von Cross-Produktalgebren
Nach der Betrachtung von allgemeinen ∗-Darstellungen, wollen wir uns nun den Cross-Produktal-
gebren widmen, die wir mit Hilfe des Funktors ·⋊H aus Morita-A¨quivalenzbimoduln erhalten.
Diese werden sich ebenfalls als A¨quivalenzbimoduln herausstellen, so daß wir darauf aufbauend das
Picard-Gruppoid von Cross-Produktalgebren betrachten ko¨nnen.
Lemma 2.2.1.
Sei BEA ein H-a¨quivarianter
∗-Morita-A¨quivalenzbimodul (bzw. starkerMorita-A¨quivalenzbimo-
dul), so ist B⋊HE⋊HA⋊H mit den induzierten inneren Produkten ein
∗-Morita-A¨quivalenzbimodul
(bzw. starker Morita-A¨quivalenzbimodul) fu¨r die Algebren B⋊H und A⋊H.
Beweis. Der Bimodul E⊗H hat die beiden geerbten inneren Produkt
B⋊H〈·, ·〉E⊗H und 〈·, ·〉E⊗HA⋊H , die
wie folgt definiert sind
B⋊H
〈
x⊗ h, x′ ⊗ h′〉E⊗H = (h(2) ⊲B〈S−1(h(1)) ⊲ x, S−1(h′(1) ⊲ x′)〉E)⊗ h(3)h′(2)
=B
〈
x, S(h(1))
∗S−1(h′(1)) ⊲ x
′
〉E ⊗ h(2)h′∗(2),
und analog das A⋊H-wertige Produkt aus Lemma 2.1.4
〈
x⊗ h, x′ ⊗ h′〉E⊗H
A⋊H
=
(
h∗(1) ⊲
〈
x, x′
〉
E
A
)
⊗ h∗(2)h′
=
〈
S(h∗(1))
∗ ⊲ x, h∗(2) ⊲ x
′
〉
E
A
⊗ h∗(3)h′.
Beide inneren Produkte sind mit der (B⋊H,A⋊H)-Bimodulstruktur vertra¨glich und haben die
richtigen Linearita¨t. Wir mu¨ssen nun zeigen, daß die beiden inneren Produkte miteinander ver-
tra¨glich sind. Dies ist eine einfache Konsequenz aus der Vertra¨glichkeit der inneren Produkte des
A¨quivalenzbimoduls BEA, denn es gilt
B⋊H〈x⊗ g, y ⊗ h〉E⊗H · (z ⊗ k) =
(
B
〈
x, S(g(1))
∗S−1(h(1)) ⊲ y
〉E ⊗ g(2)h∗(2)) · (z ⊗ k)
=B
〈
x, S(g(1))
∗S−1(h(1)) ⊲ y
〉E ⊗ g(2)h∗(2) ((g(2)h∗(2)) ⊲ z) ⊗ g(3)h∗(3)k
= x · 〈(S(g(1))∗S−1(h(1))) ⊲ y, (g(2)h∗(2)) ⊲ z〉EA ⊗ g(3)h∗(3)k
= (x⊗ g) ·
(〈
S−1(h(1)) ⊲ y, h
∗
(2) ⊲ z
〉E
A
⊗ h∗(3)k
)
= (x⊗ g) · (h∗(1) ⊲ 〈y, z〉EA ⊗ h∗(2)k)
= (x⊗ g) · 〈y ⊗ h, z ⊗ k〉E⊗HA⋊H .
Der Ausartungsraum der beiden inneren Produkte auf B⋊HE⊗HA⋊H ist der gleiche, daher kann
man auf eindeutige Weise E⋊H definieren. Falls B · E = BEA = BEA · A, so ist auch E⋊H stark
nichtausgeartet fu¨r beide Modulstrukturen. Aus der Vollheit der inneren Produkte von BEA folgt
automatisch die Vollheit der inneren Produkte auf B⋊HE⋊HA⋊H : Sei a =
∑
i 〈xi, yi〉EA, dann ist
offensichtlich
a⊗ h =
∑
i
〈xi ⊗ 1H , yi ⊗ h〉E⋊HA⋊H ,
