Abstract-A new efficient approach for converting multipole series coefficients to plane wave samples and back is presented in detail. The presented algorithm utilizes the fast Fourier transform in order to speed up the process. It can be used to develop an efficient implementation of a broadband multilevel fast multipole algorithm. The numerical tests demonstrate that the presented process also allows full numerical error control, which is an important factor in practical implementation.
and does not cause any numerical problems for these type of interpolators. Then the evanescent part is taken care of with a completely separate process. Aggregation and disaggregation for the evanescent part are performed with multipole series, and the multipole series coefficients are converted into plane wave samples for the application of the spectral translator, and then afterward converted back into incoming multipole series coefficients. The question of how this conversion takes place plays a crucial role, especially since it requires a lot of CPU resources, and therefore, a careful design of the algorithms is a very important factor. This paper borrows heavily on the ideas presented in [11] and [12] and, then, improves them in order to obtain a significant speedup for this particular process.
The outline of this paper is as follows. In Section II, spectral translator is introduced, and in Section III, a simple way to compute the propagating part of the translation is presented. In Section IV, numerical evaluation of the evanescent contribution coming from the spectral translator is shortly discussed, and then, in Sections V and VI, the actual fast algorithms for the conversion forward and backward are given, respectively. This paper ends with an investigation of the speedup and accuracy of the presented algorithms (Section VII) and conclusions (Section VIII).
II. SPECTRAL TRANSLATOR Let us consider calculation of
where Q 1 is the source cube on level ∈ Z with side length d = 2 −1 λ = 2 μ/k, ρ is the source distribution
is the vector from the center point of Q 1 to the center point of the target cube Q 2 (where r is located, see Fig. 1 ), and Green's function is The integral in (1) can be calculated with a representation of the form
where S is the surface of the unit sphere, that is, k(θ, ϕ) = cos ϕ sin θê 1 + sin ϕ sin θê 2 + cos θê 3
and
In suitably high levels, for example, ≥ 1, one can utilize the Rokhlin translation function [1] as function T in (4). By inspecting (4), one can observe that the outgoing far-field pattern F ∞ has been defined here as follows:
and the incoming field pattern is
On levels consisting of cubes with subwavelength size, i.e., ≤ 0, one can, for example, utilize spectral translator [6] , [7] , and the integration domain, in the case ofê 3 ·(D+r) > 0, is
and the actual translator [6] is
In this case, as indicated in (9), (4) can be divided into so-called propagating and evanescent parts
where
The other five main directions can be taken care of by rotating the underlying coordinate system. For this purpose, two new parameters are introduced here to denote the available choices, namely, p = 1, 2, 3, which corresponds to each main axisê p , andŝ = ±1, which, in turn, corresponds to the positive or negative direction, respectively. These parameters are chosen for each cube pair (Q 1 , Q 2 ) according to the dominating direction, i.e., one should choose p andŝ, see (2) , so that
and nowŝê p · (D + r) > 0 holds assuming that cubes Q 1 and Q 2 do not touch each other.
III. COMPUTATION OF THE PROPAGATING PART
The method presented in [13] works with TPE variant of MLFMA [8] - [10] , and only the actual construction of the translator needs to be addressed here. However, for completeness, we will briefly discuss the method in a more detailed form and provide the formulas that are not presented in [13] .
The general idea of this approach is to write the first term on the right-hand side of (13) in the form (15) where the appropriate spherical, i.e., 2μ-periodic and fulfilling
characteristic function is depending on the main direction of the translation If one utilizes the anterpolation version of [10] , then the weights must also be incorporated to the translator at this stage.
The definitions of these functions are presented in Appendix A along with the formulas for the coefficients of the required Fourier series. The required sampling rates for the translator arẽ
andÑ
where m = 0, . . . ,M, acc is the requested accuracy (i.e., the relative error should remain below 10 −acc ), exporder the function presented in [9] and
Now, the translator can be built according to the diagram depicted in Fig. 2 . It should be noted that order M is the one used in the sampling of outgoing/incoming field patterns in θ -direction as presented in [9] 
for m = 0, . . . , 2M +M, and
for m = 0, . . . , 2M.
To summarize, translation of the propagating part in low, i.e., subwavelength, levels in TPE-MLFMA requires only that, in this particular case, the current poorly functioning Rokhlin translator is replaced with the one shown in (12) . However, efficient evaluation of the evanescent part in these levels is a more complicated operation. This will be considered in detail in Sections IV-VI.
IV. COMPUTATION OF THE EVANESCENT PART
Let us define a = 2 μ = kd . Change of variables [14] cos
The previous integral has the following property: if one assumes that wavenumber k and source distribution ρ in (7) are real valued, then integral (24) is also real valued, and this fact can be used to test the performance of the method described in Section III independently (i.e., without actually implementing the evaluation of the evanescent part) by simply investigating how accurately the imaginary part of Green's function is translated through the process presented in that particular section. This approach will be employed in the numerical tests in Section VII.
To evaluate integral (24), a suitable numerical integration scheme is required. In parameter ϕ, we employ a trapezoidal rule with 2Ñ + 1 sampling points. On the other hand, with respect to parameter s, we utilize a generalized Gaussian rule derived from the algorithm created by Yarvin and Rokhlin [15] . The sampling points sm and weights wm, m = 1, . . . ,M, and also orderÑ for the ϕ-integral, are available at https://users.aalto.fi/kwallen/equad, see also [13] . It should be noted that the size of the out-to-in-translation region affects the chosenM andÑ . The ones given by equad are for the standard translation region. Let us denote the sampling points witĥ
Integral (24) can then be evaluated with
V. FAST EVALUATION OF PLANE WAVE SAMPLES FROM MULTIPOLE SERIES COEFFICIENTS
In this section, efficient computation of plane wave samples from multipole series coefficients, see (44) below, is investigated. The method presented by Bogaert et al. [11] is derived in a detailed way, and then from (55) onward the algorithm is extended to a new faster version, see diagram (62) at the end of the section.
Let us begin by defining multipoles
where r = |r|,r = r/r , h (1) n is the spherical Hankel function of the first kind, j n is the spherical Bessel function of the first kind, and Y n,m is the normalized spherical harmonic defined by
where 0 ≤ m ≤ n r = cos ϕ sin θê 1 + sin ϕ sin θê 2 + cos θê 3
For negative indices, we set
Function P m n in (32) is the associated Legendre polynomial, or Ferrers function, as defined in [16, Ch. 14] . It should be noted that, for fast evaluation, definition (32) is not efficient, but rather alternative recursive formulas should be utilized, see [12, Appendix] .
Green's function can be written in terms of multipoles [17] 
where identity (35) was used. This representation can be written as an outgoing multipole series, with additional normalization coefficient [4] , t out := 2 μ, added to the formulas results in
where the normalized coefficients arê
The normalized coefficientsâ ∞ nm for the corresponding the far-field representation are then obtained with the following formula [17] :â
i.e., one can then write in the case where the source in the cube consists of only one source point located at r
From Jacobi-Anger expansion [17] 
identity (35) and addition theorem [17] n m=−n
follows another useful expansion
which holds for any unit vectork(θ, ϕ) ∈ R 3 . However, assuming thatk ·k = 1, which is always the case for (5), (43) holds even with the complexified θ . The samples of the outgoing far-field pattern (40) can be computed from the following formula:
In this representation, order N can be chosen as determined by function evaorder(, acc) presented in [14] . In order to obtain formula fork
used in (44), let us investigate (12) . One can write
where the rotation matrices are
Now,ê 3 ·ŝ R p D > 0 holds, and one can utilize pointskmñ, see (25), by simply definingk
By denoting the matrix that rotates a vector by angle α around axisû with R(α,û), one can further write [11] 
where [18] is defined by the following formula:
where R ∈ R 3×3 is a rotation matrix. Equation (44) can then be rewritten by utilizing the defined rotations and Wigner rotation matrix (50) as follows:
Rotation aroundê 3 is diagonal, given by the following formula [11] :
and so (51) can be written as
This formula was presented by Bogaert et al. [11] . However, one can observe now that representation (54) can be developed further into According to (32), the far-field pattern (55) has the form
Since the chosen multipole series order N and the plane wave sampling rate in ϕ-directionÑ , see (26), are relatively close to each other, at least in the subwavelength levels, the major part of the computation typically takes place in the middle term of the right side of (57). The derived formulas can be used to speed up the computations simply because the middle term in question can be computed efficiently with ifft, see Appendix B, by first assembling vector
and then computing for a givenm
Equation (57) becomes then
Therefore, the computation of the plane wave samples starting with the outgoing normalized multipole series coefficients can be performed efficiently according to the following diagram:
VI. FAST EVALUATION OF THE COEFFICIENTS OF THE INCOMING MULTIPOLE SERIES FROM THE SAMPLES
After the translation operation, each cube has six incoming sample pattern sets that must be converted into one incoming multipole series coefficient set. A new efficient version of this operation is derived in this section, see diagram (79) at the end of this section. To improve the stability of the described process, a suitable normalization coefficient t in is added to the formulas. From formulas (24), (29), and (43), it follows that
where see (35)
Let us denote, following (39),
Then, the normalized coefficients for the incoming multipole series can be computed, see (49), with the following formula:
wherewm are the numerical integration quadrature weights defined in Section IV. To simplify notations, let us further denoteṼ
Since the following identities
hold for any rotation matrix R, coefficientsb ∞ nm can be written aŝ
Combining this with (66) yields
One can further simplify this into
Let us then denote
where (35) has been utilized, yielding
where q = m mod 3. The required coefficients d
nm can, in turn, be computed from the following formula: Fig. 3 . Setup for the aggregation and disaggregation in the experiments. Note that the eight small cubes (blue) are not in correct scale compared to the large one (black). To aggregate field from the small cubes to the large cube requires 12 interpolation steps.
For the case −Ñ ≤ m ≤Ñ , the calculations can be made faster by first computing vectors, see Appendix B
and then utilizing these to compute the coefficients for para-
Thus, the computation of incoming multipole series coefficients starting with the incoming plane wave samples can be performed with the following diagram: (2,+1) ) V (k (3,−1) ) V (k (3,+1) )
VII. NUMERICAL RESULTS
The first test verifies that the process described in Section III works as anticipated. This was done by investigating the following test setup: first 6 3 source points were placed in a regular lattice from corner to corner inside each of the eight small (side length λ/8192) cubes shown in Fig. 3 . Each point i was also assigned with a random source ρ i ∈ R, see (1) . The outgoing field patterns were then aggregated to the large (side length λ/2) cube in 12 separate interpolation steps
Then, the out-to-in-translation presented in Section III and shown in Fig. 4 was performed, followed by the 12-step disaggregation process, and finally, the field in the target points (8 cubes with 6 3 points in each) was evaluated and stored in result vectorf. It should be noted that, in this particular test, we only compare the imaginary part of the translated field, see (1) , to the accurate one, as was explained in Section IV. The obtained results, i.e., the relative error defined by the following formula
where vector f contains the directly computed values, which are presented in Fig. 5 as function of the chosen accuracy parameter acc.
One can clearly observe that the described process works as anticipated and that it also allows full numerical error control for the translation of the propagating part.
Next, the evaluation of whole (1), employing the processes from Sections III-VI, was examined in the same test case. In Fig. 6 , the relative error
is depicted, and in Tables I and II, [11] chosen accuracy and level is due to the sensitivity of the utilized fft-library to the length of the processed vectors, see (60) and (77). No attempt to optimize parameterÑ in order to improve the CPU time was done in the results shown in Tables I and II. VIII. CONCLUSION
In this paper, some improvements to the broadband TPE-MLFMA based on the use of a spectral translator in lower levels were suggested. A fast algorithm for computing the plane wave samples from multipole series coefficients was presented including the corresponding reverse version. These improvements were derived in detail, and the efficiency was demonstrated with simple examples. These significantly improved conversion algorithms are essential building blocks for developing an efficient and at the same time numerically error controllable MLFMA engine suitable for medium-size problems that can be solved in workstation-type computers. We have observed that, in the case of surface integral equation formulations with less than 1 million elements, at least half of the CPU time required for one matrix-vector product is actually still spent on the conversion process, even with the presented improved formulations. 
Then, the sample vector s can be computed efficiently from coefficient vector a with the following formula:
In ( 
