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Abstract. This paper presents an approach to the calibration of ecological 
models, using intelligent agents with learning skills and optimization 
techniques. Model calibration, in complex ecological simulations is typically 
performed by comparing observed with predicted data and it reveals as a key 
phase in the modeling process. It is an interactive process, because after each 
simulation, the agent acquires more information about variables inter-relations 
and can predict the importance of parameters into variables results. Agents may 
be seen, in this context, as self-learning tools that simulate the learning process 
of the modeler about the simulated system. As in common Metaheuristics, this 
self-learning process, initially involves analyzing the problem and verifying its 
inter-relationships. The next stage is the learning process to improve this 
knowledge using optimization algorithms like Hill-Climbing, Simulated 
Annealing and Genetic Algorithms. The process ends, when convergence 
criteria are obtained and thus, a suitable calibration is achieved. Simple 
experiments have been performed to validate the approach. 
Keywords: Ecological Modeling, Calibration, Intelligent Agents, Simulation 
Models, Uncertainty Analysis, Metaheuristics.  
1 Introduction 
The rapid progress achieved in computers hardware and software development in the 
last decades, have exponentially increased the usage of mathematical models across 
almost all fields of science, and simulation is now widely used to test or predict 
researchers’ theories. This is particularly relevant in the fields of physical, chemical, 
biological, ecological and environmental sciences, health and weather forecast 
domains. 
Models are simplified views of processes and are used to solve scientific or 
management purposes. Modelers try to translate the actual knowledge about system 
processes, formulated in mathematical equations and components’ relationships, 
focusing in the processes the researcher is interested in and omitting some or many 
irrelevant details that aren’t important for the problem in consideration [6]. However, 
these omitted details may have a strong influence on the predicted results produced by 
the model [16]. 
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Models are intensively used in theoretical and applied Ecology. Simulation models 
of complex ecological processes are increasingly constructed for use in both the 
development of ecological theory and the analysis of environmental questions. Such 
models can never be validated due to the limited observation of system dynamics 
[13]. They can, however, be assessed to investigate deficiencies in the relationships 
they define between ecological theory, model structure, and assessment data [18][16].  
This study is related with ecological models of aquatic systems, for two main 
reasons: first, the diversity of components involved (like physical processes include 
flow and circulation patterns, water temperature, settling of planktonic organisms, 
among others), leaving to a complex ecological models, because of its interactions 
and dependencies. The second reason, the existence of a real simulator for coastal 
ecosystems – EcoDynamo [8], that permits to explore ecological models, for different 
point of view or interest (e. g. fishing, tourism, aquaculture, harbor activities, sports, 
etc.). 
In the last century, human population migrates intensively from inland to coastal 
boundaries and, nowadays, 60% of the world lives within 60km from the sea. So the 
correct management of the coastal zones is very important for the environment 
balance, and sustainable development [4]. 
Computer Simulation is a powerful tool in evaluating complex systems, like 
Coastal ecosystems. These evaluations are usually in the form of responses to “what 
if” questions. Practical questions, however, are often of “how to” nature. “What if” 
questions demand answers on certain performance measures for a given set of values 
for the decisions variables of the system. “How to” questions, on the other hand, seek 
optimum values for the decision variables of the system so that a given response or a 
vector of responses are maximized or minimized [2][19]. 
Using simulation as an aid for optimization presents several specific challenges. 
Some of these issues are those involved in optimization of any complex and highly 
nonlinear function. Others are more specifically related to the special nature of 
simulation modeling. Simply acknowledged, a simulation optimization problem is an 
optimization problem where the value of the objective function (objective functions, 
in case of a multi-criteria problem) and/or some constrains, can only be evaluated by 
computer simulation, and its validity made by compare it to real data. However, these 
functions are only implicit functions of decision parameters of the system. In sum, 
these functions are often stochastic1 in nature as well. 
Considered these characteristics in mind, for example, the objective function(s) and 
these constraints are stochastic functions of deterministic decision variables. These 
leave a major problem in estimation of even approximate local derivatives. 
Furthermore, this work against even using complete enumeration because based on 
just one observation at each point the best decision point cannot be determined. This 
is a generic non-linear programming problem. 
However, advantages in using simulation optimization, for example, in stochastic 
systems, like ecological ones, the variance of the response is controllable by various 
output analysis techniques. Other main strength in using optimization techniques, 
                                                           
1
 Stochastic - A process with an indeterminate or random element as opposed to a deterministic 
process that has no random element. 
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reflect the constant change of objective function or constraints from one interaction to 
another to reflect alternative designs for the systems [19][13]. 
Those optimization techniques or Metaheuristics can be more intuitive, if previous, 
by observing simulated model runs, we learn how variables interact, and the 
sensitivity of tune parameters values. In this case, optimization techniques don’t test 
in all space available, but in sub-space of pre-known validation [20]. 
The paper is organized as follows: the next section describes in more detail the 
problem in analysis; section 3, introduces and presents the key features of some 
known Metaheuristics: hill-climbing, Simulated Annealing and Genetic Algorithms; 
section 4 presents the architecture of the multi-agent simulation system, and its 
components; section 5 focus into Calibration Agent and it’s methodology applied to 
an ecological model; the paper concludes with some conclusion and analysis of the 
project current state and pointers to future work. 
2 Problem Statement 
One of the problems related in simulated modeling is the lack of fitness in results 
produced and the real data sets, because a model represents a wider view of reality, in 
this particularly case, an ecosystem. All models are translated by mathematical 
formulas, in which main variables are represented. The validation formulas process, 
are made by specialist, whose sensibility and comprehension on ecological systems, 
result into better fit to real ones. 
The formula validation process made by specialist, basically consist into change 
parameters values, and compare the result variables with observed data. It is a 
methodic process of recombination values into optimal results. 
When models became complex, with various formulas, parameters and variables, 
that can be combine or reused, the process of tuning became complex and time 
consuming. In these cases, use of Parameter Optimization and Simulation 
Optimization became one of best problem solution. 
An optimization problem normally consists on trying to find values, of free 
parameters of a system, in which objective function is maximized (or in some cases 
minimized. 
Several problems resolutions can be made by searching the best configuration set 
of parameters, which fulfill the goal (or some goals). The goal is either to minimized 
or maximized some quantity. This quantity is express by a function f, of one or more 
variables known as the objective function. 
Variables that can change in the quest for optimality are known as the decision 
variables. If goal is to minimize then f is known either as the cost function or the 
penalty function. In opposition, when the goal is maximization, f is referred as the 
benefit function or utility function. 
These problems, classified into optimizations problems, are important in both 
theoretical and practical domain. In some case, the values of decision variables can be 
specified through a number of conditions - the constraints. For example, the range 
number in a variable can be considered as constraint, in which function f must take in 
consideration. 
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The search space of a problem is defined as the set of all candidate solutions. 
Each candidate solution is express by an instantiation of decision variables, and 
therefore by a quantity or objective function result. It is considered feasible solution 
or just a solution, if a candidate satisfies all constraints of the problem. The search 
space is formed by all feasible solutions.  
Simulation Optimization procedures are used when our objective function can only 
be evaluated by using computer simulations. This happens because there is not an 
analytical expression for our objective function, ruling out the possibility of using 
differentiation methods or even exact calculation of local gradients. Normally these 
functions are also stochastic in nature, causing even more difficulties to the task of 
finding the optimum parameters, as even calculating local gradient estimates becomes 
complicated. 
Running a simulation is always computationally more expensive than evaluating 
analytical functions thus the performance of optimization algorithms is crucial. 
Theoretical problems with calibrating complex models is highlighted by Villa et al. 
[19] who developed and applied a computer aided search algorithm for exploring 
model parameter spaces, and compared these explorations against more usual 
methods of calibration such as eyeballing, hill climbing and Monte Carlo 
experiments. Villa et al. [19] found that as the number of unknown parameters 
increases, the number of areas that can be discriminated within the parameter space to 
fit the same observed data is also increasing. When less is known of a modeled 
system, systematic calibration of complex models will reveal more potential 
solutions. Consequently, non systematic calibrations, such as ‘eyeballing’, have been 
inconclusive as methods for exploring the total potential parameter space. 
3 Optimization and Metaheuristics 
There are several situations where one has to deal with problems of growing 
complexity. These problems arise in diverse areas of knowledge. Often, the problem 
to be solved can be expressed as an optimization problem where, for each particular 
instance, the goal is to find a solution which minimizes (or maximizes) a given 
objective function [5]. 
Optimization problems are commonly divided into two main categories [5]: those 
where solutions are encoded as real numbers; and those where solutions are encoded 
as discrete values. Amongst the later class, a prominent group is that of combinatorial 
optimization problems, where the objective is to find an optimal combination of 
solution components from a finite (or possibly countable infinite) set. 
For some optimization problems either there is no knowledge how to definitively 
find a global optimum or the known algorithm has no practical usefulness due to its 
computational effort. They are known as being of difficult optimization [1][14][7]. 
For such cases, approximate algorithms play an important role [16]. Although they 
not (generally) guarantee that a global optimum would be found, they are (usually) 
able to find sub-optimal solutions within small time budgets. 
For discrete problems several heuristics have been developed along the years in 
order to produce high quality solutions. The majority of them were conceived to solve 
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a particular problem. Thus, some of the considerable effort putted in the development 
and refinement of such heuristics is more likely to be wasted if a (slightly) different 
problem has to be solved. 
Metaheuristics are algorithmic frameworks that, at some extent, can be applied to a 
multiplicity of problems without major modifications [5]. They are in fact general 
high-level heuristics that guide an underlying search strategy in order to intelligently 
explore the solution space and return high quality solutions. 
3.1 Hill-climbing 
One of the principles behind Metaheuristic, is the definition of a neighbourhood leads 
to the definition of locally optimal solutions, or simply local optima. A local optimum 
is a feasible solution whose objective function is optimal in respect to a given 
neighbourhood, i.e. none of its neighbours have a better evaluation of the objective 
function [14].  
The most obvious local search strategy is iterative improvement (known as hill-
climbing in the case of maximization). Given an initial solution and a neighbourhood 
relation, the iterative improvement strategy moves to a neighbour if and only if it 
corresponds to an improvement of the objective function. The search process 
continues from the found better solution and iterates until no improvement is possible. 
The algorithmic skeleton of iterative improvement is depicted in figure 1. 
 
Fig. 1. Hill-Climbing Algorithm. 
3.2 Simulated Annealing 
Simulated Annealing (SA), also known as Monte Carlo annealing and statistical 
cooling, is a stochastic local search metaheuristic. It was one of the first algorithms 
incorporating an explicit mechanism to escape from local optima [7].  
Its motivation arises from the physical annealing of solids. Annealing is a thermal 
treatment applied to some materials (e.g. steel, brass, glass) in order to alter their 
microstructure, affecting their mechanical properties. The annealing process starts by 
initially raising the temperature of a substance to high values (melt point). At this 
state the particles of the substance are arranged randomly. Then, carefully proceeds 
with a slow cooling process spending long times at temperatures in the vicinity of the 
freezing point. This process allows the substance to solidify with a crystalline 
structure, a perfect structure that corresponds to a state of minimum energy – the 
ground state. 
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 Fig. 2.  Simulated Annealing Algorithm. 
SA uses the physical annealing analogy to solve optimization problems [7]. In this 
analogy, the candidate solutions of the optimization problem have correspondence 
with the physical states of the matter, where the ground state corresponds to the global 
optimum (minimum). The objective function corresponds to the energy of the solid at 
a given state (see figure 2). The temperature initialized to a high value and then 
decreased during the search process, has correspondence, into some extent, to the 
iteration count. 
The fundamental idea of SA is to make a walk based on a local search strategy but 
allowing accepting solutions worse than the current one. This provides the algorithm 
with a good mechanism to escape from local optima [7]. 
3.3 Genetic Algorithms 
Genetic algorithms are adaptive methods, which may be used to solve search and 
optimization problems [23][1]. They are based on the genetic process of biological 
organisms. Over many generations, natural populations evolve according to the 
principles of natural selection, i.e. survival of the fittest, first clearly stated by Charles 
Darwin in The Origin of Species. By mimicking this process, genetic algorithms are 
able to evolve solutions to real world problems, if they have been suitably encoded 
[23]. 
Before a genetic algorithm can be run, a suitable encoding (or representation) for 
the problem must be devised. A fitness function is also required, which assigns a 
figure of merit to each encoded solution. During the run, parents must be selected for 
reproduction, and recombined to generate offspring (see Figure 3). 
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Fig. 3. Genetic Algorithm. 
Termination conditions of the algorithm can vary. If there is a known optimal value 
to the fitness function an obvious choice is to stop when that value is reached (or at 
least within a given precision). However this criterion has usually to be extended due 
to several factors: the optimal value is unknown, there are no guarantees to reach the 
optimal value within a given time limit (or there are no guarantees at all). So, 
termination condition has to include some condition that indubitably stops the 
algorithm. 
4 Simulation System Architecture 
The simulation system framework, named EcoSimNet, was built to enable physical 
and biogeochemical simulation of aquatic ecosystems [8][9][10][11][12][3].  The core 
application, the simulator EcoDynamo [8], is an object-oriented program application, 
built in C++ and is responsible to communicate between model classes and the output 
devices where the simulation results are saved. The simulated processes include [9]: 
• Hydrodynamics of aquatic ecosystems – current speeds, and directions; 
• Thermodynamics – energy balances between water and atmosphere and 
water temperature; 
• Biogeochemical – nutrient and biological species dynamics; 
• Anthropogenic pressures, such as biomass harvesting. 
 
Fig. 4. Agent-based Simulation System Architecture. 
Figure 4 defines the EcoSimNet architecture. The simulator has a graphical 
interface, where users can interact with ecological model properties: definitions as 
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morphology, geometric representation of the model, dimensions, number of cell, 
classes, variables, parameter initial values and ranges. The user have the power to 
choose the model, which classes it simulates, the period of time simulated, and the 
period of time to output results for file or chart. The output files are compatible with 
major commercial software, for posterior treatments and the charts are generated by 
MatLab®. 
Each model is influenced by its class, objects that represent real entities behavior, 
like wind, tidal current, dissolved substances, etc. Different classes simulate different 
variables and processes, with proper parameters and process equations. All data are 
kept in database files, for posterior comparison with observed data. 
This framework has the capacity to extend functionalities by adding 
external/remote applications (typically the Agents)[21]. All applications 
communicate with simulator by a TCP/IP communication protocol using ECOLANG 
language [12] (the EcoSimNet protocol), defining all semantic messages necessary for 
management and simulation domain. Allow the interaction between ecological 
simulation experiments and several agents, representing either users of the system 
under simulation or applications designed to perform specific modeling tasks. 
All Agents can do the same tasks as the users do with the simulator (start/stop the 
model simulation runs - start, stop, pause, restart and step – select classes, collect 
variables to output). 
The visualization application interacts with simulator, representing graphically 
(2D or 3D) the morphology and stakeholders agents’ interaction. The user can see 
information valid about classes simulated in some unit space (so called boxes).  
5 Calibration Agent 
Several procedures for automatic calibration and validation are available in the 
literature, like the Controlled Random Search (CRS) method [16] or the multi criteria 
model assessment methodology, Pareto Optimal Model Assessment Cycle (POMAC) 
[14]. However, these procedures do not capture the complexity of human reasoning in 
calibration process. They try to explore all search spaces, leaving to computer time 
consuming without best results. 
The Calibration Agent (CA) is an Intelligent Agent [15][22] that communicates 
through the EcoSimNet protocol with the simulation application, assuming control 
over primary tasks around model understanding (ie. read/change model parameters, 
run simulation, collect results, etc…). Its purpose is to tune model equation 
parameters in order to fit the model to observed data, towards model calibration and 
validation.  
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 Fig. 5. Calibration Agent System Architecture. 
All communications are made with simulator, using ECOLANG messages to 
compute input/outputs for the model loaded by application.  
The CA acquires knowledge about the behavior of the system processes in five 
steps (see figure 5): 1) Simulator loads from Database Model, the schema and initial 
parameters values for model equation, 2) CA acquires the list of parameters and their 
values, 3) change the values of the parameters, using some knowledge based 
techniques, 4) run simulation model and 5) compare the lack of fitness between 
variables values simulated and observed ones.  
The process finishes when the criteria of convergence is obtained or the user, in the 
graphical interface, stops the optimization. The user can save the parameter’s vector 
of values, into the model database (Model Parameters Values Database), to load it in a 
new optimization, like the first step of the process.  
This process is interactive, and its success depends, almost completely on the 
process of selecting the right parameter and their correct values. For this reason, the 
use of intelligent agents makes all the difference, because of its capacity of learning 
and change its strategies at any time of the computing cycle. 
The knowledge about the behavior of all system processes, until these days 
restrained for the experts, or “modeler” in the traditional calibration process, shall be 
used to guide the selection of new values for the parameters contained in different 
mathematical relationships. It is important to understand the flow inside mathematical 
expressions for better calibration. From simulator, CA only knows the model classes 
(entities simulated), the variables (result from expressions) inside them and the values 
of the parameters. In the present system, the CA, learn knowledge model in three 
phases [9]: 
• Capturing relationships among classes and inter-variable; 
• Analyzing the intra and interclass sensitivity of different variables to 
different parameters and among variables; 
• Iterative model execution (run simulation), measuring model lack of fit, 
adequacy and reliability, until a convergence criteria is obtained.  
These phases make the methodology more robust with the minimal understanding 
of model flow, and can be transposed to others models. The complete calibration 
procedure is show in Figure 6. 
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 Fig. 6. Calibration Agent Procedure diagram [9] 
The first step in CA is choosing the model to tune. This task became simplified, 
because the model loaded, for CA, is choosed by user interface in the simulator, and 
all extern modules read the same model.  
Step1 and 2 from the diagram represent the understanding phase model. In these 
steps relationships matrix for classes and variables inside the same class and inter-
class are constructed. 
How can the CA know for each class variable, the interaction with others 
variables? This process is simplified because there are 2 internal simulator messages 
that reveal relationships: Inquiry and Update methods. Each class that interacts in 
ecosystem could know the values of variables in others entities – using the Inquiry 
method. If some class influences another uses the Update method for change some 
variable value in the other class, like in predator/prey model, where one class 
influences the other and vice-versa [6]. 
After this acquisition information or knowledge, by run model simulation for some 
period of time, the agent has in its power the minimal understanding how the entities 
model flow in the simulation.  
After this phase the tuning process begins, applying the Metaheuristics algorithms 
related above. The optimization algorithm runs in search the adequate parameters 
values, not randomly but following the matrix of relationships constructed prior. The 
choice of optimization algorithms is influenced by the number of variables/parameters 
unknown that the model deals. Each optimization algorithm is tuned and combined 
with another Metaheuristics technique, to give the best values, in the valid time 
period.  
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6 Conclusions and Future Work 
Model calibration is performed by comparing observed with predicted data and is a 
crucial phase in the modelling process. Because it is an iterative and interactive task 
in which, after each simulation, the expertise (or modeller) analyses the result and 
changes one or more equation parameter trying to tune the model, this “tunning” 
procedure requires a good understanding of the effect of different parameters over 
different variables. This is particularly painful in the simulation of ecological models, 
where the physical, chemical and biological processes are combined and the values of 
various parameters, which integrates the functions of the processes, are only estimated 
and may vary within a range of values commonly accepted by the researchers. 
Using a calibration agent for model tuning enables full automate a very complex 
and tedious problem to solve manually, and without change the simulation code 
application. Because it is an agent, it can “live” abroad of core simulation and it is 
easier to upgrade the parameter tune techniques. 
With this approach, we considered that some knowledge is gained into step 1 and 2 
of the agent procedure diagram, but it is not trivial to compare the influence of 
parameters in variables between classes.  
Simple controlled experiences have been made to test the validity of this approach 
for model calibration. However in terms of Metaheuristics, and model complexity, we 
can take result of other optimization techniques, like reinforcement learning.  
The result of this work will be applied in the calibration of the Ria Formosa 
(Algarve) ecological model, in the context of ABSES project. 
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