Abstract: System identification, in practice, is carried out by perturbing processes or plants under operation. That is why in many industrial applications a plant-friendly input signal would be preferred for system identification. The goal of the study is to design the optimal input signal which is then employed in the identification experiment and to examine the relationships between the index of friendliness of this input signal and the accuracy of parameter estimation when the measured output signal is significantly affected by noise. In this case, the objective function was formulated through maximisation of the Fisher information matrix determinant (D-optimality) expressed in conventional Bolza form. As setting such conditions of the identification experiment we can only talk about the D-suboptimality, we quantify the plant trajectories using the D-efficiency measure. An additional constraint, imposed on D-efficiency of the solution, should allow one to attain the most adequate information content from the plant which operating point is perturbed in the least invasive (most friendly) way. A simple numerical example, which clearly demonstrates the idea presented in the paper, is included and discussed.
Introduction
The choice of an input signal used for actuation of the system is critical in the task of model building and parameter identification. System identification is the process of constructing an accurate
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and reliable dynamic mathematical model of a system from observed data and available knowledge. It is a common practice to perturb the system of interest and use the resulting data to build the model [1] [2] [3] . The accuracy of parameter estimates is increased by the use of optimal excitation signals [4, 5] . The pertinence of a model is the critical factor for proper tuning of a controller, usually performed as a model-based optimisation task. An inaccurate model can significantly influence the performance of the control loop, and finally deteriorate the quality of the plant product. The control performance assessment has a large impact on the economic aspect of the production process. It was found that about 66%-80% of the advanced control systems are not able to achieve the desired performance [6] . Therefore, some authors have proposed improved minimum entropy control strategies [7, 8] . This improved minimum entropy criterion, which consists of entropy, mean value of tracking error and control energy constraint is minimised. Particular industries, such as petrochemical and refining industries, rely almost exclusively on system identification as the principal means for obtaining static and dynamic models for advanced control applications. In model identification for automatic control purposes, outlying data have a great impact on accurate parameter estimation. The robust experimental design methods have been applied to problems containing both static and dynamic systems identification [9] . For static systems, for which the response surface is known up to vector of parameters and the errors have an unknown density, the minimum entropy parametric estimator should be considered [10, 11] . The idea of such an approach is to minimise the estimated entropy of the distribution of the residuals. The novel prediction error parameter identification algorithm based on the concept of the Gibbs entropy has been presented in [12] .
The input design problem with respect to the intended model application, which is often a control task, has received considerable attention in the last two decades [13] [14] [15] [16] [17] . It was reported that model development accounts for about 75% of the costs associated with advanced control projects [18] . System identification, in practice, is carried out by perturbing processes or plants under operation. In many industrial applications a plant-friendly input signal would be preferred for system identification. Plant-friendly identification experiments are those that satisfy plant or operator constraints on experiment duration, input and output amplitudes or input rate [19] [20] [21] . Techniques for synthesising multi-harmonic signals with low crest factors, which are attractive from a plant-friendly perspective, have been reported in [1] . It was demonstrated that plant friendliness demands are often in conflict with requirements for accurate and reliable identification [22] . Hence, plant-friendly input design is inherently multi-objective in nature. There have been some reports on multi-objective optimisation based methods, applied to identification and control [23] [24] [25] .
However, the papers mentioned above present the optimisation methods of designing the parametric signals which meet the assumed friendliness criteria. In the experiments described in this paper we present different approach-a design of a plant-friendly input signal via the optimisation procedure with respect to the cost function D-efficiency constraint has been attempted. In some our previous works, in the design of optimal inputs for system identification the sensitivity of the state variable to the unknown parameter has been maximised. The case study results of optimal input signal design utilising Mayer's canonical formulation of the performance index for the inertial and torsional spring system were presented in [26] [27] [28] . In this study we present the formulation of the performance index for plant-friendly identification and assess the qualitative measure of accuracy of parameter estimation in a simple inertial system case study.
The remainder of this paper is organized as follows: in Section 2, the input friendliness factor is derived. In Section 3, the single weighted cost function method for a time domain input signal is presented. In Section 4, plant-friendly parameter identification of a system with respect to the D-efficiency constraint in the cost function is described. The formulation of the problem is presented in details in Section 5. The results of simulation experiments performed with the inertial system are shown and discussed in Section 6. Finally, some conclusions are presented in Section 7.
Input Friendliness Factor
In the paper the design of plant-friendly inputs for system identification with multiple unknown parameters is considered. In the design of optimal excitation signals for estimating more than one parameter, a suitable scalar function of the Fisher information matrix M must be selected as the performance criterion. The criterion, which is often used, is the trace of the matrix M, wherein the sum of diagonal elements of the Fisher information matrix is maximised. Other measures of identification performance are as follows [29] : Plant friendliness requirements can be imposed in the form of input rate constraints, input and output magnitudes and experiment duration. We focus on input rate requirements, i.e., the input move range has to be smaller than a pre-specified tolerance. For discrete input signals, a quantitative plant friendliness index in terms of the number of changes from one level to another has been proposed [30] . For a deterministic sequence, the input plant friendliness component Φi can be defined as: (1) where N is the total length of an input signal and nt is the total number of signal switchings. The above definition might be difficult to represent in the formulation of the optimisation problem. A closed form definition which retains the same intuitive appeal could be found in [21] :
where uk, k = 1, …, N is an input sequence. For a continuous system, the definition of input friendliness can be modified as follows:
In many industrial applications a plant-friendly multi-sine input signal would be preferred for system identification. A multi-sine input is a signal obtained by the addition of a finite number of harmonically related sinusoids and can be represented as:
where ki are monotonically increasing harmonic numbers ki ϵ N, i = 1, 2,..., Ni. The input friendliness factor is often expressed in terms of the peak factor Pf or the crest factor Cf:
where xmin, xmax, xrms denote the minimum, maximum and rms values of the signal respectively. For a specified amplitude spectrum {ai}, it is possible to synthesise an input signal with a low crest factor by using generalisation of the Polya's algorithm [31] .
Single Weighted Cost Function Method for a Time Domain Input Signal
We consider the problem of synthesising an optimal input in the time domain for plant-friendly identification. The system is described by the following state space model:
where x is a n × 1 state vector, u is a m × 1 input vector, y is a r × 1 output vector, v is a r × 1 measurement noise vector, A (n × n), B (n × m), C (r × n) are, respectively: state, input and output matrices of the system. The vector v is a zero-mean Gaussian white noise process:
where R (r × r) is the covariance matrix of the measurement noise. Let θ denote a k × 1 vector of unknown parameters to be estimated which is related with state space matrices A, B and C of the system. The Fisher information matrix (FIM) is defined as:
In order to maximise tr(M), let us define the augmented [(k + 1)n × 1] state vector [4] :
where xθi = ∂x/∂θi. Then the state equation can be written as:
where the (k + 1)n × (k + 1)n matrix Aa and the (k + 1)n × m matrix Ba are given by:
where Aθ = ∂A/∂θi and Bθ = ∂B/∂θi. In addition, we define Ca (rk × (k + 1)n) and R a −1
(rk × rk ) as follows:
Then the expression for tr(M), given by Equation (11), can be written in the form:
The objectives of the optimisation task should be as follows:
The cost function, which contains the input friendliness factor, can be expressed as:
where µ is the input friendliness factor constant. It must be noted that the time is not explicitly incorporated in the above cost function. Instead, the optimisation problem should be solved for different values of termination time. Let us introduce the input energy constraint:
Then, the cost function has the following representation:
The case where µ = 0 has been solved in literature [4] . The multi-objective optimisation problem, corresponding to µ ≠ 0, can be solved by the Euler-Lagrange method which results in the following two-point boundary-value problem: 
, and the boundary conditions are:
The above differential equations are integrated to give u(t), using the method of complementary functions. However, calculation of the plant-friendly input signal requires the knowledge of the system parameters A, B, C and noise characteristics R. A common technique is to design the optimal inputs based on an initial estimate of the model parameters and improving the choice of the parameter values by iterative identification and experiment design [14] .
The purpose of the current work is to formulate the optimisation problem for plant-friendly input design with respect to the D-efficiency constraint. In that way (i.e., by setting such a constraint to control the level of the D-optimality loss) we can obtain the friendliest input signal, reducing the rapid changes of the mass or energy inflow to the system.
Plant Friendly Identification Problem Formulation

Input Friendliness Factor Formulation
For a continuous system, the definition of the input friendliness index Equation (3) can be modified as follows:
The above plant friendliness factor maximisation is equivalent to minimisation of the following expression:
For single-input and single-output (SISO) systems, let us introduce:
and:
The above substitution can be interpreted as introducing the new state equation in the form:
where ζ1 is a parameter to be optimised. Then the plant friendliness index (24) can be modified as follows:
The above problem can be suitably modified by defining the plant friendliness index as:
subject to:
Introducing another state variable xn+2(t) = 1/c where ζ2 := 1/c, we have:
Then the problem (29) is equivalent to the canonical optimal control problem which maximises the performance index:
along with the inequality constraint:
The most suitable form to represent our problem is the Bolza functional form of the performance index, i.e., the sum of the terminal values of state variables and the integral of the control period. Such a typical form of the optimisation task allows obtaining the trajectory of the plant-friendly input signal with the use of one of existing software packages for solving numerically optimal control problems.
The D-Efficiency Constraint Formulation
The input signal employed in the identification experiment should simultaneously yield two results: acceptable accuracy of parameter estimates and making as spherical as possible the ellipsoidal confidence region of the estimates. Such a compromise can be reached applying an approach, which relies on the notion of the D-efficiency [29] . Any optimality criterion can be associated with the efficiency function, defined as a measure of the relative performance of any given experiment e compared to that of the optimal experiment e * . The D-efficiency, which may be considered as a measure of the D-suboptimality of given input (plant-friendly) trajectories, is specified by: (34) where k is the number of parameters to be identified, and e * stands for the D-optimal trajectories which can be determined earlier. Following the reasoning and derivations presented in [32] , we set a reasonable positive threshold η < 1 and impose the constraint on the D-efficiency value:
Such an approach will yield a D-suboptimal, yet reasonable solution. The inequality (35) is equivalent to the constraint:
where
The objective of such an experiment is formulated through maximisation of the FIM determinant (D-optimality) with respect to D-efficiency inequality constraint (36).
Plant-Friendly Identification with Respect to the Cost Function D-Efficiency Constraint
To illustrate the properties of the above approach to parameter identification, using the plantfriendly input signal and with respect to the assumed level of D-optimality, we have selected a simple first-order (inertial) object. The transfer function of an inertial model has the following form:
The problem of synthesising a plant-friendly input signal with respect to the D-efficiency constraint for an inertial system can be described by the following single input, single output state space model:
where x = x(t, a, b) and model parameters a and b are constant. The principle of the design of optimal input signals for system identification is to maximise the sensitivity of the state variable or the observation to the unknown parameter [4] . The justification for this approach is the Cramer-Rao lower bound, which provides a lower bound for the estimation error covariance. Providing this feature of the input, we obtain the parameter estimate or observation sensitivity which tends to be lowered for an optimal input:
The Fisher information matrix for the inertial model (38) can be expressed as:
where xa = ∂x/∂a and xb = ∂x/∂b. The problem can be suitably modified by defining the augmented state vector as [4] :
A plant-friendly input signal for the inertial system perturbation is formulated through maximisation of the Fisher information matrix determinant (D-optimality) and the plant friendliness index maximisation in the form of a conventional integral-criterion optimal control problem. The problem of synthesising an optimal input signal for an inertial system, utilising Mayer's canonical formulation of the performance index, has been solved in literature [26, 27] :
the FIM can be modified as follows:
where: 
The augmented state Equations (41), (42), (46-48), taking into account input friendliness factor formulation (27) , (31) , are given by: Then the equivalent optimal control problem utilising Mayer's canonical formulation, which maximises the performance index with respect to the D-efficiency equality constraint, is: 
where µ is the input friendliness factor constant and D is D-efficiency constant.
Note that in the above formulation v(t) (which is a derivate of the original control signal u(t)) acts as the input signal to the augmented system. We assumed the relatively wide range of the variability of v(t) to enable abrupt changes of the original control signal u(t), which is limited to the range of [−1, +1].
Experimental Results for the Inertial Case Study
For numerical solution of the above optimal control problems one of existing packages for solving dynamic optimisation tasks, such as RIOTS_95 [33] , DIRCOL [34] or MISER [35] , can be employed. We were employing the RIOTS_95 package, which is implemented in MATLAB, has efficient tools for solving the constrained problems of dynamic optimisation and can be easily merged with other MATLAB facilities (e.g., simulation of models developed in Simulink environment, with graphical user interface). All computations were performed using low-cost PC (Atom, 1.66 GHz, 1 GB RAM) running Windows 7 and MATLAB 7.12 (R2011a).
Optimal and sub-optimal signals were computed for nominal values of parameters: a = −1, b = 1 and with the termination time set as Tf = 10 s, using SQP algorithm. The system was assumed to be at the initial state x1(0) = 5, the initial value of the control signal was chosen as u(0) = 1. The equations describing the system dynamics were integrated using the fixed step-size fourth-order Runge-Kutta method with grid intervals of 0.2 s. The D-optimal input signals obtained for different desired values of the D-efficiency constant D (according to Equation (36)) are shown in Figure 1 . As the minimisation algorithms implemented in RIOTS_95 guarantee convergence only to a local minimum, we made use of the typical way to reduce the risk of "trapping", i.e., repeating the computations several times, starting from different initial conditions from the range [−2.5, 2.5] around the "nominal" initial state x1(0) = 5. The D-optimal excitation signal obtained when there was no constraint on the Defficiency value (i.e., the coefficient η = 1 in the inequality (35) ), is shown in black colour in Figure 1 . It corresponds to the optimal experiment e * , where the maximal possible value of the FIM determinant is obtained and in such a case the value Deff = 100%·Deff, opt. The control signals obtained for decreasing values of D-efficiency from the interval [75%, 100%] of its maximum value are shown in Figure 1 . As we can see, when the desired value of D-optimality decreases, the shape of the optimal input signal substantially changes. While for the optimal experiment (in the sense of Equation (35)) there are the abrupt changes of the input, the control signal obtained for Deff = 75%·Deff, opt is almost constant, so the plant friendliness index increases to the value close to 1. The corresponding values of FIM determinant and plant friendliness index are displayed in Table 1 . The signals u(t) computed for different values of D-efficiency as solutions of the optimisation task (50) with the set of constraints (51), were then used as inputs in the parameter identification procedure. Figure 2 summarises the flow of information in the system identification process: we act on the physical system through the input u(t) and collect information through the observations of its output y(t). The presence of the white noise with different variance from the interval 0.0 ≤ σ Figure 3a shows the results with the input signal obtained for the maximal value of FIM determinant (i.e., Deff = 100%·Deff, opt), the successive figures show the results (for the same combinations of initial states and noise variance) with the input signals were computed when a certain loss of D-optimality was assumed as (Deff/Deff, opt = 90%, 80% and 75%, respectively).
Analysis of the confidence regions of the inertial model parameter estimates confirms the following regularities. The optimal input signal, obtained for Deff/Deff, opt = 100%, yields the minimal volume of the ellipsoidal confidence region of parameter estimates. When the desired ratio of Deff/Deff, opt decreases (i.e., we accept bigger loss of D-optimality), the cluster occupied by the optimal values of identified model parameters increases its size-for the same initial conditions and noise characteristics as in the above experiment. Decreasing the desired ratio of Deff/Deff, opt yields the input signal, which is more "friendly" for the plant, i.e., in that way we avoid abrupt changes of the control valve settings (or, changes of mass and energy flows) in the real-life identification experiments. The purpose of this case study was to show that the requirements of high friendliness of the input signal and the accuracy of parameter estimation are, in some sense, opposite.
Conclusions
A plant-friendly input signal design problem for system identification was formulated in the paper and the method of the problem solution was outlined. In the presented approach the input signal is a solution of a dynamic optimisation problem, where the plant friendliness index is maximised, at the same time providing a guaranteed level of D-efficiency. The goal of the study was to find the dependencies between the friendliness of the input signal used for identification of system parameters and the accuracy of parameter estimation, closely related to a desired level of D-efficiency. The identification experiments were performed in the presence of white noise of different variance (from a relatively wide range of values), which influenced the system output. The results obtained in the experiments give a qualitative picture of robustness of parameter estimation to the disturbances (which occur in practice, e.g., due to inaccurate measurements of the output signal) when the system is excited by a signal of a certain friendliness index.
The simple first-order inertial system case study of plant-friendly input signal design with guaranteed D-efficiency was presented in the paper. The D-optimal input signals were obtained for different values of the D-efficiency constant D and the maximum value of the input friendliness factor µ. The experiments confirm that we can provide a compromise between the friendliness of the plant excitation in the identification process and the accuracy of estimates (observed as a reasonably small volume of the confidence ellipsoid) for a wide range of measurement noise at the system output. One of the most important steps in the approach presented in the paper was the transcription of the proposed problem formulation into an equivalent optimal control task expressed in the Lagrange form with the appropriate set of constraints. The optimal input trajectories were then computed using one of existing packages for solving dynamic optimisation problems. A plant-friendly input signal design for solving free final time parameter estimation problem will be presented.
