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Abstract— Due to infrequent and massive concurrent access
requests from the ever-increasing number of Machine-Type
Communications (MTC) devices, the existing contention-based
Random Access (RA) protocols such as Slotted ALOHA suffer
from the severe problem of Random Access Channel (RACH)
congestion in emerging cellular IoT networks. To address this
issue, we propose a novel collaborative distributed Q-learning
mechanism for the resource-constrained MTC devices in order
to enable them to find unique RA slots for their transmissions so
that the number of possible collisions can be significantly reduced.
In contrast to the independent Q-learning scheme, the proposed
approach utilizes the congestion level of RA slots as the global
cost during the learning process, and thus can notably lower the
learning time for the low-end MTC devices. Our results show
that the proposed learning scheme can significantly minimize the
RACH congestion in cellular IoT networks.
Index Terms— RACH congestion, Machine learning, collabo-
rative Q-learning, cellular IoT, MTC, Slotted ALOHA.
I. INTRODUCTION
The convergence of emerging fifth generation (5G) wire-
less communication technologies/infrastructures and Internet
of Things (IoT) vertical markets is leading to an enabling
platform for future connected communities. However, the ever-
increasing number of smart devices, connected sensors and
Machine-Type Communications (MTC) devices (forecasted by
IHS Markit to be around 125 billion by 2030) is putting
tremendous pressure on the 5G and beyond wireless system
designers to support extremely high device density up to about
106 devices per square kilometers [1]. Although current cellu-
lar networks are optimized for the traditional human-type traf-
fic, the incorporation of massive MTC (mMTC) devices will
lead to several challenges including Radio Access Network
(RAN) congestion, Quality of Service (QoS) provisioning,
ultra-low device complexity and limited battery lifetime [2, 3].
Out of these issues, this paper considers the RAN congestion
problem in ultra-dense cellular IoT networks, with a particular
focus on the Random Access Channel (RACH) congestion.
The RACH congestion problem in cellular IoT networks
may arise due to several reasons [3]. First, existing Random
Access (RA) protocols in LTE/LTE-A based cellular networks
are of contention-based nature and the number of available
preambles is limited. Secondly, the total number of concurrent
access requests from mMTC devices could become signifi-
cantly large [4] and several MTC devices may need to select
the same preambles at the same time, resulting in significantly
high number of collisions in the IoT access network. Thirdly,
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the access channel traffic from heterogeneous MTC devices
is usually highly dynamic and sporadic. On the other hand,
the existing contention-based protocols are highly inefficient
in supporting massive MTC devices [5], thus leading to the
need of efficient access protocols.
Towards addressing the RAN congestion problem in cellular
IoT networks, 3GPP has proposed several solutions including
access class barring and its variants, MTC-specific backoff,
slotted RA, separation of RA resources and paging-based RA
[6]. Besides, some other schemes such as prioritized RA,
grouped-based RA and code-expanded RA have been studied
in the literature [7]. Moreover, several novel RA schemes such
as coded random access and sparse code multiple access based
on compressive sensing-based multiuser detection are being
considered for the MTC systems [1]. However, most of the
existing congestion avoidance techniques are applicable for the
centralized systems and are reactive rather than the proactive
ones needed for the low-cost MTC devices. In this regard,
emerging Machine Learning (ML)-assisted techniques seem
promising since they can play significant roles in learning
system variations/parameter uncertainties and adapting system
parameters accordingly [8].
In the above context, some recent works have investigated
the application of ML techniques for RAN congestion problem
in various settings [9, 10]. Authors in [9] employed a Q-
learning mechanism to intelligently assign the access time-
slots to the MTC devices while the authors in [10] applied a
Q-learning algorithm to dynamically adjust the value of access
class barring factor allocated to each MTC device. However,
the direct application of the conventional ML techniques
in complex and dynamic wireless IoT scenarios becomes
challenging due to several underlying constraints such as
distributed nature, limited computational capability and small
memory size of MTC devices [11]. Among several ML tech-
niques, Q-learning is model-free, computationally simpler and
can be implemented in a distributed way [10, 12], thus being
suitable for mMTC devices.
In contrast to the random slot selection approach followed
in the conventional RA schemes such as Slotted ALOHA, Q-
learning enables distributed MTC devices to learn gradually
via the outcomes of their transmissions, and then finally to
find unique RA slots. This learning process avoids possible
collisions among MTC device transmissions, and subsequently
improves the network throughput [9]. However, the main issue
is its convergence time, which is crucial for low-end MTC
devices. Moreover, its application in the mMTC environment
needs to deal with multiple learning devices and cooperation
among them, which is mostly neglected in the existing works.
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Herein, we propose a collaborative distributed Q-learning
method to address the above-described RACH congestion
problem in cellular IoT networks by utilizing a congestion-
level based reward obtained from an eNodeB. Subsequently,
we evaluate the performance of the proposed collaborative Q-
learning mechanism by considering the Slotted ALOHA (S-
ALOHA) RA scheme, and compare with those of the cases
with independent Q-learning and without Q-learning in terms
of convergence time, throughput and collision probability.
II. SYSTEM MODEL AND PROPOSED FRAMEWORK
Figure 1 presents the considered cellular IoT scenario with
N number of MTC devices attempting to connect to an eN-
odeB for their data transmissions by following a frame-based
S-ALOHA scheme, in which a frame is divided into K number
of access slots. The eNodeB is responsible to coordinate the
RA strategies of the end-devices located within its coverage
area and is connected to a remote cloud-center/core network
via a high-speed link. We assume that MTC devices are
globally synchronized and listen to the RACH after receiving
synchronization signals from the eNodeB. Each device has
L data packets to transmit to the eNodeB and transmits a
single data packet in one slot of each frame without performing
carrier sensing. At the end of each frame, the eNodeB trans-
mits a feedback bit to indicate the corresponding transmission
outcome (empty, success or failure).
In the above system set-up, more than one MTC device
may select the same RA slot within a frame while following
random selection approach of the conventional S-ALOHA, and
this causes significantly higher number of collisions as the
device density increases in ultra-dense cellular IoT networks
[9]. To avoid this RACH congestion issue, we employ the
simplest Reinforcement Learning (RL) algorithm, i.e., Q-
learning mechanism in the resource-constrained MTC devices,
and propose a collaborative distributed approach by utilizing
the global cost information in the form of congestion level
broadcasted from the eNodeB.
As depicted in Fig. 1, each MTC node has individual Q-
values corresponding to every RA slots in the frame and
these values are updated based on the results of transmission,
i.e., success or failure. All MTC devices either start with
zero or random Q-values, learn gradually via the outcomes
of their transmissions, and then finally reach to the optimal
transmission strategy after finding unique slots for their trans-
missions. For example, the device D1 (Fig. 1) first randomly
selects the 2nd slot (which has the congestion level CL2
of 0.4) and attempts to transmit but gets a negative reward
of RCL = −0.4 with its failed transmission. Then, with
the methodology detailed later in Section III-B, Q-values are
updated with the Q-value at the 2nd slot being −0.04 and Q-
values for other slots being zero. In the next frame, D1 chooses
one slot randomly (let us assume the first one) out of the
slots having the maximum Q-values (zero in this case). This
learning process is adopted by all the devices and continues
till all the nodes find unique time slots for their transmissions.
III. PROPOSED COLLABORATIVE DISTRIBUTED
Q-LEARNING
In this section, we first provide a framework for the applica-
tion of Q-learning, and then present the proposed collaborative
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Fig. 1. System model for the proposed Q-learning framework in cellular IoT
networks.
distributed approach for the system model presented in Fig. 1.
A. Q-learning for RACH Congestion Problem
Out of widely-used ML techniques (supervised, unsuper-
vised and RL [11]), RL enables an MTC device to interact with
the environment and to learn from the previous experience in
the absence of a training data-set. The environment perceived
by a single IoT device can be usually described by a Markov
Decision Process (MDP). In this MDP modeling, at each time-
step, a device can change its state from the current state xt ∈
X to the next state xt+1 ∈ X by taking an action ut ∈ U based
on a transition probability function f(xt, ut, xt+1), and during
this transition, a device receives an instantaneous reward of
rt+1 ∈ R [13].
Given a certain policy pi, the expected return of a
state-action pair, Qpi(x, u) is given by; Qpi(x, u) =
E
(∑J
j=0 γ
jrt+j+1|xt = x, ut = u, pi
)
, where γ ∈ [0 1] is
the discount factor, and J denotes the length of one episode.
Subsequently, the optimal Q-function can be written as:
Q∗(x, u) = maxpi Qpi(x, u) and it satisfies the well-known
Bellman optimality equation. One simplest way of choosing
the action by a device is to employ a greedy policy which
selects the action with the highest Q-value at every state as
follows: pi(x) = argmaxuQpi(x, u). This is known as a Q-
learning process and the Q-value at each state is calculated by
using the following iterative procedure [10, 13].
Qt+1(xt, ut) = Qt(xt, ut) + αt[rt+1 (1)
+γmax
u
Qt(xt+1, u)−Qt(xt, ut)],
where αt denotes the learning rate applied at the tth time-step.
Next, we apply the above-described Q-learning algorithm
in the system set-up depicted in Fig. 1. Let Q(i, k) indicate
the preference of the ith node to transmit a packet in the kth
RA slot. After every data transmission, the new Q-value, i.e.,
Qt+1(i, k) is updated based on the previous Q-value and the
current reward by using the following relation
Qt+1(i, k) = Qt(i, k) + α(R(i, k)−Qt(i, k)), (2)
where α is the learning rate and R(i, k) denotes the reward
function, ∀i ∈ {1, 2, ....N} and ∀k ∈ {1, 2, ....K} for the ith
device in kth slot, which is considered to be binary in the
existing literature [9] and is defined in the following way.
R(i, k) =
{
+1, if transmission succeeds,
−1, otherwise. (3)
IEEE COMMUNICATIONS LETTERS (ACCEPTED FOR PUBLICATION) 3
The operation of Q-learning algorithm in our system set-
up can be explained in the following way. At the very
beginning, all Q-values are initialized to zero and each device
i randomly selects a slot k for its transmission. Then, each
device calculates the update of Q-value by using (2) after
observing its transmission outcome in the selected time slot.
Subsequently, at each instance of transmission, the device
selects a slot with the highest Q value. This learning process
continues till the convergence where all devices find unique
time slots for their transmissions.
B. Proposed Scheme for Cellular IoT Networks
The above-described standard Q-learning algorithm may
not be efficient for the considered cellular IoT scenario with
multiple MTC devices since it does not take the global view
of the network into account. To address this, collaborative
learning can be utilized by exploiting the global reward/cost
of the collective environment instead of only the individual
reward for a single device [14]. In this regard, we employ
a collaborative Q-learning by considering the instantaneous
reward/cost function at the devices and global reward/cost
function at the network-side to address the problem of RACH
congestion. In the considered scenario, the global reward can
be computed at the eNodeB and can be communicated to the
edge-side via the downlink channels. Based on this global
information and instantaneous reward calculated at the edge-
side, the device updates its Q-table and takes the decision on
the selection of the best action at a particular state.
In the Q-learning framework presented in Section III-A, the
learning IoT device has a binary reward, i.e., R = 1 when its
transmission goes through, and R = −1 when its transmission
fails. In other words, the learning MTC device becomes just
aware about whether a particular slot is congested or not based
on the outcome of its transmission and does not know about
the congestion level of that RA slot. To address this issue,
the proposed scheme takes into account of the congestion
level of the RA slots available from the eNodeB as a global
knowledge/cost and utilizes the varying degree of penalty
instead of just one-level penalty used in the independent Q-
learning based S-ALOHA.
We define the congestion level of a particular RA slot as
the number of MTC devices which concurrently selects this
slot while sending their connection requests to the eNodeB.
Let CL = [CL1, CL2...., CLK ] denotes an 1 × K vector
representing the congestion levels of K RA slots. Based on
this congestion level, the penalty function for the kth RA slot
is described as
C(k) =
1
N
CL(k), (4)
where CL(k) denotes the congestion level of the kth RA slot.
Then, for the proposed collaborative distributed Q-learning
scheme, the reward function from (3) is adapted based on the
congestion level in the following way.
Rcl(i, k) =
{
+1, if transmission succeeds,
−C(k), otherwise. (5)
Subsequently, the Q-value for the proposed scheme is
updated by using the following relation.
Qt+1(i, k) = Qt(i, k) + α(Rcl(i, k)−Qt(i, k)). (6)
TABLE I
COMPLEXITY COMPARISON OF MODEL-FREE AND MODEL-BASED RL
Method Sample Computational Space
Complexity Complexity Complexity
Model-based O(nβ4
2
log(n)) O(nβ5
2
log(n)) O(nβ5
2
log(n))
RL
Model-free O(nβ5
2
log(n)) O(nβ4
2
log(n)) Θ(n)
Q-learning
The complexity of ML techniques can be specified in
terms of sample complexity, computational complexity and
space complexity, depicting the number of samples and the
computational cost required to achieve a target performance
(e.g., -optimal solution), and the memory required at each
step of the ML algorithm, respectively. In Table I, we present
the comparison of model-free Q-learning applied in this paper
with the model-based RL (based on the analysis from [15]),
which requires the knowledge of transition probabilities of the
involved MDP process. In Table I, n denotes the number of
state-action pairs to achieve the -optimal solution with high
probability, and β = 1/(1− γ). It can be noted that the space
complexity of model-free Q learning is much lower than that
of the model-based RL and other two complexities are of the
same level in our formulation, where β = 1.
As compared to the independent model-free Q-learning, the
proposed collaborative Q-learning has no added computational
complexity at the device-side since the global cost value can be
broadcasted from the eNodeB by following the current cellular
protocols and the learning process at the device-side remains
same as illustrated in Fig. 1. Although the convergence of Q-
learning with a single agent to the optimal action-values has
been discussed in several existing works including [12], its
convergence to the optimal action-values in the multi-agent
environment has not been well understood and needs further
investigation.
IV. NUMERICAL RESULTS
Herein, we illustrate the performance of the proposed col-
laborative Q-learning scheme via numerical results by consid-
ering a frame-based S-ALOHA scheme (Framed S-ALOHA),
as an RA method in cellular IoT networks. To simulate
the learning-based framed S-ALOHA using MATLAB, we
consider the number of slots per frame, K = 400, the number
of transmitted packets per device, L = 100, which indicates
the number of packets assigned to each device at the beginning
of the simulation experiment, and the number of devices (N )
in the range of 100 to 600. The considered system size is
scalable with respect to the relation between K and N .
Figure 2 presents the throughput versus N for the follow-
ing three cases: (i) without Q-learning, (ii) independent Q-
learning with the binary reward, and (iii) collaborative Q-
learning with the contention-level based global cost. The Q-
table for the second and third cases are updated by using
(2) and (6), respectively. It can be noted that Q-learning
based framed S-ALOHA provides significant improvement in
the network throughput as compared to the case without Q-
learning. Another important observation is that when N > K,
the throughput performance decreases significantly for the
case of Q-learning based schemes and gradually for the case
without Q-learning. This is due to the reason that devices do
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Fig. 2. Throughput versus N for the framed S-ALOHA RA scheme with
and without Q-learning (α = 0.1, K = 400, L = 100).
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Fig. 3. Probability of collision versus N for the framed S-ALOHA with and
without Q-learning (α = 0.1, K = 400, L = 100).
not find unique RA slots in this situation and the collision rate
increases rapidly. While comparing the second and third cases,
the collaborative scheme performs better than the independent
Q-learning approach in the region where N > K.
Similarly, Fig. 3 shows the probability of collision (Pc)
versus N for the aforementioned three cases. It can be depicted
that Pc for the case without Q-learning increases almost
linearly with the increase in N , however, for the case of Q-
learning based schemes, its value remains significantly low
till the point where N = K, and then starts to increase
rapidly thereafter. Also, the Pc is noted to be lower for the
collaborative scheme than that of the independent Q-learning
in the region where N > K.
To illustrate the convergence of the employed Q-learning
schemes, we plot the total Q-value versus the number of
iterations for two values of α in Fig. 4. The convergence is
noticed for all the presented cases, and the convergence of
the collaborative scheme occurs much earlier than that of the
independent Q-learning method with α = 0.1. Furthermore,
while analyzing the influence of α from Fig. 4, it can be
depicted that the convergence occurs faster for the case of
α = 0.2 than for the case with α = 0.1.
V. CONCLUSIONS
Towards addressing the RACH congestion problem in cel-
lular IoT networks, this letter has proposed to employ a novel
collaborative distributed Q-learning scheme at the resource-
constrained IoT devices. The proposed Q-learning scheme
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Fig. 4. Convergence behavior of Q-learning schemes applied to the framed
S-ALOHA for two different values of α (N = 400, K = 400, L = 100).
enables the devices to gradually learn the unique RA slots
for their transmissions so that the number of concurrent
transmissions in the IoT access network can be minimized. In
contrast to the independent Q-learning scheme, the proposed
collaborative approach utilizes the congestion level of RA
slots as the global cost information in the learning process.
Via numerical results, it has been shown that the proposed
Q-learning approach provides better performance in terms of
convergence time, throughput and probability of collision.
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