Non-squareness properties of Orlicz–Lorentz sequence spaces  by Foralewski, Paweł et al.
Available online at www.sciencedirect.comJournal of Functional Analysis 264 (2013) 605–629
www.elsevier.com/locate/jfa
Non-squareness properties of Orlicz–Lorentz sequence
spaces ✩
Paweł Foralewski a, Henryk Hudzik a,∗, Paweł Kolwicz b
a Faculty of Mathematics and Computer Science, Adam Mickiewicz University, Umultowska 87, 61-614 Poznan´, Poland
b Institute of Mathematics of Electric Faculty, Poznan´ University of Technology, Piotrowo 3a, 60-965 Poznan´, Poland
Received 5 July 2011; accepted 21 October 2012
Available online 16 November 2012
Communicated by J. Coron
Abstract
In this paper criteria for non-squareness properties (non-squareness, local uniform non-squareness and
uniform non-squareness) of Orlicz–Lorentz sequence spaces λϕ,ω and of their n-dimensional subspaces
λnϕ,ω (n 2) as well as of the subspaces (λϕ,ω)a of all order continuous elements in λϕ,ω are given. Since
degenerate Orlicz functions ϕ and degenerate weight sequences ω are also admitted, these investigations
concern the most possible wide class of Orlicz–Lorentz sequence spaces. Finally, as immediate conse-
quences, criteria for all non-squareness properties of Orlicz sequence spaces, which complete the results
of Sundaresan (1966) [53], Hudzik (1985) [23], Hudzik (1985) [24], are deduced. It is worth recalling that
uniform non-squareness is an important property, because it implies super-reflexivity as well as the fixed
point property (see James (1964) [31], James (1972) [33] and García-Falset et al. (2006) [19]).
© 2012 Elsevier Inc. All rights reserved.
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Uniform non-squareness of Banach spaces has been defined by R.C. James as the geomet-
ric property which implies super-reflexivity (see [31,33]). So, proving this property of a Banach
space we know, without any characterization of the dual space, that it is super-reflexive, so re-
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shown that uniformly non-square Banach spaces have the fixed point property (see [19]).
Therefore, it was natural and interesting to look for criteria of non-squareness properties in
various well-known classes of Banach spaces. Among a great number of papers concerning of
this topic we list here [53,23,24,26,13,12,42,51,37].
The problem of uniform non-squareness of Calderón–Lozanovskiˇi spaces has been initiated
by Cerdà, Hudzik and Mastyło in [8]. Since the class of Orlicz–Lorentz spaces is a subclass of
Calderón–Lozanovskiˇi spaces, we can say that also the problem of uniform non-squareness of
Orlicz–Lorentz spaces has been initiated in [8]. The results of our paper show that those results
were only some sufficient conditions for uniform non-squareness which were very far from being
necessary and sufficient.
1. Preliminaries
We say that a Banach space X is non-square if for any x and y from S(X) (the unit sphere
of X), we have min(‖ x−y2 ‖,‖ x+y2 ‖) < 1. A Banach space is said to be locally uniformly non-
square if for any x ∈ S(X) there exists δ = δ(x) ∈ (0,1) such that min(‖ x−y2 ‖,‖ x+y2 ‖) 1 − δ
for any y ∈ B(X) (the unit ball of X). Finally, we say that a Banach space X is uniformly non-
square if there exists δ ∈ (0,1) such that min(‖ x−y2 ‖,‖ x+y2 ‖) 1 − δ for any x, y ∈ B(X).
Let l0 be the space of all sequences x :N→ (−∞,∞). Given any x ∈ l0 we define its distri-
bution function μx : [0,+∞) → {0,∞} ∪N by
μx(λ) = m
({
i ∈N: ∣∣x(i)∣∣> λ}),
where m is the counting measure on N (see [2,43,47]), and its non-increasing rearrangement
x∗ = (x∗(i))∞i=1 as
x∗(i) = inf{λ 0: μx(λ) < i}
(under the convention inf∅ = ∞). We say that two sequences x, y ∈ l0 are equimeasurable if
μx(λ) = μy(λ) for all λ 0. It is obvious that equimeasurability of x and y gives x∗ = y∗.
In the whole paper ϕ denotes an Orlicz function (see [9,50,52]), that is, ϕ : [−∞,∞] →
[0,∞] (our definition is extended from R into Re by assuming ϕ(−∞) = ϕ(∞) = ∞) and ϕ
is convex, even, vanishing and continuous at zero, left continuous on (0,∞) and not identically
equal to zero on (−∞,∞). Let us denote
aϕ = sup
{
u 0: ϕ(u) = 0},
bϕ = sup
{
u 0: ϕ(u) < ∞}
and
δ = sup
{
u 0: ϕ
(
u
2
)
= 1
2
ϕ(u)
}
.
Let us note that if aϕ > 0, then δ = aϕ , while left continuity of ϕ on (0,∞) is equivalent to the
fact that limu→(b )− ϕ(u) = ϕ(bϕ).ϕ
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u0 > 0 and K > 0 such that ϕ(u0) > 0 and ϕ(2u)Kϕ(u) for any u ∈ [0, u0].
For any Orlicz function ϕ we define its complementary function in the sense of Young by the
formula
ψ(u) = sup
v>0
{|u|v − ϕ(v)}
for all u ∈R. It is easy to show that ψ is also an Orlicz function.
Let ω :N→R+ be a non-increasing and nonnegative sequence, called a weight sequence. In
the whole paper we will assume that ω(1) > 0.
If ϕ(bϕ) 1ω(1)+ω(2) , we define u2 as the positive number satisfying ϕ(u2) = 1ω(1)+ω(2) . Anal-
ogously, if ϕ(bϕ) 1ω(1) , then we define u1 > 0 by the equality ϕ(u1) = 1ω(1) . We also define
v =
{
u1 if ϕ(bϕ) 1ω(1) ,
bϕ otherwise
and
m = sup{i  1: ω(i) = ω(1)}.
We say that a weight sequence ω is regular, if there exists η > 0 such that
∑2n
i=1 ω(i)  (1 +
η)
∑n
i=1 ω(i) for any n ∈ N (see [49,22,36,25]). It is easy to show that if ω is regular, then∑∞
i=1 ω(i) = ∞.
Now we will recall the definition of Orlicz–Lorentz spaces. These spaces were introduced
by A. Kamin´ska (see [34–36]) at the beginning of 1990s. Her investigations gave an impulse to
further investigations of the spaces, results of which have been published among others in the
papers [27,38,28,7,30,39,44,45,16,17,40,20,14,15].
Given any Orlicz function ϕ and a weight sequence ω we define on l0 the convex modular Iϕ,ω
(see [34]) by
Iϕ,ω(x) =
∞∑
i=1
ϕ
(
x∗(i)
)
ω(i),
and the Orlicz–Lorentz sequence space
λϕ,ω =
{
x ∈ l0: Iϕ,ω(βx) < ∞ for some β > 0
}
,
(see [34]) which becomes a Banach space under the Luxemburg norm
‖x‖ϕ,ω = inf
{
β > 0: Iϕ,ω(x/β) 1
}
.
In this paper we will also study some subspaces of λϕ,ω , namely the n-dimensional Orlicz–
Lorentz sequence spaces λnϕ,ω (n 2) and the subspaces (λϕ,ω)a of all order continuous elements
in λϕ,ω . Recall that an element x ∈ λϕ,ω is said to be order continuous if ‖xn‖ϕ,ω → 0 for any
sequence (xn) in λϕ,ω such that 0  xn  |x| for any n ∈ N and xn → 0 coordinatewise (see
[41,47]).
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x ∈ B(λϕ,ω), we have
x∗(1) v and x∗(n) x∗(2) u2 for any n 2, (1)
where v and u2 are defined on p. 607. Indeed, if ‖x‖ϕ,ω  1, then Iϕ,ω(x) 1. Hence
ϕ
(
x∗(1)
)
ω(1) 1 and ϕ
(
x∗(2)
)(
ω(1) + ω(2)) ϕ(x∗(1))ω(1) + ϕ(x∗(2))ω(2) 1,
whence by the definitions of v and u2 we get (1).
In our investigations we apply the results concerning the monotonicity properties of Lorentz
sequence spaces that were presented in [25,18]. Let us recall that the Lorentz sequence spaces λω
(see [48,49,21,22,1,46,4–6,11,42]) are defined by the formula
λω =
{
x ∈ l0: ‖x‖ω =
∞∑
i=1
x∗(i)ω(i) < ∞
}
.
It is obvious that λω = (λω)a ↪→ c0 if ∑∞i=1 ω(i) = ∞. In the case when ∑∞i=1 ω(i) < ∞, we
have λω = l∞, (λω)a = c0 and the norms ‖ · ‖ω and ‖ · ‖∞ are then equivalent. It is also easy to
show that λω contains then an order linearly isometric copy of l∞.
A Banach lattice E = (E,,‖ · ‖) is said to be strictly monotone if for all x, y ∈ E+ (the
positive cone of E) such that y  x and y 	= x, we have ‖y‖ < ‖x‖. As usual, E is said to be
locally uniformly monotone, whenever for any x ∈ E+ with ‖x‖ = 1 and any ε ∈ (0,1) there is
δ = δ(x, ε) ∈ (0,1) such that the conditions y ∈ E+, y  x and ‖y‖ ε imply ‖x − y‖ 1 − δ.
We say that E is uniformly monotone if for any ε ∈ (0,1) there is δ(ε) ∈ (0,1) such that
‖x − y‖ 1 − δ(ε) whenever x, y ∈ E+, y  x, ‖x‖ = 1 and ‖y‖ ε (see [3]). Recall (see [29])
that in Banach lattices E, strict monotonicity, local uniform monotonicity and uniform mono-
tonicity are restrictions of rotundity, local uniform rotundity and uniform rotundity (respectively)
to couples of comparable elements in the positive cone E+ only.
2. Auxiliary results
The investigations of monotonicity properties of Lorentz spaces have been initiated in [25].
We will also use below the results presented in [18]. For the sake of completeness we will also
present proofs of Theorems 2.2 and 2.4.
Theorem 2.1. The n-dimensional Lorentz space λnω is strictly monotone (equivalently uniformly
monotone) if and only if ω(i) > 0 for any i ∈ {1, . . . , n}.
Theorem 2.2. The following conditions are equivalent:
(i) The weight sequence ω is strictly positive on N.
(ii) The space (λω)a is strictly monotone.
(iii) The space (λω)a is locally uniformly monotone.
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since x, y ∈ c0, by Lemma 3.2 in [34], we get y∗ 	= x∗. Hence
‖y‖ω =
∞∑
i=1
y∗(i)ω(i) <
∞∑
i=1
x∗(i)ω(i) = ‖x‖ω.
(ii) ⇒ (i). Assume that there exists i ∈N such that ω(i) > 0 and ω(i + 1) = 0. Defining
x = e1 + · · · + ei + ei+1,
y = e1 + · · · + ei,
we have x, y ∈ (λω)a , 0 y  x, y 	= x and ‖y‖ω = ‖x‖ω.
The implication (iii) ⇒ (ii) is obvious, while the implication (ii) ⇒ (iii) follows by Theo-
rem 2.7 from [18]. 
Theorem 2.3. (See [18, Proposition 4.2].) The following conditions are equivalent:
(i) ∑∞i=1 ω(i) = ∞.
(ii) The Lorentz sequence space λω is strictly monotone.
(iii) The Lorentz sequence space λω is locally uniformly monotone.
Theorem 2.4. The following conditions are equivalent:
(i) The weight sequence ω is regular.
(ii) The Lorentz sequence space λω is uniformly monotone.
(iii) The space (λω)a is uniformly monotone.
Proof. The implications (i) ⇒ (ii) and (ii) ⇒ (i) can be proved analogously as Theorem 1
in [25]. Since (λω)a = λω if ∑∞i=1 ω(i) = ∞, it suffices to show that the space (λω)a is not
uniformly monotone if
∑∞
i=1 ω(i) < ∞.
Let
∑∞
i=1 ω(i) < ∞ and u be such that
∑∞
i=1 uω(i) = 1. Then for
xn = vne1 + ue2 + · · · + ue2n,
yn = vne1 + ue2 + · · · + uen,
where vnω(1) = uω(1) +∑∞i=2n+1 uω(i), n  2, we have ‖xn‖ω = 1, limn→∞ ‖yn‖ω = 1 and
limn→∞ ‖xn − yn‖ω = 1, so the space (λω)a is not uniformly monotone. 
The next two theorems will be used in the proof of Theorem 3.5.
Theorem 2.5. Suppose
∑∞
i=1 ω(i) = ∞ and aϕ = 0. If ψ /∈ δ2, then λϕ,ω contains an isomorphic
copy of l1.
Theorem 2.6. Let
∑∞
i=1 ω(i) = ∞ and aϕ = 0. If ϕ /∈ δ2, then the space (λϕ,ω)a contains an
almost isometric copy of c0.
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tions ϕ from papers [39] and [32]. Namely, by [39, Theorem 9], the space (λϕ,ω)a contains
an isomorphic copy of lp for 1  p  ∞ (where c0 replaces lp for p = ∞) if and only if
p ∈ [αϕ,βϕ], where αϕ and βϕ denote, respectively, the lower and the upper Matuszewska–
Orlicz index defined by
αϕ = sup
{
r: sup
0<a,t1
ϕ(at)
ϕ(a)tr
< ∞
}
,
βϕ = inf
{
r: inf
0<a,t1
ϕ(at)
ϕ(a)tr
> 0
}
.
It is well known that 1 αϕ  βϕ ∞.
If ψ /∈ δ2, then it is easy to show that αϕ = 1 (see [10] for an equivalent conditions for ψ /∈ δ2),
whence (λϕ,ω)a contains an isomorphic copy of l1.
Moreover, the condition ϕ /∈ δ2 is equivalent to the equality βϕ = ∞, whence (λϕ,ω)a con-
tains an isomorphic copy of c0. Hence, by James theorem (see [32]), (λϕ,ω)a contains an almost
isometric copy of c0.
Now we will present, for reader convenience, direct proofs of Theorems 2.5 and 2.6 which
also work for degenerate Orlicz functions.
Proof of Theorem 2.5. (Cf. [38, Theorem 2].) By Lemma 1.1 in [10], there is a sequence (ui)
of positive numbers such that ϕ(22u1)ω(1) < 12 ,
ϕ
(
2i+1ui
)

(
2i+1 + 1)ϕ(ui)
and
2i+2ui+1 <
1
24
ui (2)
for all i ∈N. By k(i) (i ∈N) we denote the biggest natural number such that
1
2
< ϕ
(
2i+1ui
) k(i)∑
j=1
ω(j) 1.
We also define l(0) = 0 and l(i) =∑ij=1 k(j) for i ∈N. By inequality (2), we have
ϕ
(
2i+1ui
)
<
1
2i+4
ϕ
(
2iui−1
)
for i = 2,3, . . . , whence we have k(i) > 2i+3k(i − 1) for the same i and, in consequence, we get
k(i) > l(i − 1) for i ∈N.
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an operator P : l1 → λϕ,ω by
P(x) =
∞∑
i=1
xiyi for any x = (xi)∞i=1 ∈ l1.
It is obvious that P is linear, P(x) ∈ λϕ,ω and ‖P(x)‖ϕ,ω  ‖x‖l1 for any x ∈ l1. Moreover, for
any sequence of nonnegative numbers α1, . . . , αn, n ∈N, such that ∑ni=1 αi = 1, we have
1
∥∥∥∥∥
n∑
i=1
αiyi
∥∥∥∥∥
ϕ,ω
 Iϕ,ω
(
n∑
i=1
αiyi
)

n∑
i=1
ϕ
(
2i+1αiui
) l(i)∑
j=l(i−1)+1
ω(j)

∑
αi1/2i+1
ϕ
(
2i+1αiui
) l(i)∑
j=l(i−1)+1
ω(j)
∑
αi1/2i+1
2i+1αiϕ(ui)
l(i)∑
j=l(i−1)+1
ω(j)

∑
αi1/2i+1
αi
2i+1
2i+1 + 1ϕ
(
2i+1ui
) l(i)∑
j=l(i−1)+1
ω(j)
=
∑
αi1/2i+1
αi
2i+1
2i+1 + 1ϕ
(
2i+1ui
)( l(i)∑
j=1
ω(j) −
l(i−1)∑
j=1
ω(j)
)

∑
αi1/2i+1
αi
2i+1
2i+1 + 1ϕ
(
2i+1ui
)( k(i)∑
j=1
ω(j) −
l(i−1)∑
j=1
ω(j)
)

∑
αi1/2i+1
αi
2i+1
2i+1 + 1 ·
1
2
−
n∑
i=2
αiϕ
(
2i+1ui
) i−1∑
p=1
k(p)∑
j=1
ω(j)
 1
8
−
n∑
i=2
i−1∑
p=1
αiϕ
(
2i+1ui
) k(p)∑
j=1
ω(j) 1
8
−
n∑
i=2
1
2i+3
= 1
16
.
Hence we get that (1/16)‖x‖l1  ‖P(x)‖ϕ,ω , which finishes the proof. 
Proof of Theorem 2.6. We will show that for any ε > 0 there exists (1 + ε)-isometric copy of
c0 in (λϕ,ω)a . Since ϕ /∈ δ2 we can find decreasing sequence of positive numbers (un) such that
ϕ(un)ω(1) <
1
2n+1
and ϕ
(
(1 + ε)un
)
> 2n+1ϕ(un) (3)
for any n ∈ N. By the assumptions that ∑∞i=1 ω(i) = ∞ and aϕ = 0, there exists a sequence
(k(n)) of natural numbers such that
1
2n+1
<
k(n)∑
ϕ(un)ω(i)
1
2n
(4)
i=1
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yn = unel(n−1)+1 + · · · + unel(n),
for n ∈N, we have
1
2n+1
< Iϕ,ω(yn)
1
2n
(5)
for natural n. Now we can define an operator P : c0 → (λϕ,ω)a by the formula
P(x) = (1 + ε)
∞∑
n=1
xnyn for any x = (xn)∞n=1 ∈ c0.
Then P is obviously linear. Now we will show that P(x) ∈ (λϕ,ω)a for any x ∈ c0. Since x ∈ c0
for any λ > 0, we can find m ∈ N such that |λ(1 + ε)xn| 1 for any nm. Hence by inequal-
ity (4), we get
∞∑
n=m
ϕ
(
λ(1 + ε)xnun
) l(n)∑
i=l(n−1)+1
ω(i)
∞∑
n=m
ϕ(un)
l(n)∑
i=l(n−1)+1
ω(i)
∞∑
n=m
ϕ(un)
k(n)∑
i=1
ω(i) 1,
whence by Theorem 4.2(iv) in [16], we have P(x) ∈ (λϕ,ω)a . Applying inequality (5) for any
x ∈ c0, we get
Iϕ,ω
(
P(x)
(1 + ε)‖x‖c0
)
=
∥∥∥∥∥ϕ ◦
( ∞∑
n=1
xn
‖x‖c0
yn
)∥∥∥∥∥
ω

∞∑
n=1
‖ϕ ◦ yn‖ω =
∞∑
n=1
Iϕ,ω(yn) 1,
whence we obtain ‖P(x)‖ϕ,ω  (1+ ε)‖x‖c0 . Simultaneously, for any x ∈ c0 there exists nx ∈N
such that |xnx | = ‖x‖c0 . Hence by inequalities (3) and (5), we have
Iϕ,ω
(
P(x)
‖x‖c0
)
 Iϕ,ω
(
(1 + ε)xnx ynx
‖x‖c0
)
= Iϕ,ω
(
(1 + ε)ynx
)
> 2n+1Iϕ,ω(ynx ) > 1,
whence it follows that ‖P(x)‖ϕ,ω > ‖x‖c0 . 
In our further investigations it will be also applied the following
Lemma 2.1.
(i) Let ∑∞i=1 ω(i) = ∞, ϕ ∈ δ2 and 0 < c < bϕ . Then for any ε ∈ (0,1) there exists δ =
δ(ε, c) ∈ (0,1) such that ‖x‖ϕ,ω  1 − δ for any x = (x(i))∞i=1 ∈ λϕ,ω such that |x(i)| cfor all i ∈N and Iϕ,ω(x) 1 − ε.
In particular, if ∑∞i=1 ω(i) = ∞ and ϕ ∈ δ2, then we have that ‖x‖ϕ,ω = 1 if and only if
Iϕ,ω(x) = 1 for any x = (x(i))∞i=1 ∈ λϕ,ω such that |x(i)| c < bϕ for any i ∈N.
(ii) For any x = (x(i))∞i=1 ∈ (λϕ,ω)a such that |x(i)|  c < bϕ for any i ∈ N, we have that‖x‖ϕ,ω = 1 if and only if Iϕ,ω(x) = 1.
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that 1 ‖xn‖ϕ,ω → 1 and |xn(i)| c for all i, n ∈N, we have Iϕ,ω(xn) → 1.
Proof. By convexity of the modular Iϕ,ω , properties (i) and (ii) can be proved analogously as in
the case of Orlicz spaces.
Now we will prove (iii). Assume that there exists a sequence (xn) in B((λϕ,ω)a) such that
‖xn‖ϕ,ω → 1, |xn(i)| c < bϕ for all i, n ∈N and Iϕ,ω(xn) does not tend to 1 as n → ∞. Passing
to a subsequence if necessary we can assume that there exists δ > 0 such that Iϕ,ω(xn) 1 − δ
for all n ∈N. Obviously, we can find η > 1 such that ηc < bϕ and (ϕ(ηc) − ϕ(c)) · a  δ. Since
ϕ
(
ηx∗n(i)
)= (ϕ(ηx∗n(i))− ϕ(x∗n(i)))+ ϕ(x∗n(i)) (ϕ(ηc) − ϕ(c))+ ϕ(x∗n(i))
for all i, n ∈N, we get
Iϕ,ω(ηxn) =
∞∑
i=1
ϕ
(
ηx∗n(i)
)
ω(i)
∞∑
i=1
[(
ϕ(ηc) − ϕ(c))+ ϕ(x∗n(i))]ω(i) 1,
for any n ∈N. Hence ‖xn‖ϕ,ω  1η < 1 for any n ∈N, which is a contradiction. 
Remark 2.2. Note that Lemma 2.1(iii) is not true in the case when ∑∞i=1 ω(i) = ∞ and ϕ /∈ δ2
as the following example shows.
Example 2.1. Assume that
∑∞
i=1 ω(i) = ∞ and ϕ /∈ δ2. If aϕ = 0, then there exists a decreasing
sequence (un) of positive numbers such that ϕ(u1)ω(1)  14 and ϕ((1 + 1n )un)  4 · ϕ(un) for
any n ∈N. By ∑∞i=1 ω(i) = ∞, we can find a sequence (kn) of natural numbers such that
1
4
< ϕ(un)
kn∑
i=1
ω(i) 1
2
for all n ∈N. Defining
xn = une1 + · · · + unekn
for n ∈N, we have xn ∈ (λϕ,ω)a and Iϕ,ω(xn) 12 for all n ∈N as well as ‖xn‖ϕ,ω → 1.
In the case of aϕ > 0 for xn := aϕe1 + · · · + aϕen, we get xn ∈ (λϕ,ω)a and Iϕ,ω(xn) = 0 for
all n ∈N and again ‖xn‖ϕ,ω → 1.
3. Main results
We start this chapter with the following
Theorem 3.1. The n-dimensional Orlicz–Lorentz space λnϕ,ω is non-square (equivalently uni-
formly non-square) if and only if ϕ(bϕ) > 1 , ω([n/2]+1) > 0 and∑[m/2] ϕ(δ)ω(i) < 1.ω(1)+ω(2) i=1
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numbers that
∣∣x(k1)∣∣= max(∣∣x(1)∣∣, ∣∣x(2)∣∣, . . . , ∣∣x(n)∣∣) (6)
and
∣∣y(k2)∣∣= max(∣∣y(1)∣∣, ∣∣y(2)∣∣, . . . , ∣∣y(n)∣∣). (7)
We have |x(k1)| = x∗(1) and |y(k2)| = y∗(1), whence by Remark 1.1, we get |x(k1)|  v,
|y(k2)|  v, |x(i)|  u2 for i ∈ {1,2, . . . , n}\{k1} and |y(i)|  u2 for i ∈ {1,2, . . . , n}\{k2}.
Therefore, we obtain
∣∣∣∣x(i) ± y(i)2
∣∣∣∣ |x(i)| + |y(i)|2  v + u22 , (8)
for all i ∈ {1,2, . . . , n} if k1 	= k2 and for any i ∈ {1,2, . . . , n}\{k1} in the case when k1 = k2.
Moreover, if k1 = k2, then we get∣∣∣∣x(k1) − y(k1)2
∣∣∣∣ max(|x(k1)|, |y(k1)|)2  v2 if x(k1) · y(k1) > 0, (9)∣∣∣∣x(k1) + y(k1)2
∣∣∣∣ max(|x(k1)|, |y(k1)|)2  v2 if x(k1) · y(k1) < 0. (10)
If Iϕ,ω(x) < 1 or Iϕ,ω(y) < 1, then
Iϕ,ω
(
x ± y
2
)
 1
2
Iϕ,ω(x) + 12Iϕ,ω(y) < 1.
Since, by inequalities (8)–(10), we have
∣∣∣∣x(i) + y(i)2
∣∣∣∣ v + u22 for all i ∈ {1,2, . . . , n} (11)
or ∣∣∣∣x(i) − y(i)2
∣∣∣∣ v + u22 for all i ∈ {1,2, . . . , n}, (12)
applying Lemma 2.1(ii) with the constant c = v+u22 (by the assumption ϕ(bϕ) > 1ω(1)+ω(2) , we
have u2 < bϕ and, in consequence, c < bϕ), we get min(‖ x+y2 ‖ϕ,ω,‖ x−y2 ‖ϕ,ω) < 1. Therefore,
in the remaining part of the proof can be assumed that
Iϕ,ω(x) = Iϕ,ω(y) = 1.
We divide the proof into several parts.
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Case 1.1. There exists i0 ∈ suppx ∩ suppy such that max(|x(i0)|, |y(i0)|) > aϕ (in the case when
k1 = k2 we will assume that i0 = k1).
If x(i0) · y(i0) > 0, then
0 = ϕ
(
x(i0) − y(i0)
2
)
= ϕ
(
max(|x(i0)|, |y(i0)|)
2
)
<
1
2
ϕ
(
max
(∣∣x(i0)∣∣, ∣∣y(i0)∣∣))
 1
2
ϕ
(
x(i0)
)+ 1
2
ϕ
(
y(i0)
)
whenever max(|x(i0)|,|y(i0)|)2  aϕ , and
ϕ
(
x(i0) − y(i0)
2
)
< ϕ
(
max(|x(i0)|, |y(i0)|)
2
)
 1
2
ϕ
(
x(i0)
)+ 1
2
ϕ
(
y(i0)
)
otherwise. Hence, by convexity of ϕ, we have
ϕ ◦ x − y
2

1
2
ϕ ◦ x + 1
2
ϕ ◦ y
whence, by strict monotonicity of the Lorentz space λnω (see Theorem 2.1), we get
Iϕ,ω
(
x − y
2
)
=
∥∥∥∥ϕ ◦ x − y2
∥∥∥∥
ω
<
∥∥∥∥12ϕ ◦ x + 12ϕ ◦ y
∥∥∥∥
ω
 1.
By inequalities (8) and (9), we get (12), so applying again Lemma 2.1(ii) with the constant
c = v+u22 , we obtain ‖ x−y2 ‖ϕ,ω < 1.
Analogously, if x(i0) · y(i0) < 0 then
0 = ϕ
(
x(i0) + y(i0)
2
)
= ϕ
(
max(|x(i0)|, |y(i0)|)
2
)
<
1
2
ϕ
(
max
(∣∣x(i0)∣∣, ∣∣y(i0)∣∣))
 1
2
ϕ
(
x(i0)
)+ 1
2
ϕ
(
y(i0)
)
whenever max(|x(i0)|,|y(i0)|)2  aϕ , and
ϕ
(
x(i0) + y(i0)
2
)
< ϕ
(
max(|x(i0)|, |y(i0)|)
2
)
 1
2
ϕ
(
x(i0)
)+ 1
2
ϕ
(
y(i0)
)
otherwise. Proceeding analogously as above, we get Iϕ,ω( x+y2 ) < 1 and, in consequence,
‖ x+y2 ‖ϕ,ω < 1.
Case 1.2. Let now max(|x(i)|, |y(i)|)  aϕ for any i ∈ suppx ∩ suppy. Since |x(k1)| > aϕ and
|y(k2)| > aϕ , we have k1 	= k2 and y(k1) = x(k2) = 0.
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ϕ
(
x(k1) ± y(k1)
2
)
= ϕ
(
x(k1)
2
)
<
1
2
ϕ
(
x(k1)
)= 1
2
ϕ
(
x(k1)
)+ 1
2
ϕ
(
y(k1)
)
.
Proceeding analogously as in Case 1.1, we get ‖ x±y2 ‖ϕ,ω < 1 for both choices of signs (since
k1 	= k2, inequality (8) holds for any i = 1, . . . , n and we apply again Lemma 2.1(ii) with the
constant c = v+u22 ). Similarly, we obtain the same result if |y(k2)| > δ.
Now assume that max(|x(k1)|, |y(k2)|)  δ. Then 0 = aϕ < δ and suppx ∩ suppy = ∅.
Simultaneously, by the conditions Iϕ,ω(x) = Iϕ,ω(y) = 1 and ∑[m/2]i=1 ϕ(δ)ω(i) < 1, we have
m(suppx) > [m2 ] and m(suppy) > [m2 ] and, in consequence,
m
(
supp(x + y)) 2([m
2
]
+ 1
)
m + 1. (13)
Let π denote such a permutation of the set {1, . . . , n} that ( x±y2 )∗(i) = | x±y2 |(π(i)) for i =
1, . . . , n. By inequality (13), we have π(m + 1) ∈ supp(x + y). Thus, we can assume without
loss of generality that π(m + 1) ∈ suppx. If there exists s ∈ {1, . . . ,m} such that π(s) ∈ suppy,
then by the Hardy–Littlewood inequality we get (recall that ω(i +1) ω(i) for i = 1, . . . , n−1,
ω(m + 1) < ω(m) (by the definition of m) and ϕ(x(π(m + 1))) > 0 (because x(π(m + 1)) 	= 0
and aϕ = 0))
n∑
i=1
ϕ
(
x
(
π(i)
))
ω(i) <
s−1∑
i=1
ϕ
(
x
(
π(i)
))
ω(i) +
m−1∑
i=s
ϕ
(
x
(
π(i + 1)))ω(i)
+ ϕ(x(π(m + 1)))ω(m) + n−1∑
i=m+1
ϕ
(
x
(
π(i + 1)))ω(i)

n∑
i=1
ϕ
(
x∗(i)
)
ω(i). (14)
Assume now that π(i) ∈ suppx for any i ∈ {1, . . . ,m} and define t = inf{i  m + 2: π(i) ∈
suppy}. Applying again the Hardy–Littlewood inequality, we have
n∑
i=1
ϕ
(
y
(
π(i)
))
ω(i) <
n∑
i=t
ϕ
(
y
(
π(i)
))
ω(i − t + 1)
n∑
i=1
ϕ
(
y∗(i)
)
ω(i). (15)
From (14) and (15), we obtain
Iϕ,ω
(
x ± y
2
)
=
n∑
i=1
ϕ
((
x ± y
2
)∗
(i)
)
ω(i) =
n∑
i=1
ϕ
((
x ± y
2
)(
π(i)
))
ω(i)
= 1
2
n∑
ϕ
(
x
(
π(i)
))
ω(i) + 1
2
n∑
ϕ
(
y
(
π(i)
))
ω(i)i=1 i=1
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1
2
n∑
i=1
ϕ
(
x∗(i)
)
ω(i) + 1
2
n∑
i=1
ϕ
(
y∗(i)
)
ω(i) = 1,
whence, applying again Lemma 2.1(ii) with the constant c = v+u22 , we get ‖ x±y2 ‖ϕ,ω < 1.
Case 2. Assume now that ω(i) = 0 for some i  n. Denoting
j = sup{i ∈ {1, . . . , n}: ω(i) > 0},
we have j  [n2 ] + 1 2.
Case 2.1. Let m{i: max(|x(i)|, |y(i)|) > aϕ} = ixy  j . Defining Ixy = {i = 1, . . . , n:
max(|x(i)|, |y(i)|) > aϕ} and
κ(1) = min{i = 1, . . . , n: max(∣∣x(i)∣∣, ∣∣y(i)∣∣)> aϕ},
κ(i) = min{i = (κ(i − 1) + 1), . . . , n: max(∣∣x(i)∣∣, ∣∣y(i)∣∣)> aϕ} for i = 2, . . . , ixy,
we have m(Ixy) = ixy and κ is a bijection from {1, . . . , ixy} to Ixy . Since ϕ(x(i)) = ϕ(y(i)) = 0
for i ∈ {1, . . . , n}\Ixy , for
x˜ = (x(κ(1)), . . . , x(κ(ixy)),0, . . .)
and
y˜ = (y(κ(1)), . . . , y(κ(ixy)),0, . . .),
we obtain ϕ ◦ (x˜)∗ = ϕ ◦ x∗ and ϕ ◦ (y˜)∗ = ϕ ◦ y∗ and, in consequence, Iϕ,ω(x˜) = Iϕ,ω(y˜) = 1.
Simultaneously, we have x˜, y˜ ∈ λjϕ,ω , so noticing that, by Theorem 2.1, the Lorentz space λjω is
strictly monotone, from Case 1 we get
min
(
Iϕ,ω
(
x˜ + y˜
2
)
, Iϕ,ω
(
x˜ − y˜
2
))
< 1.
Since ϕ ◦ ( x+y2 )∗ = ϕ ◦ ( x˜+y˜2 )∗ and ϕ ◦ ( x−y2 )∗ = ϕ ◦ ( x˜−y˜2 )∗, we obtain that min(Iϕ,ω( x+y2 ),
Iϕ,ω(
x−y
2 )) < 1 and, by Lemma 2.1(ii), min(‖ x+y2 ‖ϕ,ω,‖ x−y2 ‖ϕ,ω) < 1.
Case 2.2. Let now m{i: max(|x(i)|, |y(i)|) > aϕ} > j , that is,
(
1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(j + 1) > 0. (16)
By convexity of ϕ and appropriate properties of the rearrangement, we have
ϕ
((
x ± y)∗
(i)
)
=
(
ϕ ◦ x ± y
)∗
(i)
(
1
ϕ ◦ x + 1ϕ ◦ y
)∗
(i) (17)2 2 2 2
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whence we have min(| x(k1)+y(k1)2 |, | x(k1)−y(k1)2 |) = 0. Hence, by inequality (8) and u2 < bϕ ,
we get the inequality min(ϕ(( x+y2 )
∗(1)), ϕ(( x−y2 )
∗(1))) < ( 12ϕ ◦ x + 12ϕ ◦ y)∗(1), whence
min(Iϕ,ω( x+y2 ), Iϕ,ω(
x−y
2 )) < 1, and consequently, min(‖ x+y2 ‖ϕ,ω,‖ x−y2 ‖ϕ,ω) < 1.
Let now ( 12ϕ ◦ x + 12ϕ ◦ y)∗(1) < ϕ(bϕ). If there exists i ∈ {1, . . . , j} such that inequality
(17) is sharp for the sum or the difference, then we get again that min(‖ x+y2 ‖ϕ,ω,‖ x−y2 ‖ϕ,ω) < 1.
Consequently, we will assume in the remaining part of the proof that for any i ∈ {1, . . . , j}, we
have equality in formula (17) for both, the sum and the difference.
Case 2.2.1. Assume that ( 12ϕ ◦ x + 12ϕ ◦ y)∗(1) > ( 12ϕ ◦ x + 12ϕ ◦ y)∗(j + 1) > 0, where the
second inequality follows from (16), and set:
l = sup
{
i ∈ {1, . . . , n}:
(
1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(i) =
(
1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(1)
}
.
Note that the preceding condition insures that l  j . Let σ be a permutation of the set {1, . . . , n}
such that
(
1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(i) =
(
1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)(
σ(i)
)
for i = 1, . . . , n. Then there exist exactly l natural numbers σ(1), . . . , σ (l) such that
(
1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)(
σ(i)
)= (1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(1) (18)
for i = 1, . . . , l. Moreover, by the equality in formula (17), there exist s1, . . . , sl ∈ {1, . . . , n} and
t1, . . . , tl ∈ {1, . . . , n} such that
ϕ
((
x + y
2
)
(si)
)
= ϕ
((
x − y
2
)
(ti)
)
=
(
1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(1)
for i = 1, . . . , l. Since
ϕ
((
x ± y
2
)
(i)
)
 1
2
ϕ
(
x(i)
)+ 1
2
ϕ
(
y(i)
)
<
(
1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(1)
for i ∈ {1, . . . , n}\{σ(1), . . . , σ (l)}, we finally obtain the equality
ϕ
((
x ± y
2
)(
σ(i)
))= (1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(1) (19)
for i = 1, . . . , l. Since ( 12ϕ ◦ x + 12ϕ ◦ y)∗(1) > 0, the above equality can be satisfied simultane-
ously for both, the sum and the difference, only in the case when for any i = {1, . . . , l} exactly
one number from the couple of numbers (x(σ (i)), y(σ (i))) is equal to zero. Similarly, we can
get that
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(∣∣x(σ(i))∣∣, ∣∣y(σ(i))∣∣)= 0 (20)
for any i ∈ {l + 1, . . . , j} such that ( 12ϕ ◦ x + 12ϕ ◦ y)∗(i) > ( 12ϕ ◦ x + 12ϕ ◦ y)∗(j + 1). Indeed,
it can be performed if ( 12ϕ ◦ x + 12ϕ ◦ y)∗(l + 1) > ( 12ϕ ◦ x + 12ϕ ◦ y)∗(j + 1) by showing that(analogously to (19))
ϕ
((
x ± y
2
)(
σ(i)
))= (1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(l + 1)
for i = l + 1, . . . , k, where k = sup{i ∈ {l + 1, . . . , j}: ( 12ϕ ◦ x + 12ϕ ◦ y)∗(i) = ( 12ϕ ◦ x +
1
2ϕ ◦ y)∗(l + 1)}. Then one gets (20) for i = l + 1, . . . , k. Then one proceeds analogously succes-
sively for all levels sets of the sequence ( 12ϕ ◦ x + 12ϕ ◦ y)∗ corresponding to values bigger than
( 12ϕ ◦ x + 12ϕ ◦ y)∗(j + 1).
We also have max(x∗(1), y∗(1)) δ. Namely, for i = 1, . . . , l, by (19) and (18), we obtain
ϕ
(
max(|x(σ (i))|, |y(σ (i))|)
2
)
= 1
2
ϕ
(
max
(∣∣x(σ(i))∣∣, ∣∣y(σ(i))∣∣))
=
(
1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(1), (21)
whereas for i ∈ {1, . . . , n}\{σ(1), . . . , σ (l)}, we get
ϕ
(
max(|x(i)|, |y(i)|)
2
)
 1
2
ϕ
(
max
(∣∣x(σ(i))∣∣, ∣∣y(σ(i))∣∣))< (1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(1).
Hence we have max(x∗(1), y∗(1)) = max(|x(σ (i))|, |y(σ (i))|) for i = 1, . . . , l and, by (21),
max(x∗(1), y∗(1)) δ, whence we obtain in particular that aϕ = 0.
Case 2.2.1.1. In this case we assume that min(|x(σ (i))|, |y(σ (i))|) = 0 for any i = 1, . . . , j . If
y(σ (i)) = 0 (x(σ (i)) = 0) for any i = 1, . . . , j , then Iϕ,ω( x±y2 )  12Iϕ,ω(x) = 12 (Iϕ,ω( x±y2 ) 
1
2Iϕ,ω(y) = 12 ) and, in consequence, ‖ x±y2 ‖ϕ,ω < 1. Now assume that there exist s, t ∈ {1, . . . , j}
such that |x(σ (s))| > 0 and |y(σ (t))| > 0. Since ( 12ϕ ◦ x + 12ϕ ◦ y)∗(j + 1) > 0 (see (16)), in
view of the equality
(
1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(j + 1) = 1
2
ϕ
(
x
(
σ(j + 1)))+ 1
2
ϕ
(
y
(
σ(j + 1))),
we have |x(σ (j + 1))| > 0 or |y(σ (j + 1))| > 0. If |x(σ (j + 1))| > 0, then
j∑
i=1
ϕ
(
x
(
σ(i)
))
ω(i) <
t−1∑
i=1
ϕ
(
x
(
σ(i)
))
ω(i) +
j−1∑
i=t
ϕ
(
x
(
σ(i + 1)))ω(i) + ϕ(x(σ(j + 1)))ω(j)

j∑
ϕ
(
x∗(i)
)
ω(i). (22)i=1
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j∑
i=1
ϕ
(
y
(
σ(i)
))
ω(i) <
s−1∑
i=1
ϕ
(
y
(
σ(i)
))
ω(i) +
j−1∑
i=s
ϕ
(
y
(
σ(i + 1)))ω(i) + ϕ(y(σ(j + 1)))ω(j)

j∑
i=1
ϕ
(
y∗(i)
)
ω(i). (23)
From (22) and (23) (applying the equality in formula (17) for both, the sum and the difference
for any i ∈ {1, . . . , j}) we obtain
Iϕ,ω
(
x ± y
2
)
=
j∑
i=1
ϕ
((
x ± y
2
)∗
(i)
)
ω(i) =
j∑
i=1
(
1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(i)ω(i)
= 1
2
j∑
i=1
ϕ
(
x
(
σ(i)
))
ω(i) + 1
2
j∑
i=1
ϕ
(
y
(
σ(i)
))
ω(i)
<
1
2
j∑
i=1
ϕ
(
x∗(i)
)
ω(i) + 1
2
j∑
i=1
ϕ
(
y∗(i)
)
ω(i) = 1. (24)
Thus ‖ x±y2 ‖ϕ,ω < 1.
Case 2.2.1.2. Now suppose that min(|x(σ (h))|, |y(σ (h))|) > 0 for some h ∈ {1, . . . , j}. By
Eq. (20), we have h l + 1 (in particular, h 2) and
(
1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)(
σ(h)
)= (1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)(
σ(j + 1)). (25)
If min(|x(σ (j + 1))|, |y(σ (j + 1))|) > 0, by |x(σ (1))| = 0 or |y(σ (1))| = 0, we get (22) or (23)
for t = 1 or s = 1, respectively. In the case when min(|x(σ (j + 1))|, |y(σ (j + 1))|) = 0, we
can assume without loss of generality that |x(σ (j + 1))| > 0. By Eq. (25), we have |x(σ (h))| <
|x(σ (j + 1))|, whence
j∑
i=1
ϕ
(
x
(
σ(i)
))
ω(i) <
h−1∑
i=1
ϕ
(
x
(
σ(i)
))
ω(i) + ϕ(x(σ(j + 1)))ω(h) + j∑
i=h+1
ϕ
(
x
(
σ(i)
))
ω(i)

j∑
i=1
ϕ
(
x∗(i)
)
ω(i).
Finally, inequality (24) is verified and we have again ‖ x±y ‖ϕ,ω < 1.2
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formula (17), there exist s1, . . . , sj ∈ {1, . . . , n} and t1, . . . , tj ∈ {1, . . . , n} such that
ϕ
((
x + y
2
)
(si)
)
= ϕ
((
x − y
2
)
(ti)
)
=
(
1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(1)
for i = 1, . . . , j . Since j  [n2 ] + 1, we get {s1, . . . , sj } ∩ {t1, . . . , tj } 	= ∅, that is, there exists at
least one s such that min(|x(s)|, |y(s)|) = 0 and
ϕ
(
x(s) ± y(s)
2
)
= 1
2
ϕ
(
x(s)
)+ 1
2
ϕ
(
y(s)
)= (1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(1). (26)
Analogously as above, we have max(x∗(1), y∗(1)) δ. Indeed, by Eq. (26), we get
ϕ
(
max(|x(s)|, |y(s)|)
2
)
= 1
2
ϕ
(
max
(∣∣x(s)∣∣, ∣∣y(s)∣∣))
=
(
1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(1). (27)
Simultaneously, for any i ∈ {1, . . . , n}\{s}, we have
ϕ
(
max(|x(i)|, |y(i)|)
2
)
 1
2
ϕ
(
max
(∣∣x(i)∣∣, ∣∣y(i)∣∣)) (1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(1),
whence we get max(x∗(1), y∗(1)) = max(|x(s)|, |y(s)|). Hence, by Eq. (27), we obtain
max(x∗(1), y∗(1)) δ and in particular aϕ = 0.
Let us denote by τ a permutation of the set {1, . . . , n} such that
(
1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)∗
(i) =
(
1
2
ϕ ◦ x + 1
2
ϕ ◦ y
)(
τ(i)
)
for i = 1, . . . , n and τ(1) = s. In order to prove the inequality Iϕ,ω( x±y2 ) < 1 (whence the in-
equality ‖ x±y2 ‖ϕ,ω < 1 will follow directly) we will consider two cases.
Case 2.2.2.1. For any i = 1, . . . , j we have min(|x(τ(i))|, |y(τ(i))|) = 0. Then the treatment is
the same as in Case 2.2.1.1.
Case 2.2.2.2. There exists h ∈ {1, . . . , j} such that min(|x(τ(h))|, |y(τ(h))|) > 0. Then h 2 by
the choice of τ(1), the equality (25) holds now trivially and, in consequence, the treatment is the
same as for Case 2.2.1.2.
Necessity. First assume that ϕ(bϕ)  1ω(1)+ω(2) and define x1 = bϕe1 + bϕe2, y1 = bϕe1 −
bϕe2. Obviously x1, y1 ∈ S(λnϕ,ω). We have x1+y12 = bϕe1 and x1−y12 = bϕe2, whence we obtain
‖ x1±y1 ‖ϕ,ω = 1.2
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x2 = ue1 + · · · + ue2[ n2 ],
y2 = ue1 + · · · + ue[ n2 ] − ue[ n2 ]+1 − · · · − ue2[ n2 ],
where u > 0 is chosen in such a way that
∑[n/2]
i=1 ϕ(u)ω(i) = 1, we have
‖x2‖ϕ,ω = ‖y2‖ϕ,ω =
∥∥∥∥x2 + y22
∥∥∥∥
ϕ,ω
=
∥∥∥∥x2 − y22
∥∥∥∥
ϕ,ω
= 1.
Finally, assume that
∑[m/2]
i=1 ϕ(δ) 1. We can find δ0 > 0 such that
∑[m/2]
i=1 ϕ(δ0) = 1. Defin-
ing
x3 = δ0e1 + · · · + δ0e[m2 ],
y3 = δ0e[m2 ]+1 + · · · + δ0e2[m2 ],
and applying linearity of the function ϕ on the interval [0, δ0], we get
‖x3‖ϕ,ω = ‖y3‖ϕ,ω =
∥∥∥∥x3 + y32
∥∥∥∥
ϕ,ω
=
∥∥∥∥x3 − y32
∥∥∥∥
ϕ,ω
= 1. 
Theorem 3.2.
(i) The Orlicz–Lorentz space λϕ,ω is non-square if and only if ϕ(bϕ) > 1ω(1)+ω(2) , ϕ ∈ δ2,∑∞
i=1 ω(i) = ∞ and
∑[m/2]
i=1 ϕ(δ)ω(i) < 1.
(ii) The space (λϕ,ω)a is non-square if and only if ϕ(bϕ) > 1ω(1)+ω(2) , ω(i) > 0 for any i ∈ N
and
∑[m/2]
i=1 ϕ(δ)ω(i) < 1.
Proof. (i). By the conditions ∑∞i=1 ω(i) = ∞ and ϕ ∈ δ2 (which implies that aϕ = 0), we have
that λϕ,ω ↪→ c0. Therefore, we can find natural numbers k1 and k2 such that
x∗(1) = ∣∣x(k1)∣∣= max(∣∣x(1)∣∣, ∣∣x(2)∣∣, . . .)
and
y∗(1) = ∣∣y(k2)∣∣= max(∣∣y(1)∣∣, ∣∣y(2)∣∣, . . .).
The condition
∑∞
i=1 ω(i) = ∞ implies also that λω is strictly monotone (see Theorem 2.3).
Therefore, the proof of the sufficiency can be proceeded analogously as the proof of Case 1 in
Theorem 3.1. Also the necessity of the conditions ϕ(bϕ) > 1ω(1)+ω(2) and
∑[m/2]
i=1 ϕ(δ)ω(i) < 1
has been shown in Theorem 3.1. In order to prove the necessity of the conditions ϕ ∈ δ2 and∑∞
i=1 ω(i) = ∞, it is enough to note that if one of these conditions is not satisfied, then the
Orlicz–Lorentz space λϕ,ω contains an order linearly isometric copy of l∞ (see [7, Theorem 8]),
and so λϕ,ω is not non-square.
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there exists j ∈ N satisfying ω(j) > 0 and ω(j + 1) = 0. Then we can find u > 0 such that∑j
i=1 ϕ(u)ω(i) = 1. Defining
x = ue1 + · · · + ue2j ,
y = ue1 + · · · + uej − uej+1 − · · · − ue2j ,
we have ‖x‖ϕ,ω = ‖y‖ϕ,ω = ‖ x+y2 ‖ϕ,ω = ‖ x−y2 ‖ϕ,ω = 1. 
Theorem 3.3. The Orlicz–Lorentz space λϕ,ω is locally uniformly non-square if and only if
ϕ(bϕ) >
1
ω(1)+ω(2) , ϕ ∈ δ2,
∑∞
i=1 ω(i) = ∞ and δ = 0, that is, ϕ(u2 ) < 12ϕ(u) for any u > 0.
Proof. Sufficiency. Let us take arbitrary x ∈ S(λϕ,ω). Since ∑∞i=1 ω(i) = ∞ and ϕ ∈ δ2 (which
implies that aϕ = 0), we have λϕ,ω ↪→ c0. So, there exists k ∈N such that
x∗(1) = ∣∣x(k)∣∣= max(∣∣x(1)∣∣, ∣∣x(2)∣∣, . . .).
We have Iϕ,ω(x)  ϕ(bϕ)ω(1)  12 if |x(k)| = bϕ , ϕ(bϕ)ω(1) < 1 and Iϕ,ω(x) = 1 otherwise.
Therefore, we can find a constant 0 < ux < v  bϕ (where v is defined on p. 607) such that
Iϕ,ω(xχA) 12 , where
A = {i ∈N: ∣∣x(i)∣∣ ux}.
Since δ = 0 and ux > 0, there exists ηx ∈ (0,1) such that ϕ(u2 )  1−ηx2 ϕ(u) for all u ∈ [ux, v].
Let us define
A1 =
{
i ∈ A: x(i)y(i) 0},
A2 =
{
i ∈ A: x(i)y(i) < 0}.
By Iϕ,ω(xχA) 12 , we have max(Iϕ,ω(xχA1), Iϕ,ω(xχA2))
1
4 . Note that if |x(k)| > u2, where
u2 is defined on p. 607, then Iϕ,ω(xχ{k})  12 . Therefore, if |x(k)| > u2, then we will consider
below the case Iϕ,ω(xχA1) 14 if k ∈ A1 and the case Iϕ,ω(xχA2) 14 if k ∈ A2. Consequently,
we will apply inequalities (28) or (29), respectively.
Suppose that Iϕ,ω(xχA1) = ‖ϕ ◦ xχA1‖ω  14 . Since the inequalities
ϕ
(
x(i) − y(i)
2
)
 ϕ
(
max(|x(i)|, |y(i)|)
2
)
 1 − ηx
2
ϕ
(
max
(∣∣x(i)∣∣, ∣∣y(i)∣∣))
 1
2
ϕ
(
x(i)
)+ 1
2
ϕ
(
y(i)
)− ηx
2
ϕ
(
x(i)
)
hold for all i ∈ A1, we get
ϕ ◦ x − y  1ϕ ◦ x + 1ϕ ◦ y − ηx ϕ ◦ xχA1 .2 2 2 2
624 P. Foralewski et al. / Journal of Functional Analysis 264 (2013) 605–629Hence, by the local uniform monotonicity of the Lorentz space λω (see Theorem 2.3), we obtain
Iϕ,ω
(
x − y
2
)
=
∥∥∥∥ϕ ◦ x − y2
∥∥∥∥
ω

∥∥∥∥12ϕ ◦ x + 12ϕ ◦ y − ηx2 ϕ ◦ xχA1
∥∥∥∥
ω
 1
2
‖ϕ ◦ y‖ω + 12‖ϕ ◦ x − ηxϕ ◦ xχA1‖ω  1 −
1
2
δ
(
x,
ηx
4
)
,
where δ(x, ηx4 ) is the constant from the definition of local uniform monotonicity of the Lorentz
space λω. Since ∣∣∣∣x(i) − y(i)2
∣∣∣∣ v + u22 , (28)
for any i ∈ N, by Lemma 2.1(i), we get ‖ x−y2 ‖ϕ,ω < 1 − σ , where σ = σ( 12δ(x, ηx4 ), v+u22 ) ∈
(0,1).
Assume now that Iϕ,ω(xχA2) = ‖ϕ ◦xχA2‖ω  14 . Analogously as above we get the inequality
Iϕ,ω(
x+y
2 ) 1 − 12δ(x, ηx4 ). Hence, by the inequality∣∣∣∣x(i) + y(i)2
∣∣∣∣ v + u22 , (29)
for any i ∈N, applying again Lemma 2.1(i), we obtain ‖ x+y2 ‖ϕ,ω < 1 − σ .
Necessity. We need only to prove the necessity of the condition δ = 0. Suppose δ > 0. Then
ϕ(u2 ) = 12ϕ(u) for any u ∈ [0, δ]. One can find 0 < u0  δ and i0 with
∑i0
i=1 ϕ(u0)ω(i) = 1.
Analogously, for any natural n one can find un  u0/2n and in such that
∑in
i=1 ϕ(un)ω(i) = 1.
Defining
x = u0e1 + · · · + u0ei0,
yn = unei0+1 + · · · + unei0+in for n ∈N,
we have ‖x‖ϕ,ω = ‖yn‖ϕ,ω = 1 for any n ∈ N. By convexity of the Orlicz function ϕ, we obtain
that
∑i0
i=1 ϕ(un)ω(i) (1/2n)
∑i0
i=1 ϕ(u0)ω(i) = 1/2n, whence
Iϕ,ω
(
x ± yn
2
)
=
i0∑
i=1
ϕ
(
u0
2
)
ω(i) +
i0+in∑
i=i0+1
ϕ
(
un
2
)
ω(i)
= 1
2
i0∑
i=1
ϕ(u0)ω(i) + 12
i0+in∑
i=i0+1
ϕ(un)ω(i) > 1 − 12n+1 .
Consequently, min(‖ x−yn2 ‖ϕ,ω,‖ x+yn2 ‖ϕ,ω) → 1 as n → ∞, which means that λϕ,ω is not locally
uniformly non-square. 
Now assume that
∑∞
i=1 ω(i) = a < ∞ and ϕ(bϕ) > 1ω(1)+ω(2) . Then there exists u∞ < bϕ
satisfying
∑∞
ϕ(u∞)ω(i) = 1. We have the followingi=1
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∑∞
i=1 ω(i) = a < ∞. If ϕ(bϕ) > 1ω(1)+ω(2) , ω(i) > 0 for any i ∈ N and
δ  u∞, then the space (λϕ,ω)a is locally uniformly non-square.
Proof. Since (λϕ,ω)a = c0 (see Theorem 4.2(i) in [16]), for arbitrary x ∈ S((λϕ,ω)a) we have
x∗(1) = ∣∣x(k)∣∣= max(∣∣x(1)∣∣, ∣∣x(2)∣∣, . . .)> u∞.
Denoting ux = x∗(1)+u∞2 , by the condition δ  u∞, one can find ηx ∈ (0,1) such that ϕ(u2 ) 
1−ηx
2 ϕ(u) for all u ∈ [ux, v], where v is defined on p. 607. We also have Iϕ,ω(xχA) 
ϕ(u∞)ω(1), where A := {i ∈N: |x(i)| ux}. Proceeding analogously as in the proof of the suf-
ficiency of Theorem 3.3, we conclude that the space (λϕ,ω)a is locally uniformly non-square. 
Remark 3.1.
(i) It is not known if in the case of ∑∞i=1 ω(i) = a < ∞ the condition δ  u∞ is necessary for
the local uniform non-squareness of the space (λϕ,ω)a .
(ii) In the last part of the proof of the sufficiency of Theorem 3.3 we used Lemma 2.1(i). Since in
the case of
∑∞
i=1 ω(i) = ∞ and ϕ /∈ δ2 this lemma does not hold for the space (λϕ,ω)a (see
Remark 2.2 and Example 2.1), the proof presented for the space λϕ,ω cannot be repeated. So,
the natural question arises if in the case of
∑∞
i=1 ω(i) = ∞, condition ϕ ∈ δ2 is necessary
for the local uniform non-squareness of (λϕ,ω)a .
Theorem 3.5. The following conditions are equivalent:
(i) ϕ(bϕ) > 1ω(1)+ω(2) , ϕ ∈ δ2, ψ ∈ δ2 and ω is regular.(ii) The Orlicz–Lorentz space λϕ,ω is uniformly non-square.
(iii) The space (λϕ,ω)a is uniformly non-square.
Proof. (i) ⇒ (ii). The proof in this direction is similar to the proof of the sufficiency in Theo-
rem 3.3, but we will present a full proof for the sake of completeness.
First note that, by ψ ∈ δ2, we have that (see [10] and [23]) there exists η ∈ (0,1) such that
ϕ(u2 )
1−η
2 ϕ(u) for all u ∈ [0, v] (for the definition of v see p. 607).
Let us take arbitrary x, y ∈ S(λϕ,ω) and let k ∈N be such a number that
x∗(1) = ∣∣x(k)∣∣= max(∣∣x(1)∣∣, ∣∣x(2)∣∣, . . .).
By Iϕ,ω(x) ϕ(v)ω(1) 12 , we have max(Iϕ,ω(xχA1), Iϕ,ω(xχA2))
1
4 , where
A1 =
{
i ∈N: x(i)y(i) 0 and x(i) 	= 0},
A2 =
{
i ∈N: x(i)y(i) < 0}.
Analogously as in Theorem 3.3, if |x(k)| > u2 (for the definition of u2 see p. 607), in the inves-
tigations presented below we will assume that Iϕ,ω(xχA1) 14 if k ∈ A1 and Iϕ,ω(xχA2) 14 if
k ∈ A2.
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ϕ ◦ x − y
2
 1
2
ϕ ◦ x + 1
2
ϕ ◦ y − η
2
ϕ ◦ xχA1 .
Hence, by the uniform monotonicity of the Lorentz space λω (see Theorem 2.4), we obtain
Iϕ,ω
(
x − y
2
)
=
∥∥∥∥ϕ ◦ x − y2
∥∥∥∥
ω

∥∥∥∥12ϕ ◦ x + 12ϕ ◦ y − η2ϕ ◦ xχA1
∥∥∥∥
ω
 1 − δ
(
η
8
)
,
where δ(η8 ) is the constant from the definition of uniform monotonicity of the Lorentz space λω
corresponding to η8 . Since
∣∣∣∣x(i) − y(i)2
∣∣∣∣ v + u22
for any i ∈N, by Lemma 2.1(i), we get ‖ x−y2 ‖ϕ,ω < 1 − σ , where σ = σ(δ(η8 ), v+u22 ) ∈ (0,1).
Assume now that Iϕ,ω(xχA2) = ‖ϕ ◦ xχA2‖ω  14 . Then we get analogously as above that
Iϕ,ω(
x+y
2 ) 1 − δ(η8 ). Hence, by the inequality
∣∣∣∣x(i) + y(i)2
∣∣∣∣ v + u22 ,
for any i ∈N, applying again Lemma 2.1(i), we obtain ‖ x+y2 ‖ϕ,ω < 1 − σ .
(ii) ⇒ (i). By Theorems 3.2 and 2.5, we need only to prove the necessity of the regularity
of ω. Assume that ω is not regular. Then there exists an increasing sequence (kn)∞n=1 of natural
numbers such that
kn∑
i=1
ω(i) n
n + 1
2kn∑
i=1
ω(i).
Let us choose a decreasing sequence (un)∞n=1 of positive numbers such that
ϕ(un)
2kn∑
i=1
ω(i) = 1,
for any n ∈N. Defining
xn = une1 + · · · + unekn − unekn+1 − · · · − une2kn ,
yn = une1 + · · · + une[kn/2] − une[kn/2]+1 − · · · − unekn
+ unekn+1 + · · · + unel − unel+1 − · · · − une2kn,
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Iϕ,ω
(
xn + yn
2
)
= Iϕ,ω
(
xn − yn
2
)
= ϕ(un)
kn∑
i=1
ω(i) n
n + 1 .
Therefore, min(‖ xn−yn2 ‖,‖ xn+yn2 ‖) → 1 as n → ∞, which means that λϕ,ω is not uniformly non-
square.
(i) ⇒ (iii). By ∑∞i=1 ω(i) = ∞ and ϕ ∈ δ2, we have (λϕ,ω)a = λϕ,ω , whence by the above
part of this proof, we get that the space (λϕ,ω)a is uniformly non-square.
(iii) ⇒ (i). If ∑∞i=1 ω(i) < ∞ or aϕ > 0, then (λϕ,ω)a = c0 and the norms ‖ · ‖ϕ,ω and ‖ · ‖∞
are then equivalent (see [16, Theorem 4.2(i)]), whence we have that (λϕ,ω)a is not reflexive.
Moreover, if
∑∞
i=1 ω(i) = ∞, aϕ = 0 and ϕ /∈ δ2, we get that (λϕ,ω)a is not reflexive (see
Theorem 2.6). Therefore, if (λϕ,ω)a is reflexive (but this property follows from uniform non-
squareness, see [31,33]), then ∑∞i=1 ω(i) = ∞, ϕ ∈ δ2 whence (λϕ,ω)a = λϕ,ω , so the necessity
of the condition ψ ∈ δ2 and of the regularity of ω can be shown as above. 
4. Applications to Orlicz sequence spaces
Recall that in the case when ω(i) = 1 for any i ∈ N the corresponding Orlicz–Lorentz se-
quence spaces, became the well-known Orlicz sequence spaces lϕ (see [46]). Note that in the
case of Orlicz spaces, the condition ϕ(bϕ) > 1ω(1)+ω(2) is equivalent to the condition ϕ(bϕ) >
1
2 .
As far as we know, up to this time in the investigations of non-squareness properties of Orlicz
sequence spaces the condition ϕ(bϕ)  1 had been assumed (without proving of its necessity).
On the base of the results presented in the above part of this paper we can easily deduce criteria
for non-squareness properties of Orlicz sequence spaces lϕ as well as of their infinitely dimen-
sional subspaces hϕ (of all order continuous elements in lϕ) and their n-dimensional subspaces lnϕ
(n 2).
Corollary 4.1. (See Theorem 3.1.) The n-dimensional Orlicz space lnϕ is non-square (equivalently
uniformly non-square) if and only if ϕ(bϕ) > 12 and ϕ(δ) < 1/[n2 ].
Corollary 4.2. (See Theorems 3.2(i) and 3.3.) The following conditions are equivalent:
(i) ϕ(bϕ) > 12 , ϕ ∈ δ2 and δ = 0.(ii) The Orlicz sequence space lϕ is non-square.
(iii) The Orlicz sequence space lϕ is locally uniformly non-square.
Corollary 4.3. (See Theorems 3.2(ii).) The space hϕ is non-square if and only if ϕ(bϕ) > 12 and
δ = 0.
Corollary 4.4. (See Theorem 3.5.) The following conditions are equivalent:
(i) ϕ(bϕ) > 12 , ϕ ∈ δ2 and ψ ∈ δ2.(ii) The Orlicz sequence space lϕ is uniformly non-square.
(iii) The space hϕ is uniformly non-square.
628 P. Foralewski et al. / Journal of Functional Analysis 264 (2013) 605–629Acknowledgment
The authors of the paper would like to thank sincerely the Referee for careful reading of the
paper and making numerous remarks and suggestions. Thank to them, the revised version of the
paper should be easier to understand for readers.
References
[1] L. Altshuler, Uniform convexity in Lorentz sequence spaces, Israel J. Math. 20 (3–4) (1975) 260–274.
[2] C. Bennett, R. Sharpley, Interpolation of Operators, Academic Press, Inc., New York, 1988.
[3] G. Birkhoff, Lattice Theory, Amer. Math. Soc., Providence, RI, 1967.
[4] N.L. Carothers, S.J. Dilworth, Equidistributed random variables in Lp,q , J. Funct. Anal. 84 (1) (1989) 146–159.
[5] N.L. Carothers, S.J. Dilworth, D.A. Trautman, On the geometry of the unit spheres of the Lorentz spaces Lw,1,
Glasg. Math. J. 34 (1992) 21–25.
[6] N.L. Carothers, R. Haydon, P.K. Lin, On the isometries of Lorentz function spaces, Israel J. Math. 84 (1993) 265–
287.
[7] J. Cerdà, H. Hudzik, A. Kamin´ska, M. Mastyło, Geometric properties of symmetric spaces with applications to
Orlicz–Lorentz spaces, Positivity 2 (1998) 311–337.
[8] J. Cerdà, H. Hudzik, M. Mastyło, On the geometry of some Calderón–Lozanovskiˇi interpolation spaces, Indag.
Math. (N.S.) 6 (1) (1995) 35–49.
[9] S.T. Chen, Geometry of Orlicz spaces, Dissertationes Math. 356 (1996) 1–204.
[10] S.T. Chen, H. Hudzik, On some convexities of Orlicz and Orlicz–Bochner spaces, Comment. Math. Univ. Car-
olin. 29 (1) (1988) 13–29.
[11] V.I. Chilin, P.G. Dodds, A.A. Sedaev, F.A. Sukochev, Characterizations of Kadec–Klee properties in symmetric
spaces of measurable functions, Trans. Amer. Math. Soc. 348 (12) (1996) 4895–4918.
[12] Y.A. Cui, L. Jie, R. Płuciennik, Local uniform nonsquareness in Cesaro sequence spaces, Comment. Math. 37 (1997)
47–58.
[13] M. Denker, H. Hudzik, Uniformly non-l(1)n Musielak–Orlicz sequence spaces, Proc. Indian Acad. Sci. Math.
Sci. 101 (1991) 71–86.
[14] P. Foralewski, Some fundamental geometric and topological properties of generalized Orlicz–Lorentz function
spaces, Math. Nachr. 284 (8–9) (2011) 1003–1023.
[15] P. Foralewski, Rotundity structure of local nature for generalized Orlicz–Lorentz function spaces, Nonlinear
Anal. 74 (2011) 3912–3925.
[16] P. Foralewski, H. Hudzik, L. Szymaszkiewicz, On some geometric and topological properties of generalized Orlicz–
Lorentz sequence spaces, Math. Nachr. 281 (2) (2008) 181–198.
[17] P. Foralewski, H. Hudzik, L. Szymaszkiewicz, Local rotundity structure of generalized Orlicz–Lorentz sequence
spaces, Nonlinear Anal. 68 (2008) 2709–2718.
[18] P. Foralewski, P. Kolwicz, Local uniform rotundity in Calderón–Lozanovskiˇi spaces, J. Convex Anal. 14 (2) (2007)
395–412.
[19] J. García-Falset, E. Llorens-Fuster, E.M. Mazcuñan-Navarro, Uniformly nonsquare Banach spaces have the fixed
point property for nonexpansive mappings, J. Funct. Anal. 233 (2006) 494–514.
[20] W.Z. Gong, Z.R. Shi, Points of monotonicity in Orlicz–Lorentz function spaces, Nonlinear Anal. 73 (2010) 1300–
1317.
[21] I. Halperin, Function spaces, Canad. J. Math. 5 (1953) 273–288.
[22] I. Halperin, Uniform convexity in function spaces, Duke Math. J. 21 (1954) 195–204.
[23] H. Hudzik, Uniformly non-l(1)n Orlicz spaces with Luxemburg norm, Studia Math. 81 (1985) 271–284.
[24] H. Hudzik, Locally uniformly non-l(1)n Orlicz spaces, in: Proceedings of the 13th Winter School on Abstract Anal-
ysis, Srni, 1985, Rend. Circ. Mat. Palermo (2) 10 (1985) 49–56.
[25] H. Hudzik, A. Kamin´ska, Monotonicity properties of Lorentz spaces, Proc. Amer. Math. Soc. 123 (9) (1995) 2715–
2721.
[26] H. Hudzik, A. Kamin´ska, W. Kurc, Uniformly non-l(1)n Musielak–Orlicz spaces, Bull. Acad. Pol. Sci. Math. 35
(1987) 441–448.
[27] H. Hudzik, A. Kamin´ska, M. Mastyło, Geometric properties of some Calderón–Lozanovskiˇi space and Orlicz–
Lorentz spaces, Houston J. Math. 22 (3) (1996) 639–663.
P. Foralewski et al. / Journal of Functional Analysis 264 (2013) 605–629 629[28] H. Hudzik, A. Kamin´ska, M. Mastyło, On geometric properties of Orlicz–Lorentz spaces, Canad. Math. Bull. 40 (3)
(1997) 316–329.
[29] H. Hudzik, A. Kamin´ska, M. Mastyło, Monotonicity and rotundity properties in Banach lattices, Rocky Mountain
J. Math. 30 (3) (2000) 933–950.
[30] H. Hudzik, A. Kamin´ska, M. Mastyło, On the dual of Orlicz–Lorentz space, Proc. Amer. Math. Soc. 130 (6) (2002)
1645–1654.
[31] R.C. James, Uniformly non-square Banach spaces, Ann. of Math. 80 (1964) 542–550.
[32] R.C. James, Weak compactness and reflexivity, Israel J. Math. 2 (1964) 101–119.
[33] R.C. James, Super-reflexive spaces with bases, Pacific J. Math. 41 (1972) 409–419.
[34] A. Kamin´ska, Some remarks on Orlicz–Lorentz spaces, Math. Nachr. 147 (1990) 29–38.
[35] A. Kamin´ska, Extremal points in Orlicz–Lorentz spaces, Arch. Math. 55 (1990) 173–180.
[36] A. Kamin´ska, Uniform convexity of generalized Lorentz spaces, Arch. Math. 56 (1991) 181–188.
[37] A. Kamin´ska, D. Kubiak, On isometric copies of l∞ and James constants in Cesàro–Orlicz sequence spaces, J. Math.
Anal. Appl. 372 (2010) 574–584.
[38] A. Kamin´ska, P.K. Lin, H. Sun, Uniformly normal structure of Orlicz–Lorentz spaces, in: Interaction Between
Functional Analysis, Harmonic Analysis, and Probability, Columbia, Missouri, 1994, in: Lect. Notes Pure Appl.
Math., vol. 175, M. Dekker, 1996, pp. 229–238.
[39] A. Kamin´ska, Y. Raynaud, Isomorphic lp -subspaces in Orlicz–Lorentz sequence spaces, Proc. Amer. Math.
Soc. 134 (8) (2006) 2317–2327.
[40] A. Kamin´ska, Y. Raynaud, Isomorphic copies in the lattice E and its symmetrization E(∗) with applications to
Orlicz–Lorentz spaces, J. Funct. Anal. 257 (2009) 271–331.
[41] L.V. Kantorovich, G.P. Akilov, Functional Analysis, Pergamon Press, Oxford, 1982 (English translation from the
Russian edition).
[42] M. Kato, L. Maligranda, On James and Jordan–von Neumann constants of Lorentz sequence spaces, J. Math. Anal.
Appl. 258 (2001) 457–465.
[43] S.G. Krein, Ju.I. Petunin, E.M. Semenov, Interpolation of Linear Operators, Transl. Math. Monogr., vol. 54, Amer.
Math. Soc., Providence, 1982.
[44] F.E. Levis, H.H. Cuenya, Gateaux differentiability in Orlicz–Lorentz spaces and applications, Math. Nachr. 280 (11)
(2007) 1282–1296.
[45] F.E. Levis, H.H. Cuenya, A.N. Priori, Best constant approximants in Orlicz–Lorentz spaces, Comment. Math. 48 (1)
(2008) 59–73.
[46] J. Lindenstrauss, L. Tzafriri, Classical Banach Spaces I, Sequence Spaces, Springer-Verlag, Berlin/Heidelberg/New
York, 1977.
[47] J. Lindenstrauss, L. Tzafriri, Classical Banach Spaces II, Function Spaces, Springer-Verlag, Berlin/Heidelberg/New
York, 1979.
[48] G.G. Lorentz, Some new functional space, Ann. of Math. 51 (1) (1950) 37–55.
[49] G.G. Lorentz, On the theory of space Λ, Pacific J. Math. 1 (3) (1951) 411–429.
[50] L. Maligranda, Orlicz Spaces and Interpolation, Sem. Mat., vol. 5, Universidade Estadual de Campinas, Campinas,
SP, Brazil, 1989.
[51] L. Maligranda, N. Petrot, S. Suantai, On the James constant and B-convexity of Cesàro and Cesàro–Orlicz sequence
spaces, J. Math. Anal. Appl. 326 (2007) 312–331.
[52] J. Musielak, Orlicz Spaces and Modular Spaces, Lecture Notes in Math., vol. 1034, Springer-Verlag,
Berlin/Heidelberg/New York/Tokyo, 1983.
[53] K. Sundaresan, Uniformly non-square Orlicz spaces, Nieuw Arch. Wiskd. 14 (1966) 31–39.
