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ABSTRACT 
An n x n nonnegative matrix A is said to be (doubly stochastic) scalable if 
there exist two positive diagonal matrices X and Y such that XAY is doubly 
stochastic. We derive an upper bound on the norms of the scaling factors X and 
Y and give a polynomial-time complexity bound on the problem of computing 
the scaling factors to a prescribed accuracy. 
0. INTRODUCTION 
An n x n matrix A is said to be scalable if there exist two positive di- 
agonal matrices X and Y such that XAY is doubly quasistochastic, i.e., 
its row and column sums are all ones. The scaling problem is to determine 
the scalability of a given matrix and, if scalable, to find the scaling factors. 
In [12], we gave a simple Newton algorithm of complexity O(fiL) itera- 
tions for scaling symmetric positive semidefinite matrices of binary length 
L, which includes linear programming. In this paper we consider another 
important case of the scaling problem, where the given matrix A = (aij) is 
nonnegative, i.e. aij > 0. 
If A is nonnegative and scalable, then XAY is in fact doubly stochastic. 
The problem of scaling of nonnegative matrices, its application, and exten- 
sions has been treated extensively in the literature [5, 7, 13, 14, 16-19, 22, 
24, 251. 
Algebraically, the problem can be stated as the system of nonlinear 
equations in positive variables 
ATa: = y-l, Ay = z-l, .x > 0, Y > 0, (0.1) 
where 2-l = (l/xl,. . ,l/~~)~, and y-l = (l/yi,. ,1/y/,)*. It is well 
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known that A is scalable, i.e., the above system has a solution if and only 
if A has a doubly stochastic pattern (see [5, 7, 13, 17, 191). By definition 
the latter means that there exists a doubly stochastic n x n matrix (pi?) 
such that pij > 0 if and only if n,j > 0. In the case where A is symmetric, 
A is scalable by z and y if and only if there exists a positive scaling x = y. 
Given a nonnegative scalable matrix A, we say that two positive diagonal 
matrices X and Y scale A to the accuracy of E if 
(0.2) 
where e = (1,. . . , l)T. 
Clearly, any solution to the system in (0.1) is a stationary point of the 
logarithmic barrier function 
g(n:, y) = X*AY - 2 In 5, ~ 2 In ran. (0.3) 
2=1 j=l 
This relationship was observed by Marshall and Olkin [15], who also men- 
tioned some computational results based on Newton’s method on very 
small-size matrices. Unlike the (symmetric x = y) positive semidefinite 
case, for nonnegative matrices g is nonconvex, its Hessian can be degener- 
ate, and little is known of the convergence of the method. 
However, for a fixed y, the function g(x, y) is convex in 2, and one can 
analytically minimize g(x;,y) over n: > 0 to get .x(y) = argming(s, y) = 
(Ay)-‘. Thus, we arrive at the coordinate-descent method 
xk+l = (AY$‘, Y~+I = (A*Q+I)-~, (0.4) 
which is actually the method of alternative row and column normalization. 
This method, also known as the RAS algorithm, is perhaps the best-known 
algorithm for the nonriegative matrix scaling problem. It is well known that 
the RAS method converges for arbitrary scalable nonnegative matrices; see 
[24, 251. 
Minimizing g(x, y) along the ray {(tx,ty) ) t > 0}, one arrives at the 
homogeneous potential function 
/c(z, y) = min g(tz, ty) 
E(O,m) 
= min 
tE(a,m) 
t2zTAy - 211 In t - 2 In x, - 
2=1 
= In (ZTAy)‘” + constant, 
4ZbCYJ) 
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where constant = n(1 - Inn), T(Z) = nr=“=, zi, r(y) = nr=, yi. This func- 
tion is analogous to Karmarkar’s potential function for linear programming. 
The RAS can also be considered as the coordinate descent algorithm ap- 
plied to Ic(z, y). For this as well as other relationships between the logarith- 
mic barrier function and the potential function see [lo]. At each iteration 
of the RAS, from (0.4) we have 
Xk+lAYke = e, Yk+lATXk+le = e, (0.6) 
where Xk+r = diag(zk+i), etc., from which it follows that for k > 1, 
x:Ayk = n, and that the decrease in the potential function is 
k(Zk+l,~k+l) - k(xk,yk) = ln[.rr(zk)~(yk).ir(Ay~)~(ATzk+l)] 
= ln[7r(XkAYke)7r(YkATXk+le)]. 
Let R = XkAYke, S = YkATXk+le. Now, since the matrices XkAYk 
and YkATXk+r are column stochastic [from (0.6)], we have Cr=, R, = 
C,“=, S, = n, and the potential-function decrease ln[7r(R)n(S)] is negative 
and “large” if the Ri’s and Sj’s substantially deviate from 1. As the iterates 
approach the solution, the asymptotic decrease is -I] R- e112 - I/S- e112 and 
goes to zero. This fact, together with our bounds on scaling factors, can 
be used to prove that the RAS is a fully polynomial-time approximation 
scheme. In particular, for positive matrices A (which without loss of gener- 
ality can be assumed to be normalized so that row and column sums of A 
do not exceed l), the number of iterations N of the RAS method sufficient 
for scaling A to an accuracy of E satisfies 
where ‘u is the minimum entry of A; see [l l]. 
Another bound on the rate of convergence of the RAS for positive ma- 
trices was given by Franklin and Lorenz [8], who, using a result due to 
Birkoff [3], show that the RAS is a contraction map in Hilbert’s projective 
metric. Unfortunately, the contraction can be very small, and their bound 
can grow as O((l/v) ln(l/s)). As an example consider the 2 x 2 matrix 
which is scaled to an initial accuracy of E = II. It is easy to show that 
decreasing the error by a factor of 100 requires more than l/u iterations. 
Thus the RAS algorithm is not a polynomial-time method. 
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Many other reformulations of the scaling problem are also known, some 
as convex programming problems. For example, substituting x(y) = (Ay)-l 
in (0.5), we arrive at the DjokoviC-London [7, 131 formulation, which asks 
for the minimum of ~(Ay)/-ir(y) for y > 0. 
Using the change of variable n: = (eel, , et,*), y = (evl, . , e’rm) in the 
logarit,hmic barrier function g(x, y), one can reduce the scaling problem to 
the unconstrained convex minimization of 
(0.7) 
2,3=1 2=1 j=l 
The above function was considered by Bacharach [I] and Bachem and Korte 
[2]. In this paper we shall also make use of this formulation. 
Using the same change of variables in the potential function k(z, y), or in 
the DjokoviC-London function and taking the logarithm, again we obtain an 
unconstrained minimization of the convex function n ln(CtJ=r aijec,+qj) - 
c:=“=, <% - c:=“=, 172, or of the function C,“=, ln(C~=r a,,e~~) - Cy=“=, Et. 
The scaling problem can also be stated as a geometric programming 
problem (see [21]) or as its dual, which is essentially an entropy minimiza- 
tion over transportation const)raints (see [4, 231). 
Despite the abundance of equivalent formulations and the existence re- 
sults, there have been no complexity results stated in terms of the original 
data for solving the scaling problem, partly because there were no bounds 
on the the scaling factors and the required accuracy of the minimization. 
In this paper we show that the problem (0.2) can be solved in polynomial 
time. Assuming without loss of generality that the row and column sums 
of a nonnegative matrix A do not exceed 1 and that its minimum posi- 
tive entry is 71, we show in Theorem 3 that for a given accuracy of E the 
scaling factors x = (etl,. . , ec”): y = (6’1, , t?) can be determined in 
0(n4 ln(n/E) ln(l/v)) arithmetic operations over O(ln(n/&v))-bit numbers. 
To prove this result, we first show in Sections 1 and 2 that for a non- 
negative scalable matrix A th,ere exist scnlin,g factors x and y all of whose 
components lie in the interval from un+li2 to Kn-1/2. 
The above bound, stated in Theorem 1 and Corollary 1, is complemented 
by an example of n x n nonnegative matrices for which the smallest interval 
containing all the components of any of their scaling factors is [&*, Vet/‘]. 
In Section 3, we also give a bound on the accuracy of minimizing the 
potent,ial function f (<, 7) [or, equivalently g(n:, y) or k(z, y)] sufficient for 
scaling A to an accuracy of E. Specifically, in Theorem 2, we show that for 
any E E (0,l) the minimization off ([, 71) to an absolute accuracy of 6 = 
~~116 yields th,e scaling factors x = (eel,. !&) an,d y = (e’ll,. ,ev,,), 
scaling A to th‘e accuracy E. 
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Theorems 1 and 2 then imply Theorem 3 via the ellipsoid algorithm. 
We close the paper with a brief discussion of the complexity bounds which 
can be derived from Theorems 1 and 2 using Newton’s method. 
1. BOUND ON SCALING FACTORS 
Consider the problem of (doubly stochastic) scaling of an n x n nonneg- 
ative matrix A: 
2 xiyju,j = 1, i E I = (1,. . ,n}, 
j=l 
2 (1.1) .xtyjaij = 1, j E J= {l,...,n}, 
i=l 
2:=(21,...,5,) >o, Y = (Yl, ” , Yn) > 0. 
Here I and J are the sets of rows and columns of A, respectively. As 
mentioned before, A is scalable if and only if it has a doubly stochastic 
pattern, i.e., there exists a doubly stochastic matrix P = (pij) such that 
pzj > 0 whenever aij > 0 and vice versa (5, 7, 13, 17, 191. Clearly, this im- 
plies the following (see [6, Theorem 2.11): Let m be the number of positive 
entries of A, and consider the bipartite graph GA = (V, E) with 2n vertices 
V = I U J and m edges 
E = {(i,j) 1 u27 > 0} 2 I x J. 
PROPOSITION 1. A is scalable if and only if, for each edge (i, j) in 
E, there exists a perfect matching IHij in GA which contains (i,j), or 
equivalently, the following system of linear inequalities in m unknowns is 
solvable: 
c pij=1, vi E I, 
(1.2) 
>I Pz, - ;> V(i, j) E E. 
In particular, the scalability of A can be formulated as a maximum-flow 
problem, and it can be tested in G(nmlog(n’/m)) operations [9]. 
The following theorem gives an upper bound on the scaling factors. 
THEOREM 1. Let A be an nxn nonnegative matrix sum of whose entries 
does not exceed n, and let u = min{a,j 1 (i,j) E E} be the minimum of 
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th,e positive entries of A. If A is doubly stochastic scalable, then there exist 
scaling factors (x, y) > 0 such that 
max{zr, . . ,.z,. ~1,. . , yn} 5 u-n-1/2. (1.3) 
Proof. Consider 
f(S177) = 2 az3eEl+T11 - 2 <i - 2 7.j. (1.4) 
i,j=l a=1 j=l 
Suppose that (c, 7) is a stationary point of f, which from convexity is a 
minimum point of f in R’“. Then the first-order optimality conditions for 
f give 
g=e eEf eT1l atj - 1 = 0 , iEI, 
z 3=1 
$ = ~ec’e”‘ai, - 1 = 0, j E J. 
3 i=l 
Letting 
~xz = eEl, i E I, 
yj = eq1 j E ,J. 
we obtain the following well-known results; see e.g. [l, 21. 
(1.5) 
(1.6) 
PROPOSITION 2. If a pair of positive vectors x = (xl,. . . , xn) and y = 
(yr, . . , yn) scale A, then the pair of uectors [ = (lnxr, . . , lnx,), n = 
(In yr, . . , In yn) is a global minimum off over IR2” and vice versa. 4 
In particular, A is scalable if and only if 
g(x, y) = xrAy - 2 lnzi - & In yj (1.7) 
i=l j=l 
attains its global minimum in (2, y) E lR2;” = {(x, y) 1 x > 0, y > 0). Thus 
under the assumptions of Theorem 1 the minimum value of f is finite: 
f* = min{f (E, 77) I (tl 7) E R”“> = minMx, Y) I (2, Y) E IQ) > --oo. 
We first need the following simple upper bound on f*: 
f* 5 n+nlnz 
12’ (1.8) 
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where 
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C7= 2 a a1 
t,j=l 
To prove (1.8) recall that 
,:n$L, g(tz, ty) = VZl y) 
In particular, for 2 = y = e = (1,. . , l)T we obtain 
f* 5 tCmit$, g(te, te) = n + 72 In !7. 
n 
LEMMA 1. Under the assumption of Theorem 1 there exists a scaling 
(x,y) > 0 of A such that < = (lnzl,..., Ins,) and 77 = (lnyl,..., lny,) 
satisfy the system of linear inequalities 
(1.9) 
(1.10) 
(1.11) 
Proof. Let (c, 17) E IR2n be a point minimizing f. For an arbitrary 
(i,j) E E from (1.5) we get 
l= c 
a,,eC’+“” > azJeEa+a, > 21ec1+v,, 
- - 
a:(z,a)EE 
which is equivalent to (1.9). From (1.8) we also get 
f*= 2 a~~e[‘+“‘-~~~-~‘il=‘L-i:~~-Cri)~Il+nln~, 
2,3=1 2=1 3=1 2=1 J=l 
which coincides with (1.10). It is also easy to see that if (<, q) = (El,. . , En, 
qlr . , qL) is a point minimizing f and t is an arbitrary real number, then 
the point 
(Cl - t, . . , En - t, q1 + t, . , vn + t) 
minimizes f as well. Thus, we can fix (1 as in (1.11). 
94 BAHMAN KALANTARI AND LEONID KHACHIYAN 
We continue with the proof of Theorem 1. A square matrix A is said 
to be fully indecomposable if A does not contain an s x t zero subma- 
trix such that s + t > n. It is known [5] that after independent permuta- 
tions of rows and columns, each scalable matrix A can be represented as a 
direct sum of fully indecomposable square matrices Al, . . , Ak: 
A = diag(Ar, , Ak). (1.12) 
Since the content of Theorem 1 is invariant under such permutations, 
we may assume without loss of generality that A has the form (1.12). 
Moreover, if the theorem holds for each block Al, . , Ak, then it holds for 
A, and vice versa. Therefore we may assume that k = 1, i.e., A is fully 
indecomposable. In particular this implies that GA is connected. 
LEMMA 2. If GA is connected, the solution set R of (1.9), (l.lO), (1.11) 
is bounded. 
Proof. The recession cone of R is given by 
<L + 7jJ < o V(i:j) E E, (1.13a) 
g Et + $ % 2 0, (1.13b) 
<r = 0. (1.13c) 
To prove the boundedness of 0 WC have to show that the above system has 
the only solution < = q = 0. Let us first show that this system implies 
& + 7/j = 0 V(i, j) E E. (1.14) 
Fix (i,j) in E. Since A is scalable, there exists a perfect matching AJij in 
E which contains (i, j). Therefore (1.13b) may be written as 
We also know from (1.13a) that ca + no 5 0, which obviously implies 
& + nj = 0. This proves (1.14). N ow since [r = 0 and GA is connected, we 
conclude that & = qj = 0 for all i and j. ??
To complete the proof of t)he theorem it suffices to show that 
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for an arbitrary vertex (E,q) of 0, where as before K = ln(l/v). Let 
G’ = (V, E’) be the subgraph of GA containing the edges which correspond 
to the inequalities tight at this vertex, i.e., 
If G’ is connected, then & = nI, = K/2 for all i and j [see (l.ll)] and we are 
done. If G’ has more than two connected components, then (e,n) cannot 
be determined uniquely, contradicting the assumption that it is a vertex of 
R. Thus, if G’ is disconnected it has exactly two connected components, 
say G; and Gh, and the inequality (1.10) is tight: 
qj = C = -nln a. 
n 
(1.16) 
2=1 j=l 
Suppose without loss of generality that the component Gi contains the 
vertices <i,...,& and qi,...,np of V; then [i = ... = Ea = ~1 = ... = 
778 = K/2 [see (l.ll)]. It f o 11 ows from the definition of G’ that &+i = . . = 
tn = K/2 + t and np+i = ... = nn = K/2 - t, where the value of t can be 
determined from (1.16): (o+P)K/2 + (n--CY)(K/2+t) + (n-/3)(K/2-t) = 
C. The latter equation can be written as (,0 - a)t = C - Kn, which implies 
that o # p (otherwise the value oft cannot be determined uniquely). Hence 
ItI 5 IC - Knl. Since A is scalable, it contains at least one nonzero entry 
in each row, and therefore ~7 = ~~,=, ua., > nv. We also have o < n, by 
the assumption of the theorem. Thus 
O<C=-nlnc<Kn, 
n 
which implies It\ 5 Kn. This proves the theorem. 
COROLLARY 1. Let A be an n x n nonnegative matrix with row and 
column sums not exceeding 1, and let u be the minimum, of its positive 
entries. If A is doubly stochastic scalable, then there exist scaling factors 
(x,y) > 0 such that 
un+1/2 < Xl,. . ,x,, y1,. . . , yn I u-n-1/2. (1.17) 
Proof. By Theorem 1 there exists a scaling which satisfies the upper 
bound. Since 
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we have the lower bound for the 2,‘s. The lower bound on the yi’s is 
obtained similarly. ??
We now give an example of nonnegative scalable matrices with “ill-condi- 
tioned” scalings. Let n = 2k + 1 and w E (0,l). Consider the n x n 
nonnegative matrix A with 2n positive entries given by 
a -l-J;;, 22 - i=l,...,n, 
ai++ = 21, i=l,...,k, 
a,,i+r = I, i=k+l,...,n-1, 
and 
an,1 = fi. 
The matrix A is fully indecomposable, since the bipartite graph GA is a 
Hamiltonian cycle through its 2n vertices. Therefore, the scaling factors 5 
and y for A exist and are unique up to scalar multiplication (see e.g. (5, 
Theorem 6.11). It can easily be checked that the scaling factors are given 
by 
xZk+z-i = 5% = v -(k+Z-2z)/4 3 i= l,...,k+l, 
y zz x-1, 
so that 
d8 < Xl, . . ).X,, - Yl, , , yin I V-n’8, 
and the above upper and lower bounds cannot be improved for any other 
pair of scaling factors tz and t-‘y, where t > 0. 
2. BOUNDS ON SCALING FACTORS FOR 
SYMMETRIC MATRICES 
Suppose that A is an n x n symmetric nonnegative matrix. If A is 
scalable by a pair of positive vectors (2, y) E IRT [see (l.l)], then 
attains its minimum at the point (E, n) = (lnzr, . . , Ins,, In yr, . . , In y,). 
BY the symmetry f(C, 71) = f(v, 0, th e minimum is also attained at (17, <). 
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Now from the convexity of f it follows that the minimum is attained at the 
point ((5+77)/2, (E+77)/2) as well. Hence we have the following well-known 
result: An n x n symmetric nonnegative matrix A can be scaled by a pair 
of positive vectors (z, y) > 0 if and only if it can be scaled by a single 
positive vector: 
~ZiZ~&,=l, jE{l,..., n}, 
i=l 
z= (q,...,&J >o. 
(2.1) 
The problem (2.1) in n unknowns will be called the problem of symmetric 
(doubly stochastic) scaling. Letting 
Z, = c?‘) i E {l,...,n}, (2.2) 
we see that the problem of symmetric scaling (2.1) is equivalent to the 
unconstrained minimization of the convex function 
F(w) = f(w, w) = 2 azjew*+wJ - 2 2 wi, W=(Wi,...,wn)EW. 
i,j=l i=l 
(2.3) 
From Theorem 1 we also get 
COROLLARY 2. Let A be an n x n scalable matrix satisfying the as- 
sumptions of Corollary 1. If A is symmetric, there exists a positive scaling 
z = (~1,. , 2,) > 0 satisfying 
p+w < z -n-1/2 _ I,...,% Iv (2.4) 
Proof. By Theorem 1 there exists a positive scaling (x, y) > 0 of A 
which satisfies (1.7). Since A is symmetric, letting Wi = i(ln xi + In yi) or 
equivalently Zi = (Ziyi)“2, we obtain a positive solution z to the problem 
(2.1). Clearly, z satisfies (2.4). ??
3. POLYNOMIAL SOLVABILITY OF DOUBLY 
STOCHASTIC SCALING 
In this section we prove the polynomial solvability of problems (0.2) for 
nonnegative matrices A. As before, we assume without loss of generality 
that the row and column sums do not exceed 1. Also, since the scalability 
of A can be determined by solving the maximum-flow problem (l.l), we 
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assume that A is scalable. Next, it is easy to transform the problem (0.2) 
into its more convenient symmetric case: 
(S): Given an n x n nonnegative symmetric scalable rational matrix 
A with row and column sums not exceeding 1, and a given row-column 
accuracy E E (0, l), find an approximate positive scaling z E IRy satisfying 
Indeed, suppose that we wish to solve (0.2) for a given n x n matrix A, 
and let 
(3.2) 
Then B is symmetric, and any solution z = (1:. y) E EC”;” to (S) for B gives 
a pair of vectors IC E IRY and y E IRy which solves (0.2) for A, and vice 
versa. So without loss of generality we may assume that A is symmetric. 
Let as before 
F(w) = c a2je”f+W~ - 2cwZ. 
As we know from Sections 1 and 2, A is scalable if and only if F(w) attains 
its unconstrained minimum. 
The following result estimates the required accuracy of the minimization 
of F (equivalently, of f for the nonsymmetric case). 
THEOREM 2. Suppose th,at A is an n x 71 symmetric scalable nonneg- 
ative matrix and E E (0,l). Let w* be an e.cact minimizer of F in R”, 
and 
Ckg. (3.3) 
Assum,e that w satisfies F(w) 5 F(w*) +6, and let z = (ewl.. , eW,f). Then 
z satisfies (3.1). 
Proof. We know that 
F(w) = 2 a+jew’+w ’ - 2 5 w, 5 2 a,jew:+W; - 2 2 w; + 6, 
r,j=l 2=1 t,j=l 2=1 
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and that 
A* = (&) = (azjew:+w:) 
is a doubly stochastic matrix. Letting 
W,=W: +AWi, i = 1,...,n, 
the last inequality can be written as 
2 a2; [&A +Aw ‘-~-(AU~+AUJ)] 16. 
i,g=l 
Note that for all real t 
et-1-t>O, 
and therefore 
’ - 1 - (AU, + Aq)] < 6 
3=1 
foreachi=l,...,n.Let 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
We have to show that ]g2] 5 E for all i = 1,. . . , n [see (3.2)]. Clearly, 
where Cr is the sum of the terms a;]e Aw~+Aw~ - I] with ]Awi + Awj] > 1, 
and the sum Cz is taken over the terms with ]Aw, + Awj] < 1. 
Since 
let ~ 11 5 3(et - 1 - t) for ItI > 1, (3.8) 
from (3.7) we have 
1) 
Cr < 3xat[eAw,+Aw I-1-(Aw,+Awj)] 136. 
j=l 
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Furthermore, since 
let - l/ < 3(et - 1 - t)l/’ for It] < 1, (3.9) 
we also have from (3.7) 
Cz 5 3 2 a;j[eAw8+Aw~ - 1 - (Aw, + AwJ)ll” 
j=l 
= ~~(u;)~~~~u~~[,““~+~~~ - 1 - (AU, + AwJ}~” 
j=l 
l/2 
= 3 2 CL; [cAwt+Aw~ ~ 1 - (Aw, + AC+)] I 3s’f2 
j=l 
Hence 
which completes the proof. 
Thus, to solve (0.2) it suffices to solve the convex program 
F(w) = 2 u23ew’+w1 - 2 
1 
(]w/]z < R = fi(n + i) In - 
z,j=1 
21 
(3.10) 
with the absolute accuracy 5 = ~‘116. 
To complete the proof of the polynomial solvability of (3.10) via the 
ellipsoid method we need the next, final lemma, which states that the set 
of S-minimizers of F(w) is sufficiently “thick.” 
LEMMA 3. Let w* be an exact minimizer of F(w) in IR”, and let 
I-= 
Then JIw - w* 112 < T implies F(w) 5 F(w*) + 6. 
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Proof. Note that if ]]w--*]]2 = ]]Aw](z 5 T, then jAw,+Aw,] < AT < 
1. Since et - 1 - t < t2 for all ltl < 1, we have 
F(W) - F(w*) = 2 a~j[eAwl+Awl - 1 - (Awi + Awj)] 
z.j=l 
522 ay = 2nr2 5 6. W 
i,3=1 
It now follows that the number of iterations of the ellipsoid method does 
not exceed 
27z(n+l)ln~ = O(n21n (flni)). 
These operations are to be performed over the numbers wi having at most 
O(ln(n/&)) digits before and after the decimal point [this is because we 
can use additional constraints w, +wj 5 ln(l/v) on (3.10) in order to avoid 
dealing with large exponents]. Assuming that the output is given in the 
form z = (eW1, . . . , eWrl), we finally obtain the following. 
THEOREMS. Let A be an n x n scalable nonnegative matrix whose row 
and column sums do not exceed 1, and let u be its minimum positive entry. 
Th.e scaling problems (0.2) can be solved in O(n4 ln(n/s) ln(l/u)) arithmetic 
operations over O(ln(n/sv))-bit numbers. 
In fact, (3.10) can also be solved with path-following Newton methods 
applied to the following self-concordant function in m + n variables: 
2 aijTt,, -2-5, 
r,j=l 2=1 
-t[ ln(R2 - Ilwil$ + ln(.rij - ewZ+wl) - ln( lnrij - Wi - WJ)]) 
with the parameter t approaching zero (see [20]) or by entropy minimiza- 
tion via the potential-reduction Newton method (see [26]). In both cases 
the number of iterations is only O(filn[n/sln(l/v)]), where m is the 
number of positive entries of the matrix. However, each Newton iteration 
deals with a system of linear equations in m unknowns, so that the straight- 
forward implementations seem to give an overall complexity which up to 
logarithmic factors grows as O(VL~,~), and is inferior to the bound stated 
in Theorem 3 even for moderately dense matrices with m > n8i7. The 
question of reducing the complexity of Newton’s iterations for the scaling 
problem requires further investigation. 
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