This paper reports our study in digital image geometrical distortion correction. The Artificial Neural Network (ANN) was employed to correct the distorted digital image which is simulated in computer. The ANN was trained to map the distorted points to the distortion-free points. As the results, our proposed technique can correct the detected distort-points with .
1.
10 -2 pixel of mean square error along the x axis and . 10 -4 1. 10 -2 pixel of mean square error along the y axis.
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INTRODUCTION
Currently, the x-ray computers are being increasingly popular. It can reduce the radiation dose per examination. The process of examination is quick without any chemical process on patients. The information of examination can be easily stored in digital and quickly be restored from database. The accuracy of diagnosis is reliable with safety.
In light capture process the optical lens is an important part that is necessary to be used for gathering light and projecting on camera image sensor. The image, which is captured from cheap and wideangle lens, is usually distorted with high geometrical distortion and need to be corrected [1] . A geometrical distortion causes the error to data points in image. The algorithms to correct geometrical distortion are proposed with various methods. A solution to correct the geometrical distortion in image is typically used mathematical algorithm of polynomial equations to estimate and interpolate coordination of image [2] [3] [4] [5] . An artificial neural network (ANN) is widely applied to solve various engineering problems such as pattern recognition, optimization and modeling [6, 7] and also in computer vision [8, 9] . The ANN is suitable to be employed for solving the problems that require complex models. This research has proposed the application of artificial neural network to correct the geometrical distortion image.
METHODOLOGY 2.1 Data Study
In this study the 10X10 chessboard with no distortion which was simulated in computer was used in our experiment as shown in Figure 1 . This image was also used as standard pattern of free distortion data for verifying the algorithm. The size of chessboard is 1000 1000 pixels. The coordination on the image plane is mapped from points on camera frame with transformation in equation (1). where (u,v) is the distortion-free image point on the image plane, (x c ,y c ) is a point in camera frame, (u o ,v o ) is camera principle point, ( , ) are two scalars in the two image axes, and describes the skewness of the image. The distorted image was generated from chessboard using distortion equations in eq. (2) and (3) (4) where k i are Radial distortion coefficients and r is a radius of the distortion The distortion model used in this study can be presented in equation (5).
The data used in network modeling were a chessboard [3, 11] with 81 coordinates which were obtained from the corner detection process via OpenCV function [13] . The data of distorted image after corner detection process can be shown in Figure 2 . The training set consists of 41 selected points and the testing set contains all 40 remaining points. 
Artificial Neural Network Design
In this study the backpropagation (BPP) network was employed as undistortion model. The BPP network has multi-layers and backpropagate errors through the network to adjust weights of the network. The network was simulated on MATLAB with Neural Network Toolbox. The details of network design can be explained as follows: 
Artificial Neural Network Structure
Our BPP network was designed with two hidden layers that can be shown in Figure 3 
Figure 3. The backpropagation network with 2 hidden layers
In our experiment the number of neurons in each layer was varied for finding the proper networks for correcting distortion. The number of neurons in each layer varies from 10 neurons to 20 neurons with 5 increasing step. The activation functions in our designed network were hyperbolic tangent sigmoid (tansig) for the 1 st and 2 nd layers and Linear (purelin) for output layer.
Training and Testing Method
The network inputs are 41 points selected from 81 points in Figure 2 for network training. For network generalization and increasing speed of training, the coordinates of inputs were normalized before feeding to the network. In this study the Levenberg-Marquardt (LM) algorithm was employed to update and optimize in weight training method. The LM method is fast and efficient method for minimizing of nonlinear function. The LM method is a combination between Gradient Descent Method and Gauss-Newton Method which takes the advantages of both methods. The target of training was set to the performance gradient at 1 10 -9 . Then the normalized coordinates of 40 remaining points in Figure 2 were used to test the network. Finally the outputs of network were then anti-normalized to coordinate in pixel. The performance of network was measured from the mean square error (MSE) and standard deviation of error (STD err ) in both x and y direction. 
EXPERIMENTAL RESULTS
From our experiment, all distortion correction can be shown in table 1. Artificial Neural Network correction result can be illustrated in Figure 4 which circle mark (  ) presents distorted points and filled circle mark presents results from artificial neural network. Table 1 shows the network performances of all studied experiments. Figure 5 illustrates the plot of MSE in x and y direction. From Figure 4 
DISCUSSION AND CONCLUSION
This study proposes the undistortion method to correct the geometrical distorted points in computer simulated digital image. The BPP artificial neural network with 2 hidden layers was designed in distortion correction model. As the results the network with 15 neurons in 1 st layer and 20 neurons in 2 nd layer gave the best performance in our study. The highest performance is with MSE of . 6 10 -4 1. 7 10 -2 pixel and . 1 10 -4
1. 9 10 -2 pixel in x and y direction in respectively. 
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