Monitoring is an important body of techniques in runtime verification of real-time, embedded and cyber-physical systems. Mathematically, the monitoring problem can be formalized as a pattern matching problem against a pattern automaton. Motivated by the needs in embedded applications-especially the limited channel capacity between a sensor unit and a processor that monitors-we pursue the idea of filtering as preprocessing for monitoring. Technically, for a given pattern automaton, we present a construction of a Moore machine that works as a filter. The construction is automata-theoretic, and we find the use of Moore machines particularly suited for embedded applications, not only because their sequential operation is relatively cheap but also because they are amenable to hardware acceleration by dedicated circuits. We prove soundness (i.e. absence of lost matches), too. We work in two settings: in the untimed one, a pattern is an NFA; in the timed one, a pattern is a timed automaton. The extension of our untimed construction to the timed setting is technically involved, but our experiments demonstrate its practical benefits.
I. INTRODUCTION
A. Monitoring and (Timed) Pattern Matching T HE COMPLEXITY of cyber-physical systems (CPS) has been rapidly growing, due to increasingly advanced digital control that realizes not only enhanced efficiency (e.g. in cars' fuel consumption) but also totally new functionalities such as automatic driving. Getting those systems right is, therefore, a problem that is as important, and as challenging, as ever.
Due to such complexity of CPS, combined with other reasons such as black-box components provided by other suppliers, formal verification in the conventional sense is often hard to apply to real-world CPS. This has made researchers and practitioners turn to so-called lightweight formal methods. Runtime verification is a major branch therein, where execution traces of a given system is checked against a given specification [1] . Various algorithms for monitoring have been proposed for this purpose.
Mathematically speaking, one common formalization of the monitoring problem is as the problem of pattern matching. 1 In This article was presented in the International Conference on Embedded Software 2018 and appears as part of the ESWEEK-TCAD special issue. This work is supported by JST ERATO HASUO Metamathematics for Systems Design Project (No. JPMJER1603), and JSPS Grants-in-Aid No. 15KT0012 & 18J22498.
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case an execution trace is given by a word w = a 1 a 2 . . . a n , the expected outcome is the set
of pairs (i, j) of indices, the restriction of w to which satisfies the given pattern pat. The pattern pat can be given by a string, a set of strings, a regular expression, an automaton, etc.
Example I. 1 . Consider a word w 1 = abb bbb aab and a pattern given by a regular expression A 1 = aa * b. There are three matches, and we have Match(w 1 , A 1 ) = {(1, 2), (7, 9) , (8, 9) }.
More interesting in the CPS context is the timed version of pattern matching. In one common formalization, an execution trace is given by a timed word-a sequence of time-stamped characters such as w 2 = (a, 0.1)(b, 2.5)(a, 3.5)(b, 4.8) . A pattern pat is then specified by a timed automaton (TA) A from [2] , and we compute the set Match(w, A) := (t, t ) ∈ R 2 ≥0 t < t and w| (t,t ) ∈ L(A) (2) of intervals (t, t ), the restriction of w to which is accepted by the TA A. Unlike the untimed setting, a TA A allows one to express various real-time constraints, which leads to a much more refined analysis of execution traces of CPS.
Example I.2. Consider the timed word w 2 = (a, 0.1)(b, 2.5)(a, 3.5)(b, 4.8), and the pattern "b occurs within two seconds after a does" (a TA for a pattern that is essentially the same is in Fig. 9 ). Any match contains the second succession of a and b-note that the first succession is too far apart. One such match is given by w 2 | (3, 5) ; but there are uncountably many such matches. The match set can be expressed symbolically as {(t, t ) | 2.5 ≤ t < 3.5, 4.8 < t }.
Despite its obvious applications in various stages of CPS design and deployment, the study of timed pattern matching was started only recently [3] - [8] . Consequently, the use of timed pattern matching is quite limited in the current industry practice: for example, the existence of algorithms that can match against temporal specifications is not commonly known.
B. Remote Monitoring in Embedded Applications
In this paper, we propose filtering for (timed and untimed) pattern matching. It is preprocessing that is applied to an input word.
Our motivation comes from embedded applications. In embedded systems-an important aspect of CPS-it is common arXiv:1810.09633v1 [cs.FL] 23 Oct 2018 Fig. 3 . Back and forth in pattern matching that a sensor unit and a processor (that conducts the computational task of monitoring) are placed physically apart. Moreover, the communication channel between them often has a limited capacity. See Fig. 1 .
An example of such a situation is in a modern automobile, in which a sensor unit in the engine gathers data and sends them to a processor that is far apart (to avoid the engine's heat and vibration, for example). They are interconnected by a controller area network (CAN), which is subject to severe performance limitation due to cost reduction. Another example is in an IoT device like a connected electronic appliance and a connected car. It continually sends its own status to a server, that is set up in the computer cloud and monitors the device. The wireless communication channel between them is limited e.g. by the battery capacity of the device.
C. Filtering for (Timed) Pattern Matching
A natural idea in such remote monitoring situations is to try to reduce the amount of data that is sent from the sensor unit to the processor, in such a way that does not affect the result of monitoring. Many sensor units come with processors within, and we can use them for such preprocessing. We assume that the preprocessor (within the sensor unit, Fig. 1 ) is much slower than the processor that conducts actual monitoring; therefore the preprocessing must be computationally cheap.
This leads to our proposed workflow shown in Fig. 2 . There we apply computationally cheap filtering to the input word, in order to reduce the load on the communication channel to the processor, and to reduce the load on the processor as well.
D. Moore Machines as Filters
In this paper we focus on two settings of monitoring: (1) in the untimed setting, an execution trace is a word w ∈ Σ * and a pattern is a nondeterministic finite automaton (NFA) A over Σ; and (2) in the timed setting, an execution trace is a timed word and a pattern is a timed automaton (TA) A. Our technical contribution is the construction of a filter M A,N realized as a Moore machine, based on a pattern automaton A and a parameter N ∈ N called the buffer size. Moore machines are a well-known model of state-based computation: it is an automaton with an additional state-dependent output function. It operates in a nicely sequential and synchronous manner, reading one input character, moving to a next state and outputting one character. This feature is especially suited to the logic synthesis of digital circuits [9] , opening up the way to hardware acceleration by FPGA or ASIC.
Such sequential operation of Moore machines is in stark contrast with that of pattern matching. Since a pattern is given by an automaton A in our settings, the length of matches (i.e. |w| [i,j] 
is not fixed. Therefore we have to try matching windows of different size at different positions, going back and forth over the input word w (see Fig. 3 ). This exhibits a qualitative difference between the (sequential) filtering task conducted by the (slower) preprocessor, and the (back-and-forth) pattern matching task conducted by the (faster) main processor. Our construction yields an (untimed) Moore machine as a filter M A,N , even in the timed setting.
The output of our filter M A,N is the same as input (timed) word w, except that some characters are masked by a fresh character ⊥. For example: w = abb bbb aab is turned into ab⊥ ⊥⊥⊥ aab under the pattern A = aa * b. By the binary representation of the length of successive ⊥'s, the data size can be reduced exponentially. Moreover, in case we are only interested in the matched subwords w| [i,j] (but not in the indices i, j), we can further suppress successive ⊥'s into one ⊥. (Note that removing all ⊥'s after the filtering stage can result in spurious matches in the pattern matching stage, see Fig. 2 
.)
Our Moore-machine filter M A,N is constructed based on a pattern automaton A and a positive integer N for the buffer size. The parameter N allows a user to choose the balance between the computational cost of filtering (the greater N is, the more states M A,N has) and the size of the filtered word (the greater N is, the more ⊥, i.e. the smaller the filtered word is). This flexibility makes the algorithm suited for various hardware configurations.
We have implemented our construction; we present our experiment results for the timed setting (which is harder). Our examples come from the automotive domain. We observe that for realistic pattern TAs A and input timed words w, the filtered words can be 2-100 times shorter than the original word w. We also experimentally confirm that running a Moore machine M A,N is cheap. Furthermore, we observe that having a filter (like in Fig. 2 ) accelerates the task of timed pattern matching itself, by 1.2-2 times.
In the theoretical analysis of our construction, we prove soundness: all the matches in the original input word are preserved by filtering. We show soundness for both of the untimed and timed settings. We note, however, that soundness is satisfied by the trivial (identity) filter; so soundness itself does not speak much about the benefit of filtering. Besides our experiments, we present some theoretical results about the filtering performance in the untimed setting. They include the following: completeness (in the sense that all the unnecessary characters get masked) if L(A) is finite (this is the setting of multiple string matching [10] ); and monotonicity (bigger N leads to better filtering results). These results also suggest performance advantages of our timed construction since it shares the basic ideas with the untimed one.
Our construction of filters is automata-theoretic, with two principal steps of 1) equipping a buffer (of size N ), and 2) determinization. For the second step in the timed setting, we employ one-clock determinization of timed automata (TA) [11, §5.3] that overapproximates a given TA by a deterministic and one-clock TA.
E. Contribution
Overall, our contribution is summarized as follows.
• A construction of a filter M A,N for untimed pattern matching against A. The filter is given by a Moore machine and thus operates in a simple, sequential and synchronous way. It is also amenable to hardware acceleration by logic circuits. The parameter N gives flexibility to a user in the trade-off between computational cost and the effect of filtering. • A construction of a filter M A,N for timed pattern matching. Given a timed automaton A as a pattern and the buffer size, we construct an (untimed) Moore machine M A,N . The construction extends the untimed version, and is more involved, employing zone-based abstraction of the pattern timed automaton. Given also its practical relevance, we consider the timed construction to be the main contribution of the paper. • Soundness (preservation of all matches) is proved in the untimed and timed settings. • In the timed setting we also prove some theoretical results about the performance of our filters. • Implementation of the timed construction, and experiments that demonstrate the benefit of our filtering construction.
F. Pattern Matching vs. Pattern Search
Another mathematical formulation of monitoring-that is alternative to our choice of pattern matching-is what we call the pattern search problem. It asks if the match set (see (1) (2) ) is empty or not. Pattern search is appealing since it is easily reduced to the membership problem. Roughly speaking, given a pattern automaton A, one first adds a self-loop to the initial state so that prefixes of an input word can be disregarded, and then monitors if any accepting state becomes active. Pattern search has been extensively studied in the monitoring context: see e.g. [12] , [13] .
Pattern matching is more expensive than pattern search, since it requires remembering indices ( Fig. 3 ). It is nevertheless highly relevant to real-world monitoring applicationsespecially to remote monitoring such as in Example I.3 below.
Note that remote monitoring is often only semi-online: a log can arrive at a monitor in sizable chunks, in an intermittent manner. Then it is imperative to be able to single out which part of the received log is issuing an alert.
The relevance of pattern matching to monitoring applications is widely acknowledged in the community, as is witnessed by the recent proliferation of literature [3] - [6] , [14] - [19] .
Example I.3 (semi-online remote monitoring). As a concrete example of remote monitoring ( Fig. 1 ), let us imagine a semiconnected vehicle. It keeps driving logs in its memory, and sends them to a center over the Internet once it stops within the range of a known wireless network. Analysis of the logs is done in the center. A driving log is a timed word with information on the vehicle's position, velocity and throttle. One such timed word w, taken from ROSBAG STORE (rosbag.tier4.jp), looks like the left below after we plot the vehicle's position. (The plot is discontinuous: the absence of data can be attributed e.g. to loss of the GPS signals.)
Let us say that we are interested in those road segments where the throttle is greater than a certain threshold for ten seconds or longer. We run timed pattern matching on w with a suitable pattern automaton A. By mapping the identified time intervals to the position plot, we identify the road segments of our interests (right above, red, generated by the tool MONAA [20] ).
G. Organization
We fix notations in §II. We present a construction of filter Moore machines for untimed pattern matching, in §III. We also prove some properties such as soundness. The same idea is used in §IV for a more complicated problem of filtering for timed pattern matching. Here we prove soundness. Implementation and experiment results for the timed case are presented in §V. We discuss related work in §VI. Most of the proofs are deferred to the appendix.
II. PRELIMINARIES
The set Σ * = n∈N Σ n is that of words over Σ. The length n of a word w = a 1 a 2 . . . a n (where a i ∈ Σ) is denoted by |w|.
For an NFA A = (Σ, S, s 0 , S F , E) and a string w ∈ Σ * over the common alphabet Σ, a run s of A over w is a sequence s = s 0 , s 1 , . . . , s |w| such that for each i ∈ [1, |w|] we have
The powerset of a set X is denoted by P(X). The disjoint union of X, Y is X Y . For an alphabet Σ, the set Σ {⊥} augmented with a fresh symbol ⊥ is denoted by Σ ⊥ .
We will be using the set {1, 2, . . . , N } for the value domain of counters. This is denoted by Z/N Z, because we rely on its algebraic structure (such as addition modulo N ).
A Moore machine is given by M = (Σ in , Σ out , Q, q 0 , ∆, Λ) where Σ in and Σ out are input and output alphabets, Q is a finite set of states, q 0 ∈ Q is an initial state, ∆ : Q × Σ in → Q is a transition function, and Λ : Q → Σ out is an output function. For M and an input word w = a 1 a 2 . . . a n ∈ Σ * in (where a i ∈ Σ in ), the run q of M over w is the sequence q = q 0 q 1 . . . q n ∈ Q * satisfying q i = ∆(q i−1 , a i ) for each i ∈ [1, |w|] . In this case, the output word w ∈ Σ * out of M over w is given by w = Λ(q 0 )Λ(q 1 ) . . . Λ(q n−1 ) ∈ Σ * out .
III. MOORE-MACHINE FILTERING FOR PATTERN MATCHING I: UNTIMED A. Problem Formulation Definition III.1 ((untimed) pattern matching). Given an NFA A over an alphabet Σ and a word w = a 1 a 2 . . . a n ∈ Σ * , the pattern matching problem asks for the match set
Our goal is the workflow shown in Fig. 2 . We fix the input/output type of the filter in the following general definition.
Definition III.2 (Moore-machine filter for (untimed) pattern matching). Let A be an NFA over an alphabet Σ, and let N be a positive integer. A filter for A with buffer size N is a Moore machine M = (Σ in , Σ out , Q, q 0 , ∆, Λ) that satisfies the following.
. . a n ∈ Σ * be an arbitrary word, and consider the word w⊥ N obtained by padding ⊥'s in the end. We require that the output word of M over this word w⊥ N be of the form ⊥ N w , where w = b 1 . . . b n , and b i is either ⊥ or a i for each i ∈ [1, n] . We say that the character a i at the position i is Explanations are in order, especially about the buffer size N and the padding by ⊥ N of the input and output words. The padding means filtering is done in the way depicted in Fig. 4 , with a delay of N steps. This is because of how our Moore machine works ( Fig. 5 ): it scans the input word from left to right; the machine stores N characters in the FIFO buffer in it (encoded in its state space Q); and the characters are output once they are dequeued from the FIFO buffer. Hence there is a delay of N steps. Initially, the buffer is filled with ⊥ ( Fig. 5, Step 0); this accounts for the prefix ⊥ N of the output word ⊥ N w . The padding ⊥ N at the end of the input word w⊥ N is needed to dequeue the content of the buffer (from Step n + 1 to n + N ). In the course of the scanning in Fig. 5 , some characters in w = a 1 . . . a N get masked, although such masking is not explicit in the figure.
B. Construction of Filter Moore Machine M A,N Definition III.3 (the filter M A,N for (untimed) pattern matching). Let Σ be an alphabet, N be a positive integer, and A = (Σ, S, s 0 , S F , E) be an NFA. We define a Moore machine
as follows. Its input and output alphabets are both Σ ⊥ .
The
Here
We describe intuitions. The construction of M A,N combines three building blocks: determinization, counters and a buffer of size N .
(Determinization) The pattern A is an NFA, but we want a deterministic Moore machine. This determinization accounts for the powerset construction P in the component P S × (Z/N Z) of the state space Q. For example, an element { (s 1 , n 1 ), . . . , (s k , n k ) } of this component means "the states s 1 , . . . , s k are active in the NFA A." Observe that, in (4), the part regarding states (s, s , . . . ) follows the usual determinization. An exception is the addition of (s 0 , 0) in (4): it is because a matching can start at any position of the input word.
(Counters) Moreover, each active state that traverses A keeps a counter for how many steps it has traveled since the initial state. This is the component Z/N Z in the state space Q. The maximum value of those counters is the same as the buffer size N . Once this maximum is reached, a counter starts over from 1. See (4), where counters for active states are incremented modulo N .
(Buffer) A FIFO buffer of size N accounts for the second component (Σ ⊥ ) N ×{pass, mask} N of the state space Q. Each of the N cells stores a character from Σ ⊥ and a label (pass or mask). See (3) and (5), where the basic behavior of the buffer is to dequeue the leftmost element and to enqueue the read character on the right. It is the labels in the buffer (pass or mask) that determine whether to mask a character or not. The default label is mask (the third case in (5)), and if it remains unchanged for N steps then the corresponding character gets masked by ⊥ in the output (the second case in (6)). The label can change from mask to pass for two different reasons (the first two cases in (5)).
• The second case in (5) is when it is detected that some characters towards the end of the buffer form a match against the pattern A, leading to an accepting state s ∈ S F of A. Then we mark those characters by pass, indicating that they need to be passed to pattern matching (Fig. 2 ). The number ψ(S ) of characters to be passed is calculated using the counter n associated to the active state s ∈ S F . • On the first case in (5), its condition ∃s. (s, N ) ∈ S says that the counter for some active state s has reached the maximum N . In this case we are not sure whether this active state s of A will eventually reach an accepting state or not. To be on the safe side, we pass all the N characters to pattern matching without masking them. In the untimed setting, this is the only place where completeness of filtering is potentially lost.
In summary, in Def. III.3 we construct a Moore machine that works in the way depicted in Fig. 5 . The Moore machine's state space combines the following: determinization of the pattern NFA A; counters for the steps from the initial state; and a FIFO buffer that stores N characters labeled by pass or mask.
Proposition III.4. The Moore machine M A,N is a filter for A with buffer size N , in the sense of Def. III.2.
In our implementation, we realize a filter not as a plain Moore machine with a state space Q = P(S × (Z/N Z)) × ((Σ ⊥ ) N × {pass, mask} N ) as described in Def. III.2. Instead, we separate the state space Q into the "buffer part" (Σ ⊥ ) N × {pass, mask} N and the "non-buffer part" P(S ×(Z/N Z)), and we generate the former buffer part on-the-fly. More specifically, the non-buffer part is constructed as a DFA all at once in the beginning, and this DFA dictates how to operate on the buffer part that is realized as an array of size N . See Example III.6 later for illustration.
Proposition III.5. Let A = (Σ, S, s 0 , S F , E) be an NFA. For the induced filter Moore machine M A,N , the size of the nonbuffer part P(S × (Z/N Z)) of its state space is bounded by O(2 N ·|S| ).
Therefore, the memory usage for the non-buffer part (including the transitions) is O(2 N ·|S| · |Σ|). The memory usage for the buffer part is O(N log |Σ|); overall, the space complexity of running our filter Moore machine M A,N is O(2 N ·|S| ·|Σ|).
The space complexity is exponential in N , and this comes from the powerset construction for the non-buffer part P(S × (Z/N Z)). Experimentally, however, the memory consumption does not necessarily grow exponentially in N . This is because not all states in P(S×(Z/N Z)) are reachable. See RQ2 in §V.
Example III.6. Let us consider the pattern aa * b. It is expressed by the NFA A 0 in Fig. 6 . The filter Moore machine M A0,2 from Def. III.3 is depicted in Fig. 6 , where buffer states are omitted. Its run over the word w = abbbaab is shown in Fig. 7 ; its output word is ⊥⊥ab⊥⊥aab, which means that the filtering result is ab⊥⊥aab.
C. Properties of the Moore Machine M A,N Throughout the rest of this section, let A be a pattern NFA A = (Σ, S, S 0 , E, S F ), N be a positive integer, and M A,N = (Σ ⊥ , Σ ⊥ , Q, q 0 , ∆, Λ) be the filter Moore machine in Def. III.3. Let w = a 1 a 2 . . . a n be a word over Σ, and ⊥ N w be the output word of M A,N over the input word w⊥ N .
Theorem III.7 (soundness). The Moore machine M A,N is sound, in the sense of Def. III.2.
Completeness holds if, the length of matches is bounded and the buffer size N is no shorter than the bound. This is essentially the setting of multiple string matching [10] .
The intuition for monotonicity is that, the bigger the buffer size N is, the filter M A,N masks more characters while its state space grows. A precise statement is more intricate, requiring the bigger buffer size N to be a multiple of the smaller one.
Theorem III.9 (monotonicity). For any positive integer N , let M A,N be the filter Moore machine of Def. III.3, and ⊥ N w (N ) be the output word of M A,N over the input word
For any positive integers n, N and any index k of w, b
As mentioned in Prop. III.5, the state space of our filter Moore machine is exponentially bigger than that of A. This is because of the powerset construction required by its deterministic branching. By sacrificing the execution time, one can determinize the NFA on the fly, which usually needs less memory space. See Appendix D of [21] .
IV. MOORE-MACHINE FILTERING FOR PATTERN MATCHING II: TIMED
We present our main contribution, that is, the construction of filter Moore machines for timed pattern matching. While the basic ideas stay the same as in the untimed setting ( §III), determinization poses a technical challenge, since timed automata (TA) cannot determinized in general [22] . Here we rely on one-clock determinization [11, §5.3] . The construction overapproximates reachability, hence we maintain soundness of filtering. Moreover, the local nature of the resulting TA-it has only one clock variable that is reset at every transitionallows us to devise a filter that is an untimed, finite-state Moore machine.
A. Problem Formulation
be a timed word. The set of timed words over Σ is denoted by T (Σ).
We denote the subsequence
where a • a and τ • τ are usual concatenations, and their non-absorbing concatenation is w · w = w • (w + τ |w| ). We note that the absorbing concatenation w • w is defined only when τ |w| < τ 1 .
For a timed word w = (a, τ ) on Σ and t, t ∈ R >0 satisfying t < t , a timed word segment w| (t,t ) is defined by the timed
Here the timed word w(i, j) − t is the (−t)-shift of w(i, j); and the fresh symbol $ is called the terminal character.
Definition IV.2 (timed automaton). Let C be a finite set of clock variables, and Φ(C) denote the set of conjunctions of inequalities x c where x ∈ C, c ∈ Z ≥0 , and ∈ {>, ≥, < , ≤}. A timed automaton A = (Σ, S, s 0 , S F , C, E) is a tuple where Σ is an alphabet, S is a finite set of states, s 0 ∈ S is an initial state, S F ⊆ S is a set of accepting states, and E ⊆ S × S × Σ × P(C) × Φ(C) is a set of transitions. The components of a transition (s, s , a, λ, δ) ∈ E represent: the source, target, action, reset variables and guard of the transition, respectively.
We define a clock valuation ν as a function ν : C → R ≥0 . We define the t-shift ν + t of a clock valuation ν, where t ∈ R ≥0 , by (ν + t)(x) = ν(x) + t for any x ∈ C. For a timed automaton A = (Σ, S, s 0 , S F , C, E) and a timed word w = (a, τ ), a run of A over w is a sequence r of pairs (s i , ν i ) ∈ S × (R ≥0 ) C satisfying the following: (initiation) s 0 is the initial state and ν 0 (x) = 0 for any x ∈ C; and (consecution) for any i ∈ [1, |w|], there exists a transition
. A run only satisfying the consecution condition is a path. A run r = (s, ν) is accepting if the last element s |s|−1 of s belongs to S F . The language L(A) is defined to be the set {w | there is an accepting run of A over w} of timed words.
Here is our target problem. Its algorithms have been actively studied [3] , [4] , [6] ; filtering Moore machines as preprocessors for those algorithms is this paper's contribution.
Definition IV.3 (timed pattern matching). Let A be a timed automaton, and w be a timed word, over a common alphabet Σ. The timed pattern matching problem requires all the intervals (t, t ) for which the segment w| (t,t ) is accepted by A. That is, it requires the match set Match(w, A) = {(t, t ) | w| (t,t ) ∈ L(A)}.
B. One-Clock Determinization of TA
Among the three main building blocks for our untimed construction of filter (Def. III.3), counters and a buffer carry over smoothly to the current timed setting. For determinization we rely on the overapproximating notion in Def. IV.5; it is taken from [11, §5.3] .
We start with some auxiliary notations.
Definition IV.4 (restriction ν| C , join ν ν ). Let ν : C → R ≥0 be a clock valuation. The restriction of ν to C ⊆ C is denoted by
Let ν : C → R ≥0 and ν : C → R ≥0 be clock variations. We define their join ν ν : C C → R ≥0 to be the following clock valuation over the disjoint union C C .
The function that maps Here 0 is the valuation that maps every clock variable to 0. 7) A state S belongs to S F if and only if there exists (s, Z) ∈ S such that s ∈ S F .
Proposition IV.6. Let A = (Σ, S, s 0 , S F , C, E) be a TA, and A = (Σ, S , s 0 , S F , {y}, E ) be a one-clock determinization of A. Then A satisfies the following properties.
• (Simulation) Let w ∈ T (Σ) be a timed word, and assume that there exists a run over w to a state s ∈ S in A.
Then there exists S ∈ S that satisfies the following: 1) (s, Z) ∈ S for some zone Z, and 2) there exists a run over w to S in A . • (Language inclusion) In particular, L(A) ⊆ L(A ).
Note that Def. IV.5 gives a property and not a construction: there are multiple one-clock determinizations-of varying size and precision-of the same TA A. In our implementation we use a specific construction presented in [11, §5.3.4] . A sketch is in Appendix D of [21] .
C. Construction of Our Filter M A,N
Definition IV.7 (the filter M A,N for timed pattern matching). Let A = (Σ, S, s 0 , S F , C, E) be a TA, and N ∈ Z >0 . The construction of the filter Moore machine M A,N is by the following steps.
In the first step we augment the original TA A with counters. Specifically, let A N -ctr = (Σ ⊥ , S × We define Λ (S, (l 1 , l 2 , . . . , l N )) = l 1 .
Note that the resulting Moore machine takes timed words as input. This makes its input alphabet infinite (namely Σ ⊥ × R ≥0 ). This is not a big issue in implementation: we note that the state space is still finite. Moreover, the output alphabet of M A,N is a two-element set {pass, mask}, meaning that the filter Moore machine only outputs the masking information. A finite-state Moore machine is certainly not capable of buffering timestamped characters, but the original timed word can be copied and suitable masking can be applied to it later. See the above figure.
Theorem IV.8 (soundness). Let A be a pattern TA A = (Σ, S, s 0 , S F , C, E), N be a positive integer, and M A,N be the filter Moore machine in Def. IV.7. Let w = (a 1 , τ 1 )(a 2 , τ 2 ) . . . (a n , τ n ) be a timed word over Σ, and mask N w be the output word of M A,N over the input word w(⊥, τ n ) N (here the input and output words are padded by mask N and (⊥, τ n ) N , much like in Fig. 4) 
For any pair (i, j) of indices of w satisfying w(i, j)−τ i−1 ∈ L(A) and for any index k ∈ [i, j] of w, we have b k = pass.
V. IMPLEMENTATION AND EXPERIMENTS
We implemented our filter construction for timed pattern matching. Our implementation suppresses successive ⊥'s into two ⊥'s, maintaining the timestamp of the first and the last ⊥'s. We generate the buffer part of the state space Q on-the-fly (namely {pass, mask} N of Def. IV.7); this is as we discussed before Prop. III.5. We conducted experiments to answer the following research questions. RQ1: Does our filter Moore machine mask many events? RQ2: Is our filter Moore machine online capable? That is, does it work in linear time and constant space, with respect to the length of the input timed word? RQ3: Does our filter Moore machine accelerate the whole task of timed pattern matching? RQ4: Is our filter precise? That is, do many of the non-masked events contribute to actual matches? RQ5: Is our filter responsive? That is, does it not cause large delays? We implemented our filter construction in C++ and compiled them by clang-900.0.39.2. The tool's input consists of a pattern TA A, the buffer size N and a timed word w; it outputs a filtered word. The experiments are done on Mac OS 10.13.4, MacBook Pro Early 2013 with 2.6 GHz Intel Core i5 processor and 8 GB 1600MHz DDR3 RAM. The benchmark problems we used are in Fig. 8-10 . All of them are from automotive scenarios.
For the measurement of the execution time and the memory usage, we used GNU time and took the average of 20 executions. In each experiment, we measured the whole workflow: in RQ2, the time and memory usage include that for constructing a filter; and in RQ3, the time and memory usage account for filter construction, filtering, process intercommunication, and pattern matching. In the experiments for RQ3, we used MONAA [20], a s0 start s1 s2 s3 s4 s5 s6 Fig. 8 . TORQUE. The set W (length 242,808-4,873,207) of input words is generated by the automotive engine model sldemo_enginewc.slx [24] with random input. The pattern specifies four or more consecutive occurrences of high in one second. For N = 10, the size of our filter Moore machine M A,10 , measured by the number of the reachable states in the non-buffer part S N -ctr-d (cf. Def. IV.7 and Prop. III.5), is 16. start g 1 g 2 g 1 /x := 0 g 2 , x < 2 Fig. 9 . GEAR. The set W (length 306-1,011,426) of input words is generated by the automatic transmission system model in [25] . The pattern, from φ AT 5 in [25] , is for an event in which gear shift occurs too quickly (from the 1st to 2nd). For N = 10, the size of our filter Moore machine M A,10 , measured in the same way of Fig. 8 , is 3.
recent tool for timed pattern matching. See Appendix F of [21] for the detailed results.
A. RQ1: Filtering Rate Fig. 11 shows the length of the filtered timed words by our filter Moore machine for each pattern timed automaton A, buffer size N , and timed word w ∈ W .
We observe that the filtered word gets shorter as N is bigger. This concurs with our theoretical consideration in Theorem III.9 (although the result is for the untimed setting). It seems that peak performance is achieved with a relatively small N , such as N = 10. With N = 10 the length of the filtered timed word is about 1/3, 1/2, and 1/100 of that of the original timed word in TORQUE, GEAR, and ACCEL respectively. For ACCEL our filter masks many characters, because the sizes of the alphabet and the pattern timed automaton are relatively large. This significant data reduction demonstrates the practical use of our filtering methodology in embedded usage scenarios (see Fig. 1 ). Fig. 12 and 13 show the execution time and memory usage of our filter Moore machine for each pattern timed automaton A, buffer size N , and timed word w ∈ W . Fig. 10 . ACCEL. The set W (length 708-1,739,535) of input words is generated by the same model as in GEAR. The pattern is from φ AT 8 in [25] : the gear shifts from 1st to 4th and RPM gets high in its course, but the velocity is low (i.e. the event v ≥ 100 is absent). For N = 10, the size of our filter Moore machine M A,10 , measured in the same way of Fig. 8 , is 71. In Fig. 12 , we observe that the execution time is linear to the length of the input word. In Fig. 13 , the memory usage is more or less constant with respect to the length of the input word. These two results suggest that our filtering methodology is online capable.
B. RQ2: Speed and Memory Usage
The time for constructing a filter Moore machine is seen to be negligible: see the execution time for short input words in Fig. 12 .
On the effect of varying the buffer size N , for smaller N the execution time was relatively large. This seems to be because fewer characters get masked, more characters are output, and this incurs I/O cost. On memory usage, despite the worst-case result in Prop. III.5 (exponential in N ), the growth for bigger N was moderate. This is because not all states from the powerset construction are reachable. Fig. 2 , where the filter is given by our algorithm and pattern matching is done by a recent tool MONAA [20] . More specifically, we connect the standard output of the filter Moore machine to the standard input of MONAA by Unix pipeline. This way the filter and MONAA run parallelly on different cores.
C. RQ3: Acceleration of Timed Pattern Matching
We observe that, via filtering, the overall performance of timed pattern matching is accelerated when N is large enough (say N = 10). For TORQUE and GEAR, the speedup is 1.2 times; for ACCEL, it is roughly twice. This acceleration suggests that our filtering methodology is potentially beneficial independent of the architecture assumption in Fig. 1 : when a log is enormous monitoring can take hours or days; by running a filter in parallel the time can be shortened.
D. RQ4: Precision
For the three examples TORQUE, GEAR, and ACCEL, and N = 10, the ratios of non-masked events contributing to actual matches were 0.34%, 99%, and 92% respectively. Therefore the precision differs greatly depending on patterns. It should also be noted that, even in the low-precision example (TORQUE), our filter successfully reduced the log size by approximately three times (Fig. 11) .
Most of the imprecision in the current timed setting is attributed to the laxness of one-clock determinization (Def. IV.5). For example, the TA for TORQUE ( Fig. 8 ) requires four consecutive occurrences of high within one second, using the same clock x. The best overapproximation by one-clock determinization-in which all clock variables get reset after each transition-is to require an occurrence of high in each of four consecutive time segments of length ≤ 1. This is a much looser requirement than the original, and explains the comparatively poorer precision in the example TORQUE.
E. RQ5: Responsiveness
For the three examples TORQUE, GEAR, ACCEL, and the buffer size N = 10, we calculated the average delay caused by our filter, which is (the execution time)/|w| × N . The results were 2.2 µs, 3.1 µs, and 0.91 µs respectively. Although these delays highly depend on the computation power of the processor, the delays were tiny. We conclude our filter is responsive enough.
VI. RELATED WORK
Efficiency of pattern matching has been actively pursued in the fields of database [17] , [18] and networking [12] , [19] , [26] - [29] . In these fields, issues in hardware architecturesuch as speed gap between L1/L2 caches and main memoryconstitute situations similar to that of embedded monitors that we discussed in the above.
Many works in these application domains deal with (potentially multiple) strings as patterns. There the main source of inspiration is classic algorithms such as Boyer-Moore [30] , Commentz-Walter [31] , and Aho-Corasick [10] . Examples are e.g. in [32] . Many algorithms for patterns given by regular expressions or automata (instead of strings) also rely on those string-matching techniques. See e.g. [17] .
In database and networking, pattern matching against regular expressions is mainly approached by application-specific heuristics that often take machine architecture into account. For example, in [19] , [26] pattern regular expressions undergo application of some application-specific rewrite rules. The hierarchical structure of L1/L2 caches and main memory is exploited in [17] , [18] , while the features of content-addressable memory (CAM)-an alternative to RAM often used in network devices-are exploited in [12] . The work [29] extends the formalism of DFA by auxiliary variables for the purpose of moderating state space inflation when multiple patterns are combined.
Pre-filtering before actual pattern matching has been considered in the above lines of works [17] , [26] , [32] . The principal difference between those works and ours is that their filters produce match candidates, data that include explicit indices for potential matches. For this reason, the second step of the workflow (what we call pattern matching) is called verification in those papers. In contrast, our filter only masks the input word. This is because our goal-motivated by embedded applications-is not only in the matching speed but also in reducing the amount of data passed from the sensor to the pattern matching unit. This choice enables us to use Moore machines, too, which can be readily implemented on FPGA and ASIC.
Monitoring over a real-time temporal logic property [33] , [34] and timed pattern matching [3] , [14] are relatively new topics. They have been mainly pursued in the context of cyberphysical systems, although its applications in database and networking are very likely. In timed pattern matching, specifications can be given by timed automata (as we do in the current work), timed regular expressions [35] and metric temporal logic formulas [36] . Algorithms for timed pattern matching against specifications in these formalisms have been actively pursued in [3] - [5] , [7] , [8] . Besides, the line of work [6] , [14] , [20] has pursued acceleration of timed pattern matching, by combining shift table techniques (like in Boyer-Moore [30] and Franek-Jennings-Smyth [37] ) and timed automata [6] , [14] . This idea of automata-theoretic shift tables is pioneered in [38] .
VII. CONCLUSIONS AND FUTURE WORK
Motivated by the recent rise of monitoring needs in embedded applications, we presented the construction of filtering Moore machines for (untimed and timed) pattern matching. The construction is automata-theoretic, realizing filters as Moore machines.
We will pursue embedded implementation of the proposed technique. In particular, we will investigate hardware acceleration by FPGA or ASIC, exploiting that our filters are Moore machines [9] .
On the theoretical side, we plan to further investigate the relationship among: automata theory, lightweight formal methods for cyber-physical and embedded systems, and other fields like database and networking. The papers in §VI seem to suggest that there are many techniques waiting for being exported from one field to another.
Besides, a generalization to a distributed setting was suggested by anonymous reviewers. It is often the case with the actual embedded systems, and we believe it will be interesting future work.
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A. Proof of Thm. III.7
Proof. Let (i, j) be a pair of indices of w satisfying w| [i,j] ∈ L(A) and s i , s i+1 , . . . , s j ∈ S * be a sequence of states such that we have (s 0 , a i , s i ) ∈ E, s j ∈ S F , and for each k ∈ [i + 1, j], (s k−1 , a k , s k ) ∈ E holds. Let (S 0 , a 0 , l 0 ), (S 1 , a 1 , l 1 ), . . . , (S n+N , a n+N , l n+N ) ∈ Q * be the run of M A,N over w⊥ N . By the definition of the transition function ∆ of M A,N , for each k ∈ [i, j], we have (s k , n k ) ∈ S k where n k ∈ Z/N Z. Thus for each m ∈ Z ≥0 satisfying i + N m ≤ j, we have a i+N m+N −1 = (a i+N m , a i+N m+1 , · · · , a i+N m+N −1 ) and l i+N m+N −1 = (pass, pass, . . . , pass). Also, because of s j ∈ S F , we have a j−N +1 = (a j−N +1 , a j−N +1 , · · · , a j ) and for each m ∈ [N − ((j − i) mod N ), N ] we have l j−N +1,m = pass. Thus, for any index k ∈ [i, j] of w, we have a k = b k .
B. Proof of Thm. III.8
Proof. Since max{|w| | w ∈ L(A)} < ∞, there is an NFA A such that L(A) = L(A ) holds and there is no transition from any accepting states. Let A be such an NFA and (S 0 , a 0 , l 0 ), (S 1 , a 1 , l 1 ), . . . , (S |w|+N , a |w|+N , l |w|+N ) ∈ Q * be the run of M A,N over w⊥ N . Since the length of a run of A is not more than N + 1 and the run is accepting if its length is N + 1, a k = b k holds if and only if there exist
C. Proof of Thm. III.9
Proof. By Lemma A.2, if we have b
Because of (8), we have either (11) implies w| [i,j] ∈ L(A) and we have (10) . Besides, by (9) , for any j ∈ [k, k + nN − 1] and m ∈ Z >0 , we have
Because of (9), for any i ∈ Proof. If we have w(i, j) − τ i−1 ∈ L(A), there is an accepting run ((s 0 , s i , s i+1 , . . . , s j ), (ν 0 , ν i , ν i+1 , . . . , ν j )) of A over w(i, j) − τ i−1 . Let ν = (ν 0 , ν i , ν i+1 , . . . , ν j ). By the definition of A N -ctr , there is an accepting run (((s 0 , 0), (s i , n i ), (s i+1 , n i+1 ), . . . , (s j , n j )), ν) of A N -ctr over w(i, j) − τ i−1 where for any k ∈ [i, j], n k = (k − i mod N ) + 1. Let ((S 0 , S 1 , . . . , S j ), (ν 0 , ν 1 , . . . , ν j )) be the run of A N -ctr-d over w (1, j) . By Prop. IV.6, for any k ∈ [i, j] we have ((s k , n k ), Z k ) ∈ S k where s k = (k − i mod N ) + 1 and s j ∈ S F . Let ((S 0 , l 0 ), (S 1 , l 1 ), . . . , (S n+N , l n+N )) be the run of M A,N over w(⊥, τ n ) N . By the definition of the filter Moore machine M A,N , for any m ∈ Z ≥0 satisfying i + N m − 1 ≤ j, we have b i+N m−1 = N and l i+N m−1 = pass N . Also, because of S j ∈ S F , we have
pass, . . . , pass where for any k ∈ [2, N − ψ(S j ) + 1], l k is either pass or mask. Thus, for any k ∈ [i, j], we have b k = pass. See Alg. 1. We shall now sketch the one-clock determinization. We can split the one-clock determinization into two steps: 1) overapproximation of a timed automaton by a real-time automaton (RTA); and 2) determinization of the resulting realtime automaton.
E. Overapproximation of TA by RTA Real-time automata (RTA) [39] form a subclass of TA. Intuitively, in an RTA the enabledness of a transition is determined solely by the dwell time at the source state of the transition. This amounts, in technical terms, to the condition that an RTA has only one clock variable, and the clock is reset after each transition.
Algorithm 2, that gives an RTA A rt such that L(A) ⊆ L(A rt ), is essentially the construction described in [11, §5.3.4] . The difference is as follows. In Line 8 we use zones and their representation by difference bound matrices (DBM) for constructing new guards, while in [11, §5.3.4] a region-like construction is suggested (the latter should be more expensive) . We use DBM also in Lines 6, 7 and 9; this is the same as in [11, §5.3.4] .
In Line 9, we take a clock valuation ν ∈ Z and first reset all the clocks in λ and additionally y, and then take t-shift for arbitrary t. We note that each endpoint of the interval I is an integer or +∞, and hence the condition "y ∈ I" (e.g. in Line 10) can be represented by a constraint in Φ({y}).
Termination of Algorithm 2 can be established much like the termination of usual zone automata constructions.
F. Determinization of RTA
Determinization of RTA is possible unlike general TA. This is because each transition resets the unique clock y, and therefore the enabledness of a transition is determined locally.
For an RTA A = (Σ, S, s 0 , S F , {y}, E), its determinization 
