One contribution of 18 to a theme issue 'Re-conceptualizing the origins of life'. The origins of life is our best chance at discovering scientific laws governing life, because it marks the point of departure from the predictable physical and chemical world to the novel, history-dependent living world. This theme issue aims to explore ways to build a deeper understanding of the nature of biology, by modelling the origins of life on a sufficiently abstract level, starting from prebiotic conditions on Earth and possibly on other planets and bridging quantitative frameworks approaching universal aspects of life. The aim of the editors is to stimulate new directions for solving the origins of life. The present introduction represents the point of view of the editors on some of the most promising future directions.
Introduction
The origin of life is widely regarded as one of the most important open problems in science. It is also notorious for being one of the most difficult. It is now almost 100 years since scientific efforts to solve the problem began in earnest, with the work of Oparin [1] and Haldane [2] . Both proposed that organic material, subjected to suitable primitive environmental conditions, could begin to increase in complexity, eventually giving [3] . Within days their experiment produced an organic goo that remarkably contained amino acids. This was a surprise and there was some optimism that, had the experiment been left running, living creatures would soon be crawling out of the laboratory. In the ensuing decades, researchers have been able to generate nearly all components of living cells under different plausible scenarios for prebiotic environments. But, these 'bottom-up' approaches have not yet generated anything nearly as complex as a living cell. At most we are lucky to generate short polypeptides or polynucleotides or simple vesicles-a far cry from the complexity of anything living.
A major challenge is that modern cells are highly evolved, being the product of over 3.5 billion years of evolutionary refinement. Starting from the 'top-down' and removing as much complexity as possible yields 'minimal' cells [4] . The simplest living example to date is a stripped down version of Mycoplasma mycoides, JCV-syn3.0, with 473 genes [5] . While simple by biological standards, this organism is extraordinarily complex by chemical ones. If instead of working to construct a minimal functional life form in the laboratory, we extrapolate backwards in time from extant life to its most primitive ancestors, we uncover the properties of a last universal common ancestor (LUCA): the most ancient life on Earth whose properties we can infer based on genomic analysis [6] . Like JCV-syn3.0, this 'simple' life is not so simple. We are still largely in the dark about the properties of LUCA (Where did it live? What metabolism did it have?). Whatever LUCA was, it was a highly evolved cellular life form, complete with genetic translation machinery.
It is reasonable to expect that approaches working from the bottom-up and the top-down will eventually converge, with life emerging somewhere along the way. Yet, despite significant progress on both ends, a vast gulf persists separating our understanding of the geochemistry of early Earth, and the biomolecules it could produce, from what we know of the most ancient life (figure 1). LUCA represents the most ancient form of life for which we have direct evidence. A rough analogy can be drawn with the surface of last scattering in cosmology [7] , which represents the point in cosmological history when the Universe became transparent to photons, such that information could propagate freely. We have only indirect evidence of the epochs preceding the decoupling of photons in the early Universe, just as we have only indirect evidence of the evolutionary epoch before the translation machinery solidified [8, 9] , enabling genetic information to propagate freely. In the case of cosmology, it is widely accepted that we must have an understanding of the physics governing earlier epochs to understand what happened. Likewise, to infer what happened before LUCA, we need to better understand the universal properties of life [10] .
It is an open question whether we will arrive at a deep understanding of life in the same manner we have come to understand the non-living world, or whether our current approaches to physics are adequate to solve this problem, or if new physics is necessary [11] . One commonly held viewpoint is that life is so complex, we must first better understand it as it exists today, before gaining traction on its origins. However, a counterargument can be made that it is precisely in attempting to understand the transition from non-life to life where we have our best hope of understanding those properties of life that are its most fundamental. With this viewpoint in mind, a workshop held at the Carnegie Institution for Science in 2015 on 'Re-conceptualizing the Origins of Life' [12] , from which the current theme issue of the Philosophical Transactions of the Royal Society A emerged. We here briefly summarize some of the most exciting ideas emerging in this new era of origins research, from the perspective of the editors. It is our view that more abstract, universal approaches to the origins of life will not only enable a re-conceptualization of the origin-of-life problem and set new directions for progress, but also provide new paths forward in making synthetic life in the laboratory and in our search for life on other worlds.
Revisiting chemistry, revisiting history
In the course of re-conceptualizing the origins of life (in general), it is notable that the question of life's origin(s) has been historically dominated by chemists, opening the question of whether reconceptualizing the chemical approach is worth consideration. Historically, chemistry appeared to have been an obvious place to start, when one considered the origin of the molecular building blocks of life (e.g. amino acids, nucleobases, sugars, . . . etc.); and as a point of conjecture from which the next stage of self-assembly presumably occurred. This early chemistry is historically typified by the Miller-Urey (MU) experiments whereby amino acids were detected as products arising from electric discharge in environments with reduced gases (CH 4 , NH 3 and H 2 ) [3] . This was not the first foray into origins-of-life chemistry for chemists [13, 14] , but it is arguably one of the most historic and influential.
A recurrent theme in origins-of-life chemistry is that once a potential solution to a specific biosynthetic challenge has been identified, e.g. the MU experiment for amino acid synthesis, arguments are then promoted to support that specific chemistry/mechanism as being integral to life's origins. For example, if it is understood that amino acids in the MU reaction form through the Strecker synthesis, where HCN is the critical carrier of nitrogen, and that it has been shown that nucleobases can also form from HCN polymerization [15] , then it might be conjectured that the presence of HCN was integral to the origins of life and environments that support an abundance of HCN were the environments where life probably emerged, i.e. from a synthesis mechanism arises a potential geophysical constraint.
From a biochemical perspective, invoking HCN as the primary nitrogen source for abiotic synthesis of critical nitrogenous biomolecules appears odd as all extant biochemistry relies on nitrogen in the form of ammonium cation (NH 4 + ) as a basis for all nitrogen metabolism.
Furthermore, HCN is unstable in water and will spontaneously decompose into formate and ammonium ion in relatively short times. So, even in an environment that forms HCN in the presence of water, aqueous ammonium would be expected to naturally accumulate and probably dominate the active nitrogen pool. The abiotic synthesis of amino acids through the reductive amination of keto acids is not more difficult than the Strecker synthesis and, therefore, there appears no actual imperative to require electric discharge and HCN chemistry to enable the presence of amino acids on a primitive Earth for utilization of an emergent living system. Either an MU atmosphere and electric discharge or an environment conducive to the formation of keto acids and reduced nitrogen (ammonia) would be equally favourable for the formation of amino acids. Moving beyond the MU experiment, the next dominant chemical foray into origins-of-life chemistry were the key chemical steps towards the development of the 'RNA world', where self-replication of small RNA oligomeric strands works to mimic the self-replicating nature of life as we know it [16, 17] . The elegant simplicity of the RNA world hypothesis is ultimately offset by the reality that a natural environment capable of synthesizing small strands of RNA would be expected to also produce a myriad of other molecular entities, i.e. the idea of a 'naked' RNA world, with no interference from other molecules, would be extremely unlikely [18] . This statement also ignores the critical problem of establishing homochirality-a virtually unaddressed issue.
The next revolution in prebiotic chemistry will have to embrace the essentially 'messy' nature of any special environment capable of the simultaneous and broad range of molecular synthesis probably required for the emergence of first life. The first essential step to developing molecular complexity is the capacity to make carbon-carbon bonds; starting from simple precursors like CO 2 , CO and H 2 , carbon bond formation can proceed readily through heterocatalytic carbonyl insertion reactions that can form both linear and branched products that are typically terminated by carboxylic groups [19] . However, the products of such reactions (beyond the carboxyl groups) are typically or dominantly fully saturated and, therefore, unreactive to additional functionalization. If, however, the environment also provides the capacity of partial oxidation of saturated products, activation of molecular products for further reaction would be possible. Such a situation was observed in the NiS-catalysed hydrothermal reaction of methacrylic acid + CO + H 2 O to form methylsuccinic acid (expected saturated product) and two thiolated products (unexpected partially oxidized products), where the partial oxidation was due to the corresponding reduction of NiS to Ni 3 S 2 [20] .
If, in a simple molecular system, one could simultaneously have conditions reducing enough to support catalysed carbonyl insertion reactions and also allow for partial oxidation of alkanes to alkenes, this would further enable hydration and dehydration reactions; amination and deamination reactions; oxidative decarboxylation; and Aldol and retro-Aldol reactions: all enabling considerable molecular complexity to develop, spontaneously. For example, if one considers a hypothetical chemical system starting with simple products such as butanoic acid and subsequent isobutanoic acid, both readily formed from catalysed carbonyl insertion, and hydrolysis starting with propene (e.g. Cody et al. [19] ) and allow for each of the reactions listed above to operate on all products, one finds (on 'paper') that in excess of 100 different molecules could plausibly form. These would include many saturated and unsaturated polycarboxylic acids, amino acids, keto acids and alcohol acids.
To the best of our knowledge, the development of such molecular complexity has not been demonstrated experimentally for a system governed principally by these reactions. There is, however, evidence that such a scenario has occurred naturally, and more significantly a system appearing to require establishment of a dynamic (regenerative) organic reaction network. Recently, Cooper et al. [21] identified a number of keto acids, hydroxyl tricarboxylic acids, saturated tricarboxylic acids and a tetracarboxylic acid. In this group of molecules, pyruvic acid, citric acid and isocitric acid particularly stand out. Whereas pathways to such molecules are known, all three molecules are reactive and subject to decomposition under hydrothermal conditions. It is estimated that warm wet conditions persisted in the interiors of primitive planetismals for potentially upwards of millions to tens of millions of years-with heat generated from the radioactive decay of short-lived radionuclides. It, therefore, appears these compounds would have had to have been continuously regenerated up to the point that all reactions ceased to occur (upon freezing with reduction in the rate of radiogenic heating).
The next level of complexity (messiness) probably arose through the spontaneous synthesis of the 'abiotic' world's first 'abio'-polymers. During mild heating, mixtures of polycarboxylic acids (e.g. di-and tricarboxylic acids) and polyols (e.g. glycerol) readily polymerize to form random hyperbranched polymers (HBPs) [22, 23] . It is intriguing to consider that such primitive macromolecules may have served as the most primitive 'proto-enzymes' providing micro-environments that could enhance reactions, which are less probable in solution. Wet-dry cycling can occur in many environments driven by different mechanisms: in any natural environment such wet-dry cycling appears to be inevitable at some frequency. A chemical system capable of spontaneously synthesizing functionalized polycarboxylic acid molecules, polyols and perhaps amino-alcohols also has the capacity to form functionalized HBPs.
In re-conceptualizing the chemical origins of life, it appears necessary to embrace the seemingly inevitable 'messy' chemistry that naturally occurring dynamic organic reaction networks must exhibit. Frontier experiments establishing sustainable dynamic organic reaction networks provide the opportunity to gain understanding of chemical system evolution and may better provide more information about the core-level chemical constraints that must factor into the emergence of Earth's first living systems. The challenge is analytical (potentially hundreds of dynamic reactions operating in parallel) and it appears likely that standard molecule-collecting analytics (chromatography with detection, mass spectrometry or other) will not be sufficient to unravel the core science here. Looking forward, a linking of complex (messy) chemistry with a theoretical physics (prediction) approach, informed by statistical mechanics as discussed by Guttenburg et al. [24] , may be the path forwards.
Quantifying life
The origin of life is hard because we do not understand what life is (or why life is). Schrödinger's seminal 1943 lectures titled What is life? [25] opened a challenge for physicists to explain the properties of living matter from what we know of physics. Now, over 70 years later we have not made much progress: hundreds of definitions for life exist (see figure 2 for common words in the definitions of life). The majority of these tend to be phenomenologically motivated rather than motivated by first principles. The state of the field is in such disarray that serious attempts have been made to propose new definitions based on consensus of older ones [26] .
Our uncertainties in the most fundamental properties of life have left the origins-of-life researchers with a conundrum-without an understanding of what life is, how can we approach understanding its origins? Current hypotheses for the origins of life are motivated by the varied definitions for life (and tend to lie along disciplinary boundaries). One popular working definition for life is 'a self-sustaining chemical system capable of Darwinian evolution' (first emerging from the NASA Exobiology Discipline Working Group [27] ), motivated by an assumption that it is genetic inheritance with vertical descent that is life's most basic property. This definition drives the engineering of simple, molecular Darwinian systems in the laboratory, which have been successful in both demonstrating that Darwinian evolution is possible in molecular systems [28] and providing new insights into the relationship between genotype and phenotype in cases where the mapping between the two can be directly studied [29] . However, so far laboratory examples have not been truly self-sustaining, nor have any such systems been produced under prebiotically plausible conditions. It is also debated whether Darwinian evolution emerged early [30] or late [8] . The capability to undergo Darwinian evolution also necessitates a population and is not a property of individuals [31] , muddling our ability to interpret what it means for the capacity to undergo Darwinian evolution to be a key property of life (or at least changing how we define life). In the context of life's origins, the Darwinian definition provides few insights into the systems that could have preceded the first Darwinian replicator. Other definitions are fraught with similar challenges.
The challenge with current definitional frameworks for understanding life is they focus on life as a system or thing, rather than a process. This leads to a black-or-white distinction between life and non-life: something is alive or it is not. This provides little insight into the chemical networks of 'almost life' that span the stages of complexity between prebiotic molecules and fully functioning cellular life, such as the peptide networks discussed in [32] . We recognize abiotically produced molecules as not life, and LUCA as life, but have no capacity to characterize the things in between. Ideally, in assessing the validity of any model for the origins of life, empirical or computational, we should have metrics for identifying how 'life-like' a given system is. If we are to understand the processes that transform matter to life, we must start focusing on understanding life too as a process [33, 34] .
This necessitates a re-conceptualization of the origins of life, removing the imposed hard boundary between non-life and life, and recognizing there may exist physical processes that we do not yet understand which are most prominent in living systems but are not necessarily absent elsewhere. One candidate is the physics of information: it is often speculated that information may be a key factor in the origins of life [35, 36] . Just as massive bodies represent ideal example systems to study gravity, life could represent the structures in physical reality where the effects of information are most prominent. However, we do not understand how information can structure matter (or precisely what 'information' is for that matter), yet it seems apparent this is critical to structuring living systems across the hierarchy of living processes from cells to cities. Flack [37] suggests that one way this could mechanistically operate is via coarse-graining, where components of a biological system tune behaviour in response to slowly changing estimates of aggregate properties, which capture coarse-grained regularities in the external world, or even in a system's own internal state.
Schrödinger himself conceded towards the end of his book that 'living matter while not eluding the "laws of physics" as established up to date, is likely to involve "other laws of physics" hitherto unknown' [25] . These could manifest as fundamental bounds on the architecture of life, for example in scaling laws that characterize the limits of efficiency for living entities [38] . If we can quantify life in terms of the informational architecture of physical systems, it could lead to new directions with both comparing different hypotheses for life's emergence on an equal footing, by contrasting the structure of information flows in chemical networks and by providing a metric for quantifying how 'alive' a physical system is (e.g. how much information it generates, processes, etc.). This can be approached extrinsically or intrinsically, as approached by Cronin and co-workers [39] and Marshall et al. [40] , respectively.
Cronin and co-workers placed their emphasis on distinguishing physical objects that would require a 'program' to generate them [39] . A measure called 'pathway complexity' is proposed, counting the number of possible ways a given object could be assembled, which can provide quantitative metrics for biosignatures under the assumption that there is a critical threshold of pathway complexity above which an object could only be produced by life. It is, therefore, a candidate for quantifying life (or at least its artefacts). This criterion assumes that it is only living architectures that can produce the specified sequence of steps (or at least it is highly improbable for non-living systems to do so). For this to be the case assumes something about the living state: particular sequences of events can happen because of stored information, e.g. defining a To advance our understanding of the origins of life, we need to identify the appropriate abstractions for identifying universal principles. Thermodynamics was successful in describing the operation of heat engines because of an abstract understanding of thermodynamic cycles (a). In biology, it is unknown whether equivalently powerful abstractions will be identified (b) (industrial engine from [47] , fission yeast cells from [48] ). (Online version in colour.)
'non-trivial' trajectory [12, 41] . That is, it assumes there are some trajectories that (sequences of transformations) cannot happen without exchange of information (which must be stored to make those sequences of transformations repeatable).
Marshall et al. [40] instead focus on the intrinsic complexity of living processes. Building on earlier work by Kim et al. [42] (see also [43] ) and leveraging the quantitative framework of integrated information theory [44] , they demonstrate how causal analysis can reveal where the boundaries of a living system might lie, and importantly how, within those boundaries, the system generates its own future states. Their analysis is done on the Boolean model of the fission yeast cell cycle gene regulatory network [45] . Previously, a small set of nodes in this network had been identified as a 'control kernel' that could be externally manipulated to drive the network to biologically functional states. The analysis of Marshall et al. reveals how the network internally regulates these nodes, providing a window into how (at least a toy model) a biological system is structured such that it can control its own transformations. That is, how it can construct itself.
There is an intense area of research centred on understanding the relationship between thermodynamics and information [46] , and it may be that this provides insights into the physics underlying the origins of life, and in particular why life has taken the trajectories through chemical space that it has to yield the biosphere we observe today.
Universal properties of life: synthesizing theory, data and simulation
Understanding life and, in particular, the origins of life presents unique difficulties from a theoretical perspective. We would like to understand universal properties of life, but we have, in a concrete sense, only one exemplar, only one biosphere to study. Study of our single exemplar can, however, give us some insights into life's universal properties by taking a theoretical perspective that places life in the largest possible context, viewing it as a complex dynamical process, and trying to glean its universal properties from comparing data from our single exemplar of life with theoretical constructs ( figure 3 ).
This can be accomplished through both theory and data. Goldenfeld et al. [49] present universal attributes of life by taking a physics-rooted approach seeking to describe early life. Within this framework, they focus on two phenomena that have empirical consequence: the origin of One of the main sources of data to drive theoretical perspectives is the genome. Kacar et al. [50] analyse contemporary genomes to infer the chemistry of early life, long since extinct, from phylogenetically embedded genomic structures. They 'resurrect inferred ancestral protein sequences' of early life, essentially inferring prehistoric phenotypic information from contemporary genomes. This research represents a fascinating introduction to a new set of tools to study evolution as a process sampling many possible biogeochemical states, all in the context of our single exemplar of life.
Both Goldenfeld et al. and Kacar et al. illustrate how theory and data analysis can be used to obtain universal properties of life even with only one exemplar of biology, but this limitation may be overcome in other ways, if we widen our attention from the study of the details of our one example to the study of imagined other examples. One source of stimulation for such imagination is observations of other planets, leading to the study of the origins of life in astrobiology. Another source of stimulation is computer simulation, which has led to a burgeoning new field of artificial life. Chris Langton, the founder of artificial life, articulated this expansion of our horizons thus [51] : 'In addition to providing new ways to study the biological phenomena associated with life here on Earth, life-as-we-know-it, Artificial Life allows us to extend our studies to the larger domain of the "bio-logic" of possible life, life-as-it-could-be, whatever it might be made of and wherever it might be found in the universe'.
The astrobiological perspective considers life at a planetary level, explored by McInerney & Erwin [52] in terms of the roles of biological and ecological 'public goods'. The concept of public goods was originally an economic concept as goods that have value but that are freely available to all, without exclusion. The concept extends quite naturally to the biological realm, where certain chemical substances (like oxygen in the atmosphere) are freely available. McInerney and Erwin argue that such public goods can be crucial in the process of niche formation, and even in evolutionary transitions such as the advent of the eukaryotic cell.
The perspective of artificial life offers a broad range of models seeking to capture universal properties of life. One particularly strong intellectual thread in the field begins with a purely computational abstract form of 'chemical' processes [53, 54] , and proceeds to purely digital 'organisms' interacting with each other in an abstract computational environment (Core War, Tierra). Avida (Adami) is currently the most developed digital life platform and has evolved to such an extent that evolution within its purely computational universe begins to have properties that parallel the properties of evolution in our single exemplar of the biosphere. Nitash et al. [55] use the Avida platform to explore the emergence of a digital LUCA.
Artificial chemistry [56] is a class of artificial life models that aims to abstract chemical processes, keeping enough complexity to obtain properties that have a hope of being universal enough to apply to real chemistry. The models have enormous range, from purely computational chemistry of interacting programs [53, 54] to models that seek explicit approximation of real chemistry. Meringer & Cleaves [57] and Andersen et al. [58] are both on the latter side of the spectrum. Meringer and Cleaves use chemistry to motivate the construction of graph-based structure generation, aiming to understand the prebiotic formation of the chemical playing field, the universe of compounds used by biology, with an eye towards the potential design of novel (i.e. not currently found in biology) types of living systems. Andersen et al. form an abstraction of chemistry that consists of generative graph grammars, motivated by actual chemical interactions, to study the emergence of essential prebiotic chemical processes such as autocatalysis.
Finally, artificial life has led us to consider life in a broader context than purely biological. We are led to consider life not as a collection of biological objects, but as a living process. This informs new thinking on chemical origins of life, with regard to whether the process was inevitable or not [59] and what energy sources could have driven it [60] . The study of life as a living process also leads quite naturally to enlarging the process from chemically interacting primitive biological entities to socially interacting high-level biological entities (e.g. human beings). Inclusion of social interactions of entities then leads naturally to inclusion of non-biological, technological elements (such as the Internet, the World Wide Web and social media) into the living process. The result is to consider life as a hybrid technological-biological process, a perspective explored by Ikegami et al. [61] .
Conclusion
It is an exciting time for research into life's origins. Progress is being made on many fronts including embracing the 'messy chemistry' inherent in prebiotic mixtures, and in adopting universal approaches to understanding life and quantifying its properties, as discussed throughout this theme issue. One motivation for the increased pace of research is the discoveries of planets orbiting other stars: astrobiology now has new, and plentiful, targets in our search for life on other worlds. Understanding the mechanisms governing how life arises could greatly inform our search for life on these worlds and those within our own Solar System. In turn, better understanding the diversity of planetary environments in which life could emerge and persist will place important constraints on our theories for its origins. Both the origins of life and the search for life on other worlds will benefit from re-conceptualizing the nature of life, leading to new approaches and new progress on long-standing questions. This theme issue introduces some work in this exciting area, but it will be up to an emerging community of scholars to develop these approaches into new frameworks, merging theory and experiment, to solve the problem of the origins of life and start the next chapter on one of the great open questions in science.
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