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WSNAbstract In Wireless Sensor Networks (WSNs), the energy consumption due to the sensed data
transmission is more than processing data locally within the sensor node. The data aggregation
is one of the techniques to conserve energy by eliminating the redundant data transmission in dense
WSNs. In this paper, we propose an energy efﬁcient structure-free data aggregation and delivery
(ESDAD) protocol, which aggregates the redundant data in the intermediate nodes. In the pro-
posed protocol, waiting time for packets at each intermediate node is calculated very sensibly so
that data can be aggregated efﬁciently in the routing path. The sensed data packets are transmitted
judicially to the aggregation point for data aggregation. The ESDAD protocol computes a cost
function for structure-free, next-hop node selection and performs near source data aggregation.
The buffer of each node is partitioned to maintain different types of ﬂows for fair and efﬁcient data
delivery. The transmission rates of the sources and intermediate nodes are adjusted during conges-
tion. The performance of the proposed protocol is evaluated through extensive simulations. The
simulation results reveal that it outperforms the existing structure-free protocols in terms of energy
efﬁciency, reliability and on-time delivery ratio.
 2016 Production and hosting by Elsevier B.V. on behalf of Faculty of Computers and Information,
Cairo University. This is an open access article under the CC BY-NC-ND license (http://creativecommons.
org/licenses/by-nc-nd/4.0/).1. Introduction
The WSN is a collection of low-cost, small, energy constrained
and unreliable multifunctional microsensor nodes, which co-operatively transmit the sensed data to base station (BS)
[1,2]. These sensor nodes are randomly deployed in a remote
hostile environment to measure the temperature, light inten-
sity, humidity, noise level or any other physical conditions in
its locality. These sensor nodes collect information from their
surroundings and transmit them to one or more BS. The data
may either be accessed from a remote location through Inter-
net or the actuators directly perform actions in response to the
event. WSNs are being widely deployed for different applica-
tions such as battleﬁeld surveillance [3], healthcare applica-
tions [4], environment and habitat monitoring [5], homeland
security [6], biomedical research [7], human imaging [8] and
agricultural monitoring [9].
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computational capacity [10]. Nodes are densely deployed in a
WSN, usual sense highly co-related and redundant data. The
transmission of all these redundant data to BS increases energy
consumption and congestion in the network. The energy con-
sumption due to transmission of all the redundant data can be
minimized by collecting these data locally and converting it
into a valid valuable data packet before forwarding to the
BS. The node that collects the similar data packets and con-
verts it into a single packet is called the aggregator node.
The process of converting multiple similar packets into one
packet is called data aggregation [11]. The aggregator elimi-
nates redundant data using various methods such as statistical
approaches [12,13], probabilistic approaches [14,15] and artiﬁ-
cial intelligence [16–18].
Several data aggregation protocols have been developed for
data transmission and avoid overwhelming amounts of trafﬁc
in the network. These data aggregation protocols are broadly
classiﬁed into a structure based [19–27] and structure-free
[2,28,29] data aggregation. In structured data aggregation, dif-
ferent structures of the sensor nodes are formed to collect data,
aggregate the collected data and transmit the aggregated data
to the BS. Data aggregation structures are chain-based [19],
tree based [20], cluster based [21–25], tree-cluster based [26]
or hierarchical cluster based [27]. The intermediate nodes are
designated as leader node [19], root [20] and cluster heads
[21–27] in the chain, tree and cluster respectively. These inter-
mediate nodes collect data from the sensor nodes and aggre-
gate them. The structured data aggregation incurs low
maintenance overhead for static and unchanged trafﬁc pattern.
However, in case of event-based applications, the beneﬁts of
data aggregation may outweigh the overhead of construction
and maintenance of the structure [28]. In distributed event,
the absence of an explicit center or any evident point for opti-
mal aggregation makes structured aggregation approaches
inapplicable. The structured approach that centrally computes
the aggregation tree [30] incurs excessive communication over-
head for which it is impractical in dynamic scenarios. Further-
more, the performance of structured data aggregation depends
on the waiting period of data in the intermediate nodes after
receiving from all downstream nodes. A small waiting period
may lead to poor aggregation and a long waiting period may
lead to higher latency. Therefore, it is important to compute
the optimal waiting period from the relative position of the
node with respect to the entire sub-tree for dynamic scenarios.
In structure-free data aggregation approaches [2,28,29], the
multiple sources having similar data, select the same down-
stream node so that the redundant data can be aggregated at
that node and the energy spent to build a structure can be
saved. However, the energy spent due to the data transmitted
by the sensor nodes and data aggregation at the aggregation
point cannot be avoided. Thus, the main issue in structure-
free aggregation is the routing decisions for efﬁcient aggrega-
tion of packets due to the unavailability of a pre-constructed
structure. The waiting periods of the packets are required to
be computed dynamically at the intermediate nodes for delay
efﬁcient data aggregation. In structure-free data aggregation,
the number of downstream nodes for receiving data packets
is not ﬁxed. Therefore, an efﬁcient buffer management and
scheduling scheme are also required to avoid network conges-
tion and increase throughput.In this paper, we propose an Energy efﬁcient Structure-free
Data Aggregation and Delivery (ESDAD) protocol to assure
efﬁcient data aggregation and delivery without explicit mainte-
nance of a structure. The ESDAD protocol addresses different
levels of sensing reliability required in the sensing ﬁeld. The data
packets are judicially transmitted to the next-hop node on the
basis of required reliability for aggregation. The waiting time
of packets at each intermediate node is calculated very sensibly
so that data can be aggregated efﬁciently in the path. The pro-
posed protocol performs near source data aggregation and
computes a cost function for structure-free next-hop node selec-
tion. The buffer of each intermediate node is partitioned to sup-
port fair and efﬁcient data delivery with buffer management.
The rest of this paper is organized as follows. Section 2 pre-
sents the related work on data aggregation techniques. The
proposed structure-free data aggregation, data forwarding,
the loss recovery and congestion control mechanism are pre-
sented in Section 3. The simulation results of the proposed
protocol are presented in Section 4. Finally, the paper is con-
cluded in Section 5.
2. Related work
In this section, we present a thorough study on the existing
protocols that prolong the network lifetime by structure based
[19–27] and structure-free [2,28,29] data aggregation. In struc-
ture based data aggregation, the data are transmitted to the
base station by creating chain [19], tree [20], cluster [21–25],
tree-cluster [26] or hierarchical clustering [27]. The Power-
Efﬁcient Gathering in Sensor Information Systems (PEGASIS)
[19] is a chain-based protocol that forms a chain by using
greedy algorithms. Each node performs data fusion where it
fuses its own data with neighbor’s data to generate a single
packet of the same length and then transmits it to its next neigh-
bor. A leader node is selected in the chain for transmitting data
to the sink. The TRee based Energy Efﬁcient Protocol for Sen-
sor Information (TREEPSI) [20] is a tree-based protocol that
selects root node randomly among all the sensor nodes. Then
it starts building hierarchical paths to form a tree structure.
The path is computed either centrally by a sink or broadcasting
the path information over the network or locally by using a
common binary tree construction algorithm in each node.
The protocols such as Low Energy Adaptive Clustering
Hierarchy (LEACH) [21], Threshold-sensitive Energy Efﬁcient
protocol (TEEN) [22], Adaptive Periodic Threshold-sensitive
Energy Efﬁcient protocol (APTEEN) [23], and HEED [25]
form the clusters of sensors. Data from different sensors are
aggregated at the cluster head (CH) and the CH sends these
data to downstream CH or to the base station. The LEACH
[21] selects the CHs randomly on the basis of remaining energy
to distribute energy load uniformly among sensor nodes in a
network. The cluster members send their data directly to the
CH for data fusion and the fused data are forwarded to the
BS. The Centralized LEACH (LEACH-C) [24], a variant of
LEACH, uses simulated annealing method to select the CHs
for speciﬁc time slots so that the average transmission power
between sensors and their CHs is minimized. This is a central-
ized approach that cannot be scaled to very large numbers of
sensors.
TEEN [22] is a 2-tier clustering topology where the CH
sends two threshold values to its members. The ﬁrst one is a
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soft threshold value which is a small change in the value of
the sensed attribute. The hard threshold tries to reduce data
communications by allowing the nodes to transmit only when
the sensed attribute is in the range of interest. The soft thresh-
old further reduces data communications when there is little or
no change in the sensed attributes. The APTEEN [23] is an
extension of TEEN that aims at both transmitting periodic
data and reacting to time critical events. It allows user to set
the count-time interval (CT) and the threshold values for the
better energy utilization during data communication. The
count time is the maximum time period between two successive
reports sent by a node. In TEEN and APTEEN protocols, the
CH is overburdened with parameter calculations and settings.
The Hybrid Energy-Efﬁcient Distributed clustering
(HEED) [25] is a multi-hop WSN clustering algorithm where
CHs are periodically selected based on the residual energy of
the nodes and the cost required by that node during intra-
cluster communication. It is an energy-efﬁcient clustered rout-
ing technique.
The Tree-Clustered Data Gathering Protocol (TCDGP)
[26] is a hybridization of tree and cluster based approach.
The TCDGP forms cluster on the basis of location and energy
information about sensor nodes. This builds a path in the
minimum spanning tree using the Prim algorithm. The sink
computes the distance between the CHs to form tree instead
of CHs that decrease computational overhead of the CHs.
These structure based data aggregation protocols consume a
signiﬁcant amount of energy during the construction of net-
work structure.
The Hierarchical Energy Efﬁcient Reliable Transport Pro-
tocol (HEERTP) [27] is hierarchical cluster based transport
protocol that minimizes energy consumption by minimizing
sensed redundant data transmission with the co-ordination
of the BS. The BS detects the redundant data even without
receiving the redundant data from the sensor node. The pro-
posed method identiﬁes the redundant data at the receiver side
when timeout occurs. If the receiver receives non-redundant
data, then it updates the data table of the BS. These structure
based data aggregation protocols consume a signiﬁcant
amount of energy during the construction of network struc-
ture. Therefore, structure free data aggregation protocols are
proposed to handle redundant data without consuming the
energy required for construction of structures.
The structure-free data aggregation protocol proposed by
Fan et al. [28] does not use any explicit structures for data
aggregation. This protocol achieves spatial convergence (pack-
ets to meet at the same node) through a MAC layer anycast
based approach called Data-Aware Anycast (DAA) and tem-
poral convergence (at the same time) through Randomized
Waiting (RW) at the application layer of the source node.
The combination of DAA with RW improves the normalized
load (in terms of the number of transmissions) compared to
opportunistic aggregation, and it performs better than the
structured approach when the aggregation function is not per-
fect. DAA is based on anycasting at the MAC layer to deter-
mine the next-hop for each transmission. Anycasting requires
the use of Right To Send (RTS) packets to elicit Clear To Send
(CTS) responses from the neighbors before transmission of the
packet.
Another structure-free data aggregation protocol (RAG)
[2] is proposed to handle redundant data without consumingthe energy required for construction of structures. The RAG
uses judicial waiting policy and real-time data aware of
anycasting for handling both temporal and spatial redundancy
in real-time WSN. The judicial waiting policy calculates a wait-
ing time out for each forwarding packet at the intermediate
nodes in such a way that it can be delivered to the BS within
the stipulated time bound. The real-time data aware of any-
casting policy help a node to decide the next hop that can
achieve better aggregation performance. However, this
protocol increases energy consumption due to the broadcast
of control message to all the neighboring nodes by a node.
The packets may experience more delay at near sink nodes
and the RAG increases the speed of the packet transmission
to meet the deadline constraint which increases more energy
consumption as well as may incur congestion.
Lastly, we studied structure-free and energy-balanced data
aggregation protocol (SFEB) [29] that operates in a multi-hop
network. It assumes that the packet with same event identiﬁca-
tion (EID) can be aggregated. The protocol works in two
phases. In phase one, primary aggregators (PA) and secondary
aggregators (SA) are selected by partitioning the network into
virtual parallelograms. The virtual parallelograms are con-
structed by using the communication range of sensor nodes.
The aggregator pair collects data and ﬁnds a node to forward
its data toward the sink. In phase two, the aggregator as well
as orphan nodes sends their collected information to the sink.
The data aggregation effect is improved by selecting a waiting
time as a summation of the aggregator selection time, data col-
lection time and ACK transmission time.
3. Energy efﬁcient structure-free data aggregation and delivery
(ESDAD) protocol
In this section, we present our proposed framework for energy
efﬁcient data aggregation and delivery in structure free WSNs.
The ﬁrst subsection presents the procedure to construct the
logical topology. In the next subsection, we present the
approach to select the sensors that are eligible to transmit
the sensed data depending on the required reliability of the
occurred event. The judicial waiting policy for efﬁcient data
aggregation and data forwarding is presented in the next sub-
section. In the last subsection, we present an efﬁcient conges-
tion control mechanism to reduce the packet loss and the
local recovery of the lost packets.
3.1. Logical topology construction
The topology control minimizes the issues evolved from a
redundant number of nodes and their dense deployment
i.e. interference, maximum number of possible routes, use of
maximum power to communicate to distant nodes directly.
The topology control preserves connectivity with the use of
minimal power. A sensor node must know about its own posi-
tion, the position of the neighboring nodes and base station
during logical topology construction phase.
The logical topology construction phase is initiated by the
BS after the deployment of sensors in an area. The BS initiates
topology construction by broadcasting a ‘‘HELLO” message.
The nodes that receive this ‘‘HELLO” message further trans-
mit ‘‘HELLO” message to carry the logical topology construc-
tion process. Each node transmits the ‘‘HELLO”message after
276 P. Mohanty, M.R. Kabata random waiting period to avoid collision among peer nodes.
The ‘‘HELLO” message contains node ID, location informa-
tion, energy level, buffer status and its hop-count (hc) to reach
to BS. The HELLO message broadcast by the BS contains
hc= 0 (Zero). The sensor node that hears the HELLO mes-
sage transmitted from BS sets its hc as one and transmits
HELLO message. The node that receives this HELLO message
sets its hc as two and so on. A node selects its neighbor with
minimum hc value from the received multipleHELLOmessage
and sets its own hc as received minimum hc+ 1. The nodes
having hc one form the ﬁrst logical level. The nodes having
hc two form the logical level two and so on. This process con-
tinues till all the nodes are included in the hierarchy or the time
for logical topology construction is over. The orphan nodes
that are not included in the logical topology, broadcast
HELLO messages to know their position after time out. The
orphan node sets their position and hc after receiving a
HELLO message from their neighborhood.
We don’t construct a static structure rather we use a struc-
ture free topology where the hierarchy of sensor nodes decides
the data forwarding to a level not to a speciﬁc node. After the
topology construction phase, each node knows its own logical
level, available energy, position and buffer occupancy of all the
neighboring nodes in its radio range. The logical topology is
constructed only once at the beginning and is not required to
be repeated like other structure based topology constructions.
The initial topology construction phase helps to identify the
neighborhood of a node. The WSN is dynamic in nature and
the topology changes when the node dies. The structure based
topology control protocols initiate topology construction
phase when the network energy goes below a threshold energy
level or after a signiﬁcant number of nodes die in the network.
This increases a signiﬁcant amount of energy consumption in
WSN. The proposed protocol saves the energy wasted in
topology construction by adopting a structure-free data deliv-
ery approach. In case of node death in the neighborhood of a
node, the new nodes are selected for data transmission on the
basis of the cost function. Thus, the proposed protocol can
handle topology changes without reconstructing the topology.
Fig. 1 shows the logical topology construction in a sensing
ﬁeld. Fig. 1(a) shows the HELLO packet transmission initiated
by the BS. Fig. 1(b) shows that the nodes N1, N2, N3 and N4
transmit the HELLO packet for further neighbor discovery
and constructing the logical level one. Fig. 1(c) shows the
hierarchical HELLO packet transmission for the rest of the
level identiﬁcation and neighbor discovery. Fig. 1(d) shows
the formation of all logical levels in the sensing ﬁeld.
3.2. Judicial data transmission
The dense deployment of sensor nodes in the sensing ﬁeld
produces highly co-related and redundant data. The energy
consumption of the WSN due to data transmission can be min-
imized by selectively forwarding the sensed data to the aggre-
gation point. Most of the WSN applications require different
levels of sensing reliability in the sensing ﬁeld. For example
in the forest ﬁre monitoring application, the entire forest can
be divided into subregions. The different subregions of the for-
est need to be monitored with different levels of interest. The
subregion containing precious trees needs to be monitored
with higher interest than a subregion containing un-precious
trees. Similarly, in WSN based healthcare applications thepatients in ICU should be monitored with a better interest
than the patients in indoors. Therefore, the subregions may
be assigned with different reliability weights (wj; 1 6 j 6 ns),
where ns is the number of subregion. The weight factor
assigned to the subregion decides the QoS requirements such
as delay and data delivery ratio of that region. Fig. 2 shows
the sensing ﬁeld with different levels of sensing reliability
requirements.
The more we collect data about the event produces a more
accurate picture of the event. Thus, we can say that the amount
of data collected about the event is directly proportional to the
event occurrence reliability [31,32]. The proposed method
divides the entire sensing zone into subregions based on the
required level of reliability requirements. The number of sen-
sors allowed to transmit the sensed data is decided on the basis
of the reliability requirement of that region. The event
occurred in higher reliability required subregion needs to col-
lect more data from the sensor nodes than the lower reliability
required subregion. Thus, the proposed protocol judicially
transmits data to achieve the required level of reliability in a
subregion to conserve energy.
A sensor node can sense the event if the event occurs within
a sensing radius (dsense). After sensing the event, each sensor
node assigns a reliability factor (rf) to its sensed data. The rf
of sensory data is computed by using Eq. (1).
rf ¼ dsense  dEvent Sensor
100
ð1Þ
where dEvent Sensor is the distance between the event and the sen-
sor node that senses it. The dsense is the sensing radius of the
sensor node. The node closes to the event, producing more
accurate value than the nodes far away from it [31,32]. For
example, the heat and smoke produced due to the ﬁre broke
out in the forest spread gradually. Thus, the sensor node near
to the event detects more accurate value as compared to far
away node. On the other hand the far away nodes play a vital
role in ﬁnding radius of the affected region.
A sensor node decides whether to transmit the data on the
basis of its rf or forbids. A sensor node decides to transmit the
data if rf P trf. The trf for a node is the threshold reliability
factor of an event. The trf for a node is computed by using
Eq. (2).
trf ¼ 100 wj
100
ð2Þ3.3. Next-hop node selection
A sensor node selects the next-hop node to transmit its own
packet, or aggregated data packet toward BS. The sensor node
that senses unique data (data different from its neighbors)
selects the next-hop node sensibly to transmit the sensed data.
The next-hop node selection is an important issue in the
structure-free aggregation and routing. Fig. 3 shows the
pseudo code for next-hop selection.
In the proposed protocol, the next-hop node is selected on
the basis of a cost function. The cost function is computed
from the residual energy and available buffer space of the
next-hop node and strength of the link between these current
node and next-hop. Each sensor node maintains a neighbor
information table that helps in computing cost function and
next-hop node selection during data forwarding. A neighbor
Figure 1 Logical topology constructions in a sensing ﬁeld.
Figure 2 Sensing ﬁeld with required different levels of sensing
reliability.
Structure-free data aggregation and delivery in WSN 277information table contains the information of next-hop neigh-
boring nodes that are node id (NID), coordinate position
(Nðx;yÞ), available buffer (Buffst), link strength (ls) and residual
energy (Eresd). When a node senses data or receives a data
packet from the nodes of lower level for forwarding it to BS,
the node ﬁrst computes the cost function for all its next higher
level nodes from the neighbor information table. A node j (Nj)
selects a next hop node i (Ni) with maximum cost function
value (cfmax). The cfmax is computed as given below.
cfmax ¼ max
i2N
f/ ðEresd:i þ Buffaval:i þ ls:iÞg ð3Þwhere N represents a set of neighbors of Nj and a is the weight
factor computed as the inverse of distance between Nj and Ni.
/¼ 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðNj:x Ni:xÞ2 þ ðNj:y Ni:yÞ2
q
ð4Þ
The residual energy of node i is computed as given below.
Eresd:i ¼ Elevel:i
 ðETXðk; dtranÞ þ ERXðkÞÞ þ
XN
i¼1
ERXðkÞ þ Eagg
( )
ð5Þ
The ETXðk; dÞ is the energy required to transmit k number
of bits to a distance dtran, where dtran =maximum transmis-
sion range of a sensor node, ERXðkÞ is energy spent for receiv-
ing a packet which is computed as ERXðkÞ ¼ Eelec  k and Eagg
is energy spent to aggregate np number of packets.
The available buffer space is computed from the current
buffer status and the expected number of packets to be trans-
mitted from neighborhood of Nj. The Buffst and Elevel are gen-
erally piggybacked in acknowledgment packets sent for the
data packet and updated in the neighbor information table.
At the initial stage, when the ﬁrst round of communication
begins the Buffst and Elevel of a neighbor node are set as the
value received during topology construction phase. The Elevel
of neighbor node is sent with hello packet during topology
construction phase and the Buffst status is assigned a value
next-hop_node()  
Define: DID destination node ID 
Define: Cf [i] cost function value of node i 
begin: 
   sensor node has DS to transmit; 
   if ( receive (control_packet)== true ) then 
      set next-hop node_ID = control_packet DID; 
      set transmission_schedule for the node;    
   else  
      The sensor node(s) begin sense data DS of Event E; 
      For i = 1 to en do  
      end for; 
      set Cfmax = maximum { Cf [1,2,…,en] }; 
      set next-hop node_ID = Cfmax node_ID; 
      set transmission_schedule for the node; 
   end if; 
end;
Figure 3 Pseudo code for next-hop node selection.
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buffer available to a node i is computed as given below.
Buffaval:i ¼ Buffst:i 
XN
i¼1
k ð6Þ
The link strength for a neighbor node is computed and
updated in the neighbor information table when the node
receives an acknowledgment packet from the neighbor node
by using Eq. (7). The link strength is the signal interference
noise ratio (SINR) for the link between Nj and Ni. The
RecSignal Power is computed from Eq. (8) and Recno:of bits is the
number of bits present in an acknowledgment packet from
the neighbor node Ni.
ls:i ¼ RecSignal Power
Recno:of bits
ð7Þ
The RecSignal Power is computed as given by Sergiou et al. [33]
RecSignal Power ¼ PrðdÞ
Prðd0Þ
 
db
¼ 10b log d
d0
 
þ Xdb ð8Þ
where PrðdÞ is the mean received power at distance d, which is
computed relative to a reference power Prðd0Þ at distance d0. b
is the path loss exponent and Xdb is a Gaussian random vari-
able with zero mean and standard deviation ddb.
3.4. Structure-free data aggregation
A near source data aggregation can reduce energy consump-
tion, delay and trafﬁc load than a near sink aggregation. In
structure based data aggregation, data are collected periodi-
cally from all its children and then aggregated to form single
packet. The structure based data aggregation aggregates ﬁxed
number of packets in the routing path. The number of packets
needed to be aggregated depends on the routing structure. In
structure-free aggregation, the number of packets aggregated
varies from node to node may be much more than structure-
based data aggregation. With the increase in the number of
packets to be aggregated, the trafﬁc load, buffer requirement
and chance of network congestion increase. Thus, we aggre-
gate selected packets for an event as early as possible.
The nodes that have the data to transmit set their timer as
(100 rf) at the beginning of the control period. The nodes,
then start decrementing their timers. When the timer of a nodebecomes zero, it sends the control packet to its neighbor
selected as described in Section 3.3. The other nodes freeze
their timer and listen to the control packets of that sender.
The control packet contains the source id, next-hop id, packet
type and waiting period. The control packet is overheard by
the sensor nodes that are in the low power listening (LPL) area
of that node. The neighbor nodes set their transmission sched-
ule and data forwarding to the next-hop node. The selected
next-hop node aggregates the received and forwards the data
to the next-hop in the direction of BS.
3.5. Waiting period for data aggregation and data forwarding
The received data packets are buffered at the aggregating node
for data aggregation before transmitting it to the next-hop.
The data received from the nodes are aggregated after expected
waiting time duration (twexpt). The aggregating node waits for
twexpt to collect a signiﬁcant number of data packets before
data aggregation. The spatial and temporal convergence of
data packets toward the aggregator node can be improved
through twexpt. The twexpt of a node for data aggregation is
computed by using Eq. (9). For real-time data delivery in
WSN, the sensed data packet must be reported to the BS with
certain delay bound. The delay components depend on propa-
gation delay ðspro delayÞ, transmission delay ðstran delayÞ, channel
access delay ðschan delayÞ and buffering delay ðsbuff delayÞ.
twexp ¼ fðTTD spro delayÞ  ðhc½stran delay þ schan delay
þ sbuff delayÞg  b ð9Þ
The Time-To-Deadline (TTD) is computed as remaining
time to meet the deadline. The spro delay is computed as
dn BS=ps where dnagg BS is the distance between aggregator node
(nagg) and BS. ps is the wave propagation speed. The stran delay
is computed as k=rt where k bits of data are transmitted at the
data rate of rt. For the simplicity of computation, we assume
that, per hop buffering delay and channel access delay do
not vary. The b is the random slack time margin that provides
safety for a timely data delivery of aggregated data packet to
the BS. The twexpt is reset if a new data packet of the same
event is received with a lowest delay time bound.
Structure based routing protocols in sensor networks are
designed to discover ﬁxed path between the source destination
data_aggregation()  
Define: Dagg aggregated data packet of an event E 
Define: S sensor node perform data aggregation  
Define: Di sense data of node i  
begin: 
   for all receive (Di) until  twexpt of S expire do 
      if (buffer_available == true)then 
          store Di;    
      else  
          find low rf data_packet of E from the buffer; 
          if (low rf < Di rf)then 
              replace low rf data_packet with Di; 
          else 
              drop Di; 
                end if; 
          end if; 
    end for; 
    find median (MD)among all stored Di   
    set Dagg = MD; 
    select next-hop_node();  
    transmit(Dagg); 
end;
Figure 4 Pseudo code for data aggregation.
Structure-free data aggregation and delivery in WSN 279pair for data transmission. A new path is established when the
energy of the next hop node is exhausted or route fails due to
network faults. Therefore, the route maintenance cost is high
and proper load balancing is also a challenging task. On the
other hand, the structure-free routing protocol dynamically
selects the next hop nodes for data forwarding. Thus, in each
round of communication a different routing path may be
selected dynamically. This structure-free routing can provide
load balancing and fault tolerance and reduce the chance of
congestion.
We assume that the WSN consists of sensor nodes that are
initially deployed randomly, but uniform in space and the BS
is located at a speciﬁc point in the network topology. Each sen-
sor node has a unique identity (NID). The number of source
nodes varies since an event is possible to be random and be
captured by more than one sensor nodes. The base station is
connected to a data collection center via an external network.
We also consider that each node knows its position and the
position of the BS. The BS has no resource limitation and
the sensors are battery-operated with limited energy and have
the same physical capabilities. The sensor works no more if its
energy exhausts. Moreover, the source nodes may transmit
different types of data packets and the intermediate nodes
are responsible for performing in-network aggregation of
same-type packets. The nodes that are not adjacent communi-
cate with each other through hop-by-hop. A node transmits a
packet with size k bits to distance d. The data aggregation pro-
cedure compresses n packets with size k to produce one packet
of size k. If the packet size is bigger than k, it will be sliced into
pieces with constant size k. If the size is smaller than k, it will
be enlarged into size k [34]. Fig. 4 shows the pseudo code for
data aggregation.
3.6. Congestion control and buffer management
The buffer of each node is divided into three parts. The ﬁrst
part of buffer stores aggregated data packets from itsneighborhood. The second part of the buffer is utilized by
the orphan ﬂow and the control packets, exchanged between
the nodes. The third part stores the data packets needed to
be aggregated by the node. Multiple events may occur in a
sensing ﬁeld and they may need to be reported through a node.
Thus, the third part of the buffer needs to be shared among the
multiple event ﬂows that need to be aggregated. We name the
third part of the buffer as event ﬂow. Fig. 5 shows the buffer
partition of a sensor node. Both data aggregation and
orphan ﬂow have en (expected number of neighbors) buffer
space for each. The event ﬂow (Buffevent flow) occupies
Buffevent flow ¼ Bufftotal  2 en buffer space. The proposed
procedure shares the queue in each node for each ﬂow passing
through the node. However, the boundaries between queues
are not ﬁxed means if one of the active ﬂow has free space in
its queue then other ﬂow facing a lack of space can use this free
space on demand. Let us consider that in a sensor network,
each sensor node always has trafﬁc to send. The trafﬁc origi-
nated by the event j is denoted as the jth ﬂow i.e. fj. Each event
ﬂow fj is assigned a buffer space (Buffevent:j) from buffer of
Buffevent flow which is computed from Eq. (10).
Buffevent:j ¼ Buffevent flow
en
ð10Þ
The threshold (Qth) for queue occupancy of an event ﬂow fj
is set as 3
4
 Buffevent:j. When a new packet arrives, the node
computes the hit frequency (ht) by examining whether the
packet is from the same ﬂow as one in the buffer, if yes then
ht is increased by one. For a new ﬂow ﬁrst buffer is allocated
if available, and then the ht is computed from the beginning.
The node with higher hit frequency and low buffer available
space has more chance of congestion. The expected congestion
source node is informed to adjust its transmission rate so that
the congestion can be avoided. The fj ﬂow is assigned fair and
efﬁcient transmission rate ﬂow rj. The rj is reduced by
1
ht
 rj
during chance of congestion. The proposed protocol tries to
avoid congestion by predicting a chance of congestion from
Figure 5 Buffer partition of a sensor node.
Figure 6 Basic steps of ESDAD protocol.
Table 1 Simulation parameters.
Area of sensor ﬁeld 500  500 m2
Number of sensor nodes 400
Packet length 60 bytes
Buﬀer length 65 packets
Initial node energy 70 J
Bandwidth 200 Kb/s
Sensing length 50 m
Radio range 40 m
Propagation model Two ray
Eelec 50 nJ/bit
Esense 0.083 J/s
Eagg 5 nJ/bit/signal
Eamp 10 pJ/bit/m2
280 P. Mohanty, M.R. Kabatthe available buffer space and adjusting the transmission rate
of the source nodes of the event ﬂow. If congestion occurs even
after congestion avoidance steps, then the received packets are
dropped to avoid congestion. When the buffers of a ﬂow reach
to Buffevent:j and no further free space is available, then the
dropping probability (pd) of the arriving packet is computed
using Eq. (11).
pd:j ¼
3
4
 ht:j
Qth:j
ð11Þ
The fairness of data transmission is achieved by transmit-
ting the data packet according to their remaining earliest dead-
line. Furthermore, the transmission of the data packets is
scheduled in a ratio of 2:1 for aggregated buffer ﬂow and
orphan ﬂow. In case of unavailability of data packets in one
ﬂow, the other ﬂow takes the chance of data forwarding.
Fig. 6 shows the ﬂowchart that summarizes the basic steps
of the proposed ESDAD protocol.
4. Performance evaluation
In this section, we evaluate the performance of our proposed
protocol through NS-2.30 simulation. The goal of the simula-
tion is to compare the performance of our proposed protocol,
ESDAD, with the existing structure-free data aggregation pro-
tocols such as RAG [2], and (SFEB) [26] that operates in a
multi-hop network. Table 1 summarizes the simulation param-
eters of the proposed protocol. We consider 400 sensor nodes
deployed randomly in an area of 500  500 m2. The transmis-
sion range (dtran) of a sensor node is set to be 50 m with a data
rate of 200 kbps. The sensing range of a sensor node is 50 m.
The packet length is 60 bytes long. Each sensor node has an
initial energy of 0.6 J (joule). The energy consumption for
transmitting and receiving a bit is 50 nJ/bit. The energy spent
in sensing, aggregation and radio ampliﬁcation is 0.083 J/s,
5 nJ/bit/signal and 10 pJ/bit/m2 respectively. Events are gener-
ated randomly in every 3 s in the sensing ﬁeld. The packets
with same event ID (EID) can be aggregated. The buffer length
of each node is set as 65 packets. The sensing area is divided
randomly into subregions and each subregion randomly
assigned sensing reliability in each simulation. We run the sim-
ulation 25 times each for 35 s. The average value of the runs is
considered for best possible results.
We study and compare the performance of our proposed
protocol with other existing protocols in terms of average
energy consumption, miss ratio and end-to-end delay. The
average energy consumption is the most important parameter
to evaluate the performance of the WSN. It shows the energyconsumption during data transmission and helps to predict the
life span of the entire sensor network. The miss ratio is com-
puted as the percentage of packets that are not delivered to
the BS on time and discarded in delay sensitive application.
We set Time-To-Deadline (TTD) as in RAG [2] for each gen-
erated packet to compute the miss ratio. The miss ratio plays a
vital role in the performance evaluation during reliable event
reporting in the congested real-time sensor network applica-
tion. The end-to-end delay is the time from the packet gener-
ated by the source till it is delivered to the destination. The
end-to-end delay plays a vital role during the performance
evaluation in a time bound data communication system.
Figure 8 Average energy consumption with respect to different
sensing reliability.
Figure 9 Average energy consumption with respect to event
generation time.
Structure-free data aggregation and delivery in WSN 281Figs. 7–10 show the comparison of average energy consump-
tion of our proposed ESDAD protocol with SFEB and RAG
protocols for varying data rate, sensing reliability, event gener-
ation time and the number of nodes respectively. It is observed
that ESDAD conserves more energy than RAG and SFEB with
the increase in data rate, sensing reliability, event generation
time and the number of nodes respectively. RAG adopts a Judi-
ciously Waiting policy for efﬁcient aggregation of data packets
to conserve more energy and tries to eliminate the inherent
redundancy of raw data. In SFEB, all nodes transmit data for
aggregation result of the whole network involved in the data
transmission process. The ESDAD out-performs all these dif-
ferent proposed protocols due to selective data forwarding
and aggregation in time. Thus, it saves the burden of broadcast-
ing the data packet to its entire neighbor. It performs near
source data aggregation, which reduces trafﬁc load in multi-
hop transmission. In Fig. 8, the sensing reliability of the subre-
gions increased from 10 to 100 respectively. We found that the
energy consumption remains constant for RAG and SFEB. The
energy consumption of ESDAD increases proportionally with
respect to sensing reliability. With the increase in sensing relia-
bility the data transmission node, i.e. source nodes increases;
thus, average energy consumption of the WSN increases.
Figs. 11–13 show the performance in terms of miss ratio
with respect to the increase in data rate, event generation time
and the number of nodes respectively. When an event is gener-
ated in a sensing ﬁeld the RAG and SFEB protocols transmit
the sensed data of all the source nodes that sense the data. The
ESDAD protocol selectively transmits packet for data aggre-
gation that satisﬁes the transmission reliability criteria. The
packets are dropped in the buffer during aggregation due to
lack of buffer space.
In Fig. 11, it is observed that the packet drop rate increases
with the increase in data rate proportionally. However, the
proposed ESDAD protocol performs better than the existing
protocols due to less number of source nodes than RAG and
SFEB. Fig. 12 shows the miss ratio of ESDAD, RAG and
SFEB protocols with respect to the increase in event genera-
tion time. The trafﬁc load decreases with the increase in event
generation time leading to the decrease in packet miss ratio.
Furthermore, the trafﬁc load in our ESDAD is less as com-
pared to the other structure free data aggregation protocols.
Thus the miss ratio of our ESDAD protocol is less than
RAG and SFEB.Figure 7 Average energy consumption in different data rates.
Figure 10 Average energy consumption with respect to the
number of nodes in the sensing ﬁeld.Fig. 13 shows the miss ratio with respect to the number of
nodes. There may be a large number of sensor nodes in a
region due to the dense deployment of sensors in a WSN to
sense the events occurred in that region. Therefore, an event
may be sensed and transmitted by a number of sensors which
Figure 14 End-to-end delay in different data rates.
Figure 15 End-to-end delay with respect to event generation
time.
Figure 13 Miss ratio with respect to the number of nodes in the
sensing ﬁeld.
Figure 11 Miss ratio in different data rates.
Figure 12 Miss ratio with respect to event generation time.
282 P. Mohanty, M.R. Kabatincreases the trafﬁc load and buffer overﬂow at the intermedi-
ate sensors. The buffer overﬂow leads to packet drop at the
intermediate sensor nodes. The packet drop rate increases with
the increase in trafﬁc load. The trafﬁc load of a sensing region
increases, if the node density of that region is more. Thus, we
can say that packet drop rate is directly proportional to the
node density of that region. The packet drop rate due to
increased trafﬁc load can be minimized by decreasing the traf-
ﬁc load. The trafﬁc load decreases, if the data aggregation is
performed as early as possible. The data aggregation nearthe source is the earlier data aggregation technique than data
aggregation near the sink and it reduces the trafﬁc signiﬁ-
cantly. Thus, the ESDAD outperforms in the high density
due to near source aggregation whereas SFEB performs near
sink aggregation by selecting primary aggregator near to sink.
Figs. 14–16 show the end-to-end delay with respect to
increase in data rate, event generation time and the number
of nodes respectively. Our waiting policy dynamically adjusts
the waiting time limit in the aggregator node on the basis of
deadline of the packet. Fig. 14 shows that end-to-end delay
of RAG, SFEB and ESDAD increases with the increase in
data rate. In RAG, due to increase in data rate the end-to-
end delay increases slowly. This is only due to the increase in
congestion. However, the end-to-end delay of SFEB and
ESDAD proportionally increases with an increase in data rate
due to the congestion, waiting time and loss recovery. Our pro-
posed protocol has less trafﬁc load than SFEB and RAG
because of the selected number of senders. Therefore, the
performance of proposed ESDAD is better than the existing
protocols in terms of end-to-end delay.
Fig. 15 shows end-to-end delay with respect to increasing
event generation time. The trafﬁc load as well as event report-
ing frequency decreases with increase in event generation time.
Thus the better aggregation and loss recovery are possible in
ESDAD. The end-to-end delay is reduced in case of increasing
Figure 16 End-to-end delay with respect to the number of nodes
in the sensing ﬁeld.
Structure-free data aggregation and delivery in WSN 283at the event generation time. The end-to-end delay of RAG
SFEB and ESDAD versus the number of nodes is shown in
Fig. 16. In SFEB, the data aggregation time depends on the
downstream nodes of the aggregation tree. The aggregation
tree grows with the node density and thus the end-to-end delay
increases in SFEB. The waiting time of RAG is computed judi-
cially in the intermediate nodes during the aggregation process.
It aggregates the packet on the basis of their sensitive packet
delivery time, i.e. Time-To-Deadline (TTD). In RAG and
ESDAD, the prioritized transmission schedule of data packets
helps to meet the deadline of the delay sensitive data packets.
Thus, in high node density RAG and ESDAD perform better
packet delivery than SFEB. However, our proposed protocol
outperforms RAG and SFEB in terms of delay due to the pri-
oritized data forwards to real-time packets and less trafﬁc load
and loss recovery.
5. Conclusion
In this paper, we propose a reliable energy efﬁcient and struc-
ture free data aggregation protocol for WSNs. In the ESDAD,
we consider the sensing region divided into different subre-
gions that are sensed with different reliability requirements.
Our proposed protocol allows a selected number of senders
to transmit the sensed data depending on the reliability
requirement. This not only saves the energy consumption of
the sensors, but also decreases the trafﬁc load in the network.
This less trafﬁc load in case of our proposed protocol in com-
parison with the existing protocols decreases the end-to-end
delay due to congestion and loss recovery. Furthermore, the
structure-free data aggregation approach used in our protocol
also saves energy consumed due to the computation of a struc-
ture and also increases the performance of WSN. We also con-
sidered the problems of near sink data aggregation in WSNs
and proposed a near source data aggregation. The efﬁcient
next node selection method used in our protocol improves
spatial and temporal convergence for data aggregation. The
sensed data are aggregated selectively to improve energy con-
sumption and decrease miss ratio as well as end-to-end delay.
The miss ratio is also minimized through an efﬁcient buffer
partition and management. In our future study, the proposed
protocol needs to be modiﬁed and tested to adopt the real-
time dynamic environment. The protocol needs to be testedfor real-time WSN applications that require diverse reliability
required in the sensing ﬁeld.
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