We present an analytic strong-coupling approach to the phase diagram and elementary excitations of the Jaynes-Cummings-Hubbard model describing a superfluid-insulator transition of polaritons in an array of coupled QED cavities. In the Mott phase, we find four modes corresponding to particle/hole excitations with lower and upper polaritons, respectively. Simple formulas are derived for the dispersion and spectral weights within a strong-coupling random-phase approximation (RPA). The phase boundary is calculated beyond RPA by including the leading correction due to quantum fluctuations.
approaches and discuss dispersion and spectral weights within strong-coupling RPA. Furthermore, we study the effect of quantum fluctuations on the phase boundary of the superfluid-insulator transition. In two dimensions, our results agree well with recent Monte-Carlo calculations. In three dimensions, where numerical data is currently not available, we present a quantitatively accurate calculation of the quantum phase diagram.
The Hamiltonian of the JCHM is given by
where h . The cavity mode frequency is ω c , the two atomic levels are separated by the energy ω x and the atom-photon coupling is given by g (we set = 1). The total number of excitations, i.e., polaritons N = i (a † i a i + σ
, is conserved and fixed by the chemical potential µ. The third term in (1) describes the delocalization of photons over the whole lattice due to hopping between nearest neighbour cavities with amplitude J. It competes with an effective on-site repulsion between photons mediated by the atom-photon coupling. This competition leads to Mott lobes in the quantum phase diagram [2] .
A rough estimate for the size of these Mott lobes can be obtained by calculating perturbatively the cost of adding or removing a polariton. In the atomic limit (J = 0) the eigenstates of the Hamiltonian (1) are the dressed polariton states labelled by the polariton number n and upper/lower branch index σ = ±. For n > 0 they can be written as a superposition of a Fock state with n photons plus atomic ground state |n, g and (n − 1) photons with the atom in its excited state |(n − 1), e , |n+ = sin θ n |n , g + cos θ n |(n − 1) , e , |n− = cos θ n |n , g − sin θ n |(n − 1) , e ,
with the angle tan θ n = 2g √ n/(δ + 2χ n ), χ n = g 2 n + δ 2 /4 and the detuning parameter δ = ω c − ω x .
The corresponding eigenvalues are
The zero polariton state |0− = |0 , g is a special case with ǫ − 0 = 0. Upper and lower polariton energies are separated by the Rabi splitting Ω n = 2χ n . For the calculation of the quantum phase diagram at small tunneling J ≪ g we can neglect the upper polariton branch. In a straightforward first-order degenerate perturbation theory in J, the chemical potentials at which the addition/removal of a lower polariton costs no energy is given by (we assume a hypercubic lattice in D dimensions)
the matrix elements f σν n = n σ|a † |(n − 1) ν can be easily expressed in terms of the angle θ n and are given by f
at zero detuning (δ = 0). The two equations in (4) define the upper and lower phase boundary in the quantum phase diagram in Fig. 1 for small values of the hopping parameter J/g. The point where the two lines meet (i.e., µ p = µ h ) is J c ∼ 0.1g for n = 1 and represents an upper limit for the size of the first Mott lobe. By going to higher order in the perturbative expansion for the ground-state energy and subsequent resummation of the strong-coupling series, one could in principle determine the exact location of the phase boundary. This has recently been achieved for the BHM [20, 21] .
In this paper, we will follow a different approach and study directly the photonic Matsubara Green's function G ij (τ ; τ ′ ) = − T a i (τ )ā j (τ ′ ) with the time-ordering operator T and the Heisenberg operatorā j (τ ′ ) = e Hτ ′ a † j e −Hτ ′ . A suitable method for the evaluation of the Matsubara Green's function is a linked-cluster expansion in terms of local cumulants originally developed by Metzner et al. [18] for the FHM. Each term of the linked-cluster expansion can be written diagrammatically in terms of n-particle cumulants represented by 2n-leg vertices and tunneling matrix elements symbolized by propagating lines connecting two vertices. The strong-coupling expansion provided by the linkedcluster method is applicable to the JCHM because (i) the atomic limit Hamiltonian is local, (ii) anomalous averages of the photon operator with respect to the eigenstates of the local Hamiltonian vanish, i.e., nσ|(a † ) k |nσ = 0 for k ∈ N (since a single photon excitation always changes the polariton number).
In the atomic limit, the Green's function is given by
where the average . . . 0 is taken with respect to the eigenstates of the local Hamiltonian, i.e., the first two terms in (1) . For a spatially homogeneous system we can drop the site index i and straightforwardly calculate G 0 (τ ; τ ′ ). After . We show two Mott lobes for n = 1, 2 at zero detuning δ = 0. We compare first-order perturbation theory (dashed), RPA (dot-dashed) and quantum fluctuations (solid) with recent results from a quantum Monte-Carlo (filled dots) [14] and variational cluster (stars) [17] approach. The two crosses (left figure) connected by the dotted line mark the parameter values used in Fig. 2 . The insets show the critical hopping strength Jc/g at the tip of the lobe as a function of the detuning δ for n = 1 and n = 2 calculated within strong-coupling RPA in D = 3 dimensions.
a Fourier transformation we obtain
with the partition function Z = nσ e −βǫ We sum an infinite set of diagrams by calculating the irreducible part of the Green's function K(k, ω m ) which is connected to the full Green's function via the equation
To second order in J we get
with
The quantum fluctuation correction Q(ω m ) involves the two-particle cumulant C (2) (τ 1 0; τ 2 τ ), which is related to the local two-particle Green's function G
The algebraic expressions for the two-particle cumulant and the quantum correction Q(ω n ) are lengthy and will be given elsewhere [22] .
The inverse Green's function tells us immediately about the phase boundary G −1 (0, 0)| Jc(µ) = 0 and the dispersion relation 
2DJ
2 Q(ω m )/G 0 (ω m ). The first term on the r.h.s. is usually called the strong-coupling random-phase approximation (RPA) [23] , whereas the second term denotes the leading correction due to quantum fluctuations. The RPA corresponds to a summation of all self-avoiding walks (chain diagrams) through the lattice. The leading quantum correction includes in addition all one-time forward/backward hopping processes (bubble diagrams) between two neighbored sites. Although we have carried out our calculations at finite temperature, we will only consider the T = 0 case from now on. The effect of thermal fluctuations will be studied elsewhere [22] .
At the quantum phase transition the energy of long wavelength fluctuations vanishes and we get an explicit expression for the critical hopping strength
If we ignore the second term under the square root in (7) we obtain the RPA phase boundary 1/J c = 2D G 0 (0) shown as a dashed-dotted line in Fig. 1 . We have checked that this analytic result agrees exactly with the phase boundary obtained from a numerical decoupling meanfield approach as presented in [2, 8] . We can go beyond this result by including quantum fluctuations in (7) leading to an improved phase boundary (solid line in Fig. 1 ).
In two dimensions our result agrees well with recent Monte-Carlo calculations [14] and confirms the smoothness of the lobes found in [14] (different from [17] , where a variational cluster approach has been used). There is still a small deviation near the tip of the lobe, where quantum corrections are most important. In the right panel of Fig. 1 we present quantitatively accurate results for the phase diagram in D = 3. Note, that the strong-coupling expansion becomes more accurate in higher dimensions.
We now turn to the discussion of excitations, which we calculate within RPA. An analytic continuation of the Matsubara Green's function via iω n → ω + i0 + yields the retarded real-time Green's function. Its poles and residues yield the dispersion relations and mode strengths of the fundamental excitations. In general, we obtain four poles, the conventional (Bose-Hubbard like) lower polariton particle (hole) modes ω − (p,h) and two modes ω
which correspond to an upper polariton particle (hole) excitation (conversion modes). The presence of the latter signals a clear deviation from the usual Bose-Hubbard like physics and is due to the composite nature of polaritons. The conversion modes exist already in the atomic limit and were also found in a recent Monte Carlo study [15] , but have been overlooked by a variational cluster approach [17] . One reason might be that their bandwidth and strengths are very small as compared to the conventional modes. We can thus set their dispersion relations ω n ), respectively. If we neglect their contribution to the one-particle cumulant (5), we can derive simple analytic formulas for the dispersion relations of the conventional modes
The strength of the modes are given by
The dispersions in (8) are plotted in Fig. 2 deep inside the Mott regime and at the tip of the lobe with n = 1.
The energy needed for a conventional excitation is an order of magnitude smaller than for a conversion excitation. The strengths of the conventional modes s Deep inside the Mott insulator particle and hole excitations are gapped. If the phase boundary is approached away from the tip of the lobe, either the particle (upper phase boundary) or the hole (lower phase boundary) gap vanishes linearily ∆ ∼ |J − J c |. At the phase boundary the dispersion relation remains quadratic ω ∼ k 2 . The situation changes at the tip of the lobe, where particle and hole gaps vanish simultaneously with a square-root behavior ∆ ∼ |J − J c | 1/2 , while their dispersions become linear ω ∼ k (see Fig. 2 ). This indicates a special transition at the tip of the lobe, where also the effective masses vanish (see Fig. 3 ), reminiscent of an emergent particlehole symmetry. In the opposite limit J → 0 the effective masses approach infinity as m ,h) ). The behavior of the dispersion at the critical point J = J c in the long-wavelength limit k → 0 determines the dynamical critical exponent z defined by ω ∼ ξ −z ∼ k z with the diverging correlation length ξ ∼ |J − J c | −ν and its associated critical exponent ν. From the discussion above, we conclude that the dynamical critical exponent has the generic value z = 2 everywhere in the phase diagram except for the special multi-critical point at the tip of the lobe where it changes to z = 1. Very recently this result has been confirmed using an effective action approach [25] . At k = 0 the gap vanishes as ∆ ∼ |J − J c | zν when the tunneling strength approaches its critical value J c . Thus we have ν = 1/2 everywhere in the phase diagram. We conclude that at least on a mean-field RPA level, the JCHM has the same critical exponents as the BHM [4] and is thus in the same universality class. The results in (8) and (9) can be seen as a generalization of the expressions for the dispersion relations and mode strengths of the BHM [26] . The usual BHM physics is retrieved if one ignores the upper polariton mode in (5) and sets f σ n ≡ f n = √ n and ǫ σ n ≡ ǫ n = (U/2)n(n − 1) − µn. The physics of the JCHM is richer due to the presence of the experimentally important detuning parameter δ. Indeed, detuning from the resonance δ = 0 allows to fine-tune the effective repulsion between photons and drive the system from the Mott into the superfluid state [2, 14] . In Fig. 1 we show that the critical hopping strength decreases as a function of the detuning parameter δ independent of its sign for n = 2. This is generally true for Mott lobes with more than one polariton n > 1. However, the n = 1 Mott lobe becomes smaller for negative and larger for positive detuning. This distinct behavior is due the special nature of hole excitations from the n = 1 polariton state to the zero-polariton state, which has an energy ǫ − 0 = 0 independent of detuning. At the end we comment on the experimental verifiability of our results. A setup based on quantum dot excitons embedded in a photonic crystal was discussed in [27] . After proper initialization of a Mott insulator ground-state, the dispersion relations of the excitations could be measured using transmission spectroscopy [28] We thank H. Tureci, A. Pelster, I. Carusotto, A. Badolato, T. Esslinger, and A. Imamoglu for discussions and acknowledge financial support from the Swiss National Foundation through the NCCR MaNEP.
