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Abstract
An investigation of a model of gradient plasticity in which the classical von Mises
yield function is augmented by a term involving the Laplacian of the equivalent plastic
strain is presented. The theory is developed within the framework of nonsmooth
convex analysis by exploiting the equivalence between the primal and dual expressions
of the plastic deformation evolution relations. The nonlocal plastic evolution relations
for the case of gradient plasticity are approximated using a discontinuous Galerkin
finite element formulation. Both the small- and finite-strain theories are investigated.
Considerable attention is focused on developing a firm mathematical foundation
for the model of gradient plasticity restricted to the infinitesimal-strain regime. The
key contributions arising from the analysis of the classical plasticity problem and
the model of gradient plasticity include demonstrating the consistency of the vari-
ational formulation, and analyses of both the continuous-in-time and fully-discrete
approximations; the error estimates obtained correspond to those for the conven-
tional Galerkin approximations of the classical problem. The focus of the analysis is
on those properties of the problem that would ensure existence of a unique solution
for both hardening and softening problems. It is well known that classical finite ele-
ment method simulations of softening problems are pathologically dependent on the
discretisation. The ability of the gradient model to accommodate a degree of softening











The development of well-understood solution algorithms is essential for efficient
implementation within a finite element framework, especially given the nonstandard
nature of the gradient plasticity model. Conditions for the convergence of the solu-
tion algorithms are established, first for the abstract problem, and then, as particular
cases, for various predictors. The convergence proof does not assume symmetry of
the underlying bilinear form and is therefore valid for a broad class of symmetric and
nonsymmetric discontinuous Galerkin formulations. Details of the consistent tangent
predictor for the case of gradient plasticity are presented. Various features and the
performance of the algorithms are illustrated through a number of numerical exam-
ples. These examples address issues such as the role of softening and size-dependence.
The extension of the model of gradient plasticity to the finite-deformation regime is
facilitated by adopting an exponential approximation of the evolution of plastic defor-
mation. This approximation allows many of the key features of the small-strain theory
to be retained. A low-order locking-free finite element formulation is developed using
the method of enhanced assumed strains. This is validated against various benchmark
problems. As in the small-strain theory, a series of numerical examples demonstrate
the effectiveness and features of the finite-strain model of gradient plasticity.
The work concludes with a discussion of a range of potential extensions, for exam-
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Summary of extensively used definitions and
standard results
The following is a summary of extensively used definitions, theorems, and standard
results. For further details see, for example, Reddy [152] from which many of these
definitions are taken.
Multi-index notation
Let each component of the set α = (α1, α2, . . . , αn) be a nonnegative integer. We





2 · · · ∂xαnn
.
The spaces Lp(Ω) and the Sobolev spaces Hm(Ω)
Let p be a real number with p ≥ 1. A function u defined on a subset Ω of Rn belongs











The Sobolev space of order m, denoted Hm(Ω), is defined to be the space of func-










XXIV Summary of extensively used definitions and standard results
those of order m, belong to L2(Ω):
Hm(Ω) =
{
u : Dαu ∈ L2(Ω) for all α such that |α| ≤ m
}
.



























b2 for a, b ∈ R+ and ǫ > 0 .
The Cauchy–Schwarz inequality
If u and v are members of an inner product space X with inner product (·, ·) then
|(u, v)| ≤ (u, u)1/2(v, v)1/2 .
The Hölder inequality
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The Minkowski inequality for integrals

















If u and v are members of a normed space X then
‖u+ v‖ ≤ ‖u‖+ ‖v‖ .
The Poincaré–Friedrichs inequality
Let Ω be a domain in Rn. Then there exists a constant C > 0 such that
∫
Ω
|u|2 dx ≤ C
∫
Ω
|∇u|2 dx for all u ∈ H10 (Ω) .
Gronwall’s Lemma
Let u : [0, α] → R be continuous and nonnegative. Suppose C ≥ 0 and K ≥ 0 are
such that
u(t) ≤ C +
∫ t
0
Ku(s) ds for all t ∈ [0, α].
Then
u(t) ≤ C exp[Kt] for all t ∈ [0, α].
Cauchy sequence
A sequence {un} in a subset Y of a normed space X is called a Cauchy sequence if
lim
m,n→∞










XXVI Summary of extensively used definitions and standard results
More formally, the sequence is a Cauchy sequence if for any given ǫ > 0 there exists
a number N such that
‖um − un‖ < ǫ whenever m, n > N .
Lipschitz continuous functions
A function f defined on a set Ω in Rn is Lipschitz continuous if there exists a constant
L > 0 such that
|f(x)− f(y)| ≤ L|x− y| .
Continuous, convex, positively homogeneous, proper and lo er
semicontinuous functions
A function f(x) defined on a subset of Ω of Rn is continuous at a point x0 on Ω if
for all positive ǫ it is possible to find a positive number δ such that
|f(x)− f(x0)| < ǫ whenever |x− x0| < δ and x ∈ Ω .
The function f(x) is termed convex if, for 0 < θ < 1,
f(θx+ (1− θ)y) ≤ θf(x) + (1− θ)f(y) .
The function f(x) is said to be strictly convex if the strict inequality above holds
whenever x 6= y. Furthermore, the function f(x) is said to be positively homogeneous
if
f(αx) = αf(x) ∀x ∈ Ω, for all α > 0 ,
proper if
f(x) < +∞ for at least one x ∈ Ω and f(x) > −∞ for all x ∈ Ω ,
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lim
n→∞
inf f(xn) ≥ f(x) ,
for any sequence {xn} converging to x.
The Sobolev Embedding Theorem
Let Ω be a bounded domain in Rn with a Lipschitz boundary Γ . If m − k > n/2,























The theoretical underpinnings of the classical theory of elastoplasticity have been vig-
orously developed during the last half-century, and constitutive models for infinites-
imal and large strains, and for a range of material types that include both ductile
and brittle behaviour, are now firmly established. Computational methods for the
solution of complex problems involving inelastic behaviour have undergone a parallel
development, and there is now a good understanding of the associated algorithms
and, particularly for small strains, of the convergence theory.
Motivated in large part by the inability of classical theories to model material
behaviour at the mesoscale level, various plasticity theories that incorporate size-
dependence via the inclusion of strain gradients have been developed. These theories
include in a natural way a length scale, and permit phenomena such as shear banding
to be captured. For example, in the early works of Dillon and Kratochvil [66], Aifantis
[2, 3], and Coleman and Hodgdon [56] the von Mises yield function is augmented by
a term involving the Laplacian of the equivalent plastic strain, and possibly further
higher-order terms. The relation of theories of gradient plasticity to the underlying
interpretation of plastic deformation arising due to the flow of dislocations in the
crystal lattice structure was established by Aifantis [2, 3].
The terms involving higher-order derivatives of quantities such as the equivalent
plastic strain in gradient plasticity models require careful attention in the development
of computational approximations. In classical theories the plastic strain and other in-
ternal variables may be approximated by piecewise discontinuous functions since there











quantities may be condensed out at the element level, or computations may be car-
ried out locally at quadrature points, in either case with the consequence that the
predictor part of the solution algorithm involves only the displacement degrees of free-
dom. Such approaches have either to be modified in gradient theories, or it becomes
essential to assume continuity of the relevant internal variables and possibly their
gradients, with a consequent significant increase in the size of the discrete problem
to be solved. The need to develop a computational procedure for gradient plasticity
that retains the simplicity of the classical algorithms is therefore self-evident.
A candidate approach is the class of discontinuous Galerkin methods, in which
interelement continuity is relaxed in a framework in which the discrete problem re-
mains consistent. Discontinuous Galerkin methods were developed in the 1970s and
1980s [139, 11], but it is only in recent years that they have been exploited in a wide
range of problems. The collection [53] provides an excellent overview of many of the
key approaches for elliptic and hyperbolic problems.
Within the context of linear elasticity there have been important contributions
by Rivière and Wheeler [159] and Wihler [190], the latter considering the case of
nonconvex domains and vanishing compressibility. Ten Eyck and Lew [180] demon-
strated the effectiveness of the discontinuous Galerkin formulation in circumventing
locking-related problems arising due to vanishing compressibility within the context of
nonlinear elasticity. A key contribution of their work was to show that the discontinu-
ous Galerkin formulation produced results of similar accuracy to those obtained using
a conforming approximation with a comparable, and often lower, computational cost.
The effective treatment of the incompressibility constraint is of significant importance
in many models of plasticity in which plastic deformation is assumed incompressible.
A discontinuous Galerkin formulation has recently been developed for strain gra-
dient dependent damage models [188, 135], while the work by Engel et al. [74] treats
continuous/discontinuous Galerkin methods for fourth-order problems by reducing
the classical requirement of C1 continuity of the unknown variable to one of con-
tinuity (see also [29, 14]). This approach has recently been applied by Wells et al.
[189] to solve the Cahn–Hilliard equation, a fourth-order nonlinear parabolic par-











shell [142, 72] problems involving only discretisations of the displacement field. The
continuous/discontinuous Galerkin method is an ideal candidate for those models of
gradient plasticity in which it is essential to impose C1 continuity on the equivalent
plastic strain variable; one such model is that proposed by Mülhaus and Aifantis
[136] in which both the Laplacian and the biharmonic of the effective plastic strain
enter the yield condition. Furthermore, discontinuous Galerkin methods in both time
and space appear to be ideally suited to evolving interface problems such as arise in
elastoplasticity [6, 69].
Another attractive property of discontinuous Galerkin schemes is the design of
more flexible finite element spaces. Within a discontinuous Galerkin approach non-
matching grids containing hanging nodes and nonuniform interpolations can be han-
dled easily. The flexibility offered by the discontinuous Galerkin method renders it
well suited for implementation on large-scale, parallel computing platforms [104, 24].
One of the potential drawbacks of discontinuous Galerkin methods is the prolifer-
ation of the number of degrees of freedom relative to conventional Galerkin methods.
The computational overhead can be reduced considerably by interpreting the discon-
tinuous Galerkin formulation within a multi-scale framework [28, 103]. The multi-
scale framework could potentially be extended to include various models of gradient
plasticity as the gradient effects are generally related to scale-dependent phenomena.
The additional computational overhead must also be seen in perspective, as noted
previously in reference to the work on incompressible media by ten Eyck and Lew
[180]. A further example concerns the application of discontinuous Galerkin methods
to fourth-order problems in which C1 continuous interpolants are required. The con-
struction of such interpolants is problematic and computationally expensive within a
conforming approximation for space dimensions higher than one.
Motivated in large part by the success of discontinuous Galerkin methods to pro-
vide elegant and effective solutions to the challenging problems in computational
mechanics mentioned previously, the focus of the work presented here is on the use of
discontinuous Galerkin methods for the solution of problems in elastoplasticity. Both











though the emphasis is on the latter, for which case discontinuous Galerkin methods
carry several significant advantages.
A discontinuous Galerkin formulation of the displacement field in plasticity prob-
lems elegantly circumvents locking-related complications that occur when using low-
order finite element formulations. The use of low-order finite elements is attractive
for reasons of computational efficiency and for their robustness in large deformation
problems, provided that they are suitably stabilised.
Furthermore, discontinuous Galerkin formulations provide an elegant and effec-
tive framework in which to deal with the higher-order derivatives arising in gradient
plasticity formulations.
The model of gradient plasticity considered here serves as a basis for more complex
models involving additional higher-order terms and possibly multiple length scales
[81]; indeed, the model of gradient plasticity investigated here can be treated using a
conforming finite element approximation [115]. The imposition of the internal plastic
boundary is, however, problematic in conforming approximations and the extension of
the formulation to other models of gradient plasticity is by no means straightforward.
The classical plasticity formulation can be recovered easily from the gradient model
considered here within the context of the discontinuous Galerkin method by simply
not imposing continuity of the internal hardening parameter. Thus, the influence of
the gradient effects can be varied spatially.
In addition, the computational procedures for the discontinuous Galerkin model
of gradient plasticity considered retain much of the simplicity associated with the
classical algorithms. Indeed, the solution algorithms developed here are extensions of
those developed by Martin and coworkers for the classical problem [26, 27, 79].
The application of the discontinuous Galerkin formulation to problems in classical
plasticity and the model of gradient plasticity considered here is largely novel. A key
aspect of this work involves the careful construction of an appropriate mathematical
framework, and the development, analysis and implementation of solution algorithms.
Features and the performance of the algorithms are illustrated through a series of











The context of the analysis and the subsequent algorithm development is initially
that of the infinitesimal-strain problem. The finite-strain implementation is considered
in Part II. The analysis of the finite-strain problem is a delicate matter even for the
classical problem (see, for example, [132]), and is not considered in this work.
The discontinuous Galerkin formulation of both the classical and the gradient plas-
ticity models considered here are presented as variational inequalities within a convex
analytic framework. The adoption of the convex analytic framework is motivated by
the analysis of the primal and dual forms of the classical plasticity problem presented
by Han and Reddy [151, 93, 95, 94], and the work of Carstensen and coworkers who
have made significant contributions to the numerical analysis of the primal problem
[8, 34, 37, 47, 44].
The focus here is on the primal formulation of plasticity in which the kinematic
quantities such as displacement, plastic strain, and equivalent plastic strain are the
unknown variables. The primal formulation is less popular than the dual form as
a basis for computational treatments of the problem, which uses the flow law in its
traditional form of the normality law with the Kuhn–Tucker conditions. Nevertheless,
as will be seen, the primal formulation is particularly well suited to problems such
as gradient plasticity in which higher-order derivatives of the kinematic quantities
appear. Furthermore, various authors, for example, de Borst and Mülhaus [62] and
Fleck and Hutchinson [81], have commented on the suitability of what are essentially
primal formulations as a basis for carrying out finite element approximations.
The key contributions arising from the analysis of the classical plasticity problem
and the model of gradient plasticity include demonstrating the consistency of the
variational formulation and analyses of both the continuous-in-time and fully-discrete
approximations. The error estimates obtained correspond to those for the conventional
Galerkin approximations of the classical problem. The focus of the analysis is on those
properties of the problem that would ensure existence of a unique solution for both
hardening and softening problems. The ability of the gradient model to accommodate
softening, as has been alluded to by Aifantis [3] in the context of ellipticity of the











The development of well-understood solution algorithms is essential for the efficient
numerical realisation of the problem within the finite element method, especially given
the nonstandard nature of the gradient plasticity model. The construction of solution
algorithms for the model of gradient plasticity is initially presented within the general
context of an abstract problem. Conditions for the convergence of the algorithms are
established first for the abstract problem, and then, as particular cases, for the elastic,
secant and consistent tangent predictors. In the last case it is known [94] that it is
not possible to establish conditions for unconditional convergence. This problem is
overcome here by introducing a perturbation of the approximation of the tangent
involving a positive multiple of the identity.
A feature of the convergence analysis worth emphasising is its applicability to
problems in which the underlying bilinear form may not be symmetric; this is the
case for many discontinuous Galerkin formulations. A further key contribution is the
construction of the consistent tangent predictor for the case of gradient plasticity,
the use of which is essential for the efficient numerical implementation. The approach
taken in the derivation of the consistent tangent predictor borrows from the classical
theory (see, for example, Simo and Hughes [166]), though the derivation is more
complex given the nonlocal nature of the problem.
The extension of the discontinuous Galerkin formulation for the model of gradi-
ent plasticity to the finite deformation regime is another key aspect of the work.
The extension is greatly facilitated by adopting on exponential approximation for
the evolution of plastic deformation [163] that preserves the general structure of the
algorithms developed for the infinitesimal problem.
As mentioned previously, discontinuous Galerkin methods have been recently ap-
plied to problems in nonlinear elasticity [180, 141, 181, 182]. The effectiveness of the
method to overcome locking-related problems arising due to vanishing compressibil-
ity in nonlinear elasticity was demonstrated by ten Eyck and Lew [180]. The issue
of vanishing compressibility arises in models of plasticity where plastic deformation
is assumed incompressible, as it is here. We choose, however, not to adopt a dis-
continuous Galerkin approach for the approximation of the displacement field in the











lation proposed by Simo and Armero [165] to circumvent locking related problems at
finite strains. While the discontinuous Galerkin approach is extremely attractive, the
focus of this work and the key contributions concern the model of gradient plasticity.
Thus, only the nonlocal plastic evolution equations are solved using the discontinuous
Galerkin method.
The structure of the rest of this work is as follows. Part I is dedicated to the problem
of gradient elastoplasticity restricted to the infinitesimal-strain regime. In Chapter 2
the governing equations and inequalities for the classical and gradient problems are
presented, and the well-posedness of the variational formulation is discussed. A simple
symmetric interior penalty discontinuous Galerkin method is introduced in Chapter 3,
and the consistency of the discrete formulation is shown. Chapter 3 concludes with
an analysis of the fully-discrete discontinuous Galerkin approximation.
The remainder of Part I focuses on algorithmic and computational aspects of the
problem. In Chapter 4 the predictor–corrector solution algorithm for this class of
problems is formulated, and conditions for the convergence of the algorithm given.
In Chapter 5, various features and the performance of the algorithm are illustrated
through a number of numerical examples. These address issues such as the role of
softening and size-dependence, and the performance of the algorithm using different
moduli in the predictor step.
The second part of this work concerns the extension of the gradient plasticity
model considered in Part I to the finite-strain regime. The first half of Chapter 6 sum-
marises standard results in classical nonlinear continuum mechanics. The remainder
of the chapter describes the multiplicative hyperelastic model of plasticity adopted
here. Both the conventional dual and less widely adopted primal form of the classical
plastic evolution equations are given. The enhanced assumed strain formulation is
presented in Chapter 7. The performance of the technique is assessed via a series
of numerical examples. The discontinuous Galerkin formulation of gradient plastic-
ity at finite strains is the focus of Chapter 8. In Chapter 9 various features and the
performance of the algorithm are illustrated through a series of numerical example
problems. As in the small-strain case the role of material softening and scale, and the











The conclusions arising from this work and suggested areas for further research
are presented in Chapter 10.
Substantial portions of the work presented here are contained in the following
publications [67, 68, 125, 126]:
• J. K. Djoko, F. Ebobisse, A. T. McBride, B. D. Reddy, A discontinuous Galerkin
formulation for classical and gradient plasticity. Part 1 – Formulation and analysis,
Comput. Methods Appl. Mech. Eng., 196 (2007) 3881–3897.
• J. K. Djoko, F. Ebobisse, A. T. McBride, B. D. Reddy, A discontinuous Galerkin
formulation for classical and gradient plasticity. Part 2: Algorithms and numerical
analysis, Comput. Methods Appl. Mech. Eng., 197 (2007) 1–21.
• A. T. McBride and B. D. Reddy, Some aspects of a discontinuous Galerkin for-
mulation for gradient plasticity at finite strains, Proceedings of the IUTAM Sym-
posium on Theoretical, Modelling and Computational Aspects of Inelastic Media,
Cape Town, South Africa, (in press).
• A. T. McBride and B. D. Reddy, A Discontinuous Galerkin formulation for gradient






























Summary: The infinitesimal-strain theory
In Part I the structure, analysis and implementation of a model of strain gradient
plasticity under the assumption of infinitesimal strains are presented. The model is
extended to the finite-strain regime in Part II.
The formulation of the classical and gradient plasticity models is presented in Chap-
ter 2. The emphasis of the presentation is on the primal formulation of plasticity. The
classical and gradient plasticity models are presented as variational inequalities within
a convex analytic framework and their well-posedness discussed.
A symmetric interior penalty discontinuous Galerkin formulation of the classical
and gradient plasticity models is presented in Chapter 3, and the consistency of the
discrete formulation shown. Both the continuous-in-time and the fully-discrete ap-
proximations are analysed.
The predictor–corrector solution strategy is introduced in Chapter 4. The conver-
gence analysis of an abstract problem, whose general structure allows results for par-
ticular predictors to be deduced as special cases, is presented. An error estimate for
the convergence rate of the discrete problem is obtained without assuming symmetry
of the bilinear form. The chapter concludes with a detailed account of the solution
algorithm for the gradient plasticity model.





















The formulation of classical plasticity and a model
of gradient plasticity at infinitesimal strains
The objective of this chapter is to present the governing equations and inequalities
for classical plasticity and a model of gradient plasticity due to Dillon and Kratochvil
[66], Aifantis [2, 3], and Coleman and Hodgdon [56].
The emphasis here is on the primal formulation of plasticity in which the kinematic
quantities such as displacement, plastic strain, and equivalent plastic strain, are the
unknown variables. The primal formulation, which has received a detailed treatment
in Han and Reddy [94], is less popular as a basis for computational treatments of
problems in plasticity than the dual formulation, which uses the flow law in its tra-
ditional form of the normality law and the Kuhn–Tucker conditions. Nevertheless, as
will be seen, the primal formulation is particularly well suited to problems in gradi-
ent plasticity in which higher-order derivatives of the kinematic quantities appear; for
example, the recent work of Reddy et al. [154] uses the primal formulation to analyse
a model of gradient plasticity due to Gurtin and Anand [92]. Furthermore, various
authors, for example, de Borst and Mülhaus [62] and Fleck and Hutchinson [81], have
commented on the suitability of what are essentially primal formulations as a basis
for carrying out finite element approximations.
Careful attention is paid to constructing the appropriate variational form of the
plasticity problem. Both the classical plasticity problem and the model of gradient
plasticity considered here are presented as variational inequalities within a convex
analytic framework, thereby facilitating the subsequent analysis. The adoption of the
convex analytic framework is motivated by the analysis of the primal and dual forms










14 2 Formulation of classical and gradient plasticity at infinitesimal strains
the work of Carstensen and coworkers who have made significant contributions to the
numerical analysis of the primal problem [8, 34, 37, 47, 44].
The structure of the rest of this chapter is as follows. In Section 2.1 the governing
equations and inequalities for the classical and gradient problems are presented. The
conventional dual representation of the plastic flow law is given. A detailed exposition
of the primal formulation follows. Several results from convex analysis are presented
to facilitate the exposition. The linkage between the various forms of the flow law
is then made. Finally, in Section 2.2 the classical and gradient plasticity problems
are formulated as variational inequalities of the second kind and their well-posedness
discussed.
2.1 The governing equations for the problem
Let Ω be a bounded convex Lipschitz domain in Rndim , where ndim refers to the
number of space dimensions. The domain Ω is occupied by an elastoplastic body in
its undeformed configuration as shown in Fig. 2.1. A material point in Ω is denoted
by X and the time domain under consideration is the interval [0, T ]. The boundary
of Ω is denoted by ∂Ω with an outward normal N . Dirichlet and Neumann boundary
conditions are prescribed on Γϕ and ΓT respectively, where Γϕ∩ΓT = ∅ and Γϕ ∪ ΓT =
∂Ω.
The body is assumed to undergo a quasi-static infinitesimal motion. Its behaviour
is governed by the equation of equilibrium
DIV[σ] +B = 0 , (2.1)
where σ is the symmetric stress tensor, DIV[(·)]I := ∂(·)IJ/∂XJ denotes the diver-
gence of an arbitrary second-order tensor, and B is the body force per unit volume.
The theory of elastoplasticity subject to the infinitesimal-strain assumption is com-
pleted by specifying, in addition to the equilibrium equation (2.1), the relationship
between the strain tensor and the displacement, the elastic constitutive relation, and



















Fig. 2.1. Schematic of an elastoplastic body in the reference configuration subject to loading and boundary
conditions
2.1.1 Elastic behaviour
The elastic part of the constitutive relation is given by
σ = Cεe = C (ε− εp) or σIJ = CIJKLεeKL = CIJKL (εKL − εpKL) , (2.2)
in which εe is the elastic strain, defined to be the difference between the total strain
ε and the plastic strain εp; that is,
εe = ε− εp .
The summation convention has been used in (2.2)2; the appearance of an index twice
implies the sum of all terms obtained by replacing the letter with each of the values
in the range of the index. We adopt this convention throughout unless an indication
to the contrary is given. All strain quantities are symmetric. In addition, the total







where ∇[(·)] := ∂(·)/∂X is the gradient operator with respect to the reference con-
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33 = 0 .
Elastic behaviour is assumed to be isotropic and homogeneous, so that the fourth-
order elasticity tensor C is given in component form by
CIJKL = ΛδIJδKL + µ (δIKδJL + δILδJK) ;
that is,
Cεe = Λ tr[εe]I + 2µεe
for any symmetric tensor εe. The quantity δIJ denotes the Kronecker delta. Here
Λ > 0 and µ > 0 are the Lamé moduli which are related to the Young’s modulus E
and the Poisson’s ratio ν by
Λ =
E




The assumption of material homogeneity implies that Λ and µ are constant. It follows
from the positivity of the Lamé moduli that
η : Cη ≥ 2µ|η|2 for any second-order tensor η .
We also define
|C|∞ := maxI,J,K,L[CIJKL] = Λ+ 2µ .
2.1.2 Plastic flow relations
The relations governing the evolution of plastic deformation are now given. We ini-
tially consider the more familiar dual form of the plastic evolution relations which
uses the flow law in the form of the normality law with the Kuhn–Tucker conditions.
We shall make extensive use of the flow law in the alternative, but equivalent, primal
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ever, we recast the constitutive relations for elastoplasticity within a thermodynamic
framework. As will be seen, the thermodynamic framework facilitates the extension
of the classical plasticity model to the gradient regime in a manner that makes clear
the various conjugate quantities.
Dual representation of the classical plastic flow relations
The classical model of plasticity considered assumes, pointwise a.e., a convex elastic
domain E with boundary ∂E , the yield surface, and a generalised normality law, as
depicted in Fig. 2.2. For definiteness E is assumed to be defined by the von Mises
condition, and both linear kinematic and isotropic hardening are initially adopted, so
that the region of admissible generalised stresses becomes the set Σ = (σ,α, ḡ) that
satisfies the von Mises yield criterion
f(σ,α, ḡ) = | dev[σ] +α| − (κ− ḡ) ≤ 0 . (2.3)
Here dev[(·)] := (·)− tr[(·)]I denotes the deviatoric part of an arbitrary second-order
tensor (·), κ is related to the initial yield stress of the material in uniaxial tension,
and
α = −k1εp (the back-stress), (2.4)
ḡ = −k2ξ (the internal stress conjugate to the
isotropic hardening parameter ξ) , (2.5)
where k1 and k2 are the kinematic and isotropic hardening constants respectively.
The flow law for the evolution of the set of generalised kinematic plastic strain










= λ , (2.6b)














ε̇p = λ ∂f∂σ
f(σ,α, ḡ) = 0
E = f(σ,α, ḡ) < 0
(elastic domain)
Fig. 2.2. Schematic of the yield surface in stress space for classical plasticity at infinitesimal strains
where (2.6c) are the Kuhn–Tucker conditions and λ is the plastic consistency param-
eter. The equivalent plastic strain γ(t) is related to the lastic consistency parameter
by γ̇ = λ. It follows that
ξ̇ = λ = |ε̇p| .
Equations (2.6a)–(2.6c) collectively denote the flow law in its most widely presented
dual form.
Example 2.1. The following example serves to make clear various features of the dual
form of the plastic evolution relations for the special case of plane stress, for which
σi3 = 0, i = 1, 2, 3. Furthermore, we consider a perfectly plastic material, for which
k1 = k2 = 0. This example problem will be revisited shortly when we consider the
primal expression of the flow law.
If the global axes are chosen to be aligned locally with the principal axes of σ,
then the von Mises yield function (2.3) takes the form
f = f(σ1, σ2) =
(
σ21 − σ1σ2 + σ22
)
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where σ1 and σ2 are the principal components of the stress and σ0 is the yield stress
in uniaxial tension. The yield surface f = 0 and the elastic region f < 0 are shown
in Fig. 2.3. The yield surface is an ellipsoid relative to the axes (σ1, σ2).
Fig. 2.3. The von Mises yield function in principal stress space for the case of plane stress
Consider now a point on the yield surface at a stress state of σ1 = σ0 and σ2 = 0
as indicated in Fig. 2.3. The direction of evolution of the plastic strain is the normal
to the yield surface at (σ0, 0).
A thermodynamic framework for elastoplasticity
The adoption of a thermodynamic framework for elasticity is advantageous as it is
conveniently extended to account for plastic behaviour using the concept of internal
variables [55]. The thermodynamic framework will be exploited in this work to ensure
that, amongst other things, the model of gradient plasticity developed is thermody-
namically consistent. A thermodynamic framework has been used in [176, 148, 115],
amongst others, as a basis for gradient plasticity formulations.
We assume from the outset that all processes take place under isothermal condi-
tions. We denote by ψ the Helmholtz free energy. Following standard thermodynamic
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ψ̇ − σ : ε̇ ≤ 0 . (2.7)
A homogeneous elastic material is defined such that the free energy and the stress
are functions of the strain only; that is,
ψ = ψ̂(ε) , (2.8)
σ = σ̂(ε) . (2.9)
Substitution of (2.8) into the local dissipation inequality (2.7) yields the following
0 ≥ ∂ψ
∂ε













The linear isotropic material presented in Section 2.1.1 is recovered by assuming a
free energy that is a quadratic function of the strain; that is,
ψ = ψ̂(ε) = 1
2
ε : Cε or ψ = ψ̂(ε) = 1
2
CIJKLεIJεKL . (2.10)
The extension of the thermodynamic framework to account for plastic deformation
is accomplished as follows. The additive decomposition of the strain tensor into an
elastic and a plastic part can be deduced from thermodynamic considerations [117].
Thus, the free energy may be additively composed of an elastic and a plastic part,
denoted ψe and ψp respectively. The elastic part of the free energy is dependent upon
the elastic strain εe. The plastic part is dependent upon a set of internal variables,
denoted ξ, which characterise the plastic deformation; that is,
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The number of internal variables describing the plastic deformation is denoted nint.
Substitution of the above relation into the local dissipation inequality (2.7) yields





















: ξ̇A . (2.11)
Following the standard thermodynamic arguments used previously, we obtain the





and the reduced dissipation inequality as





: ξ̇A ≥ 0 .




A = 1, . . . , nint .
The reduced local dissipation inequality may thus be restated as
σ : ε̇p +
nint∑
A=1
χA : ξ̇A ≥ 0 . (2.12)
The assumption of linear isotropic and kinematic hardening corresponds to choos-
ing a plastic free energy of the following quadratic form
ψp = ψ̂p(α, ξ) = 1
2
k1|α|2 + 12k2ξ2 , (2.13)
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σ : ε̇p + ḡξ̇ +α : ε̇p ≥ 0 . (2.14)
Primal representation of the classical plastic flow relations
We will make extensive use of the expression of the plastic flow law in its alternative,
but equivalent, primal form [151, 93, 95, 94]. The primal framework is adopted here
to facilitate the analysis of the classical and gradient plasticity formulations presented
in subsequent chapters. In addition, as mentioned previously, the primal framework
is particularly well suited to gradient plasticity problems [62, 81]. Carstensen and
coworkers have made significant contributions to the numerical analysis [34, 37] and
the development of effective adaptive finite element procedures [8, 47] for the primal
problem. Prior to stating the primal form of the flow law, it is convenient to define
certain terminology.
Let X be a normed vector space with a topological dualX
′
, the space of continuous
linear functionals on X. The action of x ∈ X ′ on x ∈ X is denoted by 〈x∗,x〉 where
the result is in R.
The normal cone to a convex set Y ⊂ X at x, denoted by NY (x) and depicted in





x∗ ∈ X ′ : < x∗,y − x > ≤ 0 ∀y ∈ Y
}
.
The subdifferential of a convex function f(x) on X, where x ∈ X, is the, possibly
empty, set of subgradients to f in X
′
defined by (see Fig. 2.4(b))
∂f(x) =
{
x∗ ∈ X ′ : f(y) ≥ f(x)+ < x∗,y − x > ∀y ∈ X
}
.
If the function is differentiable then ∂f(x) = {∇f(x)}.
Consider the function in R shown in Fig. 2.5 taken from Han and Reddy [94]. A
function f defined on a subset Ω of Rn is continuous at a point x0 on Ω if for all
positive ǫ it is possible to find a positive number δ such that




















(b) Subdifferential of a nonsmooth con-
vex function of a single variable
Fig. 2.4. Schematic of the normal cone to a convex set and the subdifferential to a convex function
The function f(x) is termed convex if, for 0 < θ < 1,
f(θx+ (1− θ)y) ≤ θf(x) + (1− θ)f(y) . (2.15)
The function f(x) is said to be strictly convex if the strict inequality in (2.15) holds
whenever x 6= y. Furthermore, the function f(x) is said to be positively homogeneous
if
f(αx) = αf(x) ∀x ∈ Ω, ∀α > 0 ,
proper if
f(x) < +∞ for at least one x ∈ Ω and f(x) > −∞ ∀x ∈ Ω ,
and lower semicontinuous if
lim
n→∞
inf f(xn) ≥ f(x) ,



















Fig. 2.5. Illustration in one dimension of (a) a convex function; (b) a positively homogeneous function; and
(c) a lower semicontinuous function (from [94])
Derivation of the primal form of the plastic flow law
With the necessary terminology defined, we now proceed to derive the primal form
of the flow law.
As stated previously, the standard dual form of the flow rule with the loading and
unloading conditions formulated in the Kuhn–Tucker form implies the normality law
Ṗ ∈ NE(Σ) , (2.16)
where Ṗ = {ε̇p, ξ̇} are the generalised plastic strain rates conjugate to the generalised
plastic stressΣ = {σ,χ}. The generalised normality law states that the plastic strain
evolves in the normal cone to the convex elastic set E .
An alternative primal formulation for the plastic flow law can be derived by recog-
nising that the support function on E is the dissipation function D : Ṗ → R+ in
the context of plasticity, defined by
D(Ṗ ) = sup
{
(T : Ṗ ) where T ∈ E
}
= Σ : Ṗ . (2.17)
The function D is convex, homogeneous of degree one in Ṗ , and lower semicontinu-
ous. It follows from the properties of D that (2.16) is equivalent to stating that the
generalised stress state lies in the subdifferential to the generalised plastic strain rate
[94], that is,
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The following two equivalent formulations of the plastic flow law are therefore
permitted [94]:
(I) Primal formulation, D is convex, homogeneous and lower semicontinuous,
D(Ṗ ) ≥ 0 ,
Σ ∈ ∂D(Ṗ ) ,
m
(II) Dual formulation, K is closed, convex, contains 0,
Ṗ ∈ NK(Σ) .
The relationship between the primal and dual forms of the flow law is explored
further using two examples.
Example 2.2. Consider the convex set E and yield surface shown in Fig. 2.6 with two
generalised stress states, denoted Σ′ and Σ′′ resp ctively, indicated. The dual form
of the flow law states that the direction of plastic flow Ė′
p
at the stress state Σ′ lies
in the normal cone to the yield surface. For the stress state Σ′ the normal cone is
simply the normal to the yield surface. The normal cone to the yield surface at Σ′′
contains the fan of possible directions for the evolution of plastic flow.
The level set of the dissipation function corresponding to the yield surface E is
also shown in Fig. 2.6. The plastic strain rate Ė′
p
is in the direction parallel to the
normal to the yield surface at Σ′. The stress state Σ′ lies in the gradient to the level
set of D at Ė′
p
. The plastic strain rates Ė′′
p
are parallel to the normal fan to the
yield surface at Σ′′ with a corresponding stress state Σ′′.
Example 2.3. We revisit Example 2.1 in which the dual form of the flow law for a
problem in plane stress with a von Mises yield condition was described. The cor-
responding dissipation function, the form of which will be given shortly, is shown
in Fig. 2.7. The dissipation function is a nonnegative elliptical cone in the space of
plastic strain rates.
The plastic strain rate corresponding to the state of stress (σ0, 0) lies parallel, in
the space of plastic strain rates, to the normal to the yield surface. The corresponding
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Fig. 2.6. Relationship between the level surface of the dissipation function D and the set E
Fig. 2.7. The dissipation function in the space of plastic strain rates for the case of plane stress
Expression of the classical flow law using the primal formulation with the
von Mises condition and both kinematic and isotropic hardening
For the model of plastic flow governed by the von Mises yield criterion with both
kinematic and isotropic hardening, it can be shown [94] that the dissipation function
















2.2 The variational problem 27
where q and η are arbitrary plastic strain and hardening parameter rates respectively.
Using (2.18), we obtain the flow rule in its primal form as
D(q, η) ≥ D(ε̇p, ξ̇) + (σ +α) : (q − ε̇p) + ḡ(η − ξ̇)
= D(ε̇p, ξ̇) + (σ − k1εp) : (q − ε̇p)− k2ξ(η − ξ̇) ∀ (q, η) . (2.19)
2.2 The variational problem
The derivation of the variational problems governing the classical and gradient models
of plasticity is now presented.
For the sake of convenience homogeneous Dirichlet boundary conditions are as-
sumed for the analysis; that is,
u = 0 on ∂Ω ,
where u is the displacement field. In addition, the body is assumed initially unde-
formed and unstressed with the initial conditions
u(X, 0) = 0 and εp(X, 0) = 0 , X ∈ Ω .
2.2.1 Classical plasticity
We proceed with the derivation of the variational problem governing the classical
plasticity problem restricted to the case of linear isotropic and kinematic hardening.
We define the function spaces of displacements V , plastic strains Q, and hardening
variables M̄ by




q = (q)IJ | qIJ = qJI , qIJ ∈ L2(Ω), tr[q] = 0 a.e. in Ω
}
,
M̄ = L2(Ω) ,
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Z̄ = V ×Q× M̄ ,
W̄ =
{
(v, q, η) ∈ Z̄ : |q| ≤ η a.e. in Ω
}
.
For any function φ : Ω × [0, T ]→ R, we adopt the notation φ(t) for the function
X ∈ Ω → φ(X, t).
Let 1 ≤ p ≤ ∞. For any Banach space X we define the spaces
Lp(0, T ;X) =
{
v : [0, T ]→ X measurable :
∫ T
0
‖v(t)‖pX dt ≤ ∞
}
,
L∞(0, T ;X) =
{
v : [0, T ]→ X measurable : ∃C > 0 ‖v(t)‖X ≤ C
a.e. t ∈ [0, T ]
}
.







‖v‖L∞(0,T ;X) = ess sup
0≤t≤T
‖v(t)‖X .
We also define the space
H1(0, T ;X) =
{
v ∈ L2(0, T ;X) | v̇ ∈ L2(0, T ;X)
}
,
in which the time derivative is defined in a weak sense. This is a Hilbert space with
inner product and norm
(u, v)H1(0,T ;X) =
∫ T
0
[(u(t), v(t))X + (u̇(t), v̇(t))X ] dX ,
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The weak form of the equilibrium equation is obtained by taking the scalar product
of (2.1) with (v− u̇) for arbitrary v ∈ V , integrating the product over the domain Ω,




C (ε(u)− εp) : (ε(v)− ε(u̇)) dX =
∫
Ω
B · (v − u̇) dX . (2.20)
The classical weak formulation corresponding to the boundary value problem govern-
ing linear elasticity is obtained by setting εp = 0 and ξ = 0 to obtain
∫
Ω
Cε(u) : ε(v) dX =
∫
Ω
B · v dX .




D(q, η) dX ≥
∫
Ω
D(ε̇p, ξ̇) dX +
∫
Ω




ḡ(η − ξ̇) dX ∀ (q, η) ∈ W̄ . (2.21)
The variational inequality corresponding to the primal formulation of classical
plasticity is obtained by adding (2.20) and (2.21). The primal variational problem
for classical plasticity is that of finding w = (u, εp, ξ) : [0, T ] → Z̄ such that
w(0) = 0, ẇ ∈ W̄ for almost every t ∈ [0, T ] and
ā (w(t),z − ẇ(t)) + j(z)− j(ẇ) ≥ 〈l(t),z − ẇ〉 , (2.22)
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(C (ε(u)− εp) : (ε(v)− q) + k1εp : q + k2ξη) dX
∀w = (u, εp, ξ), z = (v, q, η) ∈ Z̄ , (2.23)






κ|q| dX if z ∈ W̄ ∀z = (v, q, η) ∈ Z̄ ,
∞ otherwise ,
(2.24)
ℓ : Z̄ → R, 〈ℓ,z〉 =
∫
Ω
B · v dX ∀z = (v, q, η) ∈ Z̄ . (2.25)
Note that by simple integration, the condition ẇ(t) ∈ W̄ implies also that w(t) ∈ W̄ .
The following result is proved in Han and Reddy [94].
Theorem 2.4. Assume that B ∈ H1(0, T ;H1(Ω)2) and B(0) = 0. Then the varia-
tional inequality (2.22) has a unique solution (u, εp, ξ) ∈ H1(0, T ;V )×H1(0, T ;Q)×
H1(0, T ;M).
Remark 2.5. The proof makes use of the continuity of the bilinear form and function-
als, the coercivity of ā(·, ·), and the weak lower semicontinuity of j(·), which follows
from its convexity and its strong lower semicontinuity (the latter follows from the
closedness of the set W̄ and Fatou’s Lemma). Coercivity of ā(·, ·) is subject to either











|ε(v)|2 − 2ε(v) : q + |q|2
]













































2.2 The variational problem 31
where θ > 0. It follows that the bilinear form is guaranteed to be coercive provided
that
1 > θ >
2µ
2µ+ k1
and k2 > 0 .
The coercivity of the bilinear form holds for either k1 or k2 zero provided that the
nonzero constant is positive. Thus, coercivity is guaranteed for hardening but this
is not the case for perfect plasticity or softening. The loss of coercivity leads in
turn to the well-documented pathological dependence of the resulting finite element
approximation upon the discretisation of the domain.
Remark 2.6. The problem is posed on the whole space Z̄ rather than on W̄ . This is
legitimate since ẇ(t) is sought in W̄ , and this implies by integration that w(t) ∈ W̄ .
The functional j is extended by +∞ to all Z̄\W̄ , consistent with the definition (2.24),
while it is also clear (set z = 0 in (2.22)) that j(ẇ) is bounded (see also Han and
Reddy [94] for further details).
2.2.2 Gradient plasticity
We consider next a simple strain gradient plasticity model due to Dillon and Kra-
tochvil [66], Coleman and Hodgdon [56], Aifantis [2] and Mülhaus and Aifantis [136]
and studied computationally by de Borst and Mülhaus [62] and Liebe and Steinmann
[115], in which the classical yield condition (2.3) is replaced by one in which the yield
condition depends also on the Laplacian of the scalar hardening parameter or equiv-
alent plastic strain. That is, we still have (2.3), but the conjugate force g (ḡ in (2.5))
is now given by
g = −k2ξ + k3∇2ξ , (2.26)
in which k3 is a positive constant that effectively introduces a length scale l :=√
abs[k3/k2] into the formulation and ∇2 is the Laplacian operator. The classical
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The classical free energy function for combined isotropic and kinematic hardening
given in (2.13) is extended to the gradient regime by setting









Following the classical thermodynamic arguments used in Section 2.1.2 for the
classical plasticity problem, the dissipation inequality takes the form
0 ≤ σ : ε̇− ψ̇
≤ σ : (ε̇e + ε̇p)− ∂ψ̂
e(εe)
∂εe







: ε̇e + σ : ε̇p +α : ε̇p + ḡξ̇ +m · ∇ξ̇ , (2.27)
where α := −∂ψ/∂εp, ḡ := −∂ψ/∂ξ and m := −∂ψ/∂∇ξ.




and the reduced dissipation inequality
σ : ε̇p +α : ε̇p + ḡξ̇ +m · ∇ξ̇ ≥ 0 . (2.28)
The dissipation inequality for the gradient plasticity problem is formally given by
D(q, η) ≥ D(ε̇p, ξ̇) + (σ +α) : (q − ε̇p)
+ g(η − ξ̇) +m · ∇(η − ξ̇) ∀(q, η) . (2.29)
In order to construct the weak formulation of the problem corresponding to gra-
dient plasticity we define the space M of scalar hardening parameters by
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and we set
Z = V ×Q×M , (2.31)
W = {(v, q, η) ∈ Z : |q| ≤ η a.e. in Ω} . (2.32)
We proceed in the construction of the weak form by integrating (2.29) over Ω
and performing integration by parts on the term involving m. It is necessary at this
point to specify the additional nonstandard boundary contributions that arise. We
consider here the possibility of either homogeneous Dirichlet boundary conditions,
homogeneous Neumann boundary conditions, or combinations thereof on the exterior
of the reference configuration ∂Ω. We denote by ∂ΩH and ∂ΩF complementary subsets
of ∂Ω, that is, ∂ΩH ∪ ΩF = ∂Ω and ∂ΩH ∩ ΩF = ∅. The additional boundary
conditions arising due to the presence of the gradient terms are
ξ = 0 on ∂ΩH and −m ·N = k2
∂ξ
∂N
= 0 on ∂ΩF ,
where m = −k3∇ξ. Further discussion on the physical implications of the additional
boundary conditions that arise in gradient plasticity formulations can be found in
Gurtin [89, 90] and Peerlings [146], amongst others.
After application of the relevant boundary conditions, we then obtain the dissipa-
tion inequality in weak form as
j(z) ≥ j(ẇ) +
∫
Ω
(σ − k1εp) : (q − ε̇p) dX −
∫
Ω




k3∇ξ · ∇(η − ξ̇) dX ∀z ∈ Z , (2.33)
in which the definition of j(·) is unchanged from (2.24).
Following the approach for the classical problem and combining the dissipation
inequality (2.33) with the weak form of the equilibrium equation (2.20) we arrive
at the problem of finding w := (u, εp, ξ) : [0, T ] → Z which satisfies: w(0) = 0,
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a (w(t),z − ẇ(t)) + j(z)− j(ẇ) ≥ 〈ℓ(t),z − ẇ〉 ∀z ∈ Z , (2.34)
in which the bilinear form a(·, ·) is given by
a : Z × Z → R, a(w,z) = a(w,z) +
∫
Ω
k3∇ξ · ∇η dX , (2.35)
with a defined in (2.23).
Remark 2.7. In contrast to the classical problem, the presence in the yield condition
of a term involving a Laplacian leads to the requirement that ξ be sought in the space
H1(Ω) rather than L2(Ω). Again, following the corresponding proof for the classical
problem in [94], it can be shown that for B ∈ H1(0, T ;L2(Ω)2), the variational
inequality (2.34) has a unique solution
w = (u, εp, ξ) ∈ H1(0, T ;V )×H1(0, T ;Q)×H1(0, T ;M) .
The coercivity of the bilinear form a(·, ·) is established as follows:
a(z,z) = ā(z,z) +
∫
Ω




(C (ε(v)− q) : (ε(v)− q) + k1q : q + k2ηη) dX +
∫
Ω
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∫
Ω
η2 dX ≤ cp
∫
Ω
|∇η|2 dX , (2.36)
and the definition of W . It follows that the bilinear form is guaranteed coercive
provided that
1 > θ >
8µ





Thus the model is able to accommodate a degree of softening, both kinematic and
isotropic, which, unsurprisingly, depends on the magnitude of the parameter associ-
ated with the gradient term.
2.2.3 Regularity of solutions
It is important, both when dealing with finite element interpolation error estimates
and when determining the consistency of discontinuous Galerkin formulations, to set
out in clear terms the regularity of the exact solution to the problem. The question
of the regularity of solutions to problems in plasticity is a much more subtle matter
than the corresponding question for linear elasticity, say, and complete results are not
available. We summarise some key regularity results for classical hardening plasticity,
and indicate the assumptions that need to be made for the case of gradient plasticity.
First, we assume that
B ∈ H1(0, T ; [H1(Ω)]2) . (2.37)
Then it has been shown by Repin [156] for the Hencky problem (essentially one step
in a family of incremental problems arrived at by discretisation in time), that for a
Lipschitz domain Ω and hardening plasticity,
u ∈ [H2loc(Ω)]2 and σ ∈ [H1loc(Ω)]2×2 . (2.38)
Additional smoothness of the domain leads to greater regularity. In particular, as
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u ∈ [H2(Ω)]2 and σ ∈ [H1(Ω)]2×2 . (2.39)
There are no corresponding results for the case of gradient plasticity.
We will assume in all cases that
u ∈ H1(0, T ; [H2(Ω)]2) ,
εp ∈ H1(0, T ; [H1(Ω)]2×2) ,
ξ ∈ H1(0, T ;H2(Ω)) . (2.40)
These assumptions are somewhat stronger than what is known for the case of classical
plasticity, at least for Lipschitz domains, while in the case of gradient plasticity it is
not unreasonable to assume that the regularising effect of the gradient terms impart











A discontinuous Galerkin formulation of classical
and gradient plasticity under the assumption of
infinitesimal strains
A feature of gradient plasticity formulations that requires careful attention in the
development of computational solution procedures is the introduction of terms in-
volving higher-order derivatives of quantities such as the equivalent plastic strain. In
classical theories these and other internal variables may be approximated by piece-
wise discontinuous functions since they are merely required to be square integrable.
Furthermore, in finite element approximations these quantities may be condensed out
at element level, or computations may be carried out locally at integration points,
in either case with the consequence that the predictor part of the solution algorithm
involves only the displacement degrees of freedom. Such approaches have either to
be modified in gradient theories, or it becomes essential to assume continuity of the
relevant internal variables, with a consequently significant increase in the size of the
discrete problem to be solved. The need to develop a computational procedure for
gradient plasticity that retains the simplicity of the classical algorithms is therefore
self-evident.
A candidate approach is the class of discontinuous Galerkin methods, in which
interelement continuity is relaxed in a framework in which the discrete problem re-
mains consistent. Discontinuous Galerkin methods were developed in the 1970s and
1980s [139, 11], but it is only in recent years that they have been exploited in a
wide range of problems. The collection [53] provides an excellent overview of the
key approaches for elliptic and hyperbolic problems. Within the context of linear
elasticity there have been important contributions by Rivière and Wheeler [159] and
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pressibility. A discontinuous Galerkin method has been developed for strain gradient
dependent damage models [188, 135], while the work by Engel et al. [74] treats con-
tinuous/discontinuous Galerkin methods for fourth-order problems by reducing the
classical requirement of C1 continuity of the unknown variable to one of continuity.
This approach for fourth-order problems has recently been applied by Wells et al.
[189] to solve the Cahn–Hilliard equation, a fourth-order nonlinear parabolic partial
differential equation, and to develop finite element solutions to plate [187] and shell
[142, 72] problems involving only discretisations of the displacement field. Further-
more, discontinuous Galerkin time integration schemes appear to be ideally suited to
evolving interface problems, as demonstrated by Alberty and Carstensen [6].
A discontinuous Galerkin approximation of the displacement field for the problems
of incompressible elasticity (see, for example, [190]) and plasticity elegantly circum-
vents locking-related problems that occur when using low-order finite elements formu-
lations. The use of low-order finite elements is attractive for reasons of computational
efficiency and their robustness in large deformation problems.
Another attractive property of discontinuous Galerkin schemes is the design of
more flexible finite element spaces. Within a discontinuous Galerkin approach non-
matching grids containing hanging nodes and nonuniform interpolations can be han-
dled easily. The flexibility offered by the discontinuous Galerkin method renders it
well suited for implementation on large-scale, parallel computing platforms [104, 24].
One of the potential drawbacks of discontinuous Galerkin methods is the prolifer-
ation of the number of degrees of freedom relative to conventional Galerkin methods.
This additional computational overhead can be mitigated by interpreting the discon-
tinuous Galerkin formulation within a multi-scale framework [28, 103]. This frame-
work could potentially be extended to include various models of gradient plasticity
as the gradient effects are generally related to scale-dependent phenomena. The addi-
tional computational overhead must also be seen in perspective, as emphasised by ten
Eyck and Lew [180] in their work on incompressible elastic media. A further example
concerns the application of discontinuous Galerkin methods to fourth-order problems
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ous interpolants is problematic and computationally expensive within a conforming
approximation for space dimensions higher than one.
Motivated in large part by the ability of discontinuous Galerkin methods to pro-
vide elegant and effective solutions to the challenging problems in computational
mechanics mentioned previously, the focus of the work presented here is on the use of
discontinuous Galerkin methods for the solution of problems in elastoplasticity. Both
classical plasticity and a model of gradient plasticity [66, 2, 3, 56] are considered,
though the emphasis is on the latter, for which case discontinuous Galerkin methods
carry several significant advantages.
Discontinuous Galerkin formulations provide an elegant and effective framework
in which to deal with the higher-order derivatives arising in gradient plasticity formu-
lations. The model of gradient plasticity considered serves as a foundation for more
complex models possibly involving additional higher-order terms and multiple length
scales [81]; indeed the model of gradient plasticity can be treated using a conforming
finite element approximation [115]. The imposition of the internal plastic boundary
is, however, problematic in conforming approximations and the extension of the for-
mulation to other models of gradient plasticity is by no means straightforward. The
classical plasticity formulation can also be recovered easily from the gradient model
considered here within the context of the discontinuous Galerkin method by simply
not imposing the continuity of the internal hardening parameter. Thus, the influ-
ence of the gradient effects can be varied spatially. Furthermore, we do not assume
continuity of the effective plastic strain field but impose this in a weak sense where
needed.
The objective of this chapter is to explore the use of discontinuous Galerkin meth-
ods for the solution of problems in elastoplasticity under the assumption of small
strains. Both the classical and gradient plasticity formulations are considered, though
the emphasis is on the latter, for which case discontinuous Galerkin methods carry
significant advantages, as discussed earlier.
A symmetric interior penalty method is introduced in Section 3.1, and the consis-
tency of the discrete formulation is shown. Section 3.2 is devoted to an analysis of the
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proximation satisfies the same error estimate as the conventional Galerkin approxima-
tions of the classical problem [94]. Finally, in Section 3.3 fully-discrete discontinuous
Galerkin approximations are analysed. Here too the same estimate associated with
the classical approach, at least in the absence of greater regularity of the solution, is
obtained.
3.1 A discontinuous Galerkin formulation
Consider the subdivision of an arbitrary domain Ω into nelem triangular elements as
depicted in Fig. 3.1. An individual element is denoted K with Th = {K} the set of all
elements in the subdivision. The number of nodes per element is denoted nenode while




Fig. 3.1. Decomposition of an arbitrary domain Ω into triangular elements
We denote by Pk(K) the space of polynomials of degree at most k ≥ 0 on K. For
example, the 3-noded linear and the 6-noded quadratic triangular elements shown in
Fig. 3.2 correspond to setting k = 1 and k = 2 respectively.
We denote by hK = diam(K) a measure of the element size, taken here to be the
diameter of the smallest circle that contains the element K, as shown in Fig. 3.3. The
mesh size h = max{hK , K ∈ Th} is the diameter of the smallest circle that encloses
the largest element. We denote by ρK the radius of the largest circle contained in K.
A family of triangulations Th is called shape-regular if there exists a positive constant
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Linear triangle Quadratic triangle
Fig. 3.2. Linear and quadratic triangular elements
hK ≤ CρK .










Fig. 3.3. Schematic of the mesh parameters hK , ρK and he
Consider the pair of elements shown in Fig. 3.4 that share a common edge. Let
Eh = {e} denote the set of the edges e of Th, and Eoh = Eh \ ∂Ω the set of all interior
edges. We associate with each edge of an element Ki the outward unit normal vector
N i. For an edge that lies on the boundary, N i is defined to be the outward normal
to ∂Ω. The length of an edge e ∈ Eh is denoted he.






























The jumps J·K and the averages { ·} of η ∈ L2(Eh), v ∈ L2(Eh)2 and τ ∈ L2(Eh)2×2
across an edge e that is common to elements K1 and K2 are defined by
JηK = η1N 1 + η2N 2 , { η} = 12(η1 + η2) ,
JvK = v1 ⊗N 1 + v2 ⊗N 2 , {v} = 12(v1 + v2) , (3.1)
Jτ K = τ 1N 1 + τ 2N 2 , { τ} = 12(τ 1 + τ 2) ,
in which ηi, vi and τ i are the one-sided values of the quantities concerned along an
edge e ∈ ∂Ki, while N i is the outward unit normal vector to edge e of element Ki.
Fig. 3.5 shows the jump in and average of a scalar field u on the boundary between
two elements in one dimension.
If e is an edge of element K1 that lies on the boundary of the domain ∂Ω, then


















Fig. 3.5. Schematic of the jump in and average of a scalar field on the boundary between two elements in
one dimension
JηK = η1N 1 , { η} = η1 ,
JvK = v1 ⊗N 1 , {v} = v1 , (3.2)
Jτ K = τ 1N 1 , { τ} = τ 1 .
The following identity relates the scalar product of two quantities to the products
















{v} : Jτ K dS . (3.3)
Furthermore, we will also make use of the inequalities [see 11]
‖vh‖2e ≤ c1h−1K ‖vh‖2K for vh ∈ Pk(K) ,
‖v‖2e ≤ c2(h−1K ‖v‖2K + hK‖∇v‖2K) for v ∈ H1(Th) , (3.4)
where c1 and c2 are positive constants independent of hK and e denotes an edge of
K. Thus, from (3.4)1 and using 0 < he/hK ≤ 1 (see Fig. 3.3) we obtain
he‖{ Cε(vh)} ‖2e ≤ c1heh−1K ‖Cε(vh)‖2K
≤ c1‖Cε(vh)‖2K , (3.5)
he‖{∇ξh} ‖2e ≤ c1heh−1K ‖∇ξh‖2K
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Here and henceforth ‖ · ‖K and ‖ · ‖e will denote respectively the L2-norms on an
element K and edge e.
The definition of continuity and coercivity of a bilinear form is as follows. A bilinear
form b : V ×W → R is continuous if
|b(v, w)| ≤ α‖v‖V ‖w‖W ∀v ∈ V, w ∈ W ,
and coercive if there exists a positive constant c such that
|b(v, v)| ≥ c‖v‖2V .
The following finite-dimensional spaces and subsets will be required:
Vh =
{










ηh ∈ L2(Ω); ηh|K ∈ P0(K) ∀K ∈ Th
}
,
Zh = Vh ×Qh ×Mh ,
W h =
{





ηh ∈ L2(Ω); ηh|K ∈ P1(K) ∀K ∈ Th
}
,
Zh = Vh ×Qh ×Mh ,
Wh = {zh = (vh, qh, ηh) ∈ Zh; |qh| ≤ ηh in each K ∈ Th} . (3.7)























To verify the positive definiteness of ‖ · ‖h we note that for z = (v, q, η) ∈ Zh and
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that is v = aK + bK × x, where aK and bK are constant in each element K. But
‖JvK‖e = 0 for each interior edge e, so that a and b are independent of K. Finally,
on the boundary edges ‖JvK‖e = ‖v‖e = 0, so that a = b = 0. Thus ‖z‖h = 0 implies
v = 0, q = 0 and η = 0. The positive definiteness of ‖ · ‖h then follows from (3.9).
We consider a symmetric interior penalty discontinuous Galerkin formulation (see,
for example, Arnold et al. [13] for a unified analysis of various discontinuous Galerkin
schemes, and Brezzi et al. [30] where a general framework for the construction and the






























JuhK : JvhK dS , (3.10)
ah((uh,ε
p
h, ξh), (vh, qh, ηh))
= ah((uh, ε
p























JξhK · JηhK dS , (3.11)








κ|qh| dX if wh ∈ Wh ,
+∞ otherwise,
(3.12)
where β1 and β2 are positive penalty parameters.
The semi-discrete discontinuous Galerkin approximations corresponding to the
classical (2.22) and gradient (2.34) plasticity problems are then as follows:










46 3 A discontinuous Galerkin formulation of classical and gradient plasticity
ẇh(t) ∈ W h and
ah(wh(t),zh−ẇh(t))+j(zh)−j(ẇh(t)) ≥ 〈ℓ(t),zh−ẇh(t)〉 ∀zh ∈ Zh , (3.13)
and
given that wh(0) = 0, find wh : [0, T ] → Zh such that for almost all t ∈ (0, T ),
ẇh(t) ∈ Wh and
ah(wh(t),zh−ẇh(t))+j(zh)−j(ẇh(t)) ≥ 〈ℓ(t),zh−ẇh(t)〉 ∀zh ∈ Zh . (3.14)
We now proceed to show the consistency of the classical and gradient plasticity
problems. The discrete discontinuous Galerkin approximation of the classical and
gradient plasticity problems, governed by the variational inequalities (2.22) and (2.34)
respectively, are consistent if the exact solution to the boundary value problem solves
the discrete problem.
Lemma 3.1 (Consistency). Let w and w be the solutions of (2.22) and (2.34)
respectively. Then
ah(w(t),z − ẇ(t)) + j(z)− j(ẇ(t)) ≥ 〈ℓ(t),z − ẇ(t)〉 , ∀z ∈ Zh ,
ah(w(t),z − ẇ(t)) + j(z)− j(ẇ(t)) ≥ 〈ℓ(t),z − ẇ(t)〉 , ∀z ∈ Zh . (3.15)
Proof. We present the proof for gradient plasticity only; the proof for classical plas-
ticity follows along similar lines. Let zh = (vh, qh, ηh) ∈ Zh. From the regularity
assumption (2.40) the equilibrium equation holds pointwise. Multiplying the equilib-
rium equation by (vh − u̇(t)), integrating by parts on K ∈ Th, summing over K ∈ Th,
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B · (vh(t)− u̇(t)) dX . (3.17)
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D(zh)−D(ẇ(t)) ≥ (σ(t)− k1ǫp(t)) : (qh − ǫ̇p(t))− k2ξ(ηh − ξ̇)












ǫp(t) : (qh − ǫ̇p(t)) dX − k2
∫
Ω












































{∇ξ(t)} · Jηh − ξ̇(t)K dS , (3.19)




= v1 ·N 1 + v2 ·N 2 is the trace of
the matrix JvK defined in (3.1).
From (3.17) and (3.19) and the definition of ah we easily obtain (3.15)2 provided
that the jump terms involving σ and ∇ξ vanish. From (2.40) both of these quantities
are in H1(Ω), and hence in H1loc(Ω). We use a result due to Evans and Gariepy [77],
Section 4.9.2, Theorem 2, according to which functions in H1loc(Ω) are continuous
across interior edges in Ω. Thus the jump terms involving σ and ∇ξ vanish. This
completes the proof. ⊓⊔
Lemma 3.2 (Well-posedness). The problems (3.13) and (3.14) each have exactly
one solution.
Proof. It suffices to show that ℓ is continuous, j is convex, and lower semicontinuous
and the bilinear forms ah(·, ·) and ah(·, ·) are continuous and coercive with respect to
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As in the previous lemma, we present the proof for the case of gradient plasticity.
We first observe [11] that there exists a positive constant α, independent of the mesh






























Next, we note that j is proper and convex, and is easily shown to be lower semi-
continuous on Zh, with respect to the norm ‖ ·‖h. Now, we show that ah is continuous
with respect to the norm ‖ · ‖h.
Take wh = (uh, ε
p
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|C|∞ (‖ε(uh)‖K + ‖εph‖K) (‖ε(vh)‖K + ‖qh‖K) + (k1‖εph‖‖qh‖K)
+ max(k2, k3)‖ξh‖1,K‖ηh‖1,K
)




(‖ε(uh)‖K + ‖εph‖K)(‖ε(vh)‖K + ‖qh‖K)
+ ‖εph‖K‖qh‖K + ‖ξh‖1,K‖ηh‖1,K
)
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To bound the first term in (3.23), we use the triangle inequality on the averaging
operator { } , and (3.4)1. For e ∈ E0h, take e = ∂K1 ∩ ∂K2, and set K12 = K1 ∪K2.
We have



















≤ c1|C|2∞(‖ε(uh)‖2K12 + ‖ε
p
h‖2K12) .
Summing over all edges e ∈ Eh, we have
∑
e
he‖{ C(ε(uh)− εph)} ‖2e ≤ c1|C|2∞‖wh‖2h .
Therefore,
|Q2| ≤ c1/21 (Λ+ 2µ)‖wh‖h ‖zh‖h . (3.24)
Similarly,



































≤ (β1 + β2)‖wh‖h ‖zh‖h. (3.26)
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|ah(wh,zh)| ≤ c(k1, k2, k3, Λ, µ, β1, Ω)‖wh‖h ‖zh‖h ∀wh, zh ∈ Zh .
Thus ah is continuous.
Concerning the coercivity of ah we write, for every wh = (uh, ε
p
h, ξh) and zh =
(vh, qh, ηh) ∈ Zh,




































{ Cεph} : JvhK dS , (3.29)

































k2ξhηh + k3∇ξh · ∇ηh
)
dX . (3.30)
The coercivity of ah is obtained from the following lemma.
Lemma 3.3. Let c1 > 0 be the constant in (3.4)1. For some positive constants η1 and
η2 suitably chosen so that
r1 : = min
(




> 0 , (3.31)
r2 : = min
(
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we have
b(vh,vh) ≥ r1‖vh‖2h ,
d((qh, ηh), (qh, ηh)) ≥ r2‖(qh, ηh)‖2h , (3.33)












‖qh‖2K + ‖ηh‖21,K +
∑
e
h−1e ‖JηhK‖2e . (3.35)
Furthermore, we have the following inequality
‖ηh‖2K ≤ c3‖∇ηh‖2K ,
where c3 is a constant.
































































































































Thus b(vh,vh) is coercive if η1 and β1 are chosen such that
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In order to proceed, we need to bound the last term in (3.37) above. Unlike the
continuous problem, we do not have a Poincaré–Friedrichs inequality between ηh and
∇ηh. We therefore use an argument based on direct calculus to provide a bound of
the form
‖ηh‖2K ≤ c3‖∇ηh‖2K .
Consider the homogeneous eigenvalue problem
−∇2η = λη ,
where λ ∈ R is an eigenvalue. The discrete form of the preceeding problem can be
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∫
K
∇ηh · ∇ψh dX = λh
∫
K
ηhψh dX , (3.38)
where ψh is an admissible arbitrary test function. The matrix form of the weak prob-
lem is obtained from the above relation by interpolating the variables ηh and ψh from








where nenode is the number of nodes per element, and ηA and ψA are the values of η
and ψ at node A respectively. Further details of this mapping will be provided in the
overview of the finite element method presented in Section 4.3.1.
The gradient of ηh and ψh across K are constant and can be interpolated from the









Substituting the preceding approximations into the weak form of the eigenvalue


































where Bγ and N γ are matrices with entries containing the gradients of the interpo-
lation functions and the interpolation functions respectively. The vector η contains
the nodal values of η. The eigenvalues λh possess the property
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The L2-norm of ηh and ∇ηh on element K can be expressed, using the notation
introduced above, in matrix form as
‖ηh‖2K = ηTmη and ‖∇ηh‖2K = ηTκη .
The interpolation functions Nγ are most conveniently constructed on the reference
element K̂, where they are denoted N̂γ, and then transformed to the actual element

































Fig. 3.6. Map between the reference element K̂ and the element in the reference configuration K
From the positive definiteness of m̂ we obtain
ηTmη = ηTm̂η α
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where λm̂max is the maximum eigenvalue of m̂. In the same manner, using the positive
definiteness of κ̂ we get
ηTκη = ηT κ̂η area[K]
≥ λκmin|η|2 area[K] , (3.40)
where λκ̂min is the minimum eigenvalue of κ̂.
Finally, using (3.39) and (3.40) we obtain the required bound for the L2-norm of
∇ηh as follows:






















































































































































Furthermore, we need to choose the gradient hardening constant k3 such that
k3 > −2k2c3 . (3.43)
Now with η1, η2, β1 and β2 as in (3.36) and (3.42) we obtain for every zh =
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ah(zh,zh)
= b(vh,vh)− 2c(qh,vh) + d((qh, ηh), (qh, ηh))
= r1‖vh‖2h − 2(Λ+ 2µ)(1 + c1/21 )‖qh‖20‖vh‖2h + r2(‖qh‖20 + ‖ηh‖2h)
≥ r1‖vh‖2h − (Λ+ 2µ)(1 + c1/21 )η3‖qh‖20 −

















r2 − (Λ+ 2µ)(1 + c1/21 )η3
]
‖qh‖20 .
Thus by taking η3 such that










we find for some constant c = c(k1, k2, k3, µ, Λ, β1, β2, Ω) > 0 that
ah(zh,zh) ≥ c‖zh‖2h .
⊓⊔
Remark 3.4. The choice of the positive constants η1, η2 and η3 is subject to the con-
straint that both the kinematic and isotropic hardening constants are sufficiently
large. From (3.32) it follows that k1 satisfy
k1 > −2µ .
The formulation is thus able to accommodate a certain amount of kinematic softening,
that is, k1 < 0. Furthermore, due to the regularising effect of the gradient plasticity
model, the formulation is able to accommodate a certain amount of isotropic softening
(k2 < 0) subject to the constraint that (see (3.32))
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Therefore, the coercivity of the bilinear form ah is obtained under the same conditions
as the constraints on the constants η1, η2 and η3.
The inability of classical models of plasticity with isotropic hardening only to
accommodate softening is clearly seen if we omit all terms related to gradient hard-
ening in (3.37). Coercivity of the bilinear form ah is thus only achieved in this case
for k2 > 0.
Remark 3.5. The proof concerning the coercivity of the bilinear form ah presented in
Djoko et al. [67] is not able to account for softening.
3.2 Continuous-in-time a priori error estimate
In this section an a priori error estimate for the continuous-in-time problem is derived.
We first collect some useful results.
For a scalar-valued function η ∈ H2(Ω) let ΠK : H2(Ω)→ P1(K) denote the usual
interpolation operator [51], which satisfies the error estimate
‖η −ΠKη‖H1(K) ≤ chK |η|H2(K) . (3.45)
The estimate is extended in a straightforward way to be valid for vector- and matrix-
valued functions.
For q ∈ [H1(Ω)]2×2 let ΠK be the local L2-orthogonal projection operator onto
P0(K) (in fact on each element K ∈ Th, and q ∈ Q, ΠKq is the average value of q
on K). We then have
‖ΠKq − q‖L2(K) ≤ chK |q|H1(K) . (3.46)
Next, we have the following interpolation result.
Lemma 3.6. Let w(t) ∈ Z. Then there exists wI(t) ∈ Zh with ẇI(t) ∈ Zh and
‖wI(t)−w(t)‖h ≤ ch ,
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Remark 3.7. We note that, for wI(t) ∈ Zh, ẇI(t) ∈ Zh from the definition of the time
derivative and the fact that Zh is a closed subspace.
Proof. The proof is constructed in two steps: first, we construct wI(t), and secondly
we derive the error estimates (3.47).
For w(t) = (u(t), εp(t), ξ(t)) ∈ Z we define wI(t) ∈ Zh by
ah(wI(t)−w(t),zh) = 0 , zh ∈ Zh . (3.48)
Since the bilinear form ah(·, ·) is continuous and coercive on Zh, wI(t) is well defined.
Let Πw(t) ∈ Zh be defined by
Πw(t)|K = (ΠKu(t), ΠKεp(t), ΠKξ(t)) ;
setting zh = wI(t)−Πw(t) in (3.48) we obtain
c‖wI(t)− ρhw(t)‖2h1 ≤ ah(wI(t)− ρhw(t),wI(t)− ρhw(t)) = R (3.49)
with
































































Jξ(t)−ΠKξ(t)K · JξI(t)−ΠKξ(t)K dS .
We now estimate Q5–Q8 using the Cauchy–Schwarz, Minkowski, and Young inequal-
ities, (3.45) and (3.46).

















































































































h−1e ‖Ju(t)−ΠKu(t)K‖2e + h−1e ‖Jξ(t)−ΠKξ(t)K‖2e
+ ε‖wI(t)−Πw(t)‖2h
≤ c(β21 + β22)‖∇(u(t)−ΠKu(t))‖20 + ‖∇(ξ(t)−ΠKξ(t))‖20
+ ε‖wI(t)−Πw(t)‖2h
≤ ch2 + ε‖wI(t)−Πw(t)‖2h . (3.53)
Replacing (3.52)–(3.53) in (3.49) and taking ε sufficiently small, we obtain
‖wI(t)−Πw(t)‖h ≤ ch. (3.54)
The first of (3.47) is obtained using the triangle inequality, (3.54), and the interpola-
tion estimate
‖Πw(t)−w(t)‖h ≤ ch .
The second estimate is obtained by first differentiating (3.48) with respect to time to
get
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and by repeating the analysis. ⊓⊔
With these preliminary results in place, we then have the following.
Theorem 3.8. Let wI(t) ∈ Zh defined by (3.48), and let wh(t) be the solution of
(3.14). Assume that B(t) ∈ H1(Ω)2, and that w = (u, εp, ξ) is the solution of (2.34).
Then there exists a positive constant c, independent of h, such that
‖w −wh‖L∞(0,T ;Zh+Z) ≤ ‖w −wI‖L∞(0,T ;Zh+Z)




‖zh − ẇ‖1/2L2(0,T ;Zh+Z)
+ inf
vh∈L2(0,T ;Vh)
‖vh − u̇‖1/2L2(0,T ;Vh+V ) + infq
h
∈L2(0,T ;Qh)
‖qh − ε̇p‖1/2L2(0,T ;Q)
)
. (3.56)
Proof. Taking zh = ẇh(t) in (3.152), and adding (3.14), we get for all zh ∈ Zh,
−ah(wh(t),zh − ẇh(t)) ≤ah(w(t), ẇh(t)− ẇ(t)) + j(zh)− j(ẇ(t))
− 〈ℓ(t),zh − ẇ(t)〉 . (3.57)
Now ah is continuous and coercive on Zh, so that ‖zh‖2ah = ah(zh,zh) is a norm on






= ah(wI(t)−wh(t), ẇI(t)− zh) + ah(wI(t),zh − ẇh(t))
− ah(wh(t),zh − ẇh(t))
≤ ah(wI(t)−wh(t), ẇI(t)− ẇ(t)) + ah(wI(t)−wh(t), ẇ(t)− zh)
+ ah(w(t),zh − ẇ(t)) + j(zh)− j(ẇ(t))− 〈ℓ(t),zh − ẇ(t)〉 . (3.58)
We now have to estimate each term on the right-hand side of (3.58).
Using Lemma 3.6 we have
ah(wI(t)−wh(t), ẇI(t)− ẇ(t)) ≤ c
(





ah(wI(t)−wh(t), ẇ(t)− zh) ≤ c
(
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(3.59)
This leaves the terms in (3.58) involving j and ℓ. Bearing in mind the definition (2.24)
of j in Section 2.2.1 we have, for any ẑh = (vh, qh, |qh|) ∈ Wh,






|qh(t)− ε̇p(t)|+B(t) · (vh(t)− u̇(t)) dX
≤ c‖qh(t)− ε̇p(t)‖0 + c‖vh(t)− u̇(t)‖0 . (3.60)





‖wI(t)−wh(t)‖2ah + c‖ẇI(t)− ẇ(t)‖
2
h
+‖zh − ẇ(t)‖h + ‖qh − ε̇p(t)‖0 + ‖vh − u̇(t)‖0
)
. (3.61)
In order to proceed we use Gronwall’s Lemma and the Sobolev Embedding The-
orem. Applying Gronwall’s Lemma with wh(0) = 0, the Sobolev embedding result,
and the equivalence between ‖ · ‖ah and ‖ · ‖h, we obtain
‖wI(t)−wh(t)‖h ≤c
(
‖ẇI − ẇ‖L2(0,T ;Zh+Z) + ‖zh − ẇ‖
1/2
L2(0,T ;Zh+Z)
+‖qh − ε̇p(t)‖L2(0,T ;Q) + ‖vh − u̇(t)‖L2(0,T ;Vh+V )
)
. (3.62)
The theorem follows after application of the triangle inequality. ⊓⊔
Remark 3.9. Choosing zh such that zh|K = ΠKẇI(t), we obtain
‖w −wh‖L∞(0,T ;Zh+Z) ≤ ch1/2 .
This is the same rate of convergence as that obtained for classical plasticity using
the conventional Galerkin method in Han and Reddy [94]. It should be mentioned
that Carstensen [34] has demonstrated linear convergence under the assumptions that
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3.3 Fully-discrete discontinuous Galerkin approximations
In this section we discretise the variational inequality governing the discontinuous
Galerkin gradient plasticity problem (2.34) in time using the backward Euler scheme.
We denote the function ψ evaluated at time tn by ψ
n. We first discretise the time
interval [0, T ] into N subintervals with node points tn = nk, 0 ≤ n ≤ N , where
k = tn−tn−1 = T/N is the step-size. We set δwn = ∆wn/k where ∆wn = wn−wn−1.
Further details concerning the technique used in the proof of the main result of
this section can be found in Han and Reddy [94].
Consider the following fully-discrete discontinuous Galerkin approximation of
Problem (2.34):
given ℓ ∈ H1(0, T ;Z ′), and w0h = 0, find a sequence (wnh)Nn=1 in Wh, with
δwnh ∈ Wh satisfying
ah(w
n
h,zh − δwnh) + j(zh)− j(δwnh) ≥ 〈ℓn,zh − δwnh〉 , ∀zh ∈ Zh . (3.63)
The existence of a unique solution to Problem (3.63) follows from the arguments
presented in Lemma 3.2.
We have the following stability result, which follows directly from [94, Lemma 7.2].
Lemma 3.10. The solution (wnh)
N
n=1 is stable in the sense there exist positive con-
stants c1, c2 independent of k, such that
N∑
n=1
‖δwnh‖2hk ≤ c1‖ℓ̇‖2L2(0,T ;Z′) and max
1≤n≤N
‖wnh‖h ≤ c2‖ℓ̇‖L1(0,T ;Z′) . (3.64)
The following result concerning the time derivative of the interpolantwI(t) of w(t)
will be used in the upcoming proof of Theorem 3.12.
Lemma 3.11. If ẅ ∈ L1(0, T ;Z), and ẇI(t) is the interpolant of ẇ(t), then there
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The proof is obtained by using (3.48) to show that ẅI ∈ L1(0, T ;Zh), followed by
a Taylor expansion of wI about tm with integral remainder [see 94, Lemma 11.4].
Next we state the main result regarding the accuracy of the solution wnh of problem
(3.63).
Theorem 3.12. Let (wnh)
N
n=1 be a sequence of solutions of (3.63). If B(t) ∈ L2(Ω)2
and the solution w = (u, εp, ξ) of (2.34) satisfies ẅ ∈ L1(0, T ;Z), then there exists
a positive constant c, independent of the mesh size h and k, such that
max
1≤n≤N










Proof. We follow closely the proof of Theorem 11.7 in [94]. Let en = wn−wnh = ηn+enh,


























h ‖2ah) . (3.67)





I − δwnh)− ah(wnh, δwnI − zh)− ah(wnh,zh − δwnh) . (3.68)
Now combining (3.63), and (3.15)2 with t = tn and zh = δw
n
h, we obtain
−ah(wnh,zh − δwnh) ≤ j(zh)− j(ẇn)− 〈ℓn,zh − ẇn〉+ ah(wn, δwnh − ẇn) . (3.69)
Combining (3.69), (3.68), (3.48), and using δenh = δw
n
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An ≤ ah(wnI −wn, δwnI − δwnh) + ah(wn, δwnI − δwnh)
− ah(wnh, δwnI − zh) + ah(wn, δwnh − ẇn) + j(zh)− j(ẇn)− 〈ℓn,zh − ẇn〉
≤ ah(wn, δwnI − δwnh)− ah(wnh, δwnI − zh)
+ ah(w
n, δwnh − ẇn) + j(zh)− j(ẇn)− 〈ℓn,zh − ẇn〉
≤ ah(enh, δwnI − zh) + ah(wn,zh − ẇn)︸ ︷︷ ︸
Q9




From (3.67) and (3.70) we obtain, choosing zh = (vh, qh, ηh) ∈ Zh in the term Q9











‖enh‖ah ‖δwnI − zh‖ah + ‖wn‖ah‖znh − ẇn‖ah
+ ‖qh − ε̇p
n‖0 + ‖vh − u̇n‖0
)
. (3.71)









‖zh − ẇi‖ah + ‖qih − ε̇p
i‖0 + ‖vih − u̇i‖0
)
,
where M = maxi ‖eih‖ah and we have also used the property maxn ‖wn‖Z ≤ c‖ℓ̇‖Z′ ,




‖δwiI − zh‖ah + ck
N∑
i=1
‖zh − ẇi‖ah . (3.72)























The result follows by choosing zh = ẇI(t) in (3.73) and using Lemma 3.11. ⊓⊔
Remark 3.13. Again, as with the case of the semi-discrete approximations, by using
the interpolation error estimates (3.45) and (3.46) and the regularity of the solution,
it is seen that the order of spatial convergence is the same as that obtained for the
classical problem with the conventional Galerkin method.
Remark 3.14. It is possible, using the approach in [94, Theorem 11.6], to obtain O(k2)












Algorithms for a discontinuous Galerkin
formulation of classical and gradient plasticity at
infinitesimal strains
Solution algorithms for problems in elastoplasticity are freque tly of the two-step,
predictor–corrector (Newton–Raphson) type. The properties of these algorithms
based on the primal formulation of plasticity were first investigated by Martin and
coworkers [26, 122]. They demonstrated that the solution algorithms used for the clas-
sical dual problem (see Simo and Hughes [166] for an overview) could be recovered by
adopting particular quadratic approximations for the dissipation function D. A gen-
eral presentation of this approach, together with convergence analyses, is presented
in Han and Reddy [94].
The bilinear forms that arise in standard finite element approximations of elasto-
plastic problems are symmetric with the consequence that the variational inequalities
corresponding to the incremental problem in time are equivalent to certain minimi-
sation problems. The approach taken in the aforementioned works [26, 122, 94] is to
analyse the convergence and accuracy of the approximate solution by producing a
minimising sequence. The objective here, however, is to establish convergence of the
algorithms without exploiting the symmetry of the bilinear form so as to allow for
discontinuous Galerkin formulations which are not symmetric.
The present chapter begins with an overview of the predictor–corrector solution
procedure using two simple example problems. The examples introduce many of the
key features of the solution algorithm that are present in the considerably more com-
plex problem of elastoplasticity. The concepts of stability and accuracy (that is, the
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The equivalence of the primal and dual formulations of the flow law is demonstrated
in the second example problem. It is important to emphasise this equivalence as we
have chosen to use the primal form for the analysis of the discontinuous Galerkin
problem, but will make use of both the dual and primal approaches when developing
the solution algorithm.
We then proceed to the convergence analysis of an abstract problem whose gen-
eral structure allows results for particular predictors to be deduced as special cases.
Furthermore, an error estimate for the convergence rate of the discrete problem is
obtained without assuming that the bilinear form is symmetric.
The convergence analysis and subsequent algorithm applies to the problem of gra-
dient plasticity with linear isotropic hardening and a discontinuous Galerkin approxi-
mation of the hardening parameter field only. Kinematic hardening and a discontinu-
ous Galerkin approximation of the displacement field were considered in the analysis
of the gradient plasticity model presented in Chapter 3. The kinematic hardening
effects are as for classical plasticity and their treatment is standard; they are thus
excluded. A discontinuous Galerkin approximation of the displacement field provides
an elegant method to circumvent locking related problems due to the assumption of
incompressible plastic deformation as demonstrated by, for example, Wihler [190] in
the context of linear elasticity and ten Eyck and Lew [180] for the nonlinear the-
ory. The emphasis of the work presented here is on the model of gradient plasticity
and thus, while a discontinuous Galerkin approximation of the displacement field is
clearly attractive, it does not directly influence the plasticity model and is thus not
considered henceforth.
The chapter concludes with a detailed account of the predictor–corrector solution
algorithm for the model of gradient plasticity considered here within the framework
of the finite element method. Relevant aspects of the finite element method are briefly
introduced. Thereafter, features of the algorithm unique to the gradient problem, such
as the treatment of the moving elastoplastic boundary and the identification of the
plastic subdomain, are given. Finally, the form of the consistent tangent modulus for
the gradient plasticity formulation is derived. The algorithm is used in Chapter 5 to
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4.1 Overview of predictor–corrector solution schemes
The nonlinear system of equations governing the elastoplasticity problem, be it for the
classical or the gradient case, is solved using a predictor–corrector (Newton–Raphson)
strategy. The objective of this section is to introduce the predictor–corrector approach
and associated terminology using two simple example problems. The first example
is that of a nonlinear spring, while the second example concerns classical perfect
plasticity.
The focus of the nonlinear spring example is on the predictor step, with a particular
emphasis placed on the effect that the choice of the predictor has on both the stability
and efficiency of the algorithm. The equivalence of the primal and dual formulations of
the plastic flow law is demonstrated in the second example problem. This equivalence
will be exploited later in the chapter when discussing the algorithm for the model of
gradient plasticity.
In both examples we consider a partition of the time domain [0, T ] into N intervals
of duration ∆t = T/N . The complete state of the system is assumed known at the
beginning of the current time step tn from the equilibrium state at the end of the
previous time step at time tn−1.
The predictor–corrector scheme is an iterative process for all but the most sim-
ple constitutive relations. The current iterate is denoted i and the following notation
adopted to distinguish between quantities updated in a total manner from the con-
verged initial conditions at the beginning of the time step, and those updated from
the previous iteration:
∆(·) := (·)in − (·)0n = (·)in − (·)n−1 and δ(·) := (·)in − (·)i−1n .
We distinguish indices unrelated to the number of space dimensions from those related
to the number of space dimensions by using upright font for the former. The objective
of the predictor–corrector scheme is to determine the equilibrium state at the end of
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4.1.1 A nonlinear spring
Consider a nonlinear spring where the stiffness of the spring, denoted E, is constant
up to a displacement d of dy, after which E is a function of the current displacement
as depicted in Fig. 4.1. The stiffness of the spring in the linear and nonlinear regimes
in denoted Ee and Eep respectively. An external force of magnitude F acts upon the
spring. A simple balance of internal and external forces yields the equation
Ed = F




















Fig. 4.1. Schematic of the predictor–corrector solution strategy for the example of a nonlinear spring
The residual expression to be satisfied is given by
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where R is the residual. Applying a Taylor series expansion of the residual function
in the neighbourhood of the iterate i− 1 we obtain








δd2 + · · · .
Ignoring higher-order terms and noticing that F is not, here, a function of the dis-











= K−1Ri−1 , (4.1)
where K is the tangent.
Under certain circumstances an exact expression for the tangent K is either not
known or its calculation is prohibitively computationally expensive. An approxima-
tion, or a numerical evaluation, of the tangent, denoted K⋆, could, in this case, be
used instead.
The predictor step entails solving the system (4.1) for δd. The choice of the predic-
tor, that is the choice of the approximation K⋆, determines the stability and efficiency
of the solution scheme. Two common choices of predictors, namely the elastic and
consistent tangent, are depicted in Figs 4.2 and 4.3.
For the choice of the elastic predictor, the tangent is set to the elastic stiffness for
each iteration. Convergence of the algorithm using an elastic predictor is guaranteed
but the rate of convergence can be prohibitively slow for more complex problems. The
consistent tangent formulation uses an elastic predictor for the first increment of the
iterative process. The terminology “consistent tangent” is not truly appropriate in
this example as the corrector step is trivial and consistency of the predictor is not an
issue. This slight abuse of terminology is intended to emphasise various features of the
solution algorithms in elastoplasticity. For the second and subsequent iterations, the
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The rate of convergence of the scheme using the consistent tangent predictor is far
higher than that obtained when using the elastic predictor as shown in Fig. 4.3(a).
Convergence is not, however, guaranteed as depicted in Fig. 4.3(b). Guaranteed con-
vergence can be recovered by incorporating a line-search algorithm [32], for example,
into the predictor step. This is a standard technique in root finding and the numerical









Fig. 4.2. Schematic of the elastic predictor for the example of a nonlinear spring
The corrector step involves constructing the updated residual, a trivial matter for
the current example.
4.1.2 Classical perfect plasticity
In order to gain further insight into the primal formulation of plasticity, the relation





























Fig. 4.3. Schematic of the consistent tangent predictor for the example of a nonlinear spring
solution algorithm, we consider here a classical perfectly-plastic material. The von
Mises yield criterion in the absence of kinematic or isotropic hardening is given by




σ0 ≤ 0 , (4.2)
where σ0 > 0 is related to the yield stress of the material in uniaxial tension. The
plastic strain is assumed incompressible, so that tr[εp] = εpii = 0. It follows that the
plastic strain is a deviatoric quantity.
We shall restrict attention to a single quadrature point. This restriction in no way
limits the scope of the example as the corrector part of the solution algorithm for
classical problems in elastoplasticity is performed at the level of the quadrature point.
This, however, is no longer the case for the model of gradient plasticity considered
here.
The complete state of the system, that is, the strain ε, the plastic strain εp, and the
stress σ, is assumed known from the converged solution at time tn−1. The product
of the predictor step is the total strain ε at time tn. The total strain obtained in
the predictor is used to assess if plastic flow occurred at the quadrature point. The
objective of the corrector step is then to determine the current stress state taking
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The state of activity of the quadrature point, that is, if the point is elastic (inactive)
or undergoing plastic deformation (active), is assessed by making an assumption as to
the evolution of plastic flow during the strain increment. Typically it is assumed that
the step is fully elastic; that is, plastic flow is “frozen” at the beginning of the time
step. The trial stress deviator dev[σ⋆] is thus defined, using the elastic constitutive
relations, by
dev[σ⋆] = 2µ (dev[εn]− εp0)︸ ︷︷ ︸
εe⋆
,
where εe⋆ is the associated trial elastic strain. The yield function is then evaluated
using the trial stress state as





where f ⋆ is termed the trial yield function. The quadrature point is active if f ⋆ > 0,
otherwise the point is inactive and the trial stress state is the actual stress state.
We now consider the form of the corrector step for the primal and dual formulations
of the perfect plasticity problem under the assumption that the quadrature point is
active. Recall that the objective of the corrector step is to determine the stress state
while ensuring that the yield condition is satisfied at the end of the time step.
Primal formulation
The dissipation function D(∆εp) for the incremental problem of perfect plasticity is
determined as follows:
D(∆εp) = sup [σ : ∆εp]
= sup [dev[σ] : ∆εp]
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The quadrature point is assumed active and the yield surface is smooth; the primal











The primal flow rule above states that the stress deviator has a maximum value equal
to the effective yield stress
√
2/3σ0 and is in the direction ∆ε
p/|∆εp|.
Consider now the incremental problem. The product of the predictor step is the
strain at time tn, and hence the increment in strain ∆ε = εn − ε0.
The yield surface in deviatoric strain space at time tn−1 is depicted schematically
in Fig. 4.4. In strain space the yield surface is a hypersphere centred on εp0 with radius
σ0/(
√
6µ). This can be seen be rewriting the yield condition (4.2) as















The equation for the yield surface (f = 0) is obtained by taking the square of the
yield function:




that is, the equation of a hypersphere centred on εp0 with radius σ0/(
√
6µ). The total
strain ε0 is also indicated in Fig. 4.4.


































Fig. 4.4. The von Mises yield function in strain deviator space at time tn−1 for a perfectly plastic material
The increment in the strain deviator is
∆ dev[ε] = dev[εn]− dev[ε0] ,
resulting in a violation of the yield condition as depicted in Fig. 4.4. The magnitude
of the plastic strain increment is determined from
∆εp = ∆ (dev[εn]− dev[εen])
= (dev[εn]− dev[ε0])− (dev[εen]− dev[εe0])











































= | dev[εn]− εpn| ,




The plastic strain increment follows a straight line normal to the yield surface
in deviatoric strain space, as indicated in Fig. 4.4. For a perfectly plastic material,
the increment in the strain deviator can be additively decomposed into two sequential
parts: an elastic part ∆ dev[εe] and a plastic part ∆εp which takes place at a constant
deviator stress.
The predictor–corrector approach as described above is effectively the well known
radial return algorithm and the strain path is the minimum work path; that is, the




dev[σ] d dev[ε] ,
takes its least value [121].
Dual formulation
The active state of the quadrature point and the smoothness of the yield surface allow






| dev[σ]|︸ ︷︷ ︸
ν
,
where ν is the normal to the yield surface at dev[σ]. The classical return mapping
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mined using the trial stress state from
dev[σn] = dev[σ
⋆]− 2µ∆γν⋆ , (4.5)
where the consistency parameter is equal to the increment in plastic strain, that is,








Following Simo [164], we take the inner product of (4.5) with νn to obtain the
equation





that determines the consistency parameter. Manipulation of the above yields an al-















σ0 + 2µ∆γ ,




σ0 + 2µ∆γ ,




























(using dev[εe⋆] : ν = | dev[εe⋆]| and |ν| = 1)














It is easily shown that the above statement is identical to the expression for the
increment in plastic strain (4.4) obtained using the primal approach. Thus, the two
approaches are equivalent.
4.2 Convergence analysis for the solution algorithm
The convergence analysis is initially performed for an abstract problem with the
same general structure as the discontinuous Galerkin formulation of the model of
gradient plasticity developed in Section 3.3 of the previous chapter. We focus here on
a model gradient plasticity restricted to isotropic hardening. Furthermore, we consider
a discontinuous Galerkin approximation of the hardening parameter field only.
We recall the fully-discrete problem here to emphasise the connection between the
abstract and the actual problem. The fully-discrete problem reads:
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ah(w
n





































JξhK · JηhK dS .












Cεph : ε(vh) dX ,






























k2ξhηh + k3∇ξh · ∇ηh
)
dX .
The fully-discrete problem (4.6) is obtained from combining the weak form of the
statement of equilibrium and the primal expression of the flow law, respectively given




















B · (vh − qh) dX ,


































JξhK · Jηh − ξ̇hK dS .
For further details see Section 2.2.1 where the key steps in the construction of the
variational inequality corresponding to the primal formulation of classical plasticity
are given.
4.2.1 Abstract formulation
We begin by introducing the various spaces, functionals, and assumptions required
for the abstract problem.
• Let V and Λ be two Hilbert spaces.
• Let b : V × V → R, c : V × Λ→ R and d : Λ× Λ→ R be continuous, with b and
d not necessarily symmetric, bilinear forms, that is,
|b(u,v)| ≤ c̄‖u‖V ‖v‖V , |c(u, λ)| ≤ c̄‖u‖V ‖λ‖Λ , |d(λ, µ)| ≤ c̄‖λ‖Λ‖µ‖Λ ,
b(v,v) ≥ c0‖v‖2V ∀v ∈ V , d(λ, λ) ≥ (c0 + k0)‖λ‖2Λ ∀λ ∈ Λ ,
for positive constants c0, c̄ and k0.
• Let l1 : V → R and l2 : Λ→ R be two continuous linear forms.
• Let j : Λ → R be a nonnegative convex and Lipschitz continuous functional.
It should be noted that these smoothness assumptions restrict the subsequent
algorithm to problems having smooth yield surfaces. The treatment of nonsmooth
yield surfaces, for example, the one corresponding to the assumption of a Tresca
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• For w = (u, λ), z = (v, µ) ∈ V × Λ we define
a(w,z) = b(u,v)− c(λ,v)− c(µ,u) + d(λ, µ) .
Crucial to the algorithm is the consideration of the variational inequality as a
combination of an equation and an inequality as detailed above for the fully-discrete
problem. This allows us to state the abstract problem as follows:
find u ∈ V and λ ∈ Λ such that
b(u,v)− c(λ,v) = 〈l1,v〉 ∀v ∈ V, (4.7)
j(µ)− j(λ)− c(µ− λ,u) + d(λ, µ− λ) ≥ 〈l2, µ− λ〉 ∀µ ∈ Λ. (4.8)
The abstract problem (4.7)–(4.8) has a unique solution w = (u, λ) ∈ V × Λ.
The predictor–corrector algorithm for the solution of the abstract problem is given
in Alg. 4.1. In a typical iteration we have estimates ui−1 and λi−1. The objective of
the iteration is to provide an updated and improved estimate of ui and λi. We denote
by u0 and λ0 some initial estimate. The outcome of the predictor step is an updated
value for u, denoted ui, and an intermediate value for λ, denoted λ∗i. The rate of
convergence of the algorithm is governed by the approximation of the dissipation
function used in the predictor step. In the corrector step, an updated value for λ,
denoted λi, is computed.








the predictor–corrector algorithm given above converges. That is,
ui → u in V and λi → λ in Λ as i→∞ ,
where w = (u, λ) is the solution of the abstract problem (4.7)–(4.8). Furthermore,
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Algorithm 4.1 Algorithm for the solution of the abstract problem
Initial conditions
Given initial data w0 = (u0, λ0) ∈ V × Λ .
Predictor
Compute (ui, λ∗i) ∈ V × Λ such that
b(ui,v − ui)− c(λ∗i,v − ui) = 〈l1,v − ui〉 ∀v ∈ V , (4.9)
j(i)(µ)− j(i)(λ∗i) + d(λ∗i, µ− λ∗i) ≥ 〈l2, µ− λ∗i〉





D(i)(µ) dX , (4.11)
and D(i) is a smooth convex function which satisfies (see Fig. 4.5 for an example):
D(i)(λi−1) = D(λi−1) , (4.12)
∇D(i)(λi−1) = ∇D(λi−1) , (4.13)
D(µ) ≤ D(i)(µ) ∀µ ∈ Λ . (4.14)
Corrector
Compute λi ∈ Λ such that




‖wi −wi−1‖V×Λ , (4.17)
where wi = (ui, λi).
Proof. Equation (4.9) in the predictor step is rewritten as
b(ui,v−ui)−c(λi−1,v−ui) = c(λ∗i−λi−1,v−ui)+〈l1,v−ui〉 ∀v ∈ V . (4.18)
















D(µ) ≤ D(i)(µ) ∀µ ∈ Λ
D(i)
Fig. 4.5. The approximation D(i) of the dissipation function D
b(ui,ui−1 − ui)− c(λi−1,ui−1 − ui) = c(λ∗i − λi−1,ui−1 − ui)
+ 〈l1,ui−1 − ui〉 . (4.19)
Rewriting (4.18) at iteration i− 1 and take v = ui to obtain
b(ui−1,ui − ui−1)− c(λi−2,ui − ui−1) = c(λ∗(i−1) − λi−2,ui − ui−1)
+ 〈l1,ui − ui−1〉 . (4.20)
Adding (4.19) and (4.20) we obtain








= c(λ∗i − λi−1,ui−1 − ui)︸ ︷︷ ︸
C




A = C +D −B .
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A = −b
(















λ∗(i−1) − λi−2,ui − ui−1
)
.
Combining the individual contributions and exploiting the coercivity of b and the
continuity of c we get
b
(












λ∗(i−1) − λi−2,ui − ui−1
)
,
c0‖ui − ui−1‖2V ≤ |c
(









λ∗(i−1) − λi−2,ui − ui−1
)
| (using the coercivity of b) ,
c0‖ui − ui−1‖2V ≤ c̄‖λi−1 − λi−2‖Λ‖ui − ui−1‖V
+ c̄‖λ∗i − λi−1‖Λ‖ui − ui−1‖V + c̄‖λi−2 − λ∗(i−1)‖Λ‖ui − ui−1‖V
(using the continuity of c) ,
c0‖ui − ui−1‖V ≤ c̄
[
‖λi−1 − λi−2‖Λ + ‖λ∗i − λi−1‖Λ + ‖λ∗(i−1) − λi−2‖Λ
]
. (4.21)
Next, taking µ = λi−1 in (4.10) we obtain
j(i)(λi−1)− j(i)(λ∗i) + d(λ∗i, λi−1 − λ∗i) ≥ 〈l2, λi−1 − λ∗i〉+ c(λi−1 − λ∗i,ui) . (4.22)
We write (4.15) at step i− 1 and take µ = λ∗i to get
j(λ∗i)− j(λi−1) + d(λi−1, λ∗i − λi−1) ≥ 〈l2, λ∗i − λi−1〉+ c(λ∗i − λi−1,ui−1) . (4.23)
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Using the properties of the approximation of the dissipation D listed in (4.12) – (4.14)
and the definition of the functional j, the inequality above reduces to
d
(




λ∗i − λi−1,ui − ui−1
)
.
Finally, using the coercivity of d and the continuity of c, we obtain
(c0 + k0)‖λ∗i − λi−1‖Λ ≤ c̄‖ui − ui−1‖V . (4.24)






‖ui − ui−1‖V ≤ c̄‖λi−1 − λi−2‖Λ +
c̄2
c0 + k0
‖ui−1 − ui−2‖V . (4.25)
Now we take µ = λi−1 in (4.15), then we consider (4.15) in the corrector step with
µ = λi−1. This yields
j(λi−1)− j(λi) + d(λi, λi−1 − λi) ≥ 〈l2, λi−1 − λi〉+ c(λi−1 − λi,ui) , (4.26)
j(λi)− j(λi−1) + d(λi−1, λi − λi−1) ≥ 〈l2, λi − λi−1〉+ c(λi − λi−1,ui−1) . (4.27)
Adding the above two inequalities and rearranging we get
d
(




λi − λi−1,ui − ui−1
)
, (4.28)
from which we obtain, using the coercivity of d and the continuity of c, the inequality
(c0 + k0)‖λi − λi−1‖Λ ≤ c̄‖ui − ui−1‖V . (4.29)






‖ui − ui−1‖V ≤
2c̄2
c0 + k0
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‖ui − ui−1‖V ≤
2r3
1− r3
‖ui−1 − ui−2‖V , (4.30)
with r3 given in (4.16).
Rewriting (4.29) as
‖λi − λi−1‖Λ ≤
c̄
c0 + k0
‖ui − ui−1‖V ,
and adding it to (4.30), we obtain
‖λi − λi−1‖Λ + ‖ui − ui−1‖V ≤
c̄
c0 + k0
‖ui − ui−1‖V +
2r3
1− r3




‖ui − ui−1‖V +
2r3
1− r3








(using the obvious inequality ‖ui − ui−1‖V ≤ ‖wi −wi−1‖V×Λ) ,












difference between successive iterates can thus be expressed in terms of the difference










Note, in the above r̄ is raised to the power of (i − 1). Using r3 < 1/3, we find that
r̄ < 1 and {wi}i≥1 is thus a Cauchy sequence in the Hilbert space V × Λ, which
converges to w⋆ = (u⋆, λ⋆) ∈ V × Λ.
Using the continuity of the bilinear and linear forms we can pass to the limit in
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By the uniqueness of the solution it follows that w⋆ = w. Therefore, the sequence
{wi}i≥1 converges to w.
It remains to obtain the error estimate (4.17). To this end, we first take v = ui−u
in (4.7) and µ = λi in (4.8) to get, respectively,
b(u,ui − u)− c(λ,ui − u) = 〈l1,ui − u〉 , (4.31)
j(λi)− j(λ) + d(λ, λi − λ) ≥ 〈l2, λi − λ〉+ c(λi − λ,u) . (4.32)
Now we take v = u− ui in (4.9) and µ = λ in (4.15) and get respectively
b(ui,u− ui) = 〈l1,u− ui〉+ c(λ∗i,u− ui) (4.33)
and
j(λ)− j(λi) + d(λi, λ− λi) ≥ 〈l2, λ− λi〉+ c(λ− λi,ui) . (4.34)
Similarly to the inequality we find from (4.31) and (4.33) that
c0‖ui − u‖V ≤ c̄‖λ∗i − λ‖Λ ≤ c̄
[
‖λ∗i − λi−1‖Λ + ‖λ− λi−1‖Λ
]
. (4.35)
Furthermore, from (4.26) and (4.27) we obtain
(c0 + k0)‖λi − λ‖Λ ≤ c̄‖ui − u‖V , (4.36)
which together with (4.35) imply that
‖ui − u‖V ≤
r3
1− r3
‖ui − ui−1‖V . (4.37)
Similarly using (4.36), (4.30) and (4.37) we obtain
‖λi − λ‖Λ ≤
2r3
1− r3
‖λi−1 − λi−2‖Λ . (4.38)
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‖ui − u‖V + ‖λi − λ‖Λ ≤
r3
1− r3







‖ui − ui−1‖V + ‖λi − λi−1‖Λ
)
.





which is the error estimate given in (4.17). This ends the proof. ⊓⊔
The elastic predictor
In the algorithm for the elastic predictor we take λ∗i = λi−1 and there is thus no
need to define the functional j(i); that is, we assume zero plastic deformation. This
is analogous to the nonlinear spring example presented in Section 4.1.1 where, for
the elastic predictor, we assumed the spring stiffness was the initial constant spring
stiffness. Convergence of the algorithm is guaranteed but the rate of convergence can
be prohibitively slow for large computations.
The secant predictor
The algorithm corresponding to the secant predictor is obtained by choosing D(i)
to be the quadratic function whose graph lies (at least locally around λi−1) inside
the cone with boundary the graph of D, and satisfying (4.12)–(4.13) as depicted in
Fig. 4.6.
More precisely, for vectorial (λ, µ) we seek a vector a and a symmetric positive
definite matrix B such that the function
Di(λ) = D(λi−1) + a · (µ− λi−1) + 1
2
(µ− λi) : B(µ− λi−1)
satisfies (4.12)–(4.14). We find that a = ∇D(λi−1) and B is to be chosen such that
D(µ) ≤ D(λi−1) +∇D(λi−1) · (µ− λi−1) + 1
2














Fig. 4.6. Approximation Di of D for the secant predictor
at least in a small neighbourhood of λi−1. Then all of the conditions (4.12)–(4.14) are
satisfied.
The consistent tangent predictor
Formulations in which the predictor step is consistent with the corrector step are
termed consistent tangent formulations and the tangent matrix is the consistent tan-
gent. Consistent predictors ensure that the algorithm converges quadratically as nor-
mally expected of a Newton–Raphson scheme when the tangent can be calculated
directly. This seminal contribution to computational plasticity was made by Simo
and Taylor [169] for the conventional dual problem. Bird and Martin [27] developed
the equivalent consistent formulation within the context of the primal approach by
defining the approximation D(i) as the second-order Taylor expansion of D about
λi−1; that is,








where H(λi−1) is the Hessian matrix of D at λi−1; that is,
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Use of the consistent tangent predictor as given in (4.39) is not guaranteed to
produce monotonically convergent results as demonstrated by Martin and Caddemi
[122] using the approach based on constructing minimising sequences. A line-search
can be used in conjunction with the consistent–tangent predictor in order to recover
monotonic convergence of the algorithm (see, for example, [32, 94] for further details).
An alternative approach to guarantee convergence of the algorithm corresponding
to the consistent tangent predictor is to use the following modified second-order Taylor
expansion of the function D about λi−1:
Di(µ) =D(λi−1) +∇D(λi−1) · (µ− λi−1)
+ 1
2
(µ− λi−1) : [H(λi−1) + ǫI](µ− λi−1) .
Here I is the identity matrix of the same size as H(λi−1). In order that (4.14) is
satisfied it is essential that ǫ > 0, the magnitude of ǫ being chosen so that Di satisfies
(4.14) at least in a small neighbourhood of λi−1.
4.2.2 Application of the solution algorithm to the discrete problem
To apply the abstract problem above to the discrete discontinuous Galerkin problem
(4.6) we decompose the discrete bilinear form ah as in (3.27)–(3.30) (the decomposi-
tion is performed in a manner similar to the proof of its coercivity in Lemma 3.2 in
Chapter 3). The bilinear form and the decomposition was repeated at the beginning
of this section.
The coercivity of the bilinear form ah(·, ·), which is crucial in establishing the well-
posedness of the discrete problem (4.6), was proven in Lemma 3.3 in the previous
chapter. As remarked there, the choice of the positive constants η1, η2, η3 is obtained
provided that, in the case of softening behaviour, the parameter k3 is sufficiently large.
The parameter k3 effectively introduces a physical length scale into the formulation.
The influence of the length scale for problems with softening and hardening materials
will be demonstrated using various example problems in Chapter 5.
Using the constants in Lemma 3.3 we apply Theorem 4.1 to obtain the following
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‖wih −wh‖h = 0. More precisely,
‖wih −wh‖h ≤ r5‖wih −wi−1h ‖h , (4.42)
where (uh, ε
p




4.3 Implementation of the predictor–corrector solution
strategy
As mentioned previously, the presence of the Laplacian term in the yield function
for the gradient plasticity formulation under consideration renders solution strategies
devised for the classical problem inappropriate. In this section we detail a predictor–
corrector strategy for the solution of the gradient plasticity problem using the finite
element method that closely follows the well-established approach utilised for classical
plasticity. In contrast to the classical problem, the estimation of the equivalent plastic
strain in the corrector step for the gradient formulation is a nonlocal problem.
The predictor–corrector procedure described here is equivalent to the widely used
Newton–Raphson solution strategy [123]. Indeed, we will exploit this relationship
when developing the consistent tangent predictor for both classical and gradient plas-
ticity. It will prove convenient to move between the dual and primal approaches when
developing the algorithm. This is easily done, as demonstrated in the second exam-
ple problem in Section 4.1.2, as the variational inequality governing the evolution of
plastic flow becomes an equality during plastic flow.
As demonstrated previously in this chapter, it is the form of the predictor that
determines the stability and accuracy of the algorithm. A predictor–corrector solution
procedure is chosen here as the link to the underlying mechanical principles is strong
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First we present a brief overview of some aspects of finite element method in
order to clarify terminology and notation. Earlier chapters have introduced other
finite element concepts and notation. Comprehensive expositions on this mature and
extensive topic can be found in [175, 51, 102, 196], amongst others.
4.3.1 A brief overview of the finite element method
The coordinates of the local nodes of a generic element K are labelled in a counter-
clockwise direction as follows:
{Xea ∈ Rndim : a = 1, . . . , nenode} .
The local node numbering Xea is related to the global node numbering XA using
standard conventions (see, for example, [102, 166]) according to
XA = X
e
a with A = ID(e, a), e = 1, . . . , nelem, A = 1, . . . , nnode , (4.43)
where the nelem × nenode array ID is defined by the global numbering system.
We denote by Na(ξ) the local polynomial basis functions defined on the reference
element K̂ ∈ , where ξ = (ξ, η) ∈  are coordinates (see Fig. 4.7). The local element
shape functions are constructed so as to satisfy the completeness condition, that is
Na(ξb) = δab where ξb is the coordinate of node b ∈ K̂, as depicted in Fig. 4.8.
The local element coordinate system is obtained from the reference element via the






The local shape functions are pieced together to yield the global finite element basis
functions denoted NA : Ω → R, A = 1, . . . , nnode.
In a conforming finite element approximation certain problem-dependent conti-
nuity requirements need to be satisfied, while in the discontinuous Galerkin finite
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Fig. 4.8. The local element shape functions associated with nodes 3 and 4 of a quadratic triangular element
the case of conforming approximations of the elasticity or heat conduction problems
we require global C0 continuity of the approximation field; that is, the solution is in
H1(Ω). A discontinuous Galerkin approximation requires only that the approximate
solution be in L2(Ω). Figure 4.9(a) shows a conforming finite element approximation,
obtained using the finite element code developed here, of the Poisson equation, while
Fig. 4.9(b) shows the discontinuous Galerkin approximation. Figure 4.9(c) shows the
effect of imposing interelement continuity poorly in the discontinuous Galerkin prob-




































































(c) Discontinuous Galerkin approximation with a
low penalty parameter
Fig. 4.9. Conforming and discontinuous Galerkin finite element approximations of the Poisson problem
We distinguish henceforth the element shape functions used to interpolate the
displacement field, denoted NAϕ , from those used to interpolate the internal hardening
parameter field and denoted NAγ . The displacement field approximation, denoted uh,





Following standard Bubnov–Galerkin finite element procedure, an arbitrary test func-
tion vh ∈ Vh is approximated from the nodal values, denoted qA, A = 1, . . . , nnode,















The approximation of the hardening parameter γh and arbitrary member ηh ∈Mh

















where neγnode denotes the number of nodes per element associated with the hardening
parameter. The nodal values of the field are distinguished from the field itself via a
subscript for the nodal point in the former. That is, γeh(X) refers to the value of the
field at a point X ∈ K, while γa refers to the value of the field at node a. This is
done in an attempt to prevent the unnecessary proliferation of symbols.
The infinitesimal-strain field εh and the gradient of the hardening variable ∇γh
















The jump and average terms arising in the discontinuous Galerkin formulation are
constructed from the finite element approximation fields evaluated on either side of
the common edge between two neighbouring elements.
We shall occasionally adopt Voigt notation to represent the components of second-
and fourth-order tensors as column vectors and matrices respectively. For a concise
overview of Voigt notation the reader is referred to [23], amongst others. Variables
expressed in Voigt notation are distinguished from their tensorial expression via the
use of upright font. For example, the Voigt representation of the second-order strain
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ε =
[
ε11 ε22 ε33 2ε23 2ε13 2ε12
]T
.
The relationship between the infinitesimal-strain field over an element and the







where the matrix Bϕ contains the material gradients of the element shape functions














The matrix J(ξ) is referred to as the Jacobian matrix. The interpolation of the
displacement field can be expressed in matrix format according to
ueh = Nϕd
e .
The plastic strain field εph is able to be treated locally at the level of the quadrature
point, as in the classical formulation, so that it requires no explicit representation.
The matrix representations of the fourth-order elasticity tensor C and the algorith-
mic consistent tangent constitutive tensor Ccon are given as C and Ccon respectively.
The matrix associated with a general algorithmic tangent modulus is denoted C⋆.
The standard operation of assembling the local element contributions to the global
structural level using the array ID is denoted A
K
.
4.3.2 Predictor–corrector solution strategy
An overview of the solution procedure is given in Alg. 4.2. The full state of the system
is assumed known at the beginning of the current time step n from the equilibrium
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the following notation adopted, as before, to distinguish between quantities updated
in a total manner from the converged initial conditions at the beginning of the time
step, and those updated from the previous iteration:
∆(·) := (·)in − (·)0n = (·)in − (·)n−1 and δ(·) := (·)in − (·)i−1n .
Unless explicitly stated otherwise, all quantities referred to at a specific iterate are
for the current time step n, that is, (·)i := (·)in. The subscript h, used to denote
a finite-dimensional approximation, is dropped henceforth to simplify the notation.
The assumption of linear isotropic hardening is made to simplify the subsequent
presentation without loss of generality. Each of the steps in the algorithm are discussed
in more detail in the sections that follow.
The predictor step
Irrespective as to the form of the approximation of the dissipation function, the
predictor step can be linearised and expressed in matrix form as
Kiδd = F ext − F iint = Ri , (4.48)









The global vector of incremental nodal displacements is denoted δd. The global vector








N dS , A = 1, . . . , nnode ,
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Algorithm 4.2 Algorithm for solution of the small-strain, gradient-enhanced discon-
tinuous Galerkin plasticity problem at iteration i of time step n
Initial conditions
if i == 0 then








Assemble global external force vector F ext
At each quadrature point σ0 = σn−1, g0 = gn−1, γ0 = γn−1
else






Update all incremental quantities (·)i = (·)i−1
end if
Assemble internal force vector F int
Impose Dirichlet boundary conditions on Γϕ
Predictor step
Solve Kiδd = Ri for incremental nodal displacements δd
Update current total incremental displacement ∆di = ∆di−1 + δd
for each integration point do
Calculate the total increment in strain ∆ǫ = Beϕ(X)∆d
Calculate the trial stress σ⋆ = σ0 + C∆ε
if f(σ⋆, g0) < 0 then
Elastic state σi = σ⋆
else




Assemble the unique set of active elements and neighbours AE
Solve the discontinuous Galerkin problem (4.53) over AE for ∆γ
for each quadrature point in AE do
Calculate ∇2[γ] according to (4.54)
Update g according to (4.55)
Calculate the increment in plastic strain using (4.56) if quadrature point is active
Update the stress if the quadrature point is active
end for











106 4 Algorithms for a discontinuous Galerkin formulation of classical and gradient plasticity
The global nodal vector Ri is termed the residual.
The predictor step involves solving (4.48) for δd. The total strain increment ∆ε at
each quadrature point in the domain is then obtained from the strain displacement
relationship given in (4.47).
The proportion of the deformation that is plastic, if any, is not known at this
point in the solution procedure. The identification of the active quadrature points
is estimated locally by evaluating the yield condition under the assumption that the
strain increment is completely elastic, that is, ∆εp = 0. The conjugate stress to this
estimate of the elastic strain state is referred to as the trial stress and denoted by
σ⋆. The yield function evaluated using the trial stress state, termed the trial yield
function, is denoted
f ⋆ := f (σ⋆, g0) = | dev[σ⋆]| − (κ− g0) ,
where dev[σ⋆] := 2µ(dev[εn] − εp0) is the trial stress deviator. If f (σ⋆, g0) > 0 then
the quadrature point is deemed active, otherwise the quadrature point is inactive and
the trial stress is the actual stress. Active quadrature points are recorded in the set
AP .
Updating of the variables is done in a “total incremental” manner as recommended
by Pamin [145], amongst others; that is, in every iteration i total increments are de-
termined from the converged state at the end of the previous step, to prevent spurious
unloading. The product of the predictor step is thus the total strain increment at each
quadrature point and the classification of each quadrature point as active or inactive
based on the evaluation of f ⋆.
Critical to the performance of the predictor–corrector solution algorithm is the
formulation of the algorithmic consistent tangent modulus Ccon, the derivation of
which will be given shortly for both the classical and gradient cases.
The corrector step
In the corrector step we seek to determine the stress state arising from the strain field
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tion of plastic deformation. The presence of higher-order terms in the yield function
for the gradient plasticity formulation under consideration negates the use of con-
ventional return mapping algorithms, as detailed, for example, by Simo and Hughes
[166], as the statement of the discrete consistency condition, that is f(σn, gn) = 0,
used to determine the change in γ is no longer an algebraic one at the local level of
the quadrature point, but rather a differential equation.
Furthermore, in contrast to the problem of classical plasticity, boundary conditions
on the hardening parameter need to specified. The choice of appropriate boundary
conditions is governed by the material and problem under consideration. These ad-
ditional boundary conditions need to specified on the boundary of the elastoplastic
domain, denoted ∂Ωp. The boundary ∂Ωp can be in the interior of Ω or on the bound-
ary of Ω as depicted in Fig. 4.10. These additional boundary conditions are specified





Fig. 4.10. Schematic of the domain Ω divided into elastic and plastic regions and the elastoplastic boundary
In this section we choose to solve the nonlocal statement of the flow law over an
active subset of the domain as in de Borst and Pamin [63], Svedberg and Runesson
[176] and Liebe and Steinmann [115], amongst others. The active subdomain is de-
noted by Ωp ⊆ Ω. The identification of the active subdomain is achieved as follows.
Firstly, the unique set of all elements containing active quadrature points, denoted
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common edge, denoted AE , is then determined. The unique set of all element edges
in AE is denoted ΓAE . The union of all elements in AE is the active subset Ωp. The
procedure outlined above is implemented in such a manner that multiple disconnected
active regions can arise.
It should be noted that the method described above to determine the plastic sub-
domain is done at the element level. Thus, an element containing an active quadrature
point is deemed active. For coarse meshes this could introduce errors. The discontinu-
ous Galerkin methods appears to be a possible strategy to accurately resolve the mov-
ing elastoplastic boundary without resorting to local remeshing in the vicinity of the
interface, a computationally expensive option. Dolbow and coworkers [69, 107, 106]
have examined various finite element methodologies for evolving interface problems,
including Nitsche’s method [139], a symmetric interior penalty formulation. Hansbo
and Larson [97] used Nitsche’s method to impose the solid boundary in arbitrary
Lagrange–Euler fluid–structure interaction problems. Other related work includes
that of Rivière and Girault [158] on incompressible flows on subdomains with non-
matching interfaces and Duarte et al. [70] who use a discontinuous finite element
formulation to model crack propagation in elastic domains. Furthermore, discontinu-
ous Galerkin time integration schemes appear to be ideally suited to evolving interface
problems, as demonstrated by Alberty and Carstensen [6].
The solution strategy adopted here solves the corrector step in two stages. In the
first stage a nonlocal expression of consistency condition for the increment in the scalar
hardening parameter ∆γ is solved using the symmetric interior penalty discontinuous
Galerkin finite element formulation. In the second stage the value of ∆γ is used to
determine the increment in plastic strain ∆εp at active quadrature points.
Before proceeding, we state certain results. The discrete dissipation function
D(∆εp) for the gradient problem with linear isotropic hardening is obtained from
D(∆εp) = sup [σn : ∆ε
p]
= sup [dev[σn] : ∆ε
p]
= sup [| dev[σn]| |∆εp|]
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The steps in the derivation above are near-identical to those presented in the second
example problem at the beginning of this chapter (see (4.3)).
Assuming plastic flow at the quadrature point under consideration, we have
dev[σn] = dev[σ
⋆]− 2µν∆γ , (4.49)






Squaring the norm of both sides of (4.49) and recalling that ∆γ = λ = |∆εp|, we
obtain
| dev[σn]|2 = | dev[σ⋆]− 2µ∆γν|2
= | dev[σ⋆]|2 − 4µ∆γ dev[σ⋆] : ν + 4µ2(∆γ)2|ν|2
= | dev[σ⋆]|2 − 4µ∆γ| dev[σ⋆]|+ 4µ2(∆γ)2
(using dev[σ⋆] : ν = | dev[σ⋆]| and |ν| = 1)
= (| dev[σ⋆]| − 2µ∆γ)2 .
Thus, we have
| dev[σ]| = | dev[σ⋆]| − 2µ∆γ . (4.50)
A nonlocal variational expression of the consistency condition, equivalent to the
weak form of the flow law in the primal form, is obtained by testing the local consis-
tency condition f(σn, gn) = 0 with an arbitrary test function ̺ ∈M and integrating


















































































f (σ⋆, g0) ̺ dX . (4.51)
In the absence of the higher-order terms (4.51) is equivalent to a nonlocal expression
of the classical consistency condition. Indeed, the key steps in the derivation of (4.51)
follow those used to obtain the local algebraic form of the consistency condition for
classical plasticity as described by Simo and Hughes [166]. Thus (4.51) is the extension
to gradient plasticity of the classical algebraic consistency condition.
Next we consider the symm tric interior penalty discontinuous Galerkin formula-
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We have assumed here, without loss of generality, that either homogeneous Dirichlet
or Neumann boundary conditions on the boundary of the active plastic subdomain
∂Ωp are appropriate. This choice will be specified when presenting the example prob-
lems in Chapter 5. The spatially discrete form of the discontinuous Galerkin problem
(4.52) can be obtained by approximating the trial and test functions using the approx-
imations given in (4.46) resulting in the following matrix problem for the increment
in the global nodal hardening parameter vector field (denoted ∆γ):
Kγ∆γ = F γ . (4.53)
Equation (4.53) is solved for ∆γ and the results extrapolated back to the quadra-
ture points. An estimate for ∇2[∆γ] is then obtained locally at quadrature point level
using the yield condition as follows:




The value of gn is then updated at all quadrature points in AE using the current
estimates of ∆γ and ∇2[∆γ], to obtain
gn = g0 − k2(∆γ) + k3∇2[∆γ] . (4.55)
A crucial detail of the gradient formulation is that it allows for the spreading
of the plastic zone for softening problems. This detail is essential to overcome the
pathological behaviour associated with classical treatments of softening materials as
it allows for the spreading of the localisation zone. The contribution of the Laplacian
term can either increase or decrease the effective yield strength.
An idealised yield surface for a von Mises yield criterion with linear isotropic gradi-
ent dependent hardening is shown in Fig. 4.11 (adapted from [145]). The yield surface
for the classical case is denoted f(σ, ḡ(γ)) = 0 where the Laplacian contribution is
zero. For the gradient plasticity formulation the presence of the Laplacian term will
have an additional effect. A negative Laplacian contribution would increase the ex-
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Conversely, a positive Laplacian contribution would decrease the extent of the yield
surface, thereby reducing the load-carrying capacity of the material. Also shown in
Fig. 4.11 is an idealised distribution of γ for a problem in R in which a region of
localised plastic flow occurs. The negative curvature of the γ curve in the middle of
the localisation zone would increase the effective yield strength, giving this region
additional load-carrying capacity. The positive curvature on the edges of the localised
zone weaken the material, thereby allowing the plastic zone to spread. The spread-
ing of the plastic zone is essential to overcome the pathological mesh-dependence,
characterised by the localisation of the plastic zone to the element level, exhibited by








f(σ, g(γ,∇2γ)) = 0
f(σ, g(γ,∇2γ)) = 0
f(σ, ḡ(γ)) = 0
(∇2γ < 0)
Fig. 4.11. The contribution of the gradient term to the yield strength (from [145])
The flow law may be written in the primal form, that is, σ ∈ ∂D(∆εp) ⇔ σ =
∂D/∂(∆εp) for ∆εp 6= 0, most conveniently using (2.6a) together with (2.3) and
(2.6b), to give the time-discrete expression
2µ (εn − εp0 −∆εp) = (κ− gn)
∆εp
|∆εp| , (4.56)
which is solved locally at each active quadrature point for ∆εp and the stress state
at all active quadrature points calculated using
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in which (·)S denotes the spherical part of a tensor.
The implementation of the corrector step resembles the cutting plane algorithm
proposed by Simo and Taylor [169] for classical plasticity where successive return
map iterations are performed onto an updated yield surface within the corrector
step. A check on the satisfaction of the yield condition at the end of each cutting
plane increment is performed to determine whether convergence has been obtained
or if another iteration should occur. The yield condition is satisfied exactly if linear
isotropic hardening is assumed.
4.3.3 Derivation of the algorithmic tangent modulus for classical and
gradient plasticity
The convergence rate and stability of the predictor–corrector algorithm are governed
by the form of the approximation of the dissipation function and the resulting al-
gorithmic tangent modulus C⋆ utilised in the predictor step. This was demonstrated
for the simple example of a nonlinear spring earlier in this chapter. In order to pre-
serve the quadratic rate of convergence associated with a typical Newton–Raphson
solution scheme for the fully-discrete finite element problem of plasticity one needs
the formulate the algorithmic tangent modulus in a manner that is consistent with
the corrector step. This key contribution to the numerical solution of problems in
plasticity was recognised by Simo and Taylor [169]. The derivation of an equivalent
consistent algorithmic tangent modulus using the primal formulation of plasticity was
initially considered by Bird and Martin [27]. The approach adopted here follows that
of Simo and Taylor [169] for the dual formulation. The equivalent primal formulation
is not given here but the key steps are given in Bird and Martin [27].
A consistent algorithmic tangent modulus for the case of gradient plasticity that
correctly accounts for the form of the corrector step presented in the previous section
is detailed here. First, however, some results pertaining to the classical problem are
derived.















B · v dX +
∫
ΓT













C (εn − εp0 −∆εp) : ε (v) dX .


















n − εp0 − |∆εp|ν
)
dX .

























= 0 . (4.57)
The system of equations to be solved is hence F (d) − g = 0. A typical step in the
Newton–Raphson scheme for the solution of (4.57) at iteration i of time step n reads












Hence, a linearised approximation of
∂F (d)i−1
∂d
is sought that permits (4.57) to be









δd− F ext + F int = 0 .















































































We now seek expressions for (⋆) and (⋆⋆).
The derivative of the normal to the yield function with respect to the total strain,














(dev[I]rq − νrνq) , (4.59)
where dev[I] is the matrix representation of the deviatoric identity tensor
dev[I] = Ī − 1
3
1⊗ 1 where 1 = {1 1 1}T .
The norm of a quantity expressed in Voigt notation is calculated in such a manner so
that it is equivalent to the norm of the related tensorial quantity, that is ‖σ‖ = ‖σ‖.
Classical plasticity
The difference in the derivation of the algorithmic consistent tangent modulus for the
case of gradient plasticity lies in the evaluation of (⋆). In the classical formulation,
the consistency condition is evaluated locally at the level of the quadrature point.
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0 = f(σn, gn)
= | dev[σn]| − κ+ gn
= | dev[σ⋆]| − 2µ∆γ − κ+ g0 − k2∆γ (using (4.50)) .






The partial derivative of ∆γ with respect to the strain for the classical plasticity

























































The nonlocal expression for ∆γ for the case of gradient plasticity arising from the





















Tf (σ⋆, g0) dX . (4.62)
The expression for (⋆) in (4.58) is obtained by taking derivatives of (4.62) with respect
to ε to obtain
∂∆γ
∂ε








(f (σ⋆, g0)) dX







ν dX , using (4.59) . (4.63)
Substitution of (4.59) and (4.63) into (4.58) renders an expression for
∂F (d)i−1
∂d





































Remark 4.3. In general, the consistent tangent modulus is nonsymmetric due to the
fact that the evolution equation or flow law involves only the deviatoric component of
the stress tensor, while the full stress tensor is used in the equilibrium equation. The
basis for the construction of the consistent tangent is to include an approximation for
the evolution of plastic deformation into the equilibrium statement with the resulting
loss of symmetry in the tangent modulus. This loss of symmetry is detrimental to the
computational efficiency. Various approaches can be adopted to achieve a symmetric
consistent tangent modulus. We adopt the approach implemented in [162, 78] and




















Numerical examples: small-strain gradient
plasticity
The algorithm described in Chapter 4 for the approximation of the small-strain gradi-
ent plasticity problem is implemented within a finite element code and used to analyse
two illustrative example problems. The finite element code was developed for the pur-
pose of this project using the work of Carstensen and coworkers [7, 9, 40] as a basis.
The example problems are chosen to assess the ability of the gradient formulation to
overcome the well-documented pathological mesh-dependence associated with classi-
cal problems involving a softening material response, and, in addition, to investigate
the influence of scale on the solution. Furthermore, a comparison of the efficiency of
the consistent tangent and elastic predictor algorithms is presented. A discussion of
various features of the discontinuous Galerkin approach to the solution of the cor-
rector step is delayed until Chapter 9 where example problems in finite-deformation
gradient plasticity are given.
Various approaches have hitherto been used in the numerical treatment of prob-
lems in gradient plasticity based upon a similar model to the one considered here. A
distinguishing factor amongst these approaches is the use of either C1 or C0 approx-
imations for the interpolation of the internal hardening parameter. The variational
approach used to develop the weak form of the yield condition for the model of
gradient plasticity considered here, as detailed in Chapter 2, uses an integration by
parts procedure to convert the term involving the Laplacian of the internal hardening
parameter to a volume integral over the plastic domain and an edge term on the
elastic-plastic boundary. The discontinuous Galerkin approximation of the hardening
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approach is to retain the Laplacian term in the weak form of the yield condition. In
this case, C1 interpolants of the hardening parameter field are required.
Either of the aforementioned approaches could easily be accommodated within
the discontinuous Galerkin framework developed here. Indeed, the flexibility of the
proposed discontinuous Galerkin formulation to potentially accommodate a variety
of models of gradient plasticity is one of the motivations for this work. If required, C1
continuity could be imposed using the continuous/discontinuous Galerkin approach
of Engel et al. [74]. Furthermore, the continuous/discontinuous Galerkin method is an
ideal candidate for models of gradient plasticity for which it is essential to impose C1
continuity on the equivalent plastic strain variable; one such model is that proposed
by Mülhaus and Aifantis [136] in which both the Laplacian and the biharmonic of
the effective plastic strain enter the yield condition.
Lasry and Belytschko [111] used a C1 finite element formulation in a gradient the-
ory for one-dimensional rod and spherically symmetric problems, the gradient term
serving to regularise the problem and in so doing to overcome problems associated
with softening. De Borst and Mülhaus [62] derived a weak form of the gradient plas-
ticity formulation proposed by Mülhaus and Aifantis [136] as well as the resulting
finite element framework, and used C1 continuous interpolants of the hardening pa-
rameter to accommodate the higher-order gradient terms. Pamin [145] and de Borst
and Pamin [63] solved the gradient enhanced problem proposed in [62] by using both
C1 elements and C0 elements with a penalty constraint. Related work, also using
a conforming approximation, is that of Liebe and Steinmann [115]. De Borst et al.
[64] extended their earlier work to include gradient damage within a gradient plas-
ticity formulation. Other contributions concerned with gradient damage include the
investigation by Wells et al. [188] in which the discontinuous Galerkin formulation
is used to deal with the higher-order continuity requirements that arise. The work
of Garikipati [82] explored a variational multiscale approach to a model of gradient
plasticity proposed by Fleck and Hutchinson [80]. Other key contributions to the
numerical simulation of problems of gradient plasticity include those presented in
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The finite element code developed here was validated in [153, 124] against a series
of benchmark problems in classical plasticity.
5.1 Numerical examples
Conforming quadratic interpolation functions are used to approximate the displace-
ment field and nonconforming linear interpolation functions the isotropic hardening
parameter. The domain of the problem is discretised in a manner such that the edges
of the quadratic triangular elements are straight in the reference configuration. This is
done to allow the same mesh to be used for the interpolation of both the displacement
and internal hardening parameter fields.
It should be noted that the analysis presented previously only requires the use of
a linear approximant for the displacement and constant for the hardening parameter
(see Section 2.2). The particular form of the corrector step employed to solve the
fully-discrete problem requires the evaluation of the gradients of γ and hence a linear
interpolation of γ is employed. The additive decomposition of the strain would imply
that that the strain interpolation should be of the same order as the interpolation
of γ = |∆εp|. The displacements should therefore be of one order higher than the
strain interpolants and, hence, quadratic. In addition, the choice of quadratic elements
potentially circumvents problems associated with the volumetric locking of low-order
elements. As mentioned previously, a discontinuous Galerkin approximation of the
displacement field could also be used to circumvent locking, see, for example, [190,
180].
The use of high-order elements for the interpolation of the displacement field is
not, however, recommended for large deformation problems due to the additional
computational expense and their susceptibility to deform excessively when compared
to low-order elements. Bilinear Q1 elements are used when considering finite defor-
mation problems in Part II of this work. The method of enhanced assumed strains
[165] is used to circumvent locking.
The additional, higher-order boundary conditions arising due the gradient plas-
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Dirichlet boundary conditions are assumed on the part of ∂Ωp internal to Ω while
homogeneous Neumann conditions are assumed on ∂Ωp when the plastic boundary
and the boundary of the domain coincide; that is,
γ = 0 on ∂Ωp ∈ Ω and −m ·N = 0 on ∂Ωp ⊂ ∂Ω .
Further discussion on the physical implications of the additional boundary conditions
that arise in gradient plasticity formulations can be found in Gurtin [89, 90] and
Peerlings [146].
The form of the von Mises yield criterion used in the numerical examples is




(σy − g) ≤ 0 , (5.1)
where σy is the one-dimensional flow stress. Plane strain conditions are assumed
applicable in all examples presented; that is εi3 = 0 (i = 1, 2, 3). In addition, the value
of the penalty constant β2, see (4.52), is specified as 10
10 for all example problems.
The effect of the varying the penalty parameter will be demonstrated in Chapter 9
in the context of the finite-deformation problem.
5.1.1 Shear band formation in a rectangular plate with a small initial
imperfection subjected to compressive loading
The example problem initially analysed by Pamin [145], and subsequently in [75,
4, 109], amongst others, is slightly modified here and analysed using the classical
and gradient plasticity formulations. The rectangular specimen shown in Fig. 5.1 is
subjected to a rate-controlled compressive loading on the upper edge. The lower edge
is prevented from displacing vertically but is free to translate horizontally. In order
to provide sufficient constraint, the point in the middle of the lower edge is also
prevented from moving horizontally. The boundary conditions imposed by Pamin
[145] differ in that the left-hand edge is stated to be a symmetry plane, but plots
of the displaced configuration appear to contradict this and support the boundary
conditions imposed here. In addition, the simulations performed in [4, 5] intend to
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A material imperfection is introduced by reducing the yield strength of a 10 mm
square region in the lower left corner of the domain. The shear band arising during
loading is completely free to follow any path. The area of reduced initial yield strength
is relatively small, and hence can be viewed as an imperfection as opposed to an
inhomogeneity. The material properties of the domain are listed in Table 5.1.
Fig. 5.1. Diagram of the rectangular plate subjected to compressive loading
Table 5.1. Material properties for the problem of a rectangular plate subjected to compressive loading
Young’s modulus E = 11920 N/mm2
Poisson’s ratio ν = 0.49
Yield stress σY = 100 N/mm
2
Isotropic hardening constant k2 = −400 N/mm2
Gradient hardening constant k3 = 3600 N
The various meshes investigated are shown in Fig. 5.2. Both structured and un-
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to vertical elements are investigated to determine the effect of mesh density and mesh
orientation on the solution. Solution sensitivity to mesh orientation is another charac-

































































Fig. 5.2. Various discretisations of the rectangular plate using triangular elements
The force on the upper edge of the domain as a function of the imposed displace-
ment for the various configurations analysed is shown in Fig. 5.3. The two solutions
obtained using the classical approach demonstrate the widely documented patholog-
ical mesh-dependence. Fig. 5.3 clearly shows the ability of the gradient formulation
proposed here to predict converging mesh-independent results for the softening prob-
lem. The coarser the mesh, the fewer the number of degrees of freedom, and the










5.1 Numerical examples 125
creases. In addition, the results predicted using the unstructured mesh coincide with
those obtained using the structured meshes upon refinement, once again indicating a
mesh-independent solution.

















6 × 12 × 2 gradient
6 × 12 × 2 classical
12 × 24 × 2 gradient
18 × 32 × 2 gradient
12 × 12 × 2 gradient




Fig. 5.3. Reaction force versus the prescribed displacement of the top edge of the plate
The extent of the shear band at the end of the imposed loading regime for the




| dev[σ]| to the effective yield stress σye := 1√3 (σy − g) superimposed
upon the deformed domain in Fig. 5.4. Figures 5.4(a) – 5.4(c) show the results for
the structured meshes with a ratio of one element in the horizontal direction to
two in the vertical. It is clear that the shear band converges to a fixed width upon
refinement of the regular mesh. That the width of the shear band is governed by
the internal length scale l :=
√
abs[k3/k2] will be demonstrated shortly. The shear
band localises to the width of a single element for the classical plasticity solution as
shown in Fig. 5.4(i). The rest of the domain then unloads elastically and all plastic
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The high degree of element distortion coupled with the rapid loss of residual strength
in the shear band are the reasons for the inability of the numerical implementation of
the classical solution used here to produce convergent results for more refined meshes.





















(a) 6 × 12 × 2 gradient
















(b) 12 × 24 × 2 gradient
















(c) 18 × 36 × 2 gradient
















(d) Unstructured A gradient





















(e) Unstructured A classical
















(f) Unstructured B gradient
















(g) 12 × 12 × 2 gradient

















(h) 24 × 24 × 2 gradient




















(i) 6 × 12 × 2 classical
Fig. 5.4. The deformed domain showing the ratio of the von Mises effective stress to the effective yield
stress
Two unstructured meshes, labelled A and B respectively, are analysed. Unstruc-
tured mesh A is relatively fine in the vicinity of the imperfection, becoming coarser
further away. Unstructured mesh B is uniformly unstructured across the domain. The
predicted width of the shear band for mesh A is in good agreement with that pre-










5.1 Numerical examples 127
less good as the unstructured mesh becomes coarser. The lack of agreement away
from the imperfection is not indicative of pathological mesh-dependence but rather
that the unstructured mesh is too coarse. The width of the shear band obtained using
unstructured mesh B is in good agreement with that shown in Fig. 5.4(c) for the finest
structured mesh analysed.
The solution obtained for the unstructured mesh A using the classical plasticity
formulation is different in nature to the gradient and the other classical solutions
presented. A small shear band develops in the region containing the imperfection,
spreading from the top left corner to the bottom right corner of the region. The shear
band then continues across the domain in the same manner as the other examples.
A comparison of the position of the active quadrature points superimposed upon the
deformed domain, shown in Fig. 5.5, clearly indicates the fundamentally different
nature of the solutions. The small shear band in the imperfection results in intense
localisation behaviour occurring while other quadrature points in the region unload
elastically. As demonstrated by Pamin [145], the choice of a particular solution for
softening problems using a gradient plasticity formulation depends on the distribution
of imperfections, the presence of symmetry breaking factors (for example, boundary
conditions) and the numerical algorithm, but not on the imperfections dimensions.
This is not the case for the classical problem where the mesh can dictate the failure
mechanism that occurs and hence the solution.
The lack of influence that mesh orientation has on the gradient enhanced solution
is shown in Figs 5.4(g) and 5.4(h) where the number of elements in the horizontal
and vertical directions are equal. The width and direction of the shear band are in
good agreement with the most refined structured and unstructured solutions.
In order to obtain a mesh-independent solution in the softening regime, the width
of the shear band should be governed by the internal length scale and not the dis-
cretisation. In order to verify this for the gradient formulation, the example problem
is analysed using three different internal length scales (3 mm, 2 mm and 1 mm re-
spectively) while keeping the discretisation constant (the 12× 24× 2 mesh is used).
The predicted relationship between the prescribed displacement of the upper edge
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Fig. 5.5. The deformed domain with the position of the quadrature points superimposed. Inactive quadra-
ture points are coloured blue and active quadrature points red
length scale dictates the strength of the system, that is, the ability of the domain
to withstand the applied loading, with a larger internal length scale resulting in a
more resilient structure. The domain becomes weaker as the internal length scale is
decreased. Also shown in Fig. 5.6 is a plot of the yield ratio (i.e. σe/σ
e
y) superimposed
upon the deformed domain for the various length scales. The larger the length scale
the thicker the shear band. As the width of the internal length scale decreases, so
the results begin to resemble those of the classical solution with intense deformation
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(a) Imposed displacement versus resultant force
















(b) l = 3 mm

















(c) l = 2 mm




















(d) l = 1 mm
Fig. 5.6. The relationship between the prescribed displacement and the resultant force acting on the upper
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5.1.2 Scale effects in microindentation tests on a rectangular specimen
The absence of a length scale in classical continuum mechanics renders the formu-
lation scale-independent. Thus, the resulting classical finite element formulations
are also independent of any scale other than that provided by the discretisation
itself. Scale-independence is an appropriate assumption when considering a large
class of engineering applications at the macroscale. The images shown in Fig. 5.7,
adapted from [1], shows the relative scale of various human fabricated and natural
objects. The influence of scale when simulating material at the microscale cannot,
however, be ignored. For example, microindentation experiments indicate that the
microhardness is significantly influenced by the indentation depth (see, for example,
[174, 118, 22, 127, 140, 161]), with smaller being stronger. The increased hardening can
be explained by noting that the large strain gradients present in small indentations
lead to the formation of geometrically necessary dislocations resulting in increased
hardening [118, 80]. Statistically stored dislocations arise due to homogenous defor-
mations while geometrically necessary dislocations are related to the curvature of the
crystal lattice (or the strain gradient). The concept of statistically stored and geo-
metrically necessary dislocations was originally conceived by Ashby [16] in the early
1970s. The length scale present in gradient plasticity formulations allows the pres-
ence of scale effects to be accounted for naturally. This has been demonstrated in
various microindentation simulations using gradient enhanced finite element formu-
lations (see, for example, [22, 193, 194, 184], amongst others).
The microindentation of a small specimen of width 2L and depth L, shown in
Fig. 5.8(a), is analysed here to assess the ability of the gradient formulation to capture
size effects. The simulated indentation test is not intended to replicate an actual
experiment, but rather to capture the salient features of microindentation. As such,
linear isotropic hardening is assumed. In addition, the circular tip indenter of radius
r = 0.025H is rigidly attached to the specimen, and moves downwards at a constant
rate into the specimen. The indenter is initially embedded within the specimen at a
depth of r and the domain assumed stress free. The depth of penetration is measured
from this initial embedded depth. The dimensions of the indenter are small compared
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Fig. 5.7. The relative scale of human fabricated and natural objects (from [1])
specimen are listed in Table 5.2. Three different ratios of specimen width to internal
length scale are analysed (L/l = 33.3, L/l = 50 and L/l = 100) using the finite
element mesh shown in Fig. 5.8(b). The unstructured mesh is more refined in the
region close to the indenter tip. Due to the symmetry of the problem, only half of
the domain is analysed and the appropriate symmetry boundary conditions imposed.
The lower and right boundaries are assumed fixed.
The net force acting on the indenter tip as a function of the ratio of the indentation
depth to the specimen depth is shown in Fig. 5.9 for both the gradient and classical
plasticity formulations. The gradient results are clearly influenced by the relative scale
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(a) Diagram of the microindentation prob-
lem
(b) Finite element mesh
Fig. 5.8. Diagram of the microindentation test and the triangulation of the domain
Table 5.2. Material properties for the microindentation problem
Young’s modulus E = 11920 N/mm2
Poisson’s ratio ν = 0.3
Yield stress σY = 450 N/mm
2
Isotropic hardening constant k2 = 458 N/mm
2
flow is detected is the same for all problems and formulations as indicated in Fig. 5.9.
The extent of the active plastic zone predicted for the various ratios of L to l in
the gradient formulation and the classical formulation are shown in Fig. 5.10, where
the shaded elements contain active quadrature points. The presence of the Laplacian
term in the yield function of the gradient formulations allows the active zone to spread
further than for the classical formulation at the same indentation depth. The active
zone is more extensive for the smaller ratios of L to l (i.e. smaller specimens) and
decreases upon increasing specimen size.
The simulated microindentation results demonstrate that the proposed gradient
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Gradient L/l = 33.3
Gradient L/l = 50
Gradient L/l = 100
Classical
Onset of plastic flow
Fig. 5.9. The resulting force acting on the indenter as a function of the ratio of the indentation depth d to
the domain length L
5.1.3 Comparison of the performance of the solution algorithm using the
consistent tangent and elastic predictors
The motivation for the development of a consistent predictor step incorporating the
algorithmic consistent tangent modulus was to reduce the computational expense of
the solution procedure. It is well known that for classical finite element problems in
plasticity convergence is achieved in far fewer iterations when using the consistent
tangent as opposed to the elastic predictor (see, for example, [169, 25, 166]). The
number of iterations required to reach convergence should, however, not be the only
criterion upon which to judge the performance of the various predictors. The elas-
tic predictor is simple to implement and requires no matrix assembly or inversion
operations beyond the pre-processing phase. On the contrary, the consistent tangent
formulation imposes a computational overhead on the solution procedure due to the
need to reform the consistent tangent operator during each iteration. The primary
computational bottleneck, however, in finite element codes is generally the solution of
the global problem for the increment in the displacements. Thus, even though there is
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(a) L/l = 33.3 (b) L/l = 50
(c) L/l = 100 (d) Classical
Fig. 5.10. Extent of the active plastic zone in the vicinity of the indenter tip. The domain has been scaled
by 100/H and the elements containing active quadrature points are shaded
operator, this is generally far less than that associated with the solution of the global
problem for the displacements. The results presented here compare the two predictors
based on the number of iterations required to achieve a certain tolerance.
The performance of the algorithm using two different predictors when approxi-
mating a single step of the gradient plasticity problem presented in Section 5.1.1 is
shown in Fig. 5.11. The magnitude of the force residual |R| at each increment is
shown to indicate the state of convergence. The consistent tangent predictor is far
more efficient, in terms of the number of iterations performed to obtain a specified
residual norm, than the elastic predictor. The initial poor performance of the con-
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The computational time required to perform the analysis using the elastic predictor
was approximately twice as long than when using the consistent tangent predictor.
Other factors, such as proportion of the domain undergoing plastic flow, will influence
such a comparison but it is clear that the consistent tangent formulation should be
preferred to the elastic predictor.





























































Summary: The finite-strain theory
In Part II the model of gradient plasticity developed in Part I is extended to the
finite-strain regime.
A summary of standard results in nonlinear continuum mechanics is presented in
Chapter 6. The remainder of the chapter presents the constitutive equations for the
elastic response and the plastic constitutive relations. The form of these relations is
greatly simplified by choosing an exponential approximation for the evolution of plastic
deformation.
The assumption of incompressible plastic deformation causes low-order finite ele-
ment approximations to exhibit spurious locking behaviour. Low-order elements are,
however, attractive as they are more robust and simplify the implementation of the dis-
continuous Galerkin formulation. Chapter 7 details one potential technique to remedy
the shortcomings of low-order elements: the enhanced assumed strain formulation.
The form of the corrector step for the model of gradient plasticity is presented in
Chapter 8. The nonlocal expression for the increment in plastic strain is solved using
a symmetric interior penalty discontinuous Galerkin formulation. The corrector step
at finite strains resembles the small-strain case, thus, only the distinguishing features
are discussed. Details of the algorithm are given and the consistent tangent predictor
is derived for both the classical and gradient cases.
Features of the algorithm at finite strains are demonstrated using two example




















A formulation of elastoplasticity at finite strains
The purpose of this chapter is to present an overview of aspects of nonlinear contin-
uum mechanics and the theory of classical plasticity at finite strains. This background
material serves to facilitate the extension of the model of gradient plasticity devel-
oped in Part I to the finite-strain regime. In addition, the review introduces the
notation adopted. The notation is relatively standard and closely follows that used
by Simo [164]. Detailed expositions on nonlinear continuum mechanics can be found
in Truesdell and Noll [186], Gurtin [88], Ogden [143] and Ciarlet [52], amongst others.
Another excellent concise overview of nonlinear continuum mechanics in the context
of the finite element method is given by Belytschko et al. [23].
A review of the theory of nonlinear continuum mechanics is presented in Sec-
tion 6.1. The formulation of classical plasticity at finite strains is then considered
within a hyperelastic multiplicative framework in Section 6.2. Following the seminal
work of Simo [163], we adopt an exponential approximation for the evolution of plas-
tic deformation in Section 6.4. This approximation, in combination with the use of
a Hencky model for the elastic response, allows features of the infinitesimal theory
presented in Part I to be extended in a relatively straightforward manner to the finite-
strain regime, thereby facilitating the subsequent development of the gradient model.
The extension of the classical small-strain plasticity theory to finite strains using loga-
rithmic strain measures has a considerable history [137, 48, 76, 147, 100, 129, 31, 131].
The simplicity of this model of plasticity has been exploited by Geers [83] as the basis
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6.1 Overview of nonlinear continuum mechanics
In this section we review several standard results in nonlinear continuum mechanics.
6.1.1 Kinematic results
We denote by Ω ⊂ Rndim the reference placement of a continuum, as shown in Fig. 6.1,
with material particles labelled X. The boundary of Ω, assumed smooth, is denoted
∂Ω. We denote by the injective, orientation preserving map ϕ : Ω → Rndim a smooth
motion of the reference placement. The current placement of the body associated with
the motion ϕ is denoted S = ϕ(Ω), with material points designated as x ∈ S.
The deformation gradient, denoted F , is defined as the derivative of the motion
with respect to the reference configuration; that is,
F (X) = GRADϕ(X) , (6.1)
where GRAD[(·)] := ∂(·)/∂X is the gradient operator with respect to the ref-
erence configuration. We distinguish here between the deformation gradient and
the enhanced deformation gradient to be defined in the next chapter. The deter-
minant of the deformation gradient is denoted jxX(X) := det[F (X)] > 0. The
displacement of a material point relative to the reference configuration is denoted
u(X, t) = ϕ(X, t) −X. The right and left Cauchy–Green tensors are respectively
defined by
C = F TF and b = FF T . (6.2)
In index notation these definitions read
CIJ = FmIFmJ and bij = FiMFjM ,
where lower and upper case Roman indices refer to tensor components defined on the
current and reference configurations respectively.
The polar decomposition theorem allows the deformation gradient to be multi-




























Fig. 6.1. Motion from the reference configuration Ω to the current configuration S
F = R̃U = Ṽ R̃ , (6.3)
where R̃ is a proper orthogonal tensor termed the rotation tensor, and U and Ṽ are
the right and left stretching tensors respectively. The principal invariants of either C
or b are denoted by IA, (A = 1, . . . , ndim), and in R
3 are given by






, I3 = det[C] . (6.4)
In subsequent chapters it will prove convenient to make use of various quanti-
ties defined relative to the principal bases of the current and reference configura-
tions, termed the Eulerian and Lagrangian axes respectively. For ndim = 3, the triads
{N (1),N (2),N (3)} and {n(1),n(2),n(3)} denote the principal directions (eigenvectors)
of the positive definite tensors C(X) and b(x) respectively, defined by the eigenvalue
problems
CN (A) = λ2AN
(A) and bn(A) = λ2An
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where λ2A ≥ 0 are the eigenvalues of either C or b.










(A) ⊗ n(A) . (6.6)
The relationships between C and b, and N (A) and n(A), obtained using (6.3) and
the definition of the Eulerian and Lagrangian eigenvectors to have unit length, that
is |N (A)| = |n(A)| = 1, are given by
b = R̃CR̃
T
and n(A) = R̃N (A) .
The spectral decompositions of the deformation gradient, the rotation tensor, and the



















(A) ⊗ n(A) .
6.1.2 Lagrangian and Eulerian descriptions of motion
The motion of a continuum can be described in either a Lagrangian (material) or an
Eulerian (spatial) framework. In the Lagrangian description the coordinates defining
the reference placement of the body are taken as independent variables, while in an
Eulerian description it is the spatial coordinates that define the current placement










6.1 Overview of nonlinear continuum mechanics 145
The position of the body at any point in time t is denoted St. The material velocity
V (X, t) is defined as time derivative of the motion; that is, in component form we
have




An Eulerian description of the motion can be obtained from the Lagrangian descrip-
tion by transforming the independent variables from the material coordinates to the
spatial coordinates. The spatial velocity field, denoted v(x, t), is obtained from the
material velocity field as
V (X, t) = V (ϕ−1(x, t), t)
= v(x, t) . (6.7)
The spatial velocity field plays an integral role in the forthcoming discussions con-
cerning the motion of an elastoplastic body.
The Lagrangian framework is adopted here, as it is for the vast majority of prob-
lems in solid mechanics. Thus, while we make use of spatial variables they can always
be expressed in terms of the independent variables defined in terms of the Lagrangian
reference configuration and the current time.
The gradient of the material velocity field with respect to the reference configura-
tion is denoted GRAD [V (X, t)] = ∂V /∂X, while the gradient of the spatial velocity
field with respect to the current configuration is denoted l := ∇v(x, t) = ∂v/∂x. The
time rate of change of the deformation gradient is thus Ḟ = GRAD[V ]. The rela-
tionship between the time rate of change of the deformation gradient and the spatial
velocity gradient is therefore
Ḟ = GRAD[V ]
= GRAD[v]
= (∇v)F . (6.8)
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l = ∇v = Ḟ F−1 . (6.9)
The spatial velocity gradient is additively decomposed into a symmetric part and a
















The symmetric tensor d is the rate of deformation tensor, while the skew-symmetric
tensor ŵ is the spin tensor. The axial vector w associated with the skew-symmetric
spin tensor is characterised by the relation
ŵh = w × h ∀h ∈ Rndim .
Another strain measure used extensively in nonlinear continuum mechanics is the




(C − I) or EIJ = 12 (CIJ − δIJ) . (6.11)


















If the contribution of the final term in the preceeding expression is negligible, due
to the displacement gradient being small, we obtain the standard expression for the
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The relationship between the time rate of change of the right Cauchy–Green tensor
and the rate of deformation tensor is found from (6.2) and (6.8), and is given by
Ċ = 2F TdF . (6.12)
6.1.3 Stress measures
The symmetric Cauchy stress tensor, denoted σ and defined on the current placement,
is the fundamental measure of stress. The Cauchy stress tensor is defined by the
relationship
σn = tn or σijnj = t
n
i ,
where n is the outward unit normal vector to an arbitrary surface Γ n at a point x
in the current configuration S, and tn is the traction force per unit area of Γ n as
depicted in Fig. 6.2. A more detailed discussion of the Cauchy stress can be found in
Malvern [119] and other introductory texts on continuum mechanics. The nonsym-
metric nominal stress tensor, denoted P , is defined on the reference configuration
as
PN = tN or PiJNJ = t
N
i ,
where N is the outward unit normal to the arbitrary plane ΓN in the reference
configuration, and tN is the traction expressed as a force per unit area of ΓN . The
nominal stress tensor is also known as the first Piola–Kirchhoff stress tensor [164].
The traction vectors in the reference and current configurations are related by
tnΓ n = tNΓN .
Nanson’s relation [119] gives the surface traction tn acting on Γ n in the current


























Fig. 6.2. Schematic of the stress measures in the reference and current placement






The relationship between the Cauchy and the nominal stress tensors is obtained with
the aid of Nanson’s relation as
jxXσ︸ ︷︷ ︸
τ
= PF T or jxXσij︸ ︷︷ ︸
τij
= PiMFjM ,
where τ is the symmetric Kirchhoff stress tensor.
The second Piola–Kirchhoff stress tensor S is a symmetric Lagrangian quantity
defined by







The relationships between the various stress measures are summarised in Table 6.1.
Each stress tensor is conjugate to an associated measure of the deformation rate
in the sense that the internal power Pint can be written in equivalent form as
Pint = τ : d = P : Ḟ = 12S : Ċ ,
or
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Table 6.1. Relationships between the various stress measures in index and index-free notation
Cauchy stress Nominal stress 2nd Piola–Kirchhoff Kirchhoff stress
stress
σij PiJ SIJ τij























τij = jxXσij PiMFjM FiJSJKFjK -
σ P S τ




−T - FS τF−T
S = jxXF
−1σF−T F−1P - F−1τF−T
τ = jxXσ PF
−T FSF T -
6.1.4 Conservation equations
The strong form of the equations governing the response of a continuum are obtained
from fundamental conservation principles. The constitutive relations governing the
response of the material to applied loading will be discussed shortly. We consider
here, as in Part I, quasi-static problems in which the effect of inertial forces is assumed
negligible. In addition we assume, for the sake of simplicity, that body forces can be
neglected. These assumptions are not restrictive but are made to emphasise the salient
features of the elastoplastic problem at finite strains.
As depicted in Fig. 6.1, the outward unit normal to the boundary of the reference
domain ∂Ω is denotedN . Dirichlet and Neumann boundary conditions are prescribed
on Γϕ and ΓT respectively, in addition Γϕ ∩ΓT = ∅ and Γϕ ∪ ΓT = ∂Ω. The nominal
prescribed traction on ΓT is denoted t
N = PN .
The strong form of the equilibrium equation reads
DIV[P ] = 0 or
∂PiM
∂XM
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where DIV is the divergence operator in the reference configuration, with Dirichlet
and Neumann boundary conditions respectively specified as
ϕ = ϕ̄ on Γϕ ,
tN = PN = t̄
N
on ΓT .
The derivation of the resulting weak form of the equilibrium equation and Neu-
mann boundary conditions, a key step in the development of the finite element prob-
lem, will be considered in the next chapter.
6.1.5 Elastic constitutive relations
We consider hyperelastic constitutive relationships only, that is, relationships char-
acterised by a stored energy function W = Ŵ (X,F (X, t)) that acts as a potential
function for the stress measure. We assume from the outset that the stored energy
function is objective, so that the dependence of the stored energy function on F is
via C (see, for example, Gurtin [88]); that is,
W = Ŵ (X,F ) = W̄ (X,C) . (6.15)
The stored energy function is said to be objective, or frame invariant, if it is unchanged
under an arbitrary rigid body motion Q such that
W (X,QF ) = W (X,F ) ∀Q .
As in the infinitesimal theory presented in Section 2.1.2, the elastic relation can be
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0 ≤ τ : d− ˙̄W
≤ τ : d− ∂W̄ (C)
∂C
: Ċ






≤ τ : d− 2F ∂W̄ (C)
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Expressions for the time rate of change of th various stress measures will be
required in the subsequent incremental formulation of the plasticity problem. It is
convenient at this point to define the Lie derivative of the Kirchhoff stress tensor,
denoted Lvτ , by
Lvτ = F ṠF T = τ̇ − (∇v)τ − τ (∇v)T . (6.17)
This definition and (6.12) for the time derivative of the right Cauchy–Green tensor
allow Lvτ to be written as
(Lvτ )ij = FiM ṠMNFjN = [FiMFjNFmPFnQCMNPQ]︸ ︷︷ ︸
cijmn
dmn ,
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We shall further confine attention to homogeneous isotropic materials, where the
stored energy function’s dependence on C is via the principal invariants of C defined
in (6.4); that is,
W̄ (C) = W̃ (I1, I2, I3) .
Equivalently, the stored energy function can be written in terms of the principal
stretches of C as
W̄ (C) = w(λ1, λ2, λ3) .






























Using the relationships given in Table 6.1 we obtain the expression for the Kirchhoff































N (A) ⊗N (B) ⊗
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N (A) ⊗N (B) ⊗N (B) ⊗N (A) ,
for the case where λA 6= λB. The case where λA = λB will be discussed subsequently
when we consider specific elasticity models.
The numerical examples presented in later chapters all concern two-dimensional
plane problems. The finite element code has been developed to mimic the underlying
mathematical structure and all constitutive relations and stress and strain measures
are therefore developed in three space dimensions. Restrictions are then placed on
the deformation to impose plane strain or plane stress conditions.
6.2 Multiplicative plasticity at finite strains
The purpose of this section is to discuss the local multiplicative decomposition of the
deformation gradient F into an elastic part F e and a plastic part F p as
F (X, t) = F e(X, t)F p(X, t) .
Figure 6.1 illustrates the multiplicative decomposition. The multiplicative decompo-
sition was first proposed by Lee [112] and further developed in [183, 157, 120, 98, 15].
The basis for a multiplicative decomposition of the deformation gradient is pro-
vided by the underlying micromechanical descriptions of single crystal plasticity (see,
for example, Havner [99] and Mandel [120]). The decomposition introduces a local,
stress-free intermediate configuration with material points labelled X̄ as depicted in
Fig. 6.1. The components of tensors defined on the intermediate configuration are
labelled using lower-case Greek letters. Quantities defined on the intermediate con-
figuration are labelled with an overbar. The tensor F p can be viewed as an internal
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describes the elastic lattice deformation. An example of a crystal lattice structure for
a face-centred cubic material is shown in Fig. 6.3. The multiplicative decomposition
also provides an extremely convenient framework for the numerical implementation
within the context of the finite element method.
(a) Macrostructure (b) Unit cell
Fig. 6.3. Face-centred cubic crystal lattice
The elastic right and left Cauchy–Green tensors, defined on the intermediate and
current configurations respectively, are defined by
C̄
e




















The expression of the spatial velocity gradient l in terms of the deformation gradient
in (6.9) motivates the definition of the elastic and plastic velocity gradients, denoted
L̄
p



























The multiplicative decomposition of F allows the velocity gradient to be additively
decomposed in terms of the elastic component and a plastic component, denoted lp,
and expressed in the current configuration as
l = le + F eL̄
p
F e−1︸ ︷︷ ︸
l
p











where lp is obtained by pushing forward L̄
p
from the intermediate configuration by
F e. Motivated by the decomposition of the spatial velocity gradient into symmetric
and skew-symmetric parts in (6.10), the symmetric and skew-symmetric parts of the


















6.3 Elastic response and free energy for hyperelastic
multiplicative plasticity
In this section we discuss details of the elastic response and the form of the free energy
function for hyperelastic-plastic materials where a multiplicative decomposition of
the deformation gradient is assumed. We consider here the case of classical plasticity
restricted to linear isotropic hardening.
The free energy function ψ represents the stored energy associated with elastic
lattice deformation and is assumed to be additively composed of an elastic part W̄ e
and plastic part W̄ p. The free energy function is expressed in the intermediate con-
figuration as
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where ξ are the set of internal variables associated with hardening due to the evolution




The elastic and plastic constitutive relations are obtained from the dissipation
inequality as follows:
0 ≤ τ : d− ψ̇




























We restrict attention to the case of linear isotropic hardening where ξ = ξ is the
isotropic hardening parameter, and set
ḡ = −∂W̄/∂ξ .
Following standard arguments in constitutive theory, one obtains the elastic relation
for the Kirchhoff stress as







and the reduced dissipation inequality as
0 ≤ τ : dp + ḡξ̇ . (6.26)
The elastic constitutive relation (6.25) is posed in the current configuration, and
can be recast in the intermediate configuration by defining the symmetric second
Piola–Kirchhoff stress on the intermediate configuration S̄ as the pull-back of the
Kirchhoff stress by F e from the current configuration; that is,
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Rewriting (6.25) in terms of S̄, we obtain the constitutive equation for S̄ on the
intermediate configuration as


























: Lp + ḡξ̇ . (6.28)
The assumption of a Hencky model for the elastic stored energy function is made
here to permit the plastic flow relations to be recast in a form near-identical to
those governing the small-strain model discussed in Part I. The elastic stored energy
function for the Hencky model is given by
W̄ e(be) = w̄e(εeA) :=
1
2











where εeA := ln[λ
e
A] are the principal components of the logarithmic elastic stretches.
We also consider a compressible neo-Hookean elastic stored energy function when in-
vestigating nonlinear elastic problems in Chapter 7. The elastic stored energy function




(det[F ]− 1)2 + µ
2
[tr[C]− 3]− µ ln [det[F ]] .
We restrict our attention henceforth to the Hencky model, unless otherwise stated.
The constitutive relation for the components of Kirchhoff stress τ in the principal
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A , A = 1, 2, 3 . (6.29)
Remark 6.1. We note that although w̄ is not a polyconvex function of F the Hencky
model has been shown to be a good model for all but extreme elastic strains [164].
Polyconvex functions are generalisations of convex functions for functions defined on
the space of matrices. While polyconvexity is a weaker property than convexity, it suf-
fices for existence [52] and permits a wide range of realistic materials to be described.
For elastoplastic materials undergoing large deformations it is generally the plastic
deformation that dominates. The relationship between the lack of polyconvexity of a
strain energy function and microstructure formation will be discussed in more detail
in Chapter 10.
6.4 Plastic flow relations for classical multiplicative plasticity
The objective of this section is to present the plastic flow relations for classical plas-
ticity where a multiplicative decomposition of the deformation gradient is assumed.
The presentation closely follows that in Simo [164].
Classical models of plasticity assumes, pointwise a.e., an elastic domain E with
boundary ∂E , the yield surface, and a generalised normality law for the evolution
of plastic deformation. For definiteness E is defined here by the von Mises condition
restricted to linear isotropic hardening wherein plastic flow is incompressible; that is,
det [F p] = 1. The assumption of incompressible plastic flow introduces various com-
plications associated with volumetric locking in the finite element implementation.
One potential remedy, the method of enhanced assumed strains [171, 86, 10], will be
detailed in the next chapter. The adoption of the von Mises yield criterion results in
the admissible generalised stresses becoming the set (τ , ḡ) that satisfies




(κ− ḡ) ≤ 0 . (6.30)
As in the infinitesimal theory, κ is a constant related to the initial yield stress in
uniaxial tension. The assumption of linear isotropic hardening implies that W p is a
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thereby allowing the internal force ḡ conjugate to the isotropic hardening parameter




= −k2ξ . (6.31)
A model of associative plasticity is assumed, so that both the plastic deformation
and the internal hardening variable evolve in the normal cone to the yield surface.
This corresponds to the assumption of maximum plastic dissipation leading to the













λ ≥ 0, f(τ , ḡ) ≤ 0, and λf(τ , ḡ) = 0 , (6.34)
where λ is the plastic consistency parameter and (6.34) are the Kuhn–Tucker condi-
tions. As in the infinitesimal theory, the equivalent plastic strain γ(t) is related to the
plastic consistency parameter by γ̇ = λ.
An evolution equation for ŵp is required to complete the theory. We assume here,
for the sake of simplicity, that ŵp = 0.
The flow rule as given above is in the standard dual form. The dual form of the
flow rule is restated in the equivalent primal form, as done in Chapter 2 for the
infinitesimal theory, using the dissipation function D, which is given by








κ|dp| if |dp| ≤ ξ̇ ,
+∞ otherwise.
(6.35)
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(τ , ḡ) ∈ ∂D(dp, ξ̇) , (6.36)
or equivalently
D(q, η) ≥ D(dp, ξ̇) + τ : (q − dp) + ḡ(η − ξ̇) . (6.37)
The primal formulation of classical plasticity at finite deformations was developed by
Eve et al. [79].
Remark 6.2. Analysis of the finite-strain plasticity problem is a far more delicate
matter than for the infinitesimal theory. The energetic approach pioneered by Mielke
[132] appears to be the appropriate framework for such an analysis. We do not attempt
to analyse the finite-strain problem in this work.
6.4.1 Time-discrete approximation of the flow law
In this section we discretise the flow law (6.32)–(6.34) in time using a backward-Euler
scheme.
We denote an arbitrary function ψ evaluated at time tn as ψ
n. Consider a partition
of the time interval [0, T ] into N subintervals with node points tn = nk, 0 ≤ n ≤ N ,
where ∆t = tn − tn−1 = T/N is the step-size.
The strain driven solution algorithm adopted here for the solution of the coupled
elastoplastic problem, and described in the next chapter, allows F n to be treated
as known, but not its decomposition into elastic and plastic parts. The full state of
the system is assumed known at the beginning of the current time step n from the
equilibrium state at the end of the previous time step n − 1. The increment in a
quantity within a time step is defined by
∆(·) := (·)n − (·)n−1 = (·)n − (·)0 .
Following Simo and Miehe [167] we assume the following exponential approxima-
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Using the multiplicative decomposition of F we obtain










































n−1 using (6.23) .
Rearranging, we obtain




where F e⋆ is the trial elastic deformation gradient arising from the assumption that
the plastic deformation is “frozen” during the time step. As with the elastic left
Cauchy–Green tensor, the trial elastic left Cauchy–Green tensor can be expressed as






n⋆(A) ⊗ n⋆(A) , (6.39)
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Substituting the evolution equation for dp (6.32) into (6.38) we arrive at the time-
discrete expression of the evolution relations in the form






F e⋆ , (6.40)




∆γ ≥ 0, f(τ , ḡ) ≤ 0, and ∆γf(τ , ḡ) = 0 . (6.42)
The evolution relations in the above form enforce the plastic incompressibility con-
straint that det [F p] = 1 [164].
The assumption of an isotropic elastic response implies that the Kirchhoff stress
tensor and the elastic left Cauchy–Green tensor are coaxial, that is, their principal di-
rections coincide [164]. Furthermore, the isotropic assumption implies that the elastic









⋆(A) ⊗ n⋆(A) .
Using the definition of the trial elastic left Cauchy–Green tensor (6.39), the algo-













The preceding formulation for the evolution equations yields the following remark-
able results [164]:
1. The principal directions nAn of the unknown stress τ n, and the unknown left
Cauchy–Green tensor coincide with the known trial principal directions of the
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2. Taking the logarithm of both sides of (6.43), and using the Hencky model and the
von Mises yield criterion one obtains the time-discrete approximation of (6.32)–
(6.34) as
εen = ε
e⋆ −∆γ ∂f̄(τ̄ , ḡ)
∂ dev[τ̄ ]
= εe⋆ −∆γν , (6.44a)








∆γ ≥ 0, f̄(τ̄ n, ḡn) ≤ 0, ∆γf̄(τ̄ n, ḡn) = 0 , (6.44c)
where the normal to the yield surface is denoted ν and the von Mises yield function
in the principal directions is denoted f̄ ; that is,










| dev[τ̄ ]| =
dev[τ̄ ⋆]
| dev[τ̄ ⋆]| . (6.46)
Remark 6.3. The primary motivation for adopting a flow rule of the form given in
(6.44a)–(6.44c) is that it preserves the simplicity of the return mapping algorithms
used in the infinitesimal theory. This remarkable feature, first reported in the above
form in the pioneering work of Simo [163], allows us to extend the strategy developed
in Part I for the case of infinitesimal gradient plasticity to the finite-strain regime in
a relatively straightforward manner. Geers [83] has also exploited this feature as a




















The method of enhanced assumed strains
The constraint of incompressible plastic deformation renders classical finite element
approximations utilising low-order elements susceptible to problems related to volu-
metric locking (see, for example, Hughes [102] and Belytschko et al. [23] for detailed
overviews of locking in the context of linear and nonlinear problems respectively).
Furthermore, low-order elements generally perform poorly in problems where the de-
formation is bending dominated. Low-order elements are preferable, however, as they
reduce the computational expense and are more robust for large-deformation prob-
lems. In addition, the implementation of the discontinuous Galerkin problem for the
model of gradient plasticity considered here, and detailed in Chapter 8, is greatly
simplified when using low-order elements.
We choose to address the aforementioned limitations by using the enhanced as-
sumed strain formulation first proposed for nonlinear problems in elasticity and elasto-
plasticity by Simo and Armero [165] and subsequently extended in [171, 86, 10]. In the
enhanced assumed strain formulation the deformation gradient is additively composed
of the conventional approximation based on the interpolation of the displacement and
an enhanced part; that is,





The enhanced part F̃ h is endowed with various properties to circumvent locking
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formulation was originally developed for infinitesimal deformation problems by Simo
and Rifai [168].
An additional motivation for selecting the enhanced assumed strain formulation is
its improved ability, relative to the widely used Q1–P0 formulation (bilinear displace-
ment and constant pressure field interpolations), to sharply discern the extent of a
shear band for problems involving a softening material [171]. The ability to predict
meaningful mesh-independent solutions for softening problems is one of the key mo-
tivations behind the gradient plasticity model examined in this work. Furthermore,
pressure-smoothing routines, required to smooth potential pressure oscillations that
arise in Q1–P0 approximations, are not required.
Discontinuous Galerkin approximations for problems in nonlinear elasticity have
been the subject of recent investigations by ten Eyck and Lew [180], ten Eyck et al.
[181, 182] and Noels and Radovitzky [141]. Discontinuous Galerkin approximations
for the displacement field are an effective approach to overcome problems related to
locking that arise in incompressible nonlinear elasticity and plate bending applica-
tions [74, 29, 14, 187]. The problem of vanishing compressibility for the infinitesimal
theory has been addressed using discontinuous Galerkin methods in [190, 96, 54, 101],
amongst others, while ten Eyck and Lew [180] have considered the extension to the
nonlinear regime. Furthermore, the analysis of the small-strain gradient plasticity
problem using the discontinuous Galerkin method for the approximation of both the
displacement and plastic strain fields was presented in Chapter 3.
The weak imposition of interelement continuity in discontinuous Galerkin formu-
lations provides the solution with the additional “flexibility” to overcome locking
while still imposing the incompressibility constraint. The weak imposition of interele-
ment continuity may, at first, appear to produce results that seem “incorrect” but, as
clearly demonstrated by ten Eyck and Lew [180], the discontinuous Galerkin approx-
imation can be more accurate and less computationally expensive than a conforming
approach. Consider, for example, the results in Fig. 7.1 taken from ten Eyck and Lew
[180] for the indentation of an incompressible neo-Hookean material. The results on
the left, obtained using the discontinuous Galerkin formulation, are as accurate as










7 The method of enhanced assumed strains 167
Fig. 7.1. Comparison of a discontinuous Galerkin approximation (left) and a conforming approximation
(right) of a problem in incompressible elasticity (from [180])
Discontinuous Galerkin approximations of problems in nonlinear elastodynamics
have also been investigated by Noels and Radovitzky [141]. They used a conventional
second-order central-difference explicit scheme to perform the temporal integration. In
determining the critical time step duration they took into account the discontinuous
nature of the displacement approximation. Furthermore, they considered problems
involving significant plastic deformation.
The focus of the work here is on a formulation of gradient plasticity that utilises the
discontinuous Galerkin approach. We therefore do not use the discontinuous Galerkin
method for the displacement field to overcome locking related problems but rather,
as mentioned previously, adopt the more widely used method of enhanced assumed
strains.
The objective of this chapter is to review the method of enhanced assumed strains
for plane problems in nonlinear elasticity. The extension of the formulation to prob-
lems in plasticity follows in a straightforward manner due to the strain driven nature
of the formulation. The method of enhanced assumed strains is independent of the
choice of constitutive model. Indeed, we will use the enhanced assumed strains for-
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The chapter concludes with several numerical examples that compare the per-
formance of the enhanced assumed strain formulation with other approaches in the
literature. While the performance of the enhanced assumed strain formulation is sat-
isfactory, evidence of nonphysical hourglass modes remain for certain problems. These
hourglass modes are present in several of the results presented in the literature using
alternative formulations, but are yet considered acceptable. There are clearly still open
issues in the approximation of nonlinear incompressible media using finite elements
(see, for example, the comments in Auricchio et al. [17]).
7.1 An enhanced assumed strain formulation of nonlinear
elasticity
The first objective of this section is to present the spatially-discrete nonlinear elasticity
problem obtained using the enhanced assumed strain finite element formulation. The
second objective is to develop the fully-discrete incremental problem and to give the
corresponding matrix expressions.
7.1.1 Semi-discrete problem
Let T 0h = {K0} be a shape-regular subdivision of the reference domain Ω where K0
are, here, quadrilateral subdomains (finite elements) as shown in Fig. 7.2. We denote
by h0K = diam[K
0] a measure of the element size and by h = max {h0k, K0 ∈ T 0h } a
measure of the maximum element size in the discretisation.
Following standard finite element procedure we approximate the displacement
field u by a trial function uh ∈ V h, where V h is a finite-dimensional subspace of
V = H1(Ω)2. Over each element we associate a finite-dimensional function space
X with basis functions NAϕ , (A = 1, . . . , n
e
node) defined on the reference element
K̂ ∈  = [−1,−1]× [1, 1]. As in the infinitesimal theory, nenode denotes the number of
displacement nodes per element. For the choice of bilinear elements considered here
nenode = 4.
The interpolation of the reference domain and the approximation of the displace-
























Fig. 7.2. Schematic of the motion and the isoparametric map












where XA are the reference coordinates of, and uA the displacement at node A. The
points ξ = (ξ, η) ∈  are coordinates in the reference element.
The deformation gradient is interpolated across an element from the current nodal
















xA(t)⊗GRADX [NAϕ ] . (7.1)
The time-independent derivatives of the basis functions NAϕ relative to the reference
configuration are determined from
GRADX [N
A








is the Jacobian between the reference configuration and the reference element, with
the Jacobian determinant denoted by
j = det[J(ξ)] .
The enforcement of incompressible plastic deformation results in classical finite
element approximations using low-order elements being susceptible to problems aris-
ing due to volumetric locking. We choose to address this shortcoming by using the
enhanced assumed strain formulation [165, 171, 86, 10] in which the deformation gra-
dient is additively composed of the conventional approximation given in (7.1) and an
enhanced part; that is,





The enhanced deformation gradient will be distinguished henceforth from the con-
ventional deformation gradient by the presence of a super- or subscript h.
The enhanced part of the deformation gradient is constructed on the reference
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deformation gradient is then mapped to the current configuration S = ϕ(Ω) via the
reference configuration Ω. The enhanced deformation is denoted F̃ in the reference




















Fig. 7.3. Schematic of the motion in the enhanced assumed strain formulation (from [172])
Constructing F̃ h on the reference element allows the interpolation to be endowed
with various properties critical to the stability and variational consistency of the
method (see [165, 171] for further details). The linear map F is constructed subject
to the restriction that is has a zero mean value over the reference element; that is,
∫

F dξ = 0 .
Several transformations of F ∈  to F̃ ∈ Ω have been proposed in the literature.
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where
J0 = J(ξ = 0) and j0 = det[J0] . (7.4)
This transformation is motivated by the incompatible modes element proposed by
Taylor et al. [179]. A transformation subsequently proposed by Korelc and Wriggers







Both transformations possess the property
∫
K0
F̃e(ξ) dX = 0 . (7.6)
The space of enhanced deformation gradients is thus fully specified once the map
F̃ is defined. The enhanced interpolations are approximated from the scalar nodal






where nenh denotes the number of enhanced variables. Four choices for F investigated





















































































It should be emphasised that the nodal values of the enhanced parameters are internal
to the element; that is, interelement continuity of Γ is not required.
The mapping F̃ is transformed to the current configuration using the formula
F̃ h = F
h
0 F̃ where F
h
0 = GRADX [ϕh]|ξ=0 . (7.9)
The use of F h0 in the mapping ensures that the formulation is frame-invariant. In
addition F̃ h has a zero mean over an element.
The structure of F̃ h chosen here is based on the recommendations made in Glaser
and Armero [86]; that is, the form of F is given by (7.8c) and the transformation
F̃(ξ) by (7.5), thereby introducing an additional four internal degrees of freedom per
element. These additional degrees of freedom are condensed out at element level as
they are not subject to interelement continuity constraints.
Following Simo et al. [171], the variational equations governing the quasi-static
enhanced finite element formulation are
∫
Ω
P h : GRAD[δϕh] dX =
∫
ΓT




P h : δF̃ h dX = 0 ∀δF̃ h ∈Mh , (7.10b)
where δϕh are material test functions, and M
h the space of admissible enhanced de-
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the conservation of linear momentum while (7.10b) enforces orthogonality between
the enhanced variables and the stress.
The most efficient numerical realisation of the enhanced assumed strain method
is obtained by restating the weak form of the governing equations (7.10a)–(7.10b) in
terms of variables defined on the current configuration as follows:
∫
Ω
τ h(F h) : ∇̃(δϕh) dX =
∫
ΓT
tn · δϕh dS , (7.11a)
∫
Ω
τ h(F h) : sym[∇̃(δϕh)] dX = 0 , (7.11b)
where
∇̃(δϕh) := GRADX [δϕh]F−1h .
The constitutive models presented in Chapter 6 can be used without modification
by simply using the enhanced assumed strain definition of the deformation gradient.
The super- or subscript h will be omitted subsequently from all symbols other than
F h, where convenient, to simplify the notation.
7.1.2 Linearised semi-discrete problem
The linearisation of the weak form of the governing equations (7.11a)–(7.11b) is a key
step in the development of the incremental finite element problem. The linearisation
procedure is presented in detail in [86, 10]; thus, only certain key aspects are discussed
here. We shall adopt Voigt notation, as in Chapter 4, to express second- and fourth-
order tensors as vectors and matrices respectively. Variables expressed using Voigt
notation are distinguished using upright font.
The Kirchhoff stress tensor τ = PF Th is expressed using Voigt notation as
τ := [τ11 τ22 τ12]
T .
Furthermore, we define the various material and spatial gradients of the basis function
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GRADX [N
A] = J−T GRADξ[N
A] ,
GRAD0[N
A] = J−T0 GRADξ[N
A(ξ = 0)] ,
∇0[NA] = F−Th0 GRAD0[NA] ,
GRADX [N
A] = GRADX [N
A] + F̃T GRAD0[N
A] ,
∇̄[NA] = F−Th GRADX [NA] .
Substituting the finite element approximations into the weak form of the governing
equations produces the following two spatially discrete residual equations
R = f ext − f int










gTτ dX = 0 , e = 1, 2, . . . , nel , (7.13)
where R is the residual vector associated with (7.11a), reenh is the residual vector
associated with (7.11b) at the element level, and f ext is the external force vector due





1 . . . bnnode
]













2̄ ] = ∇̄NA .
The linearised enhanced strain operator g is defined by
g =
[
g1 . . . gnenh
]
































and FI is defined in (7.7).
The time domain under consideration [0, T ] is divided intoN time steps of duration
∆t = T/N . The complete system state is assumed known at the beginning of time
step n from the converged conditions at the end of time step n− 1.











and the vector of enhanced variables at the element level is
denoted Γ e = [Γ1 Γ2 Γ3 Γ4]
T . Linearisation of the system of governing equations
(7.11a)–(7.11b) about the current time step produces the following set of matrix














The tangent matrix K is additively composed of material and geometric parts, due





















where K is assembled from the individual element contributions ke as K = A
e
ke.







































































for A = 1, . . . , nnnodes and J = 1, . . . , nnenh ,
and where c denotes the spatial tangent modulus.
The enhanced parameters are defined locally at the element level. Static conden-
sation of the enhanced parameters leads to the reduced system
K⋆∆d = R⋆ (7.14)



















and where ke21 = k
e
12
T . The increment in the enhanced parameters at the element
level can be recovered from the increment in nodal displacements as
∆Γ e = [ke22]
−1
(
renh − ke(k)21 ∆de
)
.
The reduced system of governing equations are solved iteratively using a predictor–
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arises due to the increment in loading taking into account the constitutive relations
governing the material response.
7.2 Numerical examples
The enhanced assumed strain formulation is implemented within the finite element
code developed for this work. The implementation of the enhanced assumed strain
method is validated by comparing the results obtained for a series of benchmark
problems with those in the published literature. A compressible neo-Hookean consti-
tutive model is considered, with Λ and µ given as 4×105 and 80.19 respectively. This
choice of Lamé moduli renders the material quasi-incompressible. Details of the neo-
Hookean model were presented in Section 6.1.5. Plane strain conditions are assumed
appropriate; volumetric locking does not occur in plane stress problems due to the
ability of the material to deform in the out-of-plane direction and thereby satisfy the
incompressibility constraint without locking.
7.2.1 Upsetting problem
The simulated upsetting of a unit block, the geometry of which is shown in Fig. 7.4, is
studied in Wriggers and Hueck [191]. A rigid frictionless platen displaces the upper-
edge of the domain downwards to produce a final upsetting of 30 % of the initial
domain height. The lower-edge of the block is fully constrained. A relatively coarse
uniform 10× 10 finite element mesh is used to allow for direct comparisons with the
results presented by Wriggers and Hueck.
The force acting on the platen versus the imposed displacement for a variety of
different element formulations is shown in Fig. 7.5(a) taken from [191]. The response of
the conventional bilinear Q1 element clearly exhibits an overly stiff response indicative
of volumetric locking. The widely used Q1–P0 formulation, the incompatible modes
formulation QM6 developed by Taylor et al. [179] and the QS6 element developed
by Wriggers and Hueck [191] all demonstrate the correct locking-free response. The
force versus displacement history obtained here using the enhanced assumed strain
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1
1
Fig. 7.4. Diagram of the upsetting problem
[191] thereby demonstrating the effectiveness of the method to overcome volumetric
locking and partially validating the implementation within the finite element code.
(a) Wriggers and Hueck [191]




























(b) Enhanced assumed strain formulation
Fig. 7.5. Relationship between the force on the platen and the imposed displacement for a variety of different
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The final deformed block configuration obtained using the enhanced assumed strain
formulation and that obtained by Wriggers and Hueck [191] using the QS6 element
are shown in Figs 7.6(a) and 7.6(b). The results are identical. The final deformed
configuration suggests that some hourglassing is still present in the elements that
contain as their boundaries the lower edge of the domain where the displacement is
fully constrained. The additional displacement constraints arising from the Dirichlet
boundary conditions appear to make it impossible for these elements to satisfy the
incompressibility constraint without undergoing some hourglassing.
Both simulations use a 5-point quadrature rule proposed by Simo et al. [171].
The 5-point quadrature rule significantly reduces the computational expense of the
formulation relative to a 9-point (3 × 3) rule without sacrificing accuracy. The final
deformed configuration obtained using a 3× 3 rule, shown in Fig. 7.6(d), is identical
to that obtained using the 5-point rule. A 2 × 2 quadrature rule is insufficient to
properly integrate the bilinear forms arising in the enhanc d assumed formulation as
indicated by the presence of the hourglass modes in Fig. 7.6(c). Wriggers and Hueck
obtained the identical erroneous results using a 2× 2 quadrature rule. The extent of
the hourglassing is no longer restricted to the region near the lower boundary as it
was when using the 5-point and 3 × 3 quadrature rules; the hourglassing effects all
elements in the domain.
The values of the enhanced variables ΓA (A = 1, . . . , 4) superimposed upon the
deformed domain are shown in Fig. 7.7. As expected, the magnitude of the enhanced
variables is greater in those elements on the lower outer edge that undergo a signif-
icant distortion. These results are purely illustrative as the enhanced variables are
defined on the reference element K̂ and the orientation of the elements in the current
configuration is not necessarily the same for all elements. The aim here is to indi-
cate the regions in which the enhanced parameters are activated and their relative
magnitudes.
The enhancement results in the determinant of enhanced deformation gradient F h
remaining close to unity even in the highly distorted elements, as shown in Fig. 7.8(a).
The variation in the conventional deformation gradient det[GRADX ϕ] across the
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(a) Enhanced assumed strain formulation with a 5-
point quadrature rule
(b) Wriggers and Hueck [191] formulation
with a 5-point quadrature rule rule
(c) Enhanced assumed strain formulation with a 2×
2 quadrature rule
(d) Enhanced assumed strain formulation with a 3×
3 quadrature rule
Fig. 7.6. Final deformed block configuration after an upsetting of 30 % obtained using three different
quadrature rules
right-hand side of the domain have distorted to such a degree that the determinant
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(a) Γ1 (b) Γ2
(c) Γ3 (d) Γ4
Fig. 7.7. Value of the enhanced variables {Γ1, Γ2, Γ3, Γ4} superimposed upon the deformed domain
(a) det [F h] (b) det [GRADX ϕ]
Fig. 7.8. Variation in the minimum value of the determinant of the enhanced and conventional components
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7.2.2 Cook’s membrane problem
Consider the tapered cantilever fully fixed on the left edge and subjected to a shearing
load F = 100 on the right edge, as shown in Fig. 7.9. The linear elastic version of
this problem is frequently referred to as the “Cook’s membrane problem”, and is used
to ascertain the performance of an element under bending-dominated deformation.
The nonlinear elastic version of the problem for quasi-incompressible material has
been used as a benchmark problem in [165, 191, 86] amongst others. The vertical
displacement of the upper right vertex of the cantilever is used to assess the bending
performance of the formulation in the quasi-incompressible regime. The load is applied
here in 100 equal intervals.
Fig. 7.9. Geometry of the Cook’s membrane problem
Figure 7.10 shows the relationship between the tip deflection and the number
of elements per side (a measure of the mesh size). The poor performance of the
conventional bilinear Q1 element in bending-dominated problems is responsible for
the extremely slow convergence rate seen in Fig. 7.10(a) taken from [191]. The rapid
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(a) Tip deflection versus the number of el-
ements per side (from [191])



























(b) Tip deflection versus the number of elements per side ob-
tained using the enhanced assumed strain formulation
Fig. 7.10. Relationship between the tip deflection and the mesh resolution for the Cook’s membrane problem
The performance of the enhanced assumed strain formulation for both regular,
skewed and unstructured discretisations of the domain is shown in Fig. 7.10(b). The
number of elements per side in the case of the unstructured mesh is obtained by
taking the square root of the total number of elements. The rapid rate of convergence
obtained using the regular discretisation is near-identical to that reported in [191] for
the QS6 element. The rate of convergence obtained using the skewed mesh is slower
than that obtained using the structured mesh.
The final deformed configuration of the cantilever obtained using the enhanced
assumed strain formulation with a variety of structured, unstructured and skewed
meshes is shown in Fig. 7.11. The final tip deflections are given in Table 7.1. It is clear
that the enhanced assumed strain formulation performs well in bending-dominated
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(a) 2 × 2 structured (b) 4 × 4 structured (c) 8 × 8 structured
(d) 20 × 20 structured (e) 30 × 30 structured (f) 244–element unstructured
(g) 4 × 4 skewed (h) 8 × 8 skewed
Fig. 7.11. Initial (dashed black line) and deformed (solid blue line) configurations for the various structured,
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Table 7.1. Vertical tip displacement of the cantilever obtained using various triangulations
Mesh Vertical tip displacement
2× 2 structured 5.0709
4× 4 structured 6.1996
8× 8 structured 6.6558
20× 20 structured 6.8451
30× 30 structured 6.8783
4× 4 skewed 6.0560
8× 8 skewed 6.4327
244–element unstructured 6.7732
7.2.3 Indentation problem
The indentation problem consists of a rubber block of rectangular cross-section in-
dented by a frictionless rigid indenter also of rectangular cross-section as shown in
Fig. 7.12. This example was considered by Crisfield et al. [60] to investigate a range
of low-order element formulations for finite-strain problems under high compressive
strains. The problem has subsequently been used as a benchmark by Kasper and
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The problem is analysed using the original enhanced assumed strain formulation
proposed by Simo et al. [171] as well as the modified formulation proposed by Glaser
and Armero [86] as used in the previous examples. The results obtained are compared
with those in the published literature in Fig. 7.13.
The problem was analysed by de Souza Neto et al. [65] using an extension of their
F-bar formulation, while Kasper and Taylor [108] used a mixed–enhanced formulation.
The results obtained by de Souza Neto et al. on a coarse 8×4 mesh are reproduced in
Fig. 7.13(e). The total indentation is 25 % of the domain height. Kasper and Taylor
analysed the problem using a more refined 20× 10 mesh with the final configuration
after a 25 % indentation reproduced in Fig. 7.13(f). The results given in the two afore-
mentioned publications demonstrate significantly different behaviour. These different
results can be reproduced using the enhanced assumed strain formulation by making
different choices for the form of the enhanced field.
The results obtained using the enhanced assumed strain formulation proposed
by Simo et al. [171] are shown in Fig. 7.13(a). The final deformed configuration
is very similar to that obtained by de Souza Neto et al. with what appear to be
hourglass modes present. The results obtained using the original enhanced assumed
strain formulation on the 20 × 10 mesh are given in Fig. 7.13(b). The simulation
could not proceed beyond the 12.75 % indentation indicated due to excessive element
distortion in the central region below the indenter. The results obtained here using the
modified enhanced assumed strain formulation proposed in [86] are shown in Figs.
7.13(c) and 7.13(d). The results are very similar in nature to those of Kasper and
Taylor presented in Fig. 7.13(f).
Remark 7.1. The findings presented here emphasise the need for well-constructed
benchmark tests for the validation of methods to circumvent locking. There appear
to be inconsistencies in what constitutes a successful benchmark validation for rel-
atively simple problems involving quasi-incompressible materials at finite strains. A
more detailed investigation of the factors contributing to these inconsistencies is rec-
ommended. As mentioned in the introduction to this chapter, there are clearly still
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(a) 8 × 4 Simo et al. formulation (b) 20 × 10 Simo and Armero formulation 12.75%
indentation
(c) 8 × 4 enhanced assumed strain Glaser and
Armero formulation
(d) 20 × 10 Glaser and Armero formulation
(e) 8 × 4 F-bar formulation [65] (f) 20 × 10 mixed–enhanced formulation [108]
Fig. 7.13. Initial and deformed domain after an indentation of 25 %, unless otherwise stated, obtained












A discontinuous Galerkin formulation of gradient
plasticity at finite strains
A predictor–corrector solution strategy has been adopted here to solve the gradient
elastoplasticity problem at finite strains. The approximation of the incremental form
of the equilibrium equation using an enhanced assumed strain formulation, as pre-
sented in the previous chapter, constitutes the predictor step of the algorithm. The
outcome of the predictor step is an approximation of the deformation field. The form
of the corrector step varies according to the constitutive model adopted. The objec-
tive this chapter is to present details of the corrector step for the model of gradient
plasticity considered here at finite strains.
The corrector step for the model of gradient plasticity involves the solution of the
discretised weak form of the plastic flow law using a discontinuous Galerkin finite
element formulation. We therefore do not assume continuity of the effective plastic
strain field but impose this in a weak sense where needed. The key steps involved
in this procedure and the motivation for the selection of a discontinuous Galerkin
formulation have been presented in Part I and in particular, in Chapter 4, where
the algorithm for the small-strain case was described in detail. Furthermore, the
assumption of an exponential approximation for the evolution of plastic flow (as
detailed in Chapter 6) renders the corrector step near-identical to the small-strain
problem. Indeed, this was the motivation for selecting the exponential approximation
proposed by Simo [163]. The focus of the current chapter is, therefore, on features of
the corrector step particular to the finite-strain problem.
The gradient plasticity model analysed here has been extended to the finite-strain
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Li and Cescotto [113] considered a conforming approximation in which the Laplacian
term in the yield criterion was interpolated locally from neighbouring quadrature
points. A mixed finite element formulation was adopted and low-order Q1 elements
used in combination with a reduced quadrature scheme to circumvent volumetric
locking. Details of the consistent tangent predictor are given. The approach of Ra-
maswamya and Aravas [150] also makes use of an exponential approximation for the
evolution of plastic deformation. A conforming C0 finite element approximation is
adopted for the interpolation of the effective plastic strain. Mikkelsen [134] consid-
ers both a C0 and a C1 formulation and presents a series of examples in two and
three dimensions that demonstrate the effectiveness of the approach in circumventing
the various pathologies associated with locking. The approach of Liebe et al. [116],
an extension their previous work for small strains [115], bears various similarities to
the formulation presented here. They present the constitutive equations in a ther-
modynamically consistent manner. The nonlocal algorithmic consistency condition is
solved using a conforming formulation within a standard finite element framework.
Furthermore, a series of numerical examples demonstrate the effectiveness of their
strategy.
The structure of this chapter is as follows. A thermodynamically consistent formu-
lation of the constitutive equations is given in Section 8.1. The formulation exploits
the dissipation inequality to derive the constitutive relations and define the various
conjugate quantities. The nature of the additional boundary conditions that arise
due to the model of gradient plasticity is made clear and their treatment discussed.
A brief overview of the discontinuous Galerkin approach is then given in Section 8.2.
The chapter concludes with details of the algorithm and, in particular, the derivation
of the consistent tangent predictor, an essential component of an efficient numerical
implementation.
8.1 Constitutive relations and the flow law
As with the classical problem of finite plasticity discussed in Chapter 6, the response
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an elastic part W̄ e and a plastic part W̄ p. The free energy function is extended to
the gradient regime by including in W̄ p an additional quadratic term involving the
gradient of the equivalent plastic strain; that is,








where, as in the infinitesimal formulation, k3 > 0 is the gradient hardening constant.
The classical plasticity formulation is recovered by setting k3 = 0.
Following the same classical thermodynamic arguments [55] exploited previously,
the dissipation inequality is used to derive consistently the constitutive relations and
the quantity conjugate to the gradient of the internal hardening parameter rate as
follows:
0 ≤ τ : d− Ẇ



















F eT : de + ḡξ̇ +m · ∇ξ̇ . (8.1)
Here C̄
e
= F eTF e is the elastic left Cauchy–Green tensor defined in (6.19), and, as
with the classical problem, ḡ := −∂W/∂ξ, andm := −∂W/∂∇ξ. From the dissipation
inequality (8.1) we obtain, as before, the elastic relation for the Kirchhoff stress τ as







and, hence, the reduced dissipation inequality in the form
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The gradient plasticity model considered here assumes, pointwise, an elastic do-
main E with boundary ∂E , the yield surface, and a generalised normality law. For
definiteness E is assumed here to be defined by the von Mises condition restricted
to linear isotropic hardening and extended to the gradient regime. The region of
admissible generalised stresses is defined as the set (τ , g) that satisfies




(κ− (ḡ − div[m])︸ ︷︷ ︸
g
) ≤ 0 , (8.4)
where g := ḡ − div[m].
The plastic deformation evolution expressions for classical plasticity were presented
in both their primal and dual forms in Section 6.4. Following the approach adopted
in Chapter 2 for the small-strain problem, the primal statement of the flow rule for
the case of gradient plasticity reads
τ ∈ ∂D(dp, ξ̇)
m
D(q, η) ≥ D(dp, ξ̇) + τ : (q − dp) + g(η − ξ̇) . (8.5)
Homogeneous boundary conditions on the internal hardening parameter are con-
sidered in the form
ξ = 0 on ∂SH and −m · n = k3
∂ξ
∂n
= 0 on ∂SF ,
where ∂SH and ∂SF are complementary subsets of ∂S. The motivation for imposing
the additional boundary conditions on the boundary of the domain is discussed further
in the next section on the solution algorithm.
As in the small-strain case, the appropriate integral expression of the flow law is
obtained by integrating (8.5) over the current domain, substituting for g, integrating
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∫
S






τ : (q − dp) dx+
∫
S




m · ∇[η − ξ̇] dx . (8.6)
The preceeding weak form of the flow rule forms the basis for the discontinuous
Galerkin formulation of gradient plasticity at finite strains.
8.2 A discontinuous Galerkin formulation
The corrector step for the solution of the incremental change in the internal hardening
parameter is performed here by solving the incremental form of the nonlocal plastic
flow law (8.6) using a discontinuous Galerkin finite element formulation. Interelement
continuity of the internal hardening parameter is therefore not assumed but is imposed
in a weak sense. We present in this section various features of the discontinuous
Galerkin formulation of the corrector step for the finite-strain problem.
It is worth recalling that we have chosen to use low-order bilinear Q1 elements
and an enhanced assumed strain formulation to interpolate the displacement field in
the predictor step, so that the edges f the elements are straight lines. An alternative
strategy using standard biquadratic Q2 elements to interpolate the displacement was
explored initially but the resulting discontinuous Galerkin problem is complicated
by the presence of curved element edges. It would appear that most discontinuous
Galerkin formulations of nonlinear problems in elasticity use low-order elements with
straight edges (see, for example, [180, 141, 181, 182]).
We denote by Pk(K) the space of polynomials of degree at most k ≥ 0 on K.
Let Th = {K} be a shape-regular subdivision of the current domain S as depicted
in Fig. 8.1 where, here, K are quadrilaterals. As indicated in the figure, interelement
continuity of the internal hardening parameter field is not assumed.
We consider here the subdivision of the current configuration as this is the place-
ment in which the nonlocal expression of the flow rule is most appropriately defined.
In the nonlocal implicit gradient framework proposed by Geers [83] it is also the cur-



















Fig. 8.1. Schematic of the subdivision of the current configuration S into nonconforming bilinear quadri-
lateral elements
has been investigated in the context of quasi-brittle damage by Steinmann [173], and
in the context of softening problems in the finite deformation regime by Geers [83].
The conclusions of these analyses appear to be that there is little difference between
the spatial and material settings. Modification of the approach adopted here to the
reference configuration would be trivial.
Let Eh = {e} denote the set of the edges of Th, and E inth = Eh\∂S the set of interior
edges. We associate with each edge e of an element Ki the outward unit normal vector
ni. For an edge that lies on the boundary ∂S of the domain, ni is defined to be the
outward normal to ∂S.
The jumps and averages, denoted J·K and { ·} respectively, of η ∈ L2(Eh), v ∈
L2(E)2 and v ∈ L2(E)2×2 across an interior edge e12 common to elements K1 and K2
are defined in a near-identical manner to that in Chapter 3 as follows:
JηK = η1n1 + η2n2 , { η} = 12(η1 + η2) ,
JvK = v1 ⊗ n1 + v2 ⊗ n2 , {v} = 12(v1 + v2) , (8.7)
Jτ K = τ 1n1 + τ 2n2 , { τ} = 12(τ 1 + τ 2) .
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JηK = η1n1 , { η} = η1 ,
JvK = v1 ⊗ n1 , {v} = v1 , (8.8)
Jτ K = τ 1n1 , { τ} = τ 1 .
8.2.1 Fully-discrete symmetric interior penalty discontinuous Galerkin
formulation
Consider a partition of the time interval [0, T ] into N subintervals with nodal points
tn = nk, 0 ≤ n ≤ N , where ∆t = tn − tn−1 = T/N is the step-size. Following the
approach detailed in Chapter 3 for the small-strain problem, we obtain the nonlocal
expression of the discrete consistency condition for ∆γ from the linearised, symmetric





























f̄(τ̄ ⋆, g0)̺ dx . (8.9)
The additional boundary conditions arising due the model of gradient plasticity
considered are assumed to be homogeneous and are applied on the external boundary
of the current domain, i.e. −m·n = 0 on ∂SF . This parallels the approach adopted by
Meftah et al. [128], Mikkelsen [134] and Neff et al. [138]. The partition of the domain
into active and plastic subsets is achieved, as in the small-strain case, by a local eval-
uation of the von Mises yield criterion at the level of the quadrature point. The value
of the trial yield function f ⋆ is set to zero for inactive quadrature points. The numer-
ical results presented in Chapter 9 indicate that this approach effectively imposes a
homogeneous Dirichlet condition on the internal elastoplastic boundary. One reason
for the change in methodology is an attempt to eliminate the computational expense
associated with explicitly tracking the elastoplastic boundary and applying boundary
conditions upon it. The approach adopted here simplifies the problem as the mov-
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approach significantly increases the size of the problem. Initial numerical results indi-
cate little difference in the solution but further work is indeed needed. Furthermore,
the choice of a more efficient programming environment (the high-level programming
environment Matlab [105] is used here) and parallel implementation should allevi-
ate the computational overhead. This recommendation is explored in more detail in
Chapter 10.
While the choice of appropriate boundary conditions for the internal hardening pa-
rameter field should generally be motivated by physical considerations, the emphasis
in this work is to demonstrate the salient features of the gradient plasticity formu-
lation. We remark however that any choice of boundary condition could, in theory,
be implemented. Further discussion on the physical implications of the additional
boundary conditions that arise in gradient plasticity formulations can be found in
Gurtin [89, 90] and Peerlings [146], amongst others.
The approximation of the displacement and hardening parameter fields using finite
element interpolation functions follows as per Sections 7.1.1 and 4.3.1. Substitution
of these approximations into the incremental discontinuous Galerkin problem (8.9)
yields the matrix problem for the nonconforming nodal values of the increment in the
hardening parameter, denoted ∆γ, as:
Kγ∆γ = F γ . (8.10)
8.3 Implementation of the predictor–corrector solution
procedure
As in the infinitesimal problem, a predictor–corrector solution algorithm is used to
solve the gradient plasticity problem for the increment in displacement and inter-
nal hardening parameter during a time step of duration ∆t = tn − tn−1 = tn − t0.
The predictor–corrector algorithm is described in Alg. 8.1. Due to the near-identical
structure of the finite- and small-strain plastic evolution relations, and the desire to
avoid unnecessary repetition, we choose to omit a detailed discussion of the finite-
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In particular, we derive the algorithmic consistent tangent for the classical and gradi-
ent formulations. The predictor step, that is, the solution of the enhanced equilibrium
equations, has been discussed in detail in Chapter 7 and example problems presented.
8.3.1 Derivation of the algorithmic tangent modulus for classical and
gradient plasticity
The convergence rate and stability of the predictor–corrector algorithm is governed
by the form of the predictor step. As demonstrated using numerical examples in
Chapter 5 for the small-strain problem and schematically in Chapter 6 the use of a
consistently derived predictor is optimal from the perspective of numerical efficiency.
We derive here the consistent algorithmic tangent predictor for the classical and
gradient plasticity problems. The classical derivation closely follows that in Simo
[164].
The algorithmic incremental constitutive relationship arising in the predictor step
takes the form
L∆uτ = c̄ [∇[∆u]] ,
where L∆uτ is the incremental form of Lie derivative of the Kirchhoff stress tensor
(see (6.17)), and c̄ the algorithmic tangent modulus. In order to preserve the quadratic
rate of convergence associated with a typical Newton–Raphson solution scheme for
the fully-discrete problem of finite plasticity one needs to formulate the algorithmic
tangent modulus in a manner that is consistent with the corrector step. The con-
sistently derived tangent modulus is denoted c̄con. The derivation of the algorithmic
consistent tangent modulus for the problem of finite-strain classical plasticity based
on the logarithmic hyperelastic–plastic model is near-identical to the infinitesimal
case, as demonstrated by Simo [163].
The algorithmic elastic constitutive relationship in the principal directions n⋆ of
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Algorithm 8.1 Algorithm for the finite element method approximation of the gra-
dient enhanced discontinuous Galerkin plasticity problem at iteration i of time step
n assuming linear isotropic hardening
Initial conditions
if i == 0 then
Record Ap0 := [C
p]−1 = F−1h b
eF−Th and g0
Set each quadrature point as inactive. c̄ep ← c̄ and ∆γ = 0
Determine nodal force contributions arising from applied tractions
end if
Predictor step
Assemble effective global stiffness matrix K̃
(i)
and effective residual force vector
from element contributions
Impose Dirichlet boundary conditions
Solve effective system for increment in nodal displacement vector δd and update di
for each element e do
Determine the increment in the enhanced variables ∆Γ e and update Γ ie
for each quadrature point do










Perform spectral decomposition of be⋆ and determine the principal trial stresses
τ ⋆
Determine trial yield state f̄(τ ⋆, gn)
if f̄(τ ⋆, g0) < 0 then
Quadrature point inactive τ = τ ⋆





Solve discontinuous Galerkin problem (8.10) for ∆γ
for each quadrature point do
Calculate ∇2 [∆γ] and update g
if current quadrature point is active then
Update γ and determine new stress state
Determine c̄ep using (8.14)
end if
end for
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τ̄ = c̄εe
= c̄ (ε− εp)
= c̄ε︸︷︷︸
τ̄ ⋆
−2µ∆γν using (6.44a) in Section 6.4.1 , (8.11)

















and where 1 := {1, 1, 1}T and Īd is the deviatoric identity matrix. We denote by c̄ep





































d − ν⋆ ⊗ ν⋆
)
. (8.13)
The term (⋆), however, depends on the form of the corrector step which differs for
classical and gradient plasticity. Details will be presented shortly. Once expressions
for (⋆) and (⋆⋆) have been obtained the algorithmic incremental tangent modulus



















⋆(A) ⊗ n⋆(A) ⊗ n⋆(B) ⊗ n⋆(B)
)
+ ḡ⋆ , (8.14)
where the nonzero components ḡ⋆IJKL of the fourth-order tensor ḡ
⋆ relative to the
basis {n⋆(A)} are defined by







2 − τJ (λe⋆I)2
(λe⋆I)
2 − (λe⋆J)2
for I, J = 1, 2, 3 and I 6= J .
For the case where λe⋆I = λ
e⋆
J we use the relations given in Chadwick and Ogden
[49, 50] and numerically exploited in Duffett and Reddy [71]; that is,









for I = J .
Classical plasticity
In the classical formulation of plasticity, the consistency condition is evaluated locally
at the level of the quadrature point to determine the increment in the internal hard-
ening parameter. Assuming plastic flow at the quadrature point under consideration,
0 = f̄(τ̄ n, ḡn)



















































Substituting (8.13) and (8.15) into (8.12) we obtain the expression for the consistent
















The matrix expression of the discontinuous Galerkin problem for the nodal increments
∆γ given in (8.10) can be rewritten as






⋆, g0) dx (8.16)
The expression for the term (⋆) in (8.12) is obtained by taking the derivative of
(8.16) with respect to εe⋆ to obtain
∂∆γ
∂εe⋆







f̄(τ ⋆, g0) dx





⋆ dx . (8.17)
The value of ∂∆γ/∂εe⋆ is extrapolated from the nodal values to the quadrature
points and denoted there as ∂∆γ/∂εe⋆|ξ. Substitution of (8.17) into (8.12) renders





































Numerical examples: finite-strain gradient
plasticity
The software realisation of the finite-strain discontinuous Galerkin formulation of
gradient plasticity is used to simulate the response of two example problems. These
problems demonstrate various features of the gradient plasticity formulation.
The first problem, a rectangular plate with a small initial imperfection subjected
to compressive loading where the material undergoes softening, is chosen to assess
the ability of the gradient plasticity formulation to overcome the pathological mesh-
dependence associated with classical problems involving softening, that is, when
k2 < 0. The problem has been investigated by several other researchers including
[145, 75, 4, 109, 68] and is near-identical to that presented in Section 5.1.1 under the
assumption of infinitesimal deformation. We circumvent problems associated with the
loss of residual strength at a material point by considering a relatively small deforma-
tion for this example problem. In addition, the influence of the internal length scale
on the response of the system is demonstrated. The influence of the penalty param-
eter in the discontinuous Galerkin formulation on the solution is also shown. As the
interelement continuity of the internal hardening parameter is imposed more poorly,
so the solution resembles the classical one. This suggests various interesting features
of a discontinuous Galerkin formulation in which moving interfaces and varying de-
grees of nonlocality could readily be accommodated. Indeed, the potential flexibility
of the discontinuous Galerkin method to accommodate a wide variety of problem
types within a familiar Galerkin finite element framework is one of the reasons for
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The second example problem concerns the indentation of a specimen where the
material undergoes a hardening response. The objective of this example problem is to
assess the behaviour of the gradient formulation for a system experiencing significant
deformation, especially in the region surrounding the indenter.
Plane strain conditions are assumed applicable, so that F hi3 = 1, i = 1, 2, 3. Ad-
ditionally, there is a need to introduce a remedy, here in the form of the enhanced
assumed strain formulation, to circumvent volumetric locking which does not arise in
the case of plane stress.
Conforming enhanced assumed bilinear elements are used to interpolate the dis-
placement field while nonconforming discontinuous bilinear elements are used to in-
terpolate the equivalent plastic strain field. The value of the penalty parameter β2 is
set to the value of the Young’s modulus of the material, unless otherwise indicated.
The five-point quadrature rule described in Chapter 7 is used to numerically integrate
volume contributions while edge contributions are evaluat d using a two-point rule.
9.1 Rectangular plate with a small initial imperfection
subjected to compressive loading
The plane rectangular plate with a small initial imperfection subjected to compressive
loading is shown in Fig. 9.1. The lower edge of the plate is prevented from displacing
vertically and, in addition, the lower left-hand corner of the plate is prevented from
displacing in the horizontal direction. The material properties of the plate are listed
in Table 9.1. The formation of the shear band is induced via the introduction of a
10 mm square region in the lower left-hand corner of the plate in which the yield
strength is reduced by 10 % relative to the rest of the domain. Three regularly refined
and one skewed discretisation of the domain are considered.
The pathological localisation of the shear band to the scale of the discretisation
(that is, the mesh size) for the classical problem is evident in Fig. 9.2. Figures 9.2(a)–
9.2(c) indicate the active quadrature points superimposed upon the undeformed do-
main while Figs 9.2(d)–9.2(f) show the deformed domain superimposed upon the

















κ = 90 N mm−2
Fig. 9.1. Diagram of the rectangular plate subjected to compressive loading
Table 9.1. Material properties for the problem of a rectangular plate subjected to compressive loading
Young’s modulus E = 11920 N mm−2
Poisson’s ratio ν = 0.49
Yield stress κ = 100 N mm−2
Isotropic hardening constant k2 = −400 N mm−2
Gradient hardening constant k3 = 3600 N
deformed configuration of the plate is also dependent upon the discretisation; as the
element size is reduced so the plastic deformation localises to a narrower band result-
ing in significant element distortion within this region. The relationship between the
resulting force and the applied displacement on the upper edge of the plate, shown in
Fig. 9.3, illustrates once again the mesh-dependent response. The post-peak response
of the force displacement curve is governed by the discretisation: the finer the mesh,
the greater the rate at which the material loses residual strength.
The ability of the gradient plasticity formulation to produce solutions independent
of the mesh for softening problems is shown in Fig. 9.4. As the mesh resolution is
increased so the width of the shear band converges to a constant value determined
by the internal length scale. The final deformed configurations obtained using the
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(a) 6 × 12 (b) 12 × 24 (c) 24 × 48
(d) 6 × 12 (e) 12 × 24 (f) 24 × 48
Fig. 9.2. The position of the active quadrature points, denoted by open red circles, superimposed upon the
undeformed mesh (a)–(c) and the deformed mesh superimposed upon the undeformed mesh (d)–(f) for the
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6 × 12 classical
12 × 24 classical
24 × 48 classical
6 × 12 gradient
12 × 24 gradient
24 × 48 gradient
12 × 24 skewed gradient
Classical
Fig. 9.3. Comparison of the applied force versus the resulting displacement for both the classical and
gradient plasticity formulations
logical localisation demonstrated by the classical formulation has been overcome. The
final deformed configurations are extremely similar to one another with any minor
differences attributable to the improved solution resolution obtained upon mesh re-
finement.
Solution sensitivity to mesh orientation is another characteristic of the pathological
mesh-dependence exhibited by classical solutions to softening problems. The results
obtained using the skewed mesh, shown in Figs 9.4(d) and 9.4(h), coincide with those
obtained using the structured meshes upon refinement, once again indicating a mesh-
independent solution.
The derivation of the consistent tangent modulus in Section 8.3.1 was motivated
by the improved performance of the predictor–corrector solution algorithm relative to
the elastic predictor. The performance of the consistent tangent and elastic predictors
for the gradient plasticity problem are compared in Fig. 9.5 where the norm of the
force residual is given at each increment within a typical time step. As expected,
the consistent tangent predictor converges more rapidly than the elastic predictor;
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(a) 6 × 12 (b) 12 × 24 (c) 24 × 48 (d) 12 × 24 skewed
(e) 6 × 12 (f) 12 × 24 (g) 24 × 48 (h) 12 × 24 skewed
Fig. 9.4. The position of the active quadrature points, denoted by open red circles, superimposed upon the
undeformed mesh (a)–(d) and the deformed mesh superimposed upon the undeformed mesh (e)–(h) for the
various discretisations investigated using the gradient plasticity formulation
the same level of convergence. There is, however, additional computational overhead
associated with the construction of the consistent tangent modulus for each iteration.
The additional expense per iteration is, however, minor relative to the improved
overall efficiency of the consistent tangent formulation.
The influence of the penalty parameter β2 on the variation of ∆γ predicted within
a typical time step during the deformation process is depicted in Fig. 9.6. As shown in
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Fig. 9.5. Comparison of the norm of the force residual versus iteration number during a typical time step
for both the consistent tangent and elastic predictors
the approximation field sufficiently well. The use of a relatively small value of 10 for
the penalty parameter allows discernable discontinuities to develop in the approxima-
tion field, as shown in Fig. 9.6(b). As the penalty parameter is reduced further, so the
distribution of ∆γ resembles that obtained using the classical plasticity formulation.
The effectiveness of the formulation to distinguish the active and inactive regions is
clear, with the value of ∆γ being zero outside of the active zone containing elements
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(a) β2 = 11920 (b) β2 = 10
Fig. 9.6. The variation in ∆γ across the plate obtained using the gradient plasticity formulation with both










9.2 Indentation of a rectangular specimen 211
9.2 Indentation of a rectangular specimen
Half of the rectangular domain subjected to loading via a frictionless rigid indenter is
shown in Fig. 9.7(a). The domain is composed of a hardening elastoplastic material
with properties listed in Table 9.2. The indenter moves downwards at a constant rate
into the specimen resulting in significant deformation. The final indentation depth is
8% of the initial specimen height. Due to the symmetry of the problem, only half of the
domain is analysed and the appropriate boundary conditions imposed, as indicated







Fig. 9.7. Diagram of (a) the domain of the indentation test and (b) its finite element discretisation
Table 9.2. Material properties for the problem of a rectangular domain loaded via a rigid indenter
Young’s modulus E = 11920 N mm−2
Poisson’s ratio ν = 0.3
Yield stress κ = 100 N mm−2











212 9 Numerical examples: finite-strain gradient plasticity
The results predicted using the classical plasticity formulation at various stages
of the deformation process are shown on the right-hand side of Fig. 9.8. The results
obtained using the gradient plasticity formulation with an internal length scale of
2.83 mm are mirrored around the symmetry axis for the purpose of direct comparison
with the classical formulation and indicated on the left-hand side of Fig. 9.8. Details
of the gradient formulation will be given shortly. The positions of the quadrature
points are shown and the subset of those quadrature points that are active indicated.
Consider firstly the deformation history arising from the classical plasticity formu-
lation. Plastic flow is initiated in the vicinity of the outer edge of the indenter at a
very early stage in the deformation process. The plastic region grows into a “bulb”
surrounding an elastic wedge as indicated in the plot of the deformed domain after a
total indentation, denoted d, of 0.5 mm in Fig. 9.8(a). The extent of the plastic zone
after an indentation of 4 mm is shown in Fig. 9.8(b). The plastic zone has extended
downwards and outwards and the elastic wedge is no longer present. The plastic zone
has reached the lower and far upper boundaries of the domain after an indentation of
8 mm, as shown in Fig. 9.8(c). Two distinct inactive zones separated by active plastic
regions are now present.
The relationship between the resulting force on the indenter and the imposed
displacement is shown in Fig. 9.9. Also indicated are the positions in the indentation
history corresponding to the deformation states shown in Figs 9.8(a)–9.8(c).
The evolution of the plastic deformation for the gradient problem is similar to
the classical problem. The extent of the plastic domain at identical points in the
deformation history is greater due to the nonlocal gradient effects. This is indicated
in Fig. 9.8 by distinguishing the active quadrature points in the gradient solution that
are not active in the classical solution from the remaining active quadrature points
in the gradient solution. The extent of the plastic zone after an indentation of 8 mm,
presented in Fig. 9.8(c), shows the plastic domain extending to the far lower corner of
the domain. The classical solution reaches a similar state as the indentation proceeds
beyond 8 mm.
The influence of the internal length scale on the relationship between the resulting
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(c) d = 8 mm
Fig. 9.8. Comparison of the deformation of the indented domain obtained using the gradient (left) and
classical (right) plasticity formulations. The magnitude of the displacement field is superimposed upon the
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Gradient l = 2 mm
Gradient l = 2.83 mm
(a)



























Gradient l = 2 mm
Gradient l = 2.83 mm
(b)
Fig. 9.9. Relationship between the resulting force on the indenter and the imposed displacement for the
classical problem and the gradient problem using two different internal length scales
results are clearly influenced by the relative scale of the problem, that is the ratio of
the internal length scale to a characteristic dimension of the domain. The material
offers increased resistance to deformation with increasing internal length scale.
The variation in ∆γ at an indentation depth of 7 mm for the gradient problem
is shown in Fig. 9.10. As in the previous example problem, it is evident that the
discontinuous Galerkin formulation weakly imposes the interelement continuity of
∆γ sufficiently well.











Conclusions and recommendations for future work
A novel application of the discontinuous Galerkin finite element method to problems
in classical and gradient plasticity has been presented. The model of gradient plasticity
investigated, due to Dillon and Kratochvil [66], Aifantis [2] and Coleman and Hodgdon
[56], is based on the assumption of a von Mises yield function in which dependence is
on both the isotropic hardening parameter and its Laplacian. A careful analysis of the
underlying mathematical structure and the predictor–corrector solution algorithms,
required for the numerical realisation of the formulation within a finite element code,
was performed in the context of the infinitesimal-deformation problem. The extension
of the infinitesimal formulation to the finite-deformation regime followed; emphasis
was placed on retaining the key features of the small-strain formulation. Various prop-
erties of the formulation were elucidated using representative numerical examples.
The major contributions and findings of this work include the analysis of the well-
posedness and convergence of discontinuous Galerkin approximations for problems
in both classical and gradient elastoplasticity subject to the infinitesimal-strain as-
sumption. The analysis considered a discontinuous Galerkin approximation of both
the displacement and equivalent plastic strain fields. Error estimates that mimic those
obtained for classical plasticity within a conventional Galerkin formulation have been
derived for the semi- and fully-discrete approximations. The ability of the gradient
model to accommodate softening is clear from the analysis.
Predictor–corrector solution algorithms for the fully-discrete problem were devel-
oped and their convergence properties studied, initially in abstract form and sub-
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symmetry of the underlying bilinear form, thereby accommodating a broad range of
nonsymmetric discontinuous Galerkin formulations. The form of the consistent tan-
gent predictor, essential for the efficient numerical implementation, has been derived,
and its connection to the discontinuous Galerkin problem for the hardening parameter
made clear.
Finally, a number of numerical examples served to demonstrate the properties of
the algorithm as well as a range of features such as those associated with softening
and size dependence. As would be expected from the analysis, the pathological fea-
tures that arise in classical finite element formulations of problems with softening are
absent.
The extension of the model of gradient plasticity to the finite-strain regime was the
focus of the second part of this work. Attention was paid to developing a framework
that contained the key features of the infinitesimal problem; by adopting a logarithmic
hyperelastic–plastic model, the plastic flow relations tak a form near-identical to
the small-strain problem. The enhanced assumed strain formulation allowed locking-
free low-order elements to be used to approximate the displacement field in what is
essentially the predictor step of the solution procedure. The use of low-order elements
simplified the formulation of the nonlocal corrector step for the gradient plasticity
problem, solved here, as in the small-strain case, using a discontinuous Galerkin finite
element formulation to interpolate the internal hardening parameter.
Finally, two numerical examples served to demonstrate various properties of the
algorithm as well as a range of features associated with softening media and the
effect of the internal length scale on large deformation hardening problems. As would
be expected from the application of the formulation to small-strain problems, the
pathological features that arise in classical finite element formulations of problems
with softening are absent. In addition, for the hardening problem, increasing the ratio
of the internal length scale to the characteristic dimension of the domain increases
the apparent strength of the material. The effect of varying the penalty parameter
associated with the discontinuous Galerkin interpolation was demonstrated.
The primal formulation of the plasticity problem has been exploited extensively
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solution algorithms for the small-strain problem; a task for which it is particularly
well suited. The equivalence of the primal and more widely adopted dual formulation
was demonstrated and exploited in the implementation of the solution algorithm. A
flexible object-based finite element code, developed for this project, provided the basis
for the numerical investigations.
The primary benefit of adopting a discontinuous Galerkin formulation for models
of gradient plasticity is that it offers the additional flexibility to handle the higher-
order terms that arise within a consistent finite element formulation. Continuity of
the internal hardening parameter field is not assumed but imposed consistently in
a weak sense. Indeed, the solution algorithms developed here are, in general, direct
extensions of those for classical plasticity.
There remain a number of avenues which require further exploration and study.
First among these would be the analysis of more computationally challenging plane
problems, that is, problems with greater levels of mesh refinement. The second would
be the extension of the present work to three space dimensions, the framework for
which has already been laid in much of the work reported here. The programming
environment used here to implement the finite element formulation is a major obstacle
to overcoming the aforementioned challenges. The object-oriented C++ finite element
library deal.ii [20, 19] has been identified as one of several possible environments that
will facilitate the simulation of more complex problems. Indeed, initial investigations
of the extension of the work reported here to models of rate-independent single crystal
plasticity in three space dimensions have demonstrated the effectiveness of deal.ii.
A related issue is the design of efficient large-scale discontinuous Galerkin finite
element programming methodologies to truly assess the computational efficiency of
the method relative to a conforming approximation. The finite element library deal.ii
contains optimised tools for discontinuous Galerkin finite-element-based approxima-
tions. Furthermore, the conforming gradient plasticity model developed by Liebe and
Steinmann [115], which bears many similarities to the model presented here, and
the finite-strain crystal plasticity formulation of Schmidt-Baldassari [160] have been
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The extension of the current work to account for dynamic effects is another recom-
mended extension. The algorithms developed by Simo [163, 164] for classical dynamic
elastoplasticity would provide the foundation for such an extension. The recent work
of Noels and Radovitzky [141] documenting an explicit discontinuous Galerkin for-
mulation for nonlinear elastodynamics would also be of considerable value.
The technique adopted here to identify the elastoplastic boundary and the choice of
the additional boundary conditions that arise in the gradient formulation are relatively
conventional. The correct choice of boundary conditions should be motivated by both
mircomechanical considerations and the nature of the gradient plasticity model, as
shown, for example, in the recent work of Peerlings [146]. Motivated by the application
of Nitsche’s method [139] to evolving interface problems (see, for example, [69] and
references therein), it is proposed that the discontinuous Galerkin formulation be used
to discern more accurately the elastoplastic boundary within an element. The weak
enforcement of interelement continuity in the discontinuous Galerkin approximation
could also allow for the more straightforward application of a range of boundary
conditions. Furthermore, discontinuous Galerkin time integration schemes appear to
be ideally suited to evolving interface problems, as demonstrated by Alberty and
Carstensen [6].
Further questions worth addressing include the extension of the work reported here
to other models of strain gradient plasticity. For example, the class of problems that
involve the Burgers vector, or the curl of plastic deformation, represents a group that
is worth studying computationally (see, for example, Gurtin and Anand [92, 91] and
Liebe et al. [116]). To this end, progress has already been made. The work of Reddy
et al. [154] casts the model of Gurtin and Anand [91] into the same convex analytic
framework exploited here and, thus, provides a useful starting point for considering
such an extension. The recent work of Ebobisse et al. [73] extends the aforementioned
investigation by Reddy et al. [154] by using the energetic approach proposed by Mielke
[132]. The energetic approach to problems in plasticity possesses many similarities to
the time-discrete expression of the primal formulation used extensively in this work.
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models of classical plasticity with softening and of Giacomini and Lussardi [85] on
the model of gradient plasticity due to Gurtin and Anand [91].
An alternative, widely-adopted gradient plasticity model also worth investigating
is that proposed by Fleck and Hutchinson [81] that involves more than one length
scale. The Fleck and Hutchinson theory as it stands cannot, however, be cast into a
convex analytic framework (see the comment by Gudmundson [87] after (27)), unlike
the Aifantis [2] and the Gurtin and Anand [92] models. A generalisation of the Aifantis
model to incorporate multiple length scales could, in principle, be developed, starting
from scratch.
A further recommended extension of the work presented here is the application
of the convex analytic framework arising from the primal formulation and the dis-
continuous Galerkin method to models of single crystal gradient plasticity, such as
those proposed by Gurtin [89, 90] and Geers et al. [84]. In single crystals exhibit-
ing geometrical softening or latent hardening effects, the stored-energy function is
not quasiconvex and possesses wells corresponding to single-slip deformations, thus
favouring the formation of microstructure consisting locally of single slip [144]. In-
deed, it appears that any time-evolving nonlinear material in finite geometry and a
natural time-discretisation contradicts the assumption of quasiconvexity of the en-
ergy density [21]. The problem of finite classical elastoplasticity clearly falls into this
category.
There is currently a significant amount of research into the solution of problems
involving microstructure, but many unresolved issues and opportunities remain. The
approach of Mielke [133] involves a relaxation of the variational incremental problem,
and uses Young measures to describe the microscopic distribution of internal vari-
ables and the quasiconvexification of the elastic stored-energy density with respect
to the deformation gradient. Importantly, a length scale is not introduced into the
formulation. Carstensen and coworkers have also made significant contributions to
the mathematical analysis and numerical approximation of problems involving mi-
crostructure using various approaches [33, 41, 38, 43, 42, 35, 45, 39, 21, 36, 46]. One
approach adopted to quasiconvexify the stored-energy density is to introduce a stabil-
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the model of gradient plasticity considered here. Ortiz and Repetto [144] approximate
a quasiconvex stored-energy function using a series of pseudoelastic energy densities.
Furthermore, they also propose what is essentially a nonlocal gradient crystal plastic-
ity model that bears similarities to that proposed by Gurtin [89, 90]. It is suggested
that the framework developed for the model of gradient plasticity investigated here
could find application in the analysis and solution of problems in single crystal plas-
ticity and related issues concerning the formation of microstructure.
A further related possible extension of the work presented here is to the multiscale
framework. Multiscale modelling aims to eliminate empiricism and uncertainty from
material models by systematically identifying the rate-controlling mechanisms at all
scales and the fundamental laws that govern those mechanisms and, by bridging of
the relevant space and time length scales, a mathematically rigorous determination
of laws of effective or macroscopic behaviour [59]. The work of Garikipati [82] ex-
plored a variational multiscale approach to a model of gradient plasticity proposed
by Fleck and Hutchinson [80]. The recent work of Conti et al. [59] establishes the link
between multiscale methods and the enhanced strain formulation in the context of
single crystal plasticity. The formation of microstructure in single crystals and texture
in polycrystals, for example, can be captured within a multiscale framework (see, for
example, [130, 59]).
A further area of suggested investigation is the use of multiscale methods to re-
duce the computational expense of discontinuous Galerkin formulations to that of a
conforming approximation using the methodology proposed by Hughes et al. [103].
In conclusion, many challenges remain for the accurate and efficient simulation
of materials exhibiting scale-dependent behaviour. The analysis and algorithms pre-
sented in this work for a relatively simple model of gradient plasticity within the
framework of continuum plasticity provides a solid basis for an extension to various
challenging problems associated with microstructure formation in the context of finite
deformations, crystal plasticity, multiscale problems, and the design of efficient and
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[139] J. A. Nitsche. Über ein Variationspringzip zur Lösung von Dirichlet-Problemen
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