Introduction and statement of results
In recent years a lot of work has been done on Kaplansky's problem [4] of characterizing linear maps preserving invertibility (see [1] for some historical remarks). The aim of this note is to provide a simple proof of a result of Jafarian and Sourour [3] on linear invertibility preserving maps acting between operator algebras B(X) and B(Y ). Another advantage of this short proof is that it works not only in the complex case but also in the real case.
Let X and Y be real or complex Banach spaces. We denote by B(X) the algebra of all bounded linear transformations on X. The dual space of a Banach space X is denoted by X and the adjoint of an operator T is denoted by T . A linear map φ : B(X) → B(Y ) preserves invertibility in both directions if for every T ∈ B(X) the operator φ(T ) is invertible if and only if T is invertible. In the complex case this result was substantially improved by Sourour [9] who showed that under the additional assumption of injectivity it is enough to assume that φ preserves invertibility in one direction only in order to get the same conclusion. We do not know whether the real analogue of this result holds true.
A linear transformation φ on B(X) is called an elementary operator of length one if φ(T ) = AT B, T ∈ B(X), for some A, B ∈ B(X). Using Theorem 1.1 we improve a result of Larson and Sourour [6] on algebraic reflexivity of elementary operators of length one. An interested reader can find more information on the concept of algebraic reflexivity in [5, 6] . Note that in the following theorem the assumption of infinite dimensionality is indispensable. This is a simple consequence of the fact that every matrix is similar to its transpose [10] .
Theorem 1.2. Let X be an infinite dimensional real or complex Banach space and let φ : B(X) → B(X) be a surjective linear map such that for every T ∈ B(X) there exist invertible linear operators A T and B T such that φ(T ) = A T T B T . Then φ(T ) = AT B, T ∈ B(X), for some invertible linear operators A and B ∈ B(X).

Proofs
Let X be a Banach space and X its dual. For x ∈ X and f ∈ X we denote by x⊗ f the rank one operator given by (x⊗ f )z = f (z)x, z ∈ X. Note that every rank one operator in B(X) can be written in this form. If λ is a scalar, then I − λx ⊗ f is invertible if and only if λf (x) = 1.
Lemma 2.1. Let A ∈ B(X), A = 0. The following conditions are equivalent:
• A has rank 1.
• If B ∈ B(X) is invertible, then B + λA is invertible for all but at most one scalar λ. 
Proof. Assume first that B is invertible and
Lemma 2.2. Let S, T ∈ B(X) be invertible operators. Assume that for every rank one operator R ∈ B(X) the operator S + R is invertible if and only if T + R is invertible. Then S = T .
Proof. Assume first that there exists x ∈ X such that S −1 T x and x are linearly independent. Then we can find a nilpotent R of rank one satisfying Rx = −S −1 T x. Then S −1 T + R is not invertible, and consequently, T + SR is not invertible. According to our assumption S + SR is not invertible. The same must be true for I + R. This contradiction shows that S −1 T x and x are linearly dependent for every x ∈ X. Hence, T = λS for some nonzero scalar λ. It follows that for every R of rank one I + S −1 R is invertible if and only if I + (λS) −1 R is invertible, and consequently, λ = 1. This completes the proof.
Proof of Theorem 1.1. First we will show that φ is injective. Assume to the contrary that there exist T ∈ B(X) and x, u ∈ X such that φ(T ) = 0 and T x = u = 0. Then we can find an invertible S ∈ B(X) satisfying Sx = u. Consequently, S − T is singular. Therefore φ(S − T ) = φ(S) is not invertible. This contradiction shows that φ is bijective.
As already mentioned in the Introduction there is no loss of generality in assuming that φ(I) = I. According to Lemma 2.1, φ(T ) is of rank one if and only if T is of rank one. By a standard argument (see [2, 3, 9] ) there exist either linear bijective transformations E : X → Y and (Ex) . By the closed graph theorem E and F are continuous. Moreover, F = (E −1 ) , and consequently, φ(T ) = ET E −1 for every finite rank operator. Replacing φ by T → E −1 φ(T )E we can assume that φ(T ) = T for every finite rank operator T . Similarly we treat the second case.
So, for every invertible T ∈ B(X) and rank one R ∈ B(X) we have that T + R is invertible if and only if φ(T + R) = φ(T ) + R is invertible. Lemma 2.2 yields that φ(T ) = T for every invertible T . Let T ∈ B(X) now be an arbitrary operator. If a scalar λ is large enough, then T − λ is invertible, and hence
This completes the proof.
Proof of Theorem 1.2. As φ preserves invertibility in both directions it is either of the form φ(T ) = AT B or of the form φ(T ) = CT D, where A, B : X → X, C : X → X, and D : X → X are bounded invertible linear operators. We have to show that the second possibility cannot occur. In this case every bounded linear operator on X is an adjoint of an operator on X. This implies that X is reflexive. It follows that there exists a separable subspace W ⊂ X and a linear projection P from X onto W such that ||P || = 1 [7, Proposition 1] . According to [8] , there are sequences (x n ) ∈ W and (f n ) ∈ W such that the linear span of (x n ) is dense in W , f m (x n ) = δ m,n , sup n ||x n || ||f n || < ∞, and x ∈ W and f n (x) = 0 for all positive integers n imply x = 0. For every positive integer n we define a functional g n ∈ X by g n (x) = f n (P x), x ∈ X. The linear operator T = I − P + ∞ n=1 2
−n x n+1 ⊗ g n is injective, but T g 1 = 0, and so the second form is not possible. This completes the proof.
