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Abstract
We consider the one-loop effective potential at zero and finite temperature
in field theories with anisotropic space-time scaling, with critical exponent
z = 2, including both scalar and gauge fields. Depending on the relative
strength of the coupling constants for the gauge and scalar interactions, we
find that there is a symmetry breaking term induced at one-loop at zero
temperature and we find symmetry restoration through a first-order phase
transition at high temperature.
Non-relativistic field theories in the Lifshitz context, with anisotropic
scaling between temporal and spatial directions, measured by the dynamical
critical exponent, z,
t→ bzt, xi → bxi, (1)
have been considered recently since they have an improved ultraviolet be-
havior and their renormalizability properties are quite different than conven-
tional Lorentz symmetric theories [1]–[5]. Various field theoretical models
and extensions of gauge field theories at the Lifshitz point have already been
considered [6].
When extended in curved space-time, these considerations may provide
a renormalizable candidate theory of gravity [7] and applications of these
concepts in the gravitational and cosmological context have also been widely
investigated [8].
In order to investigate the various implications of a field theory, in particle
physics and cosmology, it is particularly important to examine its symmetry
structure, both at the classical and the quantum level, at zero and finite tem-
perature, via the effective action and effective potential [9]–[17]. We should
note that, in order to get information on possible instabilities of the theory, we
study the one-loop, perturbative effective potential, given by the one-particle
irreducible diagrams of the theory, and not the full, non-perturbative, convex
effective potential given by the so-called Maxwell construction [14].
In a previous work [13] we analyzed the case of a single scalar field and we
found a symmetry breaking term induced at one-loop at zero temperature,
as well as terms induced at finite temperature at one-loop, that provide
symmetry restoration through a first-order phase transition. Because of the
importance of symmetry breaking and restoration phenomena in quantum
field theory and cosmology we extend here our previous work, including both
scalar and gauge fields at the value z = 2 of the critical exponent, and
considering the physical implications of the several terms induced at one-
loop in the effective potential at zero and finite temperature. We find that
the results depend on the relative strength of the coupling constants for the
scalar and the gauge fields, for a particular range of values of which we find
similar effects as in [13]; namely, when the strength of the gauge interaction is
smaller than that of the scalar, in a way to be made clear from our result, we
find symmetry breaking terms induced at one-loop at zero temperature, and
symmetry restoration via terms that indicate a first-order phase transition
at finite temperature.
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We start with the action
S =
∫
dtd3x
(
−1
2
F0iF
0i +
1
4
Fij∆F
ij +
1
2
[D0Φ]
† [D0Φ]
−1
2
[
D2iΦ
]† [
D2iΦ
]
− U(Φ)
)
(2)
with z = 2 where, as usual, Fµν = ∂µAν − ∂νAµ, ∆ = ∂i∂i, Φ = Φ1+ iΦ2 and
Dµ = ∂µ + ieAµ.
The dimensionalities of the gauge fields and coupling are: [A0] = 3/2,
[Ai] = 1/2 and [e] = 1/2. The scalar field has [Φ] = 1/2, the potential term
for Φ can, therefore, be an arbitrary polynomial up to the tenth order. In
order to illustrate the general features of the relative contributions of the
gauge and scalar terms to the effective potential we will consider a potential
term of the sixth order,
U(Φ) =
g
6!
[
Φ†Φ
]3
(3)
with [g] = 2, where the strength of relative contributions, as it will turn out,
will depend on the dimensionless ratio g/e4, and we will also comment on
the effects of other possible potential terms.
The action as it stands is gauge invariant under the U(1) gauge transfor-
mations Aµ → Aµ + ∂µθ, Φ→ eiθΦ, and one can add a gauge-fixing term
Lgf =
1
2
(∂0A0 +∆∂iAi)
1
∆
(∂0A0 +∆∂iAi) (4)
via the usual Fadeev-Popov procedure, appropriately modified, in order to
take care of the higher derivative and non-local terms. Namely, one can
impose the condition Gf(A) = ∂0A0+∆∂iAi = w(x), which is an appropriate
gauge-fixing condition for an arbitrary function w(x), by inserting in the path
integral an additional integration
∫
[dw]δ(Gf − w)e−
i
2
∫
w 1
∆
w. (5)
This has the effect of adding the previous term, (4), to the original, gauge-
invariant action.
This gauge condition can also be derived via the BRST formalism [3],
and has the advantage of canceling the mixed A0−Ai terms and making the
calculation of the effective action more tractable.
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We proceed by shifting the fields Φ1 → φ+φ1, Φ2 → 0+φ2, and now one
can calculate the effective potential for φ at one-loop by the usual procedure
[10]: we write
L+ Lgf = L2 + Lint, (6)
keeping quadratic order and φ-dependent terms, where
L2 =
1
2
A0G
−1A0 +
1
2
AiG˜
−1Ai +
1
2
φ1K1φ1 +
1
2
φ2K2φ2 (7)
and
Lint =
1
2
e2φ2A20 + eφA0∂0φ2 −
1
2
e2φ2(∂iAi)
2 − eφ(∆φ2)(∂iAi). (8)
In momentum space the above terms are:
G−1 =
k20 − k4
−k2 , (9)
G˜−1 = k20 − k4, (10)
K1 = k
2
0 − k4 −m21(φ), (11)
K2 = k
2
0 − k4 −m22(φ). (12)
We use the notation: k2 = k2i for the spatial momentum and m
2
1(φ) = U
′′(φ),
φm22(φ) = U
′(φ) for the φ-dependent masses. For the special potential term
that we will analyze we have m21(φ) =
1
4!
gφ4 and m22(φ) =
1
5!
gφ4, we will
keep the general expression though, in order to give the most general result
for the effective potential. It turns out that it is easier in terms of algebraic
manipulations to perform the functional integration with respect to A0 and
Ai first, then with respect to φ2, and finally with respect to φ1 which is
straightforward. The standard techniques of functional integration [10] give
the final result for the effective potential at one-loop:
Ueff = −
i
2
Tr lnK1 −
i
2
Tr lnK2 −
i
2
Tr lnD −
− i
2
Tr ln
(
1 +
m2e(φ)m
2
2(φ)k
2
(k20 − k4)(k20 − k4 −m22(φ))
)
, (13)
where Tr =
∫ d4k
(2pi)4
, m2e(φ) = e
2φ2 and
D = k20 − k4 −m2e(φ)k2 (14)
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The first two contributions in (13), can be treated as in [13]: using
d
d(α2)
∫
dk0 ln(k
2
0 + α
2) =
pi√
α2
, (15)
integrating over α2 and dropping an overall constant, we get∫
dk0 ln(k
2
0 + α
2) = 2pi
√
α2, (16)
so the first term in (13) becomes
− i
2
Tr lnK1 =
1
4pi2
∫
k2dk(k4 +m21(φ))
1/2 =
=
1
8pi2
m21(φ)Λ− c1(m21(φ))5/4, (17)
with
c1 =
1
4pi2
∫
dx
x2
(x4 + 1)3/2
=
Γ(3/4)2
10pi5/2
(18)
after integrating with a momentum cutoff Λ.
The third term in (13), that comes from the gauge field, can also be easily
integrated with a cutoff Λ, and we get
− i
2
Tr lnD =
1
4pi2
∫
k2dk(k4 +m2e(φ)k
2)1/2 =
=
1
24pi2
m2e(φ)Λ
3 − 1
32pi2
m4e(φ)Λ +
1
30pi2
m5e(φ). (19)
We note that, as a consequence of the gauge-fixing condition chosen for
this calculation, the divergence of this term that comes from the gauge field
is cubic, higher than the divergence coming from the scalar fields. In this
work we used a momentum cutoff, Λ; however, similar results can be derived
using dimensional regularization [17].
As far as the last, mixed contribution in (13) is concerned, we can expand
the logarithm and consider the first term that turns out to be finite:
− i
2
Tr
(
m2e(φ)m
2
2(φ)k
2
(k20 − k4)(k20 − k4 −m22(φ))
)
=
=
m2em
2
2
8pi3
∫
dk0dk
k4
(k20 + k
4)(k20 + k
4 +m22)
=
=
m2e
8pi3
∫
dk0dk k
4
(
1
k20 + k
4
− 1
k20 + k
4 +m22
)
=
=
c2
4pi3
m2e(φ)m
3/2
2 (φ), (20)
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where c2 =
∫
dxdy x
4
(y2+x4)(y2+x4+1)
= 0.970791. It is easy to see that the
higher order contributions coming from the expansion of the logarithm give
terms that are also finite, all proportional to φ5, and include powers of the
dimensionless ratio e4/g. The symmetry breaking effects that appear in the
effective potential come from the scalar loops, as we discuss below, and they
dominate when this dimensionless ratio is small. So, as a first approximation
in terms of a coupling constant expansion, when e4/g << 1 we will keep
the first term that was calculated and write the complete expression for the
effective potential at one-loop below. For the scalar potential term (3) that
we consider, we have:
U1(φ) =
g
6!
φ6 − c1
(
g
4!
φ4
)5/4
− c1
(
g
5!
φ4
)5/4
+
(eφ)5
30pi2
+
c2
4pi3
e2φ2
(
g
5!
φ4
)3/4
. (21)
A few comments are in order: first of all, the renormalization of the expres-
sion for the effective potential has been done by the addition of appropriate
polynomial counterterms and imposing the conditions that the sixth deriva-
tive of the potential at φ = 0 is equal to g, and all the other derivatives
are zero. For the particular choice of potential term that we consider, there
is no infrared divergence at the origin as in [13] and the renormalization is
considerably simpler. The consideration of other potential terms is straight-
forward, the only difference being that some renormalization conditions for
a general potential term have to be taken at a non-zero value of φ.
We can also clearly see in this expression that the relative strength of the
contributions from the scalar and gauge fields depends on the dimensionless
ratio e4/g. The contribution of the scalar terms comes with a negative sign
and has the effect of inducing symmetry breaking at one-loop as in [13]. The
contribution of the gauge and mixed terms, however, comes with a positive
sign, and the final conclusion on the presence of symmetry breaking at one-
loop depends on the dimensionless ratio of the scalar and gauge couplings.
An important point, that was first noticed and discussed in [10] is that
of the gauge dependence of the results. It is well known that the effective
potential, in fact the full effective action, in a theory that contains gauge fields
depends on the gauge-fixing condition used. It is only the physical quantities
that are inferred from this effective action that are gauge independent, as they
should be. In a different gauge, the actual shape of the effective potential will
be different; physical effects, however, such as the phenomenon of symmetry
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breaking, the value of the potential at the minimum, the tunneling rate from
the false to the true vacuum are gauge independent. In [10] it was shown
that one must use a renormalizable instead of a unitary gauge condition, and
in [18] a general set of identities satisfied by the effective action were derived
that demonstrate the gauge independence of the physical results in various
applications [19].
We plot the full expression for the effective potential in Fig. 1: the results
are shown in terms of an overall dimensionful, ultraviolet scale, µ. The
potential is in units of µ5 and φ is in units of µ1/2. The coupling constants are
g = g˜µ2 and e = e˜µ1/2. With fixed g˜ = 0.1 the three curves shown correspond
to e˜ = 0.01, 0.02, 0.03. We see again the phenomenon of symmetry breaking
induced by one-loop effects, which, however, disappears for increasing values
of the gauge coupling constant, e.
The finite-temperature effective potential can now be calculated via the
usual procedure of replacing
∫ d4k
(2pi4)
→ T ∑n ∫ d3k(2pi3) and k0 → iωn, where
ωn = 2pinT . For the first three contributions in (13) we use the identity
∑
n
ln
(
4pi2n2
β2
+ E2
)
= 2β
[
E
2
+
1
β
ln(1− e−βE)
]
, (22)
in order to express them as a sum of the previous, one-loop, zero-temperature
contribution and a temperature-dependent term. The last, mixed term of
(13) as it is written in (20), is given at finite temperature by
m2e
4pi2
T
∫
dk k4
∑
n
(
1
ω2n + k
4
− 1
ω2n + k
4 +m22
)
(23)
and can be split into the zero-temperature and temperature-dependent parts
by using the identity
T
∑
n
1
ω2n + E
2
=
1
2E
+
1
E(eβE − 1) . (24)
Then the first, temperature-independent contributions combine to give the
zero-temperature term of (20) and the remaining terms give the temperature-
dependent contribution of the mixed term.
Finally, the full potential can be written as the sum of the previous,
one-loop, zero-temperature contribution, and a temperature-dependent part,
U = U1 + UT , (25)
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Figure 1: The full one-loop effective potential at zero temperature as a
function of φ for the scalar-gauge theory. The potential is plotted in units
of µ5 and φ is in units of µ1/2. With fixed g˜ = 0.1, the three curves shown
correspond, from bottom to top, to e˜ = 0.01, 0.02, 0.03.
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Figure 2: The full one-loop effective potential at finite temperature as a
function of φ for the scalar-gauge theory. The potential is plotted in units of
µ5, φ is in units of µ1/2 and T in units of µ2. With fixed g˜ = 0.1 and e˜ = 0.01
, the four curves shown correspond, from bottom to top, to temperatures
T˜ = 0, 0.002, 0.003, 0.004.
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where U1 is given by the previous expression (21) and
UT = T
∫
d3k
(2pi)3
ln
(
1− e−β
√
k4+m2
1
(φ)
)
+ T
∫ d3k
(2pi)3
ln
(
1− e−β
√
k4+m2
2
(φ)
)
+ T
∫
d3k
(2pi)3
ln
(
1− e−β
√
k4+m2e(φ)k
2
)
+
m2e
4pi2
∫
dk

 k2
eβk2 − 1 −
k4√
k4 +m22(e
β
√
k4+m2
2 − 1)

 (26)
where, as usual β = 1/T . The first two terms in (26) are the contribu-
tions from the scalar fields and can be treated as in [13], with an analytical
expression for the high temperature expansion:
T
∫
d3k
(2pi)3
ln
(
1− e−β
√
k4+m2
1
(φ)
)
= −ζ(5/2)
8pi3/2
T 5/2 +
23/4
12pi
T (m21(φ))
3/4. (27)
The third term in (26) is the contribution from the gauge fields and can be
exactly evaluated as
T
∫
d3k
(2pi)3
ln
(
1− e−β
√
k4+m2e(φ)k
2
)
= −ζ(5/2)
8pi3/2
T 5/2 +
c3
4pi2
m2e(φ)T
3/2, (28)
with c3 =
∫
dx x
2
ex2−1 =
√
pi
4
ζ(3/2) = 1.15758.
The last, mixed term in (26) that corresponds to the temperature-dependent
contribution of (20) can be written after a rescaling as
m2e
4pi2
T 3/2
∫
dx
(
x2
ex2 − 1 −
x4√
x4 + a2(e
√
x4+a2 − 1)
)
, (29)
where a = βm2, and can be given an analytical approximation at the high-
temperature regime in the following manner: first, we write∫
dx x4
1√
x4 + a2(e
√
x4+a2 − 1)
=
1
a
∂
∂a
∫
dx x4 ln
(
1− e−
√
x4+a2
)
, (30)
then we expand the logarithm∫
dx x4 ln
(
1− e−
√
x4+a2
)
= −
∑
n
1
n
∫
dx x4e−n
√
x4+a2 (31)
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and use the high-temperature approximation of [13], (x4 + a2)1/2 ≈ x2 + a2
2x2
(the integrand in (31) is maximum for values of x ≈ 1 for small values of n so
our approximation to consider the main contribution for x2 > a is valid since
we are interested in the high-temperature regime a << 1). Then the sum can
be done with the help of the elementary integral
∫
dxe−Ax
2− B
x2 = 1
2
√
pi
A
e−2
√
AB,
expressed in terms of the Polylog function, Pν(w) =
∑
n
1
nν
wn, with w =
e−
√
2a, and expanded in the high-temperature regime, where a << 1. The
first terms of the expansion give
∫
dx x4
1√
x4 + a2(e
√
x4+a2 − 1)
=
√
pi
4
ζ(3/2)− 2
1/4pi
10
a1/2 + · · · , (32)
the first term in this expression cancels the first term in (29) and the final
result for the temperature-dependent contribution of the mixed term is
21/4
40pi
m2e(φ)m
1/2
2 (φ)T. (33)
The effect of all the temperature-dependent contributions of the previ-
ous terms is to induce symmetry restoration at high temperature, via an
apparently first-order phase transition, at least for values of the couplings,
g and e that induce symmetry breaking effects at zero temperature, accord-
ing to (21). In Fig. 2 we plot the full effective potential at finite temper-
ature for g˜ = 0.1, e˜ = 0.01 for increasing temperatures. These values of
the coupling give symmetry breaking effects at zero temperature, as was
shown before, and the effective potential in Fig. 2 is plotted for temperatures
T˜ = 0, 0.002, 0.003, 0.004 where T = T˜ µ2. There is also a φ-independent
term in the expressions for the finite-temperature contribution that corre-
sponds to the black-body radiation term (that is proportional to T 4 in the
usual, Lorentz-invariant case) and is not shown in the figure. In our case this
term is given by 3ζ(5/2)
8pi3/2
T 5/2. It is clear from these results that one has the
interesting phenomenon of symmetry restoration at high temperature, with
a potential term that indicates a first-order phase transition, for the small
values of the dimensionless ratio e4/g which induce symmetry breaking at
one-loop at zero temperature.
Several possible extensions of these results are possible; one may, for
example, consider more general theories including gravitational and fermionic
degrees of freedom, different values of the critical exponent, z, other than two,
9
and, of course, it is also interesting to examine the general features and the
development of the phase transition for field theories of the Lifshitz type.
Note
After this work was completed we became aware of e-print [17] where some
results similar to the ones obtained here were presented.
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