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SELF-INJECTIVE CELLULAR ALGEBRAS OF POLYNOMIAL
GROWTH REPRESENTATION TYPE
S.Ariki1, R.Kase, K.Miyamoto and K.Wada2
Abstract. We classify Morita equivalence classes of indecomposable self-injective
cellular algebras which have polynomial growth representation type, assuming that
the base field has an odd characteristic. This assumption on the characteristic is
for the cellularity to be a Morita invariant property.
§ 1. Introduction
Cellular algebras often appear as finite dimensional algebras arising from vari-
ous setting in Lie theory. A fundamental example is a block algebra of the Hecke
algebra associated with a finite Weyl group – in both classical and exceptional type
[G], or the cyclotomic Hecke algebra associated with the complex reflection group
G(m, 1, n). There are more examples from diagram algebras. Among them, algebras
of tame representation type can receive a detailed study. For example, if we consider
tame block algebras of the Hecke algebras associated with the symmetric group, ∗
we have only two Morita equivalence classes †, which are derived equivalent. Note
that those block algebras are symmetric cellular algebras.
A natural question is whether this classification is achievable only because we
consider algebras of very special kind, or the property of being symmetric cellular
of tame type is strong enough to determine Morita equivalence classes of algebras.
To assure that cellularity is a Morita invariant property, we assume that the base
field has an odd characteristic throughout the paper.
If we consider block algebras of finite type, we meet Brauer tree algebras and
their Brauer trees are always straight lines. The second half is explained by a result
from Ko¨nig and Xi [KX1], which states that a Brauer tree algebra is cellular if
and only if the Brauer tree is a straight line (with at most one exceptional vertex).
Indeed, we prove that the property of being indecomposable self-injective cellular
algebras of finite type is already a sufficient condition to be Brauer tree algebras
whose Brauer trees are straight lines. Hence, that block algebras of Hecke algebras
are algebras of very special kind plays almost no role for the classification of Morita
equivalence classes of the block algebras of finite type. ‡
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∗They appear only when the quantum characteristic of the Hecke algebras is 2.
†They are Brauer graph algebras whose Brauer graphs are straight lines of length two such that
two of the three vertices are exceptional vertices and their multiplicities are both two.
‡Note however that we do not know whether it is possible to determine the exceptional vertex
of the Brauer tree algebras without appealing to results which are developed for Hecke algebras.
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After considering finite representation type, we investigate how far the property
of being indecomposable self-injective cellular algebras of tame type put restrictions.
As we do not know how to analyze algebras of tame type in general, we focus on tame
of polynomial growth in this paper, and we classify Morita equivalence classes of
indecomposable self-injective cellular algebras of polynomial growth assuming that
the base field has an odd characteristic. Our main result is as follows. The algebras
(1) are from Theorem 3.16, the algebra (2) is from Proposition 4.11 and Proposition
4.21, the algebra (3) is from Proposition 4.21, the algebras (4) are from Proposition
4.23 and Lemma 4.35, the algebra (5) is from Lemma 4.35, the algebras (6) are
from Proposition 4.27, and the classification results from (2)-(6) are summarized in
Theorem 4.39. The classification (7) is Theorem 5.6. It is worth mentioning that
they are all standard algebras.
Theorem 1. Let K be an algebraically closed field of odd characterisitic, and let A be
an indecomposable self-injective cellular algebra over K. If A is tame of polynomial
growth, then A is Morita equivalent to one of the following symmetric algebras.
Further, the algebras (1) are of finite type, the algebras (2)-(6) are of domestic
infinite type, the algebras (7) are nondomestic of polynomial growth.
(1) A Brauer tree algebra whose Brauer tree is a straight line with at most one
exceptional vertex.
(2) The Kronecker algebra K[X, Y ]/(X2, Y 2).
(3) The algebra KQ/I, where the quiver Q is
◦ ◦ γee
α //
β
oo
and the relations given by the admissible ideal I are
αβ = 0, γ2 = 0, αγβα = βαγβ = 0, γβα = βαγ.
(4) The algebras KQ/I, where the quiver Q is
◦ ◦ ◦
α // β //
δ
oo
γ
oo
and the relations given by the admissible ideal I is either (a) or (b) given
below. (The relations (a) and (b) define different algebras.)
(a) αβγδα = βγδαβ = γδαβγ = δαβγδ = 0, γβ = 0, αδα = αβγ and
δαδ = βγδ.
(b) α(δα)2 = γ(δα)2 = 0, (δα)2δ = (δα)2β = 0, αδαβ = 0, γβγδ = 0 and
δα = βγ.
(5) The algebra KQ/I, where the quiver Q is
◦ ◦ ◦
α // β //
δ
oo
γ
oo
ǫ

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and the relations given by the admissible ideal I are
αβ = γδ = 0, αǫ = ǫβ = γǫ = ǫδ = 0 and δα = ǫ2 = βγ.
(6) A Brauer graph algebra whose Brauer graph is a straight line with exactly
two exceptional vertices such that their multiplicities are both two.
(7) The algebras A1(λ), A2(λ), where λ ∈ K \ {0, 1}, and A4, A7, A11 from the
table in Theorem 5.5.
In particular, any indecomposable self-injective cellular algebra of polynomial
growth is of the form fMn(A)f , where A is an algebra from the above list, n ∈ N,
and f is an idempotent of the matrix algebra Mn(A).
Notation : For a finite dimensional algebra A over a field K, we denote the
category of finite dimensional left A-modules by A -mod. For an A-module M and
a simple A-module L, we denote the composition multiplicity of L in M by [M : L].
Let Q = (Q0, Q1) be a finite quiver, where Q0 is the set of vertices and Q1 is
the set of arrows. Let I be an admissible ideal of the path algebra KQ of Q over a
field K, so that A := KQ/I is a finite dimensional K-algebra. For a vertex i ∈ Q0,
we denote by ei the corresponding primitive idempotent of A, and by Li (resp. Pi)
the corresponding simple (resp. indecomposable projective) A-module.
§ 2. Cellular algebras
The notion of cellular algebra was introduced in [GL], and basic properties of
the cellular algebra were studied in [GL], [KX1], [KX2] [KX3], [KX4] and [C]. Those
properties are summarized in [M] and [X]. In this paper, we follow the definition
given in [M]: note that the partial order in [GL] is the reversed one. In this section,
we recall the definition and the basic properties of cellular algebras.
Definition 2.1. An associative algebra A over a field K is called a cellular algebra
with cell datum (Λ, T , C, ι) if the following conditions are satisfied:
(C1): Λ is a finite partially ordered set with a partial order ≥. For each λ ∈ Λ,
there exists a finite set T (λ) such that the algebra A has a K-basis
C = {cλ
st
| s, t ∈ T (λ), λ ∈ Λ}.
(C2): The linear map ι : A → A which sends cλ
st
to cλ
ts
(s, t ∈ T (λ), λ ∈ Λ)
gives an algebra anti-automorphism of A. (Clearly, ι is an involution.)
(C3): For any λ ∈ Λ, s ∈ T (λ) and a ∈ A, there exist r
(a,s)
u ∈ K (u ∈ T (λ))
such that
acλ
st
≡
∑
u∈T (λ)
r(a,s)
u
cλ
ut
mod A>λ,(2.1.1)
where A>λ is a subspace of A spanned by {cλ
′
s′t′
| s′, t′ ∈ T (λ′), λ′ > λ, λ′ ∈ Λ},
and r
(a,s)
u does not depend on t.
The above basis C is called a cellular basis.
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Applying the anti-involution ι to (2.1.1), we have
cλ
ts
a ≡
∑
u∈T (λ)
r(ι(a),s)
u
cλ
tu
mod A>λ.(2.1.2)
2.2. Cell modules. Let A be a cellular algebra with cell datum (Λ, T , C, ι). For
each λ ∈ Λ, let ∆(λ) be a K-vector space with a basis {cλ
s
| s ∈ T (λ)}. We can
define an action of A on ∆(λ) by
a · cλ
s
=
∑
u∈T (λ)
r(a,s)
u
cλ
u
,
where r
(a,s)
u ∈ K are those coefficients given in (2.1.1). We call the A-modules ∆(λ)
(λ ∈ Λ) cell modules.
By (2.1.1) and (2.1.2), for λ ∈ Λ and s, t, u, v ∈ T (λ), we see that
cλ
us
cλ
tv
≡ rstc
λ
uv
mod A>λ,
where rst ∈ K does not depend on u and v. Then we define a bilinear form 〈 , 〉
on ∆(λ) by 〈cλ
s
, cλ
t
〉 = rst. Let rad〈 , 〉∆(λ) be the radical of the bilinear form 〈 , 〉
on ∆(λ). Then rad〈 , 〉∆(λ) is an A-submodule of ∆(λ) by [GL, Proposition 3.2].
Put L(λ) = ∆(λ)/ rad〈 , 〉∆(λ), and Λ
+ = {λ ∈ Λ | L(λ) 6= 0}. Then we have the
following proposition.
Proposition 2.3 ([GL, Proposition 3.2, Theorem 3.4], [C, Lemma 2.5]).
(i) For λ ∈ Λ+, L(λ) is absolutely irreducible.
(ii) The set {L(λ) | λ ∈ Λ+} is a complete set of representatives of isomorphism
classes of simple A-modules.
(iii) For λ, µ ∈ Λ+, we have dimK Ext
i
A(L(λ), L(µ)) = dimK Ext
i
A(L(µ), L(λ))
for all i ≥ 0.
Proposition 2.3(iii) implies that if a cellular algebra A has the bounded quiver
presentation KQA/I for the Gabriel quiver QA of A and an admissible ideal I,
then each arrow of QA must have the inverse arrow. We note that the five classes of
algebras we will consider in §3 are defined in the formKQ/I but I are not admissible
in the first place, so that we must rewrite them when we apply Proposition 2.3(iii).
However, in our application, we will see that the rewriting is merely deletion of the
loops in the quiver Q which come from vertices of valency one in Brauer graphs we
start with. Hence, Proposition 2.3(iii) implies that if one of the algebras we consider
in §3 is cellular, then either there is no branch in the Brauer graph or there is one
loop and the endpoint of the loop is the only branch in the Brauer graph whose
valency at most four. We use this criterion intensively in §3.
2.4. The decomposition matrix and the Cartan matrix. For λ ∈ Λ and µ ∈
Λ+, let dλµ = [∆(λ) : L(µ)] be the composition multiplicity of L(µ) in ∆(λ), and we
call them decomposition numbers of the cellular algebra A. Put D = (dλµ)λ∈Λ,µ∈Λ+ ,
and we call it the decomposition matrix. For λ ∈ Λ+, let P (λ) be the projective
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cover of L(λ). Let cλµ = [P (λ) : L(µ)], for λ, µ ∈ Λ
+, and put C = (cλµ)λ,µ∈Λ+ .
Then C is the Cartan matrix of A.
We may construct a sequence of two-sided ideals for each of the linear extensions
of the partial order. First, we enumerate the elements of Λ as {µ1, µ2, . . . } following
a chosen linear extension. Hence i < j if µi < µj. Next, let A(µi) be the subspace
of A spanned by {cµk
st
| s, t ∈ T (µk), k ≥ i}, for µi ∈ Λ. Then A(µi), for 1 ≤ i ≤ |Λ|,
where |Λ| is the size of Λ, is a two-sided ideal of A by (2.1.1) and (2.1.2). Defining
A(µ|Λ|+1) to be 0, we have the following sequence of two-sided ideals associated with
the linear extension
A = A(µ1) ⊃ A(µ2) ⊃ · · · ⊃ A(µ|Λ|) ⊃ A(µ|Λ|+1) = 0.(2.4.1)
For each λ ∈ Λ+, applying the exact functor−⊗AP (λ) to (2.4.1), we have a sequence
of A-submodules
P (λ) = P (λ)µ1 ⊃ P (λ)µ2 ⊃ · · · ⊃ P (λ)µ|Λ| ⊃ P (λ)µ|Λ|+1 = 0,(2.4.2)
where we put P (λ)µi = A(µi)⊗A P (λ). Then we have the following proposition.
Proposition 2.5 ([GL, Proposition 3.6, Theorem 3.7], [KX3, Proposition 1.2]).
(i) For λ ∈ Λ and µ ∈ Λ+, if dλµ 6= 0, then we have λ ≥ µ. Moreover, if λ ∈ Λ
+,
we have dλλ = 1.
(ii) For λ ∈ Λ+ and the A-submodules P (λ)µi in the sequence (2.4.2), we have
P (λ)µi/P (λ)µi+1
∼= ∆(µi)
⊕dµiλ as A-modules.
(iii) We have C = DTD, where DT is the transpose of D.
(iv) We have detC > 0.
We also use the following results proved in [KX2] and [KX4].
Proposition 2.6 ([KX2, Theorem 8.1], [KX4, Theorem 1.1]). Let A be a cellular
algebra over a field K. Then we have the following.
(i) If charK 6= 2 then the basic algebra B of A is also cellular and there is a
Morita equivalence between A and B which respects the cellular structure.
(ii) If A is self-injective then A is weakly symmetric.
Thanks to Proposition 2.6 (i), it is enough to consider basic algebras in order to
determine Morita equivalence classes of cellular algebras if the characteristic of the
base field is odd. Another useful result is the following lemma.
Lemma 2.7 ([KX2, Corollary 8.3]). Suppose that A is a cellular algebra over a
field K of odd characteristic. If P is a finitely generated projective A-module, then
EndA(P ) is a cellular algebra.
Remark 2.8. For the proof, let Q be the direct sum of pairwise inequivalent
indecomposable projective A-modules that appear as direct summands of P . Then
the opposite algebra of EndA(Q) is of the form eAe, for an idempotent e ∈ A.
We may prove that eAe is a cellular algebra. As EndA(Q) is the basic algebra of
EndA(P ), we have the isomorphism of algebras EndA(P ) ∼= fMn(EndA(Q))f , for
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an idempotent f of the matrix algebra Mn(EndA(Q)). Noting that a matrix algebra
over a cellular algebra is a cellular algebra, we deduce that EndA(P ) is a cellular
algebra by the same argument which we used to prove that eAe is a cellular algebra.
Lemma 2.7 has the following three consequences. We will frequently use (a) to
prove that an algebra is not cellular.
(a) If A is a cellular algebra over a field of odd characteristic, then eAe is a
cellular algebra for any idempotent e ∈ A.
(b) Let A be a finite dimensional algebra over a field of odd characteristic, and
suppose that eAe, for an idempotent e ∈ A, and A are Morita equivalent.
Then, A is a cellular algebra if eAe is a cellular algebra.
(c) Suppose that charK 6= 2 and let A be a finite dimensional K-algebra. Then,
A is a cellular algebra if and only if its basic algebra is a cellular algebra.
For the second statement, we recall that the functor F := eA ⊗A − induces the
equivalence and Ae ⊗eAe eA ∼= A holds. Thus, eA = F (A) is a finitely generated
projective eAe-module and EndeAe(eA) ∼= EndA(A) ∼= A
op. The third statement
follows from Proposition 2.6 (i) and (b).
In this paper, we are interested in self-injective cellular algebras. For a self-
injective cellular algebra, we have the following lemma.
Lemma 2.9. Let A be a cellular algebra over a field K with cell datum (Λ, T , C, ι).
Then we have the following.
(i) If λ ∈ Λ is minimal, then λ ∈ Λ+, dλλ = 1 and dλµ = 0 for all µ ∈ Λ
+ \ {λ}.
(ii) Assume that A is self-injective. If λ ∈ Λ is maximal, then there exists µ ∈ Λ+
such that dλµ = 1 and dλν = 0 for all ν ∈ Λ
+ \ {µ}. In particular, if λ ∈ Λ+
then dλν = 0 for all ν ∈ Λ
+ \ {λ}.
Proof. (i) follows from Proposition 2.5 (i) immediately. We prove (ii). Since we
assume that A is a self-injective cellular algebra, A is a weakly symmetric algebra by
Proposition 2.6 (ii). Let λ ∈ Λ be maximal and choose a linear extension which ends
with λ. Assume that there exists µ ∈ Λ+ such that dλµ ≥ 2. Then, by Proposition
2.5 (ii), we see that P (µ) contains ∆(λ)⊕dλµ as an A-submodule, which implies that
SocP (µ) is not irreducible. It contradicts with TopP (µ) ∼= SocP (µ) ∼= L(µ). Thus,
we have dλµ ≤ 1 for all µ ∈ Λ
+. Next, assume that there exist µ, ν ∈ Λ+ (µ 6= ν)
such that dλµ = dλν = 1. Then, by the same reasoning, both P (µ) and P (ν) contain
∆(λ) as an A-submodule. It follows that we have L(µ) ∼= SocP (µ) ∼= Soc∆(λ) and
L(ν) ∼= SocP (ν) ∼= Soc∆(λ). However, L(µ) and L(ν) are inequivalent A-modules
by Proposition 2.3 (ii). Thus, we have (ii). 
2.10. Strategy. The aim of this paper is to classify self-injective cellular algebras
of polynomial growth over an algebraically closed field K of charK 6= 2 up to Morita
equivalence. By the properties of cellular algebras given above, we have the following
strategy for the classification.
Strategy 1: By Proposition 2.6 (i) and our assumption that charK 6= 2, it is
enough to classify basic self-injective cellular algebras of polynomial growth
up to isomorphism of algebras. Since basic self-injective algebras over an
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algebraically closed field of polynomial growth have been classified by several
authors, and they are listed in [S], it is enough to specify cellular algebras in
the list of algebras from [S].
Strategy 2: In order to prove that a basic algebra listed in [S] is cellular, it is
enough to give a cellular basis explicitly.
Strategy 3: In order to prove that a basic algebra listed in [S] is not cellular,
it is enough to give a contradiction to a property of cellular algebras given
in this section for a cellular algebra with a small number of simple modules
which is obtained from the original basic algebra by applying Lemma 2.7.
Throughout the paper, we always assume that K is an algebraically closed field
of charK 6= 2.
§ 3. Self-injective cellular algebras of finite type
In this section, we classify basic self-injective cellular algebras of finite type over
K. In fact, it is known that a weakly symmetric algebra of finite type is symmetric
(see Proposition 3.15), and classification of basic symmetric cellular algebras of finite
type was obtained in [O]. However, the paper [O] is written in Japanese, and it will
not appear anywhere. Because of this, we give a proof for the classification of basic
self-injective cellular algebras of finite type, for the readers’ convenience.
By [S, Theorem 3.8] and charK 6= 2, the self-injective algebras we consider
in this section are standard, that is, it admits a simply connected Galois covering
whose Galois group is an admissible torsion-free group of K-linear automorphisms.
3.1. First, we classify basic symmetric cellular algebras of finite type over K. By
[S, Theorem 3.11], a nonsimple basic standard symmetric algebra of finite type is
isomorphic to one of the following algebras:
• A Brauer tree algebra whose Brauer tree has at most one exceptional vertex.
• A modified Brauer tree algebra D(TS) associated to a Brauer tree TS with
at least two edges and an extreme exceptional vertex S of multiplicity 2.
• A trivial extension T (B) of a tilted algebra B of Dynkin type.
For the definitions of a Brauer tree algebra, which we denote by A(TmS ) if it has
an exceptional vertex S of multiplicity m ≥ 2, and a modified Brauer tree algebra
D(TS), see [S, paragraphs 2.8 and 3.6]. The assumptions on the Brauer trees are
stated there. For the Brauer tree algebras, we know when it admits a cellular algebra
structure as follows.
Proposition 3.2 ([KX1, Proposition 5.3]). A Brauer tree algebra is cellular if and
only if the Brauer tree is a straight line with at most one exceptional vertex.
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In subsequent subsections, we examine when a modified Brauer tree algebra or
the trivial extension of a tilted algebra of Dynkin type admits a cellular algebra
structure.
Remark 3.3. In [KX1, Proposition 5.3], Brauer trees are allowed to have an arbi-
trary number of exceptional vertices. However, in the above classification of non-
simple basic standard symmetric algebras of finite type, we consider only Brauer
trees with at most one exceptional vertex S.
3.4. We consider a modified Brauer tree algebra D(TS). By the definition of D(TS),
if the Brauer tree TS has a branch, then the quiver of D(TS) contains a cycle whose
length is at least 3, and this cycle has no inverse arrow. This contradicts Proposition
2.3 (iii) if D(TS) is cellular. Thus, we see that the Brauer tree TS is a straight line
if D(TS) is cellular.
Suppose that the Brauer tree TS is a straight line with n edges. Then the quiver
QTS of D(TS) is given by
QTS = 1γ 88
α1 // 2
α2 //
β1
oo 3
α3 //
β2
oo · · ·
αn−1 //
β3
oo n.
βn−1
oo(3.4.1)
We define ITS to be the two-sided ideal of KQTS generated by
αiαi+1, βi+1βi (1 ≤ i ≤ n− 2), β1α1, αn−1βn−1αn−1, βn−1αn−1βn−1,
γ2 − α1β1, α2β2 − β1γα1, βiαi − αi+1βi+1 (2 ≤ i ≤ n− 2).
(3.4.2)
Then we have D(TS) = KQTS/ITS . In the case where n = 2, we have the following
lemma.
Lemma 3.5. Let A = KQ/I where
Q = 1γ 88
α1 // 2
β1
oo
and I is the two-sided ideal generated by {β1α1, γ
2 − α1β1}. Then, dimA = 10 and
A is not cellular.
Proof. We see that
Ae1 = Ke1 ⊕Kγ ⊕Kβ1 ⊕Kγ
2 ⊕Kβ1γ ⊕Kγ
3,
Ae2 = Ke2 ⊕Kα1 ⊕Kγα1 ⊕Kβ1γα1,
and the Cartan matrix of A is
C =
(
4 2
2 2
)
.
Suppose that A is a cellular algebra with cell datum (Λ, T , C, ι). Let D be the
decomposition matrix of the cellular structure of A. Then, by Proposition 2.5 (iii),
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we have
DTD =
(
4 2
2 2
)
.
As Proposition 2.5 (i) tells us that every column of D must contain 1 as an entry,
this equation implies that
D = (dij)1≤i≤4,1≤j≤2 =

1 1
1 1
1 0
1 0

modulo rearrangement of rows. Let Λ = {λ1, λ2, λ3, λ4} and Λ
+ = {µ1, µ2} be such
that [∆(λi) : L(µj)] = dij. If λ1 or λ2 was maximal or minimal with respect to the
partial order, then the corresponding row of D would be a unit vector by Lemma
2.9, a contradiction. Thus, we can assume that a total order on Λ which extends the
partial order is 3 < 1 < 2 < 4. In particular, we do not have λ1 > λ2 in the partial
order. We also note that µ = min{λ ∈ Λ | dλµ 6= 0}, for µ ∈ Λ
+, by Proposition 2.5
(i). As dλiµ2 6= 0 only for i = 1, 2, µ2 ∈ {λ1, λ2}, but µ2 = λ2 contradicts λ1 6> λ2,
so that µ2 = λ1. The minimality of λ3 implies µ1 = λ3 by Lemma 2.9(i).
We determine A(λ4) and A(λ2). By Proposition 2.5 (ii), we see that
A(λ4)e1 ∼= P (µ1)λ4
∼= ∆(λ4), A(λ4)e2 ∼= P (µ2)λ4 = 0.(3.5.1)
As A(λ4) is a two-sided-ideal and ∆(λ4) ∼= L(µ1), (3.5.1) implies that A(λ4) = Kγ
3.
In a similar way, we see that
(A(λ2)/A(λ4))e1 ∼= P (µ1)λ2/P (µ1)λ4
∼= ∆(λ2),
(A(λ2)/A(λ4))e2 ∼= P (µ2)λ2/P (µ2)λ4
∼= ∆(λ2).
(3.5.2)
Note that A(λ2) is a two-sided-ideal and [∆(λ2)] = [L(µ1)] + [L(µ2)]. Then, since
dim e1(A(λ2)/A(λ4))e1 = 1, there is a nonzero element ae1 + bγ + cγ
2 in A(λ2)e1.
If a 6= 0 then aγ + bγ2 ∈ A(λ2)e1, which implies dim e1(A(λ2)/A(λ4))e1 > 1. Thus,
a = 0. The same argument shows b = 0 and we conclude that γ2 ∈ A(λ2)e1. On
the other hand, dim e2(A(λ2)/A(λ4))e1 = 1 implies that there is a nonzero element
aβ1 + bβ1γ in A(λ2)e1. We may also prove β1γα1 ∈ A(λ2)e2 and γα1 ∈ A(λ2)e2 in
the similar manner. Hence,
(A(λ2)/A(λ4))e1 ≡ Kγ
2 ⊕K(aβ1 + bβ1γ) mod A(λ4),
(A(λ2)/A(λ4))e2 ≡ Kγα1 ⊕Kβ1γα1 mod A(λ4).
We observe that α1 acts as zero on (A(λ2)/A(λ4))e2. Then, α1(aβ1 + bβ1γ) ≡ aγ
2
implies a = 0. However, if a = 0 then we meet another contradiction
Soc∆(λ2) ∼= Soc(A(λ2)/A(λ4))e1 ∼= L(µ1)⊕ L(µ2),
Soc∆(λ2) ∼= Soc(A(λ2)/A(λ4))e2 ∼= L(µ2).
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We have proved that A is not cellular. 
Lemma 3.5 implies the following proposition.
Proposition 3.6. A modified Brauer tree algebra D(TS) associated to any Brauer
tree TS with at least two edges and an extreme exceptional vertex S of multiplicity 2
is not cellular.
Proof. If D(TS) is a cellular algebra, the Brauer tree TS has to be a straight line
by the argument in 3.4. On the other hand, if TS is a straight line with n edges,
then we have D(TS) = KQTS/ITS , where QTS and ITS are given by (3.4.1) and
(3.4.2) respectively. Moreover, if we denote the algebra from Lemma 3.5 by A, we
see that (e1 + e2)D(TS)(e1 + e2) ∼= A. Indeed, if we compute bases of D(TS)e1
and D(TS)e2 explicitly, we know that dim(e1 + e2)D(TS)(e1 + e2) = 10 and that
we have a surjective algebra homomorphism A → (e1 + e2)D(TS)(e1 + e2). Thus,
(e1 + e2)D(TS)(e1 + e2) is not cellular by Lemma 3.5, so that D(TS) is not cellular
by Lemma 2.7. 
3.7. We consider the trivial extension T (B) of a tilted algebra B of Dynkin type. By
[ASS, Corollary 3.4 in Chapter VIII], The quiver of B is acyclic. Thus, we consider
the trivial extension T (A) of a finite dimensional basic algebra A whose quiver is
acyclic.
Lemma 3.8. Let Q be a finite acyclic quiver, I an admissible ideal of KQ. Put
A = KQ/I. If the trivial extension T (A) of A is cellular, then we have I = R2Q,
where RQ is the arrow ideal of KQ.
Proof. We consider a bounded quiver presentation of T (A). For this, we need add
new arrows to Q which generate HomK(A,K). Then, we obtain the quiver QT (A) of
T (A) from the quiver of Q by the following recipe§:
Let α be a path in Q such that α 6∈ I and βα, αβ ∈ I for any arrow
β in Q. Then we add an arrow from t(α) to s(α), where t(α) is the
target of α and s(α) is the source of α.
Thanks to this construction, if there exists a path α in Q such that the length of
α is at least 2 and α 6∈ I, then QT (A) contains a cycle whose length is at least 3,
and this cycle has no inverse arrow. This contradicts Proposition 2.3 (iii) if T (A)
is cellular. We have proved R2Q ⊂ I. The opposite inclusion is clear since I is an
admissible ideal. 
Remark 3.9. In [O], Lemma 3.8 is proved in more elementary but longer argument.
We thank Professor O. Iyama for informing us [A, Lemma 1.3].
3.10. Let Q = (Q0, Q1) be a finite acyclic quiver, RQ the arrow ideal of KQ. We
consider the trivial extension T (KQ/R2Q) of KQ/R
2
Q.
By [A, Lemma 1.3] (see the proof of Lemma 3.8), we see that the quiver of
T (KQ/R2Q) is the double quiver Q̂ = (Q̂0, Q̂1) of Q, namely Q̂0 = Q0 and Q̂1 is
§Since T (A) is the quotient of the repetitive algebra by the Nakayama automorphism νA, we
may also obtain the presentation by using the bounded quiver presentation of the repetitive algebra
of A given in [A, Lemma 1.3].
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obtained from Q1 by adding an additional arrow α
∗ for each α ∈ Q1 such that
s(α∗) = t(α) and t(α∗) = s(α).
Let IQ̂ be the two-sided ideal of KQ̂ generated by
{αβ, β∗α∗ | α, β ∈ Q1} ∪ {αβ
∗, β∗α | α 6= β ∈ Q1}
∪ {αα∗ − β∗β | α, β ∈ Q1 such that s(α) = t(β)}
∪ {αα∗ − ββ∗ | α, β ∈ Q1 such that s(α) = s(β)}
∪ {α∗α− β∗β | α, β ∈ Q1 such that t(α) = t(β)}.
Then we have the following lemma.
Lemma 3.11. Let Q = (Q0, Q1) be a finite acyclic quiver, and RQ be the arrow
ideal of KQ. Then the trivial extension T (KQ/R2Q) of KQ/R
2
Q is isomorphic to
KQ̂/IQ̂.
Proof. Let {fi | i ∈ Q0} ∪ {fα | α ∈ Q1} ⊂ HomK(KQ/R
2
Q, K) be the dual basis
of the basis {ei | i ∈ Q0} ∪ {α ∈ Q1} of KQ/R
2
Q, namely fi(ej) = δij , fi(α) = 0,
fα(ei) = 0 and fα(β) = δαβ , for i, j ∈ Q0 and α, β ∈ Q1. Then
{ei | i ∈ Q0} ∪ {α ∈ Q1} ∪ {fi | i ∈ Q0} ∪ {fα | α ∈ Q1}
gives a basis of T (KQ/R2Q). Checking the well-definedness by direct calculation, we
can define an algebra homomorphism Φ : KQ̂/IQ̂ → T (KQ/R
2
Q) by
ei 7→ ei (i ∈ Q0), α 7→ α, α
∗ 7→ fα (α ∈ Q1).
In particular, we used αfα = fs(α) and fαα = ft(α) in T (KQ/R
2
Q), for α ∈ Q1, in the
calculation, and they also show that Φ is surjective. By comparing the dimensions
of KQ̂/IQ̂ and T (KQ/R
2
Q), we see that Φ is an isomorphism. 
Note that the algebra KQ̂/IQ̂ is determined only by the underlying graph of Q.
We denote the underlying graph of Q by Q. Then, we have the following proposition.
Proposition 3.12. Let Q = (Q0, Q1) be a finite connected acyclic quiver. Then, the
algebra KQ̂/IQ̂ is cellular if and only if the underlying graph Q of Q is a straight line
with no multiple edge. Furthermore, if the condition holds then KQ̂/IQ̂ is isomorphic
to the Brauer tree algebra whose Brauer tree is a straight line with no exceptional
vertex.
Proof. Suppose that KQ̂/IQ̂ is cellular. If Q has a multiple edge, then Q contains a
subquiver
Q′ = i //
//... j
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with k arrows (k ≥ 2) by Proposition 2.3. By the defining relations, we see that
(ei + ej)(KQ̂/IQ̂)(ei + ej)
∼= KQ̂′/IQ̂′, and its Cartan matrix is
C′ =
(
2 k
k 2
)
.
By Proposition 2.5 (iv), (ei + ej)(KQ̂/IQ̂)(ei + ej) is not cellular since detC
′ ≤ 0.
Then, by Lemma 2.7, KQ̂/IQ̂ is not cellular, contradicting our assumption. Hence
Q has no multiple edge.
Note that Q does not have an oriented cycle since Q is acyclic. In particular the
underlying graph of Q does not contain a loop. Suppose that Q contains a subquiver
Q♯ whose underlying graph is a cycle of length l ≥ 2. We label its vertices as follows.
i2 i3
❙❙❙❙
❙❙❙
Q♯ = i1
rrrrrrr
❦❦❦❦
❦❦
il
▲▲▲▲▲▲▲▲
il−1
Then we see that (ei1 + · · ·+ eil)(KQ̂/IQ̂)(ei1 + · · ·+ eil)
∼= KQ̂♯/ÎQ♯, and its Cartan
matrix is
C♯ =

2 1 0 0 0 . . . 0 0 0 1
1 2 1 0 0 . . . 0 0 0 0
0 1 2 1 0 . . . 0 0 0 0
...
0 0 0 0 0 . . . 0 1 2 1
1 0 0 0 0 . . . 0 0 1 2
 .
Suppose that KQ̂♯/ÎQ♯ is a cellular algebra with cell datum (Λ, T , C, ι), and let D
♯
be its decomposition matrix. Then, by Proposition 2.5 (iii), we have
D♯ =

1 0 0 0 . . . 0 0 1
1 1 0 0 . . . 0 0 0
0 1 1 0 . . . 0 0 0
...
0 0 0 0 . . . 1 1 0
0 0 0 0 . . . 0 1 1
 .
modulo rearrangement of rows.
Put Λ = {λ1, λ2, . . . , λl} such that ([∆(λi) : L(λj)])1≤i,j≤l = D
♯. Then, by
Proposition 2.5 (i), we have λl < λ1 < λ2 < · · · < λl−1 < λl in the partial order,
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which is impossible. Hence, (ei1 + · · ·+ eil)(KQ̂/IQ̂)(ei1 + · · ·+ eil) is not cellular,
and KQ̂/IQ̂ is not cellular by Lemma 2.7, contradicting our assumption again.
Assume that Q has no multiple edge and no cycle. If Q has a branch, Q contains
a subquiver Q♮ whose underlying graph is of the following form
i3
Q♮ = i1 i2
rrrrrr
▲▲▲
▲▲▲
i4
We see that (ei1+ · · ·+ei4)KQ̂/IQ̂(ei1+ · · ·+ei4)
∼= KQ̂♮/ÎQ♮, and its Cartan matrix
is
C♮ =

2 1 0 0
1 2 1 1
0 1 2 0
0 1 0 2
 .
However, there is no matrix D with non-negative integral entries that satisfies
DTD = C. Thus, (ei1+ · · ·+ei4)KQ̂/IQ̂(ei1+ · · ·+ei4) is not cellular by Proposition
2.5 (iii), and KQ̂/IQ̂ is not cellular by Lemma 2.7.
Now the only graph Q without cycles or loops, and branch points, is a straight
line. Hence we have proved that Q is a straight line with no multiple edge if KQ̂/IQ̂
is cellular.
Conversely, suppose that Q is a straight line with no multiple edge. Then we
easily see that KQ̂/IQ̂ is isomorphic to the Brauer tree algebra whose Brauer tree is
a straight line with no exceptional vertex, which is cellular by Proposition 3.2. 
Note that the Brauer tree algebra whose Brauer tree is a straight line with no
exceptional vertex is isomorphic to the trivial extension of a tilted algebra of type
An for some n ∈ N. Hence, we obtain the following proposition as a special case of
Proposition 3.12.
Proposition 3.13. The trivial extension T (B) of a tilted algebra B of Dynkin type
is cellular if and only if T (B) is isomorphic to the Brauer tree algebra whose Brauer
tree is a straight line with no exceptional vertex.
By [S, Theorem 3.11], Proposition 3.2, Proposition 3.6 and Proposition 3.13, we
have the following proposition.
Proposition 3.14 ([O]). An algebra A is a basic symmetric cellular algebra of finite
type if and only if A is isomorphic to a Brauer tree algebra whose Brauer tree is a
straight line with at most one exceptional vertex.
Recall from Proposition 2.6 (ii) that a self-injective cellular algebra is weakly
symmetric. If it is of finite type, we may apply the following result.
Proposition 3.15. A weakly symmetric algebra over K of finite type is symmetric.
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Proof. Let A be a basic weakly symmetric algebra over K of finite type, and A′
be its Stamm-algebra (see [W, Definition 4.4] for the definition of Stamm-algebra).
By [W, Coroollary 4.7 (iii) in Part I], A′ is symmetric if and only if A is weakly
symmetric. If A was not a symmetric algebra, then A would be isomorphic to A′ by
[KS, Theorem C], which contradicts with A′ being a symmetric algebra. 
By Proposition 2.6 (ii), Proposition 3.14 and Proposition 3.15, we have the
following theorem.
Theorem 3.16. Let A be a basic algebra over K. The following are equivalent.
(i) A is a self-injective cellular algebra of finite type.
(ii) A is isomorphic to a Brauer tree algebra whose Brauer tree is a straight line
with at most one exceptional vertex.
§ 4. Self-injective cellular algebras of domestic type
The aim of this section is to determine basic self-injective cellular algebras of
domestic type. By Proposition 2.5 and Proposition 2.6, it suffices to consider weakly
symmetric algebras of domestic type whose Cartan matrices are nonsingular.
4.1. Standard self-injective algebras of domestic type First of all, we classify
standard self-injective cellular algebras of domestic type. Nonstandard self-injective
algebras of domestic type will be treated in Proposition 4.37 and Lemma 4.38. The
main result in this section is Theorem 4.39.
By [S, Theorem 4.3], a self-injective algebra is standard domestic of infinite type
if and only if it is a self-injective algebra of Euclidean type. Then, non-local weakly
symmetric algebras of Euclidean type which have nonsingular Cartan matrices are
classified in [BS, Theorem 1] and the result is recalled in [BHS, Theorem 1.1]. They
are algebras Λ′(T ),Γ(0)(T, v),Γ(1)(T, v),Γ(2)(T, v1, v2) and Λ(T, v1, v2). On the other
hand, the classification of local self-injective algebras of Euclidean type is known
and it is recalled in [BHS, Theorem 1.2]. They are algebras A(λ) with λ ∈ K \ {0}.
Definition 4.2. Let λ ∈ K\{0} and Q the following quiver.
1α 88 βff
Then we define A(λ) = KQ/I(λ), where I(λ) is the admissible ideal generated by
the elements α2, β2, αβ − λβα.
The five classes of non-local algebras are given by Brauer graphs satisfying some
conditions. Our convention is that we read the cyclic ordering around each vertex
clockwise when we draw a Brauer graph in a plane. The common assumption for
the five classes of the Brauer graphs is that
the Brauer graphs have at most one cycle, which may be or may not
be a loop, and if the cycle exists then it must be of odd length.
Furthermore, we fix at most one distinguished vertex in the cycle. Given a Brauer
graph T , we denote by QT the Brauer quiver associated with T . The cyclic ordering
of each vertex in T defines two simple cycles in QT if it is the endpoint of a loop,
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and one simple cycle in QT otherwise. In particular, if a distinguished vertex of T is
chosen, then it defines one or two distinguished simple cycles, say γ-cycle or δ-cycle,
in QT , and we divide the remaining simple cycles of QT into α-parts and β-parts in
such a way that if two cycles intersect at a vertex in QT , then the two cycles belong
to different parts. The cycles in the α-parts (respectively, the β-parts) are called α-
cycles (respectively, β-cycles). We denote an arrow in the α-parts (respectively, the
β-parts, the γ-cycle, the δ-cycle) which starts at a vertex i by αi (respectively, βi,
γi, δi), and we denote the target of αi (respectively, βi, γi, δi) by α(i) (respectively,
β(i), γ(i), δ(i)). We will use the symbol Ai (respectively, Bi, Ci, Di) to denote the
α-cycle (respectively, β-cycle, γ-cycle, δ-cycle) from i to i, that is,
Ai = αiαα(i) · · ·αα−1(i), Bi = βiββ(i) · · ·ββ−1(i),
Ci = γiγγ(i) · · · γγ−1(i), Di = δiδδ(i) · · · δδ−1(i).
We are ready to introduce the algebras Λ′(T ),Γ(0)(T, v),Γ(1)(T, v),Γ(2)(T, v1, v2)
and Λ(T, v1, v2). Note however that although we use Brauer graphs, they are not
necessarily Brauer graph algebras and there are some modifications in the defining
relations.
Definition 4.3. Let T be a Brauer graph with exactly one cycle, which is of an odd
length, and we define Λ′(T ).
Suppose that the cycle is not a loop, and that a distinguished vertex v on the
cycle is chosen. We call the simple cycle in QT associated with the cyclic ordering
around v the γ-cycle. Then, Λ′(T ) = KQT /I
′(T ), where I ′(T ) is the ideal generated
by the following elements:
(i) αiβα(i), βiαβ(i), αiγα(i), γiαγ(i), γiβγ(i), βiγβ(i), where i are vertices of QT ,
(ii) Aj − Bj, where j is the intersection of an α-cycle and a β-cycle,
(iii) Aj − Cj, where j is the intersection of an α-cycle and the γ-cycle,
(iv) Bj − Cj, where j is the intersection of a β-cycle and the γ-cycle.
Suppose that the cycle is a loop, and the vertex of the loop is chosen as the
distinguished vertex v. Then we have distinguished simple cycles the γ-cycle and the
δ-cycle in QT which are associated with the cyclic ordering around v. We denote the
intersection of the γ-cycle and the δ-cycle by a. Then, Λ′(T ) = KQT /I
′(T ), where
I ′(T ) is the ideal generated by the following elements:
(i) αiβα(i), βiαβ(i), αiγα(i), γiαγ(i), γiβγ(i), βiγβ(i), αiδα(i), δiαδ(i), βiδβ(i), δiβδ(i),
where i are vertices of QT ,
(ii) Aj − Bj, where j is the intersection of an α-cycle and a β-cycle,
(iii) Aj−γjγγ(j) · · · γγ−1(a)Daγa · · · γγ−1(j), where j is the intersection of an α-cycle
and the γ-cycle,
(iv) Aj − δjδδ(j) · · · δδ−1(a)Caδa · · · δδ−1(j), where j is the intersection of an α-cycle
and the δ-cycle,
(v) Bj−γjγγ(j) · · ·γγ−1(a)Daγa · · · γγ−1(j), where j is the intersection of an β-cycle
and the γ-cycle,
(vi) Bj − δjδδ(j) · · · δδ−1(a)Caδa · · · δδ−1(j), where j is the intersection of an β-cycle
and the δ-cycle,
(vii) γγ−1(a)γa, δδ−1(a)δa,
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(viii) CaDa −DaCa.
Definition 4.4. Let T be a Brauer graph with exactly one loop. We denote the loop
and its vertex by b and u respectively. We assume that there is an edge a of T which
is different from b such that
• the endpoints of a are u and v,
• no other edge than a has v as an endpoint,
• the edges a and b are direct successors of the other in the cyclic ordering
around the vertex u,
• the loop b is not a direct successor of itself in the cyclic ordering around the
vertex u.
Then, we choose u as the distinguished vertex and we define Γ(0)(T, v).
Let two simple cycles in QT associated with the cyclic ordering around u be
the γ-cycle and the δ-cycle. They intersect at the vertex b of QT . By the second
condition, there is the unique loop in QT which has the vertex a as the endpoint.
We assume that this loop belongs to α-parts. We also assume that the simple cycle
b → a → b is the δ-cycle, so that Db = δbδa. Then, Γ
(0)(T, v) = KQT /I
(0)(T, v),
where I(0)(T, v) is the ideal generated by the following elements:
(i) αiβα(i), βiαβ(i), αiγα(i), γiαγ(i), γiβγ(i), βiγβ(i), where i are vertices of QT , and
αaδa, δbαa,
(ii) Aj − Bj, where j is the intersection of an α-cycle and a β-cycle,
(iii) Aj−γjγγ(j) · · · γγ−1(b)Dbγb · · · γγ−1(j), where j is the intersection of an α-cycle
and the γ-cycle,
(iv) αa − δaCbδb,
(v) Bj−γjγγ(j) · · · γγ−1(b)Dbγb · · · γγ−1(j), where j is the intersection of an β-cycle
and the γ-cycle,
(vi) γγ−1(b)γb,
(vii) δaCb − δaDb,
(viii) Cbδb −Dbδb.
Definition 4.5. Let T be a Brauer graph with a unique exceptional vertex v, whose
multiplicity is two, and a unique cycle, which is of length three. When we draw the
Brauer graph in a plane, we assume that
• the label of the edges of the cycle is given as
v3 v2
v1
a
ttt
ttt
tt
c
b
❏❏❏
❏❏❏
❏❏
and other edges are located outside the triangle, that is, a (respectively, b, c)
is the direct successor of b (respectively, c, a) in the cyclic ordering around
v1 (respectively, v2, v3),
• among the vertices v1, v2 and v3, v3 is the nearest vertex to the exceptional
vertex v, where v = v3 may occur.
Then, we choose v1 as the distinguished vertex and we define Γ
(1)(T, v).
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Note that there is no cycle outside the triangle by the common assumption which
we made for the Brauer graphs. We call the simple cycle in QT associated with the
cyclic ordering around v1 the γ-cycle, and assume that the simple cycle associated
with v2 (respectively, v3) belongs to β-parts (respectively, α-parts). We call the simple
cycle associated with the cyclic ordering around v the exceptional cycle. Then,
Γ(1)(T, v) = KQT /I
(1)(T, v), where I(1)(T, v) is the ideal generated by the following
elements:
(i) βiαβ(i), αiγα(i), γiβγ(i), where i are vertices of QT ,
(ii) αiβα(i), for i 6= a,
(iii) γiαγ(i), for i 6= b,
(iv) βiγβ(i), for i 6= c,
(v) Aj −Bj, if the intersection of an α-cycle and a β-cycle is a vertex j 6= c and
the two cycles are not exceptional,
(vi) Aj − Cj, if the intersection of an α-cycle and the γ-cycle is a vertex j 6= a
and the two cycles are not exceptional,
(vii) Bj−Cj, if the intersection of a β-cycle and the γ-cycle is a vertex j 6= b and
the two cycles are not exceptional,
(viii) A2j −Bj , if the intersection of an α-cycle and a β-cycle is a vertex j 6= c and
the α-cycle is exceptional,
(ix) Aj −B
2
j , if the intersection of an α-cycle and a β-cycle is a vertex j and the
β-cycle is exceptional,
(x) γγ−1(b)γbαa, αα−1(a)αaβc, ββ−1(c)βcγb,
(xi) βbββ(b) · · ·ββ−1(c) − γbαa, γaγγ(a) · · · γγ−1(b) − αaβc,
(xii) αcαα(c) · · ·αα−1(a)−βcγb, if the α-cycle through the vertex c is not exceptional,
(xiii) αcαα(c) · · ·αα−1(a)Aa−βcγb, if the α-cycle through the vertex c is exceptional.
Remark 4.6. In fact, we have j 6= a, b, c in the conditions (v)-(ix): if j = a or b in
(v) then one of the cycles is the γ-cycle, that is, it is not an α-cycle nor a β-cycle.
The same reasoning excludes j = b, c in (vi), j = a, c in (vii) and j = a, b in (viii).
We have j 6= c in (ix) because if j = c then the β-cycle is not exceptional. Another
remark is that the condition for αiβα(i) (respectively, γiαγ(i), βiγβ(i)) appears in (ii)
and (xi) (respectively, (iii) and (xi), (iv) and (xii), (xiii)).
Definition 4.7. Let T be a Brauer tree T (in the sense of [KX1, Proposition 5.3])
with two different exceptional vertices v1 and v2 of multiplicity two. Then, we do
not specify the distingushed vertex, so that there are no γ-cycle and δ-cycle, and we
define Λ(T, v1, v2).
We call simple cycles associated with the cyclic ordering around the exceptional
vertices v1 and v2 exceptional cycles. Then, Λ(T, v1, v2) = KQT /I(T, v1, v2), where
I(T, v1, v2) is the ideal generated by the following elements:
(i) αiβα(i), βiαβ(i), where i are vertices of QT ,
(ii) Aj −Bj, if the intersection of an α-cycle and a β-cycle is a vertex j and the
two cycles are not exceptional,
(iii) A2j−Bj, if the intersection of an α-cycle and a β-cycle is a vertex j and only
the α-cycle is exceptional,
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(iv) Aj − B
2
j , if the intersection of an α-cycle and a β-cycle is a vertex j and
only the β-cycle is exceptional,
(v) A2j − B
2
j , if the intersection of an α-cycle and a β-cycle is a vertex j and
both the α-cycle and the β-cycle are exceptional.
Definition 4.8. Let T be a Brauer tree with a unique exceptional vertex v2
¶ , which
is of multiplicity two. We assume the following:
• There is an edge a of T which has endpoints v1 and u.
• The vertex v1 is different from v2 and v1 is not an endpoint of any other edge
than a.
• Let b be the direct successor of a and c the direct predecessor of a in the cyclic
ordering around u. Then, b 6= a and c 6= a.
• The vertices u, v1, v2 and the edges a, b, c determine a subtree
v3 u
v1 ◦
◦ · · · ◦ v2
b
a
✡✡✡✡✡✡✡✡
c
✹✹✹✹✹✹✹✹
e
of the Brauer tree T , where one of u = v2, v3 = v2 may occur (but cannot be
both as u 6= v3), and any of b = e, c = e and b = c = e may hold.
Then, we do not specify the distinguished vertex and we define Γ(2)(T, v1, v2).
We call the simple cycle of QT associated with the cyclic ordering around the
vertex v2 the exceptional cycle. We assume that the simple cycle in QT associated
with the cyclic ordering around the vertex u is an α-cycle. Then, Γ(2)(T, v1, v2) =
KQ
(2)
T /I
(2)(T, v1, v2), where the vertices and the arrows of Q
(2)
T are given by
Q
(2)
T = ((QT )0 ∪ {w}, (QT )1 ∪ {γ1 : c→ w, γ2 : w → b, γ3 : w → w}),
and I(2)(T, v1, v2) is the ideal generated by the following elements:
(i) αiβα(i), βiαβ(i), for all vertices i of QT ,
(ii) Aj −Bj, if the intersection of an α-cycle and a β-cycle is a vertex j and the
two cycles are not exceptional,
(iii) A2j−Bj, if the intersection of an α-cycle and a β-cycle is a vertex j and only
the α-cycle is exceptional,
(iv) Aj − B
2
j , if the intersection of an α-cycle and a β-cycle is a vertex j and
only the β-cycle is exceptional,
(v) γ2βb, ββ−1(c)γ1, γ1γ3, γ3γ2,
(vi) γ2αb · · ·αc, αaαb · · ·αα−1(c)γ1, if u 6= v2,
(We understand that γ2αb, αaγ1, if u 6= v2 and b = c = e),
¶In page 51 of [BHS], the definition starts with stating that v1 and v2 are exceptional vertices.
However, it is stated in the middle of the page that the exceptional cycle is the one which is
associated with the cyclic ordering around v2. Thus, only v2 is exceptional, and we should follow
the definition in [BS].
SELF-INJECTIVE CELLULAR ALGEBRAS 19
(vii) γ2αb · · ·αα−1(c)γ1γ2αb · · ·αc, αaαb · · ·αα−1(c)αcαaαb · · ·αα−1(c)γ1, if u = v2,
(We understand that γ2γ1γ2αb, αaαbαaγ1, if u = v2 and b = c = e),
(viii) αcαa − γ1γ2,
(ix) γ2αbαα(b) · · ·αα−1(c)γ1 − γ3, if u 6= v2,
(x) (γ2αbαα(b) · · ·αα−1(c)γ1)
2 − γ3, if u = v2.
Now, we recall the classification of weakly symmetric algebras of Euclidean type
which have nonsingular Cartan matrices.
Theorem 4.9 ([BHS, Theorem 1,1 and Theorem 1.2]). Let A be a basic self-injective
algebra with a nonsingular Cartan matrix. Then the following statements hold:
(1) A is a local self-injective algebra of Euclidean type if and only if A is iso-
morphic to A(λ) for some λ ∈ K\{0}.
(2) A is a non-local weakly symmetric algebra of Euclidean type if and only if
A is isomorphic to an algebra of the form Λ(T, v1, v2), Λ
′(T ), Γ(0)(T, v),
Γ(1)(T, v), or Γ(2)(T, v1, v2).
From now on, we classify standard self-injective cellular algebras of domestic
type. By Theorem 4.9, it suffices to check whether an algebra from the six classes
of algebras A(λ), Λ(T, v1, v2), Λ
′(T ), Γ(0)(T, v), Γ(1)(T, v), and Γ(2)(T, v1, v2) admits
a cellular algebra structure.
4.10. First, we consider the local case. Let A be a local self-injective algebra of
Euclidean type whose Cartan matrix is nonsingular. By Theorem 4.9 (1), we may
assume A = A(λ) for some λ ∈ K\{0}.
Note that A(1) is isomorphic to the Kronecker algebra K[X, Y ]/(X2, Y 2). Then,
the Kronecker algebra is cellular. To see this, let the anti-involution ι be the identity
map, Λ = {λ1 < λ2 < λ3 < λ4} and T (λi) = {1} for i = 1, 2, 3, 4. Then,
(cλ11,1) = (1), (c
λ2
1,1) = (X), (c
λ3
1,1) = (Y ), (c
λ4
1,1) = (XY )
is a cellular basis.
Proposition 4.11. The algebra A(λ) is cellular if and only if λ = 1. In other words,
any standard local self-injective cellular algebras of domestic type is isomorphic to
the Kronecker algebra K[X, Y ]/(X2, Y 2).
Proof. Recall that A(λ) = KQ/I, where
Q = 1α 88 βff
and I is the admissible ideal generated by α2, β2, αβ − λβα.
If λ = 1, then A(1) is cellular. Suppose that A(λ) is a cellular algebra with cell
datum (Λ, T , C, ι). Since λ 6= 0 and A is local, A(λ) is the unique indecomposable
projective module, and its basis is given by
A(λ) = Ke1 ⊕Kα⊕Kβ ⊕Kαβ.
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Thus, the Cartan matrix of A(λ) is (4). Let D be the decomposition matrix of
A(λ). By (i) and (iii) from Proposition 2.5, we have D = (1 1 1 1)T . It implies
that Λ = {λ1, λ2, λ3, λ4} and we may assume without loss of generality that λ1 is
minimal in the partial order, and we may extend the partial order to the total order
1 < 2 < 3 < 4. The equality dimA(λ) =
∑4
i=1 |T (λi)|
2 implies that we may set
T (λ1) = T (λ2) = T (λ3) = T (λ4) = {1}.
The cellular basis is C = {cλi1,1 | i = 1, 2, 3, 4} and ι(c
λi
1,1) = c
λi
1,1 implies that the
anti-involution ι fixes all elements of A(λ). It follows that
αβ = ι(αβ) = ι(λβα) = λι(α)ι(β) = λαβ.
Therefore, we obtain λ = 1. 
4.12. Next, we consider the non-local case. We begin by the algebras Λ′(T ) from
Definition 4.3. Suppose that the Brauer graph has a cycle which is not a loop. Since
T does not have a loop, Proposition 2.3(iii) implies that T does not have a branch.
Hence, T coincides with the cycle of odd length. Its Brauer quiver QT is given by
1
2
3
2n+ 1
2n
4
α1
))❘❘❘
❘❘❘
❘
α2
ii❘❘❘❘❘❘❘
β2
✰
✰✰
✰✰
✰
β3
UU✰✰✰✰✰✰
γ1
uu❧❧❧❧
γ2n+1 55❧❧❧❧
β2n
II✓✓✓✓✓ β2n+1		✓✓
✓✓
✓
α3
✗✗
✗✗
✗α4
KK✗✗✗✗✗
❴❨
◗
❍
❀
✶
✯
✩
❞ ✐
r
✠
and the admissible ideal is generated by the following elements.
(i) α2k−1β2k, β2k+1α2k, for 1 ≤ k ≤ n,
(ii) α2k+1α2k+2 − β2k+1β2k, for 1 ≤ k ≤ n− 1,
(iii) β2nγ2n+1, γ1β2n+1, γ2n+1α1 and α2γ1,
(iv) α2kα2k−1 − β2kβ2k+1, for 1 ≤ k ≤ n,
(v) α1α2 − γ1γ2n+1 and β2n+1β2n − γ2n+1γ1.
Lemma 4.13. Let T be a Brauer graph as above. Then the algebra Λ′(T ) is not
cellular.
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Proof. We see that the Cartan matrix of Λ′(T ) is
C =

2 1 0 0 · · · 0 0 0 1
1 2 1 0 · · · 0 0 0 0
0 1 2 1 · · · 0 0 0 0
...
0 0 0 0 · · · 0 1 2 1
1 0 0 0 · · · 0 0 1 2
 .
The same Cartan matrix appeared in the proof of Proposition 3.12 and the argument
there shows that Λ′(T ) cannot be cellular. 
4.14. Suppose that the Brauer graph has a loop. Then, Proposition 2.3(iii) implies
that the Brauer graph T is of the form:
(4.14.1) ◦ ◦ ◦ · · · ◦ v ◦ ◦ · · · ◦ ◦
−l −(l−1) −1 1 2 m
0
with no exceptional vertex. We denote the above Brauer graph by T (l, m). We
introduce the corresponding Brauer quiver as follows.
Definition 4.15. For l, m ≥ 0, we denote the following quiver by Q(l, m).
−l · · · −2 −1 0 1 2 · · · m
α−l //
β−l+1
oo
α−3//
β−2
oo
α−2 //
β−1
oo
δ−1 //
δ0
oo
γ0 //
γ1
oo
α1 //
β2
oo
α2 //
β3
oo
αm−1//
βm
ooβ−l
**
αm
gg
Here, β0 = δ0 if l = 0 and α0 = γ0 if m = 0. We label arrows other than the γ-cycle
and the δ-cycle with αi and βi, but we do not follow the convention to divide the
arrows into α-parts and β-parts in such a way that each of the relevant vertices of
the Brauer graph is the intersection of an α-cycle and a β-cycle.
We write Λ′(T (l, m)) = KQ(l, m)/I and recall the generators of the ideal I for
the following five cases. Then, from those explicit generators, it is easy to see that
Λ′(T (l, m)) ∼= Λ′(T (m, l)), so that the five cases suffice.
(a) m ≥ l ≥ 2 or m > l ≥ 1.
(b) m = l = 1.
(c) l = 0, m > 1.
(d) l = 0, m = 1.
(e) l = m = 0.
4.16. Suppose that we are in the case (a). Then I is the ideal generated by the
following elements:
(i) αiαi+1, for −l ≤ i ≤ −3 or 1 ≤ i ≤ m− 1 (if l = 1, then 1 ≤ i ≤ m− 1),
(ii) βiβi−1, for −l + 1 ≤ i ≤ −1 or 3 ≤ i ≤ m (if l = 1, then 3 ≤ i ≤ m),
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(iii) αmβm, γ0α1, β2γ1 and δ0β−1,
(iv) β−lα−l, α−2δ−1 (if l = 1, then β−1δ−1),
(v) αiβi+1 − βiαi−1, for −l + 1 ≤ i ≤ −2 or 2 ≤ i ≤ m − 1 (if l = 1, then
2 ≤ i ≤ m− 1),
(vi) αm − βmαm−1 and β−l − α−lβ−l+1, (if l = 1, then β−l − α−lβ−l+1 does not
occur.)
(vii) α1β2 − γ1δ0δ−1γ0,
(viii) β−1α−2 − δ−1γ0γ1δ0 (if l = 1, then β−1 − δ−1γ0γ1δ0),
(ix) γ1γ0, δ−1δ0, γ0γ1δ0δ−1 − δ0δ−1γ0γ1.
By using (vi) or (viii), we delete the arrows αm and β−l from Q(l, m) to obtain the
Gabriel quiver, and replace αm (respectively, β−l) in the above generators of I with
βmαm−1 (respectively, α−lβ−l+1 or δ−1γ0γ1δ0 if l = 1). Explicit computation shows
that the indecomposable projective modules are given by
P−l = Ke−l ⊕Kβ−l+1 ⊕Kα−lβ−l+1 (if l ≥ 2),
Pi = Kei ⊕Kαi−1 ⊕Kβi+1 ⊕Kαiβi+1 (i /∈ {−l,−1, 0, 1, m}),
P−1 =
{
Ke−1 ⊕Kα−2 ⊕Kδ0 ⊕Kγ1δ0 ⊕Kγ0γ1δ0 ⊕Kδ−1γ0γ1δ0 (if l ≥ 2),
Ke−1 ⊕Kδ0 ⊕Kγ1δ0 ⊕Kγ0γ1δ0 ⊕Kδ−1γ0γ1δ0 (if l = 1),
P0 = Ke0 ⊕Kδ−1 ⊕Kγ1 ⊕Kδ0δ−1 ⊕Kγ0γ1 ⊕Kγ1δ0δ−1
⊕Kδ−1γ0γ1 ⊕Kγ0γ1δ0δ−1,
P1 = Ke1 ⊕Kβ2 ⊕Kγ0 ⊕Kδ−1γ0 ⊕Kδ0δ−1γ0 ⊕Kγ1δ0δ−1γ0,
Pm = Kem ⊕Kαm−1 ⊕Kβmαm−1.
Suppose that we are in the case (b). Then I is the ideal generated by the
following elements:
(i) α1γ1, γ0α1, β−1δ−1 and δ0β−1,
(ii) α1 − γ1δ0δ−1γ0 and β−1 − δ−1γ0γ1δ0,
(iii) γ1γ0, δ−1δ0, γ0γ1δ0δ−1 − δ0δ−1γ0γ1.
By using (ii), we delete the arrows α1 and β−1 from Q(1, 1) to obtain the Gabriel
quiver and replace α1 (respectively, β−1) in the above generators of I by γ1δ0δ1γ0
(respectively, δ−1γ0γ1δ0). Explicit computation shows
P−1 = Ke−1 ⊕Kδ0 ⊕Kγ1δ0 ⊕Kγ0γ1δ0 ⊕Kδ−1γ0γ1δ0,
P0 = Ke0 ⊕Kδ−1 ⊕Kγ1 ⊕Kδ0δ−1 ⊕Kγ0γ1 ⊕Kγ1δ0δ−1
⊕Kδ−1γ0γ1 ⊕Kγ0γ1δ0δ−1,
P1 = Ke1 ⊕Kγ0 ⊕Kδ−1γ0 ⊕Kδ0δ−1γ0 ⊕Kγ1δ0δ−1γ0.
Lemma 4.17. If m ≥ l ≥ 1 then the algebra Λ′(T (l, m)) is not cellular.
Proof. Put e = e−1+e0+e1. By Lemma 2.7, it suffices to prove that eΛ
′(T (l, m))e is
not cellular. Suppose to the contrary that eΛ′(T (l, m))e is cellular. The computation
of indecomposable projective Λ′(T (l, m))-modules in the cases (a) and (b) shows that
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the Cartan matrix of eΛ′(T (l, m))e is
C =
2 2 12 4 2
1 2 2
 .
Then, the decomposition matrix D, which satisfies DTD = C, is
D =

1 1 0
1 1 1
0 1 1
0 1 0

modulo rearrangement of rows. Let Λ = {λ1, λ2, λ3, λ4} ⊃ Λ
+ = {µ1, µ2, µ3} such
that [∆(λi) : L(µj)] = dij . Since there are more than three nonzero entries in D,
there exist pairwise distinct elements in Λ such that one is minimal and the other
is maximal in the partial order. However, Lemma 2.9 tells us that the rows which
correspond to the minimal elements and the maximal elements in the partial order
must have unique nonzero entries, so that they must coincide, a contradiction. 
4.18. Assume that we are in the case (c). Then Λ′(T (0, m)) = KQ(0, m)/I, where
I is the ideal generated by the following elements:
(i) αiαi+1, for 1 ≤ i ≤ m− 1,
(ii) βiβi−1, for 3 ≤ i ≤ m,
(iii) αmβm, γ0α1 and β2γ1,
(iv) αiβi+1 − βiαi−1, for 2 ≤ i ≤ m− 1,
(v) αm − βmαm−1,
(vi) α1β2 − γ1δ0γ0,
(vii) γ1γ0, δ
2
0, γ0γ1δ0 − δ0γ0γ1.
By using (v), we delete the arrows αm from Q(0, m) to obtain the Gabriel quiver
and replace αm in the above generators of I by βmαm−1. Then, we have
P0 = Ke0 ⊕Kδ0 ⊕Kγ1 ⊕Kγ1δ0 ⊕Kγ0γ1 ⊕Kγ0γ1δ0,
P1 = Ke1 ⊕Kβ2 ⊕Kγ0 ⊕Kδ0γ0 ⊕Kγ1δ0γ0,
Pi = Kei ⊕Kαi−1 ⊕Kβi+1 ⊕Kαiβi+1 (2 ≤ i ≤ m− 1),
Pm = Kem ⊕Kαm−1 ⊕Kβmαm−1.
Lemma 4.19. If m > 1, then the algebra Λ′(T (0, m)) is not cellular.
Proof. Put e = e0+e1+e2 and suppose that Λ
′(T (0, m)) is cellular. Then, eΛ′(T (0, m))e
is cellular by Lemma 2.7. The computation of indecomposable projective Λ′(T (0, m))-
modules shows that the Cartan matrix of eΛ′(T (0, m))e is
C =
4 2 02 2 1
0 1 2
 ,
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and there should exist the decomposition matrix D satisfying DTD = C. However,
we find that D does not exist, a contradiction. 
In the last two cases (d) and (e), the following lemma holds. Note that the
algebra Λ′(T (0, 0)) is generated by γ0 and δ0 subject to the relations
γ20 = 0, δ
2
0 = 0, γ0δ0 = δ0γ0,
so that Λ′(T (0, 0)) ∼= K[X, Y ]/(X2, Y 2). The quiver Q(0, 1) is given by
0 1
γ0 //
γ1
ooδ0 88 α1ff
and Λ′(T (0, 1)) = KQ(0, 1)/I, where I is the ideal generated by
(i) γ0α1 and α1γ1,
(ii) γ1γ0 and δ
2
0,
(iii) α1 − γ1δ0γ0,
(iv) δ0γ0γ1 − γ0γ1δ0.
By using (iii), we delete the arrow α1 of Q(0, 1) to obtain the Gabriel quiver and
replace α1 in the above generators of I with γ1δ0γ0. Explicit computation shows
P0 = Ke0 ⊕Kδ0 ⊕Kγ1 ⊕Kγ1δ0 ⊕Kγ0γ1 ⊕Kγ0γ1δ0,
P1 = Ke1 ⊕Kγ0 ⊕Kδ0γ0 ⊕Kγ1δ0γ0.
Lemma 4.20. The algebras Λ′(T (0, 1)) and Λ′(T (0, 0)) are cellular.
Proof. The algebra Λ′(T (0, 0)) ∼= K[X, Y ]/(X2, Y 2) is a cellular algebra as we have
proved before. Next, we construct a cellular basis of Λ′(T (0, 1)). First of all, we
can see that the anti-involution on KQ(0, 1) defined by e∗0 = e0, e
∗
1 = e1, δ
∗
0 = δ0,
γ∗0 = γ1 and γ
∗
1 = γ0 preserves the ideal I. Thus, it induces an anti-involution
ι : Λ′(T (0, 1))→ Λ′(T (0, 1)). Let Λ = {λ1 < λ2 < λ3 < λ4} and define
T (λ1) = T (λ4) = {1}, T (λ2) = T (λ3) = {1, 2}.
Then the following K-basis of Λ′(T (0, 1)) is a cellular basis:
(cλ11,1) = (e0), (c
λ2
i,j)i,j∈T (λ2) =
(
e1 γ1
γ0 γ0γ1
)
,
(cλ3i,j)i,j∈T (λ3) =
(
δ0 δ0γ0
γ1δ0 γ1δ0γ0
)
, (cλ41,1) = (γ0γ1δ0).
The conditions (C1) and (C2) are easy to verify. To see that the condition (C3)
holds, it suffices to observe thatKδ0⊕Kγ1δ0⊕Kγ0γ1δ0 andKγ0γ1δ0 are submodules
of P0. Therefore, Λ
′(T (0, 1)) is cellular. 
By Lemma 4.13, Lemma 4.17, Lemma 4.19 and Lemma 4.20, we obtain the
following proposition.
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Proposition 4.21. The algebra Λ′(T ) is cellular if and only if T is one of T (0, 1),
T (1, 0) and T (0, 0).
4.22. We consider the algebras Γ(0)(T, v) from Definition 4.4. Then, by Proposition
2.3(iii), the Brauer graph T is one of the following T (m) or T (−m):
T (m) = v u ◦ · · · ◦ ◦
a 1 m
b
T (−m) = ◦ ◦ · · · ◦ u v
m 1 a
b
where m ≥ 1. The defining relations for Γ(0)(T (m), v), which we will give below,
show that there exists an isomorphism of algebras Γ(0)(T (m), v) ∼= Γ(0)(T (−m), v).
Hence, it suffices to consider T = T (m) for m ≥ 1. We denote the corresponding
Brauer quiver by Q(m), which we label the arrows as follows:
a b 1 2 · · · m
δa //
δb
oo
γb //
γ1
oo
α1 //
β2
oo
α2 //
β3
oo
αm−1//
βm
ooαa 88 αmgg
Suppose that m > 1. Then Γ(0)(T (m), v) = KQ(m)/I, where I is the ideal
generated by the following elements:
(i) αiαi+1, for 1 ≤ i ≤ m− 1,
(ii) βiβi−1, for 3 ≤ i ≤ m,
(iii) αmβm, β2γ1, γbα1, αaδa, δbαa,
(iv) αiβi+1 − βiαi−1, for 2 ≤ i ≤ m− 1,
(v) αm − βmαm−1 and αa − δaγbγ1δb,
(vi) α1β2 − γ1δbδaγb,
(vii) γ1γb,
(viii) δaγbγ1 − δaδbδa,
(ix) γbγ1δb − δbδaδb.
By using (v), we delete the arrows αm and αa from Q(m) to obtain the Gabriel
quiver and replace αm (respectively, αa) in the above generators of I with βmαm−1
(respectively, δaγbγ1δb). Then explicit computation shows
Pa = Kea ⊕Kδb ⊕Kγ1δb ⊕Kδaδb ⊕Kγbγ1δb ⊕Kδaγbγ1δb,
Pb = Keb ⊕Kδa ⊕Kγ1 ⊕Kδbδa ⊕Kγbγ1 ⊕Kγ1δbδa
⊕Kδaγbγ1 ⊕Kγbγ1δbδa,
P1 = Ke1 ⊕Kβ2 ⊕Kγb ⊕Kδaγb ⊕Kδbδaγb ⊕Kγ1δbδaγb,
Pi = Kei ⊕Kαi−1 ⊕Kβi+1 ⊕Kαiβi+1 (i /∈ {−1, 0, 1, m}),
Pm = Kem ⊕Kαm−1 ⊕Kβmαm−1.
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Suppose that m = 1. Then, Γ(0)(T (1), v) = KQ/I, where Q is
Q = a b 1
δb
oo
δa // γb //
γ1
oo
and I is the admissible ideal generated by
(i) γbγ1δbδaγb, γ1δbδaγbγ1, δaγbγ1δbδa, δbδaγbγ1δb,
(ii) γ1γb,
(iii) δaγbγ1 − δaδbδa,
(iv) γbγ1δb − δbδaδb.
Moreover, the indecompsable projective modules are given by
Pa = Kea ⊕Kδb ⊕Kγ1δb ⊕Kδaδb ⊕Kδbδaδb ⊕Kδaδbδaδb,
Pb = Keb ⊕Kδa ⊕Kγ1 ⊕Kδbδa ⊕Kγbγ1 ⊕Kγ1δbδa
⊕Kδaδbδa ⊕Kδbδaδbδa,
P1 = Ke1 ⊕Kγb ⊕Kδaγb ⊕Kδbδaγb ⊕Kγ1δbδaγb.
Proposition 4.23. The algebra Γ(0)(T (m), v) is cellular if and only if m = 1.
Proof. Assume that m > 1 and put e = ea + eb + e1 + e2. Then the Cartan matrix
of eΓ(0)(T (m), v)e is
C =

3 2 1 0
2 4 2 0
1 2 2 1
0 0 1 2
 .
Suppose that Γ(0)(T (m), v) is cellular. Then so is eΓ(0)(T (m), v)e by Lemma 2.7.
However, we find that there is no matrix D with entries in Z≥0 that satisfies the
condition DTD = C, a contradiction.
Next, we show that the algebra Γ(0)(T (1), v) is cellular. It is easy to see that
the anti-involution ι induced by swapping δa and δb (respectively, γb and γ1) is well-
defined. We take a totally ordered set Λ = {λ1 < λ2 < λ3 < λ4 < λ5} and define
T (λk), for 1 ≤ k ≤ 5, by
T (λ1) = T (λ5) = {1}, T (λ2) = T (λ4) = {1, 2}, T (λ3) = {1, 2, 3}.
For each λk ∈ Λ, we define (c
λk
i,j )i,j∈T (k) as follows:
(cλ11,1) = (eb), (c
λ2
i,j)i,j∈T (λ2) =
(
e1 γ1
γb γbγ1
)
,
(cλ3i,j)i,j∈T (λ3) =
 ea δa δaγbδb δbδa δbδaγb
γ1δb γ1δbδa γ1δbδaγb
 ,
(cλ4i,j)i,j∈T (λ4) =
(
δaδb δaδbδa
δbδaδb δbδaδbδa
)
,
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(cλ51,1) = (δaδbδaδb).
It is clear that the conditions (C1) and (C2) hold. The condition (C3) holds because
Kδaδb ⊕Kδbδaδb ⊕K(δaδb)
2 and K(δaδb)
2 are submodules of Pa. Thus, this basis is
a cellular basis of Γ(0)(T (1), v). 
4.24. We consider the algebras Γ(1)(T, v) from Definition 4.5. By Proposition
2.3(iii), the Brauer graph T is of the form
v3 v2
v1
a
ttt
ttt
tt
c
b
❏❏❏
❏❏❏
❏❏
with the exceptional vertex v3. Then Γ
(1)(T, v) = KQT/I
(1)(T, v), where QT is the
following quiver
b a
c
γb //
γa
oo
αa
✞✞
✞✞
✞✞
✞✞
✞✞
✞✞
αc
CC✞✞✞✞✞✞✞✞✞✞✞✞
βc
[[✼✼✼✼✼✼✼✼✼✼✼
βb
✼
✼✼
✼✼
✼✼
✼✼
✼✼
and I(1)(T, v) is the ideal generated by the following elements:
(i) βbαc, αcγa, γaβb,
(ii) γaγbαa, αcαaβc, βbβcγb,
(iii) βb − γbαa, γa − αaβc,
(iv) αcαaαc − βcγb.
By using (iii), we delete the arrows βb and γa from QT to obtain the Gabriel quiver.
Then, Proposition 2.3(iii) implies the following.
Proposition 4.25. The algebras Γ(1)(T, v) are not cellular.
4.26. We consider the algebras Λ(T, v1, v2) from Definition 4.7. Since they are
nothing but Brauer tree algebras with two different exceptional vertices, we may
apply [KX1, Proposition 5.3].
Proposition 4.27. The algebra Λ(T, v1, v2) is cellular if and only if the Brauer
graph T is a straight line.
By the assumption on Λ(T, v1, v2) in Definition 4.7, the multiplicities of the
exceptional vertices v1 and v2 are both two.
4.28. Finally, we consider the algebras Γ(2)(T, v1, v2) from Definition 4.8. Then, by
Proposition 2.3(iii), the Brauer tree T is of the form
Tml = v1 u v3 · · · ◦ v2 · · · ◦ ◦
a b 1 l−1 l l+1 m−1 m
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where b = c = e, and v2 is the unique exceptional vertex, whose multiplicity is two.
We always have v1 6= v2 by the assumption, but u = v2 or v3 = v2 may occur. When
u = v2 (respectively, v3 = v2) we understand that l = −1 (respectively l = 0).
4.29. The Brauer quiver Q
(2)
T for l ≥ 1 is as follows. For u = v2 or v3 = v2, we have
the same underlying quiver and the only difference is that the location of the vertex
l is either l = −1 or l = 0.
−1 0 1 2 · · · l − 1 l l + 1 · · · m
w
α−1 //
β0
oo
α0 //
β1
oo
α1 //
β2
oo
α2 //
β3
oo
αl−2 //
βl−1
oo
αl−1//
βl
oo
αl //
βl+1
oo
αl+1//
βl+2
oo
αm−1//
βm
oo
γ1

γ2
OO
β−1
,,
αm
gg
γ3
YY
Note that we do not use the labels αi and βi for the α-part and the β-part as we
did in Definition 4.8: if i is a positive even integer then αi belongs to the β-part
and βi belongs to the α-part. Moreover, we denote by 0 (respectively, −1) the
vertex b = c = e (respectively, a). Thus α−1 = αa, β−1 = βa, α0 = βb, β0 = αb. The
exceptional cycles are αlβl+1 and βl+1αl. By the definition of Γ
(2)(T, v1, v2), the cycles
α−1β0 and βoα−1 are α-cycles. We denote by Γ
(2)(l, m) the algebra Γ(2)(Tml , v1, v2).
4.30. Assume that m ≥ 1. Then the ideal I(2)(Tml , v1, v2) is generated by the
following elements.
(a) If 1 ≤ l ≤ m− 1 then
(i) αiαi+1, for −1 ≤ i ≤ m− 1,
(ii) βiβi−1, for 0 ≤ i ≤ m,
(iii) β−1α−1 and αmβm,
(iv) αiβi+1 − βiαi−1, for 0 ≤ i ≤ m− 1 and i 6= l, l + 1,
(v) β−1 − α−1β0 and αm − βmαm−1,
(vi) (αlβl+1)
2 − βlαl−1 and αl+1βl+2 − (βl+1αl)
2,
(vii) γ2α0, β1γ1, γ1γ3,
(viii) γ3γ2, γ2β0 and α−1γ1,
(ix) β0α−1 − γ1γ2,
(x) γ2β0α−1γ1 − γ3.
(b) If l = m, then
(i) αiαi+1, for −1 ≤ i ≤ m− 1,
(ii) βiβi−1, for 0 ≤ i ≤ m,
(iii) β−1α−1 and αmβm,
(iv) αiβi+1 − βiαi−1, for 0 ≤ i ≤ m− 1,
(v) β−1 − α−1β0 and α
2
m − βmαm−1,
(vi) γ2α0, β1γ1, γ1γ3,
(vii) γ3γ2, γ2β0 and α−1γ1,
(viii) β0α−1 − γ1γ2,
(ix) γ2β0α−1γ1 − γ3.
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In (a), we delete the arrows αm, β−1 and γ3 to obtain the Gabriel quiver, and
replace αm (respectively, β−1, γ3) in the above generators with βmαm−1 (respectively,
α−1β0, 0).
In (b), we delete the arrows β−1 and γ3 to obtain the Gabriel quiver, and replace
β−1 (respectively, γ3) in the above generators with α−1β0 (respectively, 0).
Lemma 4.31. If m ≥ 1 and 1 ≤ l ≤ m, then the algebra Γ(2)(l, m) is not cellular.
Proof. Let e = e−1+e0+ew+e1. By Lemma 2.7, it suffices to show that eΓ
(2)(l, m)e
is not cellular. If l ≥ 2, then indecomposable projective eΓ(2)(l, m)e-modules are
P−1 = Ke−1 ⊕Kβ0 ⊕Kα−1β0,
P0 = Ke0 ⊕Kα−1 ⊕Kγ2 ⊕Kβ1 ⊕Kβ0α−1,
Pw = Kew ⊕Kγ1 ⊕Kγ2γ1,
P1 = Ke1 ⊕Kα0 ⊕Kβ1α0,
and the Cartan matrix of eΓ(2)(l, m)e is
C =

2 1 0 0
1 2 1 1
0 1 2 0
0 1 0 2
 .
If l = 1, then indecomposable projective eΓ(2)(1, m)e-modules are
P−1 = Ke−1 ⊕Kβ0 ⊕Kα−1β0,
P0 = Ke0 ⊕Kα−1 ⊕Kγ2 ⊕Kβ1 ⊕Kβ0α−1,
Pw = Kew ⊕Kγ1 ⊕Kγ2γ1,
P1 = Ke1 ⊕Kα0 ⊕Kα1β2 ⊕Kβ1α0,
and the Cartan matrix of eΓ(2)(1, m)e is
C =

2 1 0 0
1 2 1 1
0 1 2 0
0 1 0 3
 .
Now, we find that there is no matrix D with entries in Z≥0 that satisfies D
TD =
C in both cases. Thus, eΓ(2)(l, m)e is not cellular. 
If l = 0 and m ≥ 1, then the ideal I(2)(Tm0 , v1, v2) is generated by the following
elements:
(i) αiαi+1, for −1 ≤ i ≤ m− 1,
(ii) βiβi−1, for 0 ≤ i ≤ m,
(iii) β−1α−1 and αmβm,
(iv) αiβi+1 − βiαi−1, for 2 ≤ i ≤ m− 1,
(v) β−1 − α−1β0 and αm − βmαm−1 if m ≥ 2,
30 SELF-INJECTIVE CELLULAR ALGEBRAS
(vi) (α0β1)
2 − β0α−1 and α1 − (β1α0)
2 if m = 1, α1β2 − (β1α0)
2 if m ≥ 2,
(vii) γ2α0, β1γ1, γ1γ3, γ3γ2,
(viii) γ2β0 and α−1γ1,
(ix) β0α−1 − γ1γ2,
(x) γ2β0α−1γ1 − γ3.
We delete the arrows αm, β−1 and γ3 to obtain the Gabriel quiver, and replace αm
(respectively, β−1, γ3) in the above generators of I
(2)(Tm0 , v1, v2) with βmαm−1 if
m ≥ 2 and (β1α0)
2 if m = 1 (respectively, α−1β0 , 0).
Lemma 4.32. If m ≥ 1 and v3 = v2, then the algebra Γ
(2)(0, m) is not cellular.
Proof. Let e = e−1 + e0 + ew + e1. Then, indecomposable projective eΓ
(2)(0, m)e-
modules are given by
P−1 = Ke−1 ⊕Kβ0 ⊕Kα−1β0,
P0 = Ke0 ⊕Kα−1 ⊕Kγ2 ⊕Kβ1 ⊕Kα0β1 ⊕Kβ1α0β1 ⊕K(α0β1)
2,
Pw = Kew ⊕Kγ1 ⊕Kγ2γ1,
P1 = Ke1 ⊕Kα0 ⊕Kβ1α0 ⊕Kα0β1α0 ⊕K(β1α0)
2.
Thus, the Cartan matrix of eΓ(2)(0, m)e is
C =

2 1 0 0
1 3 1 2
0 1 2 0
0 2 0 3
 .
Suppose that Γ(2)(0, m) is cellular. Then so is eΓ(0)(0, m)e by Lemma 2.7. However,
it is impossible to find the decomposition matrix D which satisfies DTD = C. 
If l = −1 and m ≥ 1, then exceptional simple cycles are α−1β0 and β0α−1. In
this case, the ideal I(2)(Tm−1, v1, v2) is generated by the following elements:
(i) αiαi+1, for −1 ≤ i ≤ m− 1,
(ii) βiβi−1, for 0 ≤ i ≤ m,
(iii) β−1α−1 and αmβm,
(iv) αiβi+1 − βiαi−1, for 1 ≤ i ≤ m− 1,
(v) β−1 − (α−1β0)
2 and αm − βmαm−1,
(vi) α0β1 − (β0α−1)
2,
(vii) γ2α0, β1γ1, γ1γ3 and γ3γ2,
(viii) γ2γ1γ2β0 and α−1β0α−1γ1,
(ix) β0α−1 − γ1γ2,
(x) (γ2β0α−1γ1)
2 − γ3.
We delete the arrows αm, β−1 and γ3 to obtain the Gabriel quiver, and replace
αm (respectively, β0, γ3) in the above generators of I
(2)(Tm−1, v1, v2) with βmαm−1
(respectively, (α−1β0)
2, 0).
Lemma 4.33. If m ≥ 1 and u = v2, then the algebra Γ
(2)(−1, m) is not cellular.
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Proof. Let e = e−1 + e0 + ew + e1 as before. Then, indecomposable projective
eΓ(2)(−1, m)e-modules are given by
P−1 = Ke−1 ⊕Kβ0 ⊕Kα−1β0 ⊕Kγ2β0 ⊕Kβ0α−1β0 ⊕K(α−1β0)
2,
P0 = Ke0 ⊕Kα−1 ⊕Kγ2 ⊕Kβ1 ⊕Kβ0α−1 ⊕Kα−1β0α−1 ⊕Kγ2β0α−1 ⊕K(β0α−1)
2,
Pw = Kew ⊕Kγ1 ⊕Kα−1γ1 ⊕Kγ2γ1 ⊕Kγ1γ2γ1 ⊕K(γ2γ1)
2,
P1 = Ke1 ⊕Kα0 ⊕Kβ1α0.
Thus, the Cartan matrix of eΓ(2)(−1, m)e is
C =

3 2 1 0
2 3 2 1
1 2 3 0
0 1 0 2
 ,
and we cannot find the decomposition matrix D again. 
4.34. Assume that m = 0. If l = 0, then the ideal I(2)(T 00 , v1, v2) is generated by
the following elements:
(i) α−1α0, β0β−1, β−1α−1 and α0β0,
(ii) α20 − β0α−1,
(iii) β−1 − α−1β0,
(iv) γ2α0, α0γ1, γ1γ3 and γ3γ2,
(v) γ2β0 and α−1γ1,
(vi) β0α−1 − γ1γ2,
(vii) γ3 − γ2β0α−1γ1.
By using (iii) and (vii), we delete the arrows β−1 and γ3 to obtain the Gabriel
quiver, and replace β−1 (respectively, γ3) in the above generators of I
(2)(T 00 , v1, v2)
with α−1β0 (respectively, 0).
If l = −1, then the ideal I(2)(T 0−1, v1, v2) is generated by the following elements:
(i) α−1α0, β0β−1, β−1α−1 and α0β0,
(ii) α0 − (β0α−1)
2,
(iii) β−1 − (α−1β0)
2,
(iv) γ2α0, α0γ1, γ1γ3 and γ3γ2,
(v) γ2γ1γ2β0 and α−1β0α−1γ1,
(vi) β0α−1 − γ1γ2,
(vii) γ3 − (γ2β0α−1γ1)
2.
By using (ii), (iii) and (vii), we delete the arrows α0, β−1 and γ3 to obtain the Gabriel
quiver, and replace α0 (respectively, β−1, γ3) in the generators of I
(2)(T 0−1, v1, v2) with
(β0α−1)
2 (respectively, (α−1β0)
2, 0).
Lemma 4.35. For each l = −1, 0, the algebra Γ(2)(T 0l , v1, v2) is cellular.
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Proof. Assume that l = 0. Then, indecomposable projective modules are
P−1 = Ke−1 ⊕Kβ0 ⊕Kα−1β0,
P0 = Ke0 ⊕Kα−1 ⊕Kγ2 ⊕Kα0 ⊕Kβ0α−1,
Pw = Kew ⊕Kγ1 ⊕Kγ2γ1.
Let ι be the anti-involution of Γ(2)(T 00 , v1, v2) induced by swapping α−1 and β0, γ1
and γ2, and fixing α0. Put Λ = {λ1 < λ2 < λ3 < λ4 < λ5} and define
T (λi) =
{
{1} if i = 1, 2, 5,
{1, 2} otherwise.
Then one can construct a cellular basis of Γ(2)(T 00 , v1, v2) whose cell datum is (Λ, T , C, ι)
as follows.
(cλ11,1) = (ew), (c
λ2
i,j)i,j∈T (λ3) =
(
e0 γ1
γ2 γ2γ1
)
, (cλ31,1) = (α0),
(cλ4i,j)i,j∈T (λ4) =
(
e−1 α−1
β0 β0α−1
)
, (cλ51,1) = (α−1β0).
It is clear that (C1) and (C2) hold. To see that (C3) holds, observe that
(i) Kα0 ⊕Kα−1 ⊕Kβ0α−1 and Kβ0α−1 are submodules of P0.
(ii) Kα−1β0 is a submodule of P−1.
Assume that l = −1. Then, indecomposable projective modules are
P−1 = Ke−1 ⊕Kβ0 ⊕Kα−1β0 ⊕Kγ2β0 ⊕Kβ0α−1β0 ⊕K(α−1β0)
2,
P0 = Ke0 ⊕Kα−1 ⊕Kγ2 ⊕Kβ0α−1 ⊕Kα−1β0α−1 ⊕Kγ2β0α−1 ⊕K(β0α−1)
2,
Pw = Kew ⊕Kγ1 ⊕⊕α−1γ1 ⊕Kγ2γ1 ⊕Kβ0α−1γ1 ⊕K(γ2γ1)
2.
Let ι be the anti-involution of Γ(2)(T 0−1, v1, v2) induced by swapping α−1 and β0, γ1
and γ2, and fixing α0. Put Λ = {λ1 < λ2 < λ3 < λ4 < λ5} and define
T (λi) =
 {1} if i = 1, 5,{1, 2} if i = 2, 4,
{1, 2, 3} if i = 3.
Noting that Kα−1β0 ⊕ Kβ0α−1β0 ⊕ K(α−1β0)
2 and K(α−1β0)
2 are submodules of
P−1, we can check that the following gives a cellular basis with cell datum (Λ, T , C, ι).
(cλ11,1) = (ew), (c
λ2
i,j)i,j∈T (λ2) =
(
e0 γ1
γ2 γ2γ1
)
,
(cλ3i,j)i,j∈T (λ3) =
 e−1 α−1 α−1γ1β0 β0α−1 β0α−1γ1
γ2β0 γ2β0α−1 (γ2γ1)
2
 ,
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(cλ4i,j)i,j∈T (λ4) =
(
α−1β0 α−1β0α−1
β0α−1β0 (β0α−1)
2
)
, (cλ51,1) = ((α−1β0)
2).
Thus, Γ(2)(T 0l , v1, v2) is cellular. 
4.36. It remains to consider non-standard self-injective algebras of domestic type.
Let T be a Brauer graph with exactly one cycle, which is a loop, and the loop is its
direct successor. Thus, T is of the following form:
T = v
◦
T2g`fbecd
◦
T3gafbecd
...
◦
Tng`abecd
2
✏✏✏✏✏✏✏✏✏ 3 ❢❢❢❢❢❢❢❢❢
n ❖❖❖
❖❖❖
❖❖❖
❖❖1
We denote by QT the corresponding Brauer quver. Then there are two distinguished
simple cycles, say C1 and C2, associated with the cyclic ordering around the vertex
v. We assume that C1 is the loop from 1 to its direct successor 1. Hence, QT has
the following subquiver:
3
42
1
n
C1 C2
β3
))❘❘❘
❘❘❘
❘β2 55❧❧❧❧❧❧❧
β1
II✓✓✓✓✓
βn
VV✱✱✱✱✱
α1
KK
❋
▲
❘ ❨ ❵ ❤
r
⑧
✟
✏
✘
✤
✫
✳
✻
For each vertex i ∈ (QT )0, we denote by Ai and Bi the usual simple cycles in
QT around i. Moreover, let B
′
j = βjβj+1 · · ·βnα1β1 · · ·βj−1, if j is a vertex on the
cycle C2 and j 6= 1. Then, we define Ω(T ) = KQT /J(T ), where J(T ) is the ideal
generated by the following elements:
(i) αβ and βα, for α in the α-part and β in the β-part such that the middle
point of αβ and the middle point of βα are not the vertex 1,
(ii) βnβ1,
(iii) Ai −Bi, for a vertex i which does not lie on the cycle C2,
(iv) Ai −B
′
i, for a vertex i on the cycle C2 which is different from the vertex 1,
(v) A21 − A1B1 and A1B1 +B1A1.
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Then the following statement holds.
Proposition 4.37 ([S, Theorem 4.14]). Let A be a self-injective algebra. Then, the
following statements are equivalent:
(1) A is non-standard domestic of infinite type.
(2) A ∼= Ω(T ) for some Brauer graph T with one loop.
By Proposition 2.3, we may assume that T is of the form
T (n) = ◦ ◦ ◦ · · · ◦ ◦
2 3 n−1 n
1
where n ≥ 1. We denote the cycles by C1 = γ and C2 = α1β1. Note that if n = 1,
then one can show Ω(T (1)) ∼= K[X, Y ]/(X2 − XY,XY + Y X, Y 2). Assume that
n ≥ 2. Then, Ω(T (n)) = KQT (n)/I, where QT (n) is the Brauer quiver
1 2 3 · · · n
α1 //
β1
oo
α2 //
β2
oo
α3 //
β3
oo
αn−1 //
βn−1
oo βnffγ
&&
and I is the ideal in KQT (n) generated by
(i) αiαi+1, for 1 ≤ i ≤ n− 2,
(ii) βi+1βi, for 1 ≤ i ≤ n− 1,
(iii) β1α1 and αn−1βn,
(iv) αiβi − βi−1αi−1, for 3 ≤ i ≤ n− 1,
(v) α2β2 − β1γα1 and βn − βn−1αn−1,
(vi) γ2 − γα1β1 and γα1β1 + α1β1γ.
Lemma 4.38. For every n ≥ 1, the algebra Ω(T (n)) is not cellular.
Proof. If n = 1, then Ω(T (1)) = K1 ⊕KX ⊕KY ⊕KXY and the Cartan matrix
is (4). Suppose that Ω(T (1)) is cellular with cell detum (Λ, T , C, ι). Then, the
decomposition matrix is D = (1 1 1 1)T by Proposition 2.5, and we may write Λ =
{λ1, λ2, λ3, λ4}. Moreover, 4 =
∑4
i=1 |T (λi)|
2 implies that we may set T (λi) = {1},
for i = 1, 2, 3, 4. Put C = {cλi1,1 | i = 1, 2, 3, 4}. By the definition of cellular algebras,
the anti-involution fixes all elements of Ω(T (1)). Hence, we have
XY = ι(XY ) = ι(−Y X) = −ι(X)ι(Y ) = −XY,
a contradiction.
Assume that n ≥ 2. Let e = e1 + e2 and B = eAe. Then, indecomposable
projective B-modules are
P1 = Ke1 ⊕Kβ1 ⊕Kγ ⊕Kα1β1 ⊕Kβ1γ ⊕Kγ
2,
P2 = Ke2 ⊕Kα1 ⊕Kγα1 ⊕Kβ1γα1,
and the Cartan matrix of B is
C =
(
4 2
2 2
)
.
SELF-INJECTIVE CELLULAR ALGEBRAS 35
Our goal is to show that B is not cellular. Thus, we assume to the contrary that
B is a cellular algebra with a cell datum (Λ, T , C, ι). Then, [KX2, Proposition 8.2]
implies that we may assume that the anti-involution ι fixes e1 and e2. Further, by
(i) and (iii) from Proposition 2.5, we obtain
D =

1 1
1 1
1 0
1 0

modulo rearrangement of rows. We label Λ = {λ1, λ2, λ3, λ4} ⊃ Λ
+ = {µ1, µ2} in
such a way that [∆(λi) : L(µj)] = dij. As dim∆(λi) = |T (λi)|, we may define
T (λ1) = T (λ2) = {1, 2}, T (λ3) = T (λ4) = {1}.
By Lemma 2.9, we may assume that λ3 is minimal and λ4 is maximal in the partial
order, and we may extend the partial order to the total order 3 < 1 < 2 < 4.
Since λ3 is minimal, we have λ3 ∈ Λ
+. Then, d3,1 = 1 and d3,2 = 0 imply µ1 = λ3
and ∆(λ4) ∼= L(λ3) implies that λ4 6∈ Λ
+. On the other hand, 1 < 2 in the linear
extension implies that ∆(λ2) is isomorphic to a submodule of P (µ2), so that ∆(λ2)
is uniserial, L(µ2) is its socle and L(µ1) is its cosocle. Thus, we obtain λ2 6∈ Λ
+ by
λ2 6= λ3 = µ1. We conclude that µ1 = λ3 and µ2 = λ1. Then, since ∆(λ1) is a factor
module of P (µ2) = P2, ∆(λ1) is uniserial, L2 is its cosocle and L1 is its socle.
Now we consider the sequence of two-sided ideals associated with the linear
extension 3 < 1 < 2 < 4:
B = B(λ3) ⊃ B(λ1) ⊃ B(λ2) ⊃ B(λ4) ⊃ 0.
Since B(λ4)e1 ∼= L1 and B(λ4)e2 = 0, B(λ4) = Kγ
2 follows. Moreover, arguing in
the similar manner as in the paragraph after (3.5.2), we obtain
B(λ2)/B(λ4) ≡ K(γ + λα1β1)⊕Kβ1γ ⊕Kγα1 ⊕Kβ1γα1 mod B(λ4),
for some λ ∈ K. We compute the linear map on B(λ2)/B(λ4) which is induced by
the anti-involution ι. As ι(e1) = e1 and ι(e2) = e2, we may write
ι(α1) = xβ1 + yβ1γ, ι(β1) = zα1 + wγα1, ι(γ) = sγ + tα1β1 + uγ
2,
for some x, y, z, w, s, t, u ∈ K. Since the anti-involution ι must preserve the relations
γ2 = γα1β1, β1α1 = 0, γα1β1 + α1β1γ = 0, we have xw + yz = 0 and s
2 = −szx.
Further, since cλ41,1 = γ
2 ∈ B(λ4) = Kγ
2 must hold, up to a nonzero scalar multiple,
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ι(γ2) = γ2 implies s2 = 1. We compute
ι(γ + λα1β1) = s(γ − λα1β1) + tα1β1 + (u− λyz + λxw)γ
2,
ι(β1γ) = szγα1,
ι(γα1) = sxβ1γ,
ι(β1γα1) = szxβ1γα1 = −β1γα1.
Then, as B(λ2)/B(λ4) is stable under the anti-involution ι, we must have t = 2λs
and if we represent the linear map on B(λ2)/B(λ4) induced by the anti-involution ι
with respect to the basis (γ + λα1β1, β1γ, γα1, β1γα1) (mod B(λ4)), then
ι(γ + λα1β1, β1γ, γα1, β1γα1) = (γ + λα1β1, β1γ, γα1, β1γα1)M
where the matrix M is given by
M =

s 0 0 0
0 0 sx 0
0 sz 0 0
0 0 0 −1
 .
The characteristic polynomial of M is ϕM(X) = (X − s)(X +1)(X
2+ s). Since the
anti-involution ι fixes cλ21,1 and c
λ2
2,2, X = 1 is a multiple root of ϕM(X), but s = ±1
is not compatible with this requirement. We have reached a contradiction. 
By Proposition 4.11, Proposition 4.21, Proposition 4.23, Proposition 4.27, Lemma
4.35 and other lemmas in this section, we obtain the following theorem.
Theorem 4.39. Assume that charK 6= 2.
(i) Let A be a basic K-algebra of infinite type. Then the following are equivalent.
(a) A is a standard domestic self-injective cellular algebra.
(b) A is isomorphic to one of the algebras K[X, Y ]/(X2, Y 2), Λ′(T (0, 1)),
Γ(0)(T (1), v), Λ(T, v1, v2) where T is a straight line, or Γ
(2)(T 0l , v1, v2)
for l ∈ {−1, 0}.
(ii) There is no non-standard domestic self-injective cellular algebra.
Remark 4.40. We review the definitions of the algebras in Theorem 4.39. The
algebra Λ(T, v1, v2) is a Brauer graph algebra whose Brauer graph T has exactly
two exceptional vertices such that their multiplicities are both two, and the other
algebras are as follows.
• Λ′(T (0, 1)) = KQ/I where the quiver Q is
0 1
γ0 //
γ1
ooδ0
&&
α1ff
and the ideal I is generated by γ0α1, α1γ1, γ1γ0, δ
2
0 , α1 − γ1δ0γ0, δ0γ0γ1 −
γ0γ1δ0,
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• Γ(0)(T (1), v) = KQ/I where the quiver Q is
a b 1
δa // γb //
δb
oo
γ1
oo
and the ideal I is generated by γbγ1δbδaγb, γ1δbδaγbγ1, δaγbγ1δbδa, δbδaγbγ1δb,
γ1γb, δaγbγ1 − δaδbδa, γbγ1δb − δbδaδb,
• Γ(2)(T 0−1, v1, v2) = KQ/I where the quiver Q is
−1 0 w
α−1 // γ1 //
β0
oo
γ2
oo
and the ideal I is generated by α−1(β0α−1)
2, γ2(β0α−1)
2, (β0α−1)
2β0, (β0α−1)
2γ1,
γ2γ1γ2β0, α−1β0α−1γ1, β0α−1 − γ1γ2,
• Γ(2)(T 00 , v1, v2) = KQ/I where the quiver Q is
−1 0 w
α−1 // γ1 //
β0
oo
γ2
oo
α0

and the ideal I is generated by α−1α0, α0β0, α
2
0 − β0α−1, α−1γ1, γ2β0, α0γ1,
γ2α0 and β0α−1 − γ1γ2.
§ 5. Self-injective cellular algebras of polynomial growth
In this section, we determine basic self-injective cellular algebras of polynomial
growth which are not domestic. By Proposition 2.5 and Proposition 2.6, they are
weakly symmetric and have nonsingular Cartan matrix. In [S], the following two
classes of self-injective K-algebras are classified (charK 6= 2).
• Basic standard nondomestic weakly symmetric algebras of polynomial growth
having nonsingular Cartan matrices.
• Basic non-standard nondomestic self-injective algebras of polynomial growth.
Hence, our task is to check whether an algebra from the two classification results
admits a cellular algebra structure.
Before we recall the two classification results in the next two theorems, assuming
that the base field K has an odd characteristic, several remarks are in order.
Remark 5.1. In the classification of basic standard nondomestic weakly symmetric
algebras of polynomial growth in [S, Theorem 5.9], the defining relations for the
algebra A13 contains γβ = 0, but we correct it to βγ = 0, following [BiS].
Remark 5.2. There are basic non-standard nondomestic self-injective algebras of
polynomial growth in characteristic two. They are Λ3(λ) and Λm, for 4 ≤ m ≤ 10
in [S, Theorem 5.16].
Remark 5.3. Basic standard nondomestic weakly symmetric algebras of polynomial
growth having singular Cartan matrices are also classified. See [S, Theorem 5.12].
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Theorem 5.4 ([S, Theorem 5.13, Theorem 5.16]). Assume that charK 6= 2. Then
a basic K-algebra A is non-standard nondomestic self-injective of polynomial growth
if and only if charK = 3 and A is isomorphic to one of the following bound quiver
algebras.
Λ1 : 1 2α 88
γ //
β
oo
α2 = γβ
βαγ = βα2γ
βαγβ = 0
γβαγ = 0
Λ2 : 1 2α ::
γ //
β
oo
α2γ = 0
βα2 = 0
γβγ = 0
βγβ = 0
βγ = βαγ
α3 = γβ
Theorem 5.5 ([S, Theorem 5.3, Theorem 5.9]). A basic K-algebra A is standard
nondomestic weakly symmetric of polynomial growth and has nonsingular Cartan
matrix if and only if A is isomorphic to one of the following bound quiver algebras.
A1(λ) :
λ ∈ K \ {0, 1}
1 2 3
α //
γ
oo
σ //
β
oo
αγα = ασβ
βγα = λβσβ
γαγ = σβγ
γασ = λσβσ
A2(λ) :
λ ∈ K \ {0, 1}
1 2α 88 βff
σ //
γ
oo
α2 = σγ
λβ2 = γσ
γα = βγ
σβ = ασ
A3 :
1
2
3
4
α ::tt
β
zztt
δ
OO
γ
ǫ
$$❏❏
ζ
dd❏❏
βα+ δγ + ǫζ = 0
αβ = 0
γδ = 0
ζǫ = 0
A4 :
1
2
3
4
α ::tt
β
zztt
δ
OO
γ
ǫ
$$❏❏
ζ
dd❏❏
βα+ δγ + ǫζ = 0
αβ = 0
γǫ = 0
ζδ = 0
A5 : 1 2α 88
γ //
β
oo α
2 = γβ
βαγ = 0
A6 : 1 2α 88
γ //
β
oo
α3 = γβ
βγ = 0
βα2 = 0
α2γ = 0
A7 : 1 2 3 4
α //
β
oo
δ //
γ
oo
ǫ //
ζ
oo
βα = δγ
γδ = ǫζ
αδǫ = 0
ζγβ = 0
A8 :
1
2 3
4
σ 
ζ
//
γ
OO
δoo
α
❄
❄❄
❄❄
❄
β
__❄❄❄❄❄❄
αβα = σζ
βαβ = γδ
ζβα = 0
δαβ = 0
βαγ = 0
αβσ = 0
ζγ = 0
δσ = 0
A9 :
1
2 3
4
α 
σ
//
βoo
γ
OO
ǫ 
δoo δα = ǫβ
γǫ = βσ
ασβ = 0
ǫγδ = 0
σγǫγ = 0
A10 :
1
2
34
βα
OO
δ
##●●
●●
γ
oo
ǫ ;;✇✇✇
ǫαβ = ǫδγǫ
αβδ = δγǫδ
βα = 0
(γǫδ)2γ = 0
A11 : 1 2 3 4
β //
α
oo
η //
γ
oo
ζ //
δ
oo
γαβ = γηγ
αβη = ηγη
βα = 0
δγ = 0
ηζ = 0
(γη)2 = ζδ
A12 :
1
2
3
α
DD✡✡✡✡✡✡
γ
✹
✹✹
✹✹
✹
β
oo
δ //
δβδ = αγ
γβα = 0
β(δβ)3 = 0
A13 : 1 2 3
α
β //
γ
oo
δ //
σ
oo
α2 = γβ
βδ = 0
βγ = 0
σγ = 0
αδ = 0
σα = 0
α3 = δσ
A14 : 1 2 3
α //
β
oo
δ //
γ
oo
βα = (δγ)2
αδγδ = 0
γδγβ = 0
αβ = 0
A15 :
1
2
3α 88
σ
DD✡✡✡✡✡✡
γ
✹
✹✹
✹✹
✹
β
oo
δ //
γβα = 0
α2 = δβ
βδ = 0
ασ = 0
αδ = σγ
A16 :
1
2
3α 88
σ
✡✡
✡✡
✡✡ γ
ZZ✹✹✹✹✹✹β //
δ
oo
αβγ = 0
α2 = βδ
δβ = 0
σα = 0
δα = γσ
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The main result of this section is the following.
Theorem 5.6. Assume that charK 6= 2.
(i) Let A be a basic K-algebra. Then the following are equivalent.
(a) A is a standard nondomestic self-injective cellular algebra of polynomial
growth.
(b) A is isomorphic to either A1(λ), A2(λ) (λ ∈ K \ {0, 1}), A4, A7 or A11.
(ii) There is no non-standard nondomestic self-injective cellular algebra of poly-
nomial growth.
5.1. Proof of Theorem 5.6 (i). In this subsection, we prove Theorem 5.6(i). By
Proposition 2.3(iii), we may exclude the algebras A8, A9, A10, A12, A15 and A16
immediately, so that it suffices to consider A1(λ), A2(λ), A3, A4, A5, A6, A7, A11,
A13 and A14.
Lemma 5.7. A1(λ) is cellular.
Proof. Let A = A1(λ) with λ ∈ K \ {0, 1}. Since λ 6= 1, we have
(i) βσβγ = βγαγ = λβσβγ = 0.
(ii) αγαγα = ασβγα = λασβσβ = λαγασβ = λαγαγα = 0.
(iii) ασβσ = αγασ = λασβσ = 0.
Then, we may read the radical series of P1 from the K-basis
e1, γ,
αγ
βγ
, γαγ = σβγ, αγαγ = ασβγ,
and we see that P1 has submodules Kαγ ⊕ Kβγ ⊕ Kγαγ ⊕ K(αγ)
2 and K(αγ)2.
Similarly, P2 and P3 have the K-bases
e2,
α
β
,
γα
σβ
,
αγα = ασβ
βγα = λβσβ
, γαγα,
e3, σ,
ασ
βσ
, γασ = λσβσ, βγασ = λβσβσ,
and P3 has submodules Kασ ⊕Kβσ ⊕Kγασ ⊕Kβγασ and Kβγασ.
Let ι be the anti-involution induced by swapping α and γ, β and σ, respectively.
It is straightforward to check that it is well-defined. Take a totally ordered set
Λ = {λ1 < λ2 < λ3 < λ4 < λ5 < λ6} and define
T (λ1) = T (λ5) = T (λ6) = {1}, T (λ2) = T (λ3) = {1, 2}, T (λ4) = {1, 2, 3}.
Then we can construct a cellular basis of A as follows.
(cλ11,1) = (e2), (c
λ2
i,j)i,j∈T (λ2) =
(
e1 α
γ γα
)
, (cλ3i,j)i,j∈T (λ3) =
(
e3 β
σ σβ
)
,
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(cλ4i,j)i,j∈T (λ4) =
 αγ ασ αγαβγ λβσ βγα
γαγ γασ γαγα
 , (cλ51,1) = (αγαγ), (cλ61,1) = (βγασ).
Hence, A1(λ) is cellular. 
Lemma 5.8. A2(λ) is cellular.
Proof. Let A = A2(λ) with λ ∈ K \ {0, 1}. Since λ 6= 1, we have
(i) β2γ = βγα = γα2 = γσγ = λβ2γ = 0.
(ii) α2σ = σγσ = λσβ2 = λασβ = λα2σ = 0.
Then, P1 has the following K-basis.
e1,
α
γ
,
α2 = σγ
γα = βγ
, α3 = σγα = ασγ.
On the other hand, P2 has the following K-basis.
e2,
σ
β
,
ασ = σβ
γσ = λβ2
, γασ = γσβ = λβ3.
Let ι be the anti-involution induced by fixing α and β, and swapping σ and γ. Take
a totally ordered set Λ = {λ1 < λ2 < λ3 < λ4 < λ5 < λ6} and define
T (λ1) = T (λ2) = T (λ5) = T (λ6) = {1}, T (λ3) = T (λ2) = {1, 2}.
Then one can construct a cellular basis of A as follows.
(cλ11,1) = (e1), (c
λ2
1,1) = (e2), (c
λ3
i,j)i,j∈T (λ3) =
(
α σ
γ β
)
,
(cλ4i,j)i,j∈T (λ4) =
(
α2 ασ
γα β2
)
, (cλ51,1) = (α
3), (cλ61 ) = (β
3).
Hence, A2(λ) is cellular. 
Lemma 5.9. A3 is not cellular.
Proof. Let A = A3. We put x = βα, y = δγ and z = ǫζ . Since x + y + z = 0 and
x2 = y2 = z2 = 0, we obtain
xy = yz = zx = −yx = −zy = −xz.
This shows that xy ∈ SocA. Hence, we have
P1 = Ke1 ⊕Kβ ⊕Kγβ ⊕Kζβ ⊕Kyβ ⊕Kαyβ,
P2 = Ke2 ⊕Kα⊕Kγ ⊕Kζ ⊕Kx⊕Ky ⊕Kγx⊕Kζy ⊕Kαz ⊕Kxy,
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P3 = Ke3 ⊕Kδ ⊕Kαδ ⊕Kζδ ⊕Kxδ ⊕Kγxδ,
P4 = Ke4 ⊕Kǫ⊕Kαǫ⊕Kγǫ⊕Kxǫ⊕Kζxǫ,
and the Cartan matrix is given by
C =

2 2 1 1
2 4 2 2
1 2 2 1
1 2 1 2
 .
Suppose that A is a cellular algebra. Then, the decomposition matrix is either
D =

1 1 1 1
1 1 0 0
0 1 1 0
0 1 0 1
 or

1 1 1 0
1 1 0 1
0 1 1 1
0 1 0 0
 .
modulo rearrangement of rows, by Proposition 2.5. This contradicts Lemma 2.9. 
Lemma 5.10. A4 is cellular.
Proof. Let A = A4. We put x = βα, y = δγ and z = ǫζ . Since x + y + z = 0 and
x2 = yz = zy = 0, we obtain
xy = yx = z2 = −y2 = −xz = −zx.
This shows that xy ∈ SocA. Then, we may read the radical series of P1 from the
following K-basis.
e1, β,
γβ
ζβ
, yβ = −zβ, αyβ = −αzβ.
Similarly, P2, P3 and P4 have the following K-bases.
e2,
α
γ
ζ
,
x
y
,
ζx = −ζz
γy = −γx
αz = −αy
, xy = yx = z2.
e3, δ,
αδ
γδ
, xδ = −yδ, γxδ = −γyδ.
e4, ǫ,
αǫ
ζǫ
, xǫ = −zǫ, ζxǫ = −ζzǫ.
Let ι be the anti-involution induced by swapping α and β, γ and δ, ǫ and ζ ,
respectively. Take a totally ordered set Λ = {λ1 < λ2 < λ3 < λ4 < λ5 < λ6} and
define
T (λ1) = T (λ6) = {1}, T (λ2) = T (λ5) = {1, 2}, T (λ3) = T (λ4) = {1, 2, 3}.
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Then we can construct a cellular basis of A as follows.
(cλ11,1) = (e3), (c
λ2
i,j)i,j∈T (λ2) =
(
e2 δ
γ γδ
)
,
(cλ3i,j)i,j∈T (λ3) =
 e1 α αδβ βα βαδ
γβ γβα γβαδ
 , (cλ4i,j)i,j∈T (λ4) =
e4 ζ ζβǫ ǫζ ǫζβ
αǫ αǫζ αǫζβ
 ,
(cλ5i,j)i,j∈T (λ5) =
(
ζǫ ζǫζ
ǫζǫ ǫζǫζ
)
, (cλ61,1) = (ζǫζǫ).
Hence, A4 is cellular. 
Lemma 5.11. A5 is not cellular.
Proof. Suppose that A = A5 is a cellular algebra with cell datum (Λ, T , C, ι). Then,
explicit computation shows
P1 = Ke1 ⊕Kα⊕Kβ ⊕Kβα⊕Kα
2 ⊕Kα3 ⊕Kβα2 ⊕Kα4,
P2 = Ke2 ⊕Kγ ⊕Kαγ ⊕Kβγ ⊕Kα
2γ ⊕Kβα2γ.
Thus, the Cartan matrix is given by
C =
(
5 3
3 3
)
and the decomposition matrix is either
D =

µ1 µ2
λ1 2 1
λ2 1 1
λ3 0 1
 or

µ1 µ2
λ1 1 1
λ2 1 1
λ3 1 1
λ4 1 0
λ5 1 0
.
modulo rearrangement of rows. The first case contradicts with Lemma 2.9. In the
second case, we may assume that λ4 is minimal and λ5 is maximal in the partial
order, and we may extend the partial order to the total order 4 < 3 < 2 < 1 < 5, by
Lemma 2.9. Then Proposition 2.5 implies that P (µ1) ⊃ P (µ1)λ5
∼= ∆(λ5) ∼= L(µ1)
and P (µ2)λ5 = 0, so that we have P (µ1)λ5 = Kα
4. Proposition 2.5 also implies that
P (µ1)λ1/P (µ1)λ5
∼= ∆(λ1) ∼= P (µ2)λ1/P (µ2)λ5 = P (µ2)λ1 .
Since [∆(λ1) : L(µ1)] = [∆(λ1) : L(µ2)] = 1, we have
P (µ1)λ1 = K(xe1 + yα+ zα
2 + wα3)⊕K(x′β + y′βα + z′βα2)⊕Kα4,
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for some x, y, z, w, x′, y′, z′ ∈ K. Arguing in the similar way as in the paragraph
after (3.5.2), we see that x = y = z = 0. In particular, L1 appears in Soc∆(λ1).
However, Soc∆(λ1) ∼= SocP (µ2)λ1
∼= L2. This is a contradiction. 
Lemma 5.12. A6 is not cellular.
Proof. Suppose that A = A6 is a cellular algebra with cell datum (Λ, T , C, ι). Then,
explicit computation shows
P1 = Ke1 ⊕Kα⊕Kβ ⊕Kβα⊕Kα
2 ⊕Kα3 ⊕Kα4,
P2 = Ke2 ⊕Kγ ⊕Kαγ ⊕Kβαγ,
and the Cartan matrix is given by
C =
(
5 2
2 2
)
.
Then, Proposition 2.5 implies that the decomposition matrix is either
D1 =

µ1 µ2
λ1 2 1
λ2 1 0
λ3 0 1
 or D2 =

µ1 µ2
λ1 1 1
λ2 1 1
λ3 1 0
λ4 1 0
λ5 1 0

modulo rearrangement of rows.
Assume that D = D1. By Lemma 2.9, either λ2 < λ1 < λ3 or λ3 < λ1 < λ2
occurs. If λ2 < λ1 < λ3, then we have P1 ⊃ ∆(λ1)
⊕2. However, P1 has simple socle,
a contradiction. Therefore, we assume that λ3 < λ1 < λ2. Then Proposition 2.5
shows that λ1 ≥ µ1, µ2, so that λ1 ∈ Λ
+. This contradicts [∆(λ1) : L(λ1)] = 1.
Assume that D = D2. Then it suffices to consider the following three cases for
the linear extension of the partial order, without loss of generality.
(a) 3 < 1 < 2 < 4 < 5.
(b) 3 < 1 < 4 < 2 < 5.
(c) 3 < 4 < 1 < 2 < 5.
Note that we have ∆(λ5) ≃ P (µ1)λ5 = Kα
4 and P (µ2)λ5 = 0 in the three cases.
In the cases (b) and (c), we have
P (µ1)λ2 = K(xe1 + yα+ zα
2 + wα3)⊕K(x′β + y′βα)⊕Kα4,
for some x, y, z, w, x′, y′ ∈ K. It is easy to check that x = y = z = 0. Therefore, L1
appears in Soc∆(λ2) ∼= P (µ2)λ2 . This is a contradiction.
In the case (a), we have P (µ1)λ4 = Kα
3⊕Kα4 and P (µ2)λ4 = 0. We also obtain
P (µ1)λ2 = K(xe1 + yα+ zα
2)⊕K(x′β + y′βα)⊕Kα3 ⊕Kα4,
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for some x, y, z, x′, y′ ∈ K. Then one sees that x = y = 0. Thus L1 appears in
Soc∆(λ2) ∼= SocP (µ2)λ2
∼= L2. This is a contradiction. 
Lemma 5.13. A7 is cellular.
Proof. Let A = A7. Then we may read the radical series of P1 from the following
K-basis.
e1, β,
αβ
γβ
, βαβ = δγβ, αβαβ.
Similarly, P2 has the K-basis
e2,
α
γ
,
βα = δγ
ζγ
,
αβα
γβα = ǫζγ
, βαβα = δγβα,
P3 has the K-basis
e3,
δ
ζ
,
αδ
γδ = ǫζ
,
βαδ = δγδ
ζγδ
, γβαδ = ǫζγδ,
and P4 has the K-basis
e4, ǫ,
δǫ
ζǫ
, γδǫ = ǫζǫ, ζγδǫ.
Let ι be the anti-involution induced by swapping α and β, γ and δ, ǫ and ζ ,
respectively. Take a totally ordered set Λ = {λ1 < λ2 < λ3 < λ4 < λ5 < λ6} and
define
T (λ1) = T (λ6) = {1}, T (λ2) = T (λ5) = {1, 2}, T (λ3) = T (λ4) = {1, 2, 3}.
Then we obtain a cellular basis of A as follows.
(cλ11,1) = (e4), (c
λ2
i,j)i,j∈T (λ2) =
(
e3 ǫ
ζ ζǫ
)
,
(cλ3i,j)i,j∈T (λ3) =
e2 δ δǫγ γδ γδǫ
ζγ ζγδ ζγδǫ
 , (cλ4i,j)i,j∈T (λ4) =
 e1 α αδβ βα βαδ
γβ γβα γβαδ
 ,
(cλ5i,j)i,j∈T (λ5) =
(
αβ αβα
βαβ βαβα
)
, (cλ61,1) = (αβαβ).
Hence, A7 is cellular. 
Lemma 5.14. A11 is cellular.
Proof. Let A = A11. Then, we may read the radical series of P1 from the following
K-basis.
e1, α, γα, ηγα, βηγα.
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Similarly, P2 has the K-basis
e2,
β
γ
,
αβ
ηγ
,
γαβ = γηγ
βηγ
, ηγαβ = ηγηγ = αβηγ,
P3 has the K-basis
e3,
η
δ
,
βη
γη
, αβη = ηγη, γαβη = γηγη = ζδ,
and P4 has the K-basis e4, ζ, δζ .
Let ι be the anti-involution induced by swapping α and β, γ and η, δ and ζ ,
respectively. Take a totally ordered set Λ = {λ1 < λ2 < λ3 < λ4 < λ5 < λ6} and
define
T (λ1) = T (λ6) = {1}, T (λ2) = T (λ4) = T (λ5) = {1, 2}, T (λ3) = {1, 2, 3}.
Then we can construct a cellular basis of A as follows.
(cλ11,1) = (e2), (c
λ2
i,j)i,j∈T (λ2) =
(
e1 β
α αβ
)
, (cλ3i,j)i,j∈T (λ3) =
 e3 γ γαη ηγ ηγα
βη βηγ βηγα
 ,
(cλ4i,j)i,j∈T (λ4) =
(
γη γηγ
ηγη ηγηγ
)
, (cλ5i,j)i,j∈T (λ5) =
(
e4 δ
ζ ζδ
)
, (cλ61,1) = (δζ).
Hence, A11 is cellular. 
Lemma 5.15. Neither A13 nor A14 is cellular.
Proof. Let B be the following bound quiver algebra.
1 2 zff
x //
y
oo z
2 = yx
xy = 0
Then we have a surjective algebra homomorphism B ։ (e1 + e2)A13(e1 + e2) given
by x 7→ β, y 7→ γ and z 7→ α. We also have a surjective algebra homomorphism
B ։ (e1 + e2)A14(e1 + e2) given by x 7→ α, y 7→ β and z 7→ δγ. By comparing
dimensions, one sees that these are isomorphism of algebras. By Lemma 3.5, B is
not cellular. Therefore, the assertion follows by Lemma 2.7. 
5.2. Proof of Theorem 5.6 (ii). In this subsection, we prove Theorem 5.6 (b). By
Theorem 5.4, it is sufficient to show that the algebras Λ1 and Λ2 are not cellular.
Lemma 5.16. Λ1 is not cellular.
Proof. Suppose that A = Λ1 is a cellular algebra with cell datum (Λ, T , C, ι). Then,
P1 = Ke1 ⊕Kα⊕Kβ ⊕Kβα⊕Kα
2 ⊕Kα3 ⊕Kβα2 ⊕Kα4,
P2 = Ke2 ⊕Kγ ⊕Kαγ ⊕Kβγ ⊕Kα
2γ ⊕Kβαγ,
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and the Cartan matrix is given by
C =
(
5 3
3 3
)
.
Let D be the decomposition matrix. By the same argument we used in the proof of
Lemma 5.11, we may assume that
D =

µ1 µ2
λ1 1 1
λ2 1 1
λ3 1 1
λ4 1 0
λ5 1 0

and that we may choose the linear extension 4 < 3 < 2 < 1 < 5 of the partial order,
and P (µ1)λ5 = Kα
4, P (µ2)λ5 = 0. Proposition 2.5 also implies that
P (µ1)λ1/P (µ1)λ5
∼= ∆(λ1) ∼= P (µ2)λ1/P (µ2)λ5 = P (µ2)λ1 .
Since [∆(λ1) : L(µ1)] = [∆(λ1) : L(µ2)] = 1, it is easy to check that
P (µ1)λ1 = K(xβ + yβα+ zβα
2)⊕Kα3 ⊕Kα4,
for some x, y, z ∈ K. As ∆(λ1) is isomorphic to a submodule of P2, it is uniserial and
Soc∆(λ1) ∼= L2. However, α
3 ∈ SocP (µ1)λ1/P (µ1)λ5 implies that Soc∆(λ1)
∼= L1.
This is a contradiction. 
Lemma 5.17. Λ2 is not cellular.
Proof. Suppose that A = Λ2 is a cellular algebra with cell datum (Λ, T , C, ι). Then,
P1 = Ke1 ⊕Kα⊕Kβ ⊕Kβα⊕Kα
2 ⊕Kα3 ⊕Kα4,
P2 = Ke2 ⊕Kγ ⊕Kαγ ⊕Kβγ,
and the Cartan matrix is given by
C =
(
5 2
2 2
)
.
Then, modulo rearrangement of rows, the decomposition matrix is given by
D =

µ1 µ2
λ1 1 1
λ2 1 1
λ3 1 0
λ4 1 0
λ5 1 0
.
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Thus it is sufficient to consider the following three linear extensions of the partial
order, without loss of generality.
(a) 3 < 1 < 2 < 4 < 5.
(b) 3 < 1 < 4 < 2 < 5.
(c) 3 < 4 < 1 < 2 < 5.
We have ∆(λ5) ≃ P (µ1)λ5 = Kα
4 and P (µ2)λ5 = 0 in the three cases.
In the cases (b) and (c), we have
P (µ1)λ2 = K(xe1 + yα+ zα
2 + wα3)⊕K(x′β + y′βα)⊕Kα4,
for some x, y, z, w, x′, y′ ∈ K. One can easily check that x = y = z = 0. Thus, L1
appears in Soc∆(λ2) ∼= SocP (µ2)λ2
∼= L2. This is a contradiction.
In the case (a), we have P (µ1)λ4 = Kα
3⊕Kα4 and P (µ2)λ4 = 0. We also obtain
P (µ1)λ2 = K(xe1 + yα+ zα
2)⊕K(x′β + y′βα)⊕Kα3 ⊕Kα4,
for some x, y, z, x′, y′ ∈ K. It is easy to check that x = y = 0. Hence, L1 appears in
Soc∆(λ2) ∼= SocP (µ2)λ2
∼= L2. This is a contradiction. 
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