The preconditioned iterative solution of large-scale saddle-point systems is of great importance in numerous application areas, many of them involving partial differential equations. Robustness with respect to certain problem parameters is often a concern, and it can be addressed by identifying proper scalings of preconditioner building blocks. In this paper, we consider a new perspective to finding effective and robust preconditioners. Our approach is based on the consideration of the natural physical units underlying the respective saddle-point problem. This point of view, which we refer to as dimensional consistency, suggests a natural combination of the parameters intrinsic to the problem. It turns out that the scaling obtained in this way leads to robustness with respect to problem parameters in many relevant cases. As a consequence, we advertise dimensional consistency based preconditioning as a new and systematic way to designing parameter robust preconditoners for saddle-point systems arising from models for physical phenomena. arise in numerous applications, including computational fluid dynamics, the elastic deformation of solids, and quadratic programming. We refer the reader to Benzi, Golub, Liesen, for a comprehensive treatment of these problems and their properties. Often these systems arise from the discretization of partial differential equations and this will also be our focus and source of examples here. Then ( . ) is typically large-scale, and its efficient solution is of utmost importance in applications.
One method of choice are preconditioned iterative solvers of Krylov subspace type. This has been an active area of research for several decades and we refer the reader to Elman, Silvester, Wathen, ; A word on terminology is in order before we begin. We distinguish physical dimensions (such as length) from units (such as meter, or m). Strictly speaking, the technique introduced in this paper is one of dimensions. Nevertheless, we prefer to work with physical units, which -though mathematically equivalent -we hope is more intuitive. We will use the notation [u] = m to indicate that the unit associated with the variable u is meter. We use SI units throughout but use the common abbreviations N = kg m s − (Newton), J = N m (Joule) and W = J s − (Watt) where appropriate.
A D C F S P P
In this section we provide a framework for dimensionally consistent preconditioners, that is to say preconditioners respecting the underlying physical units of the respective problem. As was mentioned in the introduction, we restrict the discussion to self-adjoint saddle-point problems
The setting is made precise by means of the following example.
.
I E : S
Let us begin with the discussion of the Stokes system, which describes slow viscous incompressible flows, here inside a bounded domain Ω ⊂ R . The weak form of these equations, equipped for simplicity with no-slip boundary conditions, reads
see for instance Elman, Silvester, Wathen, , Chapter . Here u ∈ V = H (Ω) denotes the primal variable (velocity) and p ∈ Q = L (Ω)/R ≃ L (Ω) is the pressure or dual variable. Here L (Ω) denotes the space of L (Ω) functions with zero mean. The bilinear forms are given by
The constant µ denotes the dynamic viscosity of the fluid under consideration and F is a given volume force density describing, e. g., the influence of gravity. As usual, we can switch between the variational form ( . ) and the operator form ( . ) by letting A ∈ L(V , V * ) and B ∈ L(V , Q * ) be defined according to Au , ≔ a(u, ), Bu , q ≔ b(u, q).
Here V * and Q * are the dual spaces of V and Q, respectively, and · , · denotes the duality pairing. Moreover, the adjoint operator B ⋆ ∈ L(Q, V * ) is given by B ⋆ p , = b( , p) and C = holds for the Stokes example.
Associated with problem ( . ) is the Lagrangian
Let us consider its physical unit and recall that the unit of velocity is [u] = m s − . Moreover, we have
Recall moreover that integration over Ω ⊂ R adds a factor of m while the differentiation with respect to spatial coordinates (by ∇ and div) adds a factor of m − . Consequently we obtain the following units for each of the three terms in ( . ):
The unit of the Lagrangian is thus W (Watt).
The residual r ∈ V * associated with ( . a), is defined by r , p) . Clearly, [ r , ] = W holds and since units are multiplicative, we obtain
We are thus reminded that the first equation ( . a), is a balance of forces, measured in N (Newton). Similarly, we obtain for the second residual r ∈ Q * defined by r
This reminds us that the second equation ( . b) is a balance of volumetric fluid production rates.
Summarizing the findings so far, we are led to endow the spaces V and Q for the primal and dual variables as well as their duals V * and Q * for the components of the residual with the following units:
The product of the units in each row equals the unit of the Lagrangian, [L(u, p)] = N m s = W.
We proceed to discuss the role of the preconditioner. As was mentioned in the introduction, we restrict the discussion to block-diagonal preconditioners,
Moreover, we assume that P V ∈ L(V , V * ) and P Q ∈ L(Q, Q * ) are self-adjoint and positive definite, as required by the preconditioned minimum residual method (M ). We observe that P V induces an inner product and hence a norm on V by virtue of (u, ) P V ≔ P V u , and u P V = P V u , u . Consequently, it also induces an inner product and norm on the dual space, namely (r, s) P − V ≔ r , P − V s and r P − V = r , P − V r . Similar considerations apply to P Q and the spaces Q and Q * .
Notice that M monitors the (squared) norm of the residual in the preconditioner-induced norm, i.e.,
From this we observe that the role of the preconditioner is not only to provide a mapping from V × Q onto V * ×Q * which respects the underlying Sobolev spaces (the perspective of operator preconditioning), but also to take into account the appropriate physical units assigned to these spaces. Only when this is the case, is the quantity M computes in ( . ) physically meaningful. In our present Stokes example, we have r P − = W.
Let us confirm that a frequently used preconditioner for ( . ) does respect the physical units. Our preconditioner of choice is one with diagonal blocks
see for instance Wathen, Silvester, and Elman, Silvester, Wathen, , Chapter . In fact in these references the Stokes problem was considered in a dimensionless form, i.e., µ was replaced by one. However the scaling ( . ) was proposed in ur Rehman et al.,
. Clearly, ( . ) is only an ideal preconditioner which is too costly to realize in practice. However the subsequent analysis is not affected when P is replaced by a spectrally equivalent operator such as a geometric multigrid scheme.
In order to verify that P properly handles the physical units, we only need to confirm that
Moreover, it is easy to confirm that the relevant constants
are all independent of µ. Consequently, M verifies a convergence bound which is uniform in µ. We can thus conclude that the scaling of the preconditioner blocks as in ( . ) achieves both robustness and dimensional consistency, i.e., physical significance, at the same time. This observation is indicative for all examples throughout the paper and it motivates our proposal to consider the physical units in search for parameter robust preconditioners.
. G S
Consider the saddle-point problem ( . ) . Suppose that V and Q are Hilbert spaces, each of which in addition bears a physical unit. We point out that these physical units of the primal and dual variables are known from the modelling. We assume that A ∈ L(V , V * ), B ∈ L(V , Q * ) and C ∈ L(Q, Q * ) as well as f ∈ V * and ∈ Q * are bounded linear operators. We further assume that the Lagrangian associated with ( . ),
is dimensionally consistent, i.e., that all terms in ( . ) bear the same physical unit [L(u, p)]. We then equip the dual spaces with physical units according to
Consider now a block-diagonal preconditioner
where P V ∈ L(V , V * ) and P Q ∈ L(Q, Q * ) are self-adjoint and positive definite (spd). We call the
Notice that a dimensionally consistent preconditioner renders the unit of the squared residual norm ( . ) well-defined, which then equals the unit of the Lagrangian.
E
In this section we discuss a number of saddle-point problems and corresponding block-diagonal, selfadjoint and positive definite preconditioners to be used with M . In each example, the dimensional consistency of the preconditioner leads to its robustness w.r.t. all parameters of the respective problem, in addition to mesh independence.
. N I E
We consider the deformation of a body Ω ⊂ R belonging to the class of linear, isotropic elastic materials with an emphasis on the nearly incompressible limit. As is customary for these materials, we introduce an extra variable p for the hydrostatic pressure (see for instance Wieners, ) in order to overcome the ill-conditioning of a purely displacement based formulation known as locking Babuška, Suri, . We employ the standard isotropic stress-strain relation, σ = µ ε(u) + p I and div u = λ − p. Here ε(u) = (∇u + ∇u ⊤ )/ denotes the symmetrized Jacobian of u, while µ and λ denote the Lamé constants. The nearly incompressible case is obtained when λ ≫ µ.
We consider a problem where the deformed body is clamped on part of the domain boundary Γ D while traction forces F act on the remaining part Γ N . The variational mixed formulation obtained in this way is described by the spaces V = { ∈ H (Ω; R ) : = on Γ D } for the displacement and Q = L (Ω) for the hydrostatic pressure. The bilinear and linear forms associated with this problem are
as well as = . The physical units associated with the spaces V and Q and their duals are
and the units of the remaining data is
We consider the preconditioner ( . ) with blocks
Clearly, ( . ) satisfies our conditions of dimensional compatibility. Essentially the same preconditioner but with P Q p , q = λ c(p, q), has been considered in Klawonn, a, where the emphasis was on robustness w.r.t. the parameter λ, which goes to infinity in the incompressible limit; see also Kuchta, Mardal, Mortensen, . In fact, it is straightforward to verify that with the scaling as in ( . ), the constants in ( . ) are robust with respect to both Lamé parameters µ and λ. Indeed, using div u L (Ω) = trace ε(u) L (Ω) ≤ ε(u) L (Ω;R × ) , one easily finds
for all (µ, λ) which render the saddle-point system itself well-posed, i.e., µ > and µ + λ > ; see for instance Marsden, Hughes, , Proposition . . Notice that β is the same inf-sup constant one obtains in the unscaled setting, i.e. with the norms ε(u) L (Ω;R × ) and p L (Ω) ,
holds and thus the denominator in ( . ) can be replaced by u P V p P Q . Consequently, the dimensional consistency of the preconditioner ( . ) also leads to a robust preconditioning of the saddle-point system ( . ).
. D O C P E
In this section we consider a standard distributed optimal control problem for the Poisson equation:
This problem, with β = κ = and an emphasis on robustness w.r.t. α was considered in Schöberl, Zulehner, and Zulehner, , Section . . Here we discuss a setting with physically meaningful constants and we show that the preconditioner developed in Zulehner, , Section . can be extended to ensure robustness of w.r.t. all problem parameters α, β, κ > . The corresponding scaling of the preconditioner building blocks is obtained from considerations of dimensional consistency. It is well known that ( . ) has a unique solution f ∈ L (Ω) with associated weak solution of the state equation u ∈ H (Ω). This solution is characterized via the KKT conditions associated with ( . ), which involves a unique adjoint state p ∈ H (Ω); see for instance Tröltzsch, , Chapter . . Since the control and adjoint state are related via f = α − p, we can eliminate the control and obtain, similar to Zulehner, , Section . , a saddle-point system ( . ) with
as well as = , where u, ∈ V = H (Ω) and p, q ∈ Q = H (Ω). Since the unit of the Lagrangian ( . ) is [L(u, p)] = obj, the physical units associated with the spaces V and Q and their duals are
Following Zulehner, , Section , we continue the discussion replacingV and Q by finite-dimensional subspaces V h and Q h in order to avoid technicalities. Suppose that A, B and C are matrices representing the operators A, B and C, respectively, with respect to the chosen bases of the subspaces V h and Q h . Clearly, A and C are symmetric and positive definite, and so are their negative Schur complements BA − B T and B T C − B. Therefore, the theory in Zulehner, , Section . applies, which reveals that
is a class of robust preconditioners for all θ ∈ [ , ] . Here
denotes the interpolation between symmetric, positive definite matrices V and W of equal size.
Notice that although the emphasis in Zulehner, was on showing the α-robustness (in addition to robustness w.r.t. the discretization) for this preconditioner in case β = κ = , in fact it is, by construction, robust w.r.t. all problem parameters α, β, κ > .
Let us show that ( . ) is meaningful from the viewpoint of physical dimensions. To this end, we note that A, B and C map between coefficient vectors w.r.t. the chosen bases. In order for these matrices to retain the same mapping properties of their continuous counterparts A, B and C, respectively, we leave the dimensions to the coefficient vectors and choose a dimensionless basis {φ j } of V h and a dimensionless basis
The preconditioner ( . ) may seem difficult to implement in practice. However, as was pointed out in Zulehner, , Section . , the case θ = / leads to a simple representation in case that V h and Q h are the same space and the same basis φ j = ψ j is chosen. (A standard example is to consider a space of continuous, piecewise linear finite element functions.) In this case, one has
Notice that [M] = m and [K] = m and that, clearly, both matrices are symmetric. Moreover, similarly to Zulehner, , Section . we observe that
holds for γ , δ > , we find that the preconditioner in ( . ) indeed has the following simple representation in case θ = / ,
As was mentioned before, this preconditioner is dimensionally consistent and robust w.r.t. all problem parameters α, β, κ > .
. D O C S E
In this section we apply the general framework of Section to a nested saddle-point problem. Compared with the example in Section . , the state equation is no longer elliptic but has a saddle-point structure in its own right. Our example is a distributed optimal control example of the Stokes system similar to Zulehner, , Section . on a bounded domain Ω ⊂ R , but equipped with a full set of constants rendering the problem description physically meaningful: We discretize the spaces V and Q by identical Taylor-Hood finite element spaces. This then leads to a discretized optimality system of the form ( . ) with
Here M and K are the mass and stiffness matrices over the vector-valued, quadratic finite element space, and D is the matrix representation of the bilinear form ∫ Ω r div u dx. As in the previous section we have [M] = m and [K] = m and, moreover, [D] = m . Repeating and slightly extending the analysis in Zulehner, , Section . by working in the problem parameters β and µ shows that
is a preconditioner for the problem at hand, which is robust not only w.r.t. α but all problem parameters α, β, µ > . Once again, the preconditioner is also dimensionally consistent, as is easily checked.
N E
In this section we describe a number of experiments with the purpose of verifying numerically the robustness and mesh independence of the preconditioners for model problems considered in Sections . and . to . . In each case, we report the convergence history of preconditioned M for the norm of the residual,
In each case, we stop the iteration once this quantity has been reduced by a factor of − compared to its initial value, which is the residual associated with all-zero initial guesses. We use the M implementation in M described in Herzog, Soodhalter, and available from Herzog, Soodhalter, , which allows us to monitor the convergence histories of r P − V and r P − Q separately.
For all problems, we assembled the matrices and right hand side vectors using the finite element package FE CS (version . ); see Logg, Mardal, Wells, et al., . In each case, a tetrahedral grid was generated for the coarse mesh level and then refined for the finer levels. The matrices and vectors were then exported and read into M (version R b).
All preconditioners discussed in this paper, i.e., ( . ), ( . ), ( . ) and ( . ), were discussed in their ideal forms only. This is since our main emphasis was on their robustness w.r.t. various problem parameters, in line with their dimensional consistency. In our experiments we indeed employ these preconditioners in their ideal forms and apply them using a Cholesky factorization with permutations to reduce fill-in, as provided by M 's cho command. For truly large-scale problems one would replace the preconditioner's building blocks with spectrally equivalent implementations, e.g., based on geometric multigrid approaches. This is well known and it does not interfere with our considerations of dimensional consistency.
. S
Our Stokes model problem is a D variant of Elman, Silvester, Wathen, , Example . . . We have Ω = (− , ) m and the boundary Γ is split into three parts,
We impose the conditions u(x) = ( − x ) ( − x ), , m s on Γ inflow , u(x) = ( , , ) m s on Γ noslip and homogeneous natural (do-nothing) outflow boundary conditions on Γ outflow . Moreover, we use a volume force density of F = ( , , ) N m in ( . ). The problem was discretized with the Taylor-Hood finite element pair, i.e., we used continuous, piecewise quadratic functions for the components of the velocity u and continuous, piecewise linear functions for the pressure p.
Although this model problem uses slightly more general boundary conditions than ( . ), this does not affect the dimensional consistency of the preconditioner ( . ) nor the proof of robustness w.r.t. the viscosity µ and the mesh size, based on ( . ). The convergence results reported in Fig. . and Table . confirm this. 1  2187  125  48  48  55  60  60  2  14739  729  40  40  43  46  46  3 107811  4913  36  36  41  49  49   Table . : Iteration numbers for the Stokes problem (Section . ) required to reach a relative reduction by − of the initial residual norm ( . ).
. N I E
We consider a rod of square cross section Ω = ( , ) × ( , ) × ( , ) mm , whose boundary Γ is decomposed into
Homogeneous Dirichlet conditions for the displacement u are imposed at the clamping boundary Γ D .
On Γ N we have natural (traction) boundary conditions. The imposed traction pressure is F = ( , , ) N mm except at the forcing boundary located at x = mm, where a uniform pressure of F = ( , , ) N mm is imposed. As in the Stokes problem from Section . , we used continuous, piecewise quadratic functions for the displacement and continuous, piecewise linear functions for the pressure.
This problem is of the form ( . ) and we employ the dimensionally consistent preconditioner ( . ), which is robust w.r.t. the parameters µ and λ as well as the mesh size. The convergence results reported in Fig. . and Table . confirm this. In order to limit the amount of information, the convergence plot shows only five out of the different parameter combinations. 
. D O C P E
In this section we consider the optimal control problem from Section . on Ω = ( , ) m and with u d (x) = x K m and homogeneous Dirichlet boundary conditions on all of Γ. We discretized the problem using continuous, piecewise linear finite elements for both the state u and adjoint state p. This problem is of the form ( . ) and we employ the dimensionally consistent preconditioner ( . ), which is robust w.r.t. all problem parameters α, β and κ, as well as the mesh size. The convergence results reported in Fig. . and Table . confirm Interestingly, the second residual is identically equal to zero for each instance of the problem and throughout the entire M iteration. Therefore, Fig. . shows only the evolution of the norm of the first residual r P − V .
. D O C S E
As our final example, we consider the problem from Section . on Ω = ( , ) m and with u d (x) = x s and homogeneous Dirichlet boundary conditions on all of Γ. We discretized the problem using a Taylor-Hood pair for the state velocity/pressure pair (u, p), and the same function space for the adjoint velocity/pressure pair (w, r ). This problem is of the form ( . ) and we employ the dimensionally consistent preconditioner ( . ), which is robust w.r.t. all problem parameters α, β and µ, as well as 1  125  125  1e-04  4  2  11  1e+00  9  2  4  1e+04  3  2  2   2  729  729  1e-04  7  2  19  1e+00  10  2  4  1e+04  3  2  2   3  4913  4913  1e-04  10  2  28  1e+00  11  2  4  1e+04  3  2  2   4  35937  35937  1e-04  18  2  32  1e+00  11  2  4  1e+04 3 2 2 Table . : Iteration numbers for the optimal control problem for the Poisson equation (Section . ) required to reach a relative reduction by − of the initial residual norm ( . ). The parameter β is fixed to obj K m .
the mesh size. The convergence results reported in Fig. . and Table . confirm this. In order to limit the amount of information, we report only results for β = The application of the preconditioner ( . ) deserves a more detailed description in this case. As described in the introduction to Section , we obtain a Cholesky factorization of β M + (α β) / µ K, which we utilize in the first block of P V and P Q . As for the second block of P V and P Q , we implemented matrix-vector products with D β M+(α β) / µ K − D T (utilizing again the Cholesky factorization) and applied M 's conjugate gradient solver with default settings and no preconditioner. Although P V and P Q then effectively become mildly nonlinear preconditioners, this did not affect the convergence of the outer M iteration. Table . : Iteration numbers for the optimal control problem for the Stokes equation (Section . ) required to reach a relative reduction by − of the initial residual norm ( . ). The parameter β is fixed to obj s m . Notice that dim(Q ) = dim(V ) and dim(Q ) = dim(V ) holds.
