Abstract. This paper surveys recent advances in the allied challenges of discretizing highly oscillatory ordinary differential equations and computing numerical quadrature of highly oscillatory integrals, and attempts to sketch the mathematical foundations of a general approach to these issues. Having described the Magnus, Cayley and Neumann methods for highly oscillatory ordinary differential equations and analysed the Filon quadrature of highly oscillatory integrals, its overall conclusion is that, once numerical methods are properly crafted, their accuracy increases in the presence of high oscillation.
Introduction
It is an article of faith in computational mathematics and scientific computing that highly oscillatory problems, ubiquitous in applications, are among the most intractable phenomena in numerical modelling. The contention of this paper is that this point of view is misleading, indeed woefully wrong. It is not just that properly crafted methods can discretize rapidly oscillating differential and integral equations perfectly well: the truth of the matter is that such methods are likely to perform significantly better the higher the oscillation. High oscillation is an ally of a numerical analyst! In order to understand how to design efficient methods in the presence of high oscillation, we need first to understand why standard numerical methods perform so poorly in this setting. The reason is indeed quite elementary: the (local) error of a standard p-order time-stepping method can be expressed in the form h p+1 D(y, t) + O(h p+2 ), where D is either a (p + 1)st derivative of the highly oscillating solution y or a (p + 1)st-order elementary differential, composed of derivatives. However, each differentiation of a highly oscillatory function roughly multiplies locally the amplitude by the frequency. Therefore, the higher the oscillation and larger the frequency, the worse the local error. Moreover, the standard remedy to large error, increasing the order of the method, is a non-starter since, the larger the order, the greater the damage wrought by high oscillation.
The Airy equation is an excellent point of departure for our exposition. Figure 1 displays the exact solution y and its first three derivatives: it can be easily proved by the WKB method, that y(t) ∼ t −1/4 sin( 2 3 t 3/2 ), dy(t) dt ∼ t 1/4 cos(
dt 2 ∼ −t 3/4 sin( 2 3 t 3/2 ), t ≫ 1 and so on [Ise02a] . It is evident how fast the amplitude grows, once the function is differentiated. The consequences are for all to see in Figure 2 , displaying the absolute error in the solution of (1.1) (converted into a first-order system) by the explicit third-order Runge-Kutta method with the tableau [HNW93]. The principal error term consists of elementary differentials, among them the fourth derivative of y, and it is the latter that dominates error accumulation. This phenomenon has been analysed qualitatively in [Ise02a] using WKB analysis. For example, for the Airy equation (1.1) and any classical numerical method (multistep or Runge-Kutta scheme, a truncated Taylor expansion. . . ) of an even order p the global error is of the form ct p/2+5/4 χ(t), t ≫ 1, where χ is a highly oscillating function in the interval [−1, 1] and c = 0 is method-dependent.
Needless to say, the numerical solution in Figure 2 is useless and the standard 'panic button' is of little use: decreasing the step-size further or using variable-step strategy rapidly leads to unacceptably small steps [Ise02b] .
A key to the development of effective numerical methods for highly oscillatory problems is to stand the reasoning of the last paragraph on its head: if differentiating a rapidly oscillating function is so bad, since the amplitude grows, surely integrating such a function must be good. Thus, we need somehow to reformulate the underlying differential equation so that its numerical solution entails integration of known highly oscillatory functions.
We commence from a highly oscillatory ordinary differential (ODE) system
To time-step from t n to t n+1 = t n + h, it is convenient to rewrite (1.2) in the form
where g is, in some sense, small. A good choice is to let A be the Jacobian matrix or its approximation. Although it is possible to construct counterexamples, in most cases of interest the matrix A is stable (no eigenvalues have positive real parts) and it has some large eigenvalues in iR. In other words, the solution of the 'frozen' system dy dt = A(t)y, t ≥ t n , y(t n ) = y n , wheret ≥ t n , is highly oscillatory. To time-step (1.2) from t n to t n+1 = t n + h, we choose α ≥ 0, setÃ = A(t n + αh), represent the solution in the form
and let y n+1 = e hÃ x 1 , where x 1 is our approximation of x(h). For nonlinear equations it makes sense to choose α = 0 but if the system (1.2) is linear and the Jacobian matrix is independent of y, a superior strategy is to exploit time symmetry and set α = 1 2 . Following [Ise02a] , we solve for the function x in (1.3), observing that it obeys the modified differential equation
where
At a first glance, the ODE system (1.4) is nothing but a means of scrambling (1.2) into a more complicated form, a familiar mathematical vice. Yet, it has one redeeming virtue in comparison with the original system: the matrix B(τ ) = e −τÃ [A(t + τ ) −Ã]e τÃ is itself highly oscillatory as a function of τ . This can be exploited by numerical methods that are based upon the integration of the vector field. Such methods are described in Section 2.
The careful reader would have noticed that converting the task in hand to the integration of highly oscillating functions is all very well, but in last analysis such integration is likely to be replaced by quadrature. This is again a numerical problem often foiled by high oscillation. Indeed, the situation is considerably worse than most practitioners would imagine. Suppose that we approximate the integral (1.5)
by a Gauss-Christoffel quadrature [DR80, Gau68] . Thus, we choose distinct quadrature nodes c 1 , c 2 , . . . , c ν ∈ [0, 1], replace the integrand by its polynomial interpolation at the above points and integrate exactly. The outcome is the quadrature formula
How good is (1.6)? Everybody is familiar with the standard analysis of quadrature methods: by design, the method is at least of order ν and this can be improved, provided that the collocation polynomial satisfies favourable orthogonality conditions. This, however, makes sense only for suitably small natural frequency hω, when (1.5) is not oscillatory at all. Otherwise, a trivial argument can be used to argue that (1.6) is complete nonsense. For any f ∈ L 1 [0, 1] we know from the Riemann-Lebesgue Lemma that, for fixed h > 0, lim hω→∞ I h [f ] = 0. (Actually, we know more: if f is smooth then
, hω → ∞ -this is a consequence of the van der Corput Lemma and will be used in Section 3.) On the other hand, for large hω, quadrature (1.6) consists of sampling a virtually-random highly oscillating function f (hx)e ihωx at ν fixed points in [0, 1] and forming a linear combination. Seen from this perspective, it is evident that a Gauss-Christoffel quadrature carries the error of O(h) for hω ≫ 1: the procedure of using a random number generator instead, scaling its output by h, is equally useless and much cheaper. If you wish to rescue Gauss-Christoffel at all costs, the only remedy is to split (1.5) into sufficiently many sub-intervals, each with small natural frequency, and apply (1.6) separately in each sub-interval.
The situation is typical of naive numerical approach to high oscillation: familiar and trusted methods are useless and the remedy appears to be to purge high oscillation by zooming into sufficiently small subproblems. This is the exact opposite of the approach advocated in this paper, to use algorithms that thrive on rapid oscillation. Thus, in Section 3 we present an analysis, further elaborated in [Ise04] and [Ise03] , of the Filon method, a superior alternative to (1.6) whose performance improves in the presence of high oscillation.
Highly oscillatory ODE solvers
Our point of departure is the modified ODE system (1.4) but, for ease of exposition, we commence by assuming g ≡ 0, namely that (1.2) is a linear system. In Subsection 2.4 we will comment briefly how to extend the methods to a fully nonlinear setting.
2.1. The Magnus method. Given the matrix linear ODE system
we represent its solution in the form Y (t) = e Ω(t) Y 0 and treat Ω as a new unknown. It is possible to show that
A crucial feature of (2.2) renders it of an interest in geometric numerical integration. Let G be a finite-dimensional Lie group and g the corresponding Lie algebra. If Y 0 ∈ G and B(t) ∈ g for t ≥ t 0 then Y (t) evolves in G and it is often important to retain this structural feature of (2.1) under discretization. However, G is, in general, a nonlinear construct and the scope for retention of its structure by a direct application of numerical solvers to (2.1) is limited. On the other hand, g is a linear space and, as long as we solve (2.2) by employing just linear-space operations and commutators, we are assured of respecting its structure. Hence the interest in using (2.2) as a platform for the development of Lie-group methods, an endeavour described at length in [IMKNZ00] .
A powerful technique to solve (2.2) has been introduced by Wilhelm Magnus [Mag54] and analysed in detail from the numerical standpoint by Iserles and Nørsett [IN99] . Thus, the function Ω can be expanded in the form
Truncating (2.3) results in a high-quality numerical method. We observe, following the discussion in Section 1, that the algorithm consists of (multivariate) integration, hence is highly suitable for rapidly oscillating ODE systems, once we apply it to the linear system
In particular, we obtain a seventh-order method for the highly oscillatory ODE (1.2) (with g ≡ 0) by letting y n+1 = e hÃ eΩ (h) y n , where
The Cayley method.
A major shortcoming of the Magnus method is that it requires the calculation of a matrix exponential, a task that is prohibitively expensive when the number of variables is large. In our context, we need to compute the exponential and its inverse once per step, to transform the variables in line with (1.3), while using the Magnus expansion means further computation of another exponential, that ofΩ(h). Although a matrix exponential can be suitably approximated and two exponentials can be conveniently amalgamated by using the BCH formula [IMKNZ00] , arguably a superior alternative is to dispose of the exponential altogether. In place of the transformation (1.3) we may thus use the Cayley transformation
This replaces (1.4) with the ODE system
The above procedure might seem advantageous, since forming B(τ ) requires the solution of two linear algebraic systems, a task which is easier than the calculation of the exponential and allows greater latitude in the exploitation of possible sparsity and structure in the matrixÃ. Unfortunately, the cubic term in the square brackets means that, unlike the matrix that we have encountered in the previous subsection, B need not be small. This has been confirmed by unpublished numerical experiments and motivates us to abandon this approach,
The exponential transformation (1.3) is here to stay, at least for the time being. However, we can follow the reasoning in [DR02] and avoid the computation of the second exponential, associated with the Magnus method. The matrixÃ has often a great deal of structure that renders it amenable to an affordable calculation (or approximation) of its exponential: one example will feature in the next subsection and several publications have been devoted to effective approximation of the exponential in this setting [IMKNZ00, IZ02, MKQZ01] . On the other hand, the matrixΩ(h) of the last subsection is likely to have neither serendipitous structure nor sparsity, hence the calculation of its exponential is usually a more formidable task. The following technique dispenses with this calculation altogether.
Taking a leaf from [Ise01], we solve (1.4) by a Cayley transformation: letting x(τ ) = R(Ω(τ ))y n , we observe that the matrix function Ω obeys the ODE (2.5)
(We have assumed for simplicity, and consistently with the framework of Subsection 2.1, that g ≡ 0.) The solution of (2.5) can be expanded similarly to that of the equation (2.2),
Observe that the first two terms above coincide with the truncated Magnus expansion (2.4). Since for all intents and purposes this is all we need, we conclude that there is little practical difference between Magnus and Cayley: the only real distinction is that, in place of calculating expΩ(h), we compute R(Ω(h)). Note further that the Cayley transformation is a Lie-group method only for some Lie groups [Ise01] . Yet, this is of little relevance in the context of highly oscillatory problems. The important feature of the method is that it reduces timestepping to the computation of integrals of highly oscillatory functions.
2.3. The Neumann method. The Magnus method is highly suitable for small systems, while the scope of the Cayley method is wider. However, none can be advocated for the very large systems originating in a semi-discretization of evolutionary partial differential equations. This subsection introduces a technique, based on the Neumann expansion, as applied to the linear Schrödinger equation
with appropriate initial and boundary conditions. We assume here that λ(t, x) ≫ 1 for t ≫ 1, rendering the solution highly oscillatory. For simplicity, we assume just two spatial dimensions, but the method can be easily generalized. Discretizing the Laplacian with the standard five-point stencil, we obtain the linear ODE system
where Λ is a diagonal matrix. More importantly, the 'discrete Laplacian' S is a partitioned Toeplitz, symmetric, tridiagonal (TST) matrix, made out of smaller TST matrices. Its eigenvector matrix Q is known and, more pertinently, a product of the form Qv can be formed rapidly using the fast Fourier transform (FFT) [Ise96] .
To time-step from t n to t n+1 = t n + ∆t, we first rewrite the ODE in the form
Note that A shares the eigenvectors of S, while the diagonal matrixΛ is small. LettingÃ = A(t n + 1 2 ∆t), we transform variables
and
The computation of exp(τÃ) can be accomplished with FFT, hence is affordable even for large systems. However, the matrix B is dense, with far less structure than, say,Ã, and both Magnus 
where N 0 ≡ I and
The expansion (2.7) possesses a number of useful features. Firstly, it consists of repeated integration of highly oscillatory functions, hence is suitable for rapidly oscillating systems. Secondly, it does not require the computation of exponentials. This, together with the low cost of forming the matrix B in (2.6), means that the expense of time-stepping is fairly moderate. Thirdly, the standard obstacle to the usefulness of Neumann series in, for example, the numerical solution of integral equations, but also for ODEs, is the convergence requirement K < 1, where
. This, however, is not a problem in the present setting precisely because we are integrating highly oscillatory functions.
Nonlinear equations. Let e
Ω(τ ) be the fundamental solution of (2.1). The solution of (1.4) can be written using nonlinear variation of constants
This is an implicit equation, but it can be solved in few waveform relaxation iterations,
Typically, two or three iterations suffice and we observe that each requires integration with highly oscillating integrands. This brief section represents work in progress, which is close in spirit to recent methods for stiff ordinary differential equations, pioneered by Kassam and Trefethen [KT04] .
An example: the Airy equation. Converting the linear oscillator
where we assume that g(t) ≫ 1 for t ≫ 1, into a two-variable system and subjecting it to the transformation (1.4) results in
where ω = g(t n + 1 2 h) ≫ 1. We evaluate just the lowest-order methods, applied to the Airy oscillator (1.1). Thus, Magnus and Cayley, both with just a single integral, yield
hÃ eΩ (h) y n and y n+1 = e hÃ R(Ω(h))y n respectively, wherẽ
Moreover, the Neumann expansion with a single term reduces to
In 
Quadrature of highly oscillatory integrals
Discretising highly oscillatory ODEs by converting the problem into the integration of highly oscillatory functions is a powerful approach which can be easily spoilt by bad quadrature. Occasionally, like in Subsection 2.5, we can evaluate integrals in an explicit form, but this is an exception and, in general, we need to use quadrature. Having already observed in Section 1 that a Gauss-Christoffel quadrature (1.6) is unsuitable for our needs, we look elsewhere for numerical salvation. Fortunately, quality quadrature methods for highly oscillatory integrals are available in the literature, e.g. the Zamfirescu method [Zam63] , the Levin method [Lev96] and, in particular, the Filon method [Fil28, Fli60] . With the sole exception of Levin's method, the analysis of these algorithms was lacking until recently [Ise04, Ise03] . We simply have had no idea how good such methods can be. 3.1. The Filon method. In the sequel we focus on the Filon method, since it is the most general and natural of quadrature methods for highly oscillatory integrals and also since it is the most comprehensively understood. It is, indeed, remarkable that a method introduced (by Louis Napoleon George Filon, [Fil28] ) in 1928 and then either forgotten or often misunderstood turns out to be so effective.
The idea is really simple: to approximate the integral
where K oscillates rapidly for ω ≫ 1, we choose quadrature nodes c 1 < c 2 < · · · < c ν in [0, 1] and interpolate f (x) (rather than interpolating f (x)K(ω, x) in GaussChristoffel) there by a polynomial of degree ν − 1 . Provided that we can evaluate the moments
explicitly for 0 ≤ m ≤ ν − 1, substitution of the interpolating polynomial in place of f in (3.1) results in the Filon quadrature
We note in passing that moments can be evaluated explicitly, e.g. with standard symbolic algebra software, for a wide range of functions K of practical interest, e.g. e
and m ∈ {1, 2, 3}, e iω|x−d| /|x − d| α for d ∈ [0, 1] and α < 1, the Bessel oscillator J ν (ωx) and the Airy oscillator Ai(−ωx).
Numerical experiments with (3.2) are remarkable, while elementary and intuitive arguments (sadly missing from some early treatments of Filon's method, that should be better left in their obscurity) imply that the method is likely to be very effective. In particular, by design the method integrates exactly all polynomials f of degree ≤ ν − 1 and, unlike f (x)K(ω, x), a smooth function f can be interpolated very well by such polynomials. Having said this, there is a need for more formal analysis, both to understand the method better and to develop suitable strategies for good choice of quadrature nodes.
3.2. Regular oscillators. We commence our analysis from the regular oscillator K(ω, x) = e iωx , i.e.
This is equivalent to setting h = 1 in (1.5): it is easy to incorporate an additional small parameter h > 0 into the theory but we opt for (3.3) for simplicity's sake. It is interesting to consider the quadrature error
and ω ≫ 1. The first corresponds to a nonoscillatory regime and it is of interest to check how much (if at all) Filon is worse than Gauss-Christoffel in this setting. The second regime is consistent with a persistent numerical 'folk wisdom', namely that for optimal results a function should be sampled a fixed number of times per period. Finally, the regime ω ≫ 1 addresses our main concern, highly oscillatory problems.
A comprehensive analysis in [Ise04] determines E[f ] in all three regimes for arbitrary smooth functions f .
(1) Suppose that the Gauss-Christoffel method for (3.3) with ω = 0, using the same nodes, is of order p ∈ {ν, ν + 1, . . . , 2ν}: this is equivalent to 
The method is still of order ν but, remarkably, for high frequencies it is not polynomial recovery but the oscillation itself that kills the error. The higher the oscillation, the better Filon's quadrature and this most welcome phenomenon can be greatly enhanced by choosing the endpoints as quadrature nodes.
3.3. Irregular oscillators and the geometric model. Let g be a smooth, real function and set K(ω, x) = e iωg(x) : in place of (3.3) we thus integrate
In the sequel we focus on the case ω ≫ 1, since it is both the most relevant to our discussion and the most comprehensively understood. Our exposition follows [Ise03] . In order to examine the behaviour of E[f ] for ω ≫ 1, it is highly relevant to mention the main step used in [Ise04] to elicit the error asymptotics for g(x) = x, namely studying the asymptotic behaviour of the moments,
In a manner made precise in [Ise04] , choosing the nodes c 1 = 0 and c ν = 1 eliminates the influence of the 0 m and 1 m terms in (3.5) on the error, rendering
. With far greater generality, it has been established in [Ise03] that if the moments of K obey the geometric model
. In a manner that can be made precise, choosing each d j eliminates the influence of v j (ω)ω −αj on the error. We have already mentioned an example of K that is consistent with the geometric model (3.6), namely K(ω, x) = e iωx . In that case r = 2,
ix , α 1 = α 2 = 1 and β = 2.
[Ise03] establishes very broad conditions for the consistency of K(ω, x) = e iωg(x) with the geometric model. The simplest case is when g ′ = 0 in [0, 1] and either g ′′ does not change sign there, whereby we let s = 1, or there exists s ≥ 3 so that g (s) = 0 in [0, 1]. (Such condition is always satisifed when g is a polynomial.) Then (3.6) is satisfied with r = 2, d 1 = 0, d 2 = 1, α 1 = α 2 = 1/s and β = 2/s. The proof uses the van der Corput Lemma from harmonic analysis [Ste93] .
The case when g ′ vanishes at distinct points in (0, 1) is more complicated. The van der Corput lemma is combined with the method of stationary phase from perturbation theory, using bump functions. Firstly, suppose that g ′ vanishes at d ∈ (0, 1) and nowhere else in [0, 1]. In other words, there exists an integer δ ≥ 1 such that
The method of stationary phase can be used to prove that there exist functionals a i such that
for every function f with a sufficiently small compact support in a neighbourhood ofd [Ste93] .
Suppose now that g ′ vanishes at the r − 2 distinct points d j ∈ (0, 1) and that the lowest-order nonzero derivative at d j is g (δj ) . We use bump functions to 'stitch' compactly-supported functions together, adding contributions from the endpoints d 1 = 0 and d r = 1. It then follows that g obeys the quadratic model with α 1 = α r = 1 and α j = 1/δ j for j = 2, . . . , r − 1. Also the value of β can be determined and it depends on the parity of the integers δ j [Ise03] .
The analysis may break down when g ′ vanishes at an endpoint, e.g. in the case K(ω, x) = e iωx 2 . Otherwise it provides the optimal strategy for the choice of quadrature points in the Filon method: we need ν ≥ r and
3.4. Multivariate integration. Higher-order methods from Section 2 require multivariate integration, a notoriously difficult computational task. Fortunately, the special form of Magnus and Cayley integrals renders them amenable to a very effective quadrature [IMKNZ00] and a future publication will extend this to the Neumann expansion.
The first stage is to reduce the expense in function evaluations. Thus, suppose that c 1 , c 2 , . . . , c ν ∈ [0, 1] are given quadrature nodes and that we have evaluated B(c l h), l = 1, 2, . . . , ν. It is elementary that the first integral in (2.3) can be integrated with a Gauss-Christoffel quadrature of order p, say. In other words, there exist weights b It was proved in [IN99] that there also exist weights b Similarly for all Magnus or Cayley integrals: with just ν evaluations of the matrix B we can evaluate the entire truncated expansion to order p. The drawback of this approach is that, although the number of function evaluations is very small, this is not the case with the volume of linear algebra, since we need to evaluate a very large number of commutators. The number of commutators, however, can be reduced a very great deal by techniques pioneered by Munthe-Kaas and Owren and by Blanes, Casas and Ros [IMKNZ00] .
All this is true for 'standard' Magnus or Cayley, where Lagrange points represent the obvious choice of quadrature nodes. It has been proved in [Ise04] that this approach remains equally valid for the Filon quadrature and highly oscillating integrands.
Conclusion
The present review of recent (and some new) results in the computation of highly oscillatory problems represents a snapshot of work in progress, rather than a mature and comprehensive theory. Yet, assembling all the above results does more than just presenting a number of disjoint algorithms, useful as they might be. General principles emerge.
Firstly, highly oscillatory differential equations should be solved by algorithms that integrate highly oscillating functions. There might be diverse ways of designing such algorithms: we have described three in Section 2 but more and better might well exist.
Secondly, quadrature of highly oscillatory functions is possible, indeed easy, but its optimal implementation calls for an understanding of the asymptotic behaviour of moments.
Thirdly, and most importantly, high oscillation is not an enemy of computation. Any discretization method that becomes less accurate (or more expensive) in the presence of rapid oscillation is, arguably, a bad method. And good methods do exist, although much is yet to be done in this area. The rule of a thumb is that high oscillation should assist precision and lower the cost of computation. The main lesson of this paper is that this is an attainable goal.
