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Dans ce mémoire, nous étudions en profondeur les propriétés du complexe
de Morse associé à une fonction f M—*R. Nous utilisons les techniques de la
théorie de Morse pour déduire des résultats classiques de la topologie algébrique.
Ces techniques nous permettent de généraliser ces résultats sans trop de mal
au complexe de Morse-Novikov d’une fonction f Ii_S1. Nous donnons une
attention particulière au produit cup et à la dualité de Poincaré.
Mots clés Points critiques, Théorie de Morse, Complexe de Morse-Novikov,
Indice de Conley, Dualité.
iv
SUMMARY
In this thesis, we deeply study the Morse complex of a real-valued function
J t M—R. We oniy use techniques given by Morse theory to prove classical
resuits of algebraic topology. This approach allows us to prove sirnilar resuits
for the Morse-Novikov complex of a function f : M—S’. We give a particular
attention to the cup product and the Poincaré duality.
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INTRODUCTION
Dans ce mémoire, nous étudions en profondeur la théorie de Morse. À l’aide du
concept de complexe de Morse, nous parvenons à comprendre l’homologie d’une
variété. Cette description de l’homologie par le biais de la théorie de Morse rend
plus aisées les généralisations de certains résultats à la théorie de Morse-Novikov
ou de Floer, où les méthodes utilisées sont très semblables.
La théorie de Morse a vu le jour dans les années 30. À cette époque, Marston
Morse a obtenu quelques résultats intéressants sur la topologie des ensembles de
niveau Ai
= {f c} d’une fonction lisse f : M—M. Il regardait comment
la topologie de ces ensembles change lorsqu’on passe une valeur critique c. Sa
description est purement homologique.
Plus tard, dans son livre intitulé Morse theory (jMil]), Miinor décrit géo
métriquement ce qui se passe en montrant que l’ensemble de niveau Mc+f a le
type d’homotopie de l’ensemble ]‘i auquel un certain nombre de cellules sont
attachées, une par point critique ayant cette valeur critique. La dimension ind(r)
de la cellule correspondant au point critique r est l’indice de Morse de ï. Ceci
nous donne entre autres que toute variété compacte a le type d’homotopie d’un
CW-complexe.
Cette idée qu’il correspond à chaque point critique ï de J une cellule de
dimension ind(ï), nous pousse naturellement à définir un complexe de chaînes
dont les générateurs sont les points critiques de J. La difficulté ici sera de décrire
la différentielle de ce complexe, via la théorie de Morse, pour qu’elle corresponde
à celle donnée par l’attachement de cellules. Ceci sera fait à l’aide des propriétés
dynamiques du flot sur M donné par le gradient négatif de f. La construction
de ce complexe est due parallèlement à plusieurs mathématiciens, dont Smale,
3Witten, Palais, Thom. Cette construction est présentée en grand detail dans le
livre de $chwarz ([Scil).
Dans le chapitre 1, nous commencerons par présenter les complexes de Morse
et de Morse-Novikov. Le point délicat sera de montrer que la différentielle, qui
compte algébriquement les lignes de flot entre les points critiques, nous donne
bien un complexe de chaînes. Il y a essentiellement trois démonstration de ce fait.
Les deux premières consiste à montrer que le nombre de lignes de flot correspond
au degré de la fonction relative d’attachement. On obtient donc la différentielle
donnée par le CW-compÏexe associé. Une apporche est alors celle de Franks,
qui utilise la construction de Thom-Pontryagin, l’autre approche est celle de la
théorie de Conley. C’est celle que nous présenterons en détails dans le chapitre
3. La dernière démonstration, consistera à étudier le comportement des lignes de
flot brisées. Nous donnerons une idée de cette démonstration dans le chapitre 1,
car elle nous sera utile par la suite.
Nous présenterons ensuite le complexe de Morse-Novikov, qui est construit
à l’aide d’une fonction J : M—S1. Cette fonction donnera lieu à une fonction
de Morse équivariante sur une certaine variété non compacte. Nous présenterons
alors la problématique qui nous interressera, c’est-à-dire que la dualité de Poincaré
pour le complexe de Morse-Novikov, ainsi que le produit cup, peuvent tous les
deux s’obtenir à partir de leurs analogues pour le complexe de Morse à l’aide
d’une formule de type Mayer-Vietoris.
Dans le chapitre 2, nous présenterons plusieurs propriétés du complexe de
Morse. Nous nous assurerons que l’homologie obtenue ne dépend pas de la. fonction
choisie pour le construire. Nous décrirons la dualité de Poincaré, la suite de Mayer
Vietoris (théorème de gluing), un théorème (le rigidité à l’aide des méthodes
offertes par la théorie de Morse. Nous introduirons le produit cup à l’aide de
tripodes et nous verrons que ceci nous donne bien un invariant topologique pour
M.
En fait, les propriétés de la fonction J qui nous intéressent sont toutes en
codées dans le comportement topologique du flot gradient. C’est pourquoi nous
présentons dans le chapitre 2, une introduction à la théorie de Conley ([Sali),
4qui étudit les propriétés des ensembles invariants d’un flot. Nous pourrons alors
établir des liens directs avec le complexe de Morse.
Dans le chapitre 3, nous nous attarderons à comprendre ce qui se passe quand
le flot est renversé, qui correspond à changer f par —f lorsque le flot est donné
par le gradient d’une fonction f. Nous arriverons à une notion de dualité, appe
lée dualité de $panier-Whitehead. Les résultats présentés ici sont dus à Cornea
([Co21). Cette dualité nous mènera entre autres à une autre démonstration de la
dualité de Poincaré.
Dans le dernier chapitre, nous investiguerons plus en détails. L’étude d’une
fonction f M—S’ entre dans le cadre plus vaste de l’étude des propriétés
dynamiques d’une 1-forme w e H’(Ii) (tFa1]), car uiie fonction à valeur dans
le cercle peut être vue comme une 1-forme entière. Nous présenterons certaines
propriétés du complexe de Morse-Novikov, comme la dualité de Poincaré et le
produit cup. Nous présenterons une généralisation du théorème de gluing qui
nous permettra de faire le pont entre les arguments classiques et ceux pour le
complexe de Morse-Novikov.
Nos principales contributions à la recherche sont premièrement d’avoir ras
semblé dans ce mémoire les principaux outils de la théorie de Morse en topologie
algébrique en un tout cohérent, d’avoir rendu plus accessibles certains résultats
techniques.
Deuxièmement, nous avons clarifié certaines affirmations faîtes dans la littéra
ture. Par exemple, la démonstration du fait que deux ensembles complémentaires
dans la sphère sont $panier-Whitehead duaux, peut être difficilement recomposée
à l’aide de la littérature. Nous donnons une démonstration nouvelle.
Troisièmement, nous avons introduit des nouveaux concepts, comme celui de
produit cup pour le complexe de Morse-Novikov, qui est une extension naturelle
du produit usuel. La notion de cohomologie de Morse-Novikov, qui n’est pas
simplement obtenue à partir du foncteur ïforn.
Finalement, nous avons montré un certain nombre de résultats nouveaux.
Nous avons montré que le produit cup, autant dans le cas classique que dans le cas
de Morse-Novikov, est naturel par rapport au morphisme de comparaison entre les
5complexes de Morse et de Morse-Novikov. Dans cette démonstration, nous avons
observé un phénomène particulier, où les éléments de frontière de certains espaces
de modules peuvent contenir plusieurs brisures. Nous avons ensuite montré que le
produit cup, autant pour le complexe de Morse que pour le complexe de Morse
Novikov, passe à travers la formule de Mayer-Vietoris, avec ce résultat, il est
possible de calculer le produit cup sur une variété M si on le connait sur certaines
variétés M et ii± telles que M M U M+. Nous avons également vu que le
complexe de Morse-Novikov admettait une dualité de Poincaré et que cette dualité
s’obtient du cas classique par une formule de type Mayer-Vietoris.
Chapitre 1
COMPLEXES DE MORSE ET DE
MORSE-NOVIKOV
1.1. THÉoRIE DE MoRsE CLASSIQUE
La théorie de Morse permet d’étudier la topologie d’une variété lisse à l’aide
des points critiques d’une fonction à valeur réelle. Par variété, nous entendrons
toujours une variété lisse et par fonction, une fonction lisse. Dans cette section, les
démonstrations de tous les résultats (à l’exeption du théorème de Sard) pourront
être trouvées dans le livre de Milnor jMil].
Soient Ai une variété et
f t
une fonction. La différentielle (1f TM—R de f est une Y-forme sur M.
Définition 1.1.1. On dit que
(1) x M est un point critique de f si df(x) O e T,AI, un point x qui
n’est pas un point critique est dit un point régulier.
(2) c e R est une valeur critique s’il existe un point critique x avec f(x) e,
autrement, c est dite une valeur régulière.
(3,) Pour e e R, on définit M L1((—oo,c]).
Le théorème suivant est classique.
Théorème 1.1.2 (Sard). Soit f t M—R, alors Ï’ensembte des valeurs critiques
de f est de mesure nulle.
zDéfinition 1.1.3. Un point critique x e Ai est dit non-dégénéré si df est tran
verse à la section nulle de T*M au point x. On dit tïue J est une fonction de
Morse si tous ses points critiques sont non-dégénérés.
Par transversalité, on voit qu’une fonction de Morse a des points critiques
isolés et que la condition de Morse est ouverte et dense dans {f :
Soit x un point critique de f. À l’aide d’une carte q5 U—R”, telle que x E U,
on peut définir la matrice Hessienne de f comme étant la matrice des dérivées
secondes au point q5’(x) de la fonction foq5’. Cette définition dépend fortement
du choix de la carte q5, mais un certain nombre de propriétés (te cette matrice en
seront indépendantes.
Définition 1.1.4. L’indice de Morse d’un point critique x, noté ind(x), est le
nombre de valeurs propres néqatives de ta matrice Hessienne de f au point x. On
note
Critqf {x e M : df(x) = O,indf(x) = q}.
Lorsqu’il n’y a pas de confusion possible, nous noterons simplement indf(x) =
ind(x).
Les démonstrations des deux prochains lemmes peuvent être trouvées dans le
livre de Mllnor [Miii.
Lemme 1.1.5. L’indice de Morse est indépendant du choix de ta carte.
Le fait qu’un point critique soit non-dégénéré est équivalent à dire que la
Hessienne de f au point x est de rang maximal, c’est-à-dire que O n’en est pas
une valeur propre. L’indice de Morse représente la dimension de l’ensemble où la
fonction «descend». Plus précisément, on a le résultat suivant
Lemme 1.1.6 (Lemme de Morse). Soit f M—R une fonction de Morse et
x e M un point critique de f. Alors il existe une carte de M, ‘/; : U—R”, avec
O, de sorte que ta fonction
f
soit de ta forme
f o;1(x1, x,,)=—x—...—x+x+i+ ... +x.
On a alors que indf(x) = k.
8Soit c une métrique sur I, le gradient de f est alors bien défini. On construit
le flot çS, donné par le gradient négatif de J par
R x M—*1f,
t) = —Vf((x, t)), (O,.) = id.
Tout ce que nous ferons dans ce mémoire peut être fait avec le flot gradient,
mais pour simplifier certains arguments, nous travaillerons plutôt avec des flots
pseudo-gradients, qui topologiquement, ont les mêmes propriétés dynamiques que
le flot gradient.
Définition 1.1.7. Soit f : M—÷R une fonction de Morse, un flot pseudo
gradient pour f est un flot su M tel que
(f((t, r))) <O, Vx Critf
Définition 1.1.8. Pour f : M—R une fonction de Morse, un flot pseudo
gradient pour f et r un point critique de f, on définit
(1) la variété stable de x
{y M: 11m y)
(2) la variété instable de x
=
{y M: lim (y) x}.
t--œ
Lorsqu ‘il n’y a pas de confusion possible quant à ta fonction, nous noterons sim
plement WS(x) ou
Remarque 1.1.9. Pour un point critique x, les ensembles Ws(x) et 1VU() ont
des structures de variétés orientées homéomo’rphes à des disques ouverts.
Le fait d’avoir une fonction de Morse définie sur une variété, nous permet
d’étudier la topologie de cette variété. Nous supposerons maintenant que M est
une variété fermée (compacte, sans bord, connexe). Soit f : M—R une fonction
de Morse, alors f ne possède qu’un nombre fini de points critiques. Nous pouvons
supposer qu’il n’y a pas deux points critiques ayant la même valeur critique et
qu’il n’y a qu’un seul maximum et qu’un seul minimum.
9Prenons maintenant un point critique x de f d’indice k. On pose f(x) c.
Soit e > O, de sorte que 1’’+ \ ne contienne aucune autre valeur critique.
On a alors que
U ivU() n {f > c — e/2}Dk.
On définit la fonction
T U—[O, œ),
y sup{t G [O. ) (y)
Le supreinum est toujours bien défini, car sinon, on aurait un point critique de
valeur critique entre c — e et e + e.
On obtient une fonction
y F-*
Cette fonction est importante comme le dit le théorème suivant.
Théorème 1.1.10. Soient Ii une variété fermée, f M—*R une fonction de
Morse et x un point critique d’indice k avec f(x) = c. Alors, il existe e > O tel
que M, a te même type d’homotopie que iVI auquel on a recollé une k-cettute.
La fonction de recollement est ta fonction îp ci-dessus.
Le théorème nous dit donc que M a le type d’homotopie d’un CW-complexe
où l’on rajoute une k-cellule pour chaque point critique d’indice k.
-E
f
FIG. 1.1. Recollement autour du point x d’indice 1, pour la fonc
tion hauteur sur le tore.
En fait, la théorie de Morse nous permet aussi de calculer l’homologie de Ai.
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1.2. CoMPLExE DE MORSE
Définition 1.2.1. Une fonction de Morse-Smale est une paire (j,ç5), où f est
fonction de Morse f $ M—R et est un flot pseudo-gradient pour f tel que les
variétés stables et instables des points critiques de J s ‘intersectent toutes trans
versalement. Par abus, nous dirons souvent que est le flot gradient de J. Si M
est une variété à bord, on demande également que soit régulier sur ta frontière.
C’est-à-dire que le flot n’est jamais tangent à ta frontière.
Proposition 1.2.2. Soit Ai une variété compacte, alors tes fonctions de Morse
Smale sur M sont génériques, c’est-à-dire que l’ensemble
{ t (j, ) est de Morse-Smale}
est ouvert et dense dans t’ensembles des flots pseudo-gradients de f.
DÉMONSTRATION. Il est clair que cet ensemble est ouvert, car une petite pertu
bation ne changera pas la transversalité.
Il nous reste à voir qu’il est dense. Soit un flot pseudo-gradient pour j.
Soient x,y E Critf tels que j(x) > J(y) et S l’hypersurface
S f(j(x) - e).
Si 11/U(x)flS est transverse à l1/S(y) riS, alors 1471’(x) et lV(y) sont transverses
car le flot agit par difféomorphisme. Si elles ne sont pas transverses, soit W un
voisinage tubulaire de T/Vu (x) n j’ ([f(c), j(x) — e]) tel que W O T/17s(x) = {Œ}. Il
est clair que l’on peut trouver un flot pseudo-gradient de Morse-Smale sur M
qui ne diffère de ç que sur T1. On voit alors que le flot ç/ ne perturbe en rien la
variété instable de x.
On peut ordonner les points critiques par leurs valeurs critiques
f ti) <f(x2) <... <f(x,).
Maintenant, procédons récursivement pour trouver une déformations d’un flot




FIG. 1.2. Le voisinage tubulaire 117 de l17u(j.
critiques x1, r2, ... a s’intersectent toutes transversalement, (f, J)) est alors une
fonction de Morse-Smale. E
Si j est de IVlorse-Smale, et M est orientable, on fixe une orientation à chaque
variété instable, puis on donne une orientation à chaque variété stable de sorte
(lue
#(WStX), 1(VU(T)) = 1,
où #tT1tx), 11/U(x)) est le nombre d’intersection des variétés 14’s(x) et 117t’(x).
Si Pvi est une variété sans bord, on pose
= Z < Gritqf>.
On définit un homomorphisme
d: Cq(Ai, f, C)4Cq_i(M, f, a)
flf(I,y)y
ycCvit_ 1j
On définit njr(x,y) de la manière suivante. Pour x,y Ont1, on considère l’en
semble des lignes de flot joignant x et y




Puisque c’est l’intersection transverse de deux sous-variétés orientées, i’Ç a une
structure de variété orientée.
On a une action libre naturelle de Il sur I —* t + e, qui corresond aux
reparamétrisations. On pose
M = Ai/R.
est une alors une variété orientée, non fermée en général, de dimension t(x) —
/1(y) — 1. On peut voir l’orientation sur de la manière suivante.
Soit p sur une ligne de flot 7 joignant c à y. On peut décomposer
T4jU (s) ‘ T MX l/VS (y),
où vpl47S(y) est la fibre du fibré normal de 11/S(), car TVU(x) et lVS(y) s’inter
sectent transversalement. Or on peut décomposer
TM + Ty.
De plus, on a que
vW8(y) VyWS(y) TyWU (y)
où le premier isomorphisme est donné par le fait que IVS(y) est contractile (il
suffit de pousser le long des lignes de flot). Nous avons alors un isomorphisme
TWU(s) T7TyWS(y).
On oriente de sorte que cet isomorphisme préserve l’orientation.
Supposons à partir de maintenant que M est compacte, alors si t(s) —
1, M’ est compacte et consiste en un nombre fini de points (chacun représentant
une ligne de flot), on peut voir l’orientation comme ceci. On subdivise TXWU(x)
dans la somme directe I’y + V et on pousse V le long du flot. On obtient un
isomorphisme
Le point représentant la ligne de flot aura alors une orientation +1 si cet iso
morphisme préserve l’orientation, —1 sinon. On peut alors poser
flf(5,y)
Où #M est le nombre de points, comptés avec signes dans M.
Lorsqu’il n’y a pas de confusion possible sur le choix du flot pseudo-gradient,
nous écrirons
C(M,f) = G(M, J, û).
Théorème 1.2.3 (R. Thom, S. Smale, J. VIi1nor, C. Conley, J. Franks, E. Wit
ten). (C(M, f), d) est un complexe de chaîne et
H(C(ii,f),d) I-I(M,Z),
où I-I(ii, Z) est l’homologie cettutaire de ta vaTzété iI.
DÉMONSTRATION. Il existe essentiellement trois démonstrations de ce théorème.
Nous présenterons une de celles-ci en détails dans la section 3.4, en utilisant la
théorie (le l’indice de Conley. Une autre approche est celle de Pranks qui utilise
la construction de Thom-Pontryagin. Nous donnons ici une idée de la troisième
démonstration.
Prenons x,y Critf, tels que i(y) — ji(x) 2. Alors on a que M est




Ce sont les lignes de flot brisées. Pour montrer cela, il suffit de remaquer que
près d’une ligne de flot brisée t, les lignes de flot dans un voisinage de t sont
paramétrées par t x [O, e). C’est-à-dire ïue les situations illustrées dans la figure
1.3 sont impossibles.
k”1tj)
FIG. 1.3. Situations impossibles pour M
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On voit alors que
2JCrit,(,)_2
Puisque ‘i est une variété compacte orientée de dimension 1, on a que
car est soit un segment, soit un cercle. D
Les méthodes employées dans cette démonstration sont classiques. Pour mon
trer certaines identités, il suffit de trouver le bon espace de modules de dimension
1, ayant une compactification de sorte que les éléments de la frontière corres
pondent aux termes impliqués dans l’identité. Si l’espace de modules est relative
ment gentil, on aura
#aMr=O,
ce qui nous donne une relation entre les éléments de M. La partie la plus délicate
est de montrer que cet espace est «gentil». Les détails de ce fait peuvent être
trouvés dans [Scil, où le résultat est montré analytiquement, ou dans tWel, où
les arguments sont géométriques.
Une certaine compactification des variétés instables H7U(x), nous donne une
décomposition en cellules de Ai. Ce résultat est dû à [BaCo]. On peut donc
considérer que
C(j) <11/U() > Z.
xcritqf
Dans ce mémoire, nous aurons également besoin d’une version relative du
complexe de Morse. Si A C M, on peut définir
Cq((Ai,A)f) < CritqfLi\A > Z
à l’aide d’une fonction
J:
de sorte que A soit une zone de sortie pour le flot gradient et que celui-ci soit
régulier sur DA. On définira de manière plus précise au chapitre 2, en lien avec
l’indice de Conley, ce qu’on entend par zone de sortie, mais intuitivement, c’est
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la description qui doit correspondre à la version relative du complexe cellulaire
les cellules s’attacheront à A, car l’application relative d’attachement est donnée
par le flot.
On voit alors qu’on a une courte suite exacte de complexes de chaînes
OC(A, fL4)C(M, J)C((M. A). f)O,




Nous avons donc une longue suite exacte induite en homologie, le morphisme de
connection est clairement
: C((M, A). f)C_1(A, fA),
XH—* :: flf(X,y)y.
yE C tiCi fi
1.3. COMPLExE DE M0RsE-NovlKov
Soient f M—S une fonction de Morse, c’est-à-dire ayant des points cri
tiques isolés et ç5 un flot pseudo-gradient pour f. Nous pouvons définir les variétés
stables et instables des points critiques de f comme précédemment. Encore une
fois, nous oublierons souvent la référence au flot pseudo-gradient.
Définition 1.3.1. Une Jonction de Morse-Novikov est un couple (f. q5), où f
M—÷S1 est une fonction de Morse et ç5 est un flot de Morse-SmaÏe.
Soit f : M—S’, une fonction de Morse-Novikov. On considère le revêtement





= {(x, t) E iii z R: f(x) p(t)}.
La fonction f se relève alors sur une fonction de Morse-$male équivariante J.
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Le groupe d’automorphisme Z du revêtement est donné par l’action
Z x
(n, (x, t)) (x, t — n).
L’ensemble
MN={(.x,t)EM: O<L<1}
donne un domaine fondamental pour cette action. MN est muni d’une fonction
de Morse-Smale fAr IMN = fi\f—’(o). On relève f’(O) à pour obtenir
N. On note par
Z((z)) = {akzh: ï E Z, G
l’anneau des séries de Laurent en la variable z.
Pour ï E M, l’élément z71x représente le point n ï, donné par l’action du
groupe d’automorphismes. On voit aisément que
Critf = u
k,XECritqf
où ï’ représente un relèvement au domaine fondamental du point critique ï de




FIG. 1.4. L’action de Z sur M.
Proposition 1.3.2. Les Jonctions de Morse-Novikou sont génériqnes, c’est-à-dire
que Ï’ense’rnbte
{çb : (j, ç) est de Morse-Novikov}
est dense dans l’ensemble des flots pseudo-gradients de f. À remarquer que cet
ensemble ne sera pas ouvert en général.
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DÉMoNsTRATIoN. De manière équivalente, nous allons montrer que l’ensemble
A des flots de Morse-Smale équivariants sur M est dense dans l’ensemble B des
flots pseudo-gradients équivariants sur M.
Ordonnons les points critiques de f
f (1) <f(12) < ...
en considérant que S’ R/Z.
Soit Ak,m, est l’ensemble des flots pseudo-gradients équivariants sur M tels
que les variétés stables et instables des points critiques U zCritf Ç Critf
k<,<,n
s’intersectent toutes transversalement. Nous allons montrer que Ah,_j est ouvert
et dense dans B.
Nous pouvons le prouver simplement pour k O. Procédons par récurrence,
en modifiant le flot dans un petit voisinage de la variété instable de chaque point
critique, en commencant par 12 jusqu’à x,1, puis on déforme le flot de la même
facon pour x1 de sorte que la variété instable de z’x1 intersecte transversale
ment les variétés stables des x, j 1, ..., n. Comme les déformations faites ne
changent en rien les variétés stables des points critiques, toutes les intersections
que nous avons rendues transverses le sont toujours. Nous pouvons continuer ainsi





C’est une intersection dénombrable d’ouverts denses dans B. Le théoroème de
Baire nous dit alors que A est dense dans B. D
Définition 1.3.3. Le complexe de Morse-Novikov associé à la fonction f est te
complexe donné par
Cq(.Ai; f) = Z((z)) < Cfitqf >,
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où nf(x, zky) est défini comme étant le nombre nj(x, zky).
Proposition 1.3.4. cl2 = O.
DÉMoNsTRATIoN. Soit x, y e Critf, tels que ti(x) — c(y) = 2. Alors pour n e N,
on a que x, zy et M sont inclus dans
= u ZhMN.
0< k<n
La fonction i se restreint à une fonction de Morse-Smale sur AI,1. La discussion
sur le complexe de Morse nous montre que le coefficient de z’y de d2x dans
Cq_2(AJ; f) est nul. D
On pose
Hq(M; f) Hq(C*(M; f)).
Remarque 1.3.5. On peut également définir une version relative. Soit A C M
et (f, ) une fonction de Morse-Novikov, de sorte que A soit une zone de sortie
pour çb. On pose alors
C(M, A; f) = C(M; fi\A)
et
H(M, A; f) = H(C(Ai; f), cl).
On a évidemment une longue suite exacte associée à ta paire (M, A).
Remarque 1.3.6. Contrairement au complexe de Morse, l’homologie obtenue
dépend de la fonction f. Si f est homotopiquement triviale, alors 77 ]i et
Hq(M; f) Hq(M).
Nous aurons besoin d’une version cohomologique de l’homologie de Morse
Novikov.
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Définition 1.3.7. Le complexe de cochamne est (C(AI; f), ), avec
C(f) Z((z1)) Øz C(M, f).
C1ha que générateur e. peut être vu comme une fonction
Cq(M; f)—Z,
1. si ï’ = ï, k j,
kr/
O. sinon.
De même, chaque élément g C(M; f) peut être vu comme une fonction
g: Cq(M; f)—*Z.
Nous avons clairement un isomorphisme de Z((z))-modutes entre C(M; f) et
C*(M; f). Définissons alors pour g Critqf, t(g) = g o ci, c’est-à-dire
g(dy)y= nf(y.x)y.
yCCritq±j yCCrit+t
est un hornomorphisme de Z((z))-modules puisque ci en est un, de plus
= O. Posons
H(M; f) = Hq(C*(M; f) )•
Remarque 1.3.8. Il est intérressant de remarquer que nous n’avons pas utilisé
ta définition naturelle
C*(M: f) Hom:(C(M; f), Z).
car Z((z)) est la limite inverse sur le degré, des polynômes de Laurent. Il est
difficile de déterminer les générateurs de Hom:(C(M; f), Z). C’est ta définition
donnée ci-haut qui nous sera utile.
1.4. RÉsuLTATs
Si iI est une variété compacte, nous avons la dualité de Poincaré.
Théorème 1.4.1 (Dualité de Poincaré). Soit M une variété compacte, orientable.
Alors il existe un isomorphisme
H(M)—*I-P(M. 0M).
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Pour le complexe de Morse, cet isomorphisme est donné en remplacant la
fonction f par la fonction —f. Un point critique d’indice k devient alors un point
critique d’indice n — k. Nous allons montrer ce résultat de plusieurs manières.
Nous utiliserons le fait que le nombre #M pour f est le même que le nombre
#M, pour
—f. Ceci découlera d’un résultat sur l’indice de Conley [Co2]. Nous
aurons alors un isomorphisme au niveau des complexes
(C(M, f), d)___*tCn*tM. M), ).
De la même facon, nous pourrons montrer que le complexe de Morse-Novikov
satisfait une dualité de Poincaré. Nous utiliserons alors une formule de type
Mayer-Vietoris pour montrer que la dualité globale pour le complexe de Morse
Novikov peut s’obtenir de la dualité classique sur un domaine fondamental
Théorème 1.4.2. Soit f : M—>S1 une fonction de Morse-Novikov. La dualité
de Poincaré
t’ (?Lf 4. = fl—(f /f f
sur un domaine fondamental MN 77 s’étend à une dualité
C(M; f)Ct(M;
—f).
Cette dualité correspond à une dualité gtobaÏe que l’on obtient en remplacant f
par
—f.
Nous utiliserons également cette formule de Mayer-Vietoris pour montrer que
le cup produit passe à travers la formule de Mayer-Vietoris.
Théorème 1.4.3. Soit f: M—>R une fonction de Morse-SmaÏe. Supposons que
O est une valeur régulière de f et que N = f 1(O). Alors il existe une fonction
k aussi près de f que l’on veut de sorte que te produit cup pour f peut s’obtenir
à partir du produit cup sur M = f’([O, oc)) et M f1((—oc, O]) pour k.
Pour le complexe de Morse-Novikov, te produit cup s ‘obtient du produit cup sur
le domaine fondamental N.
Chapitre 2
PROPRI]TÉ$ DU COMPLEXE DE MORSE
Dans ce chapitre, nous allons discuter des propriétés du complexe de Morse.
Nous allons discuter du morphisme de comparaison induit par une homotopie
monotone, d’un théorème de rigidité, du produit cup. Nous allons montrer que le
produit cup est naturel par rapport au morphisme de comparaison. Nous allons
ensuite présenter une formule de type Mayer-Vietoris et montrer que le produit
cup passe à travers cette formule.
2.1. INVARIANCE DE L’HOMOLOGIE
Dans cette section, nous allons montrer que l’homologie obtenue à partir du
complexe de Morse ne dépend pas de la fonction que l’on a utilisée.
Soient f, g : M—R, deux fonctions de Morse-Smale et
h: M x I—,
une homotopie de Morse-$male entre f et g. Nous allons tout d’abord montrer
qu’il est possible de modifier h de sorte que




une fonction de Morse-Smale ayant seulement 2 points critiques O et 1, ayant
respectivement pour indices 1 et O, par exemple on pourrait prendre
f 1—2x2. siO<<1/2,
2(x — 1)2 si 1/2 < x < 1.
Nous supposerons maintenant que h est constante sur les deux bouts de M x I.
C’est-à-dire, il existe E > O tel que
h(., t) f, Vt [O, E] et h(., t) g, Vt C [1 — E, E].
Si ceci n’est pas vrai, il suffit d’allonger M x I aux deux bouts. On a alors que la
fonction h + c n’a pas de points critiques dans (O, E] U [1 — E, 1). Soient
> inf c’(t) , et S = sup Vh(x, t)
tE[€1f1 x, t[€,1—e]
Alors la fonction
h’ -1i + ù
est telle que
Crith’ = Critf U Critg,
car pour t [E. 1 — E], on a
t) <6< a’(t)I.
Maintenant, la fonction h’ est une homotopie entre les fonctions f + 1 et g. Si on
regarde plus attentivement, on voit que
Critqh’ C1’itq_if U Critqg,
car ajouter la fonction & a eu pour effet de rajouter une direction descendante.
La fonction h’ est un cas particulier d’un cobordisme de Morse-Smale simple.
Définition 2.1.1. Un cobordisme de Morse-Smale d’une fonction de Morse
SmaÏe f N0—R à une fonction de Morse-$maÏe g : N1—R est un cobordisme




(I) hN0 = f et indi1(x) indf(x) + 1,
(2) hN1 = g et indi1() = ifldg(X). On appetera gatement h une homotopie
monotone.
Le cobordisme est simple si
Crith Critf L Critg.
On a alors Cq(Ï1’) = C1q_i(f) + Cq(g). La différentielle est alors donnée par
une matrice
fd. o\
= I I ,
\H d)
ofi H est un homomorphisme
H Cq(f)Cq(g),
et d1 et d9 sont les différentielles respectives de C(f) et C(g).
Définition 2.1.2. On appette H te mo’rphisme de comparaison de Morse induit
par t’homotopie monotone h’.
Proposition 2.1.3. H est un isomorphisme en homologie.
DÉM0NsTRATtON. On remarque tout d’abord ïue c’est un hoinomorphisme de




donc Hd = —d9H.
Il nous reste à montrer que c’est un isomorphisme. On considère la courte
suite exacte




C’est une courte suite exacte de complexe de chaînes. On obtient donc en
homologie
Hq(M,f)
frlq(AI. g) T1(C(h’). d11) 1Iq—1(}tI, f)
Hq_i(Aï,g)
On observe la fonction . Elle est définie de la manière suivante. Soit x e Hq(Ai, f),
le point (x, O) est tel que q(x, O) = x. Maintenant dit(x, O) = (dfx, H(x)) =
(O, H(x)), et le point H(x) est tel que i(I-I(x)) (0, 11(x)). On a donc
Il ne nous reste pius qu’à identifier Hq(C(h’). d1,). On peut allonger un peu
M xI aux deux bouts et r prolonger h’ sans rajouter de nouveaux points critiques.
Pour faire cela, on colle un collet M x [O. E], à chaque bout, puis on étend h’ en
posant
h’(x, t) f(x) + (1 — t),
sur le premier collet et
h’(x, t) = g(x) + (t),
sur le deuxième. La fonction étendue sera donc entrante au bout où h’ était
sortante et sortante où h’ était entrante. On obtient alors que
fI(1(C(h’), ciw) 2 Hq(M X I, M X {O}) = O,
car ]i x I/M x {O} est contractile (voir corollaire 3.1.10). On obtient trivialement
que H est un isomorphisme. E
En fait, l’homornorphisme II est unique.
Théorème 2.1.4. Si h et h’ sont des Ïiomotopies monotones entre f et g, alors les
ho’momorphzsme.s de comparaison de Morse H et H’ sont tes mêmes en homologie.
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DÉMoNsTRATION. Soit 6’ > O. Supposons, sans perdre de généralité que h et h’
sont des homotopies monotones entre J + et g. Soit k une homotopie monotone
entre g et g — , telle que le morphisme de comparaison de Morse induit est
l’identité au niveau des complexes. Par exemple, on peut prendre k =
où c est une fonction comme auparavant.
Soit u une fonction












FIG. 2.1. M x I x I
On peut supposer que u est une fonction de Morse-Smale. Prenons maintenant
une fonction
: I x I—R,
avec
— < î < , de sorte que 7] ait quatre points critiques (1, 1), (1, 0), (0, 1)
et (O, O), d’indices 2, 1, 1 et O respectivement. Quitte à multiplier h par une
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constante, on peut supposer que la fonction u’ = u + i a comme points critiques






Alors, pour Œ E CritJ et y e Critg, (le sorte que M est de dimension ,
l’espace de modules admet une compactification M. Les éléments du bord sont
les lignes de flots brisées. Celles-ci peuvent se produire de plusieurs manières (voir
figure 2.2).
Comme = O, on obtient au niveau des complexes
idoI-I’+’idoI-I=do+’?/)od
Les morphismes de comparaison H et H’ sont donc les mêmes en homologie.
2.2. UN THÉORÈME DE RIGIDITÉ
Nous avons vu dans la section précédente que l’homologie du complexe de
Morse ne dépend pas de la fonction choisie. Sous certaines conditions, nous pou
vons obtenir plus que cela. Le théorème de rigidité affirme que si une fonction g
est suffisamment près de la fonction f, il doit y avoir une inclusion de complexes
Fie. 2.2. Les différentes brisures possibles à. gauche, la ligne de
flot se brise sur un point critique de q, à droite, la ligne de flot se
brise sur un point critique de f ou de g —
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de chaînes C(M, f )_*C(g). Nous présentons ici la démonstration du théorème
de rigidité.
Théorème 2.2.1 ([CoRal). Soit f : une fonction de Morse-Smate. Il
existe ej > O tel que pour toute fonction de Morse-$mate g satisfaisant f—gWo <
Cf, il existe une inclusion
C(M, f)C(g).
DÉMoNsTRATIoN. Soit > O. Fixons maintenant une homotopie k entre f+tI et
g, et une homotopie k’ entre g et f — . Par la discussion de la section précédente,
nous pouvons supposer que k et k’ sont de Morse-Smale et que leurs points
critiques sont sur les deux bouts de I x I. Nous supposeront également que
g(x) k(x,t) [(x) +, Vt I,
Jt — h(x. t) <g(x) + , Vt I.
Nous avons vu dans la. dernière section que les homotopies k et h’ induisent des
isomorphismes
H: C(Mf+ 6)—C4M, g) et
H’:
en homologie. Nous voulons simplement montrer que
H’ o H
On peut trouver des homotopies naturelles k et k’ entre f + et f, et f et
f — respectivement, de sorte que les homomorphismes induits, K et K’, sur les
complexes de chaînes soient des isomorphismes. Par exemple, on peut prendre
des homotopies de la forme f + où a est la fonction definie dans la section
précédente. On a
K: C(M. f + )C(M. f) et





On peut supposer que u est une fonction de Morse-Sinale. Prenons maintenant
une fonction
: I x IR,
avec
—
< 77 < , de sorte que j ait quatre points critiques (1, 1), (1,0), (0, 1)
et (0, 0), d’indices 2, 1, 1 et D respectivement. Quitte à multiplier h par une
constante, on peut supposer que la fonction u’ = u + ij a comme points critiques
u: AI x I x I—*R,
Soit u une fonction
de sorte que
voir figure 2.3.








Critq+2u’ Critqf + L CIitq+iJ U Crit(J1g L Critq2J — 6.
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Soit maintenant r E Critqf + et le point correspondant Critf — . Pour la
fonction u’, on a que
— = 2.
L’espace de module M est donc de dimension 1. La frontière de sa compactifi
cation AÏ consiste en des lignes de flots brisées de deux types(voir figure 2.4).
Les lignes de flots qui se brisent sur des points critiques de f ou de g, comptées
avec signes, nous donnent exactement le coefficient de dans H’oIJ(c)+K’oK(x).
L’idée est maintenant de fixer Cf > O et de sorte que les lignes de flot du
deuxième type soient impossibles. Nous supposerons que tous les points critiques
de f ont des valeurs critiques différentes. Prenons
= min{f(x)
—
f(y) y E Critf, M O}.
Si on prend < /2, on aura que les lignes de flot joignant T à ne pourront
se briser sur des points critiques de f + ou f — , car le saut serait alors trop
grand.
Nous obtenons que le coefficient de dans I-I’oH(x)+K’oK(x) est exactement
= O. Puisque K’ o K est un isomorphisme, ce coefficient est soit 1, soit —1,
et l’homomorphisme H’ o I-I est représenté par une matrice triangulaire ayant sur
la diagonale des 1 et des —1. Cette matrice est donc inversible et H’ o H est un
isomorphisme. D
FIG. 2.4. Les différentes brisures possibles : à gauche, la ligne de
flot se brise sur un point critique de g ou de f, à droite, la ligne de
flot se brise sur un point critique de f + ou de f —
2.3. PRoDuIT CUP
Soit T l’arbre à trois sommets extérieurs suivant (voir figure 2.5).
3D
Pour une fonction ù : T—iJ, on note par n la restriction de o’ à l’arête e.
Soient
f1, f2. j3 : il IR.
choisies de telle sorte que leurs variétés stables et instables s’intersectent toutes
transversalement. Un tel choix est générique.
Définition 2.3.1. Pour x E Cuitf1, x2 E Crit1f2 et r3 é Cïitrf3, nous appet
terons ‘un tripode de x et x2 à r3 une fonction
tette que




—VJ1, c(L) = fr1, i = 1,2, 3.
On voit aisément que
= {tripodes de x1 et x2 à r3}.
M”2 = Wj(xi) fl W(2) n Wj(x3).
M,x2 a donc une structure de variété orientée de dimension p+q—r—n. Comme





FIG. 2.5. L’arbre T.
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est de dimension O, c’est-à-dire que r = p + q — n. On définit
: C(f1) ® Gq(f2)Cp+q_n(J3)
X1 0 2 ‘ #À4’2x3.
x3ECritp+q_nf3
Proposition 2.3.2. rj est un mo7phisme de complexes de chaînes et définit donc
un pTOduzt sur H(M).
DÉMONSTRATION. Si X1 x2 et x3 sont tels que
dirnJ4:x2
= 1,
il existe une compactification Mx2 de M,x2 telle que






FIG. 2.6. Les différents éléments de
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Maintenant, pour les mêmes raisons que pour U2 = O, on a
#6T2 =
Ceci nous dit que le produit satisfait une règle de Leibniz
d(xi 0 x2) (dxi O x2) + (—1)f?](x; ® dx2).
C’est donc un homomorphisme de complexes de chaînes, celui-ci sera alors bien
défini en homologie. E
Remarque 2.3.3. En passant en cohomotogie, à t’aide de ta duatité de Poincaré,
cette fonction nous donne un produit d’algèbre graduées
H’7’(M) o H’(M)_II2vt](M).
Cette fonction est te produit cup. L’interprétation géométrique du produit cup
comme intersection des chaînes nous te montre clairement (voir par exemple
jBr]).
2.4. INVARIANCE DU PRODUIT CUP
Nous montrons ici que le produit cup est naturel par rapport aux morphismes
de comparaison. Ceci nous donnera entre autres que le produit cup ne dépend
pas du choix des fonctions choisies pour le définir. À notre connaissance, ceci
n’a jamais été fait explicitement. La méthode de preuve est interressante en soit-
même: nous verrons apparaître des doubles brisures dans les espaces de modules,
ce qui est assez inusité.
Soient f, 12, f, des fonctions de Morse telles que leurs variétés stables et
instables s’intersectent toutes transversalement. Nous avons défini précédemment
le produit cup
C(M, fi) 0 Cq(Ii, f2) _Cpq_n(M, fa).
Nous noterons ce produit Uf. Soient maintenant g1, g et g3 trois autres fonctions
possédant les même propriétés, on a alors un produit cup Ug. Pour chaque i,
soit h une homotopie entre f et g. ayant toutes les propriétés voulues, de sorte
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que l’on puisse construire les morphismes de comparaison H1, ‘‘2 et H3 entre les
complexes de chaînes. On a alors le diagramme suivant.
Uf
C(]i, fi) 0 Cq(M, 12) ‘ p+q_n(M, f3)
C(AÏ,g1) O Cq(M,g) > Cp+q_n(M,g3).
Puisque les produits Uj et U9 donnent tous les deux le produit cup, il est évident
que le diagramme commute en homologie. Nous allons expliciter cela à l’aide de
la théorie de Morse, sans faire appel à la topologie algébrique classique.
Proposition 2.4.1. Dans te contexte précédent, il existe une homotopie de com
ptexes de chaînes entre H3 o Uf et U9 o (H1 O H2). Cette-ci sera donnée par un
rnorphisme q5.
Uf






DÉMoNsTRATIoN. Soit x e Critf1, on note par d, le point critique de k cor
respondant à x. De même pour les points critiques des fonctions gj. On note
que
indh,() indj(x) + 1 et indi,(.5) = ind9(x).
Soient Xi E Critfi, x2 e Crit1f2 et x3 e Critg:i de telle sorte que
clim (M2) o,
où cet espace de module est relatif aux fonctions h1, 112 et 113. Pour cela, il faut
que ind9(x3) p + q — n + 1. Nous pouvons alors définir le morphisme
q5: C(M, fi) O Cq(M, f2)Cp+q_n+i(M, g:3),
Xi O x2 #M‘x3.
Nous voulons montrer que nous avons l’identité
H3oUf+U9o(Hi01J2)+(q5odf+dgoq5).
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FIG. 2.7. En (a), le tripode initial qui peut se briser de manières
différentes illustrées dans les figures (b)—(f.
Pour faire cela, nous trouvons un bon espace de modules. Soient a G CritJi,
2 E Ci•itf2 et E Critg3 de telle sorte que
in (M ff2) = 1.
Il est possible de compactifier naturellement cet espace de modules, les points
limites apparaissent naturellement quand le temps pour parcourir une ligne de
flot tend vers l’infini, la ligne de flot se brise alors sur un point critique. Les
possibilités sont représentées à la figure 2.7.





C’est-à-dire que le nombre algébrique de ces lignes de flots est le coefficient de r3
dans 113 o Uf. De même, les lignes de flot de type (c) représentent le terme
(19 0 5.
Celles de type ((1) et (e), représentent les termes ço(df1xi®x2) et çbo(xØdf9x2),
c’est-à-dire, le terme de la forme
o d.
Il est plus délicat de voir qu’il y a des lignes de flots de type (f,). Les seules
brisures qu’il nous reste à investiguer sont celles lorsqu’une des branches initiales
du tripode se brise sur un point critique yi de g1. Si tel est le cas, il faut absolument
que le point milieu m du tripode soit dans M x {1}, car le flot y est interne,. Pour la
même raison, il est impossible qu’une ligne de flot entre dans Mx{1} par un point
non critique. Comme le point ni ne peut être critique, il faut que l’autre branche
initiale se brise sur un autre point critique Y2 de g. On obtient la situation (f),
qui correspond au terme de la forme
u9 o (H ® 112).
Nous avons bien entendu que #DMT2 = O, ce qu’il nous reste à vérifier,
c’est que c’est bien le coefficient de 13 dans
fI3oUf+U9o(H1ØTI2)+q5odf+d9oq.
C’est-à-dire que les tripodes brisés ajoutés à admettent des voisinages
paramétrés par [O, E]. Pour les tripodes de type (b), (e), ((1) et (e), nous sommes
dans la situation classique. Dans le cas (f), il faut remarquer qu’un tripode est
entièrement déterminé par son point central. Puisque dimjW’92 O, le point
central ne peut bouger dans AI x {1}. On peut donc paramétrer les tripodes
dans un voisinage de ce tripocle brisé par la distance du point central à AI x {1},
c’est-à-dire [O, e] (voir figure 2.8).
D
Nous pouvons donc conclure que
Uf = U9
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FIG. 2.8. Les tripodes dans un voisinage de la brisure sont para
métrés par [O, j.
en homologie.
2.5. UNE FORMULE DE TYPE MAYER-VIETORIs
Dans ce mémoire, notre but prinicpal est de voir que l’on peut reconstruire
le produit cup et la dualité de Poincaré à l’aide d’informations locales. Ceci sera
particulièrement interressant dans le cas du complexe (le Morse-Novikov, où nous
pourrons reconstruire le complexe à l’aide du domaine fondamental. Pour cela,
nous aurons besoin d’une formule de type Mayer-Vietoris. Nous résumons ici un
résultat de Cornea et Ranicki ([CoRa]).
Soient f M—R une fonction de Morse-Smale et N une hypersurface régu
lière. Nous supposerons que O est une valeur régulière de j et que
N
N divise alors M en deux parties
= f’((—, O]) et
= f’([O. + œ)).
[O, e]
1vi et ili sont munies de fonctions de IVlorse-Smale f = f( et f = f(.
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Une formule de type Mayer-Vietoris devrait nous permettre de reconstruire le
complexe C(M, j à partir des complexes C(M—, jj et C(M, f). On voit
qu’en fait
C(M, f) C4(M, f+) C(M, f-),
avec la différentielle
(u+ o
où 5 est la fonction
X —* nitX,g)Y.
Le problème est que cette fonction q n’est pas connue, on ne peut la déduire à
partir des informations de f et de f. Pour que l’on soit capable de reconstituer
C(M, f), il faudrait que f soit d’un type très spécial il faudrait que les lignes de
flot qui traversent de M+ à M se brisent sur des points critiques de l’intersection
N M n Ait.
La démarche que nous allons suivre va aller en ce sens, nous allons approcher f
par une fonction h, qui elle a les propriétés voulues. Nous aurons pour cela besoin
d’une fonction de Morse-$male g N—R. La fonction h sera alors appelée un
scindernent de f le long de g. Nous avons besoin de la définition de cobordisme
linéaire.
Définition 2.5.1. Soient f, g : ]\i—>R des fonctions de Morse-Smate tettes que
g > f. Un cobordisme linéaire entre f et g est un cobordisme simple
h: N x ([0, 1], {O}, {1})—*R
entre J et g tet que pour chaque t [0, 1], ta fonction h soit une combinaison
tinaire convexe de f et g, et que aÏi/at > t] pour tout point de N z (0, 1).
Définition 2.5.2. Un scindement (e,T) d’une fonction de Morse-Smale f




telle que h, h = h1— et Jj+ = h)M+ satisfont les propriétés suivantes
(1] hN = hIN = rg : N—*R, avec r R.
(2] h
= f, sauf dans un voisinage tubulaire W = N x [—e, e] M de N
N x {O} M.
(3 Avec cette paramétrisation, on a f(x, t) = t FOUT chaque (x, t) W et
Crith Critqf U (Cuitq_lg >< {—e/2}) U (Critg x {e/2}),
C1iIqh = CIitqJ U (Cfitcj_i9 X {—e/2}),
Crith = Critf U (Critqg x {e/2}),






Proposition 2.5.3. Soit J : une fonction de Morse-SmaÏe. Alors pour
toute fonction de Morse-$rnate g N = J’(O)—*R et pour tout S > O, il existe
un scindement (e, r) h de J le tong de g, de sorte que
M
h
FIG. 2.9. La fonction f et son scindement h.
Uh-fo <.
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DÉMONSTRATION. La construction est semblable à celle du morphisme de com
paraison. D
On a clairement que
C(W,hj C(Ai,fj C(N,g) et
C(M, h) = C1(N, g) C(M, f-),
avec les différentielles
td1+ O







x F—* n1+(ay)y et
C(N,g)—C(M,f),
x
Maintenant, à partir des complexes C(M, hj et C(M, hj, il est aisé de







Nous aimerions faire plus, c’est-à-dire être capable de reconstituer le complexe
de j à partir de ceux de h et de h. Remarquons tout d’abord que C(l1/, h) =
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C(lV kf) = G(N, g) C_1(N, g)—*C(M, k) =
C(M, f+) C(N.g) C_1(N,g) G(AI. J),
(x,y) —* (O,x,y,&x).
On remarque que i est un morphisme de complexes de chaînes, car
(d11,y)) = j(d9 — g,d9y) (0,d9i — y,d9y,6(d9x) + O(y))
et
= di(0.Œ,y,Oc)) = (O.d9i —y,d9y.df_9(x) +0(y)).
L’égalité est immédiate car & est un morphisme de complexes de chaînes.
Posons
C,Ï) Coker(i).
Théorème 2.5.4 (Théorème de gluing, CoRa1). Soient f: AI—R et g: N =
f1(0)—-R des fonctions de Morse-Smate. Soit ej > O obtenu par le théorème






DÉMONSTRATION. On voit aisément que C(i,h) a pour générateurs les élé
ments [(x, O, O, y)]. En prenant e petit, la fonction h sera suffisamment près de f,
de sorte que
min f(x) > max h(x)
xeCritf+ xECrith\Critf




j partout sur Ai \ W, on voit que l’homomorphisme
j t C(M,f)C,h)
est de la forme
3=
01
Maintenant, la différentielle de h est donnée ici par
d,(X, y, Z, t) = (df+3, 9OEdgY — Z, d0Z, df_t + 9z).
La différentielle de CiJh) est donc donnée par
dC/)[(x,0,0 y)] = [(d+, O, 0, df_y)] = [(df+x, 0,0, df-y + OOx)]
Puisque j est un morphisme de complexes de chaînes, nous avons
dCI) oj = j od.
En effectuant la multiplication matricielle, ceci nous donne
( d+ O = ( df+ O
+ d- df) df+ +
On obtient
O0 — = d- — df+.
i/ est donc une homotopie de chaînes entre 6O et ç. D
Remarque 2.5.5. Le théorème nous dit donc un peu plus t nous avons vu dans
la démonstration que C(]’i, f) est en fait un rétract de C(Ii, h).
Il est possible d’obtenir une version plus fine du théorème si la fonction g est
bien choisie. Pour cela nous aurons besoin du concept de fonction adaptée.
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Définition 2.5.6. Une fonction de Morse-$maleg: N f—‘(O)——*R est adaptée
à f sur N si
(1) / qf N, où Ç5f et cJ1, sont les flots pseudo-gradients de f et de g respec
tivement.
(2) Pour chaque point critique x Critf,
lvy (x) n N C U TVJ’ (y).
yéCrit<q_ 19
(3) Pour chaque q G Critf et y e Critg, tes intersections W(x) n W(y) et
n W(y) sont transverses.
Remarque 2.5.7. Les fonctions adaptées existe et sont génériques.
Théorème 2.5.8 ([CoRal). Soient f M—*R une fonction de Morse-Smate.
Pour une fonction g N = f—’(U)—-—*R de MoTse-$mate adaptée à f sur t’hy
persurface N. Soit e > O obtenu par te théorème de rigidité et h un scindement





Remarque 2.5.9. Si j est l’identité, alors on voit qu’on a l’égalité
9O
2.6. MAYER-VIET0RIs ET PRODUIT CUP
Le résultat que l’on démontre ici est complètement nouveau. Il affirme qu’il
est possible de reconstituer le produit cup sur M si on le connait sur M et M.
Théorème 2.6.1. Soient f : Ii—R, izrl, 2, 3, des fonction de Morse-Smate
de sorte que N f’(O), i = 12,3 et pour chaque i, gj : N = f1(O)—*R une
fonction de Morse-Smate et h un scindement (6f, T) de f te long de gj. Alors te
produit cup est donné par
x U y q1(x) U1, q’(y),
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où qj est la projection q C(M, h)C,Ïi) et U11 dénote te produit cup des
fonctions h,. Si tes fonctions g sont adaptées aux fonctions f te long de N, atoTs
te produit cup sur est donné par
[(x.O,O,y)] U [(x’,O.O,y’)] [(x,O,Ox.y) U1, (x’,O,Ox’,y’)].
Remarque 2.6.2. Le théorème nous permet de calculer le produit cup à l’aide
du produit pour tes fonctions h1. Ce produit est plus simple car aucune ligne de
flot ne traverse de ff+ A1. Il suffit dont de te calculer sur ces deux morceaux.
DÉMONSTRATION. Remarquons tout d’abord que nous avons une courte suite
exacte
C (T1, h1) > C (M, h1) >
L’homologie de C(W, h1) est nulle car elle est isomorphe à H(N x I, N x {O}).
Alors la projection naturelle
C(M. Iz1)Ci,h1)
induit tin isomorphisme en homologie (par la longue suite exacte).
Le produit cup est donc donné par
x U y — q’(x) U,, q’(y),
Si les fonctions g1 sont adaptées aux fonctions f le long de N, alors 9&
Pour chaque j, l’homomorphisme
pi : C*(ili,fj)—*C*(M,hj),
(x,y) i,’
est une inclusion de complexes de chaînes, car
d,,p1(x,y) = d,1(x,O,O.x,y) (djx,&x — Qx,d9x,d jy+ x)
= (dfx, O. d9,9x, d11y + 9Ox) = (dfx, O, Odf.x, df,y + &7Ox)
p(dx, dfy + x) = jd(x, y).
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Pour chaque j, la composition
C(M, f)C(AI, h)C,Ïi)
est l’identité. On obtient donc des isomorphismes en homologie
H(M, J1)I-I(M,
On voit alors que le produit cup sur H,Ïi1) est donné par
[(r, O, O, g)]Û[(x’, O, O, y’) = [(x, O, 9x y) U1, (r’, O, u’)Ï.
D
Chapitre 3
HOMOTOPIE ET INDICE DE CONLEY
Dans ce chapitre, nous investiguerons les propriétés de flots sur les variétés.
Cette étude plus générale permettra d’aborder la dualité de Poincaré. De plus
elle aidera à clarifier certains concepts ou méthodes que nous avons utilisés pour
les flots de Morse-Smale.
3.1. C0FIBRATI0N5 ET SUITES COEXACTES
Dans cette section, nous travaillons dans la catégorie des espaces pointés.
Toutes les fonctions seront des fonctions continues d’espaces pointés.
Soient X et Y, deux espaces topologiques, on dénote par [X, Y] l’ensemble des
classes d’homotopie de fonctions de X dans Y. Une fonction j X—Y induit,
pour chaque espace W, une fonction
[Y, I’V][X, W],
g i’ g o J.





On peut définir le noyau d’une application ç: [Y, Wj—*[X, W], comme
kerçb
=
{[h] E [Y, W] ([h])
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Définition 3.1.1. Une suite
f g
X >Y >Z,
est dite coexacte si la suite induite
f# g#
[X, W] [ W] < [Z, W],
est exacte. C’est-à-dire, kerf# Ing#.
Définition 3.1.2. Une fonction A—X est une cofibration si toute homotopie
h A z I—W sur A s’étend à une unique homotopie sur X dès que l’on peut
étendre h(., O) à X. C’est-à-dire que pour chaque fonction h A x I—1’V et
g X z {O}—*W qui étend h(., O), te problème suivant a une solution
f
Ax{O} Xx{O}
X x I g
AxI 14’Ç




a une solution pour chaque fonction g X z {O} Uf A z I—W.
Proposition 3.1.3. Si A est un sous-espace de X et que l’inclusion i A_*X




DÉMoNsTRATIoN. Pour un espace W quelconque on a
j#{X/A, 1/17] [X, W] [A, W].
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On montre
(1) Irnq# Ç keri#. Pour cela, II suffit de voir que o q# = (q o i)# = O. Ce




(2) keti# Imq#. Soit J keri#, c’est-à-dire, il existe une homotopie
h: A x I—*I/17,
entre la fonction J o j et la fonction constante sur A. Puisque i est une




Où Ï?. est une hornotopie entre la fonction j et une fonction qui est constante
sur A. Cette nouvelle fonction nous donne une fonction J sur X/A, telle
que
[q#(f)] [J].
Donc keri# Ç Irnq#.
D
Remarque 3.1.4. si ïa Jonction J: A—X n’est pas une inclusion, on remplace
X par te cylindre d’application
Vii 1
U Pi X
iIf X Uf A x I = (a,O) f(a)
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et j par Ï’inctusion
j Ac*i’Ïf,
a ta, 1).
Les espaces Mf et X ont le même type d’homotopie (il suffit d’écraser te cylindre).
En écrasant le cylindre, l’inclusion i devient lafonctionf. La fonction j peut donc
être remplacée par i car ces fonctions induisent la même chose en homotopie.
Définition 3.1.5. Soit X un espace métrique et A C X, un sous-ensemble fermé.
On dit que (X, A) est une paire NDR (Neighbourhood Dejormation Retract,, si
il existe des fonctions continues
et
satisfaisant
(1) ax) = O A,
(2) r(x,O) x, Vx X,
(3) r(a,t) = a, Va A,t I
r:XxIX
X—*[O, 1],
(4) r(x, 1) A, Vx X, tel que a(x) <1.
Remarque 3.1.6. Si (X, A) est une paire NDR, alors A est un rétract de défor
mation du voisinage U = ù1([O, 1)). D’où le nom NDR.
FIG. 3.1. Le cylindre d’application iif.
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Proposition 3.1.7. Soit X un espace métrique et A C X, un sous-ensemble
fermé. Alors, tes trois énoncés suivants sont équivalents
(1) A--*X est une cofibration.
(2) Il existe une fonction continue
G:XxIXx{O}UAxI,
telle que Gx{o}uAI zd. C’est-à-dire, X x {O} U A x I est un rétract
de X x I.
(3,) (X, A) est une paire NDR.
DÉMONSTRATION. (3) = (2). On définit
(r(x, 1), t — 2c(x)), si O < ù(x) <t/2,
G(x,t)
= (r(x,2 — 2&(x)/t),O), si t/2 < (x) <t,
(x,O), sit<c(x)<1.
Définie de cette facon, on vérifie que la fonction G est continue.





(1) (2) Il suffit de prendre V = X x {O} U A x I et g = icI. La solution du
problème est alors une fonction G ayant les propriétés voulues.
(2) (3) On regarde la fonction
G(., 1): X x {1}X x {O} u A x I.
On prétend que G(., 1)1(A x 1) est un voisinage fermé de A. Puisque G est
l’identité sur A x I, on a que A C G(., 1)’(A x 1). De plus, si a A, alors, par
la continuité de G, il existe un > O tel que
G(B(a,),Ï) ÇA xI.
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FIG. 3.2. (a) Le cône sur X. (b) La suspension de X.
G(., 1)’(A x 1) est donc bien un voisinage fermé de A.
On peut prendre une fonction ù X—{0, 1] qui vaut 0 sur A et 1 sur
X \ G(., 1)—1(A x 1) et qui est strictement comprise entre 0 et 1 ailleurs. On
définit alors la fonction r : X x I—*X en faisant commuter le diagramme
XxI iX,
Xx {0}uA xI
où p est la projection sur X. La fonction r est continue et alors (X, A) est une
paire NDR. D
Définition 3.1.8. Pour X un espace, on définit




(2) X, ta suspension de X.
XxI
Xx {0},X x {1}




Proposition 3.1.9. Soit (X, A) une paire NDR, alors
DÉMoNsTRATIoN. On définit
X/A X UAx{O} Cil.
/CAf:XuCAX/A.
On remarque que la fonction r nous donne une rétraction d’un voisinage de
[A] X/A sur [A] et que la fonction ù est bien définie sur X/A. Soit
g : X/AX U Cil,
[x] -+ (r(x, 1), 1-
Alors f o g r(., 1) qui est hornotope à la fonction identité grâce à l’homotopie
r(., t). La fonction g o f est la fonction
gof:XUCAXUCA,
Cil H— [A x {1}],et
(r(,1), 1— o(x)),si x E X.
Cette fonction est homotope à l’identité à l’aide de l’homotopie (r(r, t), t(1 —
D





DÉMONSTRATION. L’équivalence d’homotopie f de la proposition 3.1.9 nous donne
une équivalence entre les paires (X U CA, CA) et (X/A, [A]), on a donc
Hk(X/A,*) Hk(XUCA,CA)
prop.3.1.9 excision
Hk(X U (A x [0,1/21), A x [0,1/2]) H(X, A).
D
Remarque 3.1.11. Si AX est une cofibration, alors X-*X U CA en est éqa
tement une, car (X U CA, X) est une paire NDR. Pour cela, on peut voir que
X U A x {1/2} est un voisinage de X qui se rétracte sur X.
FIG. 3.4. (X, X U CA) est une paire NDR.
Exemple 3.1.12. On peut décrire l’attachement d’une k-cellule à un espace X
à t’aide de ta suite coexacte
$1XX U CS’,
car on peut identifier 05k—1 et D’.
En remplacant X/A par X U CA, on obtient que
Ac >X >XuCA >(XUCA)UCXC
est coexacte. Si pour chaque ternie, on passe au quotient par le cône nouvellement
ajouté, on obtient une longue suite coexacte
A
q 6 Zq
X X/A ZA X Z(X/A)
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La fonction est donnée par
X/A >A.
XuCA
est appelée la fonction connectante.
Corollaire 3.1.13. Soit (X, A) une paire NDR, on a alors une longue suite exacte




3.2. INDIcE DE CONLEY
Définition 3.2.1. Soit X un espace topotogique, un flot sur X est donné par une
action de R sur X. C’est-à-dire
:XxR—*X
(x, t) i’ x t
telle que
x• (t1 + t2) — (x . t1) . t2.
Exemple 3.2.2. Un des exemples qui nous intéressera beaucoup est le flot donné
par te gradient négatif, —VJ, d’une fonction de Morse
f:
sur une variété M.
Pour ce qui suit, on fixe un flot ‘y sur un espace topologique X.
Définition 3.2.3. (1) Un sous-ensemble compact S de X est dit invariant si
VxES,VtEIR, onaxtES.
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(2) Pour un sous-ensemble compact N de X, on définit son sous-ensemble
invariant maximal
1(N) = {x N: x t E N,Vt R}.
(3,) Un sons-ensemble invariant S est dit isolé s ‘il existe un voisinage compact
N de S tel que
$ = 1(N).
Exemple 3.2.4. Si ‘y est le flot donné par le gradient d’une fonction de Morse
f, aÏos les points critiques de J sont des ensembles invariants isolés (par ta
condition de Morse). De même, si on prend deux points critiques de f et les
lignes de flot les liant, c ‘est encore un ensemble isolé.
Définition 3.2.5. Soit S un ensemble invariant isolé, une paire d’indices pour
S est une paire de sous-ensembles compacts (N1, N0), N0 C N1 telle que
(1) N1 \ N0 est un voisinage de S.
(2) S = 1(N1).
(3 Pour x N1, s’il existe t > O, tel que x t 17\T1, alors, il existe O <T <t
tel que x T E N0.
(4) N0 est positivement invariant dans N1, c’est-à-dire, pour chaque x E N0,
il existe e > O tel que pour O < t < e,
x t E N1 x t E N0.
Un paire d’indices est donc un voisinage isolant (N1), pour lequel on spécifie
la zone de sortie (N0) du flot. Nous nous intéressons alors à l’espace N1/N0.
FIG. 3.5. Exemple d’une paire d’indices.
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Théorème 3.2.6. Soit S un ensembte invariant isolé, alors il existe une paiTe
d’indices pour S.
DÉMONSTRATION. Voir jSal]. D
Théorème 3.2.7. Soient S un ensemble invariant isolé. (N1, N0) et (N1’, Nt),
deux paires d’indices pour S. Alors N1/N et N/N ont le même type d’homoto
pie.
DÉMoNsTRATIoN. (Idée de la preuve) Soient (N1, N0) et (N, N) deux paires
d’indices. On peut choisir T O tel que pour t > T, on a:
(1) . [—t,t] C N1/N0 x N/N,
(2) x• [—t,t] C N/N ,‘ x N1/N0.
On le montre seulement pour la première condition. Supposons le contraire, il y
aurait alors des suites x N/N et t1, E R telles que
lim t. ç et
OEk’ [—th.. t] C AT1/N0.
Tout point limite des x, doit être dans S, mais aussi dans la fermeture de
(N/N) \ (N1/N0), ce qui est impossible.
À l’aide d’un tel T, la fonction
f :Ni/N0 x [T,œ)N/N,
si .7 [O,2t] C N1 \ N0,x• [t,3t] C N \N,([x],t) I’
est continue. Pour t T fixé, on définit la fonction
f = f (., t) N1 /1V0 N /N.




On a alors que
[x 6t], si x . [O, 6t] C N1 \ N0,
gof(x)
[N0], sinon.
Cette fonction est clairement homotope à l’identité (en poussant le long du flot).
D
En fait, la paire d’ensembles
1 {(N1, N0) paire d’indices pour S}
et
‘M = {jt : N1/N0N/N}
forment ce qu’on appelle un système connexe simple.
Définition 3.2.8. On définit la catégorie Top* comme étant ta catégorie ayant
pour objets tes espaces topotogiques et comme morphzsmes les classes d’homoto
pie de fonctions continues. Un système connexe simple est une sous-catégorie C
de Top* telle que pour chaque X,Y c Obj(C), Hom(X.Y) consiste en un seul
élément.
Remarque 3.2.9. Dans un système connexe simple, on a que tous les moT
phismes sont des équivalences d ‘homotopie.
Définition 3.2.10. L’indice de Conley de S, noté c)($), est te système simple
connexe (1v, Ij). Souvent, on l’identifiera simplement à l’espace N1/N0.
3.3. DÉCOMPOSITION ATTRACTEUR-RÉPULSEUR
Remarque 3.3.1. Soit f t M—R une fonction de Morse. L’indice de Conley
d’un point critique d’indice de Morse k est une sphère de dimension k.
Définition 3.3.2. Soit $ un ensemble invariant isolé. Une paire d’indices (N1, N0)
pour S est dite régulière si pour tout x E N0, et pour tout e > O on a que
x. [O, ] N1 \ N0.
Une paire d’indices est donc régulière si le flot est transverse à N0. Cette
notion de régularité est justifiée par le fait suivant.
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Proposition 3.3.3. Soient S un ensemble invariant isolé et (N1, N0) une paire





DÉMoNsTRATIoN. Soient x E N1 \ N0 et e > O. Soit S > O tel que B((T(x) —
c/2) , S) N1 \ N0 et B((T(x) + e/2) , 5) fl AT \ N0 = O. C’est la régularité
qui nous permet de choisir le deuxième ensemble.
Il existe alors S’ > O tel que pour chaque y E B(x, S’), on a
(T(x) - e/2) y E B((T(x) - c/2) S),
(T(x) + e/2) y E R((T(Œ) + e/2) S).
Donc y devra passer par 6N0 dans un temps entre T(r) — e/2 et T(x) + c/2. Nous
pouvons prendre S’ assez petit, de sorte qu’il ne soit pas possible que t y soit
dans ÛN0 pour t < T(x) — c/2. On a donc que pour y e B(x, S’),
T(y) - T(x) <e.
E
Proposition 3.3.4. Soient S un ensemble invariant isolé et (N1, N0) une paire
d’indices pour S. Il est possible de déformer N0 pour obtenir une paire d’indices
régulière (N1, N1).








Définition 3.3.6. Soit S un ensemble invariant isolé, on dit qu’un sous-ensemble
A de S est un attracteur si A est un ensemble invariant isolé et il existe un
voisinage U de A tel que
w(U) = A.
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De ta même facon, on dit que A’ est un répulseur s’il possède un voisinage U tel
que
w*(U) A’.
Si A est un attTacteur, on définit son répulseur complémentaire dans S,
A*





FIG. 3.6. Exemple d’une décomposition attracteur-répulseur
Proposition 3.3.7. Soient S un ensemble invariant isolé, A un attracteur dans
S et A*, son répuÏseur complémentaire. Alors on peut trouver trois ensembles
No C N1 C N2 de sorte que (N2,N1), (N1,N0) et (N2,N0) soient des paires
d’indice pour A*, A et S respectivement.
DÉMoNsTRATION. Voir [Sal]. E
On peut supposer que la paire d’indices (N3. N1) est régulière. On a alors que
(N2. N;) est une paire NDR, car le flot est transverse à la frontière de N1. On a
alors également que (1T0/i7\T0, N1/AT0) est une paire NDR, donc l’inclusion
j: N1/N0—*N2/N0
est une cofibration. On peut définir les fonctions
N2/N0—[O, 1]




r: N2/N0 X I—N2/N0,
x T(x), si O <T(x) 1,
r(x,t)
siT(x)>1.
On obtient donc une longue suite coexacte
j q
N1 /N0 N2 /N0 N2 /N1 N /N0 N2 /1V0
La fonction r permet d’écrire la fonction connectante explicitement. On obtient
[x . T(), 1 — T(x)], si O <T(x) 1,
[N0 x {O}], si T() > 1.
3.4. LIENs AVEC LE COMPLEXE DE MoRsE
Soient M une variété fermée et f : M—*R une fonction de Morse-Srnale. Sans
perdre de généralité, on petit supposer que tous les points critiques de même
indice ont la même valeur critique. La théorie de Morse nous dit qu’on a une
suite d’espaces
{ ro } — X0 —*X1 —*. . . —*
où l’espace Xk est obtenu en recollant un certain nombre de k-cellules à Xk_1
(une par point critique d’indice k).
On définit
Critk_;f u Critf u {lignes de flot entre ces points critiques}.
Pour chaque k, on a une décomposition attracteur-répulseur de $k avec
A. Critklf et A. = Crith.f.
On voit aisément que (Xk, Xk2), (Xk_1, Xk_2) et (Xk, Xk_1) forment des paires
d’indices pour Sk, 1k et A. respectivement. Pour chaque k, on sait que
est un bouquet de sphères, une par point critique d’indice k. Puisque Sk V S =
$ V $1, on a une longue suite coexacte
y $c >X/Xk_2
q V S v$ >>
yECrltk_lf xECrltkf t’
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On remarque que Xk/Xk_2 est obtenu de Xk_1/Xk_2 en recollant une k-cellule
par point critique d’indice k. On peut doue allonger la suite coexacte du côté
gauche pour obtenir
s_1
> V$’c > Xk/Xh_2 > Ysx >
où est la fonction d’attachement. On voit alors que la fonction connectante
c est la suspension de la fonction d’attachement. On note par 5 la fonction
composée
S— V
où la première fonction est la restriction de et la deuxième est le quotient
naturel. On peut alors définir
U :Ck(M, f)—*C1(M, j)
x cleg(11)y.
Ceci nous donne donc que cl est la différentielle donnée par la fonction d’attache
ment.
Nous pouvons maintenant démontrer le théorème
Théorème 3.4.1 (R. Thom, S. $male, J. Milnor, C. Conley, E. Witten). (Cq(M, f), U)
est un complexe de chaîne et
H*(Cq(M,f),d)
où H(M, Z) est l’homologie cellulaire de la variété Iii.
DÉMONSTRATION. Nous démontrons simplement que la différentielle du com
plexe de Morse est la même que celle donnée par la fonction d’attachement. Pour
cela, nous utilisons le fait que l’indice de Conley est indépendant du choix de la
paire d’indices. Nous pouvons donc en choisir une qui nous plaît particulièrement.
Soient y E Critq+if et x e Critqf. Nous voulons montrer que nf(y, x) =
Posons f(y) b, f(x) a. Nous supposerons que x et y sont les seuls
points critiques dont la valeur critique soit dans [a, b].
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Pour un E > O assez petit, T > O assez grand et c E (a, b), on pose
N0={zEM:J(z•(—T))<b+e,f(z)>c},L={zEN0:f(z)=c},
= {z E Ai: f(z. (T)) > a — c, J(z) <c}, L {z E N0: f(z. (T)) c}.
On voit qu’il existe des difféomorphismes
N_÷Dh X D”, /‘ $ N0——D’ x D”’,
tels que (WS()UAÇ) {O} D, b1(L,) = x D, b0(WU(y)uN0) =
D’ x {O} et l/9(L) aDk+l x D”’.
Maintenant, si on pose A = {x}, A* = {y} et $ = A U A* U M, on a des
paires d’indices (N2, N0), (N2, N1) et (N1, N0) pour S, A* et A respectivement,
données par
N2=N.uN0,
N1 = N., u L0.











On voit également que WU(y) n AÇ n {f c} est constitué d’un nombre fini
de composantes V, données par
= Dk X {O},
pour un certain &, ODfl—k. En particulier, chaque l/ est une variété avec frontière
W difféomorphe à ODk. Dans chaque V, il y a un seul point z1 E WUJ(y)nWs(x).
On s’intéresse à la fonction
: N2/N1—*N1/N0.
Si on pose
= N n l/U(y) et = L n WU(y),
on voit (à l’aide de ‘) que les paires (Nu, L) et (Ni,, Li,) sont équivalentes. Si
on regarde la fonction sur N,/L,, elle se factorise
V t / T7V)
car si 5(x) A1, on a que 5fr) = [No], on pose alors g(x) = [Wij.
On obtient en homologie
FIL+l(N/L) >
FIS,, (V (V’ / W1))
L’orientation sur WU(y) est donnée par un générateur 3 E Hk+l(N,L,).
L’orientation sur W’(x) est donnée par un générateur a E H(AÇ. L1). L’identité
T1V
63
assigne une orientation c E Hk(V/IT/1) à V, compatible avec o. Donc la fonction
h induit en homologie
rn1.
vIaintenant, on regarde AT/L
— V/lVj. Cette fonction se factorise par
> /IT7.
( x I)/( x I))











Un des buts de ce mémoire sera de bien comprendre la dualité de Poincaré
pour le complexe de Morse-Novikov. Dans ce chapitre, nous utiliserons l’indice de
Conley pour donner une interprétation géométrique de la dualité de Poincaré.
4.1. PRoDuIT SLANT
Pour X et Y des espaces topologiques, on définit le produit siant
/ H”(X x Y) ® Hq*H(X).
Pour ce faire, nous commencons par le définir sur les chaînes. Pour E Hom(C,1(Xx
Y),Z) et -y E C(](Y), on définit a/7 E Honi(C71q.Z) par
</-y, >=< o’, x 7>.
On doit vérifier que ce produit est bien défini en homologie. C’est-à-dire, si o est
un cocycle (c = O) et y est un cycle (d O), alors pour tout cycle 3 (d,3 O),
on a
</-y), >=< /,d/3 >=< /2,ti >= O.
Aussi, si o est une image, c’est-à-dire que o dcv’, on a
>=< x ‘ >=< ù’. d( x ‘) >= O,
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car 43 x y est un cycle. De même si y = c17’, on a
<ù/d7’, 43> =< a, 43 x
=< ù, (i)i (dC x ‘) — x 7’)>
=< (1)d(B x ‘) >< a, ( l)IJhi8 x ‘ >= U.
On obtient donc le produit slant
/: H(X x Y) 0 Hq(Y)__H’(X),
que l’on peut voir comme l’évaluation de la classe o SUf ‘y. Pour ù H71(X x Y),
on peut définir
7 I’
Remarque 4.1.1. On peut également considérer te produit stant sur X A Y en
composant avec te puttback p de ta projection naturelle X x Y——X A Y.
4.2. DUALITÉ DE SPANIER-WHITEHEAD
On note par jT H,,(S) la classe fondamentale de S”, et par i71 la classe de
H’(S71) telle que <fl i71. > 1.
Définition 4.2.1. Deux espaces X et X’ sont Spanier-Whitehead n-duaux (n
duaux) s’il existe une fonction
u t X A X’S”,
telle que l’application
u(i71)/:
est un isomorphisme pour Ï q n. On dit alors que la fonction u est une
dualité.
Remarque 4.2.2. Si X et X’ sont n-duaux, alors et X’ sont n + q + p-
duaux à l’aide de l’application
ZX A p(’q+p5n 5n+q+p
((x, t1, ..., tq), (x’, s1, ..., s)) I) (u(x, x’), t1, tq, 1, ..., s).
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Définition 4.2.3. Soient X et X’, n-duaux, et Y et Y’, n-duaux par des dualités
respectives u et y. On dit que f : X—*Y et g: Y’—*X’ sont des applications duales
si il existe k et k’ tels que le diagramme suivant commute à homotopie près
fAl
kX A >k’y ky A Yï’
1Ag
ZkV A k’X > $n+q+p
Exemple 4.2.4. Si X = $P et X’ $(, alors X et X’ sont p + q-duaux à l’aide
de l’application
u: X A
Si deux applications f : $j)__$ji et g : sont duales, on a que le dia




Ceci nous donne que tes applications f et g ont le même degré, car cleg(1 A f) =
deg(1) deg(f) = degf.
Proposition 4.2.5. Soient 4 3 ç n+1, deux ensembles complémentaires dans
W1. C’est-à-dire que B est un rétracte de déformation de W\A. Si on définit
u: A A 3$fl,
(x,y)F—*
Alors u est une dualité.
DÉMoNsTRATIoN. Bien que nous ayons retrouvé cet énoncé à plusieurs endroits
dans la littérature, nous n’avons pu en trouver une démonstration. Celle que nous
donnons est donc originale.
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Il est assez simple de voir que les groupes Hq(A) et H_(B) sont isomorphes




Où le premier isomorphisme vient de la longue suite exacte associée au couple
(R’ A), cet isomorphisme n’est valide que pour q 1. Ce qui est plus subtil,
c’est de voir qu’en fait cet isomorphisme est induit par le produit siant avec
On définit une application
: Cq(A) 0 Gn_q(B)Z,
par le diagramme
Cq(A) O C0_(B) ‘ Cn(R°’ \ {O}) > Cn(SV) Z
G,7(Ax
Il est équivalent de considérer l’application avec image dans S° ou de consi
dérer la fonction x
—
y avec image dans R±l \ {U}. On voit que l’homomorphisme
Cq(A)Cnq(B),
est induit par le produit slant car
ç5(c 0 3) =< jfl, u x B) >=< ni7. x f3>.
Si la fonction est non dégénérée, nous aurons un isomorphisme. Celle-si est bien
définie en homologie car elle donnée par le produit siant. Au lieu de considérer la
fonction q, nous allons montrer que la fonction ‘ est non-dégénérée
H+1(R°’,A)®H_ (B) Hq(A)®Hn_q(B) Z.q
Cette fonction s’obtient comme le passage en homologie de la fonction
x—y
(R’A) x B (R1R”1 \ {O}),
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Cette dernière fonction se factorise
(Rfl+i,A) x 3 > +iRfl+i \ {u}).
if
(R x fl+i Rfl+i x R’ \ A)
Où A est la diagonale et Pi et P2 sont les projections. On obtient au niveau des
ch aines
(x—y).
Cq+i(R,A) ® Cnq(B) c+1t,R \ fO})
i. n+1
X x R \ A) z
Or, on remarque que l’application Pi — P2 nous donne un fibré de fibre W.
Il y a alors une équivalence d’homotopie entre les couples (Rfl Rn+i \ {Ofl et
(W x R’.R x \ A). Il est donc suffisant d’étudier l’application j.
Maintenant, nous allons prendre des bases de Cq+i(R’,A) et de G_tB) bien
choisies et allons montrer que o j est non dégénérée.
On prend une fonction de Morse-$male
f:
telle que la fonction
—f:
nous permette de construire le complexe de Morse de (Rn+i, A). Ici, le fait
que A est B soient compléments dans W est crucial pour l’existence d’une telle
fonction. Nous pouvons maintenant expliciter des bases
< lVUtP._q) > et C+1(R, A) < 1’V5tp) >
On peut voir un générateur de (W x x R’ \ A) comme étant une
fibre de pi — P2 Nous avons donc qu’en fait
n+i oj(WU(p_q) ® WS(p_q)) = #((WUtp,_q) x WStpq)) n A).
Or tT1zTUtPi_q) x I17StP,_q)) n A est non vide si et seulement si i = k, ceci nous
donne que n+i o j est diagonale et donc, non-dégénérée.
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Corollaire 4.2.6. Soient A, 3 C deux ensembles complémentaires dans
5fl+i On prend un point x0 AUB, alors Sn+l\{xo} est homéomorphe
à l’aide de cet homéomorphisme, on définit
u:AA3$,
(x.y)
Alors u est une dualité.
DÉMoNsTRATIoN. On prend un petit disque D autour de x que l’on relie par
un chemin y à A, de sorte que
A’=AuDU7
soit disjoint de B. Alors A’ a le même type d’homotopie que A. On définit
A” = A’ \ {xo}.
Maintenant, si on «ouvre» la sphère, les ensembles A” et B sont complémentaires
dans R’’, donc u*(iz)/ nous donne un isomorphisme entre Hk(A”) et H?(3),
pour 1 q n. Nous avons donc tin isomorphisme entre Hk(A) et fP1(B). Le
diagramme commutatif suivant nous assure que cet isomorphisme est donné par
(x—y)
A” x B R’ \ {O}.
AxB




Regardons la longue suite exacte
O Hq+i(A) ‘) Hq+i(A”) > Hq(5+l) Hq(A)
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Hq+i(A) est clairement O et j est un isomorphisme il envoie, par définition, la
classe fondamentale sur le générateur de IIq($fl+l). Nous avons donc que i est
un isomorphisme pour 1 <q <n et par conséquent u*(iv)/. LI
4.3. LIENs AVEC L’INDICE DE C0NLEY
Définition 4.3.1. Un triplet (N1, N, N2) est un triplet d’indices pour un en
semble invariant isolé S si (N1, N0) est une paire d’indice pour S et (N1, N2)
est une paire d’indice pour S pour le flot —‘y. Un triplet d’indices est un bloc
d’indices si N0 et N2 s’intersectent transversalement sur 8N0 = @N2.
Proposition 4.3.2. Soit $ un ensemble invariant isolé. Il existe un bloc d’indices
régulier (N1, N0, N2) pour S. C’est-à-dire que les paires (N1, N0) et (N1, N2) sont
régulières.
Une esquisse de la démonstration peut être trouvée dans [Co2]
Proposition 4.3.3. Soit S un ensemble invariant isolé pour un flot -y sur une va
riété ilP’. Soit (N1, N0), un bloc d’indices régulier pour S. S’il existe un plonge-
ment N25—1 alors les espaces c7(S) et c_7(S) sont Spanier- Whitehead duaux.




5n-1 x [—1, 1]
— 5n_1 x {—1}, $n1 x {1}
On considère
X N1 u ON0 N1 /N0.
On pose
ON0 = N0 U {géodésiques reliant N0 au pôle nord}.
Nous voulons maintenant trouver une copie de N U ON2 qui soit disjointe de X.
Pour cela, on pose
N1 x {1/2}, = 1. 2. 3.
On remarque que N n X N. Nous allons pousser N de sorte que cette
intersection soit vide. Il existe un voisinage tubulaire U C S”’ x {1/2} de N.
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C’est un fibré normal en ligne, il est trivial, car N sépare x {1/2}. Puisque
N et N1’ s’intersectent transversalement, il existe un homéomorphisme
o5: x [—1, 1],
de sorte que
x [_J 1]) ç
On peut alors définir une rétraction
H0 : N1’ x I—N1’
[x sixU,(x,t)H-*
s + (1— s)t)) si ) = txo, s).
L’inclusion N1” Ho(AT1’, 1) ‘—* H0(N1’, U) = N1’ est évidemment une équiva
lence d’homotopie. On obtient une nouvelle paire d’indices (N1”, Nt’) disjointe de
X. On voudrait considérer
N1” U CN’ = N1” U (N’ x (—7r/2. 7r/4]) U {pôle sud},
or 0 (N1” U CN’) n X ç N2. On veut donc «pousser» N’ un peu de sorte que
cette intersection soit vide. De la même facon, on trouve un voisinage tubulaire
V ç x {1/2} de N’ avec un homéomorphisme
: V-N’ x [—1,1],
de sorte que
x [—1,1]) ç Nt’.
On note
N3 = N1” u ‘(N’ x [—1, 1]),
= ‘(N’ x {—1}.
N3 = N’ u ‘‘(3N’ x [—1, 1]).
On définit alors




‘((Xo, s + 1/2(s + 1)t)) si (.r) = (Xo, s), —1 <s <O,
i/’((Xo.s + (1/2 — s)t)) si (x) (Œo, s). O < s < 1.
On peut restreindre FI2 à Nf x I, on voit alors que l’inclusion N’ * 1T est




(N3 U CtAT43)) n X = 0.
Y = N3 u c3
(3) (3) - . . (3)CN2 = N2 u {geodesiques reliant N2 au pole sud}.




FIG. 4.1. Dessin de la situation.
On prétend que $fl \ X se rétracte sur Y, et donc que X et Y sont Spanier
Whitehead duaux.
On petit étendre les fonctions HD et H2 sur toute la sphère en posant
Ho([(x,r)],t) [(Ho(x,t),r)j.




si O t 1/2, r 0,
(x, 1/2) çb (N x [-1,0]),
si O < t < 1/2, r > 0,
(, 1/2) e ‘(N x [—1,0]),
si 1/2 < t < 1,
—1 <r 1/2, (x, 1/2) V,
si 1/2 < t < 1,
—1 <r 1/2, (, 1/2) e V
pciv
On prétend que H est continue et que H($ C X. 1) = Y. Nous avons donc





r + (—1 — r)(2t — 1)),
[(f12(x, 2t —1), r + (—1 — r)(2t
—
FIG. 4.2. La rétraction H.
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On a donc dans ce cas que c7(S) et c_(S) sont Spanier-Whitehead duaux.
Plus généralement, on a le résulat suivant.
Théorème 4.3.4 ([Co21). Soient M stablement paraÏÏéÏisable, 7 un flot sur M




sont Spanier- Whitehead duates.
DÉMONSTRATION. (Idée) Soit (N1, N0, N2) un triplet d’indices pour S. On a un
plongement NiMr_*Sfh, pour un m assez grand. On petit étendre le flot 7 sur




Alors Vg nous donne un champs de vecteurs sur U, qui définit tin flot ‘ sur U.
Nous travaillerons maintenant avec le flot
7’ = 7+
Alors S est un ensemble invariant isolé pour ‘ et (D(N1), S(N1) U D(No), D(N2))
est un triplet d’indices pour S, où D(.) et S(.) représentent les fibrés en disque
et en sphère du fibré normal.
Puisque qu’on a maintenant un plongernent
u
la proposition précédente nous dit que D(N1)/(S(N1) U D(No)) et D(N1)/D(N2)







— D(No)/5(No) — Tt’(N0)
où T’(.) est l’espace de Thom associé au fibré normal y. $1 M est stablement
parallélisable, il est possible de choisir ni assez grand pour que le fibré normal





On a donc que c($) et >Zc(S) sont Spanier-Whitehead duaux. On peut se
référer à jCo2l pour le fait que les applications 6 et 6’ sont duales. D
4.4. DuAivr DE P0INcARÉ
On regarde maintenant le cas où le flot est donné par le gradient d’une fonction
de Morse-Smale. Pour :r. y Ciitf, tels que ,tt(x) — ,u(y) = 1, on peut définir
une paire attracteur-répulseur avec A {y}, 11* {r} et S = A u A * uM.
On obtient que les applications 5, et 6, données par f et —f respectivement
sont Spanier-Whitehead duales, donc de même degré. À chaque point critique






VIais la dualité nous dit que
flf(X,y) = fl_f (X, y).




Les deux complexes de chaînes ((C(f), d) et(C*(_f), ) sont donc essen
tiellement les mêmes. Ceci nous donne
En fait, ceci nous dit que la différentielle en cohomologie est simplement




Dans ce chapitre, nous étudierons plus en profondeur quelques propriétés du
complexe de Morse-Novikov.
5.1. ZÉRos DE 1-FORMES
La théorie de Morse-Novikov a pour but d’étudier l’information fournie par
les points critiques d’une fonction
f: MS1.
Cette étude entre dans le cadre d’un sujet plus vaste : l’étude des zéros d’une
Y-forme w.
Définition 5.1.1. Soit w, une 1-forme sur
(1) On dit que M est un zéro de w si w(x) = t) Hom(TAi,R).
(2) Un zéro x est dit non dégénéré si w : M__*T*M est transverse à ta section
nulle de T*M en c.
(3,) w est dite de Morse si tous ses zéros sont non-dégénérés.
Localement, sur un petit ouvert U, une 1-forme w peut s’écrire comme w df
pour une fonction f : U—*R. On peut alors définir le flot gradient négatif de la
même facon que pour une fonction de Morse, l’indice de Morse d’un point critique
ainsi que ses variétés stables et instables.
Définition 5.1.2. Soit w, une 1-forme sur 1W. On dit que w est de Morse-Novikov
sites variétés stables et instables s ‘intersectent transversalement.
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Exemple 5.1.3. SUT S1, on peut considérer la forme angulaire dO, où 9(x)
(1/2ir) et ç est ta fonction muttivoque donnant l’angle sur te certe. dO est une
forme fermée sans ZérOs. En fait, on a
f
Js’
Exemple 5.1.4. Soit f: M—S’, on obtient une 1-forme w = f*dO.
Nous nous intéresserons ici aux 1-formes obtenues de cette manière. Nous
pouvons en fait les caractériser. Soit w une 1-forme fermée. file détermine un
élément [w] H’(M). Puisqu’alors l’intégrale de w sur un chemin ne dépend que
de la classe d’homotopie de celui-ci, on a un homomorphisme
ir1 (M)—*R,
7 fw.
Puisque R est abélien, cet hornomorphisme se factorise uniquement pa.r
Per : H1(M)—R.
On appelle Per, l’homomorphisme de périodes. Per caractérise entièrement w.
Proposition 5.1.5. w E H1(M) peut s’écrire comme w = f*dO pour une certaine
fonction j : si et seulement si ta forme w est entière.
DÉrvI0NsTRATI0N. Soit f : M—5’ et w = fcÏO. Alors pour tout E ni(M),
on a que
fw
= f f*9 E Z.
De même, si w est entière, pour chaque x e M, l’intégrale f w est bien définie
à l’addition d’un entier près. Alors la fonction
j :M$’,
exp (2ifw)
est bien définie et on a w = f*dO.
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5.2. M0RPHIsME DE COMPARAISON
Nous regardons maintenant les propriétés du complexe de Morse-Novikov, que
nous avons défini au chapitre 1. Les techniques utilisées ici seront très semblables
à celles pour le complexe de Morse.
Comme dans le cas classique
Proposition 5.2.1. Soient J,g M—S1 deux fonctions de Morse-Novikov et
k: M x IS1,
une homotopie entre f et g. Alors il y a un isomomorphisme naturel
H(M; f)IJ(M; g).
DÉMoNsTRATIoN. On procède comme dans le cas d’une fonction de Morse
Srnale. On suppose que h est une homotopie de Morse-Novikov. Soit
une fonction avec points critiques O et Ï d’indices Ï et O respectivement. On
considère la fonction
h’ — h + a.
Quitte à multiplier h par une constante, on peut supposer que
Clitqh’ C1’itq_if U Critqg.
Alors la différentielle nous donne une application
H : C(M; f)_Cq(Ai; g),
$0
qui passe en homologie car = U. En suivant toujours la démonstration du cas
classique, on obtient une longue suite exacte
Hq(M; f)




Il reste seulement à identifier Hq(C*(M x I; k’), Or on voit que c’est sim
plement Hq(M x I, M x {0}; k’) en allongeant les deux bouts de M z I et en y
prolongeant la fonction k’ sans point critique. Or ii z I/1\i z {0} est contractile,
donc Hq(C*(Jl’i z I; k’), U,11) = 0, d’où le résultat. E
5.3. LIENS AVEC L’HOMOLOGIE À COEFFICIENTS LOCAUX
Nous présentons les rudiments de l’homologie à coefficients locaux.
Soit
J : 71-1(M) z
une action sur un groupe abélien G.
Le groupe fondamental agit sur le revêtement tmiversel Xi de M, et donc
sur l’homologie singulière (L(Xi) par composition avec l’action. Les groupes G et
ont alors tous les deux des structures de Z[rr]-rnodules. On peut former
un complexe de chaîne (C(M; G), cl), avec
Cq(Ai; G) Cq(M) ®Z[7rj G,
= d®id.
Définition 5.3.1. Soit u ni’if)zG—G une action. L’homologieàcoefficients
locaux est définie par
H(M; G) = H*(Cq(M; G),dG).
On peut également définir une version cohomologique. Pour cela on pose
C(M; G) Hoiij(Cq(Xi),G).
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avec la différentielle S naturelle. Ce complexe nous donne la cohomologie à coef
ficients locaux H*(M; G).
Remarque 5.3.2. Le produit cup passe à ta cohomotogie à coefficients locaux de
la manière naturelle. La dualité de Poincaré également.
Il est possible de définir une version un peu plus générale du complexe de
Morse-Novikov. Soient f : une fonction de Morse-Smale, J fR et
p: un revêtement régulier de KÏ avec groupe d’automorphisme n. On a
donc que le groupe H d’automorphisrnes dii revêtement régulier M’—M s’écrit
comme le prodtiit semi-direct
H — n K Z,
avec
g z’gz.
On peut alors construire l’anneau de Novikov
Z[n]((z)) = {a.zk: Ï Z. a.
où Z[ir] est l’anneau groupal de n. On définit le complexe de Morse-Novikov
(C(M; f, p), d), où
Gq(M; f, p) = Z[nJ(((z)) <Critqf>
avec la différentielle
d: Cq(M; f, p)C(]l(M; f, p)
x —* nf(x,zgy)zgg.
yECrit_if gcr kO
On pose nf(x,z’gy) = n;(x,zkgg), où 1= I°p.




nous permet de former une action de ïri(M) sur l’anneau de Novikov,
x Z[j((z))Z[](((z)),
(g,aizi) i, 0i+Perw(g)
On peut alors construire l’homologie à coefficients locaux H(Ai; G).
Proposition 5.3.3. Il y a un isomorphisme
H(M; f, p) I-TJM: G).
DÉMoNsTRATION. On peut construire le complexe de chaîne du revêtement uni
versel ilf à l’aide de la fonction J, on voit
Cq(iI) < Critj > Z[ (M)].
Pour g irj(M), on peut écrire de manière unique
g = Per(g)g/ g’
On définit alors
Cq(i) x Z[](((z)) < Critj > Z[](((z)) Cq(M; f,p),
azt) i
Cette fonction est clairement hilinéaire et surjective. Elle a comme noyau les
éléments de la forme
zai)
— (‘x z”ai)
où g’ = zkgF. Donc la fonction se factorise par l’isomorphisme
Cq(i) ®zj Z[](((z))C(M; f, p).
C’est clairement un homornorphisme de complexes de chaînes. D
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5.4. THÉoRÈME DE «GLUING» POUR LE COMPLEXE DE MoRsE
NovlKov
Le théorème dans le cas d’une fonction de Morse se généralise pour une fonc
tion de Morse-Novikov, nous permettant d’obtenir le complexe à partir de l’infor
mation obtenue sur le domaine fondamental. L’idée est, comme avant, de rempla
cer f par une fonction ayant un meilleur comportement autour de f 1(O). Celle-ci
sera appelée un scindement de f et aura comme particularité que toutes les lignes
de flots doivent se briser dans un voisinage de f1(O). Il n’y aura donc plus de
lignes de flots de longueur arbitrairement grande.
Définition 5.4.1. [CoRa] Un scindement (e,r) d’une fonction de Morse-Novikov
f M—S’ le tong d’une fonction de Morse-$rn ale g N = f_1(O)__*$1 est une
fonction de Morse-Novikov
h : MS’
telle que h, h = h,1— et k+ = kIM+ satisfont les propriétés suivantes
(1) hv = e2îTg N—*J pour un certain intervalle J C S’.
(2) h f, sauf dans un voisinage tubulaire W N x [—e, e] C M de N
N x {O} C M, posons M- = M \ W.
(3) Avec cette paramétrisation, on a f(x, t) = e2’” J’ pour chaque (x, t) e
W, pour J’ C $1, un intervalle contenant 1 et
Critqh Ci’it;qf L (Critq_ig x {—e/2}) U (Cuitg x {e/2}),
(4) Les restrictions de h aux sous-variétés
Wf = N x [—c/2, e/2] C W,
M’ =M \ (AT x (—c/2. c/2)) C M
sont des cobordismes de Morse
g(: W(; N x {e/2}, N x {—e/2})J”
(M; N x {e/2}, N x {—e/2})J” C S’ \ {1},
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de sorte que J” U J” S1
(5) Le cobordisrne gf est linéaire.
Proposition 5.4.2. Soit f t une fonction de Morse-Smate. Alors pour
toute fonction de Morse-Smate g t N = f—1(O)——--R et pour tout > O, il existe
un scindement (e, r) h de f te tong de g, de sorte que
IÏi-fUo .
DÉMoNSTRATIoN. Comme dans le cas de Morse. D
Posons D C(N,g), F = C*(MI\r, fN). On définit
O : Fq__*Dq_i




x ‘‘ n,,(x x {1 —
yE Cri tq Lv
‘: DqZDq













FIG. 5.1. Les applications O, O’ et .
avec la différentielle induite.
Théorème 5.4.3. [CoRal Soit f M—S’ une fonction de Morse-Novikov et
g N j—’(Q)-........R, une fonction de Morse-$mate. It existe e et T assez petits
et h un scindement (e, T) de f te tong de g de sorte que ta composition
C(iI; f)C(ii; Ïi)GI;Ï)
est un isomorphisme.
Il est donc possible de reconstruire le complexe de f uniquement à l’aide du
complexe de hMN pour le domaine fondamental MN.
Remarque 5.4.4. On peut également suivre cet argument en cohomoÏogie pour
obtenir
avec donnée par
Ci;Ï) = (FØZ((z_l)),) (C*(AI;f),),




5.5. DUALITÉ DE TYPE P0INcARÉ POUR LE COMPLEXE DE MoRSE
NovlKov
Une contribution de ce mémoire est donnée par le théorème suivant.
Théorème 5.5.1. Soit f M—S’ une fonction de Morse-Novikov. La dualité
de Poincaré
C*(MN, Iv)Cî*(M, MAT, —j),
sur un domaine fondamental MN C M s ‘étend à une dualité
C(M; f)C*(M;
—f).
où C*(M; j) est le complexe définit précédemment (définition 1.3.7). Cette dualité
correspond à une dualité globale que l’on obtient en remplacant j par —f.
DMoNsTaATIoN. On précise tout d’abord la dualité globale
C(1i; f)C*(M: f)
Pour cela, on procède comme pour le complexe de Morse. Chaque point critique
x d’indice q de f, devient un point critique d’indice n — q de —f. On voit que
Cn_q(M;
—f) = Z((z1)) < Critj >. La différentielle devient
d Cn_q+(M; —f)Cn_q(M;
—f)’
y ‘— flf(J, zx)zx.
2Crtqf, k
La dualité pour l’indice de Conley nous donne que n_f(y, zx) = flf(X, zky).
Nous voulons maintenant interpréter ce que ceci nous donne en cohornologie.
On se rappelle que C*(M; f) a comme générateurs z1x E C(M; f)}. Le
complexe de cochaînes Ct(M; f) a été défini de la sorte pour qu’il soit, comme




FIG. 5.2. n_f(y. r) = nj(x, zy)
Si l’on regarde la différentielle d_f : Gn_q+i(M; —f)--——G7q(M; —J) en
cohomologie, on obtient
C(M; J)C1(; J)




_J) Cn_q(M; f) Cq(AI f).
On a donc que les complexes (C(M; J), d) et (CT(M; —J), ) sont les mêmes
(à isomorphisme près). On obtient
Hq(M; J)H’1(M;
—J).
Cette dualité peut être décrite de manière locale. Nous savons que la dualité
est vraie pour un domaine fondamental MN. Nous allons utiliser la formule de
Mayer-Vietoris pour montrer que celle-ci s’étend à la dualité globale.
Soit g N J1(O)*R une fonction de Morse-Srna.le et k un scindernent
(, T) de sorte que le théorème 5.4.3 soit valide. Nous avons donc un isomorphisme
C(M; f)Fq 0 Z((z)) =
où F = C*(MN,JN).
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Posons
J* rI*f Tif f= i--’ JN
La dualité de Poincaré appliquée au domaine fondamental nous donne un isomor
phisme de complexes de chaînes
i
Ona
: C(M; f) F ® Z((z)) ® Z((z’)) C(M; —f)
Nous savons que le premier et le dernier isomorphisme sont des morphismes de
complexes de chaînes. Il nous reste à vérifier que l’isomorphisme central en est
un. Remarqtmns pour cela que la différentielle de est donnée par des
homomorphismes , ‘ et 5 définis à l’aide de —h. Pour chaque j, la dualité locale
nous montre clairement que
=
C’est-à-dire que le coefficient de y dans ‘(x) est le même que le coefficient de
x dans ?J(y). Nous avons donc dq E
5.6. PRODuIT CUP POUR LE COMPLEXE DE M0RsE-NovlKov
Nous définissons ici le produit cup pour le complexe de Morse-Novikov. Cette
définition est naturelle, mais n’a jamais été observée dans la littérature.
Soient
f, 12, f3
de sorte que toutes les variétés stables et instables des trois fonctions s’intersectent
transversalement. Pour chacune de ces fonctions, on obtient un revêtement M =






Le revêtement p est la composition M’—7Ï-—÷M. On obtient alors trois fonc




On peut alors définir le cup produit comme dans le cas classique
Cp(M; f, p) 0 Cq(M; f, p)Cj,+q_n(M; J, p),
z’gp ® zg’q H—*
! hEr rECriti,±qf3
Proposition 5.6.1. (1) Le produit cup est bien défini en homologie.
(2) Si gi, 92 et g sont des fonctions homotopes à fi, f2 et f3 respectivement,
alors le diagramme suzvant commute
Uf
I-I(M; f1) O H(M; f2) H(M; f)
u9
H(M;gy) O H(M;g2) H(M;g3).
DÉIvIONSTRATION. (1) Pour chaque points critiques z’gp, zg’q et zkÏir, les
tripodes appartenant à l’espace de modules zhhr sont inclus
dans une partie compacte de M’. Le résultat classique (2.3.2) nous montre
alors que le produit cup satisfait une règle de Leibniz. Le produit passe
donc en homologie.
(2) Même démonstration que dans le cas de Morse, en remarquant que l’espace
de modules M,x2, pour x Critf1, x2 E Critf2 et x3 E Critg3 est indu
dans une partie compacte de M’.
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Remarque 5.6.2. Si M’ A[, te revêtement universel de M, alors le cup produit
est celui donné par te cup produit pour ta cohomotogie à coefficient locaux. Notre
définition nous permet de «descendre» te produit à un revêtement intermédiaire
M’.
Si f2 et f sont des fonctions homotopes à f, alors le revêtement commun est
simplement M1 et on obtient en cohomologie un produit cup
H(M; f1)®H(M; f)HP+(Ai. J)
Théorème 5.6.3. Soient f: AI—R, ir1, 2, 3, des fonction de Morse-Novikov
de sorte que N J[’(O), i 1.2,3 et pour chaque i, gj N f(0)—*R une
fonction de Morse-Smate et h un scindement (6f. r) de f le tong de gj. Alors le
produit cup est donné par
x U y — q’(x) Uh q’(y),
o q est ta projection qi C(1I; h)(h) et Uh dénote le produit cup des
fonctions h.
DÉMONSTRATION. Même démonstration que dans le cas de Morse.
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