We consider orthonormal systems in spaces of measurable operators associated with a finite von Neumann algebra which contain the classical bounded Vilenkin systems. We show that they form Schauder bases in all reflexive non-commutative L p -spaces when taken in the lexicographic order. This is a non-commutative analogue of a theorem of Paley.
Introduction
The principal theme of this paper finds its source in the classical theorems of Paley [Pa] . In the terminology of the theory of Banach spaces, these theorems assert that the classical Walsh system, taken in the Walsh-Paley ordering (respectively, partitioned into dyadic blocks) forms a (Schauder) basis (respectively, an unconditional decomposition) in each of the spaces L p 0Y 1Y 1`p`I. The classical Walsh system may be identified with the dual group of the familiar dyadic group. From this point of view, the notion of a Vilenkin system introduced in [Vi] generalizes that of the Walsh system. Watari [Wa] extended Paley's theorems to bounded Vilenkin systems and showed that such systems when enumerated lexicographically not only form a Schauder basis in each of the reflexive L p -spaces, but also permit a finer unconditional decomposition than that given by the dyadic decomposition associated with the Walsh system.
The study of orthogonal series in the setting of non-commutative L pspaces was initiated in [SF1, 2] . In this setting, the classical Walsh system is replaced by a system of eigenoperators arising from the action of a compact Abelian group on the underlying von Neumann algebra. The methods of [SF1, 2] are based on the fact that non-commutative L p -spaces have the unconditionality property for martingale difference sequences and this approach permits an extension of Paley's theorems to the non-commutative setting. Our intention in this paper is to study orthogonal systems in spaces of measurable operators affiliated with a finite von Neumann algebra, which contain the classical bounded Vilenkin systems as a special case. We will show (Theorem 2.4) that such systems when enumerated lexicographically form Schauder bases in all reflexive (non-commutative) L p -spaces and that their``fine'' partitions yield unconditional decompositions (Theorem 2.3) of these spaces. While our results contain those of [Pa, Wa] and [SF 1, 2] as special cases, the methods and approach here are quite different and are adapted to exhibiting the finer features of the unconditional structure, which reflect the classical results of Watari in the commutative setting.
Preliminaries
A compact topological group G is called a Vilenkin group if it is totally disconnected, commutative and its topology satisfies the second axiom of countability. An important example of a Vilenkin group is the group G m I n0 Z mn where m fmn j n P N f0gg is a sequence of natural numbers greater than one and Z mn is the discrete cyclic group of order mn. The Vilenkin system f2 n g I n0 (introduced by N.Ya. Vilenkin [Vi] ) is the set
where r k is given by
where M 0 X 1 and M k X mk À 1M kÀ1 . There exists a well-known identification between G m equipped with Haar measure m and the interval 0Y 1 with Lebesgue measure. This identification allows us to consider the Vilenkin system f2 n g I n0 as a complete multiplicative orthonormal system in L 2 0Y 1. In the simplest case when mk 2Y k P N f0g, the group G m is the dyadic group D, the system fr k g kPNf0g may be identified with the usual Rademacher system f& k g I k0 where
& for x fx n g I n0 P D and k P N f0g. In this case, the Vilenkin system coincides with the familiar Walsh system fw n g I n0 taken in the Walsh-Paley enu-meration [SWS] . For harmonic analysis on compact Vilenkin groups, we refer the reader to [Vi] , [AVDR] , [BaR] , [SWS] and references contained therein.
Let X be a Banach space and let fX i g I i1 denote a sequence of closed subspaces of X such that
If, for each x P X , there exists a unique sequence fx i g I i1 Y x i P X i such that
is called a (Schauder) basis of X . If, for any x I i1 x i P X and any sequence i AE1Y i 1Y 2Y F F F, the series
converges in X then the sequence fX i g I i1 is said to form an unconditional decomposition of X .
It was shown by Paley [Pa] that the Walsh-Paley system fw n g I n0 forms a Schauder basis in each of the spaces L p 0Y 1Y 1`p`I, thereby complementing the corresponding theorem of Riesz for the trigonometric system. Paley showed, in fact, that the system of subspaces fÁ n g I nH w H where
forms an unconditional decomposition of L p 0Y 1Y 1`p`I. Here, lmA denotes the closed linear manifold generated by A. The same decomposition may be introduced for any Vilenkin group G m : it is formed by martingale differences with respect to the sequence of '-subalgebras ff k g I k0 where f k is generated by the cosets of
and hence generates an unconditional decomposition of L p 0Y 1Y 1`p`I. See, for instance, [LT 2] 2.c.4, 2.c.5 and the subsequent discussion and references. Nevertheless, the latter decomposition is not sufficiently fine to obtain the complete analogue of Paley's result for an arbitrary Vilenkin non-commutative bounded vilenkin systemssystem which is bounded in the sense that sup n!0 mn`IX In fact, Watari [Wa] considered the system X f nYj g
IY mnÀ1 n0Yj1
2 0 where for fixed l P N f0gY 0 j mn À 1,
and showed that this finer decomposition still yields an unconditional decomposition of L p 0Y 1Y 1`p`I ( [Wa] Theorem 1). The prime objective of this paper is to show that Watari's results continue to hold in non-commutative spaces. To introduce the setting, we need some additional notation and terminology.
For standard results from von Neumann algebra theory, we refer to [BR] , [Di] , [Pe] , [Sa] and [Ta] .
Let m be a finite von Neumann algebra with a faithful, finite, normal trace ( and unit I, acting in separable Hilbert space. Let f g g gPG m be a G m -flow on m, i.e. is an ergodic, ultraweakly continuous representation of G m by Ã-automorphisms of m such that for any g P G m , we have ( g (. Given the character from the dual group G m , any operator 0 T W P m is called an eigenoperator for corresponding to the eigenvalue whenever
Since is ergodic, the operator W 0 may be taken to be I. In addition, since is faithful, each eigenspace is the one-dimensional span of some unitary operator and the weak closure of the linear span of the eigenspaces is m itself. See, for example, [St] Lemma 2.1 and [OPT] section 2.3. Further, for each P G m , there exists a unimodular number such that
For n P N, we will denote W 2 n by W n . Combining (1.1) with (1.6), it follows further that for any eigenoperator W l there exists a unimodular number l such that
where (see (1.3)) p. g. dodds and f. a. sukochev
It will be convenient to introduce the following terminology. We adhere to the notation of the previous paragraph.
Definition 1.1. If f g g gPG m is a G m -flow on m, then a Vilenkin system v fW n g I n0 fW 2 n g I n0 is a complete system fW X P G m g of unitary eigenoperators enumerated by the lexicographic ordering of G m . In the special case that G m D, then any Vilenkin system fW n g n0 I will be called a Walsh-Paley system. Further, if A sup n!0 mn`IY then the Vilenkin system v is called bounded.
Note that, if m is Haar measure on G m , if mY ( is the von Neumann algebra L I G m Y m with trace given by integration and if is induced by forward translation then the Vilenkin system fW n g I n0 L I G m Y m may be identified with the classical Vilenkin system f2 n g I n0 in the sense that for every n P N f0g there exists a unimodular number n such that W n n 2 n .
For 1 p`I, the L p -space associated with mY ( is given by
wherem is the space of all (-measurable operators affiliated with m (see [Se] , [FK] ). Non-commutative L p -spaces are special cases of the non-commutative symmetric spaces EmY ( associated with mY ( and the symmetric function space E0Y (I ([LT 2], [KPS] ), where I is the identity in m.
In the present setting, we shall consider only those spaces EmY ( which are separable interpolation spaces for some couple L p mY (Y L q mY ( with 1`p q`I. This is the case, for example if the space E0Y (I is itself separable and has non-trivial Boyd indices (see [LT2] ). For more detailed information concerning the spaces EmY (, we refer to [DDP1, 2] , [DS] , [SC] , [SF1] and the references contained therein. Since the vector space spanned by the set of all eigenoperators fW g P G m
is weakly dense in m, it follows that any Vilenkin system forms a complete orthonormal system in L 2 mY (. In what follows, we set G G m for the sake of brevity. We set
and
The first non-commutative analogues of Paley's results were given in [SF1, 2] . [FS] . The sequence
This further implies that any non-commutative Walsh-Paley system forms a Schauder basis in any L p mY (Y 1`p`I. We shall show below that the sequence
I also forms an unconditional decomposition of any L p mY ( provided 1`p`I and infer further that any non-commutative bounded Vilenkin system forms a Schauder basis in any L p mY (Y 1`p`I. Our methods are completely different from those employed in [Wa] .
Main results
Our purpose in this section is to show that any bounded Vilenkin system is a Schauder basis (Theorem 2.4) and that the system forms an unconditional decomposition in L p mY (Y 1`p`I (Theorem 2.3).
Following [LPP] (see also [DS] , [PX] ), we denote by EmY ( R (respectively, EmY ( L ), the completion of the space of finitely non-zero sequences fx k g N k1 EmY ( equipped with the norm
and denote by EmY ( S the completion of the space of finitely non-zero sequences fx k g N k1 EmY ( equipped with the norm
By the symbol % we shall denote a two-sided estimate with absolute constants (whose values may change from line to line).
It follows from [St] Lemma 2.1(4) that m n X lmfW X P G n g is a von Neumann subalgebra of m for all n À1Y 0Y 1Y F F F . Noting that the orthogonal projection
is the conditional expectation of mY ( with respect to m n , we have
where we set for convenience e À1 À e À2 x X e À1 x (xIY x P L 1 mY (X By a standard inequality which relates unconditional decompositions to Rademacher averages and using the non-commutative Khintchine inequalities proved in [LP] , [LPP] Corollaries II.2, III.4, Remark III.6, Theorem 1.2 yields immediately that
kxk L p mY( % kfe n À e nÀ1 xgk L p mY( S for 1`p`2 and 2`p`I respectively.
We shall need the following non-commutative version of the Stein inequality due to Pisier and Xu [PX] .
Proposition 2.1 [PX] . Define the map Q on all finite sequences a fa n g n!0 in L p mY ( by Qa fe nÀ1 a n g n!0 . Then for any 1`p`I, there is a positive constant p such that
Remark 2.2. We shall apply the preceding result of Pisier and Xu in the case that the sequence fe n g is a sequence of conditional expectations associated with a G-flow. In this special case, it is possible to give an alternative proof of Proposition 2.1 based on a transference method [SF1, 2] . Theorem 2.3. The system forms an unconditional decomposition of any L p mY ( provided 1`p`I. Moreover, for 1`p`2 (respectively, 2 p`I) and any finite sequence fx nYj g with x nYj P nYj we have
Proof. The second assertion of Theorem 2.3 follows immediately from the first assertion combined with the results [LP] , [LPP] Corollaries II.2, III.4, Remark III.6 (see also [DS] Theorem 1.1, Corollary 1.2). We shall therefore concentrate on the first assertion.
We note first that via the usual duality arguments, it suffices to consider the case 2`p`I. In order to prove that the system of subspaces forms an unconditional decomposition of L p mY ( for some p P 2Y I, it suffices to show that the norms of the (orthogonal) projections P H on finite subsequences H are uniformly bounded in L p mY (. Since the projection P H for H fIg coincides with the conditional expectation e À1 , we need to consider the norms of the (orthogonal) projections
onto lmf nYj X nY j P bg defined for all finite sets b of indices nY jY n 0Y 1Y 2Y F F F Y j 1Y 2Y F F F Y mn À 1. By assumption, for any n 0Y 1Y 2Y F F F , the set
contains no more than A À 1 elements. It follows that there exist r A À 1 sets of indices
j rY i T j and such that the intersection
does not contain more than one element for any n 0Y 1Y 2Y F F F Assume for a moment that there exists a positive constant K such that
for 1 i r, we obtain from (2.7) that
for any finite subsequence H . Consequently, the estimate (2.7) will suffice to complete the proof of Theorem 2.3. From now till the end of the proof, let b I fnY j n jn P IY 1 j n mn À 1g non-commutative bounded vilenkin systemswhere I is a finite set of non-negative integers. Reformulating (2.7), we have to prove that there exists a constant K such that, if P b I denotes the (orthogonal) projection
Letting N mxfn j n P Ig and taking into account that ke N k L p mY(3L p mY( 1, we may rewrite (2.8) as
is an arbitrary family of scalars. We set for brevity Each element x nYj from (2.11) may be written as a linear combination of elements n k0 W r l k k where 0 l k mk À 1 and l n j (see (2.10), (1.7) and (1.8)). The latter fact together with (2.5) and (1.6) imply that W The first equality of the claim follows immediately from (2.12) and (1.5) and the second may be established similarly. This completes the proof of the claim.
We may now complete the proof of Theorem 2.3 as follows. From the claim and from Proposition 2.1 we have
Since e n À e nÀ1 x nYj n x nYj n we may deduce now (2.9) from (2.1), (2.13) and again (2.1) as follows
We remark that Theorem 2.3 does not hold for Vilenkin systems which are not bounded, even in the classical commutative setting. See, for example [Wa] Section 6 and also [BaR] , [AVDR] . . We shall show that (2.14) holds with the constant C KA À 1 1, with K given as in (2.7). Recall (see (1.7)) that for any given positive integer l we have
We set
where the operator W r mkÀn k k is understood to be the unit operator as soon as n k 0. Using the definition of Walsh-Paley enumeration and (2.15), (2.16), we see that for any i l
and similarly, for any i b l we have W i L P clmfW X P eg where p. g. dodds and f. a. sukochev
H be the subsequence of consisting of all nYj such that nY j P b and fIg. It follows from (2.17) and (2.18) that b a Y. Consequently, from (2.7)
H , we have that
X This suffices to complete the proof of the theorem.
We remark that the space E0Y 1 has non-trivial Boyd indices if and only if E0Y 1 is an interpolation space for some pair of reflexive L p -spaces on 0Y 1. See [LT2] . Accordingly, the following corollaries are consequences of Theorems 2.4, 2.3 via [DDP2] . Corollary 2.5. A non-commutative bounded Vilenkin system v forms a Schauder basis in any symmetric operator space EmY ( associated with mY ( and the separable symmetric function space E0Y 1 with non-trivial Boyd indices.
Corollary 2.6. The system forms an unconditional decomposition of any symmetric operator space EmY ( associated with mY ( and the separable symmetric function space E0Y 1 with non-trivial Boyd indices.
Examples
This section is intended to illustrate the results of the previous section in the setting of the finite hyperfinite factor r. Non-commutative Vilenkin systems arising in this setting naturally encompass the classical ones.
Let G be a compact Abelian group with Haar measure ", and suppose that g is a countably infinite discrete group. Let a be the Abelian von Neumann algebra L I GY " acting by multiplication on the Hilbert space h L 2 GY " and suppose that Ã X g 3 Auta is an action of g on a. The crossed product raY gY Ã is defined as follows ( [Ta] Definition V 7.4, [Sa] Chapter 4.2). We let k L 2 gY h be the space of h-valued functions $Á on g for which tPg k$tk 2`I and consider the covariant pair %Y ! of representations on k defined by setting
for all x P aY s P g. The crossed product raY gY Ã is defined to be the von Neumann algebra generated by %a and f! t X t P gg
We will now restrict our attention to the special setting in which G G m is a bounded Vilenkin group and g X G m . It is clear that we may identify the discrete group g with a dense countable subgroup of G m . We let Ã X g 3 Auta be given by forward translation on a L I G m Y ", that is Ã s xt xt sY s P gY t P q m X Without confusion, we shall also denote by Ã the action of G m on a given by forward translation. Since the action Ã X g 3 Auta is free and ergodic, it follows that the crossed product raY gY Ã is the unique hyperfinite factor rY ( of type II 1 .
Lemma 3.1. The action fAd Ã X Ad ! s g sPg X g 3 Autr extends to an ultraweakly continuous representation f s g sPG m X G m 3 Autr by tracepreserving automorphisms of r.
Proof. For each n 1Y 2Y F F F Y let g n X G n , where G n is as given in (1.8) and let r n be the set of all elements x P r of the form x tPg n %x t ! t with x t P a for all t P g n . We set r 0 X I n1 r n . We note that each r n is a von Neumann subalgebra of r and that r 0 is a *-subalgebra of r which is dense for the '-strong Ã topology. For each s P G m , we define s X r 0 3 r 0 by setting
for each element x tPg n %x t ! t P r n Y n 1Y 2Y F F F The restriction of s to each von Neumann subalgebra r n is a *-automorphism and therefore an isometry for the operator norm. This implies that s X r 0 3 r 0 is a surjective isometry for the operator norm. Since s is a trace-preserving automorphism of r 0 , it follows that
s y for all xY y P r 0 . Consequently, s is continuous for the weak topology 'rY r 0 induced on r by r 0 , considered as a linear subspace of the predual L 1 rY (.
Let us now observe that if fy i g is any net in r such that fy i g converges to 0 for the '-strong topology, then (y i Á converges to 0 uniformly on any subset of r L 1 rY ( which is bounded for the operator norm. In fact, there exist sequences f$ n g
for which
From this it follows that
for all y P r and this implies the assertion. Since r 0 is dense in r for the '-strong topology, and since s is an isometry for the operator norm, it now follows that the restriction of s to bounded sets in r 0 is continuous for the weak topology 'rY r induced on r by r L 1 rY (. Since r is dense in L 1 rY (, a simple argument shows that the restriction of s to bounded sets of r 0 is continuous for the weak Ã -topology 'rY L 1 rY (. We obtain, therefore, that the restriction of s to bounded subsets of r 0 is ultraweakly continuous. Since every element of r is in the ultraweak closure of a boun-ded subset of r 0 ( [Di] , Chapter I.3, Theorem 3) and since the bounded sets of r are ultraweakly compact and therefore ultraweakly complete, it now follows that s extends to an ultraweakly continuous linear mapping of r which we continue to denote by s . By ultraweak continuity, it follows easily that s Ad ! s whenever s P g, that st s t for all sY t P G m , and that s is a trace preserving Ã-automorphism of r for all s P G m . Since
holds for all x P L I G m Y ", it follows that ( s xy 3 0 as s 3 0 for all x P r 0 Y y P r. That this assertion continues to hold for all x P rY y P L 1 rY ( follows again from the fact that r 0 is dense in r for the '-strong topology, the fact that s is a surjective isometry for the operator norm for each s P G, the density of r in L 1 rY ( and the observation in the first part of the preceding paragraph. We omit the details. It follows that X f s g sPG m is an ultraweakly continuous representation of G m by trace preserving automorphisms of r. This suffices to complete the proof of the Lemma.
We now consider the unitary representation u fu t X t P G m g on k given by setting
where the group G m is identified as the dual of the group g. It is not difficult to check that the pair !Y u satisfy the (so-called) Weyl commutation relations:
and consequently the equality Ad u t s s Ad u t Y sY t P G m 3X4 follows from the ultraweak continuity of and the density of g in G m . Proposition 3.2. If f sYt X sY t P G m Â G m g is given by sYt X t Ad u s Y sY t P G m Â G m then is an ultraweakly continuous ergodic representation of G m Â G m on R and the separable symmetric function space E0Y 1 with non-trivial Boyd indices.
Further insight into the system just considered may be obtained via tensor products. Let w mn be the algebra of all complex mn Â mn matrices with the normalized trace tr mn and the identity I mn . We let e mn ij Y iY j P Z mn be the usual system of matrix units in w mn . Let w d mn be the subalgebra of w mn generated by all e mn ii Y i P Z mn . Via the same arguments as in [Sa] forms an unconditional decomposition of any L p rY (, provided 1`p`I. The same assertion holds in any symmetric operator space ErY ( associated with rY ( and the separable symmetric function space E0Y 1 with non-trivial Boyd indices.
