The hybrid numerical-asymptotic (HNA) approach aims to reduce the computational cost of conventional numerical methods for high frequency wave scattering problems by enriching the numerical approximation space with oscillatory basis functions, chosen based on partial knowledge of the high frequency solution asymptotics. In this paper we propose a new methodology for the treatment of shadow boundary effects in HNA boundary element methods, using the classical geometrical theory of diffraction phase functions combined with mesh refinement. We develop our methodology in the context of scattering by a class of sound-soft nonconvex polygons, presenting a rigorous numerical analysis (supported by numerical results) which proves the effectiveness of our HNA approximation space at high frequencies. Our analysis is based on a study of certain approximation properties of the Fresnel integral and related functions, which govern the shadow boundary behaviour.
Introduction
The efficient numerical solution of wave scattering problems for the Helmholtz equation
is important in many areas of science and engineering. Conventional finite element method (FEM) or boundary element method (BEM) approaches with piecewise polynomial approximation spaces suffer from the limitation that a fixed number of degrees of freedom M are required per wavelength in order to accurately represent the oscillations in the scattered wave, with M = 10 being the accepted guideline in the engineering literature (see, e.g. [20] and the references therein). This means that if L is a linear dimension of the (bounded) scattering object, λ is the wavelength and k = 2π λ is the wavenumber (proportional to frequency), then the total number of degrees of freedom required is at least proportional to (M kL) d for FEM and (M kL) d−1 for BEM, where d = 2 or 3 is the number of space dimensions of the problem. As a result, when kL is large (as is the case in many applications), these conventional approaches are computationally expensive.
One of the key difficulties one encounters when attempting to apply the HNA methodology to more complex scattering problems involving nonconvex and/or 3D scatterers, is the need to deal with the complicated solution behaviour that occurs near the shadow boundaries across which GTD components switch on/off (for an example see Figure 1 ). Near such shadow boundaries the classical GTD approximation breaks down: on a shadow boundary the phase of the GTD component being switched on/off coincides with that of another higher-order GTD component, and the diffraction coefficient of this higher-order component blows up to infinity. The full wave solution varies smoothly (but rapidly) across such shadow boundaries, but to capture this rapid variation in an asymptotic approximation one has to employ more complicated uniform approximations involving the exact solutions of appropriate canonical diffraction problems which capture the shadow boundary behaviour in question, if such solutions are available (see e.g. [17, 4, 23, 12] ).
This suggests a natural way to deal with shadow boundaries in the context of HNA methods, namely to mirror the modification of the GTD approximation described above, and include in the HNA approximation space the appropriate (oscillatory) canonical solutions. This approach has already been implemented in 2D in the context of scattering by a class of nonconvex polygons in [7] . However, while the apparent simplicity of this approach is appealing, its applicability is limited because suitable canonical solutions are available for only a few types of shadow boundary, for example that arising in the diffraction of a plane wave by a sound-hard or sound-soft wedge (the latter case being applied in [7] ). For many types of shadow boundary a convenient exact solution to the relevant canonical problem is not available, for example the diffraction of a plane wave by a penetrable (transmission) wedge (which would be relevant to the study of scattering by penetrable polygons -see e.g. [11] ), or the diffraction of a plane wave by a sound-soft or sound-hard quarter Figure 1: Real part of the total field for scattering of a plane wave by a sound-soft nonconvex polygon of the form illustrated in Figure 2 , for two different incidence angles. In both cases a shadow boundary (shown as a dotted line) emanating from the top vertex of the polygon intersects the horizontal nonconvex side Γ nc : in (a) this is the shadow boundary associated with the incident wave; in (b) this is the shadow boundary associated with the reflection of the incident wave in the side Γ nc . Here the convex sides have equal length L c = L c = 4π and the nonconvex sides have equal length L nc = L nc = 2π. In (x 1 , x 2 ) coordinates the vertices lie at P = (−2π, −2π), Q = (0, −2π),
plane (which would be relevant to the study of scattering by rectangular screens in 3D, see e.g. [6, §7.6] ).
In this paper we propose a new, more general methodology for the treatment of shadow boundaries in HNA methods, based on local mesh refinement. Our proposed methodology uses an HNA approximation space built from the classical GTD components, and does not rely on the existence of canonical solutions. Instead, at a shadow boundary we propose to cut off sharply (with a jump discontinuity) the GTD component that is being switched on/off. For the associated higher-order GTD component (whose classical GTD diffraction coefficient blows up at the shadow boundary), we propose that the mesh associated with its piecewise polynomial approximation in the HNA method should be appropriately adapted so as to (i) accurately capture the expected rapid variation in its amplitude near the shadow boundary, and (ii) compensate for the jump discontinuity artificially introduced when sharply cutting on/off the other GTD component. Specifically, we propose that the intersection Λ SB of the shadow boundary with the scatterer boundary Γ (Λ SB will be a single point on Γ in 2D and a curve on Γ in 3D) should form part of the mesh skeleton, and that the mesh should be refined towards Λ SB .
To describe our methodology in more detail we shall focus on the specific 2D problem of scattering of a plane wave by a sound-soft nonconvex polygon of the type considered in [7] . In this case the shadow boundary behaviour is governed by a canonical solution involving the Fresnel integral; the main results of this paper therefore concern regularity and approximation properties of the Fresnel integral and related functions. For ease of exposition, we shall restrict our attention to the simple case of a quadrilateral with a right-angled nonconvexity, as illustrated in Figure 2 . But the results presented below can also be applied, with the appropriate modifications, to all of the polygons in the class defined in [7, Definition 3 .1]. As such, this paper represents a proof of concept that mesh
The scatterer Ω and the local coordinates (x 1 , x 2 ), (r, θ) and s on Γ nc . refinement can be used to deal with shadow boundary behaviour in HNA methods. We expect that the general philosophy of our approach (as described in the previous paragraph) should apply generically (in 3D problems as well as 2D ones), but the details of the appropriate mesh design could vary considerably depending on the nature of the shadow boundaries under consideration, and we leave further investigation of this to future work.
The structure of the paper is as follows. In §2 we state the scattering problem to be solved, and in §2.1 recall its boundary integral equation (BIE) reformulation. In §2.2 we consider the high frequency asymptotic behaviour of the solution of the BIE, our main new result being Theorem 2.2, which provides a representation of the solution near shadow boundaries which is suitable for HNA approximation, along with the regularity results required for rigorous numerical analysis. This analysis is carried out in §2.3, where we prove in Theorem 2.3 that our new approximation space, treating the shadow boundary using mesh refinement, achieves the same qualititative performance (in terms of the number of degrees of freedom required at high frequencies) as the scheme proposed in [7] , without the need to evaluate any canonical diffraction solutions. In §3 we prove a number of approximation properties of the Fresnel integral and related functions, which underpin the analysis in §2. Given the ubiquity of the Fresnel integral in the mathematical description of shadow boundary phenomena (see, e.g., [23, 19, 12] ), these results may be of some independent interest beyond the scattering problem considered in this paper. Finally, in §4 we present some numerical results to validate our theoretical error estimates.
Scattering by a sound-soft polygon
We consider the scattering of a time harmonic incident plane wave
by a sound-soft polygon Ω of the form illustrated in Figure 2 (a). We seek a total field u satisfying (1) in the exterior domain D := R 2 \Ω and the sound-soft Dirichlet boundary condition u = 0 on Γ := ∂Ω, with the scattered field u s = u − u i outgoing at infinity (i.e., satisfying the Sommerfeld radiation condition -see, e.g., [6, (2.9) ]). We assume that lengths have been non-dimensionalised with respect to a typical length scale of the scatterer (e.g. its diameter) so that the wavenumber k > 0 is non-dimensional. Example plots of the solution u for a particular choice of Ω are shown in Figure 1. 
Boundary integral equation formulation
To solve the boundary value problem described above using a BEM one first writes the solution u using Green's representation theorem (see [8] and [6, (2. 107)]) as
where
0 (k |x − y|) is the fundamental solution for (1), with H
0 (z) = J 0 (z) + iY 0 (z) denoting the Hankel function of the first kind of order zero, and ∂u/∂n is the normal derivative of u on Γ, with n the unit normal directed into D. As is reviewed in [6, §2] , from the representation formula (3) one can derive various boundary integral equations (BIEs) for ∂u/∂n ∈ L 2 (Γ), each taking the form
where l ∈ L 2 (Γ) is defined in terms of the incident wave u i , and A :
is a bounded linear integral operator. The particular choice of operator A is irrelevant for the purposes of this paper. However, we note that for the scatterer Ω under consideration (in fact for all starlike Lipschitz scatterers) it is possible (for details see [21] ) to choose a formulation in which A is coercive, satisfying an estimate of the form
where γ > 0 is a constant independent of k, and (·, ·) L 2 (Γ) denotes the usual inner product in L 2 (Γ). By the standard Lax Milgram lemma the coercivity property (5), combined with the boundedness of A, implies unique solvability of the BIE (4). Moreover, for any closed subspace V N of L 2 (Γ) the Galerkin variational problem,
also has a unique solution v N which satisfies the quasi-optimality estimate
where the infimum on the right-hand side represents the best approximation error for approximating ∂u/∂n by an element of V N .
In the BEM one takes V N to be a certain finite-dimensional subspace of L 2 (Γ) (of dimension N ∈ N, say), which, after choosing a suitable basis for V N , reduces the solution of (6) to the inversion of a linear system, in which the matrix entries are integrals involving the basis functions and the operator A. The conventional choice for V N is a space of piecewise polynomials on Γ defined on an appropriate mesh. As explained in §1, this choice typically requires N to grow at least in proportion to k as k → ∞ in order to keep the best approximation error fixed. The HNA approach aims to reduce the value of N required when k is large, by using an approximation space V N consisting of piecewise polynomials multiplied by certain oscillatory functions, which are chosen based on partial knowledge of the high frequency (k → ∞) asymptotic behaviour of ∂u/∂n, which we now consider. 
High frequency solution behaviour
where Ψ is the GO approximation (representing the contribution of the incident and specularly reflected waves), and the second and third terms in (8) represent the combined contribution of all the diffracted waves emanating from the corners S and R respectively (including the highorder multiply-diffracted waves which have travelled arbitrarily many times around the boundary). Explicitly, Ψ = 2∂u i /∂n if Γ c is illuminated by the incident wave (i.e. if d i · n < 0 on Γ c ) and Ψ = 0 otherwise. The functions v ± (s) are analytic in the right half-plane Re [s] > 0, and for k ≥ k 0 > 0 there exists a constant C > 0 depending only on k 0 and on the shape of Ω (i.e. on its corner angles and not on its size) such that
where δ ± ∈ (0, 1/2) depend on the corner angles at S and R respectively.
1 The bounds (9) imply that the functions v ± (s) are non-oscillatory (i.e. slowly varying), since by the Cauchy integral
1 The k 2 factor on the right-hand side of (9) can be sharpened to k 3/2 log 1/2 (2 + k), and possibly even to k (see [7, Remark 3.3] ), but we are deliberately keeping things simple here. Similar statements apply to the bounds (14), (20) and (22) below.
formula one can show that their derivatives grow no faster that the functions themselves with respect to increasing k (cf. [13, Remark 4.2] ). They are hence much easier to approximate than ∂u/∂n itself when k is large; this is exploited in the design of the HNA approximation space, which we discuss in the next section.
On the nonconvex side Γ nc (for Γ nc things are similar) the asymptotics are more complicated. With regard to the GO components, as well as the incident wave (and its reflection in Γ nc ) we now also expect (depending on the incident angle) a reflected wave
generated by the other nonconvex side Γ nc (and also its subsequent reflection in Γ nc ). With regard to diffracted waves, as before we expect waves oscillating like e ±iks , but we also expect waves oscillating like e ikr(s) (with r(s) = s 2 + L 2 nc as in Figure 2 ), corresponding to diffraction from the corner R. Crucially, we now have the possibility that the incident wave may illuminate only part of the side, rather than all or none of the side, as was the case for Γ c . Precisely, this partial illumination occurs when α i < α < π, where
SB is illuminated, and the portion to the right of x i SB is not (cf. Figure 1(a) ). Similarly, the reflected wave generated by Γ nc may illuminate only a part of Γ nc . This kind of partial illumination occurs when π < α < α r , where
The portion of Γ nc to the right of x r SB is illuminated, and the portion to the left of x r SB is not (cf. Figure 1(b) ).
As can be seen in the plots of Figure 1 , across these shadow boundaries the field does not undergo the sharp jump discontinuity predicted by the GO approximation; rather the diffracted field associated with the corner R ensures that the transition from 'light' to 'dark' occurs smoothly but rapidly. As is well known, this transition behaviour is governed by a canonical solution of the Helmholtz equation involving the Fresnel integral. Specifically, one can prove [7, Theorem 3.6 
, and Ψ = 0 otherwise; here
where E(r, ψ) = e −ikr cos ψ Fr(− √ 2kr cos(ψ/2)), and Fr is a Fresnel integral,
the integral being understood in the improper sense;
(ii) the functions v ± (s) are analytic in Re [s] > 0, and for k ≥ k 0 > 0 satisfy (9) with δ + = δ − ∈ (0, 1/2) depending only on the corner angle at P and C > 0 depending only on k 0 and the shape of Ω; (iii) the function v(s) is analytic in a complex neighbourhood U nc of [0, L nc ] (with U nc being independent of k, and depending only on the shape of Ω), with
where C > 0 depends only on k 0 and the shape of Ω.
) the exact solution to the canonical problem of diffraction of the plane wave u i by the infinite knife edge {(r, 0) : r ∈ [0, ∞)} extending the side Γ nc (cf. Figure 2(b) ) on which homogeneous Dirichlet (sound-soft) boundary conditions are imposed. The use of this simple canonical solution, instead of the more obvious (yet complicated) choice of the solution to diffraction of u i by the infinite wedge extending Γ nc and Γ c (cf. Figure 2(b) ) is justified because the two solutions have the same shadow boundary behaviour on Γ nc : the difference between the two solutions is a circular wave whose amplitude varies slowly across the relevant shadow boundaries -see [18] and the discussion in [7, §3.2] .
The first term Ψ in (11) represents a modified geometrical optics approximation; depending on the value of α, this includes contributions from the incident wave (via E(r, θ − α) in (12)), and the reflection of the incident wave in Γ nc (via E(r, θ + α)), these waves being switched on/off smoothly across their respective shadow boundaries by the function E. (A number of basic properties of E(r, ψ) are collected in §3 below.)
As on a convex side, the power of the decomposition (11) is that the amplitudes v ± (s) and v(s) of the remaining terms are non-oscillatory. This fact is exploited in the design of the HNA approximation space in [7] , as will be reviewed shortly. However, the BEM proposed in [7] requires the canonical solution u d to be evaluated analytically. The purpose of this paper is to show that such analytical evaluations are not necessary -the shadow boundary behaviour can be treated by mesh refinement. The design of the new HNA approximation space we propose in §2.3, and the associated best approximation error estimates, are based on the following theorem, which follows from the results of §3. we can decompose
and hence, withṽ(s)
where Ψ GO is the classical GO approximation,
with H denoting the Heaviside function (H(x) = 0 for x < 0, H(0) = 1/2, and H(x) = 1, for x > 0) and u r defined as in (10) , and
where s SB = L nc | tan(π − α)| ≥ 0 and, with the function g(s; R, β) defined as in (34),
± |π − α|).
For any
specifically, for any k 0 > 0 there exists C > 0, depending only on δ and k 0 L nc , such that
Proof. Lemma 3.2 and Theorem 3.7 together give (15) with (15) with (11).
HNA approximation space
In this section we outline two different HNA approximation spaces for ∂u/∂n on Γ, both based on the decompositions stated in the previous section, combined with an hp approximation strategy. We first review the approach of [7] , which is based on the decompositions (8) and (11), with the canonical solution u d appearing in (11) being evaluated analytically. We then explain our new approach, which uses (16) in place of (11) (so that no evaluations of u d are required), the shadow boundary effects being dealt with by mesh refinement.
The graded meshes and the associated spaces of piecewise polynomials we consider below are all constructed from the same basic geometric mesh G n (0, L), L > 0, n ∈ N, defined in Appendix A, which is then scaled, reflected and translated as required. For simplicity (and for consistency with [7] ) we shall assume the same number of layers n in every geometric mesh in our approximation spaces, and the same maximum polynomial degree p ∈ N 0 on every mesh element 2 . We also assume throughout -this is our hp assumption -that n ≥ max{1, cp}, for some fixed constant c > 0.
The approximation space V N ⊂ L 2 (Γ) in [7] is defined as follows. On the convex side Γ c (Γ c is similar) it uses (8), with Ψ evaluated analytically and v + (s) and v − (L c − s) approximated by piecewise polynomials of maximum polynomial degree p ∈ N 0 on overlapping geometrically graded meshes refined towards the corner singularities at S (s = 0) and R (s = L c ) respectively (see Figure 3(a) ). On Γ nc (Γ nc is similar) it uses (11) with Ψ evaluated analytically (e.g. using the algorithm of [2] ) and v + (L nc + s), v − (L nc − s) and v(s) approximated by piecewise polynomials of degree ≤ p on overlapping meshes. Specifically, v − (L nc − s) requires a mesh graded towards the singularity at P (s = L nc ), but v + (L nc + s) and v(s) are regular enough 3 to each require only a Figure 3 : Illustration of the overlapping meshes. For the approximation on Γ nc , in [7] the decomposition (11) is used in conjunction with the lower three meshes in (b), the shadow boundary behaviour being computed analytically through u d . In this paper we use (16) instead of (11), replacing the mesh for v(s) (comprising a single element on the whole side) by the mesh forṽ(s), which is graded towards the point x SB where the shadow boundary intersects Γ nc .
single polynomial of degree ≤ p supported on the whole side (see Figure 3(b) ). In [7, Theorem 5.6 ] the following best approximation error estimate is proved for V N .
where C > 0 depends only on k 0 , σ (the grading parameter in the definition of G n (0, L)) and the shape of Ω, and τ > 0 depends only on c (the constant in (19)), σ and the shape of Ω. The best approximation error therefore decays exponentially as the maximum polynomial degree p increases, as one would expect from an hp method. Moreover, since the total number of degrees of freedom N is approximately proportional to p 2 (precisely, N = (6n + 4)(p + 1) for the particular Ω under consideration), (20) implies that increasing N in proportion to log 2 k as k → ∞ is sufficient to ensure that the best approximation error stays bounded (cf. the discussion in [15, Remark 6.5] ). This represents a significant saving over conventional BEMs in which the full solution ∂u/∂n is approximated using piecewise polynomials, which generally require N to grow at least linearly with respect to increasing k.
We now show that similar performance can be achieved without the need to evaluate the canonical solution u d in Ψ analytically. The modified approximation space V N ⊂ L 2 (Γ) we propose is defined as follows. On the convex sides Γ c and Γ c we use the same approximation based on (8) as in V N . On the nonconvex side Γ nc (Γ nc is similar) we use the decomposition (16) instead of (11) . The first term Ψ GO in (16) , representing the classical GO approximation, with the incident and reflected waves u i and u r cut off sharply across their respective shadow boundaries, is evaluated analytically; this requires only the evaluation of plane waves and no other special functions. The second and third terms v + (L nc + s) and v − (L nc − s) are approximated precisely as in V N . The final termṽ(s) is approximated on a mesh M nc graded towards the shadow boundary. 4 Specifically, we propose 4 We remark that the functions g ± (s) are not singular at s = 0, but they vary rapidly near s = 0, as is reflected by the fact that they are not bounded with a k-independent bound on any k-independent neighbourhood of s = 0 (see Remark 3.6 below). We approximateṽ(s) on a graded mesh in order to capture this rapid variation.
the choice
Let P p nc denote the space of piecewise polynomials of degree ≤ p on the mesh M nc . Standard hp approximation arguments (similar to those in, e.g., [15, 14, 7] ) based on Lemma A.1 and the regularity results in Theorem 2.2, show that
where C > 0 depends only on k 0 , σ and the shape of Ω, and τ > 0 depends only on c, σ and the shape of Ω. Numerical experiments validating (21) are described in §4.
Combining (21) (and an analogous result for Γ nc ) with (20) gives the following theorem, which holds not just for the particular polygon Ω shown in Figure 2 (a) but also, after appropriate obvious modifications to V N , for all of the polygons in the class defined in [7, Definition 3 .1]. Theorem 2.3. The best approximation error for approximating ∂u/∂n in V N satisfies
where C > 0 depends only on k 0 , σ and the shape of Ω, and τ > 0 depends only on c, σ, and the shape of Ω.
We end this section by remarking that, by the quasi-optimality result (7), the error bound (22) in Theorem 2.3 implies similar exponential convergence results for the Galerkin approximation to ∂u/∂n, the resulting approximation to the solution u in the domain (as computed using the representation formula (3)), and also the far field pattern -for details see [7, §6] .
Approximation properties of E(r, ψ)
In this section we study certain approximation properties of the function
where (r, ψ) are polar coordinates and Fr is the Fresnel integral defined in (13) , which are needed to prove the results in §2.
The function E(r, ψ) is 4π-periodic in ψ, and satisfies the relations
the latter following from the well-known symmetry of the Fresnel integral, Physically, E represents the exact solution to the diffraction of an incident plane wave by an infinite knife edge aligned with the line ψ = 0 on which homogeneous Neumann (sound-hard) boundary conditions are imposed, with the incident wave propagating along the top side ψ = 0 + of the knife edge and parallel to it (see Figure 4) . This problem is in a sense the 'simplest' canonical edge diffraction problem, because there is no specularly reflected wave. There is a single shadow boundary at ψ = π, the incident wave being present in ψ < π and not in ψ > π. Indeed, E satisfies the GTD-type approximation (cf. e.g. [1, §7])
as kr → ∞, where d(ψ) = −e iπ/4 /(2 √ 2π cos (ψ/2)), n ∈ Z, 0 < δ < π is arbitrary and the approximations hold uniformly in ψ in the stated intervals. The term e −ikr cos ψ represents a plane wave propagating from the direction ψ = 0, and d(ψ)e ikr / √ kr represents a circular wave emanating from r = 0 with directionality d(ψ) (a diffraction coefficient). The approximation (26) is invalid near the critical angles ψ = (2n + 1)π for n ∈ Z, with the function d(ψ) blowing up at these values of ψ.
We shall investigate the approximation properties of the function E (and ∂E/∂n) on the line L defined in the Cartesian coordinates of Figure 4 by y = (y 1 , y 2 ) = (−R, 0) + s(cos β, sin β), where R > 0, 0 < β < π and s ∈ R. In the context of the application considered in §2, namely scattering by the polygon Ω of Figure 2 (a), a portion of the line L is to be identified with the nonconvex side Γ nc , after a suitable coordinate rotation. Using (23)- (24) it is easy to verify that when the approximation (26) is applied in (12), the non-uniformity in (26) manifests itself exactly at the incident and reflected shadow boundaries θ = α and θ = 3π − α respectively.
The following lemma, which follows trivially from (23)- (24), shows that E can be written as a sum of the classical GO approximation (comprising the incident wave, cut off sharply across the shadow boundary), and a remainder term proportional to e ikr . Lemma 3.1. The function E can be decomposed as
for ψ ∈ (0, π) ∪ (π, 2π), with µ = 0 for ψ = π, and
where w(z) is the (scaled) complementary error function (see e.g.
[1], equation (7.2.3) ).
The function F (z) is entire, and by (25) satisfies the symmetry relation
Also, F (z) satisfies the differential equation (cf. [1, (7.10.2)])
using which one can derive the following decomposition for ∂E/∂n. Lemma 3.2. On the line L the normal derivative ∂E/∂n can be decomposed as
Our goal is to investigate the approximation properties of
as a function of s ∈ R, for fixed R > 0 and 0 < β < π. By symmetry we can without loss of generality restrict attention to s > 0, since g(−s; R, β) = g(s; R, π − β). Furthermore, Lemma 3.2 reduces the study of g(s; R, β) to the study of the functions
h(s; R, β) := ∂µ ∂n (r(s), ψ(s)).
We begin with the former. We will show that f (s; R, β) is analytic and bounded in a k-independent complex neighbourhood of the positive real s-axis. We start by reviewing some elementary properties of the function F . Lemma 3.3. There exists a constant 0 < C < 2 such that
In the sector arg z ∈ (−π,
), F (z) grows exponentially fast as |z| → ∞, with
Proof. The integral representation [1, Equation (7.7.
2)]
implies (by appropriate contour deformations, changes of variable and analytic continuation arguments) the following integral representations for F :
from which it follows that
where Γ(z) is the usual Gamma function. Using the symmetry relation (31), the bound (37) then follows with C = 1 + (4/π , π), the decay being nonuniform as arg z approaches − π 2 or π, along which directions F (z) is oscillatory, being asymptotic to e −iz 2 as |z| → ∞. However, the simple bound (37) will be sufficient for our purposes in this paper. Now, for s > 0 we have
Equivalently,
and we adopt (43) as the formula for the analytic continuation of µ(s) from s > 0 into the complex s-plane, with the complex square roots in (43) and (42) taking the principal value. The function r(s) has branch points at s = Re ±iβ , with associated branch cuts running from Re ±iβ to R cos β±i∞ respectively (see Figure 5) . We denote the resulting cut s-plane by
The outer square root in the denominator of (43) does not introduce any further branch points; in fact, one can show that Re[R − s cos β + r(s)] > 0 for all s ∈ C R,β . Hence µ(s) defined by (43) is analytic in C R,β . The chain rule, combined with Lemma 3.3 and some tedious but elementary calculations, then implies the following lemma. Lemma 3.5. The function f (s; R, β) defined by (35), with µ(s) defined by (43) and r(s) by (42) (with square roots taking principle values), is analytic in the cut plane C R,β . Furthermore,
where 0 < C < 2 is the constant from (37) and (see Figure 5 for an illustration)
and E R,β is the interior of the ellipse
which has its foci at Re ±iβ , semi-minor axis equal to R cos β, and semi-major axis equal to R. , π] inside the region R R,β ⊂ C R,β defined in (45). The bound (44) then follows from the chain rule and Lemma 3.3. For (47), one observes that for 0 < β < π 2 the boundary of the ellipse E R,β intersects the lines Im [s] = ±R sin β at the points s = R (cos β(1 − cos β) ± i sin β), and that the ratio sin β/(cos β(1 − cos β)) is minimised over 0 < β < , π]. The boundary of the ellipse E R,β described by equation (46) is indicated by the dotted curve.
if s ∈ B ε * (0) then R − Re [s] cos β > R − ε * | cos β| > R/2, and since Re [r(s)] > 0 we can then estimate, for s ∈ B ε * (0),
Hence µ(s) is bounded in B ε * (0) with a bound that is independent of k, and this statement transfers to f (s; R, β) because of the entirety of F (µ). However, although the bound on |f (s; R, β)| implied by this result is independent of k, the region on which it holds varies with k (through ε * ); moreover shrinking as k → ∞. In fact, no k-independent bound can hold on any k-independent neighbourhood of the origin. To see this, note that any such neighbourhood would include a point s ε = ε e −i3π/4 for some 0 < ε < 1 independent of k. It is easy to check that arg µ(s ε ) ∈ (− 7π 8
, −
) and |µ(s ε )| = C √ kR for some C > 0 depending only on ε and β. Lemma 3.3 then implies that |f (s ε ; R, β)| tends to infinity exponentially fast as k → ∞.
We now turn to h(s; R, β) = ∂µ/∂n(r(s), ψ(s)), which for s > 0 can be written as
and we adopt this formula as the analytic continuation of h(s; R, β) to complex s. From (49) we see that h(s; R, β) is analytic in the cut plane C R,β , because the only singularities in h(s; R, β) are at the branch points of r(s), i.e at s = Re ±iβ . (The apparent singularity at s = 0, where µ(0) = 0, is removable, since r(0) = R.) Moreover, one can show that, for any 0 < δ < 1,
where the constant C > 0 depends only on δ.
Combining these observations with the results in Lemma 3.5 allow us to prove the following theorem, which forms the basis of our hp approximation results in §2.
Theorem 3.7. For any 0 < δ < 1, the function g(s; R, β) is analytic and bounded in 
Numerical results
The theoretical error estimates obtained in §2.3 have been validated by computing numerical approximations to the best approximation error
appearing in the error estimate (21) . A sample of the results obtained is given in Figure 6 . Here the best approximation error (51) was computed by L 2 (Γ nc )-orthogonal projection onto P p nc of the exact solution V , the Fresnel integrals required for the evaluation of V being computed using the algorithm of [2] . The local basis for P p nc on each element of M nc comprised appropriately scaled and shifted Legendre polynomials, and the integrals arising in the orthogonal projection were computed using high order Gaussian quadrature. In all of our experiments we took L nc = 3/2, L nc = 1, σ = 0.15, and c = 1. , π]). Figure 6 (c) investigates the dependence on α further, and confirms that, as predicted by our error estimate (21), the best approximation converges uniformly in α as p → ∞, with no blow-up in the error as α tends to π 2 or π, for example. Clearly the error is not independent of α, but this is to be expected because the function V and our approximation space P p nc are both α-dependent. Figure 6(d) shows how the number of degrees of freedom in P nc depends on α; one can clearly see the increase in the number of degrees of freedom as α increases through π/2 + arctan (L nc /L nc ) = π/2 + arctan (2/3) ≈ (5.5) × π 8
, the point at which the shadow boundary associated with the incident wave first intersects Γ nc . We also remark on the particularly small errors in Figure 6 (c) near α = π/2 + arctan (L nc /(3L nc /2)) = π/2 + arctan (4/9) ≈ (5.1) × π 8
, the point at which there is a mesh point exactly halfway along Γ nc and the size of the largest element in M nc is at a minimum. 
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