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En este proyecto, se busca estudiar y analizar las distintas propiedades algunos conjuntos
autosimilares y como a partir de este estudio se pueden construir operadores diferenciales
que modelan procesos de difusión y propagación de densidades en estos dominios fractales.
Se pretende también estudiar aproximaciones numéricas de los modelos obtenidos a partir
del método de elementos finitos. Un caso particular que es estudiado con detalles es la solu-
ción del problema de Dirichlet en el triángulo de Sierpinski.
Palabras clave: fractal, difusión, Laplaciano, constante de renormalización, método de
los elementos finitos..
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2.4.4. Árbol de Hata en el espacio . . . . . . . . . . . . . . . . . . . . . . . 15
3. Laplaciano de un grafo 17
3.1. Aproximación del Laplaciano en el plano . . . . . . . . . . . . . . . . . . . . 17
3.2. El Laplaciano de un grafo . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
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1. Introducción
En la actualidad, la modelación matemática de distintos problemas prácticos es del interés
de investigadores teóricos y aplicados ya que el correcto desarrollo de estos modelos puede
ayudar a comprender mejor, predecir y controlar los posibles resultados de un experimento
o situación.
Muchos de los fenómenos presentes en situaciones prácticas son modelados por ecuaciones
diferenciales parciales clásicas. En este caso los operadores diferenciales actúan sobre fun-
ciones definidas en dominios abiertos de Rd. Este enfoque se ha mostrado muy adecuado
y fruct́ıfico en el estudio en modelos relacionados a diversos problemas de flujo de fluidos,
propagación del calor, propagación de ondas, entre otros.
Por otro lado, en muchos otros problemas descriptivos se han usado objetos conocidos como
fractales que a grandes rasgos son conjuntos con un formato aparentemente irregular pero
que tienen muchas propiedades de simetŕıa y auto-similitud. Esto és debido a que muchos
fractales tiene caracteŕısticas particulares y similares a varios objetos que aparecen en la
naturaleza. Por ejemplo, modelos de conjuntos fractales son usados para describir varios
fenómenos, tales como la curva formada por el agua en la playa (curva de Koch), hojas de
helecho, el conjunto de puntos geográficos donde ocurre un evento (por ejemplo śısmico),
e.t.c.. Otro ejemplo interesante es cuando se quiebra en dos una barra de metal, la superficie
que se forma en el punto de quiebre no es necesariamente suave y en muchos casos puede
ser modelada por un conjunto fractal. En situaciones como esta, es importante, para efectos
prácticos, conocer las propiedades de este conjunto (fractal). En particular es importante
entender las propiedades de difusión del calor y de resistencia a determinadas presiones.
Otro ejemplo es el estudio de difusión de aerosoles médicos en los pulmones. El proceso de
difusión también ocurre en el estudio de flujo de fluidos en medios porosos en los que se
presentan fracturas en el interior del medio poroso (la superficie de la fractura puede ser
modelado por un conjunto fractal en el caso que el ancho de la fractura es muy pequeño
cuando comparado con el tamaño del medio poroso estudiado).
En este documento, se estudian y analizan distintas propiedades de algunos fractales y como
a partir de estas propiedades se pueden construir operadores diferenciales que modelan pro-
cesos de difusión y propagación de densidades en estos dominios fractales. En este trabajo se
consideran únicamente fractales definidos como conjuntos autosimilares con algunas propie-
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dades adicionales y que son conocidos como post-cŕıticamente finitos. Estos son conjuntos
autosimilares que en cierto sentido pueden ser aproximados (en la métrica de Hausdorff) por
conjuntos finitos con grafos asociados a ellos. Estos grafos son conexos y se pueden desconec-
tar en partes iguales removiendo un número finito de puntos. Con la definición de operador
diferencial se pueden plantear problemas de contorno y deducir la formulación débil de estos
problemas usando la medida autosimilar.
También pretendemos introducir aproximaciones numéricas de los modelos obtenidos. Un
caso particular que será estudiado con mayor detalle es la solución del problema de Dirichlet
en el triángulo de Sierpinski. Otros operadores diferenciales y condiciones de frontera pueden
ser considerados, aśı como otras realizaciones de fractales autosimilares. En términos de cons-
trucción de aproximaciones numéricas usaremos el método de los elementos finitos (FEM) el
cual puede ser extendido a conjuntos fractales en donde podamos introducir una formulación
variacional del modelo (o en casos en que las soluciones puedan escribirse como minimizado-
res de funcionales de enerǵıa eĺıpticos). Presentaremos los elementos fundamentales de una
formulación de elementos finitos para estos modelos. Por analoǵıa con la formulación débil
del problema de Dirichlet, las aproximaciones de elementos finitos incluyen:
Aproximación del cálculo de “derivadas” en donde se usan derivadas clásicas de inter-
polaciones lineales por partes en dimensiones uno y dos.
Aproximación de la medida autosimilar. Usaremos dos aproximaciones: 1) la medida
de longitud restringida a las aristas de los triángulos de la aproximación del fractal y
2) La medida de área restringida a los triángulos de la aproximación del fractal.
Aproximación de los parámetros de escala para obtener matrices renormalizadas y
garantizar que la solución numérica converge a la solución del problema continuo.
Ilustraremos numéricamente el desempeño del método de elementos finitos para aproximar
soluciones de ecuaciones diferenciales definidas en fractales. En particular calcularemos al-
gunas soluciones de ecuaciones diferenciales en el triángulo de Sierpinski, la curva de Koch
y dos realizaciones diferentes del árbol de Hata. Por último compararemos el métodos de
elementos finitos y el método de diferencias finitas.
2. Conjuntos autosimilares
El propósito de este caṕıtulo es presentar el concepto de conjunto autosimilar y sus propie-
dades básicas. Primero revisaremos el principio de contracción de Banach el cual garantiza
la existencia de punto fijo de una iteración funcional donde la función involucrada es una
contracción. Un conjunto autosimilar se obtiene al aplicar una iteración funcional de punto
fijo en el espacio métrico formado por la colección de conjuntos compactos dotados de la
métrica de Hausdorff. En particular presentaremos la construcción del triángulo de Sierpins-
ki, la curva de Kosh y dos realizaciones diferentes del árbol de Hata (una en el plano y otra
en el espacio tridimensional). Para más información de conjuntos autosimilares, referimos al
lector a [1, 2, 3].
2.1. Teorema de contracción de Banach
Empezamos considerando un espacio métrico (X, dX) donde X es un conjunto no vaćıo y
dX es una métrica definida sobre X. Cuando no dé lugar a confusión denotaremos por d la
métrica dX . Denotamos la bola cerrada con centro x ∈ X y radio r > 0 por Br(x), es decir,
Br(x) = {y ∈ X : d(x, y) ≤ r}.
Introducimos ahora el concepto de constante de Lipschitz con el cual distinguiremos las fun-
ciones de tipo contractivo o contracciones. Las contracciones son importantes para construir
conjuntos autosimilares. Sean (X, dX) y (Y, dY ) espacios métricos. Una función f : X → Y es
uniformemente Lipschitz continua sobre X con respecto a las distancias dX , dY , si tenemos
que





La constante L = Lip(f) se conoce como la constante de Lipschitz de f . Se debe notar que
una función uniformemente Lipschitz continua es uniformemente continua. Se trabajará con
funciones que tienen constante de Lipschitz menor que uno, como en la siguiente definición.
Definición 2.1.1 (Contracción). Sea (X, d) un espacio métrico. Si f : X → X es continua
de Lipschitz sobre X con respecto a d y Lip(f) < 1 entonces f es llamada contracción con
respecto a la métrica d con constante de contracción Lip(f). En particular, una contracción
f con constante de contracción constante r es llamada similitud si d(f(x), f(y)) = rd(x, y),
para todo x, y ∈ X.
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Dada f : X → X, denotamos por fn la n-ésima iteración de f ; es decir, fn = f ◦ fn−1 para
n ≥ 1 y f 0 = f . Tenemos el siguiente principio de contracción que juega un papel central en
la construcción de muchos fractales.
Teorema 2.1.2 (Principio de contracción de Banach). Sea (X, d) un espacio métrico com-
pleto y sea f : X → X una contracción con respecto a la métrica d. Entonces existe un único
punto fijo de f , en otras palabras, existe una única solución a la ecuación f(x) = x. Además,
si x es el punto fijo de f entonces la sucesión {fn(a)}n≥0 converge a x para todo a ∈ X.
Demostración: Dado a ∈ X considere la sucesión {fn(a)}n<∞ ⊂ X. Se demostrará que
esta sucesión es de Cauchy y por lo tanto converge ya que (X, d) es un espacio métrico
completo.
En efecto, si denotamos por r la constante de contracción de f , entonces para m > n,
tenemos que al aplicar repetidamente la desigualdad triángular obtenemos
d(fn(a), fm(a)) ≤ d(fn(a), fn+1(a)) + ...+ d(fm−1(a), fm(a)).
Por la definición de contracción (Definición 2.1.1) aplicada a cada término a la derecha
obtenemos que,
d(fn(a), fm(a)) ≤ (rn + ...+ rm−1)d(a, f(a)).





1−r . Por lo tanto,





1− r = 0, tenemos que la sucesión {f
n(a)}n≥0 es una sucesión de Cauchy
y como (X, d) es completo entonces es también convergente. Es decir, existe x0 ∈ X tal que
fn(a)→ x0 cuando n→∞. Como f es continua, tenemos que
ĺım
n→∞
fn+1(a) = f( ĺım
n→∞
fn(a)) = f(x0) = x0.
Con esto demostramos que existe un punto fijo para f . Por último veremos que el punto fijo
es único. Si tenemos que f(x) = x y f(y) = y, vemos que
d(x, y) = d(f(x), f(y)) ≤ rd(x, y),
y dado que 0 < r < 1, concluimos que d(x, y) = 0 y aśı, x = y.
2.2. Métrica de Hausdorff
El propósito es mostrar la existencia de conjuntos autosimilares que son los dominios de las
funciones sobre las cuales definiremos operadores diferenciales en este trabajo. Necesitaremos
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en particular del espacio métrico de Hausdorff que aparece naturalmente de la siguiente
manera. Suponga que tenemos funciones fi : X → X, i = 1, 2, 3, ..., N , y que todas ellas son
contracciones con respecto al espacio métrico (X, d). Veremos que existe un único conjunto
compacto no vaćıo K ⊂ X tal que
K = f1(K) ∪ f2(K) ∪ ... ∪ fN(K). (2-1)
El conjunto K es llamado el conjunto auto-similar con respecto a {f1, f2, . . . , fN} y es un
conjunto fractal. El término autosimilar viene del hecho de que K es la unión de imágenes
de si mismos por una contracción. Esto es más fácil de entender cuando las funciones fi son
similitudes (vea Definición 2.1.1).
Para hacer la demostración de este resultado, el cual es el principal de esta sección, definimos
la aplicación F que actúa sobre subconjuntos de X y que está dada por
F (A) = f1(A) ∪ f2(A) ∪ ... ∪ fN(A), (2-2)
para A ⊆ X. En otras palabras F (A) es la unión de las imágenes directas de A por las
aplicaciones fi, i = 1, 2, . . . , N . La idea principal es probar la existencia de un “punto” fijo
para la aplicación F (vea (2-2)). En este orden de ideas se define un dominio para F , donde F
es una contracción con respecto a alguna métrica. Note primero que si A ⊂ X es compacto,
entonces F (A) también lo es, ya que la unión finita de conjuntos compactos es compacta y la
imagen directa de un compacto por una aplicación continua es compacta. Recuerde que las
funciones fi, i = 1, 2, . . . , N , son continuas por ser contracciones. Resulta natural entonces
definir el siguiente subconjunto de partes de X dado por
C(X) = {A ⊆ X : A 6= ∅, A subconjunto compacto de (X, d)}.
Lo siguiente que definiremos es una métrica dC sobre C(X) que es la métrica de Hausdorff
y se probará lo 0necesario para usar el principio de contracción de Banach en este caso
particular:
Se demostrará que C(X) es completo con respecto a la métrica de Hausdorff.
Se demostrará que la aplicación F definida en (2-2) es una contracción con respecto a
la métrica de Hausdorff.
Tenemos la siguiente definición. Ver [1, 2, 3].
Definición 2.2.1 (Métrica de Hausdorff). Sea (X, d) un espacio métrico y considere C(X)
la colección de subconjuntos compactos de X. Para Z, Y ∈ C(X), se define
dC(Z, Y ) = ı́nf{r ≥ 0 : Y ⊆ Ur(Z) y Z ⊆ Ur(Y )},
donde Ur(Z) = {x ∈ X : d(x, y) ≤ r, y ∈ Z} =
⋃
y∈Z Br(y). La aplicación dC se conoce
como métrica de Hausdorff.
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La siguiente proposición muestra que dC es realmente una métrica sobre C(X).
Proposición 2.2.2. La aplicación dC introducida en la Definición 2.2.1 es una métrica
sobre C(X). Además, (C(X), dC) es completo cuando (X, d) es completo. La métrica dC se
conoce como la métrica de Hausdorff.
Demostración: Demostraremos las propiedades de la definición de métrica:
Positividad y simetŕıa: Por definición, tenemos que dC(Z, Y ) = dC(Y, Z) ≥ 0 y además
que dC(Z,Z) = 0.
Distancia nula: Se demostrará que si dC(Z, Y ) = 0, entonces X = Y . Si dC(Z, Y ) = 0
tenemos por definición de dC que para todo n ∈ Z+ vale
Z ⊆ U1/n(Y ).
Entonces para cada x ∈ Z podemos escoger xn ∈ Y tal que d(x, xn) ≤ 1/n. Vemos que
xn → x y como Y es cerrado concluimos que x ∈ Y . Por lo tanto Z ⊆ Y . De la misma
forma se puede demostrar que Y ⊆ Z. Aśı, Z = Y .
Desigualdad triangular: Considere A,B,D ∈ C(X) y sean r y s tales que r > dC(A,B)
y s > dC(B,D).
Por definición de dC tenemos que D ⊆ Us(B) y B ⊆ Ur(A). Entonces vemos que
D ⊆ Us(B) ⊆ Us(Ur(A)) ⊆ Ur+sA. Esta última inclusión puede ser fácilmente verifica-
da a partir de la definición de bolas. De forma similar A ⊆ Ur+s(D).
De las dos inclusiones D ⊆ Ur+sA y A ⊆ Ur+s(D) se concluye que r + s ≥ dC(A,D).
Por consiguiente dC(A,B) + dC(B,D) ≥ dC(A,D).
En la siguiente proposición mostraremos que el espacio métrico de Hausdorff (C(X), dC) es
completo cuando el espacio métrico inicial lo es.
Proposición 2.2.3. Si (X,d) es completo entonces el espacio métrico (C(X), dC) es también
completo.
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donde la barra indica el cierre o completamiento de un conjunto en (C(X), dC).
Note que la sucesión {Bn}n≥1 es una sucesión de conjuntos encajados que es monótonamente
decreciente (en el orden de la inclusión de conjuntos). Note también que por definición todos
los Bn son cerrados en (C(X), dC).
Afirmamos que para cada n, Bn es compacto.
Para todo r > 0, se puede escoger un m tal que para todo k ≥ m podemos escribir Ak ⊆
Ur/2(Am). Como Am es compacto entonces existe una
r
2
-red P de Am. Aśı, podemos verificar
fácilmente que ⋃
k≥m






Por lo tanto P es una red de Bm. Dado que
⋃
x∈P Br(x) es cerrado, se tiene que Bm ⊆⋃
x∈P Br(x), de esa forma, P es una r-redes de Bm. Juntado las r-red de A1, A2, ..., Am−1 a
P , se obtiene una r-redes de B1. De este modo B1 es totalmente acotado. También se tiene
que B1 es completo dado que es un subconjunto cerrado de un espacio métrico completo
X. Dado que para cualquier n, Bn es completo y totalmente acotado, se tiene que Bn es
compacto.
Ahora, como {Bn} es una sucesión monótonamente decreciente de conjuntos compactos no
vaćıos entonces su intersección es no vaćıa. Sea A =
⋂
n≥1 Bn, tenemos que A es compacto y
no vaćıo.
Dado r > 0, se puede escoger un m tal que Ak ⊆ Ur(Am) para todo k ≥ m. Entonces
A ⊆ Bm ⊆ Ur(Am). Por otro lado, Am ⊆ Bm ⊆ Ur(A) para un m lo suficientemente grande.
Aśı, Am → A cuando m → ∞ en la métrica de Hausdorff. Por consiguiente (C(x), dC) es
completo.
2.3. Construcción de conjuntos autosimilares
En esta sección probamos el resultado principal para construir conjuntos autosimilares. Es-
te resultado es algunas veces referido como el principio generalizado de contracción. En
esencia, este resultado es el principio de contracción de Banach aplicado al espacio métrico
(C(X), dC). Ver [1, 2, 3].
Antes de enunciar el resultado es conveniente mostrar algunas propiedades adicionales de la
métrica de Hausdorff.
El siguiente lema relaciona la distancia de Hausdorff de unión de conjuntos con la distancia
de Hausdorff de los respectivos conjuntos.
Lema 2.3.1. Para A1, A2, B1, B2 ∈ C(X), se tiene que,
dC(A1 ∪ A2, B1 ∪B2) ≤ máx{dC(A1, B1), dC(A2, B2)}.
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Demostración: Si r > máx{dC(A1, B1), dC(A2, B2)} entonces B1 ⊆ Ur(A1) y B2 ⊆ Ur(A2).
Aśı,






Br(x) = Ur(A1 ∪ A2).
Análogamente, obtenemos que A1∪A2 ⊆ Ur(B1∪B2). Luego r ≥ dC(A1∪A2, B1∪B2). Esto
completa la prueba.
El siguiente resultado dice que la aplicación imagen directa basada en una contracción es
también contracción en la métrica de Hausdorff.
Lema 2.3.2. Si f es una contracción con constante de contracción r, entonces para A,B ∈
C(X) se tiene
dC(f(A), f(B)) ≤ rdC(A,B).
Demostración: Si s > dC(A,B), entonces B ⊆ Us(A) y A ⊆ Us(B).







Urs(f(A)). En la última contenencia usamos que f es contracción y en la última igualdad
usamos que f es continua.
De la misma forma f(A) ⊆ Urs(f(B)). Por consiguiente sr > dC(f(A), f(B), que es lo que
se queŕıa demostrar.
El siguiente teorema fue anticipado varias veces en este trabajo y garantiza la existencia de
conjuntos autosimilares. Además, sugiere un mecanismo natural de construcción y aproxima-
ción para estos conjuntos como ĺımites (en la métrica de Hausdorff) de iteraciones de punto
fijo donde una iteración equivale a mapear la aproximación anterior por las contracciones
asociadas y unir estas imágenes directas para obtener la nueva aproximación.
Teorema 2.3.3. Sea (X, d) un espacio métrico completo y sea fi : X → X una contracción
para i = 1, 2, 3, ..., N . Se define F : C(X) → C(X) por F (A) = ⋃1≤i≤N fi(A). Entonces
F tiene un único punto fijo K. Además, para cualquier A ∈ C(X), F n(A) converge a K
cuando n→∞ con respecto a la métrica de Hausdorff.
Demostración: Usando el Lema 2.3.1 repetidamente, se obtiene











Por Lema 2.3.2 tenemos que dC(fi(A), fi(B)) ≤ ridC(A,B) para i = 1, 2, . . . , N, donde ri es
la constante de contracción de fi. Sea r = máx1≤j≤N{ri}, entonces concluimos que
dC(F (A), F (B)) ≤ rdC(A,B).
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Con lo cual F es una contracción sobre la métrica de Hausdorff. Ya demostramos que
(C(X), dC) es completo (Teorema 2.2.2); entonces, por el Principio de Contracción (Teo-
rema 2.1.2) deducimos inmediatamente el resultado.
2.4. Ejemplos de conjuntos autosimilares
En esta sección se mostrarán algunos ejemplos de conjuntos autosimilares obtenidos usando
el Teorema 2.3.3. Para esto solo se necesita especificar el espacio métrico inicial ((X, d) que
será un subconjunto acotado de Rd, d = 1, 2, 3 con la distancia euclidiana) junto con la
familia finita de contracciones (definidas en (X, d)). Ver [1, 2, 3].
2.4.1. La curva de Koch
Este es un fractal muy conocido que se puede usar para modelar, entre otras cosas, la curva
determinada por la ĺınea de la costa en la playa, la forma de un copo de nieve o incluso el
ala de una antena de recepción de señales electromagnéticas.
Podemos usar el Teorema 2.3.3 para construir la curva de Koch y motivar sus aproxima-
ciones de la siguiente forma. Considere el conjunto X = [0, 1] × [0, 1] ⊂ R2 dotado con la
métrica euclidiana. Sean a1 = (0, 0) y a2 = (1, 0) los vértices iniciales del segmento con los
cuales construiremos la curva de Koch. A este conjunto lo denotaremos con W0 = [a1, a2]
1.
Ahora definiremos las funciones contracción con las cuales se puede construir el conjunto
autosimilar.

















donde i = 0, 1, 2, 3.
Estas son las funciones contracción con las cuales se va a construir el conjunto autosimilar.
Definimos el conjunto {Wn : n ∈ N0} ⊆ R2 de manera inductiva,
Wn+1 = f0(Wn) ∪ f1(Wn) ∪ f2(Wn) ∪ f3(Wn).
De acuerdo con el Teorema 2.3.3 podemos definir K = ĺımn→∞Wn con el ĺımite tomado en
la métrica de Hausdorff. El conjunto K es llamado la curva de Koch. Note que Wn es una
1Para a, b ∈ R2, [a, b] denota el segmento de recta cerrado desde a hasta b.
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aproximación a la curva de Koch (que es la sugerida por el Teorema 2.3.3). Vea la Figura
2.4.1 donde se ilustran las primeras iteraciones de la curva de Koch W1 hasta W4.
Figura 2-1.: Las primeras cuatro iteraciones de la curva de Koch: W1 (arriba derecha), W2 (arriba
izquierda), W3 (abajo derecha), W4 (abajo izquierda).
Para uso posterior observamos que también se puede construir este fractal a partir de V0 =
{a0, a1} y definiendo la iteración
Vn+1 = f0(Vn) ∪ f1(Vn) ∪ f2(Vn) ∪ f3(Vn).
Denotamos por V∞ = ĺımn→∞ Vn = ∪∞n=0Vn.
2.4.2. El triángulo de Sierpinski
El triángulo de Sierpinski es uno de los ejemplos más conocidos de conjuntos autosimilares
y también el ejemplo central en este manuscrito. Hay muchas construcciones del triángulo
de Sierpinski. Una de ellas es usando el resultado general de contracciones enunciado en el
Teorema 2.3.3.







) los vértices del triángulo equilatero X ⊆ R2. El
triángulo X está formado por los puntos de la forma α0a0 + α1a1 + α2a2, donde αi ∈ R con
α0 + α1 + α2 = 1. Consideramos el conjunto X con la distancia euclidiana.
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Para cada i = 0, 1, 2 se define la transformación lineal af́ın
fi : X → X (2-4)
x → fi(x) =
1
2
(x− ai) + ai. (2-5)
Considere el conjunto formado la unión de las aristas de X, esto es sea W0 = [a0, a1] ∪
[a1, a2] ∪ [a2, a0] y defina la sucesión {Wn : n ∈ N0} por:
Wn+1 = f0(Wn) ∪ f1(Wn) ∪ f2(Wn) para todo n ∈ N0.
El Teorema 2.3.3 garantiza la existencia de K = ĺımn→∞Wn donde el ĺımite es tomado en
C(X) en la métrica de Hausdorff. Este ĺımite es conocido como triángulo de Sierpinski. Vea
la Figura 2-2 donde se muestras las aproximaciones W1 a W4.
Figura 2-2.: Las primeras cuatro iteraciones del triángulo de Sierpinski: W1 (arriba derecha), W2
(arriba izquierda), W3 (abajo derecha), W4 (abajo izquierda).
Como podemos ver Wn ⊆ Wn+1 Para uso posterior observamos que también se puede cons-
truir este fractal a partir de V0 = {a0, a1, a2} y definiendo la iteración Vn+1 = f1(Vn) ∪
f2(Vn) ∪ f3(Vn).




Vn = ∪∞n=0Vn. (2-6)
Vamos a escribir K de una forma un poco diferente. Dado m entero denotemos la cadena de
longitudm por w = (w1, w2, w3, ..., wm) donde wj ∈ {0, 1, 2} para todo j. También denotamos
|w| la longitud de la cadena w. Dada una cadena w denote Fw = Fw1 ◦ Fw2 ◦ ... ◦ Fwm . el





Durante el documento vamos a recurrir a esta definición.
2.4.3. El árbol de Hata en el plano
Sea p1 = (0, 0) y p2 = (1, 0) los vértices del elemento W0 = [p1, p2], con el cual se inicia la
construcción del árbol de Hata.
Las funciones contracción que construyen el conjunto autosimilar que define el árbol de Hata













































Donde r(60◦) está dado en (2-3). (ver Figura 2-3.).




fi(Wn) para todo n.
Las primeras iteraciones son ilustradas en la Figura 2-4.






Figura 2-3.: La primera iteración del árbol de Hata con ángulo θ = 60◦.
Figura 2-4.: Las primeras cuatro iteraciones del árbol de Hata: Observamos W1 (arriba derecha),
W2 (arriba izquierda), W3 (abajo derecha) y W4 (abajo izquierda).
Para uso posterior observamos que también se puede construir este fractal a partir de V0 =





Denotamos por V∞ = ĺımn→∞ Vn = ∪∞n=0Vn.
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2.4.4. Árbol de Hata en el espacio
Sea p1 = (0, 0, 0) y p2 = (0, 0, 1) los vértices del conjunto W0 = [p1, p2], con el cual se inicia
la construcción del árbol de Hata.



































































es un conjunto ortonormal.




fi(Wn) para todo n.
Las primeras iteraciones son ilustradas en la Figura 2.4.4.
Para uso posterior observamos que también se puede construir este fractal a partir de V0 =





Denotamos por V∞ = ĺımn→∞ Vn = ∪∞n=0Vn.
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Figura 2-5.: Las primeras cuatro iteraciones del árbol de Hata 3D. Observamos W1 (arriba de-
recha), W2 (arriba izquierda), W3 (abajo derecha) y W4 (abajo izquierda).
3. Laplaciano de un grafo
En este caṕıtulo revisamos la construcción del operador Laplaciano de un grafo y sus pro-
piedades. En la primera parte de este caṕıtulo haremos una comparación entre el Laplaciano
clásico discretizado en una malla uniforme por diferencias finitas y el Laplaciano de un gra-
fo, estudiando sus caracteŕısticas principales. Daremos la definición de enerǵıa de un grafo
y estudiaremos el ĺımite de estas enerǵıas asociadas a una familia de grafos que aproxima
a un fractal. En particular definiremos la constante de renormalización que es importante
para obtener un ĺımite finito de una familia de enerǵıas asociadas a un familia de grafos que
aproxima a un fractal. Ver [1, 2, 3].
3.1. Aproximación del Laplaciano en el plano
Denote x = (x1, x2) ∈ R2. Recuerde que el operador de Laplace en R2 esta definido para








Denote e1 = (1, 0) y e2 = (0, 1) los vectores canónicos de R2. Una aproximación discreta
al operador derivada parcial de segundo orden esta dado por la diferencias centradas de


































Usando estas aproximaciones vemos que una aproximación del Laplaciano clásico está dada
por el Laplaciano discreto













La idea es que ∆kf(x)→ ∆f(x) cuando k →∞. Podemos tomar en particular k = 2n para
n entero y obtener una familia de aproximaciones {∆2n}n≥0 para ∆.
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Note que, al reescalar por el parámetro de escala (o renormalización) k2 = 4n y reorganizando




















El primer paréntesis es la suma de los valores correspondientes a nodos adyacentes al













donde x ∼ y determina que y es adyacente a x, es decir que la suma la efectuaremos
sobre todos los nodos que están unidos por una arista a x. Ver la Figura 3.1.

















Recuerde que los fractales autosimilares construidos en el Caṕıtulo 2 pueden aproximarse
por Vn, donde Vn es una unión finita de vértices. Cada uno de estos Vn puede ser visto como
un grafo (puede pensarse que Wn en los ejemplos del Caṕıtulo 2 representa las aristas de
dicho grafo). El objetivo es definir una aproximación del Laplaciano en cada uno de los grafos
(Vn,Wn) usando una analoǵıa con el operador de Laplace en R2. Veremos que el Laplaciano
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en cada grafo lo podemos definir de manera similar al lado derecho de la ecuación (3-1).
El inconveniente es que la constante de renormalización (que seŕıa el análogo del factor 4n)
requiere un análisis no trivial. De la ecuación (3-1) puede intuirse que el factor de escala
(o constante de renormalización) es esencial para obtener que el ĺımite cuando n → ∞



















vemos que este operador no converge a ∆f(x) si r 6= 4.
Como mencionamos el análisis relacionado a la constante de renormalización es no trivial y
puede depender del fractal que está siendo analizado, en particular de la estructura de los
grafos sobre los conjuntos que son aproximaciones de los fractales. En la siguiente sección
recordamos algunas definiciones básicas sobre grafos para presentar con más detalles la cons-
trucción del operador Laplaciano usando la analoǵıa con la aproximación del operador de
Laplace clásico en R2 presentado en esta sección.
Vale la pena notar que el parámetro de renormalización en (3-1) aparece de manera natural
debido a que estamos considerando aproximaciones sobre un grafo estructurado. Ver Figura
3.1. Si la malla en la Figura 3.1 no fuese una malla estructurada entonces debeŕıamos pro-
ceder con más cuidado ya que en la aproximación del operador del Laplace clásico entraŕıan
a jugar las distancias entre los vértices aśı como los ángulos entre las aristas.
La aproximación introducida arriba es del tipo de diferencias finitas en una malla estructu-
rada en donde usamos la información de la malla para construir directamente el operador
lineal de dimensión finita que pretende aproximar al operador de Laplace. Existen otras
aproximaciones clásicas del operador de Laplace, como los métodos de elementos finitos y
de Galerkin, que usan la información de la malla (es decir del grafo) para construir espacios
de funciones de dimensión finita y se aproxima el operador de Laplace usando proyecciones
en estos espacios de dimensión finita. En este caso debemos tener ya un procedimiento para
calcular la acción del operador de Laplace continuo sobre funciones (suficientemente regula-
res).
En el caso estudiado en este manuscrito y siguiendo las referencias [1, 2, 3] pretedemos
construir el operador definido en el fractal usando un proceso de ĺımites y de forma análoga
al proceso de aproximación del operador de Laplace en mallas regulares.
3.2. El Laplaciano de un grafo
Es esta sección recordaremos algunos conceptos asociados a grafos y definiremos el Lapla-
ciano del grafo por analoǵıa a la aproximación anterior del operador de Laplace en R2.
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Sea G(V,E) un grafo, donde V = {v1, v2, ..., vn} determina el conjunto de vértices y E el
conjunto de aristas (sin dirección) que unen dos elementos que pertenecen a V . Acto seguido
vamos a definir matriz de adyacencia y la matriz de pesos asociados a un grafo. Si v, w ∈ V
y existe una arista de que una v y w escribimos v ∼ w ∈ E.
Definimos formalmente la matriz de adyacencia en la siguiente definición.
Definición 3.2.1 (Matriz de adyacencia). Sea G(V,E) un grafo con n vértices. Definimos






1 si vi ∼ vj ∈ E
0 en otro caso.
La matriz de pesos es introducida a continuación.
Definición 3.2.2 (Matriz de pesos). Sea G(V,E) un grafo con n vértices. La matriz de pesos
PG de G es la matriz diagonal de dimensión n × n definida por PG = [pij]ni,j=1 con pij = 0
cuando i 6= j y para i = 1, 2, . . . , n tenemos que pii es el número de vértices adyacentes al
vértice vi. Es decir,
pii = #{w : v ∼ w ∈ E}. (3-2)
Con estas dos matrices (que dependen solo de las propiedades del grafo) podemos definir el
Laplaciano de un grafo G de la siguiente forma.
Definición 3.2.3 (Laplaciano de un grafo). Sea G(V,E) un grafo. La matriz del operador
Laplaciano asociado a G(V,E) está dada por
∆G = PG − AG.
En el caṕıtulo anterior presentamos ejemplos de conjuntos autosimilares. Sea K uno de estos
conjuntos autosimilares. En cada caso presentamos una aproximación {Vn}∞n=0 donde cada
Vn contenia un conjunto de vértices. También mostramos una aproximación {Wn}∞n=0 donde
cada Wn puede ser interpretado como un grafo con vértices en Vn. Vea la Figura 2-2 para
el caso del triángulo de Sierpinski. Denotemos por Gn(Vn, En) al grafo correspondiente a la
aproximación Wn. En cada uno de esto grafos podemos construir la matriz del Laplaciano
del grafo la cual denotaremos por ∆̃n. En otras palabras, para n = 0, 1, 2, . . . defina
∆̃n = ∆Gn . (3-3)
Recordando la analoǵıa de la aproximación del operador de Laplace clásico presentada en la
Sección 3.1. El siguiente paso es analizar como debemos reescalar esta familia de Laplacianos
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discretos de tal forma que podamos garantizar que el ĺımite existe cuando n → ∞. Un
camino para poder garantizar la existencia del ĺımite de los operadores {∆̃n}nn=0 después de
reescalados es comparar ∆̃n con ∆̃n+1. Para esta comparación hay que considerar la extensión
de funciones de Vn a Vn+1 y comparar la enerǵıa asociada a los Laplacianos ∆̃n con ∆̃n+1
definidos sobre los grafos respectivos. Ver [1, 2, 3]. Para esto en la próxima sección revisamos
el concepto de enerǵıa asociado al Laplaciano de un grafo.
3.3. Enerǵıa asociada al Laplaciano de un grafo
Considere G(V,E) un grafo conexo con n vértices. Sea u una función a valor real sobre los





donde x ∼ y quiere decir que x e y son vértices adyacentes, es decir xy ∈ E. La forma





Para que no haya confusión, en algunos casos, vamos a notar E(u, u) = E(u).
Es fácil ver que si introducimos los vectores U, V ∈ Rn dados por U = {u(x)}x∈V y V =
{v(x)}x∈V entonces
EG(u, v) = UT∆GV y EG(u, u) = UT∆GU.
Vemos que la matriz ∆G es la representación matricial de la enerǵıa EG.
Vamos a considerar ahora el caso particular de las aproximaciones {Vn}∞n=1. En este caso
debemos comparar las enerǵıas asociadas a los Laplacianos ∆n y ∆n+1, denotadas de aqúı en
adelante por
Ẽn(u, v) = EGn(Vn,Wn). (3-4)
Para fijar ideas consideraremos solo el caso del triángulo de Sierpinski y el caso de V0 y V1.
En particular considere la enerǵıa asociada a V0 y consideremos la enerǵıa asociada a una
extensión de una función a V1 en la Figura 3.2. Considere la función u : V1 → R tomando
valores como indicamos en la Figura 3.2.
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α0 = u(x0) α1 = u(x1)
α2 = u(x2)






Figura 3-1.: En el triángulo de Sierpinski, u(xi) = αi, donde xi ∈ Vn y u(yi) = βi para yi ∈
Vn+1 \ Vn, para i ∈ {0, 1, 2}.
Podemos calcular directamente la enerǵıa en V1 que será dada por
Ẽ1(u, u) = (α0 − β2)2 + (β2 − α1)2 + (α1 − β0)2 + (β0 − α2)2 + (α2 − β1)2












Note ahora que V0 ⊆ V1. Sea u1 una función definida en V1 y considere la restricción de
u a V0, es decir u0 = u1|v0 en V0. En principio no hay una relación entre Ẽ1(u1) y Ẽ0(u0).
Note que si u0 está definido sobre V0, existen muchas extensiones a V1, pero, existe solo una
extensión que minimiza la enerǵıa Ẽ1(u1) (con u1 extensión de u0). Es decir, si planteamos




Este problema de minimización tiene una única solución como podemos ver fácilmente en la
siguiente proposición.
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(αi − αj)2 (3-5)
en donde i, j = {0, 1, 2}.
2. El ı́nfimo es alcanzado en βi =
2s−αi
5
donde s = α1 + α2 + α3.
Demostración: Calcularemos el mı́nimo de la función










para βi ∈ R, i = 1, 2, 3. buscamos los puntos cŕıticos resolviendo el sistema
∂f
∂βi
= 0 para i = 0, 1, 2.
Por ejemplo para i = 1, tenemos
∂
∂β1
f(β1, β2, β3) =
3∑
i=2




= 8β1 − 2(β2 + β3)]− 2(α2 − α3)].





4β0 − β1 − β2 = α1 + α2
4β1 − β0 − β1 = α0 + α2
4β2 − β1 − β0 = α0 + α1.
Al resolver el sistema, para cada βi, obtenemos la solución βi =
s−αi
5
, donde s = α1 +α2 +α3.





















Podemos introducir las enerǵıas renormalizadas usando (3-5). Defina
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De esta forma la constante 3
5
asocia la enerǵıa del grafo con vértices V0 con la enerǵıa del
grafo con vértices V1. En particular para toda u1 : V1 → R, debido a la proposición anterior,
podemos escribir,
E1(u1, u1) ≥ E0(u1|V0 , u1|V0),
donde u1|V0 denota la restricción de u1 a V0.








Con la Proposición 3.3.1 estamos haciendo una asociación entre la enerǵıa del grafo Vn con la




que se conoce como la constante de renormalización asociada al Laplaciano de un grafo con
la forma de la enerǵıa.
Recordemos la definición de K del Caṕıtulo 2, K = ∪∞n=0Vn. Tenemos la siguiente proposi-
ción.
Proposición 3.3.2. Para cualquier f : K → R y n ∈ N0,
En+1(f, f) ≥ En(f, f)
donde En está definida en (3-4).
Demostración: Vamos a usar una notación similar a la introducida en la Figura 3.2. En
particular, dada f : K → R denotamos por {α`} los valores de f en los nodos de Vn y por
















Si vértices x, y son adyacentes, decimos que x ∼n y. La última suma es sobre todas las celdas
del triángulo de Sierpinski (Ver Figura 3.3). Usando la Proposición 3.3.1 en cada uno de los
triángulos tenemos que Ẽn+1(f, f) ≥ 53 Ẽn(f, f) lo cual prueba la proposición.
Tenemos el siguiente resultado de unicidad de extensión con mı́nima enerǵıa.
Proposición 3.3.3. Para cualquier f : Vn → R existe una única función g : Vn+1 → R tal
que f = g|Vn y
En(f, f) = En+1(g, g).




(x1 + x2), y1 =
1
2
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los vértices en Vn+1 \ Vn, contenidos en τ . Esto se cumple para todo punto en Vn+1 \ Vn de




i = 0, 1, 2, donde s = f(x0) + f(x1) + f(x2).
3.4. Forma matricial y constante de renormalización
Denote por An = ∆Gn donde {Gn(Vn,Wn)} es la sucesión de grafos asociados a la aproxi-
mación de fractal autosimilar K.










Denotemos U = [β, α] esta descomposición.






















































= βTFn+1,n+1β + 2β
TFn+1,nα + α
TFn,nα.
Derivando con respecto a β obtenemos
26 3 Laplaciano de un grafo
Fn+1,n+1β = −Fn+1,nα.
Cuando Fn+1,n+1 es invertible (que de hecho lo es por ser una submatriz de An+1 que es no
negativa cuyo espacio nulo son funciones constantes) tenemos,
β = −F−1n+1,n+1Fn+1,nα, (3-7)

















donde sn = Fn,n − F Tn+1,nF−1n+1,n+1Fn+1,n. Queremos comparar esta enerǵıa mı́nima con la
enerǵıa de α en el grado Vn, es decir, queremos calcular rn tal que,
αTAnα ≤ rn+1αT snα.






Vemos que rn es el mayor autovalor del problema de autovalores generalizados,
Anα = λsnα.











En el caso del triángulo de Sierpinski vemos que Vn+1\Vn corresponden a triángulos disjuntos,
y su construcción es la misma que hacemos para pasar de V0 a V1. Por lo tanto podemos
pensar que la extensión de mı́nima enerǵıa la calculamos en cada uno de estos triángulos, es
por esto que ri =
3
5







En el Anexo A podemos ver otro método para encontrar la constante de renormalización a
partir del la teoŕıa de redes eléctricas.
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3.5. Propiedades de la enerǵıa sobre un grafo conexo
En la sección anterior construimos para el grafoGn(Vn, En) asociado al triángulo de Sierpinski
una sucesión de enerǵıas renormalizadas {En} sobre Gn tal que para u : K → R la sucesión
Em(u) es creciente. Podemos definir entonces
E(u, u) = ĺım
n→∞
En(u, u).
Note que este ĺımite puede ser∞. Note también que si En(u, u) = 0 entonces u es constante.
Esto se debe a que si ∑
x∼ny
(u(x)− u(y))2 = 0
entonces tenemos que u(x)− u(y) = 0 para todo x ∼n y y como estamos asumiendo que Vn
es conexo concluimos que u es constante.
Definimos el siguiente conjunto, H1 = {u : K → R\E(u, u) < +∞}. Si u ∈ H1 entonces u
es de enerǵıa finita.
También definimos el conjunto H1∗ = H
1\{u ∈ H1\u es constante} el cual lo definimos como
el espacio cociente entre H1 y el espacio de funciones constantes.
En lo que queda de esta sección vamos a mostrar que si u tiene enerǵıa finita entonces es
uniformemente continua sobre K, por lo tanto podemos determinar aśı una única extensión
continua de K.
Teorema 3.5.1. Si u ∈ H1, entonces E(u, u) es uniformemente continua sobre el espacio
Vn.
Demostración Sea u una función de enerǵıa finita, vamos a tener en cuenta dos formas de
ver que la enerǵıa es continua.
1. (Caso 1) Nótese que En(u) ≤ E(u). Si x ∼n y para x, y ∈ Vn tenemos
r−n(u(x)− u(y))2 ≤ En(u) ≤ E(u).
Lo cual podemos reescribir aśı,
|u(x)− u(y)| ≤ rn/2E(u)1/2.
Ahora consideremos la cadena de puntos xn, xn+1, ..., xn+j, xn+j+1 ∈ Vn+j, donde xn+j ∼n+j
xn+j+1, entonces tenemos,
|u(xn)− u(xn+k)| ≤ |u(xn)− u(xn+1)|+ ...+ |u(xn+k−1)− u(xn+k)|
≤
(
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2. (Caso 2) Por la geométria de K, pueden existir dos cadenas de la misma longitud (ver









Figura 3-2.: Como podemos ver en el gráfico existen dos caminos mı́nimos desde el vértice repre-
sentado por × y el vértice representado por ◦.
De esta forma podemos decir que E(u, u) es continua.
Ahora vamos a estudiar el espacio H1∗ , el cual es el espacio cociente entre H
1 y las funciones
constantes.
Lema 3.5.2. Sea u, v ∈ H1∗ . Entonces,
ĺım
n→∞
En(u, v) = E(u, v)
existe y define un producto interno sobre el H1∗ .





(En(u+ v)− En(u− v)) .
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Dado que los ĺımites que están en el lado derecho existen, entonces el ĺımm→∞ En(u, v) existe.
Para probar que es un producto interno, vamos a determinar que E(u, u) = 0 implica que
u = 0.
Si E(u) = 0, entonces En(u) = 0. Dado que Em(u) es creciente, positiva y continua, entonces u
debe ser constante sobre Vn para todo n, factorizando u obtenemos la propiedad deseada.
Con este lema, podemos determinar que el conjunto dado por la enerǵıa del grafo es un
espacio de Hilbert.
Teorema 3.5.3. El conjunto H1∗ forma un espacio de Hilbert.
Demostración: Vamos a demostrar que H1∗ es completo, para eso lo asociaremos con el
espacio H10 = {u ∈ H1 : u(q0) = 0, q0 ∈ V0}.
Sea {Un} una sucesión en H10 tal que E(un − un′)→ 0, cuando n, n′ →∞, entonces para un
n fijo, En(um − um′)→ 0, cuando m,m′ →∞ dado que E(um − um′) ≥ En(ux − um′)
Dado que estamos trabajando sobre un número finito de vértices, tenemos que
ĺım
m→∞
um(x) existe para cada x ∈ Vn
luego para el ı́ndice n, obtenemos lo siguiente
En(um − u) = ĺım
m′→∞
En(um − um′)
dado que este se cumple para los m′ ≥ m, entonces esto podemos hacer independiente del n
en el cual estemos trabajando.
Como resultado de lo que hemos estudiado, ya sabemos que existen funciones no constantes
f : K → R tal que E(f, f) < ∞. La Proposición 3.3.3 nos dan herramientas para construir
dichas funciones, en lo que sigue daremos la definición de función armónica sobre un grafo,
para luego buscar aproximaciones a partir de un espacio de funciones continuas para aśı lle-
gar al objetivo principal del trabajo.
Sea f : Vn → R, decimos que g : Vm → R es una extensión armónica de f si:
1. g(x) = f(x) para cualquier x ∈ Vn.
2. En(g, g) = En(f, f).
En este caso diremos que g es una función armónica de f . En particular si n = 0 diremos
que g es armónica en Vm.
Definición 3.5.4. El espacio S(H0, Vn) de splines por partes de nivel n esta definido sobre
el espacio de funciones continuas tal que u ◦ Fw es armónico para todo |w| = n, donde Fw
está dado en (2-7).
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Es facil ver que S(H0, Vn) está contenido en H
1 dado que sus elementos tienen las caracte-
risticas de ser una función con el mı́nimo de enerǵıa y es finito dado que está determinado
por los vértices en la iteración n.
Teorema 3.5.5. Cualquier función u ∈ C(K) la podemos aproximar uniformemente por
una sucesión un ∈ S(H0, Vn), con un|Vn = u|Vn. Además, si u ∈ H1 entonces um converge a
u en el espacio H1∗ .
Demostración: Sea ε > 0, tenemos por la continuidad de u que para cierto n, |u(x) −
u(Fw(q0))| < ε, para todo w tal que |w| = n . Dado que un|Vn = u|Vn , también tenemos que
|um(x)− u(Fw(q0))| < ε, de acá:
|u(x)− un(x)| ≤ |u(x)− u(Fwq0)|+ |u(Fwq0)− un(Fwq0)|+ |un(Fwq0)− un(x)|
≤ ε+ 0 + ε
≤ 2ε para x ∈ FwK
aśı, |um − u|∞ ≤ 2ε.
La siguiente suposición u ∈ H1. Entonces En(u, u) = En(um, um) ↗ E(um, um) = E(u, u).
También E(u, um) = E(u.um) = En(um), aśı:
E(u− um, u− um) = E(u, u)− 2E(u, um) + E(um, um) = E(u, u)− En(um, um)→ 0
Con estos teoremas tenemos una idea principal del espacio de funciones sobre los vértices del
grafo y como a partir del espacio spline podemos encontrar una aproximación a la función
enerǵıa.
4. Forma débil de operadores
diferenciales
En este caṕıtulo presentaremos la formulación débil de operadores diferenciales. Para esto
introduciremos la medida autosimilar y su relación con el operador Laplaciano mediante la
fórmula de integración por partes.
4.1. Medida autosimilar
En esta sección introduciremos la noción de medida sobre un conjunto autosimilar, en-
focándolo hacia el triángulo de Sierpinski. Los demás casos son similares.
Consideremos una medida de probabilidad µ sobre K introducido en la Sección 2.4.2. Se
requiere que la medida de probabilidad µ cumpla las siguientes cuatro condiciones:
(Positiva) Para cualquier celda Cj del triángulo de Sierpinski tenemos que µ(Cj) > 0.
(Aditividad) Si C =
⋃N





(Continuidad) Para todo subconjunto medible de K tenemos que µ(A) → 0 cuando
A→ ∅.
(Probabilidad) µ(K) = 1.
En el triángulo de Sierpinski, cada celda de nivel n tiene medida positiva. Si la medida de
todas las celdas es la misma obtenemos la medida estándar la cual es un caso especial de la
medida autosimilar.
La medida autosimilar en triángulo de Sierpinski puede ser construida a partir conjunto




µi = 1 para µi > 0.
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La medida la generamos de la siguiente forma. Por la construcción del triángulo de Sierpinski,
























Dado que la medida estándar es igual en cada celda del triángulo de Sierpinski, entonces
tenemos que µi =
1
3
. La medida estándar, para la imagen de A por la función fi está dada
por
µ(fi(A)) = µiµ(A). (4-1)









µ(A ∩ fi(K)). (4-2)
Teniendo en cuenta que
f−1i (A) = f
−1
i (A ∩ fi(K)) implica A ∩ fi(K) = fi
(




µ(A ∩ fi(K)) = µiµ(f−1i (A ∩ fi(K)) = µiµ(f−1i (A)).







Donde obtenemos el resultado en (4-1) dado que cuando i 6= j, los términos se hacen cero.
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g(xw)µ(fw(K)) para xw ∈ fw(K).
Por el teorema del valor medio para integrales, g(xw) reemplazamos por el desarrollo de g












Aśı, desarrollamos una integral discreta sobre las aristas de un grafo. Luego al grafo G le






















(µ(fw(K)) + µ(fw′(K))) si x ∈ Vn \ V0,
1
3
µ(fnw(K)) si x ∈ V0,
en el sentido que x = fw(qi) = fw′(qj), para i 6= j. Notese que w y w′ son las iteraciones que
parte desde dos vértices distintos de V0 y llegan al vértice x.
Dado que la medida estándar para el triángulo de Sierpinski es,
µ(fw(K)) = 1/3
n.


















4.2. Fórmula de la integración por partes
Usando la notación de la Sección 3.5. Para el triángulo de Sierpinski, obtuvimos que la
enerǵıa para f : V∞ → R, definimos para n ∈ N0 la forma de la enerǵıa como








Definimos también el operador de Laplace renormalizados
∆n = 5
n∆̃n. (4-4)
Con un cambio de variable podemos mostrar que En(f, f) = −
∫
f∆nfdµ
n , donde ∆n es el
Laplaciano renormalizado para el grafo en la n-esima iteración (Ver 4-4).
A esta identidad la conocemos como la fórmula de integración por partes la cual dice que
para toda función f : V∞ → R, tenemos que




Usando esta identidad podemos definir el Laplaciano en K por
−
∫
f(x)∆f(x)µ(dx) = E(f, f). (4-6)
4.3. Formulaciones para el problema de Dirichlet
Dada g : V∞ → R, encontrar u : V∞ → R tal que
{
−∆u(x) = g(x) x ∈ V∞ \ V0,
u(x) = g(x) x ∈ V0,
(4-7)
donde ∆u(x) es definido en (4-6). Nos referiremos a esta formulación del problema de Diri-
chlet como formulación fuerte. De acuerdo a la fórmula de integración por partes tenemos
−
∫
∆u · vdµ = E(u, v).






gvdµ para todo v ∈ H10
u(x) = g(x) x ∈ V0.
(4-8)
Recuerde que H1 = {u : V∞ → R\E(v, v) < +∞} y H10 = {v ∈ H1\v(x) = 0, x ∈ V0}.
5. Aproximaciones numéricas para el
problema de Dirichlet
Consideramos el problema: Dada g : V∞ → R, encontrar u : V∞ → R tal que
{
−∆u(x) = g(x) x ∈ V∞ \ V0,
u(x) = h(x) x ∈ V0.
. (5-1)
En este caṕıtulo construimos aproximaciones numéricas para este problema de Dirichlet. En
particular construiremos formulaciones discretas que pretenden aproximar la solución de este
problema o que están relacionadas con la misma.
5.1. Método de diferencias finitas: aproximación por
sucesión de Laplacianos renormalizados
Recordemos que la construcción del Laplaciano sobre V∞ la hicimos por analoǵıa con la
aproximación de diferencias finitas en una malla regular del operador de Laplace clásico.
Resulta entonces proponer las siguiente aproximación para (5-1).




∆̃n = PGn − AGn ,
es la diferencia de las matrices de pesos y adyacencia asociadas al grafo Gn = Gn(Vn,Wn).
Aproximamos la solución de (5-1) por uDF : Vn → R que es construida que está dada por,
UDF = {uDFn (x)}x∈Vn y considere la partición
UDF = {{uDFn (x)}x∈V0 , {uDFn (x)}x∈Vn\V0} = [U0, UI ].
Esta representación vale para cualquier función definida en Vn. Esta partición genera la
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Entonces U0 = {g(x)}x∈V0 y UI satisface el sistema lineal
∆IIUI = fI −DI,0U0. (5-3)
En resumen el problema discreto es: Calcular uDF representado por U = [U0, UI ] con U0
dado y UI satisface (5-3).
Esta formulación tiene la ventaja de que su implementación es simple y esta soportada por
el hecho de que es aśı como construimos el operador de Laplace en V∞, como ĺımite de estas
aproximaciones. En la siguientes secciones ilustraremos algunos experimentos numéricos.
Una de las desventajas de esta implementación es que necesita conocer de antemano la cons-
tante de renormalización para construir las matrices de Laplace renormalizadas.
Cabe notar que en términos de aproximación numérica la constante de renormalización pue-
de ser vista como una escala adecuada para la acción del forzante f(x) en cada uno de los
grafos Vn. Por esto tiene sentido considerar también aproximaciones de elementos finitos que
requieren el uso de formas débiles.
A continuación proponemos un procedimiento numérico para determinar una aproximación
de la constante de renormalización a partir de los grafos sobre Vn.
5.1.1. Un procedimiento para aproximar la constante de
renormalización
La idea es usar el problema {
−∆u(x) = 1 x ∈ K,
u(x) = 0 x ∈ V0.
(5-4)
Supongamos que no conocemos el factor 5n en (5-2). Coloquemos el factor de escala como
siendo qn. Podemos aproximar el problema (5-4) por
{
qn∆̃nun(x) = 1 x ∈ Vn \ V0,
un(x) = 0 x ∈ V0.
Queremos aproximar el valor de la constante q. Observe que numéricamente podemos calcular
la solución de {
∆̃zn = 1 x ∈ Vn \ V0,
zn(x) = 0 x ∈ V0.
Debemos tener que zn(x) = q
nun(x), x ∈ Vn, ya que ∆̃n es invertible. Para Vn+1 tendremos
zn+1 = q
n+1un+1. Observe que zn y zn+1 pueden ser calculados sin necesidad de conocer q.
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Tabla 5-1.: Valores calculados de qn,n+1 definido en (5-7).
Para n lo suficientemente grande debemos tener
zn = q
nun con un ≈ u, (5-5)
zn+1 = q
n+1un+1 con un+1 ≈ u, (5-6)
donde u es la solución exacta de (5-4). Podemos usar







donde x ∈ Vn \ V0. Usando este método podemos calcular la Tabla 5-1. Aśı, observe que
ĺımn→∞ qn,n+1 = 5.
De forma análoga podemos aproximar la constante de renormalización. Sabemos que pode-




vdµn para todo v.
un(x) = 0 x ∈ V0.
Queremos aproximar la constante r.




vdµn para todo v.
zn(x) = 0 x ∈ V0.
Debemos tener que zn(x) = r
−nun(x), x ∈ Vn, ya que ∆̃n es invertible. Para Vn+1 tendremos
zn+1 = r
−n−1un+1. Observe que zn y zn+1 pueden ser calculados sin necesidad de conocer r.
Para n lo suficientemente grande debemos tener
zn = r
−nun con un ≈ u, (5-8)
zn+1 = r
−n−1un+1 con un+1 ≈ u, (5-9)
donde u es a solución exacta de (5-4).
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Tabla 5-2.: Valores calculados de rn,n+1 definido en (5-10).








De esta forma podemos calcular la Tabla 5-2.
En este caso la convergencia es mas lenta y podemos verificar usando argumentos de escala




5.2. Método de elementos finitos
La idea del método de elementos finitos es aproximar la forma débil. La formulación discreta
la construimos de la siguiente forma.






gvdµ para todo v ∈ H10
u(x) = g(x) x ∈ V0.
(5-11)
La idea es plantear este mismo problema en P n en lugar de H1. En la formulación de Galerkin






gvdµ para todo v ∈ P n ∩H ′0.
u(x) = g(x), x ∈ V0
(5-12)






gvdµ para todo v ∈ P n ∩H10 .
u(x) = g(x), x ∈ V0.
(5-13)
Note que ahora calculamos la enerǵıa En en lugar de E . Queremos introducir una aproxi-
mación para lo ejemplos introducidos en el Caṕıtulo 2. En este trabajo proponemos dos
alternativas para implementar una aproximación de esta formulación.
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5.2.1. Integrales a lo largo de las aristas
Recuerde que En(u, v) = −
∫
∆nu · vdµ1n cuando u, v : Vn → R. Usando esta igualdad como
motivación introducimos la siguiente forma bilineal






donde por u′ denotamos la derivada a lo largo del segmento [x, y] de la interpolación lineal
de los valores u(x) y u(y) en los extremos del intervalo. La medida ν1n es definida como





2E (1)n (u, v) =
∫
gvdν1n para todo v ∈ P n ∩H10 .
u(x) = g(x), x ∈ V0.
(5-15)
Podemos escribir u = uI + uG donde uG(x) = g(x), x ∈ V0; uG(x) = 0, en x ∈ Vn \ V0 aśı,
encontrar uI ∈ P n tal que uI(x) = 0 para x ∈ V0 y tal que
E (1)n (uI , v)dν1n =
∫
gdν1n − E (1)n (uG, v)
Observamos que está formulación es equivalente a
A(1)n u = b
(1)
n .
Denotemos Vn\V0 = {x1, x2, ..., xp} el conjunto de vértices “interiores” según la terminoloǵıa





















Queremos estudiar numéricamente las relación entre (5-18) y (5-13) para los ejemplos de
conjuntos autosimilares estudiados en el Caṕıtulo 2.
Recuerde que






Integrando por partes en cada arista observamos que
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Como u y v son funciones lineales, u′′ = 0 en cada segmento. Obtenemos el siguiente resul-
tado,




Calculando las derivadas en términos de los valores extremos y teniendo en cuenta que la
distancia entre vértices adyacentes en el triángulo de Sierpinski es de 1/2n, tenemos











De esta forma, llegamos a que
A(1)n = 2
n · ∆̃n.
Para obtener la parte derecha de (5-13) vamos a aproximar g linealmente, quiere decir que
vamos a tomar el conjunto de puntos {g(x)}x∈Vn y conectarlos con segmentos de recta. La
conexión esta dado por las aristas del grafo Gn que representan el fractal, es decir que si



















Figura 5-1.: Aproximación de la función g(x, y) = sin(x+ y) a través de rectas que pasan por los
puntos {g(x)}x∈Vn cuando n = 1.










(2n(g(b)− g(a))x− g(a)) · ϕj(x)dx,
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donde 2n(g(b)−g(a))x−g(a) es la ecuación de la recta que une los puntos (a, g(a)) y (b, g(b)),
















en la iteración n = 1.








gvdν(1)n para todo v ∈ P n ∩H10 .
u(x) = g(x), x ∈ V0.
(5-16)
La constante r(1) puede ser aproximada usando un procedimiento análogo al descrito ante-
riormente.







5.2.2. Integrales sobre triángulos
Introducimos la siguiente forma bilineal






donde por ∇u denotamos el gradiente, en el triángulo τ de la interpolación lineal de los
valores de u en los extremos del triángulo. La medida ν
(2)
n es definida como la medida de




E (2)n (u, v) =
∫
gvdν(2)n para todo v ∈ P n ∩H10 .
u(x) = g(x), x ∈ V0.
(5-18)
Procediendo como en la sección anterior obtenemos el sistema lineal
A(2)n u = b
(2)
n











Podemos calcular con mas detalle estas integrales.















Para esto, sobre una celda del triángulo, construimos un plano el cual sea cero en dos vértices
de la celda y uno en el que queda. Básicamente, vamos a tomar tres planos los cuales son
P1(x, y) = 1− x− y, P2(x, y) = x, P3(x, y) = y.
Estos planos están dados sobre un triángulo con vértices (0, 0), (1, 0) y (0, 1). Con transfor-
maciones básicas, podemos llegar a construir los planos sobre los vértices de una celda del
triángulo de Sierpinski. Ahora, los planos, los podemos representar con la siguiente matriz.
V =
(
x2 − x1 y2 − y1
x3 − x1 y3 − y1
)
,
la cual representa los vectores base del plano. Las derivadas parciales del plano, las vamos a
















y3 − y1 y1 − y2
x1 − x3 x2 − x1
)
.















Como el objetivo es obtener una constante que asocie la enerǵıa por áreas a la enerǵıa por
grafos entonces vamos a utilizar la definición de área de un triángulo a partir del determi-














y3 − y1 y1 − y2
x1 − x3 x2 − x1
)
donde l es la longitud de los lados del triángulo. Si calculamos para las tres funciones
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de esa manera podemos construir los demás, y aśı generalizar:









cuando i 6= j.
(5-19)
Ahora como en los vértices interiores del triángulo de Sierpinski tiene el doble de aristas que
en V0, podemos obtener el siguiente resultado






pii cuando i = j.
−1 cuando i ∼n j.
(5-20)
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La formulación anterior, de igual manera que hicimos con longitudes, debe ser reescalada




(r(2))nE (2)n (u, v) =
∫
gvdν(2)n para todo v ∈ P n ∩H10 .
u(x) = g(x), x ∈ V0.
(5-21)
Donde la constante r(2) puede ser aproximada usando un procedimiento análogo descrito en
la sección 5.1.1.
5.3. Ilustraciones de los métodos numéricos
En está sección comenzaremos a mostrar las soluciones numéricas de los distintos fracta-
les vistos en el documento. En particular buscamos la solución de la ecuación de Poisson,
haciendo uso de todos los conceptos estudiados en este documento.
Para dar la solución utilizamos el software Matlab, con el cual generamos los códigos.
5.3.1. El triángulo de Sierpinski
Como vimos en la sección anterior la solución sobre el triángulo de Sierpinski la podemos
ver de tres formas, a partir del Laplaciano del grafo, por el MEF sobre los contornos o MEF
sobre las áreas generadas por el fractal, la frontera de este grafo está dado por el conjunto




−∆u(x, y) = f(x, y)
u(a0) = 1, u(a1) = 0, u(a2) = 0.
Luego la solución numérica dada por el método de la subsección 5.2.1 y por el método de la
sección 5.2 va a estar dada por las Figuras 5-3 y 5-5.























Figura 5-3.: Solución u(x, y) de la ecuación de Poisson 5n∆̃nu = g(x, y) (Izquierda) y r(1) ·




n (Derecha) cuando g(x, y) = sin(x + y), u(a0) = 1 y u(a1) =
u(a2) = 0 en el espacio V4 del triángulo de Sierpinski.































Figura 5-4.: Aproximación de u(x, y) de la ecuación de Poisson 5n∆̃nu = g(x, y) (Izquierda)




n (Derecha) cuando g(x, y) = sin(x + y), u(a0) = 1 y
u(a1) = u(a2) = 0 en el espacio V5 del triángulo de Sierpinski.









































Figura 5-5.: Aproximación de u(x, y) de la ecuación de Poisson 5n∆̃nu = 0 (Izquierda) y r(1) ·
E(1)n (u, v) = 0 (Derecha) u(a0) = 1 y u(a1) = 0 en el espacio V3 del árbol de Hata.
5.3.2. La curva de Kosh
En la curva de Kosh vamos a hacer la comparación entre el Laplaciano del grafo y la solución
por el MEF, teniendo en cuenta lo que vimos en el Caṕıtulo 2, para la curva de kosh tenemos,




−∆u(x, y) = g(x, y)
u(a0) = 1, u(a1) = 0.
Por el método descrito para el triángulo de Sierpinski, en la Subsección 5.2.1, al asociar el




(r(1))nE (1)n (u, v) =
∫
gvdµn para todo v ∈ P n ∩H10 .
u(x) = g(x), x ∈ V0.
(5-22)
donde µn es la medida autosimilar para la curva de Kosh y la constante de renormalización
está dado por r(1) = 16
9
, la cual podemos hallar por método descrito en la sección 5.1.1.





































Figura 5-6.: Aproximación de u(x, y) de la ecuación de Poisson 16n∆̃nu = g(x, y) (Izquierda) y




n (Derecha) cuando g(x, y) = 10 · sin(x + y), u(a0) = 1 y







































Figura 5-7.: Aproximación de u(x, y) de la ecuación de Poisson 15n∆̃nu = 0 (Izquierda) y r(1) ·
E(1)n (u, v) = 0 (Derecha), u(a0) = 1 y u(a1) = 0 en el espacio V3 de la curva de Kosh.
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5.3.3. El árbol de Hata
El método para solucionar la siguiente ecuación, donde el dominio es el árbol de Hata es el




−∆u(x, y) = f(x, y)
u(a0) = 1, u(a1) = 0




(r(1))nE (1)n (u, v) =
∫
gvdµn para todo v ∈ P n ∩H10 .
u(x) = g(x), x ∈ V0.
(5-23)
donde µn es la medida autosimilar para el árbol de Hata y la constante de renormalización
está dado por r(1) = 15
9





















































Figura 5-8.: Aproximación de u(x, y) de la ecuación de Poisson 15n∆̃nu = g(x, y) (Izquierda) y




n (Derecha) cuando g(x, y) = 10 · sin(x + y), u(a0) = 1 y
u(a1) = 0 en el espacio V3 del árbol de Hata.

















































Figura 5-9.: Aproximación de u(x, y) de la ecuación de Poisson 15n∆̃nu = 0 (Izquierda) y r(1) ·
E(1)n (u, v) = 0 (Derecha), u(a0) = 1 y u(a1) = 0 en el espacio V3 del árbol de Hata.
5.3.4. Árbol de Hata 3D
Para esté fractal solo vamos a utilizar el método de diferencias finitas descrito en 5.1, acá la
solución esta descrita por los colores de las ramas.


























Figura 5-10.: Aproximación de u(x, y) de la ecuación de Poisson 18n∆̃nu = g(x, y) cuando
g(x, y) = 10 · sin(x + y), u(a0) = 0 y u(a1) = 1 en el espacio V3 del árbol de
Hata 3D.
6. Conclusiones y trabajo futuro
En trabajo se presentó la definición de conjunto autosimilar, se estudiaron sus propiedades
y se dieron distintos ejemplos como el triángulo de Sierpinski, la curva de Kosh y dos reali-
zaciones diferentes del árbol de Hata. Usando el caso concreto del triángulo de Sierpinski, se
desarrollaron minuciosamente algunos conceptos sobre operadores diferenciales en su forma
fuerte y débil ( enerǵıas y formas bilineales asociadas). En particular se planteó y aproximo
numéricamente el problema de Dirchlet.
Para construir el operador diferencial se usaron operadores construidos en una sucesión
de aproximaciones del fractal. Estas aproximaciones pueden ser pensadas como grafos. Al
asociar cada aproximación a un grafo simétrico (donde no es necesario tener en cuenta la
distancia entre los vértices) se puede trabajar de una forma algebraica solo con matrices
de adyacencia y de pesos. En esta parte se busca que considerar el siguiente iterado de la
aproximación, la enerǵıa sea mı́nima al extender funciones al siguiente nivel. Este paso se
puede analizar con distintos métodos como mı́nimos sin restricción, circuitos eléctricos, o
complemento de Schur. En toco caso, para el triángulo de Sierpinski y fractales similares
obtenemos que solo basta con una constante de renormalización. De esta manera se obtiene
un Laplaciano asociado a la sucesión de grafos (que se define con un proceso de ĺımite de
los operadores asociados a las aproximaciones). Se puede entonces plantear problemas de
frontera. Con la medida autosimilar se deduce la forma débil de los problemas de frontera y
a estos se les puede aplicar el método de elementos finitos para obtener aproximaciones.
En este trabajo se implemento el método de diferencias finitas para calcular soluciones
aproximadas en aproximaciones del fractal. La constante de renormalización es aproximada
numéricamente.
También se propusieron métodos de elementos finitos. Se compararon las aproximaciones de
elementos finitos con las aproximaciones de diferencias finitas construyendo el Laplaciano
directamente de los grafos asociados a las aproximaciones del fractal (con el operador re-
escalado por la constante de renormalización calculada numéricamente). Por analoǵıa con la
formulación débil del problema de Dirichlet, las aproximaciones de elementos finitos incluyen:
Aproximación del cálculo de “derivadas” en donde se usan derivadas clásicas de inter-
polaciones lineales por partes en dimensiones uno y dos
Aproximación de la medida autosimilar. Se usan dos aproximaciones: 1)la medida de
longitud restringida a las aristas de los triángulos de la aproximación del fractal y 2)
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la medida de área restringida a los triángulos de la aproximación del fractal.
Aproximación de la constante de renormalización usando soluciones numéricas calcu-
ladas sin la constante de renormalización.
El método de elementos finitos obtiene resultados similares a los obtenidos por medio de
diferencias finitas. La aproximación por áreas en el triángulo de Sierpinski (5-21) se pro-
ponen dos aproximaciones: La primera combina derivadas clásicas a lo largo de las aristas
con integración con respecto a la medida de longitud. La segunda combina derivadas parcia-
les clásicas con integración en dos dimensiones sobre los triángulos de la aproximaciones al
triángulo de Sierpinski.
En la curva de Kosh y en el árbol de Hata el método es similar, tanto el cálculo de la cons-
tante de renormalización como el método de elementos finitos para solucionar la ecuación
diferencial. En estos casos solo consideramos derivadas a lo largo de las aristas combinadas
con integración de la medida de longitud.
Es importante mencionar también que la implementación de elementos finitos es simple y no
tiene grandes cambios con respecto al método de elementos finitos para ecuaciones diferen-
ciales en dominios abiertos. Se puede usar códigos de elementos finitos que trabajen sobre
triangulaciones en general y solo debemos usar como dato de entrada para estos códigos la
“triangulación” o grafo con que se aproxima el fractal.
Después de formular un método de elementos finitos para aproximar soluciones de ecuaciones
diferenciales en dominios fractales se debe proceder a realizar un análisis de error el cual se
propone como posible desarrollo futuro para este trabajo. El análisis de error requiere de una
estimativa de error a priori el cual en general asume resultado de regularidad de la solución.
Por último y para problemas prácticos debe discutirse resultados de error a posteriori para
ecuaciones diferenciales en fractales heterogéneos.
Como último comentario importante observamos lo siguiente. Como muestran los resultados
de las implementaciones de los métodos de elementos finitos para los fractales considera-
dos en este trabajo, los procesos de difusión en estos fractales śı pueden ser aproximados
por procesos de difusión clásicos (que envuelven derivadas clásicas) sobre aproximaciones
del fractal donde estos deben ser re-escalados por el parámetro de escala. Este parámetro
de escala puede ser pensado como una familia de coeficientes de conductividad para cada
aproximación. Esta idea será también explorada en trabajos futuros.
A. Anexo: Constante de renormalización
determinada por teoŕıa de redes
eléctricas
En este anexo se muestra otra forma de calcular la constante de renormalización a partir
de la teoŕıa de redes, particularmente con propiedades de las resistencias en redes eléctricas.
Esté método busca interpretar el grafo, asociado al fractal, como una red eléctrica donde
cada arista es una resistencia, y con simplificación de redes se puede conseguir una constante
tal que la enerǵıa sea mı́nima.
A.1. Interpretación a partir de redes eléctricas
En esta sección se considerara la noción de enerǵıa sobre un grafo finito G como se vio en






como la asociación de la enerǵıa al grafo. Se va a interpretar a cxy como la conductancia
y su rećıproco rxy = 1/cxy como la resistencia. Cada vértice de G es un nodo de la red
eléctrica y las aristas de G son las resistencias conectadas a los nodos. Un flujo de amperaje
esta representado por (u(x)− u(y))/rxy = cxy(u(x)− u(y)) con el cual produce una enerǵıa
cxy(u(x) − u(y))2 desde cada resistencia. Tenga en cuenta que cxy > 0 y además si cxy = 0
entonces la resistencia es infinita, lo cual quiere decir que no puede haber flujo de enerǵıa
entre x y y.
Sea G un grafo, el cual representa una red eléctrica, con unos subgrafos V ′, y V ′′ = G− V ′.
Lo que se va a hacer es suministrarle un voltaje u(x) a todos los vértices del grafo, y entre
estos valores, de acuerdo a la teoŕıa de redes, minimizar la enerǵıa.
Por ejemplo, suponga que se tiene una red con tres nodos x, y, z y dos aristas x ∼ y y y ∼ z.
Si se tiene el conjunto de voltajes u(x) y u(z) en los extremos de los nodos, entonces lo que
se busca es un valor para u(y) tal que la enerǵıa sea mı́nima. Recordando la forma de la
enerǵıa en este caso se tiene,
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cxy(u(x)− u(y))2 + cyz(u(x)− u(y))2.






















(u(x)− u(z))2 = 1
rxy + ryz
(u(x)− u(z))2.
Nótese que la resistencia total de la red, es la suma de las resistencias rxy + ryz, esto dado
que las resistencias están en serie.
Figura A-1.: Red eléctrica tipo Y (izquierda) y red eléctrica tipo ∆ (derecha).
En el siguiente lema se da una asociación entre dos redes, una tipo Y y otra tipo ∆. Con
esto nos dará un procedimiento para poder calcular la constante de renormalización para el
triángulo de Sierpinski.
Lema A.1.1. Considere una red tipo Y (Figura A-1) con nodos x, y, z, w y aristas que
conectan a x, y, z a w y las resistencias rxw, ryw, rzw. Entonces la resistencia equivalente











donde R = rxy + ryz + rzx. Además, el valor de la enerǵıa minimizante en w es:
u(w) =
cxwu(x) + cywu(y) + czwu(z)
cxw + cyw + czw
. (A-3)
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Demostración: Sea una red en Y como está descrita en la hipótesis del lema, aśı la forma
de la enerǵıa sobre la red esta dada por:
cxw(u(x)− u(w))2 + cyw(u(y)− u(w))2 + czw(u(z)− u(w))2. (A-4)
Ahora como se busca minimizar la enerǵıa, para esto se utiliza el método de la primera donde
la variable de derivación es u(w),
∂
∂u(w)
cxw(u(x)− u(w))2 + cyw(u(y)− u(w))2 + czw(u(z)− u(w))2 = 0.
al despejar u(w) se obtiene (A-3).




u (x)− cxwu (x) + cywu (y) + czwu (z)




u (y)− cxwu (x) + cywu (y) + czwu (z)




u (z)− cxwu (x) + cywu (y) + czwu (z)
cxw + cyw + czw
)2
.
Simplificando la expresión anterior se obtiene,
cxwcyw
cxw + cyw + czw
(u(x)− u(y))2+ cxwczw
cxw + cyw + czw
(u(x)− u(z))2+ cywczw
cxw + cyw + czw
(u(y)− u(z))2 ,
la cual es la forma de la enerǵıa para la red tipo ∆, donde los coeficientes cumplen A-2.
Se calculara la forma de la enerǵıa minimizante en el triángulo de Sierpinski, con ayuda del
lema A.1.1 y teniendo como condición inicial es que en los vértices del conjunto V0 se tiene
un voltaje de 1 en uno de los vértices y cero en los otros dos. Todas las resistencia van a
tener un valor 1, es decir que en las aristas del triángulo, su valor es de uno.
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Como se puede ver el valor de las aristas en el grafo V1 va a ser de 1, lo primero que se va
a hacer es estudiar la forma de la resistencia para que sea mı́nima, luego por A.1.1 se puede
hacer un cambio de red de Y → ∆.
Dado que hay unas resistencias en series, su resistencia equivalente esta dada por la suma
de sus resistencias, aśı se obtiene (c). Para (d) se vuelve a aplicar A.1.1.
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Finalmente, pasando de Y → ∆ se obtiene que r = 5
3
en todas las aristas de V0.
Como se pudo ver se asocio G1 con G0, buscando resistencias equivalentes. Para determinar
la forma de la enerǵıa que sea mı́nima al pasar de V0 a V1, se comenzara al contrario, es decir
de (f) a (a). Para esto se utilizó (A-3) para determinar el voltaje de los nodos que se van
creando.



















B. Anexo: Formulación variacional para
ecuaciones diferenciales ordinarias y
parciales
En este anexo de muestra el procedimiento básico del Método de elementos finitos, visto
desde una forma unidimensional y en el espacio.
B.1. Formulación variacional para ecuaciones diferenciales
ordinarias
Se va a considerar un problema con valores en la frontera sobre un espacio de Hilbert L2 =
L2(Ω), el cual tiene condiciones homogéneas, es decir:
Au = −(au′)′ + bu′ + cu = f, en Ω = (0, 1), con u(0) = u(1) = 0
Se va a asumir que los coeficientes a, b y c tienen derivadas continuas, y además
a(x) ≥ a0 > 0,
c(x)− b′(x)
2
≤ 0, para x ∈ Ω̄,
multiplicando la ecuación diferencial por una función v ∈ C10 = C10(Ω), e integrando sobre el
intervalo Ω, se obtiene:
∫ 1
0








(av′w′ + bv′w + cvw)dx,
el funcional lineal








0 (Ω), se puede escribir la ecuación diferencial
como
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a(u, φ) = L(φ) ∀φ ∈ H10 .
B.2. Formulación variacional para la ecuación diferencial
de Poisson
Se considera el siguiente problema con valores en la frontera,
−∆u = f en Ω
u = 0 en Γ, (B-1)








A este problema se le conoce como la ecuación de Poisson, la cual modela muchos problemas
de f́ısica y mecánica, como por ejemplo la dispersión de la temperatura en una lámina, el po-
tencial de electromagnetismo o el estiramiento de una membrana elástica por una transversal
de carga fija f , donde su frontera es fija.
Antes de continuar es importante recordar la fórmula de Green la cual es de vital importancia








donde A = (A1, A2) es un vector función definido sobre Ω,





y n = (n1, n2) es un vector unitario normal que apunta hacia el exterior de Γ. Se le va a













































































































n2 se le conoce como la derivada normal, es decir, la derivada con
dirección al vector normal exterior a la frontera Γ.













Ahora para solucionar la ecuación de Poisson B-1 se va a hacer un trato muy parecido al que
se hizo con la ecuación diferencial ordinaria. Para esto se multiplicara a B-1 por una función
v y por B-2 se obtiene la forma bilineal,
a(u, v) = −
∫
Ω










con el producto interior
〈f, v〉
donde
v ∈ V =
{






son continuas sobre Ω y v = 0 en Γ
}
.
Aśı, la ecuación B-1 se puede reescribir de la siguiente forma,
a(u, v) = 〈f, v〉 para todo v ∈ V.
Bibliograf́ıa
[1] Jara Milton. 2013. Análise em fractais, coloquio Brasileño de matemáticas, Instituto
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[8] Natá Machado. 2013. Teoria espectral de grafos, Universidade federal de Santa Catarina,
Brasil.
[9] Yves Achdou. 2006. Christophe Sabot, Nicoletta Tchou, Diffusion and Propagation Pro-
blem in Some Ramified Domains with a fractal Boundary.
[10] Lancia Maria Rosaria. Second order transmission Problem Across a Fractal Surface,
2003.
[11] P. Bagnerini, A. Buffa, E. Vacca. 2006. Finite elements for prefactal transmission pro-
blem.
[12] Stig Larsson. 2009. Partial Differential Equations with Numerical Methods.
[13] Antonio-Mihail Nuica. 2010. Renormalization of generalized ”abc”Gaskets.
[14] Antonio-Mihail Nuica. 2010. Renormalization of a generalized Gaskets and Lindstrom’s
Snowflake.
[15] Gibbon M., Raj A., Strichartz R. 2001. The Finite Element Method on the Sierpinski
Gasket, Constructive approximacion, Springer-Verlag New York.
