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Neste trabalho estudamos a convergeˆncia em Informac¸a˜o de Fisher Relativa, de uma sequeˆncia
de somas estabilizadas de varia´veis aleato´rias i.i.d. para uma varia´vel aleato´ria esta´vel na˜o-
extremal, sob a hipo´tese de convergeˆncia em distribuic¸a˜o.




In this work, we studied the convergence to a non-extremal stable variable in Relative Fisher
Information for stabilized sums of i.i.d. random variables, under the hypothesis of convergence
in distribution.
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Introduc¸a˜o
O estudo de uma grande variedade de modelos teo´ricos e aplicados, encontrados na literatura,
basei-se no comportamento assinto´tico de sequeˆncias de somas estabilizadas do tipo
Zn =
X1 +X2 + · · ·+Xn
bn
− an, n ≥ 1, (1)
onde Xn, n ≥ 1, sa˜o varia´veis aleato´rias (v.a.’s) independentes e identicamente distribu´ıdas
(i.i.d.), com func¸a˜o de distribuic¸a˜o F e {an}n≥1 e {bn}n≥1 sa˜o sequeˆncias de constantes reais,
com bn > 0.
Um dos principais teoremas da Teoria Cla´ssica da Probabilidade, o Teorema do Limite












= N (0, 1), que e´ uma distribuic¸a˜o α−esta´vel com α = 2. Aqui, D−→ indica convergeˆncia
em distribuic¸a˜o e
D
= indica igualdade em distribuic¸a˜o .
Sem a hipo´tese da finitude do segundo momento e´ conhecido que as poss´ıveis distribuic¸o˜es
limites de Z sa˜o as distribuic¸o˜es α−esta´veis, com 0 < α < 2, entre as quais incluem-se as
distribuic¸o˜es de Cauchy (α = 1) e a distribuic¸a˜o de Levy (α = 1/2). Neste caso, diz-se que a
func¸a˜o de distribuic¸a˜o F pertence ao domı´nio de atrac¸a˜o da distribuic¸a˜o α−esta´vel Z quando
Zn
D−→ Z. Assim, as distribuic¸o˜es α−esta´veis caracterizam-se como limites em distribuic¸a˜o de
somas estabilizadas de v.a.’s i.i.d. e sa˜o utilizadas na modelagem de fenoˆmenos aplicados nas
mais diversas a´reas, tais como economia, financ¸as, atua´ria, entre outras.
Generalizac¸o˜es do Teorema do Limite Central Ba´sico (no caso i.i.d.) para distribuic¸o˜es
limites α-esta´veis teˆm sido amplamente investigadas na literatura (vide, por exemplo, [14]
e [27]). Uma condic¸a˜o necessa´ria e suficiente para que Zn
D−→ Z, onde Z e´ α-esta´vel com
1
0 < α < 2, e´ que a func¸a˜o de distribuic¸a˜o F possua cauda a` direita e a` esquerda de variac¸a˜o
regular, com o mesmo ı´ndice caudal α, ou seja,
F (−x) ∼ [c0 + o(1)]x−αL(x) e 1− F (x) ∼ [c1 + o(1)]x−αL(x), quando x −→ +∞, (3)
onde c0 > 0 e c1 > 0 sa˜o constantes apropriadas e L(x) e´ uma func¸a˜o lentamente variante no
infinito, no sentido de Karamata. Neste caso, bn = n
1/αh(n), onde h e´ uma func¸a˜o lentamente
variante dada por h(x) = (1 + o(1))L(x), quando x −→ ∞. Assim, as distribuic¸o˜es α-esta´veis
com 0 < α < 2 sa˜o distribuic¸o˜es de cauda pesada. O caso α = 2 refere-se a` distribuic¸a˜o Normal,
que tem cauda leve.
Devido a`s inu´meras aplicac¸o˜es de teoremas de limites desta natureza, uma questa˜o de inte-
resse na literatura e´ se esta convergeˆncia fraca em (2) implica em convergeˆncia em um sentido
mais forte para a mesma v.a. Z.
Neste trabalho, estamos interessados na convergeˆncia relativa a` “distaˆncia” de Informac¸a˜o
de Fisher ou tambe´m chamada Informac¸a˜o de Fisher Relativa, que e´ usada como “medida” de
discrepaˆncia entre duas distribuic¸o˜es.
O conceito de Informac¸a˜o de Fisher foi introduzido por Fisher em 1925 no contexto de
estimac¸a˜o de paraˆmetros e esta´ fortemente relacionado com o conceito de entropia relativa (ou
divergeˆncia de Kullback-Leibler). Neste contexto, e fazendo uso dos princ´ıpios da Teoria da
Informac¸a˜o, podemos dizer que a Informac¸a˜o de Fisher e´ uma medida de discrepaˆncia local,
que nos fornece a quantidade de “informac¸a˜o” fornecida pelo paraˆmetro de interesse de uma
dada distribuic¸a˜o.
Num contexto geral, para X e Y v.a.’s absolutamente cont´ınuas com densidades dife-
rencia´veis p e q, respectivamente, a Informac¸a˜o de Fisher Relativa e´ definida por
















(para x tal que p(x) 6= 0) e´ chamada func¸a˜o escore.
oSob as hipo´teses do Teorema do Limite Central, no caso i.i.d. com EX21 < +∞, onde
temos Zn
D−→ Z, com Z D= N (0, 1), Barron e Johnson [3] mostram que I(Zn||Z) −→ 0 se, e
2
somente se, I(Zn0) < +∞ para algum n0 ≥ 1. Aqui, I(Y ) indica a Informac¸a˜o de Fisher da









onde p e´ a densidade de Y , com derivada p′.
Comparando com outros tipos de convergeˆncia, a convergeˆncia a` uma distribuic¸a˜o normal
na distaˆncia de Informac¸a˜o de Fisher e´ uma propriedade mais forte do que em variac¸a˜o total e
do que em entropia relativa. Isto pode ser observado pelas conhecidas desigualdades
σ2
2
I(Zn ‖ Z) ≥ D(Zn ‖ Z) ≥ 1
2
‖pn − ψ‖2TV
va´lidas se EX1 = EZ e V arX1 = V arZ = σ
2, onde pn indica a densidade de Zn, ψ e´ a
densidade Normal de Z, D(Zn||Z) denota a entropia relativa dada por









e ‖pn − ψ‖TV e´ a distaˆncia induzida pela norma da variac¸a˜o total entre Zn e Z. Em [14]
podemos encontrar relac¸o˜es da Informac¸a˜o de Fisher com outros modos de convergeˆncia em
situac¸o˜es mais gerais.
Nosso interesse neste trabalho e´ a extensa˜o do resultado de Barron e Johnson para o caso
em que Z tem distribuic¸a˜o α-esta´vel na˜o-extremal, ou seja, quando α = 2 ou quando 0 < α < 2
e −1 < β < 1, sendo β o paraˆmetro de simetria. Esta extensa˜o foi obtida em 2014 por Bobkov
Chistyakov e Gotze [6] e e´ refereˆncia principal deste trabalho.
Assim, no Cap´ıtulo 1 apresentamos os conceitos e resultados preliminares sobre func¸o˜es de
variac¸a˜o lenta; convoluc¸a˜o de func¸o˜es, func¸o˜es de variac¸a˜o limitada, distribuic¸o˜es esta´veis e
teoremas de limites relacionados.
O Cap´ıtulo 2 e´ dedicado ao estudo do conceito e das propriedades da Informac¸a˜o de Fisher.
Iniciamos com uma motivac¸a˜o do conceito inserido no contexto da Teoria de Informac¸a˜o e
uma descric¸a˜o de propriedades gerais da Informac¸a˜o de Fisher. Em seguida, apresentamos
propriedades espec´ıficas da Informac¸a˜o de Fisher relativas a`s func¸o˜es de variac¸a˜o limitada e a`
convoluc¸a˜o de densidades.
Finalmente, no Cap´ıtulo 3 estudamos o teorema principal de Bobkov Chistyakov e Gotze [6]
o qual estabelece que: se Zn
D−→ Z, onde Z e´ α- esta´vel na˜o-extremal e Zn, n ≥ 1, e´ a sequeˆncia
3
de somas estabilizadas em (1), com X1, X2, ... i.i.d. com densidade absolutamente cont´ınua,
enta˜o I(Zn||Z) −→ 0 se, e somente se, I(Zn) < +∞ para algum n. Uma breve justificativa




f.d. Func¸a˜o de Distribuic¸a˜o.
i.i.d. Independentes e Identicamente Distribu´ıdas.
D−→ Convergeˆncia em Distribuic¸a˜o.
D
= Identidade em Distribuic¸a˜o.
f ∗ g Convoluc¸a˜o de f e g.














R Conjunto dos nu´meros reais.
EX Esperanc¸a da v.a. X.
V arX Variaˆncia da v.a. X.∫
A
f(x)dx Integral de Lebesgue sobre A ⊂ R.
1A Func¸a˜o Indicadora do conjunto A.





O objetivo deste cap´ıtulo e´ apresentar os resultados que da˜o suporte a` teoria desenvolvida nos
segundo e terceiro cap´ıtulos.
Na Sec¸a˜o 1.1 apresentamos a definic¸a˜o e alguns teoremas importantes das func¸o˜es de variac¸a˜o
lenta, entre eles o Teorema de Representac¸a˜o e o Teorema de Convergeˆncia Uniforme. O estudo
das func¸o˜es de variac¸a˜o lenta e´ importante para nosso trabalho, pois com esta teoria podemos
caracterizar os domı´nios de atrac¸a˜o das distribuic¸o˜es esta´veis.
Na Sec¸a˜o 1.2 apresentamos algumas propriedades das convoluc¸o˜es de func¸o˜es definidas em
R e uma fo´rmula ana´loga ao binoˆmio de Newton, chamada decomposic¸a˜o binomial para con-
voluc¸o˜es de func¸o˜es, e obtemos a forma da func¸a˜o caracter´ıstica para a convoluc¸a˜o de duas
func¸o˜es de densidade. Ao final da sec¸a˜o provamos uma desigualdade relacionada a` variac¸a˜o
total da n−e´sima convoluc¸a˜o de densidades absolutamente cont´ınuas.
A Sec¸a˜o 1.3 e´ dedicada ao estudo das distribuic¸o˜es esta´veis, conceito chave neste traba-
lho. Apresentamos algumas propriedades importantes dessas distribuic¸o˜es, a representac¸a˜o da
func¸a˜o caracter´ıstica de uma lei esta´vel, a definic¸a˜o de leis esta´veis na˜o-extremais e finalizamos
com uma generalizac¸a˜o do Teorema do Limite Central.
Na u´ltima sec¸a˜o apresentamos resultados sobre limites uniformes de densidades e das de-
rivadas de densidades de sequeˆncias de somas estabilizadas convergindo em distribuic¸a˜o para
uma lei esta´vel.
As refereˆncias ba´sicas deste cap´ıtulo sa˜o [13], [19], [22] e [27].
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1.1 Func¸o˜es de Variac¸a˜o Lenta












Definic¸a˜o 1.1.2. Uma func¸a˜o g : [0,+∞) → R+ e´ dita de variac¸a˜o regular de ı´ndice α, se






Claramente (1.2) e´ equivalente a` escrever g(x) = xαh(x), onde h(x) e´ uma func¸a˜o de variac¸a˜o
lenta.
Agora vamos apresentar dois teoremas ba´sicos da teoria das func¸o˜es de variac¸a˜o lenta,
dos quais seguem a maioria das propriedades destas func¸o˜es. A prova dos teoremas pode ser
encontrada em [22].
Teorema 1.1.3 (Teorema da Convergeˆncia Uniforme). Se h e´ uma func¸a˜o de variac¸a˜o lenta,





= 1 uniformemente para todo t ∈ [a.b].
Teorema 1.1.4 (Teorema de Representac¸a˜o de Karamata). Uma func¸a˜o h e´ de variac¸a˜o lenta
se, e somente se, pode ser representada na forma








para algum x0 > 0, onde c(x) e´ mensura´vel em [x0,∞),
lim
x→∞














Teorema 1.1.6. Seja h uma func¸a˜o de variac¸a˜o lenta em [x0,∞), para algum x0 > 0. Se f e´














Ao longo deste trabalho, ale´m das func¸o˜es de variac¸a˜o lenta vamos utilizar sequeˆncias de
variac¸a˜o lenta, o qual definimos a seguir.
Definic¸a˜o 1.1.7. Seja {h(n)}n∈N uma sequeˆncia de nu´meros reais positivos, dizemos que h(n)






1.2 Convoluc¸o˜es de Func¸o˜es e Func¸o˜es de Variac¸a˜o Li-
mitada
Definic¸a˜o 1.2.1. Sejam f e g func¸o˜es reais dadas. A convoluc¸a˜o de f e g e´ representada por
f ∗ g e e´ definida pela integral
(f ∗ g)(x) =
∞∫
−∞
f(y)g(x− y)dy para x ∈ R.
As seguintes propriedades das convoluc¸o˜es seguem diretamente da definic¸a˜o.
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Propriedades
(a) f ∗ g = g ∗ f (Comutatividade)
(b) f ∗ (g ∗ h) = (f ∗ g) ∗ h ( Associatividade)
(c) f ∗ (g + h) = (f ∗ g) + (f ∗ h) ( Distributividade)

















Observac¸a˜o 1.2.2. Podemos ver que se X e Y sa˜o v.a.’s independentes com func¸o˜es de dis-






Ale´m disso, se f1, f2 e f3 sa˜o as densidades de X, Y e Z respectivamente, enta˜o




Proposic¸a˜o 1.2.3. (Decomposic¸a˜o Binomial para Convoluc¸o˜es) Sejam f e g func¸o˜es reais.
Enta˜o







fk∗ ∗ g(n−k)∗, (1.4)
onde hn∗ indica a convoluc¸a˜o de h n vezes, isto e´, h1∗ = h, h2∗ = h ∗ h e para n > 2,
hn∗ = h(n−1)∗ ∗ h.
Demonstrac¸a˜o. Claramente (1.4) e´ va´lida para n = 1. Das propriedades das convoluc¸o˜es, para
n = 2,
(f + g)2∗ = (f + g) ∗ (f + g) = f 2∗ + 2 (f ∗ g) + g2∗.
Agora, suponhamos que (1.4) e´ va´lida para n − 1 e mostremos que tambe´m vale para n. De
fato, da hipo´tese de induc¸a˜o e das propriedades de associatividade e distributividade segue





















Desta proposic¸a˜o podemos obter uma caracterizac¸a˜o da func¸a˜o caracter´ıstica associada a`
convoluc¸a˜o de duas densidades de probabilidade, que apresentamos a seguir.
Corola´rio 1.2.4. Se p e q sa˜o densidades de probabilidade com func¸o˜es caracter´ısticas asso-
ciadas f e g respectivamente, enta˜o fkgn−k, k = 1, ..., n, e´ a func¸a˜o caracter´ıstica associada a
pk∗ ∗ q(n−k)∗.































Uma propriedade importante para o desenvolvimento dos cap´ıtulos seguintes diz respeito
a` variac¸a˜o total da n−e´sima convoluc¸a˜o de densidades absolutamente cont´ınuas, que sera´ de-
mostrada na Proposic¸a˜o 1.2.8. Para isso, apresentamos inicialmente conceitos e propriedades
de func¸o˜es de variac¸a˜o limitada e variac¸a˜o total.





|f(xk)− f(xk−1)| , (1.5)
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onde o supremo e´ tomado sobre toda partic¸a˜o P = {a = x0 < x1 < · · · < xn = b} do intervalo
I. Se ‖f‖TV < ∞ dizemos que f e´ de variac¸a˜o limitada e definimos o nu´mero ‖f‖TV como a
variac¸a˜o total de f em I.
Se f na˜o e´ de variac¸a˜o limitada, escrevemos, ‖f‖TV =∞.
Teorema 1.2.6. Suponhamos que f e f ′ sa˜o func¸o˜es cont´ınuas no intervalo I = [a, b]. Enta˜o





Demonstrac¸a˜o. Ver [18], pa´g.313.
De maneira ana´loga podemos definir variac¸a˜o total de uma func¸a˜o f : R→ R, isto e´,




|f(xk)− f(xk−1)| <∞, (1.6)
onde o supremo e´ tomado sobre todas as sequeˆncias ., ., ., xk−1, xk, xk+1, ., ., . tais que xk → ±∞
quando k → ±∞. Como acima, a quantidade ‖f‖TV e´ chamada variac¸a˜o total de f em R.
Agora, vamos demonstrar uma desigualdade que e´ outra consequeˆncia das propriedades das
convoluc¸o˜es e do Teorema de Fubbini.
Proposic¸a˜o 1.2.8. Se p e´ uma densidade absolutamente cont´ınua com derivada p′ cont´ınua,
enta˜o
‖pn∗‖TV ≤ ‖p‖TV , para n = 1, 2, 3.... (1.7)













































Logo, (1.7) e´ va´lida para todo n ∈ N.
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1.3 Distribuic¸o˜es Esta´veis e Teorema do Limite Central
Generalizado
Nesta sec¸a˜o apresentamos uma s´ıntese dos conceitos e principais propriedades de distribuic¸o˜es
esta´veis. Para maiores detalhes vide [13], [19] e [27].
Definic¸a˜o 1.3.1. Dizemos que uma v.a X segue uma lei esta´vel, se para cada inteiro n ≥ 2 e
X1, X2, ..., Xn v.a’s independentes com a mesma distribuic¸a˜o de X, existem constantes cn > 0
e dn tais que
Zn = X1 +X2 + · · ·+Xn D= cnX + dn (1.8)
onde
D
= significa igualdade em distribuic¸a˜o, ou equivalentemente, em termos da func¸a˜o carac-
ter´ıstica f de X,
[f(t)]n = eidntf(cnt). (1.9)
Se X e´ esta´vel, e´ poss´ıvel mostrar que existem constantes 0 < α ≤ 2, σ > 0, |β| ≤ 1 e µ ∈ R
tais que
cn = n
1/α e dn =
µ(n− n




log n, se α = 1.
No caso α > 1, e´ poss´ıvel tomar µ = EX.
Os seguintes exemplos mostram quatro casos de distribuic¸o˜es esta´veis onde as suas densi-
dades ou func¸o˜es de probabilidade podem-se escrever por meio de func¸o˜es elementares.
Exemplo 1. Caso Degenerado, isto e´, P (X = µ) = 1. Sabemos que a func¸a˜o caracter´ıstica de
X e´ f(t) = eitµ. Logo, [f(t)]n = ei(nt)µ = f(nt). Assim, X e´ esta´vel com cn = n e dn = 0.
Exemplo 2. Distribuic¸a˜o Normal. Seja X
D
= N (µ, σ2), enta˜o a func¸a˜o caracter´ıstica de X e´






. Logo, [f(t)]n = exp {i(µn− µ√n)t} f(√nt). Portanto, X
e´ esta´vel com cn = n
1/2 e dn = µ(n− n1/2).
Exemplo 3. Distribuic¸a˜o Cauchy. X
D






a2 + (x− b)2
)
, x ∈ R. e func¸a˜o caracter´ıstica f(t) = exp {ita− b|t|} .
Logo, [f(t)]n = f(nt). Assim, X e´ esta´vel com cn = n e dn = 0.
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Exemplo 4. Distribuic¸a˜o Le´vy. Seja X
D











, x > δ,
e func¸a˜o caracter´ıstica f(t) = exp
{
itγ −√−2itδ} . Logo, [f(t)]n = exp it(γn− γn2)f(n2t) e
portanto X e´ esta´vel com cn = n
2 e dn = γ(n− n2).
Vamos nos reportar a` v.a.’s esta´veis apenas para o caso na˜o-degenerado.
E´ conhecido que, com excec¸a˜o das leis esta´veis Normal, Cauchy e Levy, na˜o temos expresso˜es
em termos de func¸o˜es elementares para as densidades das distribuic¸o˜es esta´veis (na˜o degenera-
das), o que temos e´ uma representac¸a˜o para suas correspondentes func¸o˜es caracter´ısticas, como
mostra o teorema a seguir.
Teorema 1.3.2. Uma v.a. X na˜o-degenerada e´ esta´vel, com paraˆmetros α, σ, β, µ, se, e so-
mente se, sua func¸a˜o caracter´ıstica f tem a forma
f(t) = exp {iµt− σα|t|α [1 + iβ sign(t)w(t, α)]} , (1.10)





, se α 6= 1
2
pi
log |t|, se α = 1.
Observac¸a˜o 1.3.3.
(a) Por (1.10) temos que os paraˆmetros α, σ, β e µ caracterizam completamente a distribuic¸a˜o
de X. Assim, costuma-se representar uma v.a. esta´vel X por
X
D
= Sα(σ, β, µ)
e denominar X como v.a. α−esta´vel.
(b) O paraˆmetro α e´ chamado ı´ndice de estabilidade e carateriza a taxa de decrescimento da
cauda da lei esta´vel X.
O nu´mero β e´ chamado paraˆmetro de simetria. Quando β = 0, as distribuic¸o˜es esta´veis
sa˜o sime´tricas, como e´ o caso de uma v.a com distribuic¸a˜o N (µ, σ2) ou com distribuic¸a˜o
Cauchy (γ, δ).
O nu´mero σ e´ o paraˆmetro escala e µ o de locac¸a˜o. Quando σ = 1 e µ = 0 dizemos que X
e´ α−esta´vel padra˜o.
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(c) De (1.10) segue que |f(t)| = e−c|t|α, com c = σα, e que f e´ integra´vel. Logo, pela Fo´rmula







Podemos mostrar que as densidades α−esta´veis sa˜o cont´ınuas e infinitamente diferencia´veis.




|t|k|f(t)|dt = Γ((k + 1)/α)
piα
c−(k+1)α, k = 1, 2, 3, ...
ou seja, tanto a densidade ψ como suas derivadas esta˜o limitadas uniformemente em x.
(d) As densidades α−esta´veis sa˜o unimodais. (Vide por exemplo, Teorema 2.5.3 em [13] ou
[27]).
(e) Se 0 < α ≤ 1, enta˜o f na˜o e´ diferencia´vel em t = 0 e E(|X|) =∞. No caso 1 < α < 2, f
e´ diferencia´vel em t = 0 apenas uma vez e assim E(|X|) <∞, mas E(X2) =∞. Somente
para α = 2, ou seja, quando X segue uma distribuic¸a˜o normal, temos esperanc¸a e variaˆncia
finitas.
(f) Pode-se mostrar que EXδ <∞ para todo 0 < δ < α (vide por exemplo [10], pa´g 215.)
No caso α−esta´vel, com 0 < α < 2, embora na˜o existam formas expl´ıcitas para densidades
esta´veis gerais, sa˜o conhecidas va´rias propriedades de suas densidades. Dentre elas destacamos,
na proposic¸a˜o a seguir, a aproximac¸a˜o assinto´tica quando x→ +∞ e quando x→ −∞ por leis
de poteˆncia com caudas pesadas, ou seja, regularmente variantes.
Proposic¸a˜o 1.3.4. Seja X
D
= Sα(σ, β, µ), 0 < α < 2 com densidade ψ. Enta˜o
(a) para −1 < β ≤ 1, temos
P (X > x) ∼ C0x−α quando x→ +∞
e
ψ(x) ∼ C1x−(α+1) quando x→ +∞
onde C0 = σ







(b) para −1 ≤ β < 1, temos
P (X < −x) ∼ D0x−α quando x→ −∞
e
ψ(x) ∼ D1|x|−(α+1) quando x→ −∞
onde D0 = σ
αcα(1− β), e D1 = αD0.
Observe que para 0 < α < 2 e −1 < β < 1 ambas as caudas da densidade, quando x→ +∞
e x→ −∞, podem ser aproximadas por leis de poteˆncia, ou seja,
ψ(x) ∼ C1x−(α+1) quando x→ +∞ e ψ(x) ∼ D1|x|−(α+1) quando x→ −∞. (1.11)
Estas densidades, juntamente com a densidade normal, sa˜o chamadas de na˜o-extremais como
definimos a seguir.
Definic¸a˜o 1.3.5. Uma v.a. X α−esta´vel e´ chamada na˜o-extremal se X segue uma distribuic¸a˜o
normal, ou se 0 < α < 2 e −1 < β < 1 em (1.10).
Observac¸a˜o 1.3.6. Se X e´ α−esta´vel na˜o-extremal, com 0 < α < 2, como toda densidade
esta´vel e´ unimodal, segue de (1.11) que a densidade ψ de X e´ positiva em toda a reta real (isto
e´, supp(ψ) = R). Ale´m disso, e´ poss´ıvel mostrar que
|ψ′(x)|
ψ(x)
∼ 1|x| quando |x| → +∞ (1.12)




1 + |x| para x ∈ R. (1.13)
Uma outra forma de caracterizar distribuic¸o˜es esta´veis e´ como a distribuic¸a˜o limite de somas
estabilizadas.




− an, n ≥ 1,
onde an ∈ R, bn > 0 e Sn = X1 + · · · + Xn, com X1, X2, ... v.a.’s i.i.d., e´ chamada uma
sequeˆncia de somas estabilizadas.
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Teorema 1.3.8. Um v.a. Z e´ esta´vel se, e somente se, existe uma sequeˆncia de somas estabi-
lizadas que converge em distribuic¸a˜o para Z. Neste caso, se Z e´ na˜o-degenerada, a sequeˆncia
{bn} de nu´meros reais e´ dada por bn = n1/αh(n), 0 < α ≤ 2, onde h e´ uma func¸a˜o de variac¸a˜o
lenta no sentido de Karamata.
Uma questa˜o natural e´: se X1, X2, ... sa˜o v.a.’s i.i.d. com func¸a˜o de distribuic¸a˜o F , sob
quais condic¸o˜es existem sequeˆncias {an} e {bn}, com bn > 0, para as quais a sequeˆncia de
somas estabilizadas {Zn} converge em distribuic¸a˜o para uma distribuic¸a˜o na˜o-degenerada e
qual seria esta distribuic¸a˜o limite?
Em outras palavras, deseja-se obter condic¸o˜es para as quais uma func¸a˜o de distribuic¸a˜o F
esteja no domı´nio de atrac¸a˜o de uma func¸a˜o de distribuic¸a˜o na˜o-degenerada, conforme definimos
a seguir.
Definic¸a˜o 1.3.9. Seja F a func¸a˜o de distribuic¸a˜o de v.a.’s i.i.d. X1, X2, X3, .... Dizemos que F
pertence ao domı´nio de atrac¸a˜o de uma func¸a˜o de distribuic¸a˜o na˜o-degenerada G, se existem
sequeˆncias de constantes {an} e {bn}, com bn > 0 tais que a sequeˆncia de somas estabilizadas
{Zn},
Zn =
X1 +X2 + · · ·+Xn
bn
− an, n ≥ 1,
converge fracamente para G. Ou seja,
Zn
D−→ Z, (1.14)
onde Z e´ uma v.a. com f.d G.
Aqui
D−→ indica a convergeˆncia em distribuic¸a˜o, isto e´,
Zn
D−→ Z se, e somente se, P (Zn ≤ x) −→
n→∞
G(x) = P (Z ≤ x), ∀x ∈ C(G),
onde C(G) denota o conjunto de pontos de continuidade de G.
Note que, (1.14) e´ equivalente a
lim
n→∞
F n∗(bnx+ anbn) = G(x), ∀x ∈ C(G),
onde F n∗ = F ∗ · · · ∗ F , a n-e´sima convoluc¸a˜o de F , e´ a func¸a˜o de distribuic¸a˜o de Sn.
Se EX21 <∞, a resposta a` pergunta inicial e´ dada por um dos resultados mais importantes







V arSn o limite segue uma distribuic¸a˜o Normal, ou seja, se F e´ uma
func¸a˜o de distribuic¸a˜o com segundo momento finito, enta˜o F esta´ no domı´nio de atrac¸a˜o de
uma distribuic¸a˜o Normal.
Generalizac¸o˜es do Teorema do Limite Central sa˜o apresentadas a seguir.
Primeiramente, apresentamos condic¸o˜es necessa´rias e suficientes para que uma func¸a˜o de
distribuic¸a˜o F pertenc¸a ao domı´nio de atrac¸a˜o de uma distribuic¸a˜o α−esta´vel.
Teorema 1.3.10. Uma func¸a˜o de distribuic¸a˜o F pertence ao domı´nio de atrac¸a˜o de uma
distribuic¸a˜o α−esta´vel se, e somente se,
F (x) ∼ c0 + o(1)
(−x)α L(−x) quando x→ −∞ (1.15)
e
1− F (x) ∼ c1 + o(1)
xα
L(x) quando x→∞, (1.16)
onde L e´ uma func¸a˜o lentamente variante no sentido de Karamata, para certas constantes
c0 > 0 e c1 > 0.
Teorema 1.3.11 (Teorema do Limite Central Generalizado). Sejam X1, X2, ... v.a.’s i.i.d. com
func¸a˜o de distribuic¸a˜o F satisfazendo
1− F (x) ∼ cx−γ, quando x→∞,F (x) ∼ d|x|−γ, quando x→ −∞, (1.17)
onde γ > 0. Enta˜o F pertence ao domı´nio de atrac¸a˜o de uma distribuic¸a˜o α−esta´vel padra˜o,
com paraˆmetros
α =
γ se γ ≤ 22 se γ > 2, e β = c− dc+ d.
Neste caso, as sequeˆncias normalizantes {an} e {bn} sa˜o escolhidas de acordo com a tabela
a seguir:
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γ α an bn
0 < γ < 1 γ 0 [pi(c+ d)]1/α [2Γ(α) sin(αpi/2)]−1/α n1/α
γ = 1 γ β(c+ d)n lnn (pi/2)(c+ d)n
1 < γ < 2 γ nE(X) [pi(c+ d)]1/α [2Γ(α) sin(αpi/2)]−1/α n1/α
γ = 2 2 nE(X) (c+ d)1/2 [n lnn]1/2
γ > 2 2 nE(X) [(1/2)V arX]1/2 n1/2
Tabela 1.1: Forma dos coeficientes an e bn.
Finalizamos esta sec¸a˜o com um teorema que garante que: para que uma func¸a˜o de distri-
buic¸a˜o F esteja no domı´nio de atrac¸a˜o de uma distribuic¸a˜o α−esta´vel e´ necessa´rio e suficiente
que a respectiva func¸a˜o caracter´ıstica f1 associada a F seja regularmente variante perto da
origem.
Teorema 1.3.12. Seja Z = Sα(σ, β, µ) uma v.a α−esta´vel com func¸a˜o caracter´ıstica dada por
(1.10). Uma condic¸a˜o necessa´ria e suficiente para que uma func¸a˜o de distribuic¸a˜o F esteja
no domı´nio de atrac¸a˜o de Z, ou seja, que Zn
D−→ Z, onde {Zn} e´ uma sequeˆncia de somas




iµt− c|t|αh(|t|−1) [1 + iβ sign(t)w(t, α)]} (1.18)
onde c = σα > 0, α, β, µ, σ, w(t, α) como no Teorema 1.3.2 e h(x) e´ uma func¸a˜o lentamente






A demonstrac¸a˜o do teorema anterior e´ dada em detalhes em [13] (Teorema 2.6.5.). Note









No caso especial, quando 0 < α < 2, da prova do teorema pode-se concluir que a func¸a˜o L(x),
aparecendo nas relac¸o˜es assinto´ticas (1.15) e (1.16) do Teorema 1.3.10, e a func¸a˜o h(x) esta˜o
relacionadas por
h(x) = (1 + o(1))L(x), quando x→∞,
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onde o(1)→ 0 quando x→∞. Assim de (1.15), (1.16) e (1.19) segue que
1− F (bn) + F (−bn) ∼ c
n
quando n→∞.
Logo, temos o seguinte resultado para o caso 0 < α < 2.
Corola´rio 1.3.13. Se Zn
D−→ Z, onde Z = Sα(σ, β, µ), com 0 < α < 2, enta˜o
|f1(t)| = exp
{−c|t|αh(|t|−1)} , (1.20)
onde c > 0 e h(x) e´ uma func¸a˜o lentamente variante quando x → +∞ satisfazendo (1.19).
Mais ainda,
P (|X1| > bn) = 1− F (bn) + F (−bn) ∼ c
n
. (1.21)
Note que: se E(X21 ) <∞, podemos tomar h(x) = 1 e, neste caso, bn ∼
√
n, mas






Isto mostra que (1.21) na˜o e´ verdade para α = 2.
1.4 Distribuic¸o˜es Esta´veis e Teoremas de Limites Uni-
formes
Nesta sec¸a˜o apresentamos teoremas de limites uniformes para a sequeˆncia de densidades e
das derivadas das densidades de somas estabilizadas convergindo em distribuic¸a˜o para uma lei
esta´vel.
Para isso, seja Z uma v.a. α−esta´vel com densidade ψ(x) e considere a sequeˆncia de somas
estabilizadas
Zn =
X1 + · · ·+Xn
bn
− an,
onde X1, X2, ... sa˜o v.a.’s i.i.d. e {an} e {bn}, com bn > 0, sa˜o sequeˆncias de constantes
apropriadamente escolhidas tais que Zn
D−→ Z.
Denotemos para cada n ≥ 1 a densidade e a func¸a˜o caracter´ıstica de Zn por pn(x) e fn(t),
respectivamente. Em particular, p1(x) e f1(t) sa˜o, respectivamente, a densidade e a func¸a˜o
caracter´ıstica de X1 = Z1.
O primeiro resultado apresenta condic¸o˜es suficientes para o limite uniforme de pn a` ψ.
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Proposic¸a˜o 1.4.1. Suponhamos que Zn










|pn(x)− ψ(x)| = 0. (1.23)
Demonstrac¸a˜o. Ver [13], pa´g.126.
Notemos que da condic¸a˜o (1.22), podemos obter que para todo n ≥ ν, a func¸a˜o caracter´ıstica







Utilizando as mesmas ideias da demonstrac¸a˜o da Proposic¸a˜o 1.4.1, Bobkov, Chistyakov e Gotze
obtiverem em [7] um resultado semelhante para o limite uniforme das sequeˆncias de derivadas
p′n(x) que apresentamos a seguir e que sera´ u´til para o desenvolvimento do Cap´ıtulo 3.
Proposic¸a˜o 1.4.2. Suponhamos que Zn




|f1(t)|ν |t|dt <∞, (1.24)
enta˜o para todo n grande o suficiente, pn e´ continuamente diferencia´vel e sua derivada p
′
n e´





|p′n(x)− ψ′(x)| = 0. (1.25)







e da condic¸a˜o (1.24), obtemos que para todo n ≥ ν, a func¸a˜o tfn(t) e´ integra´vel. Assim,








Consequentemente, das propriedades da Transformada de Fourier segue que, para n suficiente-
mente grande, pn e´ continuamente diferencia´vel e sua derivada p
′
n e´ limitada.






(−it)e−itx (fn(t)− f(t)) dt.
Nosso objetivo e´ limitar esta integral com expresso˜es que tendam para zero. Para isso,
vamos dividi-la em 3 partes: L1, L2, L3, correspondendo a`s integrais sobre as regio˜es |t| ≤ Tn,
Tn < |t| < T ′n e |t| ≥ T ′n, respectivamente, onde (Tn)n≥1 e (T ′n)n≥1 sa˜o sequeˆncias de nu´meros
reais positivos que convergem para infinito suficientemente lento.
Primeiramente, consideremos o caso quando |t| ≤ Tn. Pela hipo´tese da convergeˆncia fraca,
temos que fn(t)→ f(t) uniformemente sobre todo intervalo limitado. Assim,
δn = sup
|t|≤Tn










|t| |fn(t)− f(t)| dt ≤ δnT 2n ,
e temos que L1 → 0 quando n→ +∞, como quer´ıamos.
Consideremos o caso Tn < |t| < T ′n. Do Corola´rio 1.3.13 segue que dado 0 < δ < α,
existem nu´meros positivos c(δ) e , que na˜o dependem de n, tal que para |t| ≤ bn, a func¸a˜o
caracter´ıstica fn admite a cota
|fn(t)| ≤ e−c(δ)|t|δ . (1.28)
De forma ana´loga, usando a representac¸a˜o (1.10) obtemos a mesma cota para f . Enta˜o,




















Logo, L2 → 0 quando n→ +∞ pois lim
n→∞
Tn =∞.
Finalmente, seja c = sup|t|≥ |f1(t)|. De (1.24) temos que lim
t→∞
|f1(t)|ν |t| = 0, e assim ,
lim
t→∞
f1(t) = 0 e c < 1. Consequentemente, lembrando que T
′















































e dado que estas duas u´ltimas integrais tendem para zero, obtemos, L3 → 0 quando n → ∞.




Neste cap´ıtulo apresentamos os conceitos e propriedades relacionadas a` Informac¸a˜o de Fisher
que sera˜o fundamentais para o desenvolvimento do pro´ximo cap´ıtulo.
Iniciamos, na Sec¸a˜o 2.1, com um breve histo´rico e uma breve discussa˜o sobre os princ´ıpios
ba´sicos da Teoria da Informac¸a˜o e que servem de motivac¸a˜o para a definic¸a˜o da Informac¸a˜o de
Fisher de uma varia´vel aleato´ria absolutamente cont´ınua a ser utilizada no restante do trabalho.
Na Sec¸a˜o 2.2, introduzimos os conceitos de Informac¸a˜o de Fisher e de Informac¸a˜o de Fisher
Relativa (ou distaˆncia de Informac¸a˜o de Fisher) e suas propriedades ba´sicas gerais.
Relac¸o˜es entre a Informac¸a˜o de Fisher e a norma da variac¸a˜o sa˜o apresentadas na Sec¸a˜o 2.3.
Na Sec¸a˜o 2.4 apresentamos os resultados de Bobkov, Chistyakov e Gotze [6] relativos a`
Informac¸a˜o de Fisher de densidades que podem ser representadas como convoluc¸a˜o de duas
densidades com Informac¸a˜o de Fisher finita e que sera˜o u´teis para a obtenc¸a˜o dos resultados
auxiliares utilizados na demostrac¸a˜o do teorema principal do Cap´ıtulo 3.
Finalizamos o cap´ıtulo, apresentando na Sec¸a˜o 2.5 uma breve observac¸a˜o sobre as poss´ıveis
relac¸o˜es entre a convergeˆncia na Informac¸a˜o de Fisher e outros tipos de convergeˆncia conhecidos.
2.1 Teoria da Informac¸a˜o e Informac¸a˜o de Fisher
A teoria da informac¸a˜o e´ uma ramo da Matema´tica, em particular da Teoria da Probabilidade,
que estuda a quantificac¸a˜o da informac¸a˜o. Esta teoria tem muitas aplicac¸o˜es em diversas
a´reas, como por exemplo, nos sistemas de comunicac¸a˜o, transmissa˜o de dados, criptografia,
codificac¸a˜o, teoria do ru´ıdo, correc¸a˜o de erros, compressa˜o de dados, entre outras.
25
A origem da Teoria da Informac¸a˜o e´ atribu´ıda ao matema´tico e engenheiro ele´trico Claude
Shannon no artigo “A mathematical theory of comunication” de 1948 ( [23]). Um dos concei-
tos principais da Teoria da Informac¸a˜o e´ o conceito de Entropia como sendo uma medida de
incerteza do valor obtido por uma varia´vel aleato´ria, ou seja, uma medida da quantidade de
“informac¸a˜o” que ganhamos com o conhecimento do valor da varia´vel aleato´ria. Na verdade,
o conceito de entropia surgiu primeiramente no contexto de termodinaˆmica, em Mecaˆnica Es-
tat´ıstica, no se´culo 19, como uma medida de “desordem ”.
No contexto da Teoria da Informac¸a˜o, se A e´ um evento que ocorre com probabilidade P (A),
define-se a “informac¸a˜o” I(A), que ganhamos com o conhecimento da ocorreˆncia de A, como
sendo
I(A) = − log2 P (A). (2.1)
Na verdade, poder´ıamos escolher qualquer func¸a˜o crescente de P (A) na definic¸a˜o de informac¸a˜o.
Uma justificativa da escolha de log2, usada desde 1928, pode ser encontrada na Sec¸a˜o 1.1.5
de [14]. A escolha do log na base 2 expressa a informac¸a˜o em “bits”, outras bases poderiam
ser usadas como 10, e, entre outras, e a troca da base pode ser feita por Ib(A) = (logb a)Ia(A).
Aqui vamos assumir log na base e, indicado por lnx.
Intuitivamente, (2.1) expressa a ideia de que ganhamos mais informac¸a˜o com o conhecimento
da ocorreˆncia de um evento raro, do que de um evento muito prova´vel. Neste sentido, a Entropia
de Shanon de uma v.a. X e´ a quantidade esperada de informac¸a˜o ganha sobre o conhecimento
do valor de X. Se X e´ uma v.a. discreta com func¸a˜o de probabilidade p(x) = P (X = x), enta˜o
a entropia de X e´ definida por




Se X e´ uma v.a. cont´ınua com densidade p(x), a entropia de X e´ dada por




Para maiores detalhes sobre as propriedades da entropia (de Shanon) vide [14]. Vamos nos
concentrar neste trabalho ao caso cont´ınuo.
O uso da Teoria da Informac¸a˜o em Estat´ıstica foi introduzido por Kullback e Leibler em
1951 ( [16]) e mais tarde desenvolvido por Kullback em 1967 ( [15]). Em Estat´ıstica a entropia e´
interpretada como uma medida de incerteza ou de “risco”. Neste sentido, o risco ou divergeˆncia
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de Kullback-Leibler da densidade q relativo a` densidade p, ou tambe´m chamada entropia
relativa ou divergeˆncia da Informac¸a˜o, e´ definida por









Em outras palavras, se X tem densidade p(x) enta˜o








Neste sentido, se uma observac¸a˜o vem de p, D(p ‖ q) mede o risco de usar q no lugar de p.
Lembrando que a entropia H(p) mede o risco associado a` p, enta˜o









e´ o risco associado a` q, tambe´m chamada de entropia cruzada ( “cross entropy”).
Muitas vezes D(p ‖ q) e´ chamada de distaˆncia. No entanto, formalmente ela na˜o define
uma me´trica sobre as densidades, pois na˜o e´ sime´trica, nem satisfaz a desigualdade triangular.
Propriedades da entropia relativa podem ser encontradas em [14].
Num outro caminho, no contexto da estimac¸a˜o de paraˆmetros, Ronald Fisher ja´ tinha in-
troduzido no artigo “Theory of Statistical Estimation”publicado em 1925 ( [12]), o conceito,
denominado posteriormente, Informac¸a˜o de Fisher que esta´ fortemente relacionado com o con-
ceito de entropia relativa. A Informac¸a˜o de Fisher tem inu´meras aplicac¸o˜es em outras diferentes
a´reas, especialmente na F´ısica, como mostra o livro de Frieden, em [11].
Mais especificamente, seja uma distribuic¸a˜o com densidade pθ(x) = p(x; θ), com paraˆmetro
desconhecido θ pertencente a um espac¸o parame´trico Θ, que aqui vamos assumir unidimensio-
nal, isto e´, Θ ⊂ R. O problema usual em estimac¸a˜o estat´ıstica e´ estimar o valor de θ a partir
de uma amostra de distribuic¸a˜o.
Assim, seja (X1, ..., Xn) uma amostra aleato´ria da densidade populacional pθ, ou seja,
X1, ....Xn sa˜o v.a.’s i.i.d. com densidade pθ(x). Um estimador θˆ para θ e´ uma func¸a˜o da
amostra (X1, ..., Xn), ou seja, uma v.a. θˆ = θˆn = θˆ(X1, ..., Xn).
Do ponto de vista estat´ıstico, um bom estimador deve ser na˜o-viesado (ou na˜o-viciado), ou
seja, E(θˆ) = θ e que seja consistente, ou seja, θˆ = θˆn −→
n→∞
θ em algum sentido probabil´ıstico.
Uma medida usual do erro desta aproximac¸a˜o e´ o erro me´dio quadra´tico E(θˆ − θ)2, que para
estimadores na˜o-viesados e´ a sua variaˆncia, isto e´, V ar(θˆ) = E(θˆ − θ)2.
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Neste sentido, a Informac¸a˜o de Fisher esta´ relacionada com um erro me´dio quadra´tico,
atrave´s da cota de Crame´r-Rao que veremos a seguir, e de certa forma fornece informac¸a˜o
quanto a` eficieˆncia do estimador.
Neste contexto de estimac¸a˜o de paraˆmetros define-se a Informac¸a˜o de Fisher como



















e´ chamada func¸a˜o escore (“score”) e tem me´dia EV = 0. Assim, a Informac¸a˜o de Fisher e´ a
variaˆncia da func¸a˜o escore.
Baseados nos resultados de Rao, 1962 [21], podemos obter uma justificativa intuitiva para
o nome Informac¸a˜o de Fisher.
Para obter informac¸a˜o sobre como pequenas influeˆncias no paraˆmetro θ afeta a verossimi-
lhanc¸a pθ(x) = p(x; θ), consideremos θ
′ = θ + ∆θ e analisemos a discrepaˆncia entre p(x; θ) e
p(x; θ′). Como medida desta discrepaˆncia, ou distaˆncia, podemos considerar a entropia rela-
tiva, ou divergeˆncia de Kullback-Leibler entre pθ(x) = p(x; θ) e p
′
θ(x) = p(x; θ
′) condicionada
ao valor de θ:








onde Eθ indica a esperanc¸a condicionada ao valor dado θ.
Supondo que p′θ(x) e´ duas vezes diferencia´vel com respeito a θ, usando a expansa˜o de Taylor
ate´ segunda ordem, e´ poss´ıvel mostrar que para ∆θ pequeno
d(θ : θ′) ' 1
2
I(θ)(∆θ)2.
Ou seja, I(θ) e´ uma medida da discrepaˆncia entre as duas distribuic¸o˜es. Pode-se verificar que
o argumento anterior na˜o depende da medida d(θ : θ′) de discrepaˆncia escolhida. (Vide por
exemplo, [21]).
Assim, podemos dizer que a entropia relativa e´ uma medida de discrepaˆncia global, enquanto
a Informac¸a˜o de Fisher e´ uma medida de discrepaˆncia local, que nos fornece a quantidade de
“informac¸a˜o ” fornecida pelo paraˆmetro θ.
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Voltando ao contexto de estimac¸a˜o do paraˆmetro θ, para um estimador θˆ na˜o-viesado temos
a seguinte desigualdade, conhecida como desigualdade de Crame´r-Rao,
V ar(θˆ) = E(θˆ − θ)2 ≥ 1
I(θ)
. (2.6)
No caso da igualdade em (2.6), dizemos que θˆ e´ um estimador eficiente. Assim, I(θ) e´ uma
medida de eficieˆncia do estimador θˆ.


















Esta representac¸a˜o, neste caso especial, motiva a definic¸a˜o de Informac¸a˜o de Fisher para
uma v.a. cont´ınua arbitraria X com densidade p(x), que sera´ adotada e estudada nas pro´ximas
sec¸o˜es.
2.2 Propriedades Gerais da Informac¸a˜o de Fisher
Motivados pelas observac¸o˜es no final da sec¸a˜o anterior, podemos definir a Informac¸a˜o de Fisher
de uma densidade p deriva´vel.
Definic¸a˜o 2.2.1. Se uma varia´vel aleato´ria X tem densidade p absolutamente cont´ınua com
derivada p′, definimos a Informac¸a˜o de Fisher de X como sendo






Quando p˜(x) = p(x) q.c.x, escrevemos I(p˜) = I(p). Em qualquer outro caso, I(X) =∞.






e´ chamada func¸a˜o escore. Assim,









Exemplo 5. Se X
D












, enta˜o a func¸a˜o score e´ linear se, e somente se, X D= N (µ, σ2).
Esta caracterizac¸a˜o para as distribuic¸o˜es normais e´ muito usada na prova de diferentes resul-
tados sobre a Informac¸a˜o de Fisher.
Observac¸a˜o 2.2.2.
(a) Da definic¸a˜o anterior, podemos definir I como um funcional sobre o espac¸o de todas as
densidades de probabilidade. Se I(X) e´ finita e p e´ a densidade de X, sempre assumimos
que p e´ absolutamente cont´ınua. Ale´m disso, a derivada p′(x) da densidade p(x) existe e e´
finita a menos de um conjunto de medida de Lebesgue nula.
(b) Se I(X) < ∞ e p e´ diferencia´vel em x0, enta˜o p′(x0) = 0 sempre que p(x0) = 0, ver [5],
Proposic¸a˜o 2.1. Como consequeˆncia, o domı´nio de integrac¸a˜o em (2.8), pode ser estendido
sobre a reta toda, ou seja,






(c) A Desigualdade de Crame´r-Rao mostra que o funcional Informac¸a˜o de Fisher e´ minimizado
pela densidade Normal. Em outras palavras, dada uma v.a. X com me´dia µ e varianc¸a σ2,




A igualdade e´ atingida se, e somente se, X ∼ N (µ, σ2).
(d) Para a, b ∈ R, b 6= 0 temos que: I(a + bX) = 1
b2
I(X). De fato: se p(x) e´ a densidade de











































(e) O funcional I definido sobre o espac¸o de densidades
S= {p : p e´ densidade de probabilidade sobre R}
e´ convexo. Ou seja, para p, q ∈ S e α ∈ [0, 1], temos I(αp+(1−α)q) ≤ αI(p)+(1−α)I(q).
De fato, dado que a func¸a˜o h(u, v) =
u2
v
e´ convexa para u, v ∈ R, v > 0, temos que se
(x, y), (u, v) ∈ R× (0,+∞) e α ∈ [0, 1],
h(α(u, v) + (1− α)(x, y)) ≤ αh(u, v) + (1− α)h(x, y).
Tomando (u, v) = (p′(x), p(x)) e (x, y) = (q′(x), q(x)), obtemos
(αp′(x) + (1− α)q′(x))2







O resultado segue usando a monotonicidade da integral.
Como consequeˆncia da convexidade obtemos a desigualdade de Jensen: para p1, ..., pn ∈ S,
n ∈ N, temos:
I(α1p1 + α2p2 + · · ·+ αnpn) ≤
n∑
k=1




As desigualdades da pro´xima proposic¸a˜o nos permitira˜o obter uma cota superior para a
Informac¸a˜o de Fisher da convoluc¸a˜o de densidades, ou seja, de soma de v.a.’s independentes.
Proposic¸a˜o 2.2.3. Sejam X e Y v.a.’s independentes. Enta˜o, para qualquer β ∈ [0, 1]:





1− βY ) ≤ βI(X) + (1− β)I(Y ).
Demonstrac¸a˜o. Ver [14], pa´g. 26.
Em particular, escolhendo adequadamente β na anterior proposic¸a˜o, obtemos o seguinte
resultado:
Proposic¸a˜o 2.2.4 (Desigualdades de Stam). Se X e Y sa˜o v.a.’s independentes, enta˜o











Com igualdade se, e somente se, X e Y seguem distribuic¸o˜es normais. Generalizando, se
X1, X2, ..., Xk sa˜o v.a.’s independentes, enta˜o
1
I(X1 + · · ·+Xk) ≥
1
I(X1)
+ · · ·+ 1
I(Xk)
.
Demonstrac¸a˜o. Basta considerar β = 1 para obter I(X + Y ) ≤ I(Y ) e β = I(Y )
(I(X) + I(Y ))
para obter (2.9).
Da proposic¸a˜o anterior segue que: se X e Y sa˜o v.a.’s independentes, enta˜o
1









Portanto, I(X + Y ) ≤ I(X). Similarmente, I(X + Y ) ≤ I(Y ). Logo,
I(X + Y ) ≤ min {I(X), I(Y )} . (2.10)
Assim, para a convoluc¸a˜o de quaisquer duas densidades p e q




temos que (2.10) pode ser escrita como
I(p ∗ q) ≤ min {I(p), I(q)} . (2.11)
Das desigualdades anteriores podemos ver que o funcional I decresce quando adicionamos uma
parcela independente, por isso esta propriedade costuma ser chamada de monotonicidade da
Informac¸a˜o de Fisher.
Para finalizar esta sec¸a˜o, definimos a distaˆncia de Informac¸a˜o de Fisher entre duas varia´veis
aleato´rias absolutamente cont´ınuas e apresentamos duas propriedades relacionadas a` distri-
buic¸o˜es esta´veis que sera˜o utilizadas no pro´ximo cap´ıtulo.
Definic¸a˜o 2.2.5. Sejam X e Y v.a.’s com densidades p e q respectivamente. Definimos a
distaˆncia de Informac¸a˜o de Fisher, ou Informac¸a˜o de Fisher relativa com sendo:
























p(x)dx, onde ρX(x) e´ a func¸a˜o
escore de X.
Notemos que, apesar de chamada de distaˆncia, na verdade I(p ‖ q) na˜o e´ uma me´trica, pois
na˜o e´ sime´trica e na˜o satisfaz a desigualdade triangular. Pore´m, I(p ‖ q) ≥ 0 e I(p ‖ q) = 0
se, e somente se, p(x) = Cq(x) q.c.x, C ∈ R.
Observac¸a˜o 2.2.6. A Desigualdade de Crame´r-Rao, motiva a definic¸a˜o de uma versa˜o gene-
ralizada da Informac¸a˜o de Fisher: se X e´ uma v.a. com me´dia µ, variaˆncia σ2 e func¸a˜o escore
ρX , definimos a informac¸a˜o de Fisher padra˜o ou normalizada de X por:
Ip(X) = σ







onde Z e´ uma v.a. com distribuic¸a˜o N (µ, σ2).
As propriedades a seguir relacionam a Informac¸a˜o de Fisher com a distaˆncia da informac¸a˜o
de Fisher, pois mostram, no caso que Z e´ esta´vel na˜o-extremal e na˜o-normal, que I(X ‖ Z) e´
finito se, e somente se, I(X) e´ finito. No caso que Z e´ normal, I(X ‖ Z) <∞ se, e somente se,
I(X) <∞ e E(X2) <∞.
Proposic¸a˜o 2.2.7. Se Z e´ uma v.a. com distribuic¸a˜o esta´vel na˜o extremal de ı´ndice α, α ∈
(0, 2), enta˜o para qualquer v.a. X,
I(X ‖ Z) ≤ 2I(X) + c, (2.13)
I(X) ≤ 2I(X ‖ Z) + c, (2.14)
onde a constante positiva c depende unicamente da v.a. Z. Ale´m disso, temos I(X ‖ Z) < +∞
se, e somente se, I(X) < +∞.
Demonstrac¸a˜o.
Se I(X) ou I(X ‖ Z) = +∞, obtemos trivialmente as desigualdades. Vamos assumir
inicialmente I(X) < +∞.
Pelas Observac¸o˜es 1.3.3(c) e 1.3.6 temos que a densidade ψ de uma distribuic¸a˜o esta´vel
na˜o-extremal na˜o- normal e´ positiva e suave, tal que para todo k = 1, 2, ...,






1 + |x| , para x ∈ R e algum c > 0.
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Assim, como (a− b)2 ≤ 2(a2 + b2) para a, b ∈ R e como c













































Isto mostra (2.13) e segue que I(X ‖ Z) < +∞.


























e obter (2.14). De onde segue que I(X) < +∞.
Proposic¸a˜o 2.2.8. Se Z tem uma distribuic¸a˜o normal, enta˜o I(X ‖ Z) < ∞ se, e somente
se, I(X) <∞ e E(X2) <∞.
Demonstrac¸a˜o. Como Z
D





. Usando o mesmo argumento da



















































Assim, assumindo I(X) < +∞ e EX2 < +∞ podemos obter de (2.15) que








Por outro lado, assumindo I(X ‖ Z) <∞ podemos obter de (2.16)
I(X)− 2
σ2
E(X − a)2 ≤ 2I(X ‖ Z) < +∞.
Segue que I(X) < +∞ e E(X − a)2 < +∞. Logo EX2 < +∞.
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2.3 Informac¸a˜o de Fisher e Func¸o˜es de Variac¸a˜o Limi-
tada
Nesta sec¸a˜o apresentamos desigualdades envolvendo a variac¸a˜o total e a Informac¸a˜o de Fisher.
Em particular, obtemos cotas superiores para uma densidade p e sua respectiva func¸a˜o carac-
ter´ıstica a partir da Informac¸a˜o de Fisher. No caso especial de convoluc¸a˜o de treˆs densidades de
variac¸a˜o limitada podemos obter uma cota superior para a variac¸a˜o total e para a Informac¸a˜o
de Fisher a partir da func¸a˜o caracter´ıstica.
Como vimos na Sec¸a˜o 1.2, denotamos a variac¸a˜o total da densidade p por ‖p‖TV .
Nesta primeira proposic¸a˜o provamos que a variac¸a˜o total de uma func¸a˜o de densidade p
com Informac¸a˜o de Fisher finita e´ limitada superiormente por
√
I(p). Uma consequeˆncia deste
resultado e´ que a convergeˆncia na Informac¸a˜o de Fisher e´ mais forte do que na norma de
variac¸a˜o total.








Demonstrac¸a˜o. Se I(X) =∞, segue imediatamente (2.17).























 12  +∞∫
−∞
p(x)dx
 12 = √I(X).
Observac¸a˜o 2.3.2. Seja X uma v.a. com Informac¸a˜o de Fisher finita.
(a) A densidade p de X e´ uma func¸a˜o de variac¸a˜o limitada. Enta˜o os limites
p(−∞) = lim
x→−∞
p(x), p(+∞) = lim
x→+∞
p(x),
existem e sa˜o finitos. Como toda densidade e´ na˜o negativa e integra´vel em R segue que
estes limites devem ser ambos zero.
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(b) Seja f a func¸a˜o caracter´ıstica da v.a. X, ou seja, para t ∈ R,




Integrando por partes e usando o fato que lim
x→+∞
p(x) = 0 e lim
x→−∞
p(x) = 0 obtemos para























Enta˜o, para t 6= 0, segue de (2.17) que
|f(t)| ≤ 1|t| ‖p‖TV . (2.18)












|p′(y)|dy = ‖p‖TV .
Em outras palavras, p e´ limitada uniformemente por ‖p‖TV .
Das observac¸o˜es anteriores e usando (2.17) temos que se uma v.a. X tem Informac¸a˜o de
Fisher finita, sua densidade p e sua func¸a˜o caracter´ıstica f(t) possuem cotas superiores ana´logas





I(X) e |f(t)| ≤
√
I(X)
|t| onde t 6= 0. (2.19)
A proposic¸a˜o a seguir apresenta uma cota superior da Informac¸a˜o de Fisher de uma soma
de treˆs v.a.’s i.i.d. a partir da norma de variac¸a˜o total. Em outras palavras, se p e´ a convoluc¸a˜o
de treˆs densidades com variac¸a˜o limitada obtemos uma espe´cie de rec´ıproca da desigualdade
(2.17).
Proposic¸a˜o 2.3.3. Sejam X1, X2 e X3 v.a.’s independentes com densidades p1, p2 e p3 respec-
tivamente, de variac¸a˜o limitada. Enta˜o a v.a. Y = X1 + X2 + X3 tem informac¸a˜o de Fisher
finita e, ale´m disso,
I(Y ) = I(p1 ∗ p2 ∗ p3) ≤ 1
2
[‖p1‖TV ‖p2‖TV + ‖p1‖TV ‖p3‖TV + ‖p2‖TV ‖p3‖TV ] . (2.20)
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Demonstrac¸a˜o. Ver [24].
Observac¸a˜o 2.3.4. A Proposic¸a˜o 2.3.3 na˜o e´ va´lida para a soma de duas v.a.’s i.i.d. com den-
sidades de variac¸a˜o limitada. pois se Y = X1 +X2, onde X1, X2 sa˜o v.a.’s independentes com
densidades p1, p2 de variac¸a˜o limitada, pode acontecer que a Informac¸a˜o de Fisher de Y seja
infinita. Por exemplo, consideremos X1, X2 v.a.’s independentes que seguem uma distribuic¸a˜o




) e Y = X1 +X2. Claramente X1, X2 sa˜o de variac¸a˜o limitada e
a densidade de Y e´ dada por
g(x) =

1 + x, se− 1 ≤ x < 0

















1− xdx = +∞.
Para finalizar esta sec¸a˜o apresentamos duas proposic¸o˜es que fornecem cotas superiores para
a variac¸a˜o total de uma densidade p de uma v.a. X em termos de sua func¸a˜o caracter´ıstica.
No caso que a v.a. X satisfac¸a as condic¸o˜es da Proposic¸a˜o 2.3.3 segue que podemos obter cotas
para a Informac¸a˜o de Fisher de X a partir de sua func¸a˜o caracter´ıstica.
Vale a pena notar que as cotas apresentadas a seguir dependem especialmente das proprie-
dades de integrabilidade de f e suas derivadas, as quais tambe´m podem depender da condic¸a˜o
de finitude de alguns momentos de X.
Proposic¸a˜o 2.3.5. Se a v.a. X tem segundo momento finito e
+∞∫
−∞
|t| (|f(t)|+ |f ′(t)|+ |f ′′(t)|) dt <∞,






(|tf ′′(t)|+ 2|f ′(t)|+ |tf(t)|) dt.
Demonstrac¸a˜o. Ver [3], Proposic¸a˜o 5.1, pa´g.44.
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Proposic¸a˜o 2.3.6. Suponhamos que a func¸a˜o caracter´ıstica f(t) de uma v.a. X tem derivada




(|f(t)|2 + |f ′(t)|2) dt <∞.









Demonstrac¸a˜o. Ver [3], Proposic¸a˜o 5.2, pa´g.25.
2.4 Informac¸a˜o de Fisher e Convoluc¸a˜o de Densidades
Vimos na Observac¸a˜o 2.3.4 que a Proposic¸a˜o 2.3.3 na˜o pode ser aplicada para a convoluc¸a˜o
de duas densidades de variac¸a˜o limitada. Nesta sec¸a˜o apresentamos os resultados obtidos
por Bobkov, Chistyakov e Gotze [6], que obtiveram cotas superiores, similares a`s obtidas na
Proposic¸a˜o 2.3.3, para a Informac¸a˜o de Fisher de densidades que podem ser representadas como
convoluc¸a˜o de duas densidades com Informac¸a˜o de Fisher finitas.
Para isto, vamos definir algumas notac¸o˜es a serem usadas.
Definic¸a˜o 2.4.1. Dado um nu´mero real I > 0 denotamos por B2(I) a colec¸a˜o de todas as
func¸o˜es sobre a reta real as quais podem ser representadas como convoluc¸a˜o de duas densidades
com Informac¸a˜o de Fisher no ma´ximo I. Ou seja,
B2(I) = {p : p = p1 ∗ p2, com p1 e p2 densidades sobre R, tais que I(pi) ≤ I, i = 1, 2} .
Ale´m disso, a colec¸a˜o de todas as func¸o˜es sobre a reta real representa´veis como convoluc¸a˜o
de duas densidades de probabilidade com informac¸a˜o de Fisher finita sera´ denotada por
B2 = ∪I>0B2(I).
Observac¸a˜o 2.4.2. Similarmente, dado um nu´mero real I > 0 e um inteiro k ≥ 1 podemos
definir Bk(I) como a colec¸a˜o de todas as func¸o˜es sobre a reta real as quais podem ser represen-




denota a colec¸a˜o de todas as func¸o˜es sobre a reta real representa´veis como convoluc¸a˜o de k
densidades de probabilidade com informac¸a˜o de Fisher finita e B1 sera´ a colec¸a˜o de todas as
densidades com informac¸a˜o de Fisher finita.
Note que pela Desigualdade (2.9) da Proposic¸a˜o 2.2.4, segue que









para qualquer p ∈ B2(I).
As densidades da colec¸a˜o Bk satisfazem certas propriedades interessantes, como por exem-
plo, toda func¸a˜o p ∈ Bk e´ k−1 vezes diferencia´vel e sua (k−1)-e´sima derivada e´ absolutamente
cont´ınua. No´s vamos ilustrar estas propriedades no caso k = 2, pois e´ o caso de nosso interesse.
Assim, se X = X1 + X2, com X1, X2 v.a.’s independentes com densidades p1 e p2 respectiva-








Das propriedades das convoluc¸o˜es podemos derivar dentro do sinal da integral e obter a


















esta´ bem definida para todo x ∈ R e podemos escreveˆ-la como convoluc¸a˜o das func¸o˜es p′1 e p′2,
que sa˜o integra´veis, conforme a Proposic¸a˜o 2.3.1.
Assim, usando o Teorema de Fubbini e o fato que p2 e´ absolutamente cont´ınua, obtemos





As fo´rmulas anteriores podem ser usadas para derivar va´rias relac¸o˜es elementares para a classe
B2, que apresentamos a seguir.
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Proposic¸a˜o 2.4.3. Dada uma densidade p ∈ B2(I), para todo x ∈ R, temos
|p′(x)| ≤ I 34
√
p(x) ≤ I. (2.24)




|p′′(x)|dx ≤ I. (2.25)
Demonstrac¸a˜o. Sejam p1, p2 densidades de probabilidade tais que p = p1 ∗ p2 , I(p1) ≤ I e
I(p2) ≤ I.
Primeiramente, provemos (2.25) e assim obtemos que p′ tem variac¸a˜o total finita. De fato,




























Para mostrar (2.24), sejam u1(x) =
p′1(x)√
p1(x)




Notemos que u1, u2 sa˜o func¸o˜es quadrado integra´veis, pois I(pi) ≤ I, I = 1, 2.























































p(x) ≤ I3/4[I(p)]1/4 ≤ I,
e (2.24) esta´ provado.
Agora, usando argumentos ana´logos a` prova da proposic¸a˜o anterior, podemos obter uma
cota similar para p′′.






dx ≤ I2. (2.26)







onde A = {y ∈ R : p′1(y)p′2(x− y) > 0} .
Por outro lado, se p(x) = 0, ou seja,
∞∫
−∞
p1(y)p2(x−y)dy = 0 e enta˜o p1(y)p2(x−y) = 0 q.c. y.
Assim 1A(y) = 0 q.c. y. Logo, a integral em (2.27) e´ zero e portanto p
′′(x) = 0. Assim, por
facilidade, podemos considerar a integral sobre R.
Para provar (2.26) consideremos as func¸o˜es u1 e u2 definidas na demonstrac¸a˜o da proposic¸a˜o















































2dy = I(p1)I(p2) ≤ I2.









O resultado final que obteremos nesta sec¸a˜o sera´ uma estimativa “ tipo-cauda” para a
Informac¸a˜o de Fisher, que seguira´ como corola´rio da seguinte proposic¸a˜o:
Proposic¸a˜o 2.4.5. Seja X uma v.a. tal que sua densidade p ∈ B2. Se
+∞∫
−∞





p′′(x) log p(x)dx. (2.29)
Demonstrac¸a˜o. Ver [7], Proposic¸a˜o 8.1, pa´g.33.
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dx ≤ I 34
√




 12 . (2.30)




(an, bn), onde (an, bn) ∩ (am, bm) = ∅ se n 6= m e T ≤ an < bn ≤ ∞.
Note que, se an > T , temos p(an) = 0. Assim por (2.24) e pela continuidade de p, segue
p′(x) log p(x)→ 0 quando x ↓ an.
Similarmente, se bn <∞, p(bn) = 0 e, ale´m disso, p(∞) = lim
x↑+∞
p(x) = 0.
Agora, sejam n ∈ N e T1, T2 nu´meros reais tais que a1 < T1 < T2 < bn. Usando integrac¸a˜o
por partes, a qual pode ser usada pois pela Proposic¸a˜o 2.4.3 obtemos que p′ e´ uma func¸a˜o com
















































= |p(T ) log p(T )|+
∫
G
|p′′(x) log p(x)|dx. (2.31)
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So´ resta limitar adequadamente esta u´ltima expressa˜o. Para isto de (2.24) temos
|p(T ) log p(T )| ≤ I 34
√
p(T )| log p(T )|. (2.32)



















Agora, usando (2.26) obtemos∫
G
|p′′(x) log p(x)|dx
2 ≤ I2 ∫
G
p(x)[log p(x)]2dx. (2.33)










dx ≤ I 34
√





e (2.30) esta´ provado.
2.5 Convergeˆncia na Informac¸a˜o de Fisher
O objetivo principal deste trabalho e´ demonstrar o Teorema 3.2.1 de Barron e Johnson [6], a
ser apresentado no Cap´ıtulo 3, que estabelece condic¸o˜es necessa´rias e suficientes para que uma
sequeˆncia de somas estabilizadas que converge em distribuic¸a˜o para uma v.a. esta´vel Z convirja
tambe´m na distaˆncia de Informac¸a˜o de Fisher (Definic¸a˜o 2.2.5) para a mesma v.a. Z.








ja´ nos da˜o indicac¸a˜o da raza˜o do interesse em teoremas de limites na distaˆncia de Informac¸a˜o
de Fisher. Estas relac¸o˜es e as que apresentaremos na proposic¸a˜o a seguir, mostram que con-
vergeˆncia na Informac¸a˜o de Fisher e´ um resultado mais forte e implica outras formas conhecidas
de convergeˆncia. Maiores detalhes sobre estas e outras relac¸o˜es da Informac¸a˜o de Fisher e outras
formas de convergeˆncia podem ser encontradas em [14] (Sec¸a˜o 5.4 e Apeˆndice E).
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Proposic¸a˜o 2.5.1. Se h e´ uma densidade log-coˆncava e sime´trica em torno de zero, enta˜o,




|p(x)− h(x)|dx ≤ 2K
√
I(p ‖ h).





Convergeˆncia em Informac¸a˜o de Fisher
Relativa e v.a.’s Esta´veis
Sejam X1, X2, ... varia´veis aleato´rias independentes e identicamente distribu´ıdas com func¸a˜o de
distribuic¸a˜o comum F , e suponhamos que existam sequeˆncias de constantes reais {an}n≥1 e
{bn}n≥1, com bn > 0, para as quais a sequeˆncia de somas estabilizadas
Zn =
X1 +X2 + · · ·+Xn
bn
− an, n ≥ 1 (3.1)
converge em distribuic¸a˜o para uma v.a. Z com distribuic¸a˜o esta´vel na˜o-degenerada.
Conforme ja´ foi lembrado na Sec¸a˜o 1.4, no Cap´ıtulo 1, o Teorema do Limite Central ga-






nV arX1 que Zn
D−→ Z, com Z tendo distribuic¸a˜o Normal-padra˜o, que e´ uma dis-
tribuic¸a˜o α−esta´vel com α = 2.
Tambe´m apresentamos na mesma sec¸a˜o um Teorema do Limite Central Generalizado (Teorema
1.3.11), que apresenta condic¸o˜es suficientes sobre F para que existam constantes {an} e {bn},
apropriadamente escolhidas, para as quais Zn
D−→ Z, onde Z e´ uma v.a. α−esta´vel, com
0 < α ≤ 2.
Devido a`s inu´meras aplicac¸o˜es de teoremas de limites desta natureza, uma questa˜o de grande
interesse na literatura e´ saber se esta convergeˆncia fraca implica em convergeˆncia em um sentido
mais forte para a mesma v.a. Z.
Neste trabalho, estamos interessados em estabelecer condic¸o˜es para que a convergeˆncia
fraca produza a convergeˆncia na distaˆncia de Informac¸a˜o de Fisher, a qual ja´ observamos no
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Cap´ıtulo 2 e´ mais forte que outros tipos de convergeˆncia conhecidos como por exemplo, na
norma da variac¸a˜o total (Sec¸a˜o 2.5).
Assim, vamos assumir que a f.d. F , das v.a.’s i.i.d. X1, X2, ..., possui densidade p, que
tambe´m e´ absolutamente cont´ınua com derivada p′. Vamos indicar por pn a densidade de Zn e
por ψ a densidade de Z.
Neste sentido, no caso cla´ssico do Teorema do Limite Central, onde Zn
D−→ Z com Z tendo
distribuic¸a˜o N (0, 1), Barron e Jonhson [3] provaram que esta convergeˆncia fraca implica na
convergeˆncia na Informac¸a˜o de Fisher Relativa
I(Zn ‖ Z) = I(pn ‖ ψ) −→
n→∞
0
se, e somente se, I(Zn0) e´ finito para algum n0 ≥ 1.
Recentemente, Bobkov, Chistyakov e Gotze [7] estabeleceram, sob a hipo´tese de finitude de
EX21 , condic¸o˜es equivalentes a` I(Zn0) < +∞ para algum n0 ≥ 1, ale´m de estudarem a validade
do Teorema do Limite Central cla´ssico por meio das propriedades da Informac¸a˜o de Fisher
sobre convoluc¸a˜o de densidades. Esse trabalho serviu de base para a obtenc¸a˜o de um resultado
semelhante no caso na˜o-normal, ou seja, quando Zn
D−→ Z e Z tem distribuic¸a˜o α−esta´vel,
com 0 < α < 2 e −1 < β < 1, publicado recentemente pelos mesmos autores em [6], e que sera´
apresentado neste cap´ıtulo .
Cabe ressaltar, que no livro [14], Oliver Johnson ja´ apresentou a conjectura de um resultado,
em certo sentido similar ao obtido por Barron e Johnson [3], (referente a` convergeˆncia na
Informac¸a˜o de Fisher relativa no caso normal), tambe´m seria poss´ıvel para o caso α−esta´vel,
com 0 < α < 2.
Assim, para a apresentac¸a˜o em detalhes do trabalho de Bobkov, Chistyakov e Gotze [6],
apresentamos na Sec¸a˜o 3.1 alguns lemas auxiliares, que sera˜o necessa´rios para a demonstrac¸a˜o




Considere X1, X2, ... v.a.’s i.i.d. tendo func¸a˜o de distribuic¸a˜o comum F (x) com densidade p(x)
e suponha que existem sequeˆncias de nu´meros reais {an}n≥1 e {bn}n≥1, com bn > 0, tais que
Zn
D−→ Z,
onde {Zn}n≥1 e´ a sequeˆncia de somas estabilizadas dada por (3.1) e Z uma v.a. α−esta´vel com
0 < α ≤ 2.
Por todo este cap´ıtulo vamos utilizar a seguinte notac¸a˜o:
pn(x): densidade de Zn.
ψ(x): densidade de Z.
fn(t) = EeitZn : func¸a˜o caracter´ıstica de Zn.
g(t) = EeitZ : func¸a˜o caracter´ıstica de Z.
f(t) = EeitX1 : func¸a˜o caracter´ıstica de X1.




Como Z e´ α−esta´vel, pelo Teorema 1.3.8 temos que necessariamente
bn = n
1/αh(n), (3.3)
onde h e´ uma func¸a˜o de variac¸a˜o lenta no sentido de Karamata e pelo Teorema 1.3.2 a func¸a˜o
caracter´ıstica de Z e´ da forma
g(t) = exp {iµt− σα|t|α [1 + iβ sign(t)w(t, α)]} ,






, se α 6= 1
2
pi
log |t|, se α = 1.
Assim, denotamos Z
D
= Sα(σ, β, µ).
Se a densidade pn e´ absolutamente cont´ınua com derivada p
′
n(x), a Informac¸a˜o de Fisher de
Zn e´ dada por








e em qualquer outra situac¸a˜o onde a integral na˜o esteja bem definida, definimos I(Zn) = +∞.
Notemos que, pela Observac¸a˜o 2.2.2 (d), temos
I(Zn) = I(Zn + an).
Assim, por facilidade, vamos assumir que an = 0, pois, caso contra´rio, basta considerar
Z ′n = Zn + an =
X1 + · · ·+Xn
bn
.
No caso α = 2, ou seja, Z tem distribuic¸a˜o Normal e EX21 = σ2 < +∞, escolhemos
bn =
√
nσ. Neste caso, se I(Z1) < +∞, enta˜o segue da Proposic¸a˜o 2.2.4 (Desigualdade de
Stam) e da Observac¸a˜o 2.2.2 (d) que para todo n > 1,
I(Zn) = b
2
nI(X1 + · · ·+Xn) ≤
b2nI(X1)
n





Nosso objetivo nesta sec¸a˜o e´ provar que esta propriedade se estende para Z α−esta´vel na˜o
extremal. Ou seja, vamos provar:
Lema 3.1.1. Suponhamos que Zn
D−→ Z, onde Z segue uma lei esta´vel na˜o extremal. Se
I(Zn0) <∞ para algum n0, enta˜o sup
n>n0
I(Zn) <∞.
Lembrando a Definic¸a˜o 1.3.5: dizemos que Z e´ α−esta´vel na˜o-extremal se Z tem distribuic¸a˜o
Normal (α = 2) ou se 0 < α < 2 e −1 < β < 1.
Para provar o Lema 3.1.1, necessitamos de va´rios resultados auxiliares. Por facilidade de
argumentac¸a˜o vamos assumir que n0 = 1. Ou seja, I(X1) = I(p) < +∞.
Pelas observac¸o˜es anteriores, basta analisarmos o caso 0 < α < 2. Para isto, para cada
n ≥ 1, vamos decompor a densidade p(x), de X1, da seguinte forma




p(x)dx e pˆn(x) e qˆn(x) sa˜o as densidades truncadas
pˆn(x) =
bn

















Note que, pelo Corola´rio 1.3.13, segue de (1.21) que
δn ∼ c
n
, quando n→∞, (3.7)
para uma certa constante c > 0, que depende somente de p.
Agora, como pn(x) = p
n∗(x), ou seja, a n−e´sima convoluc¸a˜o de p, podemos obter da Pro-
posic¸a˜o 1.2.3 e das propriedades de convoluc¸o˜es de densidades a seguinte decomposic¸a˜o binomial







(1− δn)kδn−kn pˆk∗n ∗ qˆ(n−k)∗n . (3.8)
Assim, da propriedade de convexidade do funcional I, demonstrada na Observac¸a˜o 2.2.2 (e) ,
segue que












Observe que cada convoluc¸a˜o pˆk∗n ∗ qˆ(n−k)∗n , que aparece na soma, esta´ representando uma den-









para cada 0 ≤ k ≤ n, em termos de I(X1) = I(p). Lembrando que, por facilidade de notac¸a˜o,
estamos assumindo que n0 = 1, ou seja, I(X1) = I(p) < +∞.
Faremos isto em va´rios passos, que sera˜o apresentados por meio de lemas.
No primeiro lema, obtemos cotas superiores para k ≤ n− 3, com n ≥ 3.
Lema 3.1.2. Se k ≤ n− 3, enta˜o
I(pˆk∗n ∗ qˆ(n−k)∗n ) ≤ C(nbn)2I(p), (3.10)
onde a constante C depende unicamente de p.
Demonstrac¸a˜o. Por (2.11) segue que
I(pˆk∗n ∗ qˆ(n−k)∗n ) ≤ I(qˆn(n−k)∗). (3.11)
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Mas, das propriedades de variac¸a˜o total temos que












∥∥p1{|x|>bn}∥∥TV ≤ bnδn ‖p‖TV ≤ bnδn√I(p). (3.13)
Logo, como δn ∼ c
n
, com c dependendo de p, segue de (3.11) a (3.13) que















onde Cˆ depende de p. Assim fazendo C =
3
2
Cˆ, obtemos o resultado.
Para as outras parcelas de (3.9), quando n− k < 3, vamos novamente utilizar ( 2.11) para
obter
I(pˆk∗n ∗ qˆ(n−k)∗n ) ≤ I(pˆnk∗). (3.14)
Assim, basta encontrarmos uma cota para I(pˆn
k∗).
Por facilidade, consideremos a densidade centrada











Note que rn(x) e´ a densidade de uma v.a. Y − dn, onde Y tem densidade pˆn(x). Assim, sera´
suficiente mostrar que
I(pˆn
k∗) = I(rk∗n ) ≤ C, (3.17)
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para alguma constante C dependendo somente da densidade p.
Provaremos (3.17) utilizando cotas superiores para a func¸a˜o caracter´ıstica associada a rn(x)
e de suas derivadas.
Assim, denotemos ϕn(t) a func¸a˜o caracter´ıstica associada a` rn(x), ou seja, ϕn(t) = Eeit(Y−dn),
onde Y tem densidade pˆn(x). Enta˜o,
ϕn(t) = e
−itdn fˆn(t), (3.18)
onde fˆn e´ a func¸a˜o caracter´ıstica associada a pˆn(x).
No lema a seguir, obtemos uma cota para ϕ′n(t) dependendo somente de p.





para alguma constante C > 0 dependendo unicamente de p.
Demonstrac¸a˜o.
Por (3.18) segue que ϕ′n(t) = e
−itdn(fˆn
′

















eit(x−dn) − 1) p(bnx)dx.
,
onde a u´ltima igualdade segue da definic¸a˜o de pˆn em (3.5).











eit(x/bn−dn) − 1) dF (x).
onde F e´ a func¸a˜o de distribuic¸a˜o de X1, que tem densidade p(x).
Usando a conhecida desigualdade |eis − 1| ≤ |s|, ∀s ∈ R e em seguida a desigualdade







∣∣∣∣ xbn − dn



















































Integrando por partes com u = x2 e dv = dF (x), obtemos,
bn∫
−bn
x2dF (x) = −b2n (1− F (bn) + F (−bn)) + 2
bn∫
0




x (1− F (x) + F (−x)) dx. (3.21)
Por outro lado, integrando tambe´m por partes, tomando u = x, dv = dF (x),
bn∫
−bn
|x|dF (x) = −bn (1− F (bn) + F (−bn)) +
bn∫
0




(1− F (x) + F (−x)) dx. (3.22)
Agora, como δn ∼ c
n
, com c dependendo somente de p, temos que
1
1− δn −→n→∞ 1 e assim e´












(1− F (x) + F (−x)) dx
2 , (3.23)
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para alguma constante C > 0 dependendo unicamente de p.
Assim, para obter o resultado desejado devemos limitar as duas integrais em (3.23). Para
isto, lembremos que pelo Corola´rio 1.3.13 temos |f(t)| = exp {−c|t|αh (1/|t|)} onde c > 0 e h(x)
e´ uma func¸a˜o de variac¸a˜o lenta quando x→∞ e pelo Teorema 1.3.10,
F (x) =
(c0 + o(1))
(−x)α h(−x)x < 0 e F (x) = 1−
(c1 + o(1))
xα
h(x) x > 0. (3.24)
Por um lado, considerando a primeira integral em (3.23), vamos provar que para alguma cons-





x [1− F (x) + F (−x)] dx ≤ C1
n
. (3.25)













Agora, como h e´ de variac¸a˜o lenta e bn = n
1/αh(n), segue do Corola´rio 1.1.5 que bn →∞ e



























































(pelo Teorema 1.3.12) e obtemos (3.25) como quer´ıamos.
Por outro lado, para obtermos uma cota superior para a segunda integral em (3.23), vamos
considerar treˆs casos separadamente.
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(1− F (x) + F (−x)) dx
2 ≤ 1
b2n






















































(1− α)n, quando n→∞.






∣∣∣∣∣∣ ≤ C2 bn(1− α)n,









Caso α = 1. Com h e´ de variac¸a˜o lenta, pelo Corola´rio 1.1.5, segue que para todo  > 0
dado, x−h(x)→ 0 quando x→∞.
Enta˜o, dado  =
1
4









dx ≤ C1(b1/4n − 1) ≤ C1b1/4n . (3.28)
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onde C˜1 depende unicamente de p.
Por outro lado, como bn = nh(n) (pois α = 1), temos que b
3/2
n = n3/2h˜(n), onde h˜(n) =























[1− F (x) + F (−x)]dx
2 ≤ C3 1
n
,
onde C3 e´ uma constante que depende somente de p.
Caso 1 < α < 2. Neste situac¸a˜o, temos
+∞∫
0
(1− F (x) + F (−x)) dx =
∞∫
0
P (|X1| > x)dx = E|X1| < +∞.
Agora, b2n = n
2/αh˜(n), com h˜(n) = (h(n))2 de variac¸a˜o lenta e da´ı
b2n
n














com C uma constante dependendo somente de p.









para alguma constante C que depende somente de p.
Finalmente, usando (3.25) e (3.29) em (3.23) obtemos (3.19).
No lema a seguir vamos obter uma cota superior para a func¸a˜o [ϕn(t)]
k ana´loga a` cota (1.28)
obtida para a derivada da func¸a˜o caracter´ıstica de Zn.
Lema 3.1.4. Sejam δ ∈ (0, α) e η ∈ (0, 1) fixos. Enta˜o, existem constantes positivas , c, C
que dependem de p, δ, η com a seguinte propriedade: se k > ηn, enta˜o
|ϕn(t)|k = |fˆn(t)|k ≤ Ce−c|t|δ sempre que |t| ≤ bn, (3.30)
onde fˆn(t) e´ a func¸a˜o caracter´ıstica associada a` pˆn(x), dada em (3.6).
Demonstrac¸a˜o. Por convenieˆncia, vamos assumir |t| ≥ 1. Primeiramente notemos que para
todo t ∈ R,
fˆn(t) =
1
1− δn (f1(t/bn)− δngˆn(t)) , (3.31)
onde gˆn(t) e´ a func¸a˜o caracter´ıstica associada a` qˆn(t), dada em (3.6).
Por outro lado, do Corola´rio 1.3.13 temos
|f(t)| = exp {−c|t|αh (1/|t|)} , (3.32)
com c > 0 e h(x) e´ uma func¸a˜o de variac¸a˜o lenta quando x→∞. Sendo assim, pelo Teorema
de Representac¸a˜o de Karamata (Teorema 1.1.4), podemos representar h(x) como






















































= 1 e (3.34) e (3.32) obtemos
|f(t)| ≤ exp{−c1|t|α−γ/n} ,
para alguma constante c1 > 0.
Agora, vamos escolher  > 0 de modo que γ < α− δ. Enta˜o usando a desigualdade anterior
em (3.31), para 1 ≤ |t| ≤ bn, temos
|fˆn(t)| = 1
1− δn |f1(t/bn)− δngˆn(t)|
≤ 1





























0, pelo Corola´rio 1.1.5, pois












log x ≤ x− 1 para x > 0, e−x ≤ 1− 1
K


























Da´ı, como δn ∼ c
n







































Portanto, para k > ηn segue
|fˆn(t)|k ≤ C exp
{−ηc3|t|δ}
e (3.30) esta´ provada com c = ηc3.
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Notemos que nas demostrac¸o˜es dos lemas anteriores na˜o usamos o fato que I(p) e´ finito.
Sendo assim, os resultados sa˜o va´lidos para quaisquer distribuic¸o˜es que esta˜o no domı´nio de
atrac¸a˜o dessas leis esta´veis.
A seguir, vamos apresentar uma aplicac¸a˜o dos dois lemas anteriores, onde inclu´ımos a
hipo´tese I(p) < +∞ que e´ de nosso interesse para provarmos (3.17) no pro´ximo lema.
Primeiramente lembremos que se I(p) e´ finito, a densidade p tem variac¸a˜o limitada e se
anula no infinito. Assim, da Proposic¸a˜o 2.3.1 temos ‖p‖TV ≤
√
I(p) e da´ı podemos obter
‖rn‖TV = ‖pˆn‖TV =
bn
1− δn
∥∥p1{|x|≤bn}∥∥TV ≤ bn1− δn ‖p‖TV ≤ bn1− δn√I(p). (3.36)
Por outro lado, de (2.18) temos |f(t)| ≤ ‖p‖TV|t| , (t 6= 0) onde f e´ a func¸a˜o caracter´ıstica
de p. Enta˜o, usando esta desigualdade para as func¸o˜es caracter´ısticas fˆn e ϕn, associadas a`s
densidades de pˆn e rn respectivamente, obtemos de (3.36)









∼ c, com c dependendo somente de p, segue que
|ϕn(t)| ≤ C bn|t| , (t 6= 0) (3.37)
para alguma constante C dependendo somente de p.
Corola´rio 3.1.5. Suponhamos que I(p) < ∞. Sejam δ ∈ (0, 1) e η ∈ (0, 1) fixos. Enta˜o para
k ≥ 4 existe uma constante C dependendo de p, δ e η tal que
∞∫
−∞
t2|(ϕkn)′(t)|dt ≤ C. (3.38)
∞∫
−∞
(1 + |t|)|ϕn(t)|kdt ≤ C. (3.39)
Demonstrac¸a˜o. Como (ϕkn)
′(t) = kϕk−1n ϕ













































|fˆn(bnt)| ≤ e−c, (3.42)
















≤ Cˆb5ne−2ck, com Cˆ ∈ R. (3.43)




















0, pois h˜(n) = [h(n)]5 e´ de variac¸a˜o lenta e
5
2
− 2 > 0,
segue (3.38).
Usando o mesmo racioc´ınio, podemos provar (3.39).
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em (3.9), para k > n− 3, na˜o inclu´ıdas no Lema 3.1.2.
Para isso, vamos fazer alguns ca´lculos preliminares que simplificara˜o a prova do lema a
seguir. Recordemos que rn(x) = pˆn(x + dn) e´ uma densidade com func¸a˜o caracter´ıstica ϕn e
que [ϕn]
k e´ func¸a˜o caracter´ıstica da densidade rk∗n . Sendo assim, podemos usar as fo´rmulas
de inversa˜o para k ≥ 4, pois as cotas obtidas no Corola´rio 3.1.5 garantem as condic¸o˜es de
integrabilidade que precisamos.





























(1 + |t|)|ϕn(t)|kdt ≤ C, (3.46)
logo, as igualdades (3.44) e (3.45) esta˜o bem definidas.
Por outro lado, podemos escrever









pois, integrando por partes, fazendo u = eitxt e dv = [(ϕn(t))





















Note que, pelo Corola´rio 3.1.5, (3.47) esta´ bem definida.
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(x) ∈ L2R, pois e´ a Transformada de Fourier da func¸a˜o ϕn(t)k+
tkϕn(t)
k−1ψ′n(t) ∈ L2R ∩ L1R. Portanto, podemos escrever
| (rk∗n )′ (x)| ≤ unk(x)|x|





Ale´m disso, por (3.46) temos para uma constante C > 0, independente de k e n, que∥∥(−it)(ψn(t)k)∥∥1 ≤ C e de (3.44) temos
sup
x
|(rk∗n )(x)| ≤ C para todo n.
Logo, apo´s algumas manipulac¸o˜es podemos concluir que
| (rk∗n )′ (x)| ≤ vnk(x)1 + |x| , para alguma func¸a˜o vnk(x) ∈ L2. (3.48)
Assim, estamos prontos para provar o seguinte resultado.
Lema 3.1.6. Se 15 ≤ ηn ≤ k ≤ n, enta˜o
I(pˆk∗n ∗ qˆ(n−k)∗n ) ≤ C, (3.49)
onde C depende unicamente de p e η.
Demonstrac¸a˜o. Lembrando (3.14), temos
I(pˆk∗n ∗ qˆ(n−k)∗n ) ≤ I(pˆnk∗),
e pela definic¸a˜o de rn em (3.15), e´ suficiente provar (3.17), ou seja,
I(pˆn
k∗) = I(rk∗n ) ≤ C.
Assumamos primeiramente que η0n ≤ k ≤ n, onde η0 ≤ η. Notemos que, usando (3.36) como
δn ∼ c
n





ou seja, a variac¸a˜o total de rn e´ finita. Logo, usando os mesmos argumentos para obter (3.12)

















1/2 = C¯ ‖unk‖2 = C,
onde a constante C pode depender de p e η0.
Agora, novamente aplicando a Proposic¸a˜o 2.3.3 para convoluc¸o˜es de quaisquer treˆs densi-
















, k3 = k−(k1+k2) e ter´ıamos kj ≥ 5, j = 1, 2, 3.,
k = k1 + k2 + k3 e o resultado segue de (3.50).






e basta escolher η0 =
η
6
, e (3.49) segue
tambe´m de (3.50).
Finalmente, podemos agora provar o Lema 3.1.1.




































Agora, na primeira soma como k < ηn ≤ n − 3 podemos usar a cota obtida no Lema 3.1.2 e


































≤ C˜(nbn)22nδ(1−η)nn + C.
Mas, como δn ∼ c
n








Logo, segue I(pn) ≤ C, para alguma constante C > 0 e o lema esta´ provado.
3.2 Teoremas de Limites
Consideremos, como antes, X1, X2, ... v.a.’s i.i.d. com func¸a˜o de densidade comum p(x) e
assuma que p e´ absolutamente cont´ınua com derivada p′(x).
Suponha que existem sequeˆncias de constantes {an}n≥1 e {bn}n≥1 , bn > 0, tais que Zn D−→
Z, onde Z e´ uma v.a. α−esta´vel, com 0 < α ≤ 2 e Zn = Sn
bn
− an com Sn = X1 + · · ·+Xn.
Usando as mesmas notac¸o˜es da sec¸a˜o anterior, nosso objetivo e´ apresentar o Teorema Prin-
cipal de [6] que estabelece condic¸o˜es para que tenhamos I(Zn ‖ Z) −→
n→∞
0 quando Z e´ α−esta´vel
na˜o-extremal.
Lembrando que I(Zn ‖ Z) denota a Informac¸a˜o de Fisher relativa ou a distaˆncia de In-
formac¸a˜o de Fisher que, de acordo com a Definic¸a˜o 2.2.5, e´ dada por











onde pn(x) denota a densidade de Zn e ψ a densidade de Z.
Vimos na Proposic¸a˜o 2.2.7 que se Z e´ α−esta´vel na˜o-extremal e na˜o-normal, ou seja, 0 <
α < 2 e −1 < β < 1, enta˜o
I(Zn ‖ Z) < +∞⇔ I(Zn) < +∞.
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No caso de Z possuir distribuic¸a˜o Normal, na Proposic¸a˜o 2.2.8 temos que
I(Zn ‖ Z) < +∞⇔ I(Zn) < +∞ e EZ2n < +∞,
onde EZ2n < +∞ e´ equivalente a EX21 < +∞.
Ale´m disso, pelo Lema 3.1.1, vimos que para Z na˜o-extremal temos que : se I(Zn0) < +∞
para algum n0 ≥ 1 enta˜o sup
n≥n0
I(Zn) < +∞.
Antes de enunciarmos o resultado principal deste trabalho, necessitamos demonstrar um
lema auxilar que e´ na verdade um corola´rio das Proposic¸o˜es 1.4.1 e 1.4.2.
Lema 3.2.1. Suponhamos que Zn
D−→ Z, onde Z segue uma lei esta´vel na˜o extremal. Se
I(Zn0) < ∞ para algum n0, enta˜o, para todo n grande o suficiente, as densidades pn sa˜o










pn(x)dx = o(1) quando n→∞. (3.52)
Demonstrac¸a˜o. Segue do Lema 3.1.1 que para todo n ≥ n0, I(Zn) <∞. Assim, para n ≥ n0, a
expressa˜o (3.52) fica bem definida. Por outro lado, tomando C =
√
I(Zn0) segue de (2.19) que
|fn0(t)| ≤
C
|t| , t 6= 0.


































Ou seja, as condic¸o˜es (1.22) e (1.24) das Proposic¸o˜es 1.4.1 e 1.4.2 sa˜o satisfeitas e assim
segue (1.23) e (1.25). Ale´m disso, temos para n suficientemente grande que as densidades pn
sa˜o continuamente diferencia´veis. Fica assim mostrada a primeira parte da proposic¸a˜o.
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Agora, ja´ vimos que a densidade ψ de uma lei esta´vel na˜o extremal e´ positiva e cont´ınua
em todo seu domı´nio. Logo existem a e A em [−T, T ] tais que 0 < ψ(a) ≤ ψ(x) ≤ ψ(A) para
todo x ∈ [−T, T ].
Assim, de (1.23), tomando  =
ψ(a)
2






+ ψ(x) < pn(x), para todo x ∈ [−T, T ],
ou seja, fazendo k =
ψ(a)
2
> 0 temos para n suficientemente grande que pn(x) ≥ k, se |x| ≤ T .
Por outro lado, pelas convergeˆncia uniformes em (1.23) e (1.25) existem sequeˆncias de
nu´meros reais na˜o negativos (An)n≥1 e (Bn)n≥1 que convergem para zero, tais que para n
grande o suficiente e para todo x ∈ R,
|pn(x)− ψ(x)| ≤ An e |p′n(x)− ψ′(x)| ≤ Bn. (3.53)
Ale´m disso, por (1.12) na Observac¸a˜o 1.3.6, segue que
|ψ′(x)|
ψ(x)














































































A u´ltima expressa˜o tende para zero quando n → ∞, pois An → 0 e Bn → 0, e o resultado
segue.
Finalmente, estamos em condic¸o˜es de demonstrar o Teorema Principal deste trabalho.
Teorema 3.2.2. Suponhamos que Zn
D−→ Z, onde Z segue uma lei α−esta´vel na˜o-extremal.
Enta˜o I(Zn ‖ Z)→ 0 quando n→∞ se, e somente se, I(Zn ‖ Z) <∞ para algum n.
Demonstrac¸a˜o. Suponha que Zn
D−→ Z, com Z α−esta´vel na˜o-extremal.
Se I(Zn ‖ Z) −→
n→∞
0, e´ imediato que I(Zn ‖ Z) < +∞ para algum n.
Assim, so´ temos que mostrar a rec´ıproca.
Suponhamos que I(Zn0 ‖ Z) < +∞ para algum n0 ≥ 1. Enta˜o, como observamos anterior-
mente, das Proposic¸o˜es 2.2.7 e 2.2.8 segue que I(Zn0) < +∞. Vale notar que no caso Normal,
tambe´m implica EX21 < +∞. Da´ı, pelo Lema 3.1.1 segue que
I ′ = sup
n≥n0
I(Zn) < +∞.
Agora, como Zn =
Sn
bn





Logo, para todo n ≥ n0
I(pn) = I(Sn) = b
2
nI(Zn) ≤ b2nI ′ < +∞.
Mas, para n ≥ 2n0, temos que pn = pn0 ∗ pn−n0 e da´ı, segue da Definic¸a˜o 2.4.1 que pn ∈ B2,
onde B2 indica o conjunto de todas as densidades que sa˜o representa´veis pela convoluc¸a˜o de
duas densidades com Informac¸a˜o de Fisher finita. Assim, pela Proposic¸a˜o 2.4.3 segue que p′(x)
e´ cont´ınua e de variac¸a˜o limitada.
Enta˜o para n ≥ 2n0, escrevemos n = n1 + n2 com n1 = [n
2
] e n2 = n − n1. Notemos que
n1, n2 ≥ n0 e enta˜o
I(Sn1) ≤ b2n1I ′ e I(Sn − Sn1) ≤ b2n2I ′.
Agora, como por (3.3), bn = n
1/αh(n), segue que existe uma constante I > 0 tal que I(Sn1) ≤











representa a soma de duas v.a.’s independentes e ambas com Informac¸a˜o de Fisher no ma´ximo









pn(x)dx = o(1) quando n→∞. (3.55)











pn(x)dx = o(1) quando n→∞. (3.56)















Primeiramente, vamos mostrar que podemos escolher T > 0 tal que J2 <  para n sufici-
entemente grande. Para isto, vamos considerar dois casos separadamente.
Caso 1. 0 < α < 2.




1 + |x| ,





















e assim podemos escolher T > 0 suficientemente grande tal que J2 < ,∀n.
Caso 2. α = 2 e EX21 <∞.
Podemos assumir, sem perda de generalidade, que EX1 = 0, EX21 = 1. Neste caso, ψ e´ a





Agora, como EZ2n = 1, ∀n ≥ 1 temos que q(x) = x2pn(x) e´ uma densidade de probabilidade na
reta, com func¸a˜o caracter´ıstica ϕ(t) =
∞∫
−∞
eitxx2pn(x) = −f ′′n(t).














Em nosso caso, a func¸a˜o caracter´ıstica de Z e´ g(t) = e−t
2/2, enta˜o 1 + g′′(t)→ 0 quando t→ 0
e para qualquer constante c > 0, sup|t|≤c |f ′′(x)− g′′(x)| → 0 quando n→∞.














e da´ı, segue que J2 <  para n suficientemente grande e T apropriadamente escolhido.
Por outro lado, para estimar J1, como pn ∈ B2 aplicaremos o Corola´rio 2.4.6 para obter
que para qualquer T ∈ R,
J1 ≤ I3/4
(√
pn(T )| log pn(T )|+
√










Usando (1.22) e a relac¸a˜o assinto´tica para ψ(x) quando x→∞ da Proposic¸a˜o 1.3.4 temos para
todo n suficiente grande e para todo T ≥ T0,√
pn(±T )| log pn(±T )| ≤ c¯ log T√
T
+ ¯n, (3.59)
onde ¯n → 0 quando n→∞, c¯ > 0 e T0 suficientemente grande que dependem unicamente de
ψ.
Agora, nosso objetivo e´ limitar a integral J1 com expresso˜es que possam ser ta˜o pequenas
como desejemos para n grande. Note que de (3.59) o problema fica resolvido para a primeira





Para isto, vamos escrever
{x ∈ R : |x| ≥ T} = A ∪B,


























Por outro lado, ja´ vimos que pn ∈ B2(I) sempre que n ≥ 2n0. Da´ı, pn esta´ uniformemente
limitada, pois, supx pn(x) ≤
√
I para todo n ≥ 2n0. Logo, sobre o conjunto B, temos
| log pn(x)| ≤ | log
√












log I + 4 log x+
1
2
| log I| ≤ 1
2
| log I|+ 4 log |x|+ 1
2
| log I|
= 4 log |x|+ | log I|.




4 |x|) se I ≥ 1
16 log2(I−
1








onde a constante C depende unicamente de I.
Finalmente, pela Observac¸a˜o 1.3.3 (f), os momentos E|Zn|δ esta˜o uniformemente limitados
em n, sempre que 0 < δ < α. Fazendo δ =
α
2
, seja K > 0 tal que para todo n, E|Zn|α/2 ≤ K.
Enta˜o usando a cota elementar |x|α/4 ≥ cα[log |x|]2, para |x| ≥ T0, onde cα e´ uma constante
que depende de α, podemos obter,











Assim, de (3.61) ∫
B
pn(x)[log pn(x)]
2dx ≤ CT−α/4, (3.62)
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com alguma constante C independente de n.














≤ CT−α/8 + n, (3.63)
onde a constante C e´ independente de n e n → 0 quando n → ∞. Assim, isto completa a
prova de (3.56), que juntamente com (3.55) resulta que I(Zn ‖ Z)→ 0 quando n→∞.
Observac¸a˜o 3.2.3.
a) Vale notar que no caso extremal |β| = 1, a densidade ψ(x) tem um comportamento diferente
do caso na˜o-extremal dado em (1.11). Por exemplo, quando 0 < α < 1 e β = 1, a densidade
e´ estritamente positiva somente num intervalo do tipo (x0,+∞) ou (−∞, x0) e quando
x → x0, ψ(x) → 0 extremadamente ra´pido. Assim, para garantir a finitude de I(Zn ‖ Z)
em (3.51) seria necessa´rio estabelecer condic¸o˜es adicionais sobre p(x) e pn(x) na vizinhanc¸a
de x0. Um comportamento similar e´ observado no caso 1 ≤ α < 2 e |β| = 1. Para
maiores detalhes sobre o comportamento das densidades α−esta´veis na˜o-extremais veja, por
exemplo, [13] ou [27].
b) Em [7] e´ provado que as seguintes duas condic¸o˜es sa˜o equivalentes:
(i) I(Zn) <∞ para algum n ≥ 1.




Ou seja, para algum n, a densidade pn e´ de variac¸a˜o limitada.
Sendo assim, o Teorema 3.2.2 e´ va´lido quando (ii) e´ satisfeita.
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