Abstract
I. Introduction

24
The determination of the large-scale dispersion coefficients has been widely debated in the 25 last twenty years [Dagan, 1989; Gelhar, 1993] [Bellin, et al., 1992; Cvetkovic, et al., 1996; Hassan, et al., 2002; Salandin 43 and Fiorotto, 1998; Trefry, et al., 2003 ] (Details of numerical simulations are given in 44 Table 1 ). It explains why the direct solving of the flow equation has been limited to some 10 5 45 cells number. It corresponds to some tens of exploitable correlation lengths that turn out to be 46 not enough for determining directly the asymptotic dispersion coefficient. Convergence to the 47 asymptotic regime is slow requiring very large simulations [Bellin, et al., 1992] . This study 48 also shows a pronounced realization effect also obtained in [Trefry, et al., 2003] . The 49 realization effect consists first in large dispersion coefficient variations and secondly in 50 deviations from the mean behavior. It has two implications. First, the second-order moment of 51 the solute plume requires a large number of Monte-Carlo realizations and particles to achieve 52 convergence. Secondly, it emphasizes the problem of the relevance of the mean behavior to 53 natural cases which are inherently single realizations requiring conditioning on measurements 54 and the use of an inverse problem methodology. 55
The other simulation method consists in deriving the velocity field from the first order 56 approximation of the flow equation and performing subsequently a particle tracking [Bellin, et 57 al., 1992; Dentz, et al., 2002; Rubin, 1990; Schwarze, et al., 2001] (Table 1) . This 58 methodology does not require a grid and shortcuts the linear system solving step. Very long 59 particle paths can be simulated and the asymptotic coefficients can be determined. In practice 60 the average particle path length reached by this method is around hundred times larger than 61 that obtained by the previous direct simulation method with a resolution five times finer 62 (Table 1) . However this methodology is limited to the validity domain of the first-order 63 approximation (σ 2 <1). For larger heterogeneities, deviations of the velocity field from the 64 normal behavior are non negligible and increase with σ 2 [Salandin and Fiorotto, 1998 ]. The 65 longitudinal velocity distribution becomes asymmetrical and is between the normal and 66 lognormal distributions. The transverse velocity distribution becomes flatter with larger tails 67 than that of the normal distribution. The first-order approximation of the velocity field does 68 the permeability field ends up with filling up the ghost cells, requiring the management of 139 some communication between the processors. Permeability, velocity components and head 140 values are all stored on the same types of array. The permeability field obtained from the 141
Fourier transform methodology gives the right correlation length. The obtained variance is 142 generally slightly smaller than the targeted variance [Yao, 2004] . More precisely, the variance 143 is lowered by half the value of the mean. To avoid this bias we first generate a Gaussian 144 correlated random field with zero mean and unitary variance. As we use a zero mean, the 145 output variance is equal to the input targeted one. To obtain the right field, we first multiply 146 the generated field by the standard deviation and add the logarithm of the geometric mean. 147
We secondly take the exponential of the result. We calculated the obtained variance and 148 found a value close at 0,02% to the input one for 8192 2 grids. 149
II.3. Flow computation
150
We discretize the classical flow equation
with K and h the permeability and 151 hydraulic head and apply permeameter-like boundary conditions consisting in fixed head on 152 two opposite borders and no flow on the perpendicular borders (figure 1). The flow equation 153 is discretized according to a finite-difference scheme with harmonic inter-cell permeabilities. 154
For regular square grids, this scheme is equivalent to mixed hybrid finite elements [Chavent 155 and Roberts, 1991] . This equivalence ensures to these finite differences the high precision of 156 the mixed hybrid finite elements useful for large permeability contrasts [Mosé, et al., 1994] . 157
The discrete flow equations end up to a linear system b Ax = , where A is a symmetric 158 positive definite sparse structured matrix. The order of A is equal to the number of cells. The 159 choice of the linear solver is essential to achieve the CPU and memory requirements for such 160 large computational domains. 161 Several methods and solvers exist for these linear systems. They can be divided into three 162 classes: direct, iterative and semi-iterative [Meurant, 1999; Saad, 1996] . Direct methods are 163 highly efficient but require a large memory space. Iterative methods of Krylov type require 164 less memory but need a scalable preconditioner to remain competitive. Iterative methods of 165 multigrid type are often efficient and scalable, well-suited to regular grids, used by 166 themselves or as pre-conditioners, but are sensitive to condition numbers [Wesseling, 2004] . 167
The condition number is related to the heterogeneities considered and increases very rapidly 168 with the variance. Semi-iterative methods such as subdomain methods are hybrid 169 direct/iterative methods which can be good tradeoffs [Toseli and Widlund, 2005] . For iterative 170 and semi-iterative methods, the convergence and the accuracy of the results depend on the 171 condition number which can blow up at large scale for a high variance (σ 2 >4). Because the 172 memory space is more critical than the CPU time, we chose an iterative multigrid method. We 173 used a numerical library HYPRE and more precisely Boomer-AMG (Algebraic MultiGrid) 174 whose advantages are to be free, heavily used, portable and parallel [Falgout, et al., 2005] . 175
With this method, the CPU time is indeed not sensitive to the permeability variance. For a 176 grid of 1.3 10 8 nodes with σ 2 =6.25, the flow computation requires around half an hour on a 177
cluster of a 32 bi-processor AMD Opteron 2.2 GHz with 2 Go RAM each interfaced by 178 Gigabit Ethernet. 179
II.4. Transport simulation
180
Transport is simulated by a particle tracker algorithm [Delay, et al., 2005] . Particle tracking is 181 well suited for pure advection and advection-dominated transport processes because it does 182 not introduce spurious numerical diffusion. Advection is simulated by a first order explicit 183 scheme. We tried higher-order schemes which led to very small differences. Under this 184 assumption of homogeneous isotropic diffusion, this method correctly models diffusion and 185 does not require any correction of the velocity term necessary for taking into account 186 diffusion discontinuities [Delay, et al., 2005] . Between t and t+dt, a particle moves from 187 positions M(t) to M(t+dt) by advection and diffusion: 188 v is the velocity at the position M, d is the diffusion coefficient, Z is a random 190 number drawn from a Gaussian distribution of mean 0 and variance 1 and r is a unitary vector 191 with uniformly distributed orientation. The time step evolves along the particle path according 192 to the velocity magnitude of the crossed cells. More precisely, the time step is either 193
proportional to the local advection time equal to the cell size l m divided by the maximum of 194 the velocities computed on the cell borders noted
in the x and y directions or 195 to the diffusion time necessary to cross the cell: 196
Ν α is a positive integer representing the order of the time step number performed by the 198 particle in the cell. In the simulations Ν α is set to 10, meaning that the particle makes of the 199 order of 10 steps to cross the cell. The velocity
is obtained from a bilinear 200 interpolation as it is the sole interpolation method that ensures mass conservation [Pollock, 201 1988] . It is important to find the exit position of the particle from the cell in order that 202 particles always move in the cell with the velocity characteristics of the current cell and not of 203 the previous one [Pokrajac and Lazic, 2002] large enough to ensure a broad sampling of the velocity field but narrow enough to prevent 216 particles from sampling the zones close to the no-flow boundary conditions [Salandin and 217 Fiorotto, 1998 ]. The number of particles approaching the no-flow border of the domain by 218 less than 15% of the domain dimension (120 correlation lengths) is recorded and found to be 219 null. This "exclusion zone" close to the no-flow boundaries is shown on figure 1. The 220 particle-tracking algorithm has been adapted for parallel simulations with the domain stored 221 on the different processors [Beaudoin, et al., 2007] . The time necessary for the simulation 222 transport was at most equal to the time required for the computation of flow. 223
III. Dispersion computation, convergence and validation
224
Simulations give the first two moments of the particle plume distribution
with i the simulation number, ( ) j x t the abscissa of the particle j, k the moment order (1 or 2), 228
and N p the number of particles. We compute a normalized dispersion coefficient by using the 229 classical formula 230
and discretize it on the successive time steps. The normalization factor uλ is logical in terms 232 of dimension to obtain a non-dimensional result. It is further justified for σ 2 <1 by the first-233 order longitudinal dispersion coefficient linear in uλ (equation 2). In the following, the term 234 dispersion coefficient will refer to this normalized dispersion coefficient. We normalized the 235 The mean and standard deviations of the dispersion coefficients as a function of time 258 ranging from 100 to 10000. We choose an example in the most heterogeneous case (σ 2 =9) 280 without diffusion (pure advection). For N p =100 (crosses), the dispersion coefficients are much 281 more variable than for N p =1000 (stars). Increasing the number of particles over 1000 does not 282 change the global tendencies of the dispersion coefficients. Finally between 5000 and 10000, 283 differences are very small. At a given time, the dispersion coefficient can be well approached 284 with N p =10000 particles. We computed also the asymptotic dispersion coefficients In the two previous sections, we have fixed the mesh size l m and analyzed the convergence of 324 the random walker and the Monte-Carlo simulations. For a given simulation, we verified 325 numerically that the random walker converges when we increase the number of particles. 326
More precisely, the dispersion coefficients D L (t) and D T (t) converge. We can assume a 327 convergence in an appropriate norm; in view of the numerical results, we can also assume a 328 uniform convergence, independent of the simulations. For a given number of particles, we 329 verified numerically that the Monte-Carlo simulations converge when we increase the number 330 of simulations. More precisely, we observe the convergence of the approximate first moments 331 of the dispersion, computed with a given number of particles. Therefore, we can assume that, 332 for a given mesh size l m , our numerical Monte-Carlo simulations give an accurate estimation 333 of the first moments of the two dispersion functions. However, in our simulations, the second 334 moments do not converge correctly. There may be different reasons for this lack convergence. 335
First the number of Monte-Carlo simulations N S may not be large enough. Secondly 336 dispersion coefficient may be affected by the finite volume method used for flow computation 337 and the use of a bilinear interpolation for the velocity in the particle tracker. Thirdly, it may 338 come from the generation of the permeability field from a truncated Fourier expansion and the 339 assumption of a constant permeability in each grid cell. The same lack of convergence of theand D TA for each parameter set. We keep the same parameters for all simulations. As the 344 variations of both the longitudinal and transverse dispersion coefficients are stronger for σ 2 =9 345 than for σ 2 =6.25, we checked that convergence is at least as good for lower heterogeneities 346 We note that several studies have used the apparent dispersion coefficient 379
instead of the derivative (4) to remove the oscillations of the time 380
derivative [Schwarze, et al., 2001; Trefry, et al., 2003] . Even though app D tends to the 381 effective dispersion coefficient (4) for large times, the differences between these two 382 quantities are important and remain for very large times especially in the high variance case 383 as shown by figure 6 on the simulation averages (dashed-dotted lines compared to solid lines). 384
We thus decide to determine the asymptotic dispersion coefficient 10 of [Rubin, 1990] ) and of the asymptotic dispersion coefficients. The velocity correlation 391 function is highly close at less than 5% to the first-order prediction for σ 2 <1 and is close at 392 less than 1.5% to the results of Salandin and Fiorotto [1998] The asymptotic regime has been reached and maintained over at least 500 correlation lengths 416 whatever the value of σ 2 (figure 10) and the asymptotic values of the dispersion coefficients 417 have been computed according to the procedure described in the previous section ( figure 11) . 418
Both methodologies of exponential fitting and averaging lead to similar results within an 419 interval of 0% to 3%. The first-order estimate of the dispersion coefficient (2) remains close 420 to the numerical value even for σ 2 =1 and 2.25 where it is lower by respectively 10% and 421 25%. This good performance of first-order results for values of σ 2 significantly larger than 1 422 has been previously observed and explained [Bellin, et al., 1992; Dagan, et al., 2003] absolute meaning as it depends on the width of the injection window. We rather use t N0 to 454 compare convergence time between different values of σ 2 in the same conditions. t N0 455 increases exponentially with the permeability variance contrarily to the first-order theory 456 prediction according to which t N0 does not depend on the medium heterogeneity σ 2 . 457
IV.2. Advection and diffusion (Pe<∞)
458
We computed the dispersion coefficient D L (t N ) for the two Peclet number Pe=100 and 1000. 459 D L (t) reaches its asymptotic regime whatever the value of σ 2 (figure 16). The time to reach 460 the asymptotic dispersion t N0 is smaller than in the pure-advection regime ( figure 15) Arcangelis et al. [1986] and may be explained by the following argument also invoked for 471 percolation systems [Koplik, et al., 1988] . Large dispersion is induced by the widely-scattered 472 velocity distribution. Diffusion introduces a cut-off to this distribution thus narrowing it and 473 letting in turn the dispersion coefficient decrease. In other words, diffusion extracts particles 474 from the very slow velocity zones and restricts the dispersion of particle in the medium. The 475 transverse asymptotic dispersion coefficient D TA keeps a more classical behavior by 476 increasing with more diffusion (Table 2) . However the increase of D TA can be much larger 477 than the sole diffusion contribution 1/Pe. For large heterogeneities σ 2 =6.25 and for Pe=100, 478 D TA is 20 times larger than 1/Pe. The effect of diffusion and advection cannot be simply 479 superposed but interact to produce a larger transverse dispersion. 480
V. Conclusion
481
We determine the asymptotic dispersion coefficients for 2D exponentially correlated 482 lognormal permeability fields on a broad range of lognormal permeability variance σ heterogeneities. This departure from the first-order theory is probably related to the extreme 501 flow channeling observed for high heterogeneity [Le Borgne, et al., submitted; Moreno and 502 Tsang, 1994; Salandin and Fiorotto, 1998] . Whatever the heterogeneity level, the asymptotic 503 transverse dispersion coefficient is always zero as predicted by first-order theory for low 504 heterogeneity and by volume averaging [Attinger, et al., 2004] . 505
The addition of diffusion to advection leads to two very different behaviors for longitudinal 506 and transverse dispersions. For large heterogeneities (σ 2 >1), diffusion induces a significant 507 longitudinal dispersion decrease and a transverse dispersion increase larger than expected. At 508 most, for a Peclet number of 100 (advection on average hundred times larger than diffusion) 509 and a permeability variance σ 2 =9, the longitudinal dispersion decreases by a factor of 2 and 510 the transverse dispersion is 7.5 times larger than the local diffusion. Water Resources Research, 26, 133-141. 597 Saad, Y. (1996) Rubin [1990] and numerically in the present study and in Salandin and Fiorotto [1998] . 646 predictions [Gelhar, 1993] u xx present study u xx in Salandin [1998] u xx in Rubin [1990] u yy present study u yy in Salandin [1998] u yy in Rubin [1990] Rubin [1990] and numerically in the present study and in Salandin and Fiorotto [1998] . 
