Global memory models are evaluated by using data from recognition memory experiments. For recognition, each of the models gives a value of familiarity as the output from matching a test item against memory. The experiments provide ROC (receiver operating characteristic) curves that give information about the standard deviations of familiarity values for old and new test items in the models. The experimental results are consistent with normal distributions of familiarity (a prediction of the models). However, the results also show that the new-item familiarity standard deviation is about 0.8 that of the old-item familiarity standard deviation and independent of the strength of the old items (under the assumption of normality). The models are inconsistent with these results because they predict either nearly equal old and new standard deviations or increasing values of old standard deviation with strength. Thus, the data provide the basis for revision of current models or development of new models.
In the long tradition of modeling the structures and processes that underlie memory, there have been two main considerations in theory building. The first has been the ability of a theory to cover a wide range of the phenomena under examination. This consideration has become especially important in response to the plethora of simple models that were developed for extremely limited domains 15 or more years ago. The second consideration is the standard criterion in modeling in all disciplines, that is, modeling detailed aspects of data. In memory research, many early models were flawed in one or the other of these respects and, in particular, most were criticized because they dealt with only a handful of experimental procedures. In contrast, the global memory models (e.g., Eich, 1985; Gillund & Shiffrin, 1984; Hintzman, 1986 Hintzman, , 1988 Murdock, 1982 Murdock, , 1983 Murdock, , 1989 Pike, 1984; Ratcliff & McKoon, 1988 ) that have been developed recently have gone beyond the earlier models in their scope of application. They are capable of explaining a variety of phenomena across a range of experimental paradigms, and they can account for functional relationships with coherent variation of model parameters. The approach so far has been one of making the models as wide-ranging as possible by applying them in as many different domains as possible. This effort is of tremendous importance because of the serious criticism concerning lack of scope of earlier models. It is unfortunate that, concurrent with the ability of the models to fit a range of phenomena comes the suspicion that the models are too flexible to allow tests of their basic assumptions. This suspicion arises because models with quite different structures and processes seem to account for a wide range of data equally well and because new phenomena can be accommodated in the models by adding post hoc assumptions. However, the suspicion is unfounded; the models are testable and falsifiable. Some results require only minor changes in the structure of the model, whereas other results necessitate radical revisions of the models. For example, Ratcliff, Clark, and Shiffrin (1990) provided data with which, at that time, all of the global memory models were inconsistent. Our article provides additional tests of the current global memory models-tests that deal with basic assumptions of the models.
The global memory models are designed to account for performance across a range of tasks, including recall, recognition, frequency judgment, categorization, and serial-order recall. Each model deals with only a subset of the tasks, but all of the models attempt to deal with recognition. Thus, with recognition the models can be directly tested, both individually and against each other. The recognition paradigm is elementary: A list of words is presented to the subject for study and then a test list is presented that is composed of some old words from the study list and some new words that were not on the list. The subject is required to indicate whether each word is old or new by pressing one of two response keys, and the accuracy and reaction time of responses are recorded. The models account for recognition performance by supposing that a test item interacts with all items in memory to produce a value of match or familiarity or strength (familiarity is used interchangeably with the terms strength, degree of match, and relatedness, and all denote the output of the match between the probe and memory). The match value is used in a signal detection analysis to determine a response: If the value is higher than a criterion value, respond old; if lower, respond new. Although the familiarity response dimension is the same for the various models, the structures of the models are radically different. TODAM (Mur-dock, 1982) assumes that an item is a vector of attributes and that each studied item is added to a common memory vector. For recognition, the dot product between the test vector and the memory vector gives the match value. In MINERVA 2 (Hintzman, 1986) , items are also vectors of features but are stored separately in memory. At retrieval, a (modified) dot product is calculated between the test item and each item in memory, and then the value of each dot product is cubed and all of the dot products are summed to give a match value. In the SAM model (Gillund & Shiffrin, 1984) , strengths between each item as a cue and every item in memory are built up during encoding, and at test, the sum of the strengths between a test item and each item in memory serves as the match value. In all of these models, the test item interacts with all of the information in memory.
The critical tests of the global memory models presented in this article are concerned with the relative behaviors of the variances of the distributions of familiarity for old and new items. All of the predictions of all of the models are based on the way variance is introduced into the model and substantive alterations to the assumptions about variances would change many of the published predictions of the models. Thus, tests of the variance assumptions are critical to evaluating the models. Each of the models makes strong predictions about the behavior of old-and new-item familiarity variances as a function of strength of the old items. For example, the models of Gillund and Shiffrin (1984) and Hintzman (1986 Hintzman ( ,1988 predict that the variance in old-item familiarity is greater than the variance in new-item familiarity and that this difference becomes greater as the average value of familiarity or strength of the old items becomes greater. Murdock's (1982) model, in contrast, predicts that new-item familiarity has about the same variance as olditem familiarity for all values of strength of old items.
Predictions of the Memory Models
For the three memory models that we consider in detail, predictions are derived using similar methods. In each of the models, memory comprises a representation of the studied items. In SAM and MINERVA 2 (instance-based models), the items are kept separate, whereas in TODAM (a composite model), the items are stored in a composite trace. At test, a test item is compared with all of memory, and the value of the overall degree of match or familiarity is computed. In all of the models, familiarity is computed by summing the match values between the test item and each stored item in memory. In the instance-based models, this is easy to understand, but in the composite model, it is more difficult because items are jumbled together in memory and not represented separately. However, to derive predictions, the vectors stored in the composite memory are assumed to be independent, which means that from a computational point of view, the contribution from each stored item can be treated separately. Thus, in the composite model (as in the instance-based models) the match between the test item and each stored item is assessed, and familiarity is the sum of these individual match values.
Variance in familiarity values across either different items or the same item presented on different occasions is introduced differently in each of the models. In the vector models (TO-DAM and MINERVA 2), variability is a consequence of the assumption that the features or attributes that make up items take random values. In SAM, variability is derived from the process by which items are encoded into memory. To test the models against data, estimates of the mean familiarity value and the variance in the familiarity value are required for both old and new test items. The estimate of the mean value of familiarity is derived by computing the expected value (mean) of the match between a test item and each item in memory and summing these values over all items in memory. Similarly, for the estimate of variance in familiarity, the variance in the match value between a test item and each item in memory is computed, and these are summed over all the items in memory.
The predictions of the models for the means and variances in the familiarity values of old and new test items are critical. For MINERVA 2 and SAM, the difference in variance between old and new test items depends on the strength of the old items. An old test item matches one item in memory and mismatches all of the rest, whereas a new test item mismatches all items in memory. For a test item that matches an item in memory, the value of the match will depend on how strongly the item was encoded. When the match value becomes large, the variance in the value for the one match becomes as large or larger than the sum of the variances for all of the nonmatches; thus, variance for an old item dominates the sum of all of the nonmatching variances for new items. In other words, when old-item strength is high, old-item variance is larger than new-item variance. In contrast, for TODAM, the difference in variance of familiarity values for old and new test items is small for all values of strength of old items. The contribution to variance when an old item matches an encoded item is only about two times that for a nonmatch. Thus, SAM and MINERVA 2 predict increasingly large differences in variances for old and new items as a function of strength of the old items, whereas TODAM predicts about equal variances for all strength values.
The second variance prediction of the models that is tested is the behavior of new-item familiarity variance as a function of strength of the old, studied items. To illustrate the prediction, consider a stereotypic vector model such as that of Anderson (1973) . In this model, items are vectors with features having values randomly selected from a normal distribution, with a mean of zero and a variance P/N (where P is usually set to one). Memory is another vector that is the sum of all of the item vectors. If the numerical values of all elements in each studied vector were doubled (representing twice as much strength), then the mean familiarity and the standard deviation in the familiarity of a test item would be twice as large for both new items and old items. This prediction of increased variance holds for TO-DAM, SAM, and MINERVA 2, though for different reasons in each model. (See Ratcliff et al., 1990, and , for details, including a SAM variant that does not make this prediction.) Full discussion is given in the sections that follow presentation of the various experiments.
To test the predictions about variance, we used a combination of two methods: receiver operating characteristic (ROC) curves to assess the relative variances of old and new familiarity values, and a "mixed/pure" experimental design in which some study lists have only strongly encoded items, some only weakly encoded items, and some in which the two kinds of items are mixed. The mixed/pure design allows the variance of new items to be measured in a situation in which it would be presumed to change as a function of strength of the old items, that is, when strength increases from a pure weak list to a pure strong list; or in a situation in which there is only one variance, that is, when the weak and strong items are mixed. These two methods for testing variance are described in detail in the next sections.
Variance Estimates From ROC Curves
The method used to determine the ratio of old-item variance to new-item variance is based on the ROC curve. The method has been used for over 30 years (see Egan, 1958) . However, its application to the recent global memory models has been overlooked.
In the first two experiments presented here, empirical ROC curves were obtained by varying the proportion of old and new test items in a test list. This manipulation leads subjects to vary their old/new criteria in responding so that when old items predominate, subjects are more likely to respond old, whereas when new items predominate, a new response is more likely. Figure 1 shows two normal distributions of familiarity with five criterion settings (vertical lines). An ROC curve is produced by plotting hit rate against false alarm rate as a function of criterion setting. By transforming the hit and false alarm rates to z scores (assuming normal distributions of familiarity), two simple equations can be written in terms of the criterion position c and the means and standard deviations of the signal (old) and noise (new) distributions, as follows: and = (C -Mn)/0n, where ^s and <r s , and ju n , and <r n are the mean and standard deviation of the signal and noise distributions, respectively.
If the criterion position is eliminated from these equations, then as shown in Figure 1 . The bottom panel of Figure 1 depicts a z-transformed ROC curve (under the assumption of normality, as before).
There are three aspects of analyses based on this latter equation that are important for testing the global memory models. First, if the underlying signal and noise distributions are normal (as the models either assume or predict), then the result of plotting z hit versus Zf a is a straight line, as in the bottom panel of Figure 1 (Green & Swets, 1966; McNicol, 1972) . If the distributions are not normal, then under many conditions, the resulting curves will be indistinguishable from straight lines (Lockhart & Murdock, 1970) . Second, the slope of the z^, versus Zg, line (the z-ROC curve) provides an important test of the models because, for normal distributions, the slope gives the ratio of the noise standard deviation to the signal standard deviation. Third, the intercept of the linear z-ROC line (for normal distributions) is the difference between the two distribution means divided by the signal distribution's standard deviation. This provides an estimate of d', the discriminability between old and new items. Varying strength of the old items will produce a set of z-ROC curves, and the d' values obtained from this set of curves can be used to measure the discriminability difference between strong and weak studied items and thus test (for some models) predictions for the effects of strength on the variances of old-and new-item familiarity values.
Note that there are several measures ofd' that could be used when the signal and noise distribution variances are different from each other (McNicol, 1972, pp. 87-90) , but as long as one is used consistently, others can be calculated as needed from the z-ROC plot. We will mostly use ^Ja s , setting ^n to zero.
Mixed/Pure List Designs
In a typical experiment, three kinds of lists are presented to subjects: a pure weak list in which all items are intended to have weak strength because they are either presented for only a short time or for only a few repetitions; a pure strong list in which all items are intended to have high strength because their presentation time is long or their number of repetitions is large; and a mixed list in which half of the items are weak and half are strong.
A mixed/pure design allows examination of the effect of the strong items in a mixed list on the weak items in the list, and vice versa. Performance on weak items in a mixed list can be compared with performance on the weak items in a pure list to determine the effect on them of the strong items in the mixed list. Also, performance on strong items can be compared in the mixed and pure lists to determine the effect on them of weak items. If performance on weak items is poorer in a mixed list than in a pure list, and strong items are better in a mixed list than in a pure list, then this is termed a list-strength effect (Ratcliffetal., 1990) .
The models predict this list-strength effect, and the prediction rests on the behavior of the variance of the noise distribution. In the example presented earlier using a stereotypic vector model, the noise variance will be larger in a pure strong list than in a mixed list and larger in a mixed list than in a pure weak list. Given that the mean strengths of items are predicted to be the same in mixed and pure lists (for all the models considered here, see Shiffrin et al., 1990) , then the noise variance differences entail the list-strength effect: d' for strong items in a mixed list will be greater than d' for strong items in a pure list; in a similar manner, d' for weak items in a mixed list will be smaller than d' for weak items in a pure list. The statistic used to assess this difference between mixed and pure list d's is the ratio of ratios of d' values: the ratio of d' for mixed strong to d' for mixed weak divided by the ratio of d' for pure strong to d' for pure weak, Rr = (d'^/d'^W^/d'^) . This measure is used because in the models, mean strength values divide out, leaving a simple expression in terms of standard deviations, Rr = SD(ps)/ SD(pw), where SD is the standard deviation in the noise distribution.
The ratio of ratios allows a critical test: The models predict that standard deviation of the noise distribution for a pure strong list must be greater than the standard deviation of the 'hit Zfa Figure 1 . Illustration of normal distributions with different criterion settings and the resulting z-transformed receiver operating characteristic curves, (fa = false alarm.) noise distribution for a pure weak list; therefore, the ratio must be greater than one, and this ratio must increase as the strength of the strong items is increased relative to the weak items. When the mixed/pure list design was used by Ratcliff et al. (1990) to test the global memory models, the models all failed. In results from a number of experiments, the pure and mixed list conditions did not show strength differences between weak items and between strong items (Ratcliffet al., 1990; ; therefore, the ratio of ratios was about one, not greater than one. Thus, the results show that noise variance did not change as a function of pure versus mixed list types.
In this article, we combine the tests by using ROC curves and mixed/pure list designs to examine both the relative variances of old and new items and the variance of new items in mixed and pure lists as a function of the strength of the old items in the lists. This combination will provide stringent tests of the behavior of variances for old-and new-item distributions in the models, which, as we show later, constrain the models severely. The next sections present experiments designed to vary the strength of the items in a mixed/pure design using ROC curves. Following the experiments, the various models and their detailed predictions are presented.
Experiment 1
The aim of Experiment 1 was to vary jointly the probability of old and new items in the test list and the strength of items in the study list by using a mixed/pure list design. The study list was composed of pairs of words, and old/new recognition test lists were interspersed with occasional cued-recall test lists. Strength of items was manipulated by varying the amount of study time per pair from 1 s to 5 s. Probability was manipulated by varying the ratio of old and new test items in the test list from 1:4 to 4:1.
Method
Subjects. There were 4 paid subjects recruited from the student population at Northwestern University. Each subject took part in either 19 or 20 sessions, each lasting about 50 min.
Procedure. There were two kinds of study lists presented to a subject: pure lists and mixed lists. In a pure list, each of 16 pairs of words was presented for the same amount of time, 1 s for weak or 5 s for strong. In a mixed list, sequential blocks of pairs in a study list had different study times: the first 2 pairs at 1 s, the next 6 pairs at 5 s, the next 6 pairs at 1 s, and the last 2 pairs at 5 s (the first and last pairs were buffer pairs), or the reverse ordering of presentation times. Subjects were instructed to learn the pairs for later cued-recall tests. The cued-recall tests were included to encourage the subjects to rehearse each pair of words together and not rehearse across pairs (see RatclifFet al., 1990 , for further discussion). A recognition test followed each study list. The probability of old and new test items was varied in the test list: There were 8 old and 32 new, 16 and 32, 32 and 32, 32 and 16, or 32 and 8. Subjects were informed of these probabilities after the study list and before the test list. There were 20 recognition lists per session, leading to one list of each type per session (4 mixed/pure X 5 test-item probability). After the study phase of a list, subjects pressed a key to begin the test phase. In the test phase, old and new items were presented in random order, and subjects were instructed to be fast without sacrificing accuracy. After each response, there was a 250 ms blank interval followed by the next test item. For two of the study lists, the recognition test list was followed by a cued-recall test (the left member of the study pair was presented and the subject was required to recall the right member). Instructions recommended that pairs be learned for cued recall and the test lists were preceded by one practice list in which recognition was followed by cued recall.
Materials. The words for each session were chosen randomly without replacement from a pool of 1,650 two-syllable common English words not more than eight letters long.
Results
Responses with reaction times below 300 ms and above 2,500 ms and test items from the buffers (the first and last two studied pairs) were discarded from the analyses. For mixed lists, performance was averaged over the two mixed-list orders. Table 1 gives the hit and false alarm rates for each mixed/pure and weak/strong condition for each test-list probability averaged across subjects (later analyses examine performance of individual subjects).
The analyses of importance for the global memory models concern the ROC curves. The global memory models predict that both the old and new test-item familiarity distributions will be normal in shape. If the data are consistent with normal distributions, the z transformation of the hit plotted against the z transformation of the false alarm rate will be linear. Note that linearity does not necessarily mean that the distributions are normal; other nonnormal distributions can produce linear or approximately linear functions (Lockhart & Murdock, 1970) . Figure 2 shows the z-transformed functions averaged across subjects for mixed and pure, and weak and strong items (using only the first 40 test items in each test list to equate test position as a function of old/new test-item frequency). The graphs show nearly linear curves with approximately equal slopes. Table 2 shows linear regression analyses on the group data for the slope, the intercept, and the standard deviation in each. The same linear regressions were carried out on the data from the individual subjects, and the means of the slopes and intercepts are also shown in Table 2 .
The main results to note from the linear regression analyses are that the slope of the z-transformed ROC curve is about 0.84 on average and that the slope is independent of the strengths of the items. In all but one case, the slope is significantly less than one, and none of the slopes are significantly different from each other (using the standard errors given in Table 2 ). These results clearly contradict predictions of the models. First, the 0.84 slope shows that the variance for new-item familiarity is less than that for old-item familiarity, which contradicts TODAM's prediction. Second, this value of slope is constant as a function of the strength of the old items, which contradicts SAM and MINERVA 2.
Another prediction of the models is that variance of newitem familiarity should increase with strength of the old items, leading to a larger d' difference between strong and weak items in mixed lists than in pure lists. Contrary to this prediction, there is little, if any, difference between performance in mixed and pure lists, replicating results of Ratcliff et al. (1990) . Ratcliff et al. obtained d' values from one criterion value only (i.e., only one value of old/new test-list probability); here, they are obtained from the whole ROC curve. As noted earlier (and in Ratcliff et al., 1990) , the ratio of ratios of d ', Rr = (d' m /d' m j/ (d'pjd'pw) , which reduces to SD ps /SD pv/ for the models, is used to test the models. For the data in Table 2 , d' is calculated from the intercept divided by the slope; this gives the difference between old and new familiarity divided by the standard deviation in the new-item familiarity. The ratio of ratios, Rr, is 1.04, based on the data from all subjects combined, and 0.99, based on the average of the values for the individual subjects. These values replicate those presented in Ratcliffet al. (1990) and show that, counter to the predictions of the models, the new-item familiarity variance is not larger for pure strong lists than for pure weak lists. In other words, new-item familiarity variance does not change as a function of strength of the old items.
Experiment 2
Experiment 2 was designed to vary strength by varying the number of repetitions of studied items instead of varying study time. This method was used by Ratcliffet al. (1990) and leads to the same predictions by the models as does the study time manipulation . Note. SxS slopes and intercepts were derived from the fits to individual subjects' data, which were averaged over subjects. ROC = receiver operating characteristic.
Method
Subjects. There were 7 paid subjects recruited from the student population at Northwestern University. Each subject took part in 20 to 25 sessions, lasting about 45 min each. One of these subjects had participated in Experiment 1.
Procedure. In the study list, single words were presented in either pure or mixed lists. In a pure strong list, each of 20 words was repeated five times in a random order (total list length was 100 words). In a pure weak list, each of 20 words was presented once (total list length was 20 words). In a mixed list, 10 words were repeated five times, and 10 words were presented once (randomly intermixed; total list length was 60 words). The only constraint on the presentation order was that repetitions of words could not occur within a lag of four. Subjects were informed before each study phase which type of list would be presented (all fives, all ones, or half and half). Each word in a study list was displayed for 750 ms.
Each study list was immediately followed by a recognition test list. The probability of old and new test items was varied so that there were 4 old and 20 new, 8 and 16,12 and 12,16 and 8, or 20 and 4 . Before the beginning of the test phase, subjects were told what the composition of the test list would be (17% old, 33% old, 50% old, 67% old, or 83% old). Old and new items were presented in random order.
In the recognition test phase, subjects were instructed to be fast without sacrificing accuracy (responses longer than 1,500 ms were followed by a "too slow" message for 500 ms). Error feedback was given after every incorrect response, displayed for 500 ms. To encourage subjects to make use of the probability information, an error in the extreme probability conditions (83% old and 17% old) was given a 2,500-ms time penalty (the word "error" was spelled out letter-by-letter at 500 ms per letter). Otherwise, the next test item followed the response immediately. A summary of performance was also given to subjects after every three study lists of trials.
There were 30 study-test lists per session, two lists of each type: 3 mixed/pure study lists X 5 test-item probability conditions.
Materials. The words for each session were chosen randomly without replacement from the same word pool used in Experiment 1.
Results
Responses faster than 300 ms and slower than 2.5 standard deviations above the mean for each subject and condition were eliminated from the analyses. Study-list lengths varied as a function of list type. For pure weak lists (1 repetition), study-list length was 20 words; for the mixed lists, list length was 60 words; and for the pure strong lists, list length was 100 words. For the analyses of slope of the z-transformed ROC curves, two analyses can be performed: one in which responses are averaged over all serial positions and one in which responses from early study positions in longer study lists are discarded so that weak items in a pure list are compared with weak items in a mixed list equated over equally recent study positions (analyses of strong items are performed in a similar manner). This latter equated analysis was used to examine the mixed/pure list difference and to form the ratio of ratios for the mixed/pure list analysis. Figure 3 shows the z-transformed hit and false alarm rates for the group average data over all serial positions, and Figure 4 shows the equivalent results for the data with recency of study position equated. The functions are linear functions with equal slopes, replicating Experiment 1. Table 3 shows the hit and false alarm rates, and Table 4 shows the linear regression analyses separately for weak and strong items equated for study positions. The slopes lie between 0.70 and 0.90 for the group data and between 0.68 and 0.80 by fitting data for individual subjects and averaging. As noted earlier, the prediction of SAM and MINERVA 2 is for the slope to decrease as old items get stronger. In fact, although the differences are not significant (but close), the slope increases as old items get stronger.
The ratio of ratios computed from the group data is 1.21, and the average of each individual subject's ratio of ratios is 1.13. Given that the strong items were presented five times and the weak items were presented only once, the models would predict a value much larger than one (e.g., Gillund & Shiffrin, 1984 , would predict a value of 2.2). The obtained values are only a little larger than one and are again consistent with the results of Ratcliff et al. (1990) . Therefore, the results again contradict the prediction that the variance of new-item familiarity will increase as the strength of old items increases.
Experiment 3
Experiment 3 was designed to use an alternative method for obtaining ROC curves, a confidence judgment procedure. In the confidence judgment procedure, subjects are required to make a recognition response on a 6-point scale with values ranging from sure old to sure new. The response probabilities in each confidence category can be used to construct an ROC curve, as in Experiments 1 and 2. The confidence judgment procedure was used to make sure that our results were not specific to the probability manipulation used in these two experiments. Markowitz and Swets (1967) compared the two methods in auditory detection and found differences between results from the two procedures that they attributed to practice on the signal stimuli when the signal probability was high. In recognition memory procedures, this possible confound is not a problem because practice at test on one old word will not transfer to another old word because each word is tested only once per list. However, similar results on the two procedures will improve our confidence in their generality.
Method
Experiment 2 was similar to Experiment 1, except that old and new test items were presented with equal probability, and responses were on a 6-point scale from sure old, probably old, maybe old, maybe new, probably new, to sure new response categories. The keys on the cathoderay tube keyboard used for the confidence judgments were the x through m keys on the bottom row of the keyboard. As in Experiment 1, both pure and mixed lists of pairs of items were studied, and single items were tested for recognition. Strong items were studied for 5 s per pair and weak items for 1 s per pair (as in Experiment 1, instructions required pairs to be learned for cued recall). After the recognition phase of a practice list and after one other randomly chosen list, a cued-recall test was given to the subjects to encourage learning of pairs.
Subjects were 19 paid volunteers from the Northwestern undergraduate population. They each participated in one 45-min session with 16 study-test lists per session. The same experimental materials were used as in Experiment 1.
.C Nl Z fa Figure 3 . Z-transformed receiver operating characteristic curves for the group in Experiment 2 for all the data, that is, study position for the items not equated for the pure and the mixed lists. (The curves represent mixed strong, pure strong, pure weak, and mixed weak, reading top to bottom on the left-hand data points, fa = false alarm.)
Results
Data analyses used only study items from the middle of the blocks in the mixed lists (Items 2-5 in the blocks of six pairs) and items matched on serial position in the pure lists. Reaction times less than 250 ms and greater than 5,000 ms were also eliminated. Figure 5 shows z-transformed ROC curves for the group average data. To derive these, cumulative ROCs are derived by cumulating the raw frequencies for each key, converting to probabilities, and then taking a z transformation (see McNicol, 1972) . This contrasts with Experiments 1 and 2, in which the hit and false alarm rates were obtained directly from the probability conditions. As in the prior experiments, the functions are parallel and do not differ much from linearity (Experiment 3 shows the most systematic deviation of all the experiments, but the deviations are still small). Table 5 shows the regression analyses for the four conditions. As in Experiments 1 and 2, the slopes are in the 0.8 range, are significantly different from one, and do not vary as a function of strength of the old items.
The ratio of ratios was calculated by collapsing the old and new confidence judgments into two categories (old and new) and using these to compute d' values for the four conditions. The ratio of ratios was 1.03, again little different from one. Calculating the ratio of ratios from the slopes and intercepts of the ROC curves, for t^fa, the value is 0.99, and for ^s/cr n (the intercept divided by the slope), the value is 0.94.
Serial and test position effects. It is possible that the 0.8 slope of the z-ROC is an artifact of averaging over study or test positions. If the true state of affairs was that, for any study or test position, the signal and noise familiarity distributions had equal variances, then averaging across study and test positions could produce a signal distribution with greater variance than the noise distribution. The overall average signal distribution would be a mixture of the individual signal distributions from different study and test positions, and if these had different means, the probability mixture would have a greater variance than the individual distributions. The 0.8 slope would be a consequence of the mixture. Figure 6 illustrates this: The top panel shows a noise distribution with two signal distributions, and the bottom panel shows the same noise distribution with a signal distribution that is a mixture of the two signal distributions above it. The mixture has a larger variance than each of the signal distributions. There are two ways to address this issue: first, to examine the data for evidence favoring the mixture hypothesis, and second, to calculate how much separation of the distributions in the probability mixture would be needed to produce the observed slope of 0.8.
The mixture hypothesis can be tested with the data from Experiments 1 and 3. In these experiments, the study lists had primacy and recency buffers (two pairs each) that are not included in the analyses. For the nonbuffer pairs of items, we examined the effect of study position by partitioning the data into first and second halves of the study list and calculating slopes and intercepts of the z-ROC functions for each half. For the data to support the mixture hypothesis, the individual slopes for the first and second halves should be closer to one than the slope for all of the data combined. In Experiment 1, there is a small slope difference (0.06) as a function of first versus second half, but the individual slopes are not both closer to one; one is closer and the other is further away, with the average of these two about the same as the group average. For Experiment 3, the slope difference is reversed (-0.04), and as in Experiment 1, the average of the two slopes is about the same as the group average.
We also checked test position in Experiment 1. There was a difference of only 0.01 in the slopes for first versus second half of the test list (moreover, there was an intercept difference of 0.12, with early test items leading to higher accuracy). Thus, for neither study position nor test position do the data support the mixture hypothesis.
To examine the mixture hypothesis theoretically, we used simple calculations to determine how much separation of the distributions in the mixture would be needed to produce a Note. F/A = false alarm.
z-ROC slope of 0.8. To obtain a mixed distribution, two normal signal distributions, each with standard deviation of one and means of 1 and 2.5 were combined. With a normal noise distribution with standard deviation of one and mean set to zero, the slope is 0.79, about the same as for the empirical data. However, the d' difference between the two signal distributions is about 1.5, compared with d' differences in the data of only about 0.1 (for different study and test positions). Mixtures of several rather than just two signal distributions similarly required large separations between the signal distributions to obtain slopes around 0.8. Thus, the observed differences between different parts of the study and test lists were much too small to mix to produce the observed slope of 0.8. The last point about this mixture hypothesis is that there might be large enough differences among individual study or test items so that mixing them would produce slopes around 0.8. However, such item differences are part of every model: In each of the models, item differences are introduced as the source of variance and so are exactly what the z-ROC tests evaluate.
Analyses of Other Data
Earlier research provides data that give ROC curves for recognition. Although these data generally confirm our findings, the strength of old items was not manipulated (except by Egan, 1958) , nor was a mixed/pure design used. Murdock and Dufty (1972) examined recognition memory by using confidence judgments. Subjects were required to respond on the same 6-point confidence scale as was used in Experiment 3. Slopes and intercepts of ROC curves for z transformation for individual subjects are shown in Table 6 , and the plots of the z transformations are quite linear. The z transformed functions are linear and the slopes are less than one (they range from 0.53 to 1.05, with a mean of 0.80).
The results shown in Table 6 for individual subjects have important implications for models. One subject had a reliable z-ROC slope of 0.5, which was significantly different from the average slope of the group. Although the individual subjects in Experiments 1 and 2 did not show such large differences from each other (their data were somewhat noisier), other experiments in our lab have found subjects with slopes that are significantly different from each other. Thus, not only do the models have to account for the average values of slopes but also they must be capable of accounting for individual differences in these values. Mandler and Boek (1974) also used confidence judgments in a recognition memory experiment. As the study phase, they had subjects engage in a word-sorting task in which 100 words were sorted into two to seven categories. After each sort, the deck was reshuffled and another sort was performed, and this sequence proceeded until two consecutive sorts produced 95% overlap in assignment. One week later, subjects were brought back to perform a yes/no recognition test (each recognition Note. S X S slopes and intercepts were derived from the fits to individual subjects' data, which were averaged over subjects. ROC = receiver operating characteristic. . Z-transformed receiver operating characteristic curves for the group for Experiment 3. (The curves represent pure strong, mixed strong, pure weak, and mixed weak, reading top to bottom on the left-hand data points, fa = false alarm.) decision was followed by a confidence judgment) on the words from the prior session. We analyzed the confidence judgment data and found that the slope and intercept of the z-transformed ROC curves were 0.787± 0.042 and 1.51 ± 0.04, respectively, in agreement with the results presented earlier. Egan (1958) performed a recognition memory experiment in which 100 words were studied (either once or twice) and 200 Note. Weak items were studied for 1 s per pair and strong items for 5 s per pair. ROC = receiver operating characteristic. words (100 old and 100 new) were tested. Responses were collected on a 7-point confidence scale. Results showed that for both once-and twice-presented items, the slopes of the z-transformed ROC curves were around 0.7 (0.675 for twice-presented items, intercept 2.7; and 0.713 for once-presented items, intercept 1.4) and thus roughly independent of strength of the old items, again agreeing with the results from the experiments presented earlier. Glanzer and Adams (1990) used confidence judgments to examine the mirror effect in recognition memory. Out of 36 z-transformed ROC slopes in their experiments, one slope was 1.03, one was 1.00, and the rest were below 1.00, with the smallest being 0.56. The mean was 0.762. The phenomenon of interest in that article was the mirror effect (Glanzer & Adams, 1985) . A large number of results show that, in general, in experiments in which one set of stimuli is recognized more accurately as old when old (e.g., low-frequency words compared with highfrequency words), they will be more accurately recognized as new when new. The slopes of the ROCs showed systematic differences as a function of word frequency, abstract/concrete, and reversed/standard letter order. Typically, slopes for the more extreme stimulus types (e.g., low frequency) were around 0.7, and for the less extreme stimulus types around 0.8. Thus, these data may show systematic differences in the slopes of the ztransformed ROC curves as a function of material type such that the materials with the highest d' values (e.g., low-frequency words) have the lowest slopes. However, the conditions with the lowest d' values appear to have their d' values near 0.5, which is the point at which the slope starts to rise toward 1.0 as discriminability falls to zero (see Figure 7) . This suggests that, in fact, the differences may be smaller as a function of material type than those reported by Glanzer and Adams (1990) .
Summary of the Empirical Results
There are three main results to constrain modeling. First, the z-transformed ROC curves presented earlier and by Murdock and Dufty (1972) , Mandler and Boek (1974) , Egan (1958) , and Glanzer and Adams (1990) appear to be linear. This means that the functions are consistent with the assumption that the oldand new-item familiarity distributions are normal (though they do not imply the distributions are normal). The second major result is that the slopes of the z-ROC curves average about 0.8, independently of the strength of the old items. In other words, the ratio of the standard deviations in the new-item and old-item familiarity distributions does not change as a function of strength (assuming normal distributions). The results from all of the experiments can be summarized by plotting the slope of the z-ROC functions for each condition (all combinations of mixed and pure and weak and strong) of each experiment as a function of the study time per item and as a function of d' (the intercept of the z-ROC function) for that condition. These two plots are presented in Figure  7 . It is clear that there are no systematic differences in the slope of the z-transformed ROC curves as a function of strength over the range of d' values from about 0.5 to 2.5. The value of the slope of the z-ROC is constant at about 0.79. Linear regression on the data points in Figure 7 (for slope of the z-ROC function plotted against intercept) including those from Egan, Mandler, and Boek (1974) and Murdock and Dufty (1972) and excluding points with intercept below 0.5, gives a slope (in the slope of the z-ROC vs. intercept) of 0.025, with a standard error in that slope of 0.025. Thus, statistically, there is no effect of strength of the old items on the ratio of the standard deviations (<r n /o-s ). Whatever the strength of old items, the variance of new-item familiarity is less than the variance in old-item familiarity in the ratio of 0.79. In contrast, SAM and MINERVA 2 predict a decreasing variance ratio as a function of strength and TODAM predicts a variance ratio of about one. (The values for the low strength values obtained using rapid presentation times and were from experiments in RatclifF, McKoon, & Tindall, 1992 ; see also Ratcliff & McKoon, 1991) .
The third result is the mixed/pure ratio of ratios result. The ratios of ratios of d' values for the three experiments are shown in Table 7 . These values are consistent with those found by Ratcliff et al. (1990) and show that, in contradiction to most of the models , the variance in new-item familiarity is about the same for strong and weak lists. The values for the ratios of ratios range from 1.13 to 0.94.
The whole pattern of results translated to familiarity distributions is shown in Figure 8 (which assumes the normal distributions predicted by the models). It is this pattern of results that constrains the existing models and provides important criteria for developing new models. Figure 8 shows that the noise distribution has the same standard deviation for pure weak, mixed, and pure strong lists. The standard deviation in the signal distribution is 1.25 times greater than the standard deviation in the noise distribution and is constant as a function of strength (if d' is greater than about 0.5) and constant as a function of list type (mixed or pure). Note that this is an empirical description of the data. There may be theoretical accounts in which theoretical familiarity is only one component of the empirical familiarity; the empirical familiarity distributions might arise from a combination of theoretical familiarity and some other factor (such as recall; personal communication, R. M. ShifFrin, January 1991).
The critical issue is whether the various models are capable of fitting these sets of data, in other words, whether a model can simultaneously produce unequal standard deviations for old and new items (in the ratio of 0.8) and constant standard deviations in mixed and pure lists as a function of the strength of old items. Note. The values of the ratios of ratios are calculated from the slope and intercept of the receiver operating characteristic curves and represent (M S -Mn)A.-The value in parentheses is computed by taking a simple split in the confidence judgment range (old vs. new) and calculating the ratio of ratios from the computed <f values. The presentation time per item is computed from the average amount of time an item is presented (for a pair, the presentation time is divided by 2; for a repetition, the time for one presentation is multiplied by the number of repetitions). 
Theoretical Analyses

Hintzman's MINERVA 2 Multiple-Trace Vector Model
In the MINERVA 2 model, studied items are assumed to be represented separately in memory. A test item is compared with each stored item and an overall familiarity value is calculated by summing over these comparisons.
Specifically, the MINERVA 2 model proposes that items are vectors of features in which the features take values of-1 , 0, or + 1 . Encoding proceeds by copying item vectors into memory vectors by using a probabilistic encoding process: For each feature, either its value or 0 is copied into the memory vector with some probability L, where L is larger for strong items (i.e., items with more study time or more repetitions). At test, the value of overall familiarity for a test item (echo intensity) is calculated as follows: If there are « vectors in memory and m features per vector, then the similarity of test vector P(j) to a memory vector T(i, j) is as follows:
where Aj, is the number of features relevant to the comparison, that is, the number that are nonzero in either P( j) or T(i, j). To get echo intensity (/), the similarity for each item is cubed to give an activation value, A(i) = S(i) 3 , and these activation values are summed over items, /= Sj^(i). Echo intensity (familiarity) is the basis for a recognition decision through signal detection theory.
The model makes strong predictions about the relative values of the standard deviations of echo intensity for old and new items. The standard deviations of the similarities of old items are comparable with the standard deviations of the similarities of new items. However, the standard deviations are not comparable for activation values. For new items, mean similarity is near zero, whereas for old items it is greater than zero. Thus, when similarity is cubed, the standard deviations in the resulting activation values for new items are attenuated relative to the standard deviations for the old-item activation values. Typically, the mean and variance for activation in the single memory item that matches an old test item are comparable with the sums of the means and variances of activation values for new test items that do not match any memory item. To compute means and variances for echo intensity, the means and variances of the activation values are summed over all items in memory; thus, the means and standard deviations in echo intensity are larger for old items than for new items.
As study time per item increases, the similarity of old test items to matching items in memory increases, resulting in larger means and larger standard deviations in activation values and echo intensities for the old items. When the number of repetitions of a study item increases, the activation values for the repeated items are added into the calculation of echo intensity, and the variances for old test items matching repeated studied items in memory dominate over the nonmatching variances for new items. Thus, with increases in either study time or number of repetitions, the model predicts that the standard deviation in echo intensity is larger for old items than for new items.
Sample values of echo intensity from the model (for reasonable parameter values) are shown in Table 8 . (In addition, inspection of Figure 4 , Hintzman, 1988 , illustrates the increasing variance with repetition.) The results in Table 8 were produced by using a recursive exact solution for Hintzman's model (Sheu, in press ). First, the distributions of echo intensity are approximately normal, which fits well with the linear z-ROC functions. Second, as the encoding probability increases (learning rate in Table 8 ), both o-n and <r, increase but their ratio decreases (until the learning rate gets near one, when the standard deviation for old items begins to decline to zero); this decrease is inconsistent with the empirically obtained constant slope of the z-ROC functions. Moreover, because <r a increases, the model predicts that the difference in d' for mixed lists will be greater than the difference in d' for pure lists; that is, the model predicts that the ratio of ratios will be greater than one, which is inconsistent with the empirical ratios. Third, as the vector length increases, the ratio of <r n /a s decreases. This means that increasing vector length will only make the predictions for the ratio of the standard deviations in echo intensity worse. Fourth, the only conditions that give the right range of values for the ratio of standard deviations are for low vector lengths, long list lengths, and extreme learning rates (low or high). However, the ratio of standard deviations changes as a function of (/i s -jOAn. which is inconsistent with the data.
Thus, one can conclude that in its current formulation, MIN-ERVA 2 has significant problems in dealing with the behavior of the standard deviations of the echo intensity distributions as a function of strength of items in lists.
Murdoch's TODAM Distributed, Single-Trace Vector Model
In the TODAM model, items are represented as vectors of attributes (or features). Memory is represented as a single vector that is a weighted sum of all studied items. Each feature of an input vector is sampled from a feature distribution that is normal, with a mean of zero and a variance of P/N, where P is the Table 8 Sample Predictions of Hintzman's (1986) power of the vector and N is vector length (P is usually set to 1 , so the variance is 1/N). At retrieval, a test vector is matched with the memory vector by computing the dot product. The equation for encoding is as follows:
where p represents probabilistic encoding, a is a forgetting parameter, f is the new input vector, j is the number of the item in the list being encoded, and M is the memory vector. The equation for recognition matching is as follows:
where s is a scalar quantity denoting degree of match. When a pair of items is studied, each item of the pair is stored in the memory vector, and an association (another vector) formed by convolving the members of the pair of vectors is also stored.
The predictions for the standard deviations of old-and newitem familiarity values (denoted as s in the last equation) can be complicated but tractable (Murdock, 1982 (Murdock, , 1983 Weber, 1988) . To derive predictions, it is assumed that the stored vectors are independent. Then each stored item adds a component to the overall variance. In the simple case, with no forgetting and other parameters set to 1 , each stored item that does not match the test item adds 1/N to the variance, and each item that matches the test vector adds 2/N (the 1/N and 2/N are the expected values of the variances). For example, for study lists with a length of 32 words, for a new test item the variance will be 32/N. For an old test item matching 1 studied item and not matching the other 31, the variance will be 33/N. Thus, the ratio of the variances is 32/33 and this is close to 1 , that is, oldand new-item familiarity standard deviations are about the same. Thus, for long lists, the contributions of items that do not match an old test item dominate the contribution from the single matching item (in contrast with the Hintzman MIN-ERVA 2 model, in which a single matching item can dominate all nonmatches). To explain learning in this model, Murdock (1 989) introduced probabilistic encoding (as in MINERVA 2), such that the probability that a feature is encoded at study is a function of presentation time. This does not alter the qualitative predictions of the model.
The predictions of the model can be illustrated with the conditions of Experiment 1 . In that experiment, a list of 16 pairs of words was studied, and single words were tested. We used a full version of the model with several additional parameters, such as weighting at retrieval, attention weights at encoding, and probabilistic encoding (Murdock, 1989) . Moreover, several simplifying assumptions allow tractability (these do not affect the conclusions; for detailed analyses, see Shiffrin et al., 1990) : Strong and weak pairs alternated at study, the tested item was encoded at study serial position 8, the attention weight 7 was set to .7, the attention weight fi was set to .9, and the retrieval weights q and w were set to 1 .0. Using vector length 1 8 1 , we were able to obtain d' values near those found in Experiment 1 for the pure strong condition (the probabilistic encoding parameter p = 0.9) and for the pure weak condition (p = 0.35); these are shown in Table 9 . Also shown are results for increased vector length and for the forgetting parameter set to one. This allows evaluation of how the predictions would change as a function of these parameters.
The main predictions of the model under these conditions are as follows: First, the distributions of familiarity are approximately normal, which is consistent with the linear z-ROC functions in the data. Second, the old-and new-item standard deviations are nearly equal. This is inconsistent with the ratio from the data of about 0.8. Third, the model predicts that the difference between strong and weak d' values for mixed lists should be greater than that for pure lists; thus, the ratio of ratios of the d' values should be about 1.61 (see Table 9 ), much larger than the empirical values. As with MINERVA 2, the model makes this prediction because the variance in the new-item familiarity distribution changes from a pure weak list to a pure strong list (whereas for the mixed list, there is only one newitem familiarity distribution) and because the mean match values are the same for both pure and mixed conditions.
It should also be noted that Eich's (1982) model, as well as Pike's (1984) and Anderson's (1972 Anderson's ( ,1973 composite matrix and vector models, make the same prediction as TODAM: nearly equal standard deviations for old-and new-item familiarity values.
Gillund and Shiffrin's Search of Associative Memory Model (SAM)
Gillund and Shiffrin developed the SAM model to account for performance in recall and recognition. In the SAM model, items to be encoded are placed in a short-term buffer, and strengths between each of the items as a cue and each as an "image" in memory are increased as a function of time spent in the buffer. What is stored is how strongly each item, when it is presented as a cue (or test) item, is related to items in memory. There are three encoding parameters: b is the interitem strength between an item in the short-term buffer as a cue and images in memory of the other items in the buffer; c is the self strength between each item in the buffer as a cue and its own image in memory; and a is the context strength. Each parameter determines the amount of strength accumulated per unit time, so that in t seconds, at units of context cue to buffer item strength accumulate, ct units of self strength accumulate for each item in the buffer, and bt units of strength accumulate between each pair of items in the buffer. In addition, there is a parameter d that represents the preexperimental residual strength assumed to exist between any cue and any image in memory. Variability is introduced into the model by assuming that if the mean strength value computed from the encoding process is X, then the value of strength encoded is set according to the following probabilities:
.5Xwithp= 1/3 Xwithp= 1/3 1.5A r withp= 1/3.
It is this assumption that makes variability greater as strength becomes larger: If X = 1, the values stored are .5,1, and 1.5, whereas if X = 4, the values stored are 2, 4, and 6, showing a greater absolute range and hence greater variability. This assumption (necessary for fitting the model to some data sets) is Table 9 Sample Predictions of Murdoch's (1982 Murdoch's ( ,1989 Note. The expected value of n n is 0. a = forgetting parameter; N = vector; ps = pure strong; pw = pure weak; ms = mixed strong; mw = mixed weak.
fundamentally responsible for the prediction that the variance in familiarity for old items is larger than for new items. For recognition, the overall match between the cue (in practice, the combination of the context cue and the test item) and memory is computed; this is called familiarity and serves as the basis for a recognition decision. For images 1,. . . , k in memory and cue I,, the familiarity is denned as the following: where the sum is over all images (1, . . . , k) in memory, C represents the context cue, W c is the weight given to the context cue, and ff, is the weight given to the item cue.
First, the resulting distributions of familiarity are approximately normal, which is consistent with the linear z-ROC functions. Second, to derive predictions from this model for Experiment 1 for pure lists (in which paired associates are studied), we make some standard assumptions about the encoding process (cf. Gillund & Shiffrin, 1984) . It is assumed that the encoding buffer only contains the single pair of items under study and that interitem strength is accumulated between those two items only. Thus, the expression for (/'can be derived (both from notes by R. M. Shiffrin, 1986 , and our own calculations), as follows:
For lists of N items (N/2 pairs), the expression for the ratio of variances for noise to signal is as follows:
where L=(b + c)/(Nd). According to this expression, the ratio of standard deviations must change as a function of t (time spent in the buffer). The ratio cannot be 0. Shiffrin et al., 1990) .
Differentiation Variant of SAM
To deal with the results from mixed/pure list experiments, Shiffrin et al. (1990) introduced a differentiation version of the SAM model. In this variant, it is assumed that the better encoded an item, the more clear are the differences between it and nonmatching test items. Thus, instead of the residual (preexperimental) strength of a distractor item to an image remaining constant, it will decrease the stronger the image is encoded into memory. This can be quantified with the assumption that the residual strength is an inverse function of context strength, d = k/at. With this assumption, the variance in the new-item distribution is independent of strength of old items; thus, the difference between d' values for weak and strong items is predicted to be the same in mixed and pure lists (i.e., the ratio of ratios is predicted to be one).
The ratio of variances for old-and new-item matches again provides strong predictions. The prediction for the ratio of variances is similar to that in the original SAM model, as follows: a n /<r s = Nk/(Nk + abt 2 + act 2 )
where M = a(b + c)/Nk. Comparing this expression with the earlier one for the original SAM model shows that the new version of SAM predicts a variance ratio similar to the original model, with time squared in this case. For parameter values that produce a 2:1 difference in d' values, the ratio of the standard deviations is about the same as the original model. Thus, although this modification to the SAM model can account for the empirical mixed/pure list ratio of ratios, it is unable to produce adequate predictions of the ratio of standard deviations for the familiarities for oldand new-item distributions. It produces predictions that are essentially the same as the predictions of the old version ofSAM.
General Discussion
In this article, an old issue in the application of signal detection theory to recognition memory is reopened. ROC curves have been used in the past to draw conclusions about recognition memory (Egan, 1958; Wickelgren & Norman, 1966 , for short-term memory; see Murdock, 1974 , for further discussion), but there has been no application of the ROC methodology to the recent global memory models. The three experiments presented in this article, as well as results from four previous studies in the literature, provide a consistent and simple pattern of results. First, the z-ROC functions do not deviate significantly from linearity. Thus, any model that predicts normal distributions will be consistent with this aspect of the data, although the distributions underlying the data are not necessarily normal because many distributions are consistent with linear z-transformed ROC curves (Lockhart & Murdock, 1970; Murdock, 1974) . Second, the slope of the z-transformed ROC curve is constant at an average value of about 0.8 as a function of strength of the studied items. Assuming that the signal and noise distributions are normal, then this constant means that the noise distribution standard deviation is 0.8 times the signal standard deviation on average, varying from 0.5 to 1.0 for individual subjects. Third, the standard deviation in the noise distribution does not change as a function of strength of the old items in the study list.
To summarize (under the assumption that the underlying distributions are normal), (a) the new-item familiarity standard deviation is independent of the strength of old items; (b) the old-item familiarity standard deviation is independent of the strength of old items; (c) the new-item familiarity standard deviation is about 0.8 the value of the old-item familiarity standard deviation; and (d) the z-transformed ROC functions appear to be linear.
Overall, the data give a clear idea of the behavior of signal and noise distributions in recognition memory (assuming normal distributions). The pattern of results is summarized in Figure 8 . We believe that these data are extremely constraining for the global memory models and also for connectionist models of memory and that they should provide some of the initial data to be tackled in any new modeling attempts. Of course, if a model does not predict normal distributions of familiarity, then the z-transformation of the predictions can be used to compare with the results reported here.
The current global memory models make strong predictions about the relative standard deviations of the signal and noise distributions. The composite vector models (and composite matrix models) such as TODAM make the prediction that the signal and noise distributions have about equal variance. This is because, although a match of an old test-item vector with another identical vector in memory has a higher variance than the match of a new test item against an item in memory, the olditem match is swamped by nonmatches from the comparisons with all of the other items in memory. The SAM model (and the SAM model with the differentiation assumption) has the problem that as mean familiarity of old items increases, the variance in familiarity must also increase because noise is introduced through multiplication and match values are summed over items. The MINERVA 2 model makes similar predictions to the SAM model: It predicts that as item strength increases, the variance in the signal distribution increases. This is because cubing large values of similarity (for matches) leads to larger results (activations) with larger variances than cubing small values (for nonmatches) of similarity.
The question now is where to go from here. It is possible that some new variants on the global memory models may have some success with the ROC data, but significant changes to the models will be required as well as considerable effort in refitting the models to the data bases from which they were developed. The class of connectionist models offers some promise simply because these models are relatively unexplored, and there are many possible architectures from which to choose. However, our initial attempts with the adaptive resonance theory architecture (Carpenter & Grossberg, 1987) and with backpropagation-based connectionist models (e.g., Kortge, 1990; Ratcliff, 1990) have not proved successful. Much more work is required on these connectionist models because the models have not been applied to the range of available memory data and because, unlike the global memory models, it is impossible to gain any understanding of the behavior of the variances in the match distributions as a function of experimental variables without simulations. Coupled with this problem is the possibility of myriads of variants on any individual model, any one of which might solve the problem. The challenge is to understand them.
The prescription for further theoretical development is to account for such central empirical effects as list length and presentation time and, at the same time, abide by the constraints on the variances of the familiarity distributions provided by the ROC methodology. Any model that produced predictions consistent with the ROC data naturally (and not just as a consequence of ad hoc assumptions) would be particularly appealing.
To conclude, we have models that apply over a wide range of paradigms with much success. Although they are flexible, powerful, and account for a range of data, the results we have presented here and found in the literature provide tight constraints and falsify the current versions of the models. The challenge is to use these results to modify the existing models or to develop the next generation of models, or both.
