Abstract. We develop elliptic regularity theory for Dirac operators in a very general framework: we consider Dirac operators linear over C * -algebras, on noncompact manifolds, and in families which are not necessarily locally trivial fibre bundles.
The simplest situation where an elliptic operator has an index is when M is a closed Riemannian manifold, V 0 , V 1 ) ). Many generalizations of these results are well-known and can be found in the literature.
(1) Noncompact manifolds. If M is not compact and D is a formally self-adjoint differential operator of order 1 on a vector bundle V → M , then D :
is not necessarily essentially self-adjoint. However, if (M, D) is complete (see Definition 1.13), then D is essentially self-adjoint. This is a classical result by Wolf [26] and Chernoff [6] , see also [13, Proposition 10.2.10] . Even if D is essentially self-adjoint, it is not necessarily the case that represents an element of K 0 (X). (3) Operators linear over C * -algebras. In the context of the Novikov conjecture, Mishchenko and Fomenko [19] developed index theory for differential operators D acting on the sections of a bundle whose fibres are finitely generated projective modules over a group C * -algebra C * (G) (here G is a discrete group) and whose base is a closed manifold. In this case, the index of D is an element of the K-theory group K 0 (C * (G)). The same construction was used by Rosenberg [20] in connection with metrics of positive scalar curvature. More generally, C * (G) can be replaced by an arbitrary C * -algebra A. The basic regularity results for closed manifolds are due to [19] and have been generalized to noncompact manifolds in [23] , [5] and [12] .
In [9] , we will consider the following very general situation. Instead of a single manifold, we consider a submersion π : M → X with possibly noncompact fibres M x := π −1 (x), and which is possibly not a locally trivial fibre bundle. We consider bundles of finitely generated projective A-modules V → M and families of A-linear elliptic differential operators (D x ) x on V | Mx . We want to formulate precise conditions under which D has an index in the K-theory group K 0 (X; A). Here K 0 ( ; A) is the generalized cohomology theory represented by the K-theory spectrum of the C * -algebra A. Finally, we are also interested in graded and Real C * -algebras and operators obeying additional Clifford symmetries, which then have indices in the groups KR * (X; A), for varying values of * . By this level of generality, all the above situations are covered. We do not attempt
In subsection 2.4, we study conditions which imply that D (1+D 2 ) 1/2 is a Fredholm family (invertible modulo compact operator families). The most important result in this direction is Theorem 2.41, which may be stated informally as follows.
Pretheorem C. Assume that D is invertible at infinity. Then D (1+D 2 ) 1/2 is a Fredholm family.
In the unparametrized case, this is well-known, see e.g. [13] or [5] . In the final section 3, we show how to define the topological K-theory K * (X, Y ; A) in terms of Fredholm families on continuous fields of Hilbert-A-modules. In the situation of Theorem C, this allows us to define the index index(D) ∈ K 0 (X; A).
1. Differential operators linear over C * -algebras
Definitions from abstract functional analysis.
C * -algebras and Hilbert modules. Throughout this paper, A will denote a complex C * -algebra with unit. There are two types of extra structure on A that we are interested in. The first is a Z/2-grading, which is a norm-preserving C-linear * -automorphism α of A such that α 2 = 1. For more information on graded C * -algebras, the reader should consult [4, §14] . The second extra structure on A is a Real structure, which is a conjugate-linear norm-preserving * -automorphism κ of A such that κ 2 = 1. Often, we write the Real structure as a := κ(a). For more details on Real C * -algebras, we refer to [21] and [11] . If A has both, a grading and a Real structure, then we require that they are compatible in the sense that κα = ακ.
We are mainly interested in a few types of CNext, we consider the Clifford algebras. Let V, W be (finite-dimensional) euclidean vector spaces. The Clifford algebra Cl(V ⊕ W − ) is the C-algebra generated by the vector space V ⊕ W , subject to the relations (v, w)(v ′ , w ′ ) + (v ′ , w ′ )(v, w) = −2 v, v ′ + 2 w, w ′ .
For (v, w) ∈ V ⊕ W , we set (v, w) * := (−v, w) and extend this to a C-antilinear antiautomorphism of Cl(V ⊕ W − ). A Real structure on Cl(V ⊕ W − ) is defined on generators by (v, w) := (v, w) (and then extended to a C-antilinear automorphism). The grading on Cl(V ⊕ W − ) is given by α(v, w) = −(v, w) (and then extended to a C-linear automorphism). To define the norm on Cl(V ⊕ W − ), recall that the exterior algebra Λ * (V ⊕ W ) has a natural inner product. For x ∈ V ⊕ W , let ǫ x : Λ * (V ⊕ W ) → Λ * (V ⊕ W ) be the exterior product with x. Set c(v, w) := ǫ (v,w) + ǫ * (−v,w) ; this extends to an injective * -algebra homomorphism c : Cl(V ⊕ W − ) → Lin(Λ * (V ⊕ W )). The norm on Cl(V ⊕ W − ) is defined by x := c(x) . We write Cl p,q := Cl(R p ⊕ (R q ) − ).
The last type of C * -algebras we want to consider are the group C * -algebras. Let G be a countable discrete group. There are two C * -algebras associated with G, the reduced group C * -algebra C * red (G) and the maximal group C * -algebra C * max (G). Both are completions of the complex group ring C [G] , with respect to two norms. The maximal norm of x ∈ C[G] is x max := sup ρ ρ(x) , where ρ ranges over all unitary representations of G on Hilbert spaces, while the reduced norm is x red := ρ 0 (x) , where ρ 0 : G → Lin(ℓ 2 (G)) is the regular representation. If there is no need to specify which group algebra is used, we just write C * (G). The conjugation on C[G] induces a Real structure, and we only consider the trivial grading α = 1 on C * (G).
Definition 1.1. Let A be a unital complex C * -algebra. A pre-Hilbert-A-module is a right-Amodule E, together with an A-valued inner product, i.e. a map E × E → A, (x, y) → x, y such that (1) x 0 + x 1 , y 0 + y 1 = x 0 , y 0 + x 1 , y 0 + x 0 , y 1 + x 1 , y 1 , (2) x, ya = x, y a, (3) x, y = y, x * and (4) x, x ≥ 0 and x, x = 0 ⇒ x = 0 hold for all x, x i , y, y i ∈ E and a ∈ A. Note that x, x ∈ A, and the condition x, x ≥ 0 is to be understood in the sense that it is a positive element of that C * -algebra.
The scalar product induces a norm on E, namely x := x, x 1/2 . We say that E is a Hilbert-A-module, if the vector space E is complete with respect to this norm. We refer the reader to [17] , [24, §15] for more background on Hilbert modules. If A has a grading and a Real structure, we can talk about Real and graded Hilbert modules. It is required that E has a Real structure and a grading, and that the structure maps E ⊙ A → E and E ⊙ E → A are compatible with the Real structure and grading on both sides (with the symbol ⊙, we denote the algebraic tensor product of complex vector spaces). In a Hilbert-A-module, the Cauchy-Schwarz inequality
holds: by [17, Proposition 1.1], one has x, y x, y * = x, y y, x ≤ x 2 y, y . These elements are positive in A, and so by the C * -identity
The reader should recall at this point the basic notions of adjointable operators and compact operators of Hilbert A-modules [24, §15.2] . By Lin A (E), we denote the C * -algebra of adjointable operators E, and by Kom A (E) ⊂ Lin A (E) the ideal of compact operators on E.
Bundles of projective A-modules. Let P be a finitely generated projective right A-module, equipped with a Banach norm such that the multiplication map P × A → A is continuous. It is not hard to see that there is an A-valued inner product on P which induces a norm on P which is equivalent to the given norm, see [22, Example 1.2.2] . If P has a grading and a Real structure, we can make the inner product compatible with these extra structures. When equipped with such an inner product, P becomes a Hilbert A-module, and the Banach algebras End A (P ) of A-linear continuous endomorphisms and Lin A (P ) coincide (since P is finitely generated, there is even an equality Lin A (P ) = Kom A (P )). The group Aut A (P ) of continuous A-linear automorphisms is an open subgroup in the Banach algebra Lin A (P ) and hence a Banach Lie group.
Since Aut A (P ) is a Banach Lie group, it makes sense to talk about smooth fibre bundles V → M with fibre P and structure group Aut A (P ) over a smooth manifold M ; we call such bundles smooth bundles of projective finitely generated A-modules. By polar decomposition, the group U (P ) of unitary automorphisms is a strong deformation retract of Aut A (P ), and this has the consequence that each smooth bundle of finitely generated projective A-modules V → M admits a smooth fibrewise A-valued inner product.
An example of this structure arises when G is a countable group and Q → M is a Galois cover of M with group G (the universal cover Q =M is the prototypical example, with G = π 1 (M )). The group G is a subgroup of the group U (C * (G)) of unitary elements in the group C * -algebra (reduced or maximal). Therefore, it acts from the left on C * (G), and this action commutes with the right multiplication by C * (G). Thus we might form
, and , is invariant under left-multiplication by elements g ∈ G. Therefore, the bundle L Q has a canonical C * (G)-valued inner product.
Another more elementary example comes from a Spin structure on a vector bundle V → X of rank d, which is given by a Spin(d)-principal bundle P → X and an isometry
Recall that Spin(d) is a subgroup of the unitary subgroup of Cl d,0 , so that we can form the spinor
, where Spin(d) acts by left-multiplication. The formula x, y := x * y defines a Cl d,0 -valued inner product on the fibres of / S. Moreover, there are a canonical Real structure and a grading on / S.
1.2.
Differential operators linear over C * -algebras. Let V → M be a smooth bundle of finitely generated projective A-modules on a smooth manifold. The space of compactly supported smooth sections of V is denoted by Γ c (M ; V ). An A-linear map D : Γ c (M ; V ) → Γ c (M ; V ) is called differential operator of order 1 if for each coordinate system x : M ⊃ U → R d and each smooth local trivialization h : V | U → U × P , there are smooth functions b, a 1 , . . . , a d : U → Lin A (P ) such that with respect to these local coordinates, D has the form
The symbol of D is the map T * M ⊗ V → V defined using the commutator by smb
(it only depends on d x f and s(x)). If V is equipped with a A-valued inner product , A and M carries a Riemannian metric with volume measure vol M , then Γ c (M ; V ) becomes a pre-Hilbert-A-module with the inner product
and we define the Hilbert-A-module L 2 (M ; V ) as the completion with respect to the norm induced by , . We say that D is formally self-adjoint if Ds, t = s, Dt for all s, t ∈ Γ c (M ; V ). A Dirac operator is a formally self-adjoint differential operator of order 1 such that smb D (df ) 2 = −|df | 2 . If V is equipped with a grading ι, we only consider Dirac operators which are odd in the sense that Dι + ιD = 0, and if there is a Real structure on V , we require that D is real, i.e. Ds = Ds for all sections s.
A classical example arises if T M has a spin structure with spinor bundle / S M . In that case, the spin Dirac operator [18, §II.7] . If M comes furthermore equipped with a map ϕ : M → BG to the classifying space of a countable discrete group G, we can pull back the Mishchenko-Fomenko line bundle on BG (or first pull back the universal G-covering EG → BG to M to a Galois covering Q ϕ → M and then form L Qϕ =: L ϕ ). On the tensor product / S M ⊗ L ϕ , we have the Dirac operator / D Lϕ (this construction is due to Rosenberg [20] ).
1.3. Families of differential operators linear over C * -algebras. Now we turn to families of differential operators. Let π : M → X be a submersion with d-dimensional fibres A fibrewise Riemannian metric on M is a smooth bundle metric g on T v M (so in particular each fibre M x is a Riemannian manifold). If such a fibrewise Riemannian metric is given, we define A-valued scalar products as follows: for each x ∈ X and s, t ∈ Γ c (M x ; V x ), we set
(1.4)
A family of differential operators is formally self-adjoint if for each x ∈ X and all sections s, t ∈ Γ c (M ; V ), we have Ds, t x = s, Dt x . If D is formally self-adjoint and the fibrewise symbol
, then we call D a family of A-linear Dirac operators.
1.4.
Unbounded operators on Hilbert modules. We have to deal with unbounded operators on Hilbert-A-modules. Our basic reference is [17] , and we also recall results from [14] . The first definitions in the theory are parallel to the classical theory of unbounded operators on Hilbert spaces. There are estimates
For the second one, note that u,
If D is densely defined, the closure of gra(D) may or may not be the graph of a densely defined operator, and if it is, we say that D is closeable. A symmetric densely defined operator is closeable and its closure is symmetric [14 (1) D is regular and self-adjoint.
and we obtain, as in the classical situation, the inequality
(1.11)
1.5. Self-adjointness of A-linear differential operators. We return to the setting introduced in section 1. In [13] , §10.2, this condition is called "M is complete for D". The origin of the word is that a Dirac operator on a complete Riemannian manifold is complete in the above sense of the word [26, p. 623] .
is self-adjoint and regular.
The case A = C is classical and due to Chernoff [6] and Wolf [26] ; see also [13, Proposition 10.2.10] . For arbitrary A, Hanke, Pape and Schick [12, Theorem 1.5] proved a result which is only slighly less general than Theorem 1.14. We give an alternative proof, using a different method. 1 Compositions of unbounded operators need to be treated with care, see [17, p. 95] . 2 We are slightly abusing notation by denoting three different objects by the same letter D. When the distinction becomes crucial, we will introduce more precise notation.
Localization of Hilbert modules. For the proof of Theorem 1.14, we use a result by Kaad and Lesch [14] that characterizes self-adjoint regular operators. This involves the localization of a densely defined operator D at a * -representation π : A → Lin(H π ) of A on a Hilbert space (it is not required that H π is separable), introduced in [14, §2.4] . The algebraic tensor product E ⊙ A H π is a C-vector space and has the inner product
which is positive semidefinite by [17, Prop 4.5] . Define the Hilbert space E π = E ⊗ A H π as the completion of E ⊙ A H π with respect to that scalar product. For F ∈ Lin A (E), the induced map [17, p. 42] . This gives an associated representatioñ π :
Let D : dom(D) → E be a closed, densely defined and symmetric operator on a Hilbert A- Recall that a cyclic representation of A is a * -representation π : A → Lin(H π ) on a Hilbert space such that there exists h 0 ∈ H π so that A → H π , a → π(a)h 0 has dense image. The route for the proof of Theorem 1.14 is now predictable: we have to describe the localization D π in a precise way and we have to show that it is self-adjoint (this step is a variation of one of the proofs in the Hilbert space case).
Let P be the fibre of the bundle V → M . There is a U (P )-principal bundle Q → M and an isometry Q × U(P ) P ∼ = V . The representation π induces a continuous group homomorphism (even smooth) U (P ) → U (P π ) to the unitary group of the Hilbert space P π (P π is typically not finite-dimensional). We obtain a bundle
with fibre the Hilbert space P π and structure group the unitary group of P π (with the norm topology). There is a natural C-valued inner product on Γ c (M ; V π ), and the completion is a Hilbert space
There is a localized version of the differential operator D. In local coordinates, D is given by the formula
, and we set
This is a differential operator on the Hilbert bundle V π . A priori, it is not clear how D π relates to the Hilbert module localization D π (therefore, the notational difference). Before we clarify the relation between D π and D π , we prove that D π is essentially self-adjoint (in the sense of classical unbounded operator theory).
Using the coordinate expression for D π , it is easy to see that 
For Hilbert bundles E of finite rank, this is the classical Chernoff theorem. Some proofs we found in the literature use arguments which are only valid if E has finite rank (namely, that a Friedrichs mollifier is a compact operator). The proof of [13, Proposition 10.2.10] essentially works in full generality, and we now go through this proof to demonstrate this. 
Assume that u has compact support to start with. Fix a family (F t ) t∈(0,1] of Friedrichs mollifiers. This is a family of bounded self-adjoint operators on H such that
Since v was arbitrary, DF n u ≤ C, independent of n. Thus the sequence u n := F n u ∈ Γ converges to u, and Du n is uniformly (in n) bounded. Hence by the sequential Banach-Alaoglu Theorem [25, Theorem III.7.3], we can assume that Du n is weakly convergent, after passing to a subsequence. n , h n (t) = 1 for t ≤ n and h n (t) = 0 for t ≥ 3n. Let g n := h n • f , with the function f : M → R guaranteed by the hypothesis of the Theorem. Then g n u − u → 0, and
holds for all v ∈ Γ, with C :
, but g n has compact support and so by the first part of the proof, g n u ∈ dom(D). Next, we claim that the sequence D(g n u) is uniformly bounded. To see this, let v ∈ Γ and use that
by (1.17) . Again this holds for all v ∈ Γ, but Γ is dense in H and so Dg n u ≤ C. The same argument as in the first part of the proof then shows that u ∈ dom(D).
To finish the proof of Theorem 1.14, we have to relate D π and D π .
Lemma 1.18. There is a canonical isometry
, and it is also clear that Φ intertwines D π and D π 0 (look at a local trivialization). Next, we claim that Φ preserves the inner product. To see this, compute on elementary tensors
and
Since the integral commutes with bounded linear maps, both inner products are equal. So Φ preserves the inner product, and completes to an isometry (we have not yet seen that it is surjective).
For the last statement of the Lemma, we have to prove that each u ∈ dom(D π ) is the limit (in the graph norm) of a sequence of elements of Φ(
If this is done, Φ has dense range and is therefore a surjective isometry.
The initial domain of D π is Γ c (M ; V π ), and it is enough to prove that each u ∈ Γ c (M ; V π ) can be approximated in the graph norm by elements of Φ(Γ c (M ; V ) ⊙ A H π ). Since the support of u has finite measure, it is enough to approximate u in the C 1 -norm. By an argument with a partition of unity, it is enough to do this when u is supported in a coordinate patch, where V is trivial. So without loss of generality M = R d and V = R d × P . But P is finitely generated projective, hence a direct summand of A n , and so P π is a direct summand of H n π . Using the projection maps, we further reduce the problem to the case when P = A n and finally P = A. In that case P π = H π , and Φ is the map
After all these reductions, we face the following problem. Assume that u : R d → H π is a smooth function with compact support. Then there exists a sequence u n of functions in the image of Φ which converges uniformly in the C 1 -norm to u.
) is a compact subset of H π and therefore, it is contained in a separable closed subspace H K ⊂ H π . Pick an increasing sequence of finite rank projections p n on H K which tends strongly to the identity. By the Arzelà-Ascoli theorem, p n | K is uniformly convergent. Hence p n • u converges to u in the C 1 -norm. It is now enough to approximate each p n u, and we have reduced the problem to a function u with values in a fixed finite-dimensional subspace H 0 ⊂ H π . Let (v 1 , . . . , v r ) be an orthonormal basis of H 0 and let ǫ > 0. Choose a cyclic vector h 0 ∈ H π and pick a 1 , . . . , a r ∈ A with π(
(it is at this place where we use that π is cyclic). Let σ : H 0 → A be the linear map given by σ(v i ) := a i . The operator norm of the linear map 
By Proposition 1.16, the closure of D π is self-adjoint, and hence so is the closure of D π 0 , which is nothing else than D π .
1.6. Functional calculus for unbounded operators. Next, we recall the functional calculus of unbounded self-adjoint operators on Hilbert modules. Parts of these result can be found in [17] and some are due to Kucerovsky [16] . Let E be a Hilbert-A-module and let D : dom(D) → E be a self-adjoint and regular operator. The spectrum of D is the closed subset spec(D) ⊂ C of all λ ∈ C such that (D − λ) : dom(D) → E is not invertible. Proposition 1.10 shows that spec(D) ⊂ R. Let C(R) be the C * -algebra of continuous functions f : R → C such that the limits lim t→±∞ f (t) ∈ C exist (this can be considered as the C * -algebra of all continuous functions on the extended real line R = [−∞, ∞]). It contains C 0 (R) as an ideal of codimension 2. Theorem 1.19. Let D be self-adjoint regular operator on a Hilbert A-module E. Then there is a unital * -homomorphism
with the following properties:
Assume that f n ≤ C for all n and that f n → f uniformly on compact subsets of R. Then
is well-defined once f is a function only defined on spec(D)). 
, ρ is the restriction map and Φ ′ is injective. By [7, Theorem VIII.4.8] and its proof, Φ ′ is an isometry and for each f ∈ C(R), we have f (S) = spec C(S) (ρ(f )) = spec LinA(E) (Φ D (f )). Once we know that S = spec(D), claims (5) and (6) follow immediately. To prove this, let λ ∈ R and observe
Part (7) is clear.
From now on, we shall write f (D) := Φ D (f ), and a symbol like
So far, the tools we introduced are geared to the study of differential operators of order 1. Sometimes, we need to consider operators of order 2, such as squares D 2 , but also operators of the form D 2 + A, for some order 0 operator A, are relevant for us. 
⊂ H has dense range and hence carries the dense submodule dom(D) to a dense submodule of H, it follows that dom(
For u ∈ dom(D 2 ), we compute the graph scalar product, using the symmetry of D, as
Since (D ± µ) are both invertible, so is D 2 − µ 2 . To finish the proof, apply Proposition 1.10.
There is a useful integral formula for the operator
We state in a slightly more general form. If D is self-adjoint, then the operator L := 1 + D 2 is self-adjoint and strictly positive, in other words, there is c > 0 with Lu, u ≥ c 2 u, u for all u (here of course c = 1). Proposition 1.21. Let L be a self-adjoint regular operator on a Hilbert A-module E and assume that L is strictly positive, i.e. Lu, u ≥ c u, u for some c > 0. Then L + t is invertible for all
is a positive element of Lin A (E) and there is the absolutely convergent integral representation
and hence Lu ≥ c u for each u ∈ dom(L). Since L is self-adjoint and regular, L+is is invertible for all s ∈ R, s = 0. Then
In the limit s → 0, we get that (−c, c) ∩ spec(L) = ∅; in particular 0 ∈ spec(L) and L is invertible. Now let U = R \ spec(L) and assume that −t ∈ U , t > 0. Then L + t is invertible and by (1.2)
Running the same argument as before, it
1 c ] by Theorem 1.19 (6) , and L −1 is positive. To prove the integral formula, we define T := L −1 ∈ Lin A (E) and rewrite the formula as
This formula only involves elements of the C * -algebra Lin A (E). We claim that (1.22) holds in every C * -algebra. In other words, let B be a C * -algebra and T ∈ B a positive self-adjoint element. Then the formula (1.22) holds and the integral on the right-hand side converges absolutely. To show that the integral converges absolutely, note that
, H a Hilbert space, the formula (1.22) is proven using spectral measures. Let v ∈ H and let µ v be the unique Borel measure on spec(T ) such that
Since this holds for all v ∈ H and since both operators are self-adjoint, this proves (1.22) for B = Lin(H).
In the general case, let Π : B → Lin(H) be a * -representation on some Hilbert space. Then we get
because the functional calculus commutes with * -homomorphisms. If we use an injective Π, the desired formula follows, and the Gelfand-Naimark-Segal representation theorem guarantees the existence of a faithful representation.
Parametrized elliptic regularity theory
The next goal is to setup a formalism in which elliptic regularity for families of elliptic differential operators as introduced in section 1.3 can be formulated and proven. We use the theory of continuous fields of Banach spaces due to Dixmier and Douady [8] , and begin by recalling the relevant material from that paper.
Continuous fields of Hilbert modules.
Continuous fields of Banach spaces. Let X be a topological space. Let H = (H x ) x∈X be a family of normed C-vector spaces. Let Tot(H) := x∈X H x and let p : Tot(H) → X be the natural map. The vector space x∈X H x can be viewed as the space of (set-theoretic) cross-sections of p. Accordingly, we denote the image of s ∈ x∈X H x under the projection x∈X H x → H x by the symbol s(x). Clearly, x∈X H x is a module over the algebra C(X) of continuous functions X → C (in fact, over the algebra of all C-valued functions). (1) Γ is a C(X, C)-submodule of x∈X H x .
(2) For each x ∈ X and u ∈ H x , there is s ∈ Γ with s(x) = u. (3) For each s ∈ Γ, the function X → R given by x → s(x) is continuous. (4) If t ∈ x∈X H x is such that for each x ∈ X and each ǫ > 0, there is a neighborhood U ⊂ X of x and s ∈ Γ such that sup y∈U t(y) − s(y) ≤ ǫ on U , then t ∈ Γ.
A subset Λ ⊂ Γ is called total if for each x ∈ X, the linear span of the set {s(x)|s ∈ Λ} ⊂ H x is dense.
In [8] , §2, a topology on Tot(H) is constructed which induces the metric topology on each fibre H x , makes the map Tot(H) → X continuous and such that Γ is precisely the space of continuous cross-sections. The space of sections Γ of a Banach field has a completeness property, which follows immediately from the axioms of a Banach field: 
It follows from [8, Proposition 5] that in the case of Banach fields, this definition coincides with the one given in [8, §4] . It is clear that linear combinations and composition of homomorphisms are again homomorphisms, and isomorphisms are defined categorically. One could naively expect that if (H i , Γ i ), i = 0, 1, are Banach fields, the collection (Lin((H 0 ) x , (H 1 ) x )) x∈X forms a Banach field whose continuous sections are the homomorphisms H 0 → H 1 , but this is not true, unless H 0 is a finite dimensional vector bundle. In fact, the function x → F x is in general not continuous, and therefore axiom (3) of Definition 2.1 is violated. This is the reason why the next Lemma does not follow immediately from Lemma 2.2.
Lemma 2.5. Let (H 0 , Γ 0 ) and (H 1 , Γ 1 ) be Banach fields over X and let F n : H 0 → H 1 be a sequence of bounded operator families. Assume that (1) For each x ∈ X, the limit
The convergence is locally uniform, i.e. the functions X → R, x → F x − (F n ) x converge locally uniformly to 0.
Then F = (F x ) x is a bounded operator family.
Proof. The second condition of Definition 2.4 is trivial to check. For the first condition, let s ∈ Γ 0 . We have to check that x → F s(x) = lim n F n (s(x)) is in Γ 1 , and this follows from Lemma 2.2.
be a bounded operator family between Banach fields on X. Assume that
is locally bounded.
Then F is an isomorphism.
Lemma 2.7. Let X be a topological space and let (E, Λ) be a pre-Banach field on X.
(1) Let H x := E x be the Banach space completion of E x and H := (H x ) x∈X . Then there exists a unique subspace Γ ⊂ x∈X H x , such that Λ ⊂ Γ and such that (H, Γ) is a Banach field. The space Γ is the space of all s such that for each x ∈ X and ǫ > 0, there is a neighborhood U and t ∈ Λ such that sup y∈U s(y) − t(y) ≤ ǫ. We write (E, Λ) := (H, Γ). Moreover Λ ⊂ Γ is a total subspace, and if (E, Λ) is a Banach field, then Γ = Λ.
Proof. The first part is a reformulation of [8, Proposition 3] . For the second part, let
be the (unique) extension of the bounded operator F x to the Banach space completion. This defines F , and it remains to be proven that it is a homomorphism. By construction
A straightforward application of [8, Proposition 5] shows that F (Λ) ⊂ Γ ′ , and this finishes the proof. Proof. Combine Lemma 2.7 and Lemma 2.6.
x be a collection of bounded operators such that F x is locally bounded and such that there exists a total subspace Λ ⊂ Γ 0 with F (Λ) ⊂ Γ 1 . Then F (Γ 0 ) ⊂ Γ 1 , i.e. F is a bounded operator family.
Proof. This is clear from Lemma 2.7 and Corollary 2.8.
When applied to a pre-Banach field (H, Λ), the completion procedure does not only take the completions of the individual Banach spaces H x , but also takes the completion of Λ in a certain sense. Even if all H x are complete, Λ might not be complete. we get a sections of Tot(f * H) → Y , namelys(y) := s(f (y)). LetΓ be the set of those sections, and we let f * (H, Γ) be the completion of (f * H,Γ).
The trivial Banach field H X with fibre H over X is the pullback of the trivial field with fibre H over * along the map X → * . It is clear that the pullback is (strictly) functorial.
Continuous fields of Hilbert-A-modules. It is easy to define continuous fields of Banach spaces with additional structure. For example, when each of the spaces H x is a Hilbert space, we call (H, Γ) a continuous fields of Hilbert spaces. In that case, the function X → C; x → s(x), t(x) is continuous for all s, t ∈ Γ, by axiom (3) and polarization. Definition 2.11. Let A be a C * -algebra and let X be a topological space. A continuous field of preHilbert A-modules is a triple (H, Λ, , ) , where (H, Λ) is a pre-Banach field and , = ( , ) x is a family of A-valued inner products , x on H x , such that , induces the norm on E x and such that for two sections s, t ∈ Λ, the function X → A, x → s(x), t(x) x is continuous.
If (H, Λ) is moreover a continuous field of Banach spaces, then (H, Λ, , ) is a continuous field of Hilbert A-modules.
It is clear that the completion procedure of Lemma 2.7 produces continuous fields of Hilbert A-modules out of continuous fields of pre-Hilbert A-modules. Here is the construction of the continuous field which is of primary interest to us. Example 2.12. Assume that π : M → X is a submersion, that V → M is a smooth bundle of finitely generated projective A-modules and that g is a fibrewise Riemannian metric on M . Consider E x := Γ c (M x ; V x ) with the inner product (1.4). Let Λ ⊂ x E x be the space Γ cv (M ; V ) of smooth sections with vertically compact support, i.e. the space of all smooth sections s : M → V such that π| supp(s) : supp(s) → X is a proper map. If s ∈ Λ, we denote by s(x) the restriction s| Mx to the fibre. For s, t ∈ Λ, the function X → A given by x → s(x), t(x) x is smooth (this follows from the dominated convergence theorem). Moreover, for each s x ∈ Γ c (M x , V x ), there is s ∈ Λ with s| Mx = s x (partitions of unity). Therefore, (E, Λ) is a continuous field of pre-Hilbert-A-modules, whose completion (in the sense of Lemma 2.7) will be denoted by
Definition 2.13. Let H i , i = 0, 1, be continuous fields of Hilbert A-modules on X and let F : H 0 → H 1 be a bounded A-linear operator family. Then F is said to be adjointable if for each x ∈ X, the operator (F x ) : (H 0 ) x → (H 1 ) x is adjointable and if the family of adjoints ((F x ) * ) x is an operator family. By Lin X,A (H 0 , H 1 ), we denote the vector space of adjointable operator families, and by Lin X,A (H) := Lin X,A (H, H) the * -algebra of adjointable endomorphisms.
If A = C, the condition that each F x is adjointable is of course satisfied. If X is compact, then Lin X,A (H) is a C * -algebra, with norm F := sup x∈X F x . Note that if each individual operator F x is self-adjoint, then F is adjointable (and F * = F ), and in this case, we say that F is self-adjoint.
Lemma 2.14. Let F : H → H be a self-adjoint bounded operator family on a continuous field of Hilbert A-modules over a paracompact space X. Then F is an isomorphism if and only if there is a continuous function c :
Proof. If there is such a function c, then invertibility of F follows immediately from Lemma 2.6. Vice versa, use the lower bounds for the spectrum coming from that Lemma and glue them together with a partition of unity.
Let (H 0 , Γ 0 ) and (H 1 , Γ 1 ) be continuous fields of Hilbert A-modules. Given s ∈ Γ 0 and t ∈ Γ 1 , one defines the rank one operator θ s,t : u → u, s t. This is an adjointable operator family, and
Therefore, the rank 1 operator families generate a two-sided ideal in the algebra Lin X,A (H). Definition 2.15. An operator family F : H 0 → H 1 is compact if for each x ∈ X and ǫ > 0, there exists a neighborhood U of x and an operator family G which is a linear combination of rank one operator families such that sup y∈U F y − G y ≤ ǫ. The set of compact operator families is denoted Kom X,A (H 0 , H 1 ).
Remark 2.16.
(1) The special case A = C is due to [8, §22] . This is a strictly stronger condition that saying that F is adjointable and each F x is Fredholm (where a Fredholm operator on a Hilbert module is an operator which is invertible modulo compacts). So the Fredholm condition is not a pointwise property, but on reasonable base spaces, it is a local property.
Lemma 2.18. Let X be a paracompact space and let H be a continuous field of Hilbert A-modules on X, and let F ∈ Lin A,X (H). Assume that each x ∈ X has a neighborhood U ⊂ X such that F | U is Fredholm. Then F is Fredholm.
Proof. Choose local parametrices and glue them together using a partition of unity.
Lemma 2.19. Let X be paracompact and let H be a continuous field of Hilbert-A-modules on X, and let F ∈ Lin A,X (H) be self-adjoint. Then F is Fredholm if and only if there exists an essential spectral gap for F , i.e. a function c : X → (0, ∞) such that whenever f :
Here we use functional calculus for functions f : X × R → C to define f (F ), see 2.31 below.
Proof. By an argument completely analogous to that for [10, Lemma 2.16], F is Fredholm if and only if there is a function ǫ : X → (0, ∞) and a compact operator family K such that
Therefore, for each even function f with supp(f x ) ⊂ (−ǫ(x), ǫ(x)), f (F ) is compact. By Stone-Weierstrass, the result follows for all such f . Conversely, if F has an essential spectral gap, one can built a parametrix of the form f (F ), using Lemma 2.31.
The space of sections as a Hilbert module. Assume that X is a compact Hausdorff space, A a C * -algebra and (E, Γ) is a continuous field of Hilbert A-modules. Then Γ is an A(X)-module, and it is in fact an A(X)-Hilbert module. Namely, if s, t ∈ Γ are two sections, then the function x → s(x), t(x) is a continuous function X → A. This defines an A(X)-valued inner product on Γ, which induces a norm on Γ. Note that s = sup x∈X s(x) . The fourth axiom of a continuous field implies that Γ is complete, in other words, a Hilbert A(X)-module. Lemma 2.20. Let F : (E 0 , Γ 0 ) → (E 1 , Γ 1 ) be an adjointable bounded operator family. Then the induced A(X)-linear map F : Γ 0 → Γ 1 is adjointable. This defines a map
which is bijective, preserves adjoints and the compact operators.
Proof. It is straightforward to check that F : Γ 0 → Γ 1 is adjointable. We construct an inverse map Lin A(X) (Γ 0 , Γ 1 ) → Lin A,X (E 0 , E 1 ). We can reconstruct (E i ) x from Γ i and the A(X)-module structure, as follows. Let ev x : A(X) → A be the evaluation at x. Then Γ 0 ⊗ A(X),x A → (E 0 ) x , s ⊗ a → s(x)a is an isomorphism. Now we map G ∈ Lin A(X) (Γ 0 , Γ 1 ) to the family of operators
, and the operator norms of G x are locally bounded (even globally).
It is straightforward to prove that under this bijection, compact operators correspond to compact operator families. Proposition 2.21. Let X be a compact Hausdorff space and let A be a C * -algebra. Then each Hilbert-A(X)-module is isomorphic to one of the form Γ, where (E, Γ) is a continuous field of Hilbert-A-modules on X.
Proof. Let H be a Hilbert-A(X)-module. For each x ∈ X, we obtain a A-valued inner product v, w x := v, w (x) ∈ A, which is of course only positive semidefinite. Let N x ⊂ H be the kernel of , x , i.e. the subspace of all v ∈ H with v, v (x) = 0. This is a closed A(X)-submodule. Then E x := H/N x is an A(X)-module, but it is in fact an A-module: if f : X → A satisfies f (x) = 0, then f v ∈ N x for each v ∈ H. Therefore E x is a pre-Hilbert-A-module. Once we can show that E x is complete, the rest of the proof is easy, by the following argument. Since the inner product on H is positive definite, we have ∩ x∈X N x = 0, and hence the map H → x∈X E x , v → (x → v + N x ) is injective. We identify H with its image in x∈X E x , and it is straightforward to see that ((E x ) x∈X , H) is a continuous field of Hilbert-A-modules (the fourth property follows from the completeness of H).
To argue that E x is complete, let 0 be the norm on E x induced by the A-valued inner product , x and let 1 be the quotient norm on E x = H/N x induced by the norm on H. We claim that 0 = 1 . Since N x is closed, (E x , 1 ) is complete, and thus (E x , 0 ) is complete as well. To prove the equality of the norms, let v ∈ H. Then
(since N x is the kernel of , x , we get v + w, v + w = v, v ). To prove the reverse inequality, let x ∈ X and ǫ > 0. There is a neighborhood U of
Since ǫ was arbitrary, the proof is complete.
We will use this translation to compare our definition of K-theory with the usual one, through Kasparov theory. In our opinion, such a translation, while perfectly suitable from the viewpoint of the theory of operator algebras, makes the treatment of families of differential operators less transparent (and it only works nicely over compact base spaces). It is simpler to consider X purely as a parameter space.
Families of unbounded operators on continuous fields of Hilbert-A-modules.
Unbounded operator families. As the reader might already suspect, Definition 2.4 is not general enough to support the investigation of families of differential operators. We have to deal with families of unbounded operators as well.
Definition 2.22. Let (H, Γ) be a continuous field of Hilbert A-modules on the topological space X and let ∆ ⊂ Γ be a total subset which is at the same time a A-submodule. Assume that W = (W x ) x∈X is a family of A-submodules W x ⊂ H x so that ∆ ⊂ x W x . Because ∆ is total, W x ⊂ H x is a dense submodule. A family (D x ) of A-linear maps D x : W x → H x is called densely defined operator family with domain (W, ∆) if Ds ∈ Γ holds for all s ∈ ∆. We say that D is symmetric if for all sections s, t ∈ ∆, the identity Ds, t = s, Dt holds. Self-adjoint operator families. We do not try to define the adjoint of an unbounded operator family. Instead, we directly define the notion of self-adjointness. The rationale behind Definition 2.26 is provided by the Theorem 1.15. Note that one could have called this property self-adjoint and regular. However, to ease language we dropped the word "regular". There is little risk of confusion, because our only source of self-adjoint operators on Hilbert modules is Theorem 1.14, which provides operators that are self-adjoint and regular at the same time. Now we discuss the example of a self-adjoint operator family which is most relevant to us. 
using (1.11).
2.3. Spectral theory and functional calculus for operator families. We now extend the functional calculus of Theorem 1.19 to the setting of families of self-adjoint operators.
Theorem 2.30 (Functional calculus for operator families). Let (H, Γ) be a continuous field of Hilbert A-modules on X and let D be a family of self-adjoint operators on H. For f ∈ C(R), the collection (f (D x )) x of bounded operators H x → H x (defined by applying the functional calculus from Theorem 1.19 pointwise) is a bounded operator family.
Proof. It is clear that f (D x ) ≤ f , so that the second condition of Definition 2.4 is satisfied.
This is a subalgebra of C(R). If f n ∈ I is a sequence which converges uniformly to f ∈ C(R), then f ∈ I. This is a straightforward consequence of 2.5 and the estimate g(D x ) ≤ g of Theorem 1.19. By Proposition 2.29, the functions f ± (t) = 1 t±i are in I, and so by the Stone-Weierstrass theorem C 0 (R) ⊂ I.
Next, let 0 ≤ h n ≤ 1 be a sequence of compactly supported functions which converges locally uniformly to 1. Let Λ := {h n (D)s|n ∈ N, s ∈ Γ} ⊂ Γ. By Theorem 1.19 (3), Λ is a total subset. If f ∈ C(R), then f h n ∈ C 0 (R). Therefore f (D)h n (D)s ∈ Γ for each for each s ∈ Γ. Therefore f (D)(Λ) ⊂ Γ, and by Corollary 2.9, it follows that f (D)(Γ) ⊂ Γ, as claimed.
It is sometimes useful to have a slightly more flexible version of the functional calculus, where the function f is allowed to depend on x ∈ X and not only on t ∈ R. Lemma 2.31. Let (H, Γ) be a continuous field of Hilbert A-modules and let D : (W, ∆) → (H, Γ) be a self-adjoint operator family. Let f : X × R → C be a continuous function. For x ∈ X, set f x (t) := f (x, t). Assume that f x ∈ C(R) for all x ∈ X and that f x is locally bounded. Then the family f (D) := (f x (D x )) x is a bounded operator family (H, Γ) → (H, Γ).
Proof. Note that we do not assume that f extends to a continuous function on X × R. It is clear that f x (D x ) ≤ f x is locally bounded. It it remains to be proven that f (D)(Γ) ⊂ Γ. By Corollary 2.9, it is enough to prove that f (D)(∆) ⊂ Γ. But any s ∈ ∆ can be written in the form (D + i) −1 u for u ∈ Γ, by Proposition 2.29. This argument proves that it is enough to consider the function g : X × R → C, g(x, t) = f (x, t) 1 t−i . The advantage is that g does extend to a continuous function on X × R. For each x ∈ X and each ǫ > 0, there is a neighborhood U ⊂ X of x such that for all y ∈ U and t ∈ R, we have |g x (t) − g y (t)| ≤ ǫ. If s ∈ Γ, then for all y ∈ U , we have
But y → g x (D)s(y) is a section of Γ, and so y → g y (D)s(y) is a section as well, by Definition 2.1.
Fredholm theory for Dirac families.
We are now ready to prove the main analytical results of this paper. The following assumptions are in place for the rest of this section.
(1) π : M → X is a submersion with a Riemannian metric on its fibres and V → M is a smooth bundle of finitely generated projective Hilbert A-modules. We get a continuous field of Hilbert A-modules L We want to find conditions which ensure that D is a Fredholm family or invertible. To accomplish this goal, we need a fundamental source of compactness. 
Proof. Compactness of operator families is a local (in X) property, so that we can assume that g has compact support (and not merely vertically compact support). By the inverse function theorem, M can be covered by "box neighborhoods" R k × R d (the map π is projection to R k in these coordinates). Moreover, we shall assume that each box neighborhood is relatively compact in M . Over such box neighborhoods, the bundle V is isomorphic to the trivial bundle with fibre P , and the volume measure of the fibrewise Riemannian metric is of the form b(x, y)dy, for a smooth function b which is uniformly bounded and uniformly bounded away from 0. Then we can write g as a finite sum i g i , and each g i has support in the unit disc of a box neighborhood. Furthermore, it is enough to consider functions of the form g(x, y) = f (x)h(y), with g, h both of compact support.
The first key ingredient is a generalization of the classical Rellich theorem due to Mishchenko and Fomenko [19, Lemma 3.3] . Let P be a finitely generated projective A-module with an inner product. On the space C ∞ c (R d ; P ), consider the A-valued inner product
, u → hu is a compact adjointable operator of Hilbert A-modules, by [19, Lemma 3.3] . Together with Remark 2.16 (6) , this implies that the map
The second ingredient is the Gårding inequality, which says that for each elliptic A-linear operator of order 1 on R d and each compact K ⊂ R d , there are constants c, C > 0 such that c u 
i.e. as the composition of a bounded with a compact operator family. This completes the proof. Proof. By taking adjoints, it is enough to consider the operator gf (D). Let J ⊂ C(R) be the set of functions f such that gf (D) is compact. By the functional calculus, J is a closed ideal in C(R). We have to prove that J = C 0 (R), and since
The operator family (D − i) −1 is bounded, and we can write g(
X (M ; V ) of a bounded operator family with a compact one, by Theorem 2.33. Proof. We fix g and let I ⊂ C(R) be the set of all f such that [f (D), g] is compact. This is a closed subspace, and since
, it is also a subalgebra. By Proposition 2.34, C 0 (R) ⊂ I. Since C 0 (R) ⊂ C(R) is a codimension 2 ideal, and since 1 ∈ I, it only remains to prove that t (1+t 2 ) 1/2 ∈ I. The argument for that is very similar to [4, Proposition 17.11.3] . For the proof that [g, P ]D is compact, we first consider the case X = * . Proposition 1.21 gives the absolutely convergent integral representation
Hence for u ∈ dom(D), we have
and a formal computation with operators yields
To justify (2.38), one restricts to the respective domains, using that Z(t) maps E to dom(D 2 ), by Proposition 1.20. There are estimates
the second one follows from sup x
Therefore we obtain the absolutely convergent integral of operators
To show that [a, P ]D is compact, it remains to prove that the integrand is compact. But Z(t)[D, a] is compact by Proposition 2.34 and D 2 Z(t) is bounded, so the first summand is compact. Similarly, the second summand is compact. This finishes the proof of the proposition if X = * .
The changes for the parametrized case are minimal. First, compactness is a local property. By the arguments just given, the integral (2.39) converges locally uniformly (in X). Again by Proposition 2.34, Z(t)[D, a] is globally compact (and not merely pointwise). Since the set of compact operator families is closed by Remark 2.16 (4), the arguments given in the case X = * also prove that [a, P ]D is a compact family.
Typically, the operator D (1+D 2 ) 1/2 is not Fredholm, unless further conditions on D are imposed. The following two theorems give sufficient conditions. In the unparametrized case, these are wellknown. The first one proves Fredholmness under a coercivity condition.
Let h : M → R be a function. We say that D 2 ≥ h if for each section s ∈ Γ cv (M ; V ) and each x ∈ X, the inequality
holds in the C * -algebra A. 
and hence F is Fredholm, because then F is a parametrix to F . So only the first claim of the theorem needs a proof. We let H = L Together with the inequality hf u, f u ≥ inf x∈supp(f ) h(x) f u, f u and Cauchy-Schwarz, this shows
By continuity, this inequality extends to all u ∈ ∆. Let f ≤ η,
An arbitrary v ∈ Γ can be written as v = (D + i)u, u ∈ ∆. Thus the above estimate yields
Now we choose functions g n ∈ C ∞ cv (M ), n ∈ N, such that 0 ≤ g n ↑ 1, such that [D, g n ] ≤ 1 and such that on the support of g m − g n (for m ≥ n), we have h ≥ 2n.
We have that g n 1 
√ 2 = 1 n by the above estimates, which shows that g n 1 D 2 +1 is a Cauchy sequence.
We next want to relax the condition that D 2 is bounded below by coercive function, and prove Fredholmness under the weaker condition that D 2 is uniformly bounded below by a positive constant, outside a fibrewise compact set.
Theorem 2.41. Assume that there exists a subset
The proof is preceeded by a Lemma.
Lemma 2.42. Assume that there is a constant c > 0 such that
Proof. By Proposition 1.21, D 2 is invertible and
We want to prove that
and so E . By Lemma 2.42,
By Proposition 2.34, q 1 E 2 +1 is compact. Therefore
and this provides a left-and a right parametrix to F 0 .
The last of our Fredholmness theorems is a generalization of analytical work by Bunke [5] . Let D be a family of Dirac operators on M , with (M, D) complete. Then D 2 is self-adjoint by Proposition 1.20. We assume that there is a bounded self-adjoint operator A such that
holds for all u ∈ dom(D 2 ), with some c > 0. Proof. We first prove that F −F * is compact and use the same method as in the proof of Proposition 2.36. We begin with the integral formula 1
Once we can show that the integral is absolutely convergent and the integrand is compact, we have proven that F − F * is compact, as in the proof of 2.36. But 1
which is bounded in operator norm by C 
proves that F is Fredholm.
3. K-Theory 3.1. Definitions. In this section, we describe the model for K-theory with which the main results of [9] are formulated and proven. Let A be a C * -algebra, with a grading and possibly with a Real structure. We begin by fixing conventions on Clifford modules. Definition 3.1. Let X be a topological space. A pseudo-Riemannian vector bundle over X is a triple (V, g, σ) , consisting of a Riemannian vector bundle (V, g) → X (of finite fibre dimension), together with a self-adjoint involution σ on V . We abbreviate V σ = (V, σ). A special case is the trivial bundle X × R p,q = X × R p+q , with σ = (1 p , −1 q ). Let (E, Γ) be a continuous field of graded Real Hilbert-A-modules on X with grading ι. A Cl(V σ )-structure on E is a C(X)-linear map c : Γ(X; V ) → Lin X,A (E) which goes to Real endomorphisms, such that
If V = X × R p,q , we also say Cl p,q -structure.
Definition 3.2 (Canonical Clifford module). Let π : V → X be a euclidean vector bundle. Let S V,V := Λ * V * ⊗ C be the exterior algebra bundle, with the natural Real structure, inner product and the even/odd-grading ι. It has a natural Cl(V ⊕ V − )-structure, as defined in §1.1. We will denote by e V : V → End(S V,V ) the action by V and by ǫ V :
n → * , we denote this Clifford module simply by S n,n .
Definition 3.3. Let X be a space and let V, W → X be two pseudo-Riemannian vector bundles.
Let (E, η, c) be a continuous field of Hilbert-A-modules with grading and Cl(V )-structure. Let (H, ι, e) be a (finite-dimensional) vector bundle with grading and Cl(W )-structure. One the tensor product E ⊗ H (which is a continuous field of Hilbert-A-modules, we define the grading η ⊗ ι and the Cl(V ⊕ W )-structure c ⊗ e, which is given by
Note that there is a canonical isomorphism S V,V ⊗ S W,W ∼ = S V ⊕W,V ⊕W . (1) E is a continuous field of graded Real Hilbert A-modules on X with grading ι.
(2) c is a Cl(V )-structure on E. (3) F is an (unbounded) odd, self-adjoint and Real Fredholm family on E.
Remark 3.5. When we say that K V (X, Y ; A) is a set, we of course enter the usual set-theoretical problems. For the purpose of this paper, we suggest to work in a Grothendieck universe U [1, p. 185-217] which contains R and A. Then U contains a model for the classifying space BU (P ) of the unitary group of each finitely generated projective A-module. This is enough to ensure that all constructions of geometric origin lie in U.
There are obvious notions of isomorphism and direct sum of K V (A)-cycles. Also, it is clear that K V (A)-cycles can be pulled back along maps f : (X ′ , Y ′ ) → (X, Y ) of space pairs, which yields a map f * :
Note that we require equality, not isomorphism.
The definitions given so far make sense for general space pairs (X, Y ), but for proofs, it is convenient to restrict to the case where X is paracompact and Hausdorff, and Y ⊂ X is closed ("(X, Y ) is a paracompact pair"). Lemma 3.6. Let (X, Y ) be a paracompact pair.
Proof. We need a procedure to glue continuous fields of Hilbert modules. Let X be a normal space, X 0 , X 1 ⊂ X be closed subspaces with X 0 ∪ X 1 = X and X 01 := X 0 ∩ X 1 . Let E 0 , E 1 , E 01 be continuous fields of Hilbert A-modules on X 0 , X 1 and X 01 with spaces Γ 0 , Γ 1 and Γ 01 of continuous sections and let φ i 01 : E 01 → E i | X01 be isomorphisms. We define a new continuous field (E, Γ) on X as follows. Let
A section s ∈ x∈X E x is in Γ if the the elements s 0 ∈ x∈X0 (E 0 ) x and s 1 ∈ x∈X1 (E 1 ) x defined by Using this gluing procedure, one can glue concordances together, which shows (1). Let φ : We define
This is an abelian monoid under the direct sum operation. Furthermore, it is contravariantly functorial for maps of space pairs, and we have built in homotopy invariance of this functor. The next goal is to prove that K V (X, Y ; A) is a group, i.e. that additive inverses exist. For that aim, we introduce a construction which is useful in some other contexts as well.
Extension by zero. Let X be a paracompact Hausdorff space, let U ⊂ X be an open subset and let j : U → X be the inclusion map. Let (E, Γ) be a continuous field of Hilbert A-modules on U . We first show how to extend E to a field j ! E over X. Define
Let Γ 0 = j ! Γ ⊂ Γ be the space of all sections s such that the function
is continuous. It is easy to see that (j ! E, j ! Γ) is a continuous field of Hilbert A-modules, whose restriction to U is (E, Γ) (for the second axiom, one uses Urysohn's Lemma). Let D : dom(D) → E be a self-adjoint unbounded operator family on E. We want to define an extension j ! D : dom(j ! D) → j ! E. We define dom(j ! D) as the set of all s ∈ dom(D) such that s ∈ Γ 0 and Ds ∈ Γ 0 . Let
Then j ! D : dom(j ! D) → j ! E is closed, because D : dom(D) → E was assumed to be closed. Note that even if D was a bounded operator family, then j ! D might be unbounded. The reason is that while the function x → D x is locally bounded on U , the extension of this function to all of X by zero might no longer be locally bounded (see Example 2.25). But if D x is globally bounded on U , then j ! D is a bounded operator family on j ! E. It is clear how to extend gradings and Clifford structures on E to gradings and Clifford structures on j ! E. There is a slight problem to overcome. Namely, if D is a Fredholm family, then j ! D does not need to be a Fredholm family in general.
Lemma 3.8. Let X be a paracompact Hausdorff space. Let U ⊂ X be an open subset and with inclusion map j : U → X. Let (E, Γ) be a continuous field of Hilbert A-modules on U .
(1) Let F be a compact operator family on E. Then j ! F is compact if and only if the function
x ∈ U is continuous. (2) Let D be an unbounded self-adjoint Fredholm family. Assume that there is a subset Z ⊂ U which is closed in X so that D| U\Z is invertible. Moreover, assume that each x ∈ U \ U admits a neighborhood V ⊂ X and c > 0 such that spec(D y ) ∩ (−c, c) = ∅ for all y ∈ V ∩ U . Then j ! D is Fredholm.
Proof.
(1) "Only if" is clear since if j ! F is compact, then x → (j ! F ) x is continuous. For the "if" direction, it is clear that the condition of Definition 2.15 holds at each point x ∈ U and at each point x ∈ U . Let x ∈ U \ U and let ǫ > 0. Then there is a neighborhood V ⊂ X of x so that F y − 0 ≤ ǫ for all y ∈ V . This proves part (1).
For part (2), we use that the Fredholm property is a local property, since X is paracompact (Lemma 2.18). Again, it is clear that j ! D is Fredholm on U and on X \ U . Let x ∈ U \ U . Then (
for all y ∈ V , so that j ! D (1+D 2 ) 1/2 is invertible over V by Lemma 2.6. Since The proof that ψ • ϕ is the identity is analogous, but easier (since it only involves bounded operator families). The last statement follows by a spectral deformation argument, similar to [10, Lemma A.1].
Next, we relate the K-theory groups just defined to the "usual" K-theory groups, at least when (X, Y ) is a compact pair and when V = R p,q is the trivial bundle. As the "usual" group, we take Kasparov's KK-groups [15] . . It is a routine exercise with Kasparov intersection products to identify the Bott map as the intersection product with β. Using that β is a KK-equivalence [15, Theorem 7] , the result follows.
By iteration, one gets the case of higher rank trivial bundles, and using that vector bundles on compact spaces have complements, the general case follows, using the transitivity of the Thom isomorphism.
