This paper is concerned with the online estimation of a nonlinear dynamic system from a series of noisy measurements. The focus is on cases wherein outliers are present in-between normal noises. We assume that the outliers follow an unknown generating mechanism which deviates from that of normal noises, and then model the outliers using a Bayesian nonparametric model called Dirichlet process mixture (DPM). A sequential particle-based algorithm is derived for posterior inference for the outlier model as well as the state of the system to be estimated. The resulting algorithm is termed DPM based robust PF (DPM-RPF). The nonparametric feature makes this algorithm allow the data to "speak for itself" to determine the complexity and structure of the outlier model. Simulation results show that it performs remarkably better than two state-of-the-art methods especially when outliers appear frequently along time.
I. INTRODUCTION
This paper deals with the online estimation of states in nonlinear and non-Gaussian dynamic systems based on noisy measurements polluted by outliers. Particle filters (PFs), also known as Sequential Monte Carlo (SMC) methods, are mainly used for state estimation in nonlinear and non-Gaussian systems [1] - [3] . However, most existent PF methods in the literature adopt a pre-determined parametric model, e.g., a zero-mean Gaussian, to characterize the statistical property of the measurement noise. This simple treatment will lead to a significant degradation in filtering performance when the actual measurements are with the presence of outliers. To lessen such model mismatch problem caused by the presence of outliers, the common practice is to resort to the multiple model strategy (MMS), namely by employing multiple preset models together to characterize the statistical property of normal noises together with outliers [4] - [8] . An efficient approach to handle model uncertainty incurred by employing multiple models is Bayesian model averaging [4] .
A limitation of the aforementioned MMS based methods is that, to use them, one has to specify a set of candidate models beforehand even if there is no prior knowledge available for model specification. To this end, an incremental learning assisted particle filtering (ILAPF) algorithm is proposed [9] . The basic idea underlying ILAPF is to learn an outlier model online instead of specifying a set of candidate models offline. The ILAPF algorithm is shown to be simple while efficient, while its drawback is that it only uses a uniform distribution to roughly characterize the statistical pattern of the outliers. The uniform distribution is certainly unsatisfactory when the true distribution pattern of the outliers is much more complex and far away from being uniform. This observation motivates us to develop a more powerful learning assisted PF algorithm, which is able to reveal and then make use of any possible complex patterns in the outliers' distribution. We propose using Bayesian nonparametric DPM to model the generative mechanism of the outliers. We show that our algorithm allows the data "speak for itself" to determine the complexity and structure of the outlier model, thus sidestepping the issue of pre-specifying candidate models and model selection.
The DPM model was recently introduced to deal with switching linear dynamical models in e.g., [10] - [12] , which assume that the state transition prior is uncertain. In contrast with such previous work, this work assumes that the state transition prior is precisely known, and focus on taking advantage of DPM in modeling the measurement noise.
The remainder of the paper is organized as follows. Section II succinctly describes our model. Section III presents the proposed algorithm in detail. Section IV reports the simulation results, and finally, Section V concludes.
II. MODEL
We consider a state space model as follows
where denotes the discrete time index, x ∈ ℝ the state of interest to be estimated, y ∈ ℝ the measurement observed, the state transition function, ℎ the measurement function, u and n are independent identically distributed (i.i.d.) process noise and measurement noise, respectively. The probability density function (pdf) of u is precisely known. n may be a standard measurement noise or an outlier. For the former case, we have n ∼ ( (0) , Σ (0) ), and for the latter n ∼ (⋅), where (⋅) denotes an unknown outlier distribution. The symbol ∼ means distributed according to, and ( , Σ) denotes Gaussian with mean and covariance Σ. Considering an outlier set , wherein its elements o (1) , ..., o ( ) are statistically exchangeable, we express (⋅) as a DPM model as follows
where (ℍ, ) is a Dirichlet process (DP) parameterized by a concentration paramter > 0 and a base distribution ℍ [13] , [14] , is a random distribution drawn from the DP, ( ) ∈ Θ is the parameter of the cluster to which o ( ) belongs. Here and in what follows, the notation ( ) in a subscript represents the index of a data item in a set, where the bracket is used to discriminate it from the time index. By integrating over , we obtain a marginal representation of the prior distribution of ( +1) as follows
where denotes the delta-mass function located at . This representation is often known as the Blackwell MacQueen urn scheme [15] . The DP can also be represented by a Chinese Restaurant Process (CRP), which describes a partition of ( ) s when is marginalized out [16] , [17] . According to CRP, the first outlier is assigned to the first cluster, and the th outlier is assigned to the th cluster with probability
where is a membership indicator, namely ( ) = means o ( ) belongs to cluster , is the number of outliers included in cluster . Each cluster, say cluster , is defined by a parametric pdf (⋅| ★ ( ) ) and a prior on
where ℐ (⋅| , −1 ) denotes an inverse-Wishart (IW) pdf parameterized by the degree of freedom and the scale matrix , ★ 0 and are the other hyper-parameters of this NIW prior. Due to conjugacy of the NIW and Gaussian, the posterior of ★ ( ) based on and = [ (1) , . . . , ( ) ] is also NIW distributed as follows [18] ,
. In the above model, (0) , Σ (0) are deterministic and known; , , , ★ 0 and are hyper-parameters preset by the user. The other parameters will be inferred online by the algorithm described in the next Section.
III. ALGORITHM
In this section, we present our algorithm, DPM-RPF, for sequential inference of the state of interest x based on the model presented in the above Section. The task here is to provide a recursive solution to compute (x | 1: ) (or in short | ), which denotes the posterior of x given measurements observed up to time . Note that | can be indeed computed from −1| −1 recursively as follows [ 
The DPM-RPF algorithm starts by initializing hyperparameters for the DPM model, specifying the particle size of the PF, drawing a set of equally weighted random samples (also called particles) { 0 , 0 } =1 from the prior 0|0 ≜ (x 0 ) and initializing the outlier set to be empty. A pseudo-code to implement DPM-RPF is shown in Algorithm 1.
Suppose that computations of DPM-RPF at time − 1 have been completed. We now have at hand a set of weighted
and a DPM based outlier model that has active mixing components. We show in what follows how to leverage the recursion in Eqn.(9) to update the particle set to obtain a Monte Carlo approximation to | . The posterior of the DPM model will also be updated if a new outlier is found.
A. Importance Sampling under Model Uncertainty
To begin with, following the importance sampling principle, we draw particlesˆ, = 1, . . . , , from a proposal distribution (x |x −1 , y 1: ) and then calculate the unnormalized importance weight
Set (x |x −1 , y 1: ) = (x |x −1 ) as in the Bootstrap filter [3] , then it leads toˆ=
From Eqn. (2), we see that the likelihood in Eqn. (12) , namely ( |ˆ), is defined by the pdf of n . We consider + 2 candidate pdfs of n , namely (⋅| ( ) , Σ ( ) ), = 0, . . . , + 1, each corresponding to a hypothesis on the likelihood function that should be used in Eqn. (12) . Let denote the hypothesis indicator, and set
As is shown, = 0 indicates the standard measurement noise hypothesis. If 1 ≤ ≤ , it represents a hypothesis that n is drawn from one of the active mixing components of the DPM outlier model. = + 1 means that n is drawn from a new mixing component of DPM that may become active later. The parameter value of the new mixing component is drawn from the NIW prior presented in Eqn. (6) . For each hypothesis , its marginal likelihood is
whereˆ, = −1 ( |ˆ) (Note that here −1 is an output at time − 1 of the algorithm. It is not dependant on . See the next paragraph on how is calculated). The prior of the hypothesis , denoted by 0 ( ), is proportional to the number of data points allocated into cluster . Then, using Bayes theorem, we obtain the posterior probability of hypothesis as follows
B. Model Selection and Resampling
Now we sample a hypothesis from the posterior by setting = with probability ( ), = 0, . . . , + 1. Based on hypothesis , we normalize the importance weights as follows
whereˆ= −1 ( |ˆ). An optimal estimate of n in terms of minimum mean squared error (MMSE) iŝ
We allocateˆinto cluster and increments the size of cluster by 1. If > 0, we addˆinto and then update correspondingly. If = + 1, we activate the new mixing component with its parameter value drawn from the NIW prior in Eqn. (6) and then increments by 1. To prevent particle degeneracy, a resampling procedure is adopted, which discards particles with low weights and duplicate those with high weights. In our experiment, we selected the residual resampling method [19] - [21] . Calculate the MMSE estimate of x :¯= ∑ =1ˆ.
10:
Calculateˆby Eqn.(17); 11: Allocateˆinto cluster and increments the size of cluster by 1;
12:
If > 0, addˆinto and then update correspondingly. If = +1, activate the new mixing component with its parameter value drawn from the NIW prior, see Eqn. (6) , and then increments by 1;
13:
Given {ˆ, } =1 , perform the resampling procedure, obtaining an updated particle set {ˆ, } =1 , in which = 1/ , ∀ ; 14: Check the size of . If it is a multiple of , do the model refinement procedure as presented in subsection III-C.
15:
Output:¯. 16 : end for
The model refinement procedure consists of running iterations of Gibbs sampling to sample from the posterior of the model parameter based on and as follows [22] :
where − = [ (1) , . . . , ( −1) , ( +1) , . . . , ( ) ], I , takes value at 1 if = , and 0 otherwise.
( ) from the NIW posterior based on and , see Eqn.(7)- (8) . and are constants preset by the user. The sample yielded at the last iteration is taken as the outputted parameter configuration that will be used in the next time step.
IV. PERFORMANCE EVALUATION
We used simulated experiments to evaluate the performance of the presented algorithm. We also considered the heterogeneous mixture model based robust PF (HMM-RPF) [4] and the ILAPF [9] as competitors for performance comparison.
A. Experimental setting
We consider a modified version of the time-series experiment presented in [23] . The state transition function is
where x 1 is fixed at 1, u ∼ (3, 2), mod( , ) returns the remainder after the division of by . The measurement function is specified as follows
In the simulation, to generate a measurement at , a realization of n is drawn with probability from = 0.5 (⋅|20, 0.1)+ 0.5 (⋅|22, 0.1), and with probability 1− from (⋅|0, 0.01).
represents the generative distribution of the outliers and the latter is the standard measurement noise distribution a priori known. The arrival time of and the generative distribution of the outliers are invisible to the algorithms to be tested.
In the experiments, the hyper-parameters of DPM-RPF are initialized as follows:
= 1, ★ 0 = 21, = 10, = 5, = 1, = 10, = 20. The ILAPF algorithm is initialized withˆ= 10,ˆ= 90, which represents the initial guess for the outliers' value range. The free parameter in ILAPF is set at 20, the same as in [9] . The HMM-RPF algorithm is initialized in the same way as in [4] . The particle size is fixed at 200 for every algorithm involved.
B. Experimental Results
At first, we assessed the ability of DPM-RPF in discovering clustering patterns hidden in the outliers. We simulate 480 outliers drawn from and run the DPM based sequential outlier model inference part of the DPM-RPF algorithm 30 times. Fig.1 shows the Kullback-Leibler (KL) distance from the estimated and the true along time for each Monte Carlo run. It is shown that a sharp decrease in the KL distance happens at a very early stage, then the KL distance decreases gradually as more outliers appear along the time. This demonstrates that the posterior estimate of can approach the real as more and more outliers are put into the inference procedure.
Then we compared DPM-RPF with HMM-RPF and ILAPF in terms of the mean-square-error (MSE) of the state estimates. We calculated the mean and variance of the MSE over 100 independent runs of each algorithm. The result is plotted in Fig.2 . As is shown, when the outliers rarely appear (corresponding to case = 0.1), DPM-RPF performs comparably with ILAPF and slightly better than HMM-RPF. As the outliers appear more and more frequently, the superiority of DPM-RPF in terms of MSE compared with its competitors becomes more and more remarkable. Fig.3 shows a snapshot of the estimated trajectory of the system state yielded from an example run of the algorithms for a frequent outlier case corresponding to case = 0.9. We can see that, although the outliers appear intensively over time in the measurements (indicated by a large value of ), the DPM-RPF algorithm still works well in accurately tracking the fluctuations in the state trajectory, while ILAPF can only follow the true trajectory roughly, HMM-RPF performs worst.
A running time comparison among the involved algorithms is presented in Table I . It shows that, for case = 0.1, DPM-RPF has a computational complexity in between ILAPF and HMM-RPF; while for case = 0.9, the running time of DPM-RPF becomes larger than the others. We can obtain the reason of this result by performing an analysis on the complexity cost of DPM-RPF. Due to the presence of the DPM outlier modeling procedure, as more outliers appear, the complexity of the algorithm will be increased accordingly.
V. CONCLUSIONS
In this paper, we presented a Bayesian nonparametrics based robust PF algorithm termed DPM-RPF. We applied the DPM model to characterize the unknown generative mechanism of the outliers and then derived the DPM-RPF algorithm for sequential posterior inference of the outlier model as well as the system state of interest.
The experimental result provides a strong evidence on the superiority of the presented algorithm in terms of discovering the mixture patterns underlying the outliers. It also shows that the more frequently the outliers appear, the more obvious the advantage of DPM-RPF in terms of filtering accuracy. The complexity cost of the proposed algorithm is empirically studied (see Table I ). It is shown that the complexity cost of DPM-RPF is dependant on the number of outliers. As outliers appear more frequently, the computation complexity of DPM-RPF increases accordingly, and vice versa.
A further rigorous theoretical study and more realistic application studies in scenarios like multi-target tracking in clutter [24] and filtering with imprecisely time-stamped measurements [25] can be conducted as future work. In addition, how to configure hyper-parameters of the model in a smarter way is also interesting to be investigated.
