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Ultradistribution solutions of Gevrey classes and distribution solutions are 
discussed for linear ordinary differential equations. The results previously 
established for equations with real analytic coefftcients are extended to the 
case where the coefficients are in the corresponding Gevrey class or infinitely 
differentiable under a natural condition on the irregularity at each singular 
point of the equation. 
We consider the linear differential operator 
P(x, d/dx) = a,,,(x) d”/dxm + a,-,(x) d’+‘/dx”-I + . . . + aO(x) (0.1) 
and the equation 
P(x, d/dx) u(x) = f(x) (0.2) 
on an open interval Q in R. 
When the coefficients a,(x) are real analytic functions on R with 
a,(x) & 0, the following results are known for hyperfunction solutions (Sato 
[ 171, Komatsu [3]). 
THEOREM A. For anyf E 3?(Q), (0.2) has a solution u E 3’(f2). 
Here 9(n) denotes the space of all hyperfunctions on Q. 
THEOREM B. The number of linearly independent solutions u E .9(f2) of 
the homogeneous equation Pu = 0 is equal to 
m + c or& I,, 
where ord, u,(x) denotes the order of zeros of a,(x) at x. 
(0.3) 
THEOREM C. If f E 9(D), then any solution u, E 9(L?,) of (0.2) on a 
subinterval 52, of R can be continued to a solution u E &Y(0) on R. 
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We change the definition of [5] slightly and define the irregularity (I of a 
singular point x, i.e., a zero of a,(x), by 
u=max 1, 
1 
max 
O<i<m 
ord, a,(x) - ord, ai 
m-i (0.4 > 
Assuming again that the coeffkients are real analytic, we have obtained in 
[5,8] the following regularity theorems. 
THEOREM D. If P(x, d/dx) has no singular points in Q, then any 
solution u E .%‘(f2) of (0.2) belongs to Csl(f2) wheneverf E Q’(Q). 
Here O!(O) denotes the space of all real analytic functions on LI. 
THEOREM E. If the irregularity u is equal to 1 at every singular point in 
0, then any solution u E 3’(n) of (0.2) belongs to .@‘(a) whenever 
f E c?2’(l2). 
Here PZ’(I2) denotes the space of all distributions on II. 
THEOREM F. If the irregularity o < s/(s - 1) at every singular point in 
f2, then any solution u E S’(Q) of (0.2) belongs to c?~(~“(L?) whenever 
f E @“(f2). 
Here s > 1 and g”“(Q) is the space of all ultradistributions of class (s) 
on L! 
THEOREM G. Zf the irregularity u < s/(s - l), then any solution 
u E 9(n) of (0.2) belongs to ~‘““(~) whenever f E @‘(Q). 
Here s > 1 and L$t”‘(LI) is the space of all ultradistributions of class (s} 
on 0. 
Consequently if the irregularity condition of Theorem E (resp. Theorem F, 
resp. Theorem G) is satisfied, then Theorems A, B and C hold with .9(LI) 
replaced by g’(Q) (resp. @(““(8), resp. g’““(Q)). 
The purpose of this paper is to show that if the coeffkients a,(x) belong to 
Z’(O) and the irregularity u is equal to 1 at every singular point (resp. 
a{(x) E 2P’(Q) and u < s/(s - l), resp. a,(x) E @S1(J2) and u < s/(s - I)), 
then Theorems A-G hold with 23(Q) replaced by g’(O) (resp. @(““(Q), 
resp. @“(Q)) and OZ(L!) by 27(J2) (resp. @“‘(LI), resp. @sr(J2)). 
Here k?‘(O) is the space of all infinitely differentiable functions on LJ, 
&P)(L?) (resp. 8”‘“‘(8)) f or s > 1 is the space of all ultradifferentiable 
functions of class (s) (resp. {s}) on a, i.e., all (p E a(Q) such that for any 
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compact set K in Q and h > 0 there is a constant C (resp. there are constants 
h and C) for which 
p = 0, 1, 2 )... . 
The space ,‘““(fi) (resp. g’S”(R)) of ultradistributions of class (s) (resp. of 
class (s}) on fl is by definition the space of all continuous linear functionals 
on the space go’(n) (resp. Q’“‘(fl)) of all q E go)(Q) (resp. &““(Q)) with 
compact support endowed with a natural locally convex topology (see 
[4, 6, 121 for the theory of ultradistributions). 
Our main theorem is Theorem 7 of Section 4. It gives the analogues of 
Theorems A, B and C. The counterpart of Theorem D is Theorem 1 of 
Section 1. Theorems E, F and G in our setting are formulated as Theorem 8 
but it is only a direct consequence of the main theorem. 
The proofs of Theorems A, B and C in [3] are based on Cauchy’s 
existence theorem and the index formula of the analytic continuation 
P(z, d/dz) of P(x, d/dx) acting in the space c”(V) of holomorphic functions 
on an open set V in C (see also Malgrange [ 131 and Komatsu [7] for the 
index formula). 
Similarly we obtain our results from the existence theorem in the non- 
singular case (Lemma 2) and the index formulas of P(x, d/dx) acting in 
various spaces of ultradifferentiable functions (Theorem 3). Section 3 is 
devoted to their proofs. 
We also compute the index of P(x, d/dx) acting in the space of formal 
power series with bounds (Theorem 4). This generalizes some index formulas 
of Malgrange [ 131 and Ramis [ 151 to the case where the coefficients of 
P(x, d/dx) are not analytic. It implies together with a unique continuation 
theorem (Lemma 4) that the solvability of (0.2) in the space of ultradifferen- 
tiable functions near a singular point is equivalent to the formal solvability 
(Theorem 5). 
We discuss only single differential equations for the sake of simplicity but 
it is not difficult to extend our results to systems of differential equations. 
For example, Methee’s results [ 141 on the number of linearly independent 
homogeneous distribution solutions holds without analyticity of the coef- 
ficients. 
1. NON-SINGULAR CASE 
We denote by * one of 0, (s) and {s} for an s > 1. Thus B*(n) denotes 
the space of all infinitely differentiable functions, or all ultradifferentiable 
functions of class (s) or of class (s} on fi according as * = 0 or (s) or (s }. 
‘?‘*(a) is its linear subspace of all functions with compact support. 
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In this section we assume that the coefficients q(x) of P(x, d/dx) are in 
&Y*(G) and that the leading coefficient a,(x) never vanishes on R. 
Since the pointwise multiplication is a continuous bilinear mapping on 
s*(n) x a*(Q) into a*(Q) ([4, Theorem 2.81, cf. the proof of Lemma 2) 
the following lemma shows that we may assume a,(x) = 1. 
LEMMA 1. Zf a(x) E a*(Q) never vanishes, then l/a(x) belongs to 
a*(n). 
Proof. This is well known when * = 0. The result in the case * = {s\ is 
due to Rudin [ 161. To prove it in general, we introduce the following 
notation. Let 
A(X)= pgo +xp (1.1) 
be a formal power series in the indeterminate X with nonnegative coefficients 
A,. We write 
4x) Q, A(X) (1.2) 
if for every p and x E K 
) dp’(x)l < A,. (1.3) 
If la(x)\ > I > 0 on K, then we can easily prove that 
l/a(x)%, 5 lFq-’ 
q=o 
(1.4) 
Let * = (s). For each compact set K in R and h > 0 we can find a 
constant C and an I > 0 such that 
a(x) + C f hPp!‘-‘XP 
p=o 
and la(x)] > 1 on K. Hence we have 
l/a(x)<, 2 z-q-’ C =f 
4 
p!s-l(hX)p 
q=o p=1 
= 2 B,X’/r!, 
r=O 
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where B, = 1-l and 
B, = ,-! h' i l-Y-'Cq \‘ p, 
q=l p, t .Y,,=r 
Pi> 1 
js-1 . . . pq!S-’ 3 r> 1. 
Here 
2 p,y’ . . . p,!“-’ 
< 2 ((r _ q + l)!s-l)(Pl-l)l(r-q) . . . ((r _ 4 + l)!S- I)(P,- l)/(r-q) 
r- 1 =c 1 4-  (r-q+ I)!‘-‘, 
and we can find a constant D such that 
l-q-‘Cq < Dq!‘-‘, q = 1, 2,... . 
Hence we have 
= D2’-1h’r!s, r> 1, 
proving that l/a(x) E B’“‘(R). 
The same proof works in the case * = {s}. 
LEMMA 2. Suppose that a,(x) = 1 and x,, ; f2. For each f E g*(O) and 
cO, c, ,..., c,- , E C there is a unique solution u E &*(a) of 
P(x, d/dx) u(x) = f(x), x E R, 
u”‘(xJ = cj, j = 0, l)...) m - 1. 
(1.5) 
Proof. Although we have more general results in [ 10, 111, we give a 
proof for the sake of completeness. The unique existence of a solution 
u E 8’(a) is well known. Therefore for each compact set K in L! there are 
constants B,, B, ,..., B,-, depending on cj andf(x) such that 
sup ] U(~)(X)] < Bj, j = O,..., m - 1. (1.6) 
XSK 
Suppose that A(X) = C,“=OApXP/p! and F(X) = C,“=O FpXp/p! are formal 
power series such that 
dx) +K A 6% f(X) 4K We. (1.7) 
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If a formal power series U(X) = J$==o U,Xp/p! satisfies 
and 
Bj Q Uj, j = O,..., m - 1, 
m-1 
then we have 
U’ m’(X) 4 z] A(X) u”’ (X) + F(X), 
i=O 
u(x) 4K U(X). (1.10) 
In fact, we obtain 
sup Iu’“‘(x)l <up, p = 0, 1) 2 )...) (1.11) 
XEK 
by induction on p. If p < m - 1, this is immediate from (1.6) and (1.8). If 
p = m, then this follows from the equation 
m-1 
ZPyX) = - 2 q(x) zP’(x) + f(x), (1.12) 
(1.7) and (1.9). Suppose 
(1.12) q times, we have 
sup 1 P+@(X)1 < 
XEK 
i=O 
that (1.11) holds for p < m + q. Differentiating 
t:z I& (- g: ai(x> u(i’(x> + fCx)) 1 
dq 
( 
m-1 
-p ,zo A(X) UYX~ + W) 
)I x=0 
fP+qyx) Ixzo. 
Thus (1.11) holdsforp=m+q. 
Now suppose that Mp, p = 0, I,..., is a sequence of positive numbers 
satisfying 
p = 0, 1, 2 )...) (1.13) 
M,M,< M P+P 
p! q! ’ (P + qY ’ 
p, q = 0, 1, 2 )... . (1.14) 
We set 
(1.15) 
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Suppose that 
a,(x) 4* A(X) = BB(kX) (1.16) 
for some constants k and B. Then we claim that there is an h, > k such that 
if h > h, then 
U(X) = CB(hX) (1.17) 
satisfies (1.9) whenever 
f(x) <K F(X) = Ce’yhX). 
First we note that 
P(X) < ecj+ ‘)(X), 
O(kX) B’j’(hX) < (1 - (k/h)) - ’ t!W(hX) 
(1.18) 
(1.19) 
(1.20) 
for anyj=O, 1,2,... and 0 < k < h. In fact, (1.19) is immediate from (1.13). 
Comparing the coefficients of h’X’ of both members of (1.20), we have 
1 
’ 1 - k/h 
Mr+j 
r! 
because 
Mp Mr+j-p 
M,+j 
p! (r - p)! 
(r + j - P)! < M,+i 
' (r+ j)! (r-p)! '7' 
In view of these majorations we have by (1. 16), (1.17) and (1.18) 
m-1 m-1 
c A(X) U”‘(X) + F(X) -e CB( 1 - k/h) 
i=O 
-’ 1 hi + C O’“‘(hX). 
i=O 
This is majorized by 
Ucm)(X) = Ch”O’“‘(hX) 
if h is sufficiently large. 
On the other hand, (1.8) holds if C is sufficiently large. 
In case * = 0, we take an arbitrary sequence M, satisfying (1.13) and 
(1.14) such that (1.16) and (1.18) hold for some 0 <k < h. 
In case * = {s}, we may take 
M, = p!'. (1.21) 
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For each compact set K in R there are constants k and B such that (1.16) 
holds. Hence iff(x) satisfies 
sup jf’“‘(x)l < ChP+m(p + m)!s 
XEK 
for sufficiently large h, then the solution U(X) satisfies 
sup 1 zP’(x)I < c, hPp!‘p!” 
XCK 
for a constant C,. 
In case * = (s), we may take 
M,= h,h, .a. hpp!S, (1.22) 
where h, is a sequence of positive numbers converging to 0 as p tends to 
infinity. 
In fact, let 
N, = sup max{a~p’(x),..., a$Lr(x), f’P-m’(~)}. 
XGK 
Then we have 
N 
i< 00 ‘;’ hPp!” 
for any h > 0. Hence there is a constant C and a sequence 1 < k, /” co such 
(see [ 12, Lemma 3.41 for a proof). Define 
h, = max /k;‘, p-“, ($)” h,-,/. 
Then it is easy to see that h, - 0. Clearly we have 
N,,< CM,, 
so that (1.16) and (1.18) hold with k = 1 and h > 1. Since 
M 
--e=hpp”> 1, 
M P--l 
M P-1 P!’ M,,, 
(P - I)! M, (p + l)! = 7 
hp+,(p + U-’ > 1 
h,pS-’ / ’ 
(1.23) 
we have also (1.13) and (1.14). 
This completes the proof of Lemma 2. 
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In particular, the solutions u E k?*(Q) of the homogeneous equation 
P(x, d/dx) u(x) = 0 (1.24) 
are parametrized by the initial values u(j)(x,,), j = O,..., m - 1. Thus there are 
exactly m linearly independent solutions. 
Moreover, the continuous surjection 
P(x, d/dx): CT*(n) + fF*(l2) 
is a homomorphism by De Wilde’s closed graph theorem [ 11. This may also 
be proved directly. Actually the proof of Lemma 2 shows that the correspon- 
dence from f to the solution u with zero initial values is bounded on each 
bounded set. Hence it is continuous because a*(a) is a bornologic space. 
Thus we have 
PROPOSITION 1. If a,(x) never vanishes on 0, then 
O-C” -a*(n) P(x.dldx) , gyq - 0 (1.25) 
is a topologically exact sequence. 
We define the formal dual P’(x, d/dx) of P(x, d/dx) as usual by 
P’(x, d/dx) q(x) = 5 
i=O ( 1 
- $ i (q(x) p(x)). (1.26) 
If a,(x) # 0 on Q, then the leading coefficient (-1)” a,(x) of P’(x, d/dx) 
does not vanish either. 
PROPOSITION 2. If a,(x) never vanishes on LJ, then 
0-23*(Q) P’(x.dldx) , gyq Q cm __) 0 (1.27) 
is a topologically exact sequence. If v, ,..., v, are linearly independent 
solutions of (1.24) in k?*(a), then Q may be defined by Q(p = ((9, vj)). 
Proox The uniqueness of Lemma 2 proves the injectivity of P’. 
Let K = [b, c] be a compact interval in 0 and denote by gz the space of 
all rp E g*(a) with supp r+i c K. Given a rp E 93: let v/ be a solution of 
P’(x, d/h) v(x) = (P(X), 
ly’ j’ (b) = 0, j= 0, l,..., m - 1. 
II/ belongs to a,* if and only if @j’(c) = 0 for j = 0, l,..., m - 1. Those 
numbers depend on v, continuously by the proof of Lemma 2. 
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On the other hand, let v i ,..., v, be linearly independent solutions of (1.24) 
in &‘*(a). Then they are linearly independent on int K and hence the linear 
functionals (q, v,) are linearly independent on SYz by the fundamental 
lemma of variational calculus. If o = P’(x, d/&)yl with a w E 92, then 
(99 vj> = (p’(x9 d/dx)y19 vj> 
= (W, P(X, d/du)Vj) = 0. 
Hence it follows that the conditions #j’(c) = 0, j= l,..., m, and 
(~, Vj) = 0, j = l,..., m are equivalent, so that 
* o-GJ, P’(x.d/dx) ~ g; p, cm __$ 0 
is topologically exact. 
Taking the inductive limit of this sequence as K tends to R, we obtain the 
topological exactness of (1.27). This completes the proof of Proposition 2. 
The dual 
O--P-%~*‘(a) P(x,dldx) f p,p-q __) 0 (1.28) 
of (1.27) is also a topologically exact sequence of locally convex spaces. In 
particular, the kernel of P(x, d/dx) in @*‘(a), i.e., the space of all solutions 
u of (1.24) in g*‘(8), coincides with the linear combinations of v, ,..., v,, 
i.e., the space of all solutions u of (1.24) in a*(a). Hence every solution u 
of (1.24) in g*‘(0) belongs to a*(n). 
Iff E Z’*(n), then there is a solution I(,, E G?‘*(0) of 
P(x, d/dx) u(x) = f(x). (1.29) 
If u E g*‘(a) is an arbitrary solution of (1.29), then u - u,, is in 
ker(P(x, d/dx): @*‘(a) + g*‘(G)) c a*(Q), so that u belongs to &Y*(a). 
Thus we obtain the following. 
THEOREM 1. Suppose that the coeflcients ai of P(x, d/dx) are in 
8’*(D) and that the leading coeflcient a,,,(x) never vanishes on R. Then for 
any $ E@*‘(Q) there is a solution u E g*‘(n) of (1.29). Zf f E 8*(B), 
then every solution u E Q*‘(L2) belongs to 8’*(G). In particular, we have 
ker(P: g*‘(D) -+ 5?*‘(G)) = ker(P: a*(a) + a*(a)). (1.30) 
This space of homogeneous solutions is m dimensional and a homogeneous 
solution f(x) vanishes identically if the derivatives f (/)(x0) vanish for i = 0, 
1 ,*-*, m - 1 at a point x0 in 0. 
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Lastly we consider formal solutions. We define the spaces Z*(O) of formal 
power series by 
r?(O)= 
I 
f f+dP’xP/p!; (dP” E c ) (1.31) 
p=o I 
P)(O) = (rp E /Y(O); Vh > 0 lp’I/hpp!S --* O}, (1.32) 
cP’(0) = ((0 E a(0); 3h > 0 Ip(P) J/hpp!S -+ 0). (1.33) 
These spaces have natural locally convex topologies as for a*(n) [6] 
Suppose that 0 is a point in R. Then 
0 - a*(a)” - zf”*(Lq p. a*(o) - 0 (1.34) 
is a topologically exact sequence, where p is the mapping of taking the 
formal Taylor series at 0 and Z’*(a) ’ is the closed linear subspace of ~?*(a) 
consisting of all (p with ~‘~‘(0) = 0 for all p [6, Theorem 4.41. 
Now let P(x, d/dx) be a linear differential operator of order m with coef- 
ficients a,.(x) in Z’*(a). If a,(O) # 0, then we can prove as above that 
O-C” da*(o) P(x.dldx) .8*(0)-o (1.35) 
is a topologically exact sequence. Another proof is obtained from the 
commutative diagram 
0 - a*p> 0 -a*(a)- a*(o) - 0 
I 
P(x.d/dx) 
I 
PW,dldx) 
i 
P(x,dldx) (1.36) 
0 - a*(n)” -a*(i2)- 8*(0)-o 
Here P(x, d/h): a*(a) -+ a*(a) is a differential operator whose coefficients 
ai E ~!?*(a) are extensions of the original coefficients a,(x) E g*(O) by 
(1.34). We may assume that a,(x) never vanishes in a. Then 
O-C” ---4*(D)* 8*(9)-o 
is exact by Proposition 2 and similarly the exactness of 
o-g*(a)O a*@?)“--0 (1.37) 
is proved by Lemma 2. Hence the exactness of (1.35) follows from the snake 
theorem asserting that 
O-kerP-+kerQ+kerR 
--+ coker P ---+ coker Q ---+ coker R - 0 (1.38) 
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is exact if 
o-x- Y-Z-O 
k k I! 
o-x,-Y,-z,-0 
(1.39) 
is a commutative diagram with exact rows. 
In our case the isomorphism 
ker(P: a*(n) + 8*(a)) z ker(P: a*(O)+ Z’*(O)) 
is induced from the mapping p: a*(Q) + Z*(O). Thus we obtain the 
following. 
THEOREM 2. Suppose that P(x, d/dx) is a linear dtrerential operator of 
order m with coeflcients a,(x) E a*(O) and a,(O) # 0. Then for any 
f E a*(O) there is a solution u E &f’*(O) of 
P(x, d/dx)u = f. (1.40) 
There are exactly m linearly independent solutions u E a*(O) of 
P(x, d/dx)u = 0. (1.41) 
If P(x, d/dx): a*(O) + a*(O) is the restriction of a linear d@rential 
operator P(x, d/dx): a*(Q) + a*(a) of order m on an open interval 0 3 0 
such that a,,,(x) # 0 on f2 and iff E g*(Q), then every solution u of (1.40) 
in Z*(O) is uniquely extended to a solution of (1.40) in 8 *(Q). 
2. THE IRREGULARITY CONDITION 
From now on we consider operators with singular points. We assume, 
however, that the singular points, i.e., the zeros of a,(x), are isolated in R 
and of finite order. 
We first restrict ourselves to the case where LI has only one singular 
point 0. In the last Section 4 we obtain the results in the general case by 
pasting local results together. 
The following inequality plays a very important role in this paper. 
LEMMA 3. Let I = [a, b] be a compact interval containing 0 and let d 
and p be non-negative integers. If v(x) E Cd+p(I) has a zero at least of order 
d at 0, i.e., 
#y(O) = y/‘(O) = . . . = lp- “(0) = 0, (2.1) 
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then the funtion c&c) defined by 
&I = WlX”~ x f 0, 
= #d’(0)/d!, x = 0, 
belongs to V(I) and satisfies 
P! 
zy bp’p’(x)I ’ (d + p)! xe, sup 1 W’d+p’(X)I 
4! (P”‘(O) = (d + q)! v cd+@(O), q = 0, l)...) p. 
(2.2) 
(2.3) 
ProoJ: We prove the lemma by induction on d. Let d = 1. Then we have 
by (2.1) 
(p(x)= v’(O) +mx+ . . . +-x w’p’(o) p-, 
l! 2! P! 
++j;(x;y)p w’“+“(Wy, x # 0. 
Since the integral term is of order xp, p(x) belongs to Cp-‘(I) and satisfies 
(2.4) for q < p. If x # 0, then q(x) is clearly p times continuously differen- 
tiable and we have 
c,o(p)(x)=+j;~ [tx;y)p] $“+“(y)dy 
I 
x YP = -w 0 xP-+’ 
(p+‘)(y)dy. 
Since 
lfp’qx) - #P+ 1) 0 
t )/tp+ l)l< j; I-&b”p+I’(y)-l”+“(0))l ldyl 
converges to zero as x tends to 0, q(x) belongs to Cp(Z) and satisfies (2.4) 
for q = p. 
Moreover, we have 
IrP’p’tx)I <j; I$ Y’“+~‘(Y) ( ldyl 
1 
<- sup I Ycp+ “(Yl. p+ 1 ya 
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Suppose that the lemma holds for d - 1 and that w E Cd+p(l) has a zero 
of order >d at 0. Then 
x(x) = W(X)/Xd - ‘3 x # 0, 
= y/“‘-“(O)/(d - l)! = 0, x = 0, 
(2.5) 
belongs to P+‘(I) and satisfies 
(2.6) 
(2.7) 
(p+yx)( < ;;+‘;;i sup 1 @+P)(X)I, 
. XEI 
41 
x’q’(o) = (d + q _ 1) w (d+q-U(o), q = 0, l)...) p + 1. 
x(x) has a zero at 0 and p(x) defined by (2.2) satisfies 
P,(X) = x(x)/x9 x # 0, 
= x’(O), x = 0. 
Consequently we have by the lemma for d = 1 and by (2.6) and (2.7) 
YE7 IfP’“‘(x)l Q P! (p + l)! ;!T Ix’p+“(xI 
P! 
’ (d + p)! xst 
sup I l#d+p’(X)I 
and 
(p’“‘(0) = (q fl), x(q+yo) . 
4! 
= (d + q)! 
y/‘d+q)(0), q = 0, l,...) p + 1. 
PROPOSITION 3. If a(x) E g’*(a) has a zero at least of order d at 0, 
then 
b(x) = a(x)/xd, X# 0, 
= acd’(0)/d!, x = 0, 
belongs to Z?*(0). 
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ProoJ b(x) is infinitely differentiable by Lemma 3. Suppose that a(x) E 
&?‘(Q) (resp. 8’)(D)). Then for any compact interval Z in R and h > 0 
there is a constant C (resp. there are constants h and C) such that 
sup 1 .(P)(x)1 < ChPp!S. 
XCI 
Hence we have by (2.3) 
YE7 p’p’(x)( < ChPp!(p + d)!? 
Since (1~ + d). Is-l /p. Is-’ < 2’“-““A for a constant A, we have 
SJly p’p’(x)I <AC(2X-‘h)“p!s, 
completing the proof of Proposition 3. 
Suppose that a,(x) has a zero exactly of order d at 0 and that a,(x), i = 
0, l,..., m - 1, have a zero at least of order d, at 0. Then we may assume that 
the operator has the form 
P x& =xd-$ 
( 1 
+ b,-l(X)Xdm-l -&&+ *** + b,(x)xdO (2.8) 
on a neighborhood ~2 of 0 on which a,(x) # 0 with coefftcients 
b,(x) E a*(a). 
We define the irregularity cr of a singular point x by (0.4). ord, ai can 
be co but (0.4) gives always a number 1 <u < d. 
If c is the irregularity of the singular point 0, then an invertible function 
times P(x, d/dx) is of the form (2.8) with integers di such that 
di > d - o(m - i). (2.9) 
If u > 1, then (2.9) is an equality for an index i. 
We assume from now on that every singular point in Q has the 
irregularity 
o=l if *=a; (2.10) 
s 
a<- 
S-l 
if * = (s); 
s 
UC- s- 1 
if * = (s}. 
We call this the irregularity condition. 
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LEMMA 4. Suppose that P(x, d/dx) has the unique singular point 0 in R 
and that the irregularity condition is satisfied. Then every solution 
u E a*(a)” of P(x, d/dx) u(x) = 0 vanishes identically. 
Proof. First we note that every U(X) E 8”*(O)’ has the following estimate 
as x tends to 0: 
u(x) = O(lxlk> for any k if * = 0; (2.13) 
U(X) = O(exp(-(l/h Ix()“(‘-‘))) for any h > 0 if * = (s); (2.14) 
U(X) = O(exp(-(l/h Ixl)“‘“-‘“)) for some h > 0 if * = {s}. (2.15) 
In fact, (2.13) is clear from the Taylor expansion. To prove (2.14) and 
(2.15) suppose that 
1 dp’(x)l Q ChPp!S (2.16) 
on a compact interval I containing 0. Then, since 
u(x) = 
1 x 
(P- I)! i 
(x- Y)~-’ u’“‘(y)dy 
0 
for any p, we have 
lu(x)l< Citf (h \~l)~p!‘-’ 
Q Cexp - (h,;,$S-1) ’ x E I. 
Next to prove that U(X) = 0 for x > 0, we change the independent variable 
into 
t = log( l/x) if u= 1, (2.17) 
t = (l/x)“-’ if a>l, (2.18) 
as in [5]. Let w(t) = u(x(t)). Then the column vector w(t) = ‘(w(t), 
w’(t),..., w cm-1)(t)) satisfies the equation 
(d/dt -B(t)) w(t) = 0, 
where B(t) is an m X m matrix of uniformly bounded functions. Hence there 
is a constant A4 such that 
II wWll 4 e”ltmto’ II w(t,Il (2.19) 
in the Euclidean norm. 
288 HIKOSABURO KOMATSU 
In case * = 0 and (T = 1, we have by (2.13) 
II w(t,)ll = OWk’9 
for any k as t, -+ 03. Substitute this into (2.19) for a k > M and let t, -+ co. 
Then we have w(t) = 0 so that U(X) = 0 for x > 0. 
The proofs in the other cases are similar because we have 
(a- l)(s- l)< 1 if *=(s), 
(u - l)(s - 1) < 1 if * = {s}. 
Remark. We did not use the ultradifferentiability of the coefficients a,(x) 
or hi(x) at all. Moreover, the assumption that u E a*&?)” is employed only 
in the form that U(~)(X) i = 0 1 m- 1, satisfy (2.13) (or (2.15)) for a 
sufficiently large k (reip. for’ a”&iciently small h) determined by the 
equation. Hence the conclusion of the lemma holds if a&x) E a(Q) and if 
u E Ck(L?)” for a sufficiently large k wen o = 1 or if U(X) satisfies (2.16) for 
a sufficiently small h even when u = s/(s - 1). 
The results of the non-singular case have been derived from the 
topologically exact sequences (1.25), (1.27) and (1.35). We can not expect 
results so simple in the singular case. However, assume that 0 is the only 
singular point in the open interval 0. Then the index of the operator 
P(x, d/d-c) or P’(x, d/ok) is easily computed as it acts in each member of the 
following topologically exact sequences of locally convex spaces: 
o-8*(sh)“-8*(12)-cF*(o)-o, (2.20) 
o-+s?~~(a)--+~*(l2)--m*(n+)--+o. (2.21) 
Here g:-(a) is the closed linear subspace of G*(D) composed of all 
functions with support in J2- = (x E &2; x < O}. 
g*(L!+) is the space of all ultradifferentiable functions of class * on 
$2, = {x E 0; x > 0) with compact support and endowed with a natural 
locally convex topology. The topological exactness of (2.21) follows from 
the Whitney type extension theorem of class * [6, Theorem 4.41. It says that 
L@*(0+) coincides with the space g*(0) ]c+ of the restrictions of functions 
in g*(D) to 0, endowed with the quotient topology. 
The strong dual of (2.21) is the topologically exact sequence 
0 - qy(f2) - .Q*‘(.f2) - G*‘(saJ - 0. (2.22) 
Here .@i:(D) is the closed linear subspace of .@*‘(fl) composed of all 
ultradistributions with support in Q,. %*‘(.R-) is the space of all 
ultradistributions on a-\(O) which can be extended to ultradistributions on 
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Q. It is endowed with the quotient topology. The elements will be called 
extendable ultradistributions. 
Since P’(x, d/h) is injective in each space of the sequence (2.21), the 
index is equal to -dim coker P’. Hence it follows that P(x, d/dx) acting in 
the dual is surjective and dim ker P = dim coker P’. 
3. INDEX FORMULAS 
In this section we assume that 0 is a unique singular point of a differential 
operator P(x, d/dx) with the coefficients a,(x) E a*(a) defined on an open 
interval R. We also assume that the irregularity condition (2.10) or (2.11) or 
(2.12) is satisfied. 
Our aim is to compute the index of P(x, d/k): Z’*(a) --t kT*(Ll) etc. As 
shown in Section 2 we may assume without loss of generality that 
+ b,-,(x)xdm-‘-$$+ . . . 
+ b,(x) xdl $ +-b,(x) xdo, 
where hi(x) E a*(Q) and d, are integers satisfying 
d-a(m-i)<di<d, i = 0, l,..., m - 1. (3.2) 
In order to apply the stability theorem of indices by Gohberg and Krein [2] 
we employ the representations 
27 *(l2) = lim lim E”p(K), (3.3) 
K MP 
9 *(a) = lim lim Dp, (3.4) 
K ++fP 
C?iT*(Ll+) = lim lim D$(LJ+), (3.5) 
K % 
where K ranges over the compact intervals in R and E”p(K), 02 and 
Dp(f2,) are Banach spaces defined by 
,??‘p(K) = {q E Cm(K); sup ] @“(x)]/M, + 0 as p + 00 }, (3.6) 
02 = (9 E P(R); supp v, c K, sup ]v,‘~‘(x)]/M~ -t 0 asp + 00 }, (3.7) 
OF@+)= {~EC=‘(S)+);suppy,cKna+, 
sup](p’p~(x)(/Mp+O asp-+co}. (3.8) 
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We choose a directed set of sequences MP of positive numbers so that the 
balls of the Banach spaces form a fundamental system of bounded sets of 
g*(K) or gz or %J$(Q+). Then, since those spaces are ultrabornologic [4, 
Theorem 2.61, (3.3), (3.4) and (3.5) hold topologically. 
In case * = 0, we take all sequences MP satisfying (1.13), (1.14) and 
sup 1 bjp’(x)( < B2 -pMp (3.9) 
XEK 
for a constant B and such that there is a sequence N, satisfying the 
Denjoy-Carleman condition and 
kPNp + i/M, ~ 0 as p-+oa (3.10) 
for any k > 0 and i = 0, 1, 2 ,.., . 
Given a sequence L, > 0 we can easily find a sequence M, satisfying 
(1.13), (1.14), (3.9) and 
max{L,, p!“} < CM,, p = 0, 1, 2 ,...) 
for an s > 1 and C. Then (3.10) is satisfied for N, = p!“’ if 1 < s’ < s. 
Clearly those M, form a directed set. Hence they satisfy our requirements. 
In case * = {s}, we take all 
M, = hpp!” (3.11) 
such that (3.9) holds. This is the case if h is sufficiently large. Clearly M, 
satisfies (1.13) and (1.14). We have also (3.10) for N, = p!“’ if 1 < s’ < s. 
Lastly in case * = (s), we take all sequences Mp satisfying (1.13), (1.14), 
(3.9) and (3.10) for N, = p. 1” with a fixed 0 < s’ < s and of the form 
M,=h,h, . . . h,p!$ (3.12) 
with a sequence h, > 0 tending to 0 as p -+ 00. If we change (1.23) in the 
proof of Lemma 2 slightly and define h, by 
h, = max /k;‘, pfPs, (5)‘-’ h,-, 1 
with a t such that s’ < t < s, then we find that those sequences Mp form a 
fundamental system of sequences L, > 0 such that for any h > 0 
Lp/(hPp!s) --) 0 as p--f 0. 
Hence we have the representations (3.3), (3.4) and (3.5). 
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Thus we assume from now on that MP is a sequence satisfying (1.13), 
(1.14), (3.9) and (3.10) for a sequence NP with the Denjoy-Carleman con- 
dition. 
Define the formal power series 0(X) by (1.15). Then (3.9) is equivalent o 
b!(X) Qx B8(2-‘X)9 i = 0, l,..., m - 1. 
Hence it follows from (1.20) that the multiplication by hi(x) is a continuous 
linear operator in I?‘p(K), in Dp and in D~(f2,). 
We define as in [4] the spaces Z”“‘p’(K), GSrpl and gyp’ by 
fY(NqK) = l&l EhP”P(K), 
h-co 
(3.13) 
(3.14) 
C2~N+2+) = l& DgNQ2+). 
h-+m 
(3.15) 
LEMMA 5. &VNp’(K) (resp. G3jrNp1, resp. G2~N~‘(f2+)) is a dense linear 
subspace of E”p(K) (resp. Dp, resp. Dp(Q,)) such that the derivatives of 
its elements are in the latter space. 
Proof. We may assume without loss of generality that K is a compact 
interval [a, b] with a < 0 < b. If q(x) E E”p(K), then its dilation (~((1 - s)x) 
belongs to E”‘p(( 1 - E)-’ K) and tends to p(x) in EM”(K) as E + 0. Let j(x) 
be a function in gtNpl(R) with support in the unit interval and such that 
1 j(x) dx = 1. Then the regularization 
belongs to c!?‘~P’(K) for sufficiently small 6 > 0 and tends to ~((1 - &)x) in 
E”p(K) as 6 + 0. 
If v is a function in B ‘Npl(K), then the derivatives w”’ belong to E”p(K) by 
(3.10). 
If we consider the translation q(x + E) instead of the dilation, the proof 
goes as well for functions ~0 in Dp(Q+). 
In the case of Dp we take ultradifferentiable functions x, and x2 of class 
(N,} on R such that xi(x) +x2(x) = 1, suppxi c (-co, d] and suppx2 c 
[c, co) with a < c < d < b. If v, is a function in Dp, then Xirp belong to Dp 
by (1.20) and (3.10). The translations x1(x -&)9(x-E) and 
x2(x + E) cp(x + E) have compact support in the interior of K for sufficiently 
E > 0 and converge to x, v, and x2v) in D, Mp. Their regularizations belong to 
G$kNp’ and converge to xi(p and x2(p in Dp, respectively. 
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PROPOSITION 4. If K is a compact interval, then 
d/dx: l+(K) + E”p(K), 
d/dx: Dp -+ 02, 
d/dx: Dp(L2+) --) Do 
are closed linear operators with dense domains. Moreover, these operators 
have the following indices: 
index(d/dx: E”p(K) --t E”p(K)) = 1, (3.16) 
index(d/dx: Dp + Dp) = - 1 3 (3.17) 
index(d/dx: Dp(LI +) --t Dp(LI +)) = 0. (3.18) 
Proof: The domains are dense by Lemma 5. Clearly we have 
ker(d/dx: l?‘(K) + l?(K)) = C, 
ker(d/dx: Dp + Dp) = 0, 
ker(d/dx: D,“p(.f2 +) + Dp(L! +)) = 0. 
(3.19) 
(3.20) 
(3.21) 
If w E I?‘p(K), then 
gives a continuous right inverse of d/k by condition (1.13). Hence d/b in 
@‘p(K) is a closed linear operator with index 1. 
If w = drpldu is in the image of d/k: Dp + Dp, then 
I 
.b 
y(x) di = p(b) - p(a) = 0. 
a 
Conversely if w E Dp satisfies ( w(x) dx = 0, then 
v(x) = f W(Y) d.v D 
belongs to Dp and we have w = dp/dx. Since the mapping w N (p is 
continuous, d/k: D, Mp -P 09 is a closed linear operator with index - 1. 
The proof is similar for d/k: Dp(L! +) + D$$Q + ). 
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PROPOSITION 5. Suppose that K is a compact interval containing 0. 
Then 
x -&: A!?+(K) t E”p(K), 
d 
x-:Dp+Dp, 
dx 
are closed linear operators with dense domains and with the following 
indices : 
index 
( 
x & : l?‘p(K) + ,W(K) ) = 0, (3.22) 
index 
( 
xd:Dp+Dg =-2, 
dx ) 
(3.23) 
Dp(fi+)-+ D~(L?+) (3.24) 
Proof Clearly we have 
in each space. 
dom(x d/dx) 2 dom(d/dx), (3.25) 
ker(x d/dx) = ker(d/dx) (3.26) 
If w is in the image of x d/dx: E”p(K) + l?‘p(K), it must satisfy y/(O) = 0. 
Conversely if w E E“‘p(K) satisfies ~(0) = 0, then the function t,u(x)/x is 
infinitely differentiable by Lemma 3 and its primitive (p(x) = ji (&)/y) dy 
satisfies 
1 
sup I@+“(x)l Q - 
XEK 
sup 1 w’p+ i’(x)/ 
p + 1 XEK 
for p = 0, 1, 2 ,... . Since 
sup Iv(x)1 < WI zt~p l~‘(x)l, 
XEK 
(3.27) 
the mapping 1/1)--t q is continuous. Hence x d/dx: E”~(K)-+E“‘~(K) is a 
closed linear operator with image of codimension 1. 
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Similarly a necessary and sufficient condition in order that w E Dp (resp. 
Dp(Ll+)) be in the image of x d/dx: Dp + 02 (resp. x d/dx: D~(Ll+) -+ 
Dp(L?+)) is 
v(O) = ,( ((v(x) - v(O))/x) dx = 0 (rev. w(O) = 0). 
The expression 
dx> = - j* (dy) - ylWy dy t x(x) j (W(Y) - Y/(o))/Y dy 
x 
is a continuous left inverse if x is an ultradifferentiable function of class 
{N,}, which is equal to 1 for x < a t E and equal to 0 for x > --E with an 
E > 0. 
We recall that a linear operator B from a Banach space X into a Banach 
space Y is said to be A-compact for a closed linear operator A : X + Y if B is 
compact as a linear operator from domA with the norm llxll + llAxl/ into Y. 
PROPOSITION 6. The identity mapping 1 is (d/dx)-compact and (x d/dx)- 
compact in E”p(K), in Dp and in Dp(Q+). 
ProoJ Since Ilx(d/dx)y,II & C Il(d/dx)cpII with a constant C, we have only 
to prove that the set B of all a, in E”p(K), etc., such that 
SUP ((P’p’(x)I < MP’ p = 0, l,..., (3.28) 
XEK 
PDF: IWWpCW(xNl G Mp 9 p = 0, l,..., (3.29) 
is precompact. 
In view of Lemma 3, (3.29) implies 
sup IP 
XEK 
'"+"(-%~,+,/(p t l>, p = 0, l,... . (3.30) 
Given an E > 0, we take a pO > 2.5 - ‘. By the Ascoli-Arzela theorem there are 
a finite number of pj E B such that for any cp E B 
sup I q+‘(x) - PyyX)l< EMp, p = 0, l,..., PO, 
XEK 
for some j. Then we have 
II P - Pjll = zic l PD(p)(x) - Pjp’(x)lIMp G‘* 
P 
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PROPOSITION 7. Let K be a compact interval containing 0 and let 
0 Q d < m be integers. Then 
xd -& : @(K) + l+(K), 
d dm 
xdx” 
:Df+Dp, 
xd $: Dp(n+)-, Do 
are closed linear operator with dense domains and with the indices 
index xd 
( 
-& : @‘p(K) + E”n(K)) = m - d, (3.3 I) 
index xd 
( 
d” -:D2+Dp =-m-d, 
dx” ) 
(3.32) 
index xd 
( 
$: Dp(.f2+) + Do = -4. (3.33) 
ProoJ It is easy to prove by induction on d that 
d d” 
XygYir= )( 
x $-(d-2)) ... (x-& 1) 
Here x d/dx - k is a closed linear operator with the same domain and index 
as x d/dx by the stability theorem of index [2, Theorem 2.61. Hence it 
follows from the additive formula of index [2, Theorem 2.11 that the product 
xd(d/dx)” is a closed linear operator with dense domain and with the index 
index k$)=dindex k-$) +(m-d)index (2). 
Consequently the index is computed by Propositions 5 and 6. A direct proof 
is not diffkult either. 
PROPOSITION 8. Let K, m and d be as in Proposition 7. 
(i) IfO<i<mand 
d-(m-i)<:<<, (3.34) 
then xc d’/dx’ is (xd dm/dxm)-compact in E”p(K), 02 and Dp(f2+). 
296 HIKOSABURO KOMATSU 
(ii) Suppose that Mp is given by (3.11) (resp. by (3.12) with h, -+ 0). If 
O<i<m and 
d- &(m-i)<cid (3.35) 
or, respectively, 
d- *(m -i)<c < d, (3.36) 
then xc d’/dx’ is (x” dm/dxm)-compact in E”p(K), Dp and Df$?+). 
ProojI Let B be the set of all o E E”p(K) etc. such that 
sup I(P’p’(x)I < MP’ p = 0, l,..., (3.37) 
XEK 
sup I(d/dx)P(xd#m’(x))l QMp> p = 0, l,... . (3.38) 
XEK 
We have to prove that (xc d’/dx’)B is precompact. 
Denote xd~rm)(x) by v(x). Then we have 
m-itc 
(xCyl “’ (x)) 
= 5 (“;i,“)[ (-g)‘-“xc][ (g)q($?)] q=o 
= go 4 (g)‘(g) 
with constants A, because xq(d/dx)g is equal to a linear combination of 
(d/uk)q xq, (d/dx)q-l x4-‘,..., 1. Hence it follows from (2.3) and (3.38) that 
=f: IWWp(xcY,“‘@>l 
<A 
(p - m + i)! 
(p-m+f---++)!Mp-m+i-c+d (3.39) 
for p > m - i + c with a constant A independent of p. 
If (3.34) holds, then the right hand side of (3.39) is bounded by 
A M,l(p - m + i + 1). Therefore the precompactness of (x’ d’/dx’)B is 
proved in the same way as Proposition 6. 
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Next suppose that Mp = hPp!S and (3.35) holds. If m - i + c - d > 0, then 
(i) applies. Hence we may assume that 
0 > m - i + c - d > -(d - c)/s. 
Then (3.39) is bounded by 
A h- 
m+i-c+d(p _ m + i _ c + d)(-m+i-c+d)s 
(p-m+i+ l)d-c 
M 
P 
A ‘h - m+i-c+d 
< (p - m + i _ C + d)d-c+(m-i+c-d)s Mu 
= o(M,). 
Lastly suppose that Mp = h, . . . hpp!S with h, + 0 and (3.36) holds. We 
may assume that 
0 > m - i -I- c - d > -(d - c)/s. 
Hence (3.39) is bounded by 
A’hp+I *** hp-m+i-c+dMp=O(Mp)* 
Now we are able to prove the index formulas of differential operators. 
THEOREM 3. Suppose that P(x, d/dx) is a dtrerential operator of order 
m with coeficients ai E a*(Q) on an open interval D and that 0 E 0 is a 
unique singular point satisfying the irregularity condition (2.10) or (2.11) or 
(2.12). Then P(x, d/dx): 8*(f2) + 6p*(s2) is a topological homomorphism 
with the index 
index(P: a*(Q) --) Z’*(0)) = m - ord, a,(x) (3.40) 
and 
o----+c2*(l2) P(x,dldx) ,L?2*(fJ)-c m + ordoo,W) -0, (3.41) 
o----+~*(l2+) P(x,dldx) , gyp,) - c ordon, - 0 (3.42) 
are topologically exact. 
Proof. We may assume without loss of generality that P(x, d/dx) has the 
form (3.1) with b,(x) E k?‘*(a) and integers di satisfying (3.2). 
First we assume that d(=ord, a,(x)) is less than or equal tom. 
Then the leading term xd(d/dx)” is an operator with indices (3.31), (3.32) 
and (3.33) in E”p(K), 02 and Dp(LI+), respectively. The irregularity 
505/45/Z- I I 
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condition together with (3.2) implies that c = d, satisfies the condition of 
Proposition 8. The multiplication by hi(x) is continuous in each space by 
(3.9) and (1.20). Hence P(x, d/dx) - xd(d/dx)” is (xd(d/dx)“)-compact. 
Consequently P(x, d/dx): E”p(K) --v E”p(K), etc., is a closed linear operator 
with the same index as xd(d/dx)“. 
Now let L, > M,, be another sequence satisfying (1.13), (1.14), (3.9) and 
(3.10) and of the form (3.11) if * = (s} or (3.12) if *=(s). In the 
commutative diagram with exact rows 
O- ker P"p - dam p"p P(xsd'dx) ) E"p(K) -..-.+ coker P"p---+O 
I n f----l I 
O---P ker PLp - dam pLp P(xvd'dx) ) ELp(K) -.-+ coker pp ---+ 0 
the imbedding E”$K) -F&(K) has a dense image because it contains the 
dense subspace B ‘“p’(K). Hence the mapping coker P"p + coker PLp is 
surjective. On the other hand, the mapping ker P"'a -+ ker PLp is clearly 
injective. Since index P”p = dim ker P"p - dim coker P"'p = index PLp, it 
follows that both mappings ker P"n -+ ker PLp and coker PM0 -+ coker PL" are 
isomorphisms. Consequently the inductive limit 
has the kernel isomorphic to ker P Mp and the cokernel isomorphic to 
coker P"p. 
Next let L 3 K be another compact interval in a and consider the 
commutative diagram with exact rows 
0 -----+ ker PK -8*(K) P(x.dldx) , gyq ------+coker PK-0 
t t t I 
O-kerP, -z-'*(L) P(x.dldx) , py,r) ----+coker PL. -0. 
The restriction mapping B*(L) -+ B*(K) is surjective by the Whitney type 
extension theorem [6, Theorem 4.41. Hence the mapping coker PL -+ coker PK 
is surjective. Since L\K has no singular points, it follows from Lemma 2 that 
the mapping ker PL + ker PK is injective. Therefore the mappings ker PL. + 
ker PK and coker PL + coker PK are both isomorphic as above. Employing 
the Mittag-Leffler argument [3, Lemma 31 relative to the discrete metric, we 
find that the projective limit 
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has the kernel isomorphic to ker PK and the cokernel isomorphic to 
coker PK. In particular, we have 
index(P: 8 *(Q) + B *(a)) = dim ker(P: J?(K) + E”p(K)) 
-dim coker(P: ,?‘p(K) + E”‘p(K)) 
=m-d=m-ord,a,(x). 
When d is greater than m, P(x, d/dx)(d/dx)d-“: a*(Q)+ a*(Q) and 
(d/dx)d-‘“: 8*(Q) -, &-‘*(l2) are linear operators with indices 0 and d-m, 
respectively. Hence P(x, d/dx): 8’*(a) + a*(Q) is a continuous linear 
mapping with index m -d (see [7, Lemma]). A direct proof may also be 
obtained by starting with P(x, d/dx): E“‘p+d-m(K) + l?‘p(K). 
In any case P(x, d/dx): g*(a)+ 8*(a) is an open mapping onto the 
image by De Wilde’s closed graph theorem. 
The proof is similar for P(x, d/dx): g*(Q)+ g*(G) and g*(Q+)- 
g*(Q+). The inductive limit relative to Mp is discussed in the exactly same 
way. However, the kernels always vanish by Lemma 2 or Theorem 1. Next 
let L I> K be compact intervals and consider the diagrams 
o- @K* P(x,dldx) + %F - coker PK - 0 
I 
o- L?q P(x,dldx) ’ w -----+ coker PL - 0, 
0 - .@(Q+) Pw*d’dx) b ca;(a+) - coker PK - 0 
I I I 0 - @L*(Q+) P(xqd’dx) + L@,*(Q+) ---+ coker PL - 0. 
coker PK and coker PL have the same dimension and the mapping coker P, + 
coker Pt is injective because if f E @z (resp. gi(a+)) is equal to 
P(x, d/dx)u for a u E GSz (resp. @f(n+)), then I( E @$ (resp. 9z(s2+)) by 
Therem 1. Hence the mapping coker PK -+ coker PL. is an isomorphism in 
each case. Consequently the inductive limits 
P(x, d/dx): g*(D) -+ 9*(G), 
P(x, d/dx): g*(.Q+) -+ c3*(6?+) 
have 0 kernels and cokernels of dimension m + d and d, respectively. 
The care for the case d > m and the proof of topological homomorphisms 
are the same as before. This completes the proof of Theorem 3. 
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The above proof is based on Lemmas l-5. All the lemmas hold more or 
less trivially for the space 8*(O) of formal power series. Hence we obtain the 
following. 
THEOREM 4. Suppose that P(x, d/dx) is a dtfferential operator of order 
m with coeflcients a,(x) E 8*(O) which satisfies the irregularity condition. 
Then P(x, d/dx): B *(0) + a*(O) is a topological homomorphism with the 
index 
index(P: B * (0) -+ d* (0)) = m - ord, a,(x). (3.43) 
In particular, the differential operator P(x, d/dx): &Y*(0) + cY*(Q) of 
Theorem 3 has the same index as P(x, d/dx): 8*(O) -t a*(O). On the other 
hand, Lemma 4 asserts that P(x, d/dx): Z*(a)” -+ &?*(C!)” is injective. Thus 
applying the snake theorem to the diagram 
0 - a*(n) 0 ------+ a*(Q)-----+ a*(o) - 0 
I 
P(x.dldx) 
I 
P(x,dldx) 
I 
P(x,dldx) 
0 - g*(Q) 0 -a*(a)---+ g*(o) - 0, 
we obtain the following. 
THEOREM 5. Suppose that P(x, d/dx) is a differential operator satisfying 
the same conditions as Theorem 3. Then, 
0 - a*@)” P(x,dldx) + a*(f2)“- 0 (3.44) 
is topologically exact and the mapping g’*(0) + g*(O) of taking the formal 
Taylor expansion induces the isomorphisms 
ker(P: &‘*(a) -+ 8’*(a)) z ker(P: 8*(O) + a*(O)), (3.45) 
coker(P: Z’*(Q) -+ Z*(0)) z coker(P: 8’*(O) + a*(O)). (3.46) 
In other words, the equation 
P(x, d/h) 4x> = f(x) (3.47) 
has a unique solution u E a*(Q)” for any f E a*(Q)“. 
Any formal solution u E g*(O) of 
P(x, d/dx) u(x) = 0 
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is uniquely extended to a real solution u E Z’*(O). Given an f E a*(Q), 
(3.47) has a solution u E a*(O) if and only if it has a formal solution 
u E a*(o). 
Similarly we obtain the following theorem from the exact sequences 
(2.21), (3.41) and (3.42). 
THEOREM 6. Under the same assumptions as Theorem 3 
0 - @&(52) PLxvd’dx) b ?2;-@2> - cm - 0 (3.48) 
is topologically exact and the exact sequence (2.21) induces the exact 
sequence 
0 + coker(P: gg (0) + gX $2)) 
-+ coker(P: g*(Q) --) g*(Q)) 
-+coker(P:~*(LI+)+@*(R+))+O. (3.49) 
4. DISTRIBUTION AND ULTRADISTRIBUTION SOLUTIONS 
Suppose that 0 is a unique singular point of the linear differential operator 
P(x, d/dx) of order m with coefficients in Z’*(n) on an open interval D and 
that the irregularity condition is satisfied. Then the formal dual P’(x, d/dx) 
satisfies the same conditions. Taking the duals of the topologically exact 
sequences (3.42), (3.41), (3.48) and (3.49) with P replaced by P’, we obtain 
the following comutative diagram of exact rows and columns: 
0 0 0 
i 1 
o-c ordo a,(x) - Gyy(f2) P(x*d’dx) + @y(Q) d 0 
I I / 
0 + cm+orWm __, g*‘(n) P(x.dldx) , gw(q -0 (4.1) 
I I 
o- C” - G*,(~-) p(x,dldx) , G*‘(n-)- 0. 
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The middle row says that the equation 
P(x, d/dx) u(x) = f(x) (4.2) 
always has a solution u E g*‘(a) for any data f E g*‘(0) and that there 
are m + ord,a,(x) linearly independent solutions u E G*‘(Q) of the 
homogeneous equation 
P(x, dpx) u(x) = 0. (4.3) 
The first column says that ord, a,(x) solutions among them can be chosen 
so as to have support in Q, . By the same reason there are ord, a,(x) 
linearly independent homogeneous solutions u E !@*‘(a) with support 
ino-. 
Comparing the last row of (4.1) with the exact sequence 
O-C” - c2*‘(Q-\{o}) P(x*d’dx) , g*‘(Q-\{o)) - 0 
of Theorem 1, we find that every homogeneous olution u E @*‘(0-\(O)) 
on Q-\(O) is extendable across 0. Moreover, the first column of (4.1) shows 
that u can be continued to a homogeneous solution u’ E LP *‘(a) on R. 
Similarly every solution u E kZ*‘@+\{O}) of (4.3) on L?+\(O) can be 
continued to a solution u’ E g*‘(s)) on 0. 
Our main theorem is the following (cf. Theorems A, B and C in the 
introduction). 
THEOREM 7. Suppose that P(x, d/dx) is a linear dtgerential operator of 
order m with coeflcients a,(x) E a*(Q) on an open interval R. We assume 
that the singular points of P(x, d/dx) are isolated and that P(x, d/dx) 
satisfies the irregularity condition (2.10) or (2.11) or (2.12), at every 
singular point. 
Then for any f E !9*‘(f2) Eq. (4.2) has a solution u E 8*‘(Q). 
The homogeneous equation (4.3) has 
m + c ord, a,,,(x) 
xsn 
linearly independent solutions u E g*‘(Q). 
Iff E g*‘(Q), then any solution u, E ka*‘(0,) of (4.2) on an open subin- 
terval a, of fI can be continued to a solution u E ~9 * ‘(.f2) on 0. 
ProoJ: We order the singular points xj so that 
-.a < x-, < . ..(X_.<X_,<X,<X,<X,<...<X,<‘.. 
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and choose a partition of unity C xi(x) = 1 of class * so that suppxl is a 
compact set in the interval (xi-, , xi+ i). However, if x-, is the smallest 
singular point, then we set x-,(x) = 1 for x ( x-, and if x, is the greatest 
singular point, then we set x,(x) = 1 for x > x,. 
Let vi E ~*‘((Xj-l. Xj+l)) be a solution of 
p(x9 d/dx) vj(x) =Xjtx> fCx) (4.5) 
on (xi-, , xj+ i). There are homogeneous olutions w,: on (xj- i, xi) and w,? 
on (x~, x,+ i) which coincide with vi near x,-r and xi+ 1, respectively. As we 
remarked earlier they can be continued to homogeneous olutions G,: and 
6: E Q*‘@) on a. Hence Vj is also continued to a solution U; of (4.5) 
on a. Now define uj E a*‘(n) by 
w -- 
Uj = Vj - Wj ) j > 0, 
= 6; - fi]?, j < 0. 
Then u = 2 U, is a locally finite sum and gives a solution u E g*(0) of 
(4.2). 
A basis of the space ker(P: .@*‘(a) + g*‘(G)) of homogeneous solutions 
is constructed in the following way. 
Let v i,..., u, be a basis of the homogeneous olutions on (x-,, x0). They 
can be continued to homogeneous solutions C, ,..., V;, on a. 
If j>, 0, we choose a basis w ,,,..., wjdj E g&~,x,+l)((xj- 19 xj+ 1)) of the 
homogeneous solutions on (x,-i, x,+ i) with support in [xi, xi+ i), where dj = 
ord,,a,(x), and extend them to homogeneous olutions Z,,,..., F?,~, on 0 so 
that they have support in {x E a; x > x,}. 
Similarly we construct for j ( 0 homogeneous olutions G,i,..., Gjd, on Q 
with support in {x E Q; x < Xi} such that their restrictions to (xi-, , Xi+ ,) 
form a basis of the homogeneous solutions with support in (x,-r , xi]. 
Then v’ - 1 ,*-*, v, 9 G0 ,,..., G,,do, Grl ,..., Gid ,,..., G-,i ,..., G-id-l ,... are clearly 
linearly independent. 
Let u E G*‘(0) be an arbitrary homogeneous olution. Its restriction to 
(x- r, x0) is a linear combination of v I ,..., v,, so that u - (ci 5, + . . . + c, 6,) 
is a homogeneous solution on 0 with support in {x E a; x Q x-, or x > x,,}. 
Similarly subtracting a linear combination co, C,,, + ..m + c,,~~G,,~~, we can 
make it a homogeneous solution with support in {x E 0; x <x-, or x > x,). 
Then we subtract a linear combination c-i, d- ,i + ... + c-id-, Kid-, to 
make it a homogeneous olution with support in (x E 0; x < x- 2 or x > xi} 
and so on. Thus II can be expressed as a locally finite sum 
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Let a, be an open subinterval of a. We may assume without loss of 
generality that Q, n (x-i, x0) # 0. Then the same proof shows that every 
homogeneous solution u, E a*‘@,) is a locally finite sum 
i=l x,ER, k=l 
on a,, so that the sum gives an extension to a homogeneous solution on a. 
Every f E g*‘(a) is written P(x, d/h) u0 for a U, E Q*‘(a). If 
U, E g*‘(Q,) is a solution of Pu, = f on ai, then ui -u, is a homogeneous 
solution on R,, which can be continued to a homogeneous solution u2 on Q, 
and hence ui is continued to the solution u = u0 + u2 on a. 
This completes the proof of Theorem 7. 
To formulate an analogue of Theorems E, F and G, we define the 
following order relation between classes 0, (s) and {s}: 
$ > @I > 6) > PI for s>t>l. (4.6) 
Thus we have * > j’ if and only if B*(0) 3 B+(0), and if and only if 
g*‘(Q) c g+‘(a) for a (and any) non empty open set 8. 
THEOREM 8. Suppose that P(x, d dx) is a linear difSentia1 operator of 
/ order m with coejicients Ui(x) E B (0) on an open interval B and that 
* 2 t. 
If the singular points of P(x, d/dx) are isolated and if P(x, d/b) satiSfies 
the irregularity condition (2.10) or (2.11) or (2.12) with respect to * at every 
singular point, then any solution u E gt’(.12) of (4.2) belongs to Q*‘(O) 
whenever the data f E ka*‘(Q). 
Proof: A posteriori the operator P(x, d/&) satisfies the irregularity 
condition with respect o j’ at every singular point. Hence the homogeneous 
equation (4.3) has the same number of linearly independent solutions u E 
g+‘(.Q,) as the number of linearly independent solutions u E Q*‘(Q,) on 
every relatively compact open subinterval. Consequently every homogeneous 
solution u E g+‘(0) belongs to a*‘(0). 
On the other hand, there is a solution U, E g*‘(0) of PuO = f. Hence u = 
(U - u,,) + u,, belongs to g*‘(Q). 
This completes the proof of Theorem 8. 
Besides (2.20) we have the topologically exact sequence 
0-~*(L?)“-~*(f2)-&*(0)-0 
[ 6, Theorem 4.41. Here 
(4.7) 
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so that we have the topologically exact sequence 
as the strong dual of (4.7), where G9&,; is the space of all ultradistributions of 
class * on R with support in (0). 
Thus the following theorem follows from Theorems 3 and 4. 
THEOREM 9. Suppose that P(x, d/dx) is a linear d@erential operator of 
order m with coeflcients a*(x) E 8*(L!) on an open interval Ll and that 
0 E 0 is a unique singular point at which the irregularity condition (2.10) or 
(2.11) or (2.12) is satisfied. Then P(x, d/dx): ~@;“o; -+gl*,; is a topological 
homomorphism with the index 
and 
index(P: Q&O; + 9(%;) = ord, a,,,(x) - m (4.9) 
0 + ker(P: 9ZG; --t @,*,;) + ker(P: S?*‘(Q) + g*‘(a)) 
-+ker(P:~*‘(Q-)+~*‘(fL))@ker(P:~*(fl+)+~(52+)) 
+ coker(P: 9;“o; -Gq$-+o (4.10) 
is exact. 
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