Density matrix embedding theory (DMET) [Phys. Rev. Lett.2012, 109, 186404] has been demonstrated as an efficient wave-function-based embedding method to treat extended systems.
I. INTRODUCTION
Quantum-chemical methods for macromolecules and extended systems play a crucial role in chemistry, physics, and material sciences. [1] [2] [3] [4] [5] [6] [7] For these systems, Kohn-Sham density functional theory [8] [9] (KS-DFT) is routinely used due to its affordable computational cost. However, the lack of knowledge about the exact functional prevents the application of KS-DFT for critical systems where the mean-field approximation fails to describe the correct physics. [10] [11] [12] [13] Wave function theory, on the other hand, can be systematically improved via hierarchical approximations.
Conventionally, the exact solution for a quantum system can be computed by means of the full configuration interaction (FCI) expansion. [14] [15] This method, in practice, is too expensive to be useful and FCI solutions are only available for small systems with small basis sets. For small and medium size molecular systems with a single reference electronic structure, a chemical accuracy of 1 kcal mol -1 can be reached using coupled-cluster single double excitations with perturbed triples theory (CCSD(T)). [16] [17] For critical systems where strong electron correlation is significant, the traditional complete-active space self-consistent field theory [18] [19] [20] (CASSCF) and its derivatives like restricted active space SCF 14 (RASSCF), generalized active space SCF [21] [22] [23] (GASSCF), or occupation-restricted-multiple-active-space SCF 24-25 (ORMAS) can be employed to treat static correlation, while dynamic correlation can be recovered using post SCF treatments, like second-order perturbation theory [26] [27] [28] [29] (CASPT2, RASPT2, ORMAR-PT), or multiconfigurational pair density functional theory 21, 30 (MC-PDFT), on top of these wave functions. Furthermore, other multiconfigurational ansatzes inspired by tensor network theory, [31] [32] e.g. density matrix renormalization group [33] [34] [35] (DMRG), have been successful for mediumsized chemical systems, especially for those with a one-dimensional topology. Despite many quantum chemical methods, the accurate treatment of strongly correlated extended systems is a challenge due to the exponential scaling of wave function methods with respect to the system size, usually defined as the exponential wall of quantum chemistry. 36 Recently, density matrix embedding theory [37] [38] (DMET) has emerged as an efficient wavefunction-based embedding approach to treat strongly correlated systems. The success of DMET lies in the fact that the total quantum system can be exactly partitioned into smaller subsystems or fragments that can be treated by any of the high-level quantum chemical solvers previously mentioned. In this way, one only has to calculate a set of subsystems with high accuracy instead of dealing with the intractable total system at the same level of theory. Mapping the system into an impurity embedded in an effective environment is the key idea behind dynamic mean-field theory 39-41 (DMFT), a successful computational methodology for strongly correlated materials. 42 Instead of formulating the quantum impurity problem using many body Green's function ansatz, 43 DMET has its root in the frequency-independent local density matrix, which makes the ansatz simpler and more efficient with similar accuracy in comparison to DMFT. 38 
II. THEORY
We briefly summarize the basic equations of density matrix embedding theory before describing the use of complete active space self-consistent field (CASSCF) as the impurity solver. For further details on the DMET formulation, one should read the comprehensive articles. 37, 54 Consider a full quantum system that can be partitioned into a subsystem A of interest, defined as an impurity, or cluster, or fragment, surrounded by an environment B. In DMET one embeds the fragment A in a quantum bath that represent the entanglement of the embedded fragment with the environment. The bath has the same number of many-body basis states ( ) as those used to describe A. The exact wave function of the total system undergoes a Schmidt decomposition:
where | ⟩ and | ⟩ are the fragment and bath states, respectively; are the singular values of the singular value decomposition (SVD) of the coefficient tensor; is the dimension of the fragment A, which is assumed to be smaller in size than the other part of the system. In practice, the Schmidt decomposition for the exact wave function cannot be obtained, and one often uses a mean-field wave function to construct the effective bath states. The Schmidt form of a HartreeFock (HF) wave function 56 is given by:
where | ⟩ represents the core (or pure environment) states, also referred to as core orbitals, which are unentangled to the local fragment states. The pure environment is a similar concept to the core contribution in the frozen-core approximation of the active space ansatz. 57 This decomposition of the HF solution can be obtained using a mean-field one-particle density matrix or a projector onto a set of fragment basis functions. 44, 48 The Schmidt decomposition yields single-particle embedding bases (fragment plus bath states), also known as a DMET active space, that can be used to project the Hamiltonian onto the embedding space. Notice that at this point the dimension of the embedding problem has been considerably reduced compared to the original problem and it is at most twice the number of the basis functions (2 ) that span the fragment A. Now, a high-level quantum chemical solver could be used to solve this embedding wave function (note that the core states are excluded in this case).
In general, a chemical system can be partitioned into multiple arbitrary fragments (Ax), where each fragment is associated to its own embedding wave function. The total energy E total of the system can be recovered from the fragment energies Ex, i.e. E total = ∑ E x + E nuc where E nuc is the nuclear-nuclear repulsion energy and x is the number of fragments in which the entire system has been partitioned. 37 The arbitrary partition of a chemical system and the fact that we construct the bath from an approximate wave function necessitates enforcing the total number of electrons calculated by adding up those of the fragments to be equal to the number of electrons of the total system. A variable, known as a global chemical potential (μ global ), is added to the one-particle part of the embedding Hamiltonian and is optimized during the DMET procedure. It should be noted that the chemical potential becomes redundant in the DMET formalism for periodic systems or systems with translational symmetry where the number of electron per fragment (a unit cell) is well defined. 49 In addition to the global chemical potential, the one-particle
Hamiltonian is augmented by an effective correlation potential Ĉ x for each fragment Ax, i.e. ĥ ′ = ĥ + ∑ Ĉ x . The correlation potential is self-consistently varied to minimize the difference between the one-particle reduced density matrix (1-RDM) calculated at the mean-field level and the one calculated by the high-level method, thus improving the bath representation after each self-consistent cycle. Various matching conditions can be applied in order to minimize the difference between the mean field and high-level 1-RDM. One can match the entire embedded 1-RDM or only those elements corresponding to the fragment states. If only the diagonal elements of the embedding 1-RDM are considered during the matching process, this results in density embedding theory (DET). 44 In practical calculations, one can keep the bath states constructed from the HF wave function unchanged, and this is defined as a one-shot DMET calculation.
Aside from the multiple-partition way of performing DMET, one can partition the system only one time, defined as a single embedding DMET, and use the following formula to recover the total system energy:
where E CAS , E core , and E nuc are the electronic energy contribution from the DMET active space constituted by fragment and bath states, core states, and the nuclear-nuclear repulsion energy, respectively.
The fundamental idea behind the CAS-DMET is to introduce a CASSCF active space inside the DMET space (Figure 1 ). Some natural questions about this method are:
i) How do the results of this procedure differ from a conventional CASSCF calculation on the full system?
ii) How dependent is the method performance on the active space choice?
Concerning i), in the one-shot DMET calculation, the core states are kept frozen and the CASSCF solver rotates only the fragment and bath states in a self-consistent fashion. In a conventional CASSCF calculation on the full system, on the other hand, the entire orbital space (usually HF orbitals) is optimized. Therefore, a one-shot CAS-DMET calculation has fewer electronic degrees of freedom than a CASSCF calculation for the same active space. Hence, the CAS-DMET energy is expected to be higher than that of the CASSCF if the correlation potential is not optimized. We will address ii) in the following. 
III. COMPUTATIONAL METHODS
The CAS-DMET calculations were performed with our locally modified version of QC-DMET. [58] [59] As high-level method we used the CASSCF method as implemented in PySCF. 35 The DMET solver solves the embedding Hamiltonians and returns the fragment energies and the CASSCF one-particle density matrix.
The following systems were explored: the dissociation of an H-H single bond in a H10 ring model system, and the dissociation of an N=N double bond in azomethane (CH3-N=N-CH3) and pentyldiazene (CH3(CH2)4-N=NH).
All geometries were optimized using the B3LYP 37,38 density functional as implemented in the Gaussian 09 software package, 36 
IV. RESULTS AND DISCUSSION

A. Hydrogen ring (H10)
In this section, we discuss the performance of one-shot CAS-DMET in computing the symmetric dissociation of a ring of 10 hydrogen atoms. While the DMET calculation using FCI solver has been reported previously, 37, 48 herein we concentrate on comparing the results obtained with CAS-DMET versus those with CASSCF on the total system ( Figure 2 ). The CAS-DMET calculations were performed for different active spaces using two hydrogen atoms as impurity, and correspondingly four s orbitals as impurity orbitals. Using the 6-31G basis set, the total FCI problem corresponds to 10 electrons in 20 orbitals, while the DMET space contains 8 electrons in 8 orbitals, including four fragment and four bath orbitals. Hence, the FCI limit of the embedding problem is (8, 8) , while that of the total system is (10, 20) . Considering the symmetry of the system, we just have five identical embedding problems (five subsets of two hydrogen atoms as fragments) that have a smaller Hilbert space compared to the original problem. Figure 1 shows the dissociation energies of H10 calculated by CAS-DMET and CASSCF using different active spaces. For the CAS-DMET calculations, we systematically expand the active space size by adding two electrons and two orbitals at a time to a minimal active space of (2,2 In Figure 3 , the H10 ring DMET orbitals are presented for the case with four fragment and four bath orbitals, in addition to the 12 core states that belong to the pure environment. We observe that the fragment orbitals are localized on the two hydrogen atoms taken as fragment states, while the bath orbitals are more delocalized over the rest of the system, as expected. This is consistent with the fact that the bath orbitals represent the entanglement between the environment and the local fragment. For more details on the construction of these orbitals, we refer the reader to the Appendix section. Figure 4 shows the CAS-DMET orbitals that are linear combinations of the fragment and bath orbitals (shown in Figure 3) . ring at a separation of 1.0 Å.
B. Azomethane (CH3-N=N-CH3)
The purpose of this study is to analyze the similarity between CAS-DMET and CASSCF for a double bond dissociation that occurs in a well-defined fragment of a molecular system. We first present one-shot CAS-DMET results for the dissociation of an N=N double bond in azomethane ( Figure 5 ). We used a multiple partition scheme where we divide the system into three fragments, namely two methyls (CH3-) and one dinitrogen (-N=N-) fragment. The embedding problem of the -N=N-fragment (shown in a red box in Figure 5 ) was solved by the CASSCF solver, while the other two CH3-fragments (shown in a blue box in Figure 5 ) were treated at the restricted HF (RHF) level. We considered two different ways of representing the bath orbitals:
(1) a full bath, which takes all the entangled orbitals as bath states and (2) Since we are breaking a double bond an active space of four electrons in four orbitals is sufficient to describe the static correlation of the system. Figure 6 shows the dissociation energies obtained by CAS-DMET using the full and truncated baths. Not surprisingly, both CAS-DMET(4,4) and CASSCF(4,4) are able to qualitatively describe the dissociation behavior compared to a larger active space of 8 electrons in 8 orbitals. In general, there is good agreement between CAS-DMET and CASSCF energies near the equilibrium bond length (1.0-2.0 Å) for different active spaces and bath schemes ( Figure 6 ). However, for N-N distances > 2.0 Å, the CAS-DMET with the full bath scheme poorly reproduces the CASSCF energies. The truncated bath CAS-DMET performs qualitatively better than the full bath CAS-DMET even though it does not reproduce the total CASSCF energies and the energies are shifted to match the equilibrium energy when compared to the CASSCF energies (see Table S3 for the absolute energies). To understand such a poor performance of the full bath scheme, we further analyzed the orbitals in the active space of the various calculations. 
C. Pentyldiazene (CH3(CH2)4-N=NH)
In this section, we combine the single embedding scheme with the CAS-DMET solver by computing the N=N dissociation energy in CH3(CH2)4-N=NH. In this case, the environment is larger than in azomethane and we can thus compare the CAS-DMET performance for similar environments, but of different sizes. The N=NH unit is considered as a fragment, and the rest of the molecule is the environment (Figure 8 ). The total energy of the system is computed using eq.
(3). We present both one-shot and self-consistent CAS-DMET results, the latter being denoted as scCAS-DMET from now on. There is an excellent agreement between the single embedding CAS-DMET and CASSCF in describing the N=N dissociation energy (Figure 9 ), even better than in the azomethane case, because the system is not partitioned into multiple fragments that correspond to multiple embedding problems like for azomethane. This single embedding fashion of DMET is similar to the conventional CASSCF since both use only one active space (or the embedding space for DMET) for the system. The self-consistent optimization of the correlation potential, scCAS-DMET, does not change significantly the total energy of the system, while being computationally more demanding. 
V. CONCLUSIONS
We have shown the first example in which CASSCF is used as an impurity solver for DMET. To answer the question posed in our title, overall the performance of CAS-DMET is promising in describing the breaking of an H-H single bond and an N=N double bond with environments of different sizes. The analysis for the embedding and CAS-DMET orbitals rationalizes the difference in energy between CAS-DMET and conventional CASSCF theory. We anticipate that the theory can be improved by incorporating alternative active space partition schemes such as RASSCF or GASSCF followed by multiconfiguration pair density functional theory, to describe both static and dynamic correlation. The combination of these approaches will potentially lead us to generate physically meaningful wave functions for large multireference systems at an affordable cost. Moreover, CAS-DMET can be combined with an automatic active space selection, e.g. the automated selection of active orbital spaces based on DMRG 63 or the atomic valence active space 64 (AVAS) scheme, to improve the efficiency when the interactive optimization of the correlation potential is used. We note that one of the current challenges of DMET is the self-consistent condition that allows to iteratively improve the bath states and the core contribution. The improvement of the convergence rate of both the chemical potential and correlation potential would make the theory more practical in quantum computation on the real chemical systems.
APPENDIX I: Orbitals transformation in density matrix embedding theory
There are two primary orbital transformations in a CAS-DMET calculation: The unitary matrix can be obtained using some localization procedures, such as Löwdin orthogonalizatiton, 65 Boys localization, 66 or intrinsic atomic orbital. 67 The CAS-DMET orbitals are linear combinations of the embedding orbitals (fragment and bath orbitals). 
where ( ) is the finite basis function used in the calculation.
The CAS-DMET orbitals Φ ( ) are computed by:
where is the molecular orbital coefficients computed by CASSCF solver. It should be noted that k and l run over at most twice the number of fragments orbitals (2 ).
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