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Abstract
In [2], we introduced, for an arbitrary linear code, its zeta function. The de/nition is motivated
by properties of algebraic curves and of codes constructed with these curves. In this paper, we
give an alternative but equivalent de/nition in terms of the puncturing and shortening operators
acting on a linear code. For certain in/nite families of divisible codes, we compute the zeta
functions. With the notion of a zeta function, an analogue of the Riemann hypothesis can be
formulated for codes. We show the relation between such a Riemann hypothesis and upper
bounds on the parameters of linear codes. The proof of the Riemann hypothesis analogue is
open and the upper bounds are conjectural. ? 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
Much of the arithmetic information about a number /eld or an algebraic curve over
a /nite /eld is contained in its zeta function. For a linear code, the main arithmetic
invariant is its Hamming weight distribution. In [2], we de/ne for a linear code its zeta
function (recalled in De/nition 1). It contains precisely the same information as the
weight distribution of the code, but presents it in a form that resembles the classical zeta
functions. The presentation as a zeta function immediately reveals important information
about the code. The analogy with other objects in mathematics opens new ways to
study important properties of linear codes such as duality, divisibility and bounds on
the parameters.
We foresee two di8erent directions to apply zeta functions in coding theory. The
zeta function is a convenient tool to represent the weight distribution and to analyze
combinatorial properties of a code that are related to its weight distribution. It general-
izes naturally to zeta functions that describe not just the weight distribution but the full
matroid structure of the code. Results in this direction will be described in a di8erent
paper [3]. An application that we realized later and that we did not expect at /rst
lies in the analytic properties of the zeta function. It has a /nite number of complex
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zeros that, for good codes, tend to form highly regular patterns on a circle of constant
radius in the complex plane. This suggests that an analogue of the Riemann hypothesis
may exist for good codes, from which improved upper bounds on the parameters of
linear codes can be obtained. The paper [4] in preparation proves that in some cases
the Riemann hypothesis can be proved from the parameters of the code through linear
programming.
Both applications are being developed and this necessarily leaves the present paper
with some open ends. We describe its contents. In Section 2, De/nition 1, we recall the
de/nition of a zeta function for linear codes [2]. We emphasize the role of the so-called
MDS weight enumerators in the de/nition. In Section 3, we show how arbitrary weight
enumerators are related to suitable MDS weight enumerators through puncturing and
shortening operators. Expressions for MDS weight enumerators have long been known
and their explicit description can be found in the literature (e.g. [6]). An arbitrary
weight enumerator can therefore be described completely by its relation to an MDS
weight enumerator. It is this relation that is captured by the zeta function. The relation
and therefore also the zeta function is trivial for MDS weight enumerators themselves
(Proposition 1). The relation is short and the zeta function is compact for codes that
have parameters close to those of an MDS code (more precisely, for codes that have
parameters close to the Singleton bound, see Eq. (6)). Given the important role of
MDS weight enumerators we include a self-contained proof of their weight enumerators
(Appendix A). The proof we give is longer than necessary but uses some arguments
and calculations that are interesting for their own purpose. A shorter proof, using that
MDS codes are representations of a uniform matroid, can be found in [3]. In both
cases, the description of the MDS weight enumerator di8ers from known descriptions
in that it uses a generating function.
Zeta functions contain exactly the same information about a code and are as diFcult
to compute as the weight enumerator of a code. For a code with given weight enu-
merator, the zeta function can be computed through a straightforward but somewhat
tedious transformation (De/nition 1). This is preferably done with a one-line program
in some computer algebra package. An easier transformation can be used if one /rst
normalizes the weight enumerator (De/nition 2) before transforming it into a zeta func-
tion (Theorem 2). This transformation can also be taken as an alternative de/nition of
the zeta function. One that is closer to coding theory, but one for which the analogy
with the zeta function of a curve is somewhat obscured. As an application of the latter
transformation we are able, in Section 4, to classify certain in/nite families of divisible
codes and to compute their zeta functions (Theorem 4).
Section 5 gives the relation with the zeta function of an algebraic curve. The relation
shows a very close analogy (only at a formal arithmetic level, not at a conceptual level)
between the problem of estimating the optimal minimum distance of a self-dual code of
given length and the problem of estimating the maximal number of rational points on
an algebraic curve of a given genus. The latter problem is fairly well understood, better
than the former. In Section 6, we derive an upper bound for the minimum distance of
a self-dual code under the assumption that its zeta function has the same properties
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as the zeta function of an algebraic curve (more precisely, under the assumption that
the zeros of the zeta function form a positive Weil system [10]). We /nd that, in a
sequence of self-dual codes of increasing length that verify the assumption, the lim sup
of the relative distance cannot exceed
EF = 12 − 1=2
√
q:
Known upper bounds lie above this value and are obtained through linear programming.
It is notably hard to obtain such upper bounds and no optimal upper bounds are
known. We leave as an open problem whether EF is a valid upper bound in each
of the following cases: (all) for self-dual codes in general, (q small) self-dual codes
de/ned over small q-ary alphabets, (divisible) for self-dual codes satisfying divisibility
constraints, such as types II–IV codes.
Several questions that come up in this paper are part of ongoing work and several
connections to relevant known results have yet to be pursued. For this we refer to the
future work.
2. Weight enumerators and zeta functions
Let C be a linear code of length n and minimum distance d over the /nite /eld of
q elements. Let Ai be the number of words of weight i in C. The weight enumerator
of the code C is de/ned as
AC(x; y) = xn +
n∑
i=d
Aixn−iyi:
The weight enumerator of the dual code C⊥ is obtained with the MacWilliams trans-
form
AC⊥(x; y) =
1
|C|AC(x + (q− 1)y; x − y): (1)
A code with AC⊥ = AC is called formally self-dual. To avoid dealing with degenerate
cases we will assume throughout that both C and its dual C⊥ have e8ective length n,
or equivalently, that both have minimum distance at least two. The Singleton bound
gives an upper bound on the size of a code
|C|6qn+1−d:
The bound is attained for maximum distance separable codes (MDS codes). Combina-
tion of the Singleton bound for a code and its dual gives
d+ d⊥6n+ 2:
We call MDS weight enumerator a weight enumerator that attains this last bound (this
could also be expressed as k + d = n + 1, for |C| = qk , but for what follows we
prefer an expression that deals with length and minimum distance only). An MDS
weight enumerator satis/es (d − 1) + (d⊥ − 1) = n independent linear conditions and
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is uniquely determined by its length n and its minimum distance d. We denote it by
Mn;d. Its coeFcient at xn−wyw is (Chapter 11, Theorem 6 [6])(
n
w
)
(q− 1)
w−d∑
j=0
(−1)j
(
w − 1
j
)
qw−d−j: (2)
In general, an MDS weight enumerator Mn;d may have negative coeFcients and is
not realized by an actual code. It will often be the case that we are not interested
in what code if any realizes a given weight enumerator. In such cases, we omit the
index C in AC and by a slight abuse talk about weight enumerators of length n and
minimum distance d. Without a code that realizes them, MDS weight enumerators are
still interesting for the following reasons. First, as a family they are closed under the
MacWilliams transform and under puncturing and shortening. Furthermore, the weight
enumerators of MDS codes of given length n provide a convenient basis on which we
can express an arbitrary weight enumerator of length n. As an example, the ternary
Golay code of length n= 12 has weight enumerator
A(x; y) = x12 + 264x6y6 + 440x3y9 + 24y12 = 17 (M12;6 + 3M12;7 + 3M12;8): (3)
In [2] we have de/ned, for a weight enumerator of length n and minimum distance
d over the /nite /eld of q elements, its zeta function Z(T ). It is de/ned such that the
function Z(T )(y(1− T ) + xT )n is a generating function for the weight enumerator.
Denition 1 (Duursma [2]). The zeta polynomial P(T ) of a q-ary linear code of length
n and minimum distance d with weight enumerator A(x; y) is the unique polynomial
of degree at most n− d such that the generating function
P(T )
(1− T )(1− qT ) (y(1− T ) + xT )
n (4)
has expansion
· · ·+ A(x; y)− x
n
q− 1 T
n−d + · · · :
The quotient Z(T ) = P(T )=((1− T )(1− qT )) is called the zeta function of the linear
code.
Note that the coeFcients in the generating function correspond to projective weight
enumerators from which the aFne weight enumerators are easily computed. The ternary
Golay code of length 12 has zeta polynomial P(T ) = (1 + 3T + 3T 2)=7. Expansion of
the generating function (4) with this polynomial and with n= 12 gives the projective
weight enumerator
· · ·+ (132x6y6 + 220x3y9 + 12y12)T 6 + · · · :
At this point it is not hard to see a connection between the zeta polynomial P(T ) of
the Golay code and the coeFcients in (3).
I. Duursma /Discrete Applied Mathematics 111 (2001) 55–73 59
Proposition 1. Let Eq. (4) with P(T ) = 1 be the generating function for a sequence
of weight enumerators Mn;d of length n and minimum distance d;
1
(1− T )(1− qT ) (y(1− T ) + xT )
n = · · ·+ Mn;d(x; y)− x
n
q− 1 T
n−d + · · · :
The weight enumerators Mn;d are MDS. Equivalently; the weight enumerators Mn;d
and Mn;n+2−d are in duality under the MacWilliams transform (1).
Proof. No lack of proofs. First, one may expand the generating function to see that
the coeFcients of Mn;d match those in (2). For a second proof, observe that Mn;d
is of length n and minimum distance d. And that Mn;d is MDS if and only its dual
weight enumerator has minimum distance d⊥ with d+d⊥=n+2. In the appendix we
complete this proof by showing that the MacWilliams transform applied to Mn;d yields
Mn;n+2−d. Section 3 has another proof that MDS weight enumerators are generated
with P(T ) = 1. The last and shortest proof can be found in [3] and uses that an MDS
weight enumerator represents a uniform matroid. All but the second proof need an
additional argument when n¿q + 1, in which case the weight enumerator exists but
the corresponding code or matroid may not exist.
The proposition con/rms the following interpretation of the zeta polynomial. A
weight enumerator A(x; y) of length n and minimum distance d with P(T ) = a0 +
a1T + · · ·+ arT r is described on the basis of MDS weight enumerators as
A(x; y) = a0Mn;d + a1Mn;d+1 + · · ·+ arMn;d+r : (5)
We recall the following properties of the zeta polynomial from [2]. Let A(x; y) be
the weight enumerator of a code with qk codewords and let g= n+1− k − d. Let the
dual code have g⊥ = n+ 1− k⊥ − d⊥.
degP(T ) = n+ 2− d− d⊥; (6)
P(1) = 1; (7)
P⊥(T ) = P(1=qT )qgTg+g
⊥
: (8)
All properties have a straightforward proof. For (6), assume that ar in (5) is non-zero.
Then the expression of A⊥(x; y) on a basis of MDS weight enumerators starts with the
dual Mn;n+2−d−r of Mn;d+r . From which n + 2 − d − r = d⊥ or r = n + 2 − d − d⊥.
Property (7) follows by comparing the coeFcients left and right in (5) of xn. For (8),
application of the MacWilliams transform to A(x; y) in (5) yields
A⊥(x; y) = arqg−rMn;n+2−d−r + · · ·+ agMn;n+2−d−g + · · ·+ a0qgMn;n+2−d
and (8) follows. Duality for zeta functions becomes
Z⊥(T ) = Z(1=qT )qg−1Tg+g
⊥−2: (9)
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Properties (6)–(9) hold for linear codes in general. For self-dual codes we have
P⊥(T ) = P(T ) and it follows that P() = 0 if and only if P(1=q) = 0. And P(T )
allows a factorization
P(T ) = a0
g∏
i=1
(1 + biT + qT 2) (self -dual codes): (10)
One application that we have in mind for the zeta function of a code follows directly
from De/nition 1. The de/nition yields the following relations between the leading
coeFcients of P(T ) and A(x; y). Writing P(T ) = a0(1 + aT + · · ·),
Ad
q− 1 = a0
(
n
d
)
; (11)
Ad+1
q− 1 = a0
(
n
d+ 1
)
(q+ 1 + a)− a0
(
n
d+ 1
)
(d+ 1): (12)
From the latter it follows that Ad+1¿0 if and only if
d+ 16q+ 1 + a: (13)
Therefore, estimates for the reciprocal zeros of P(T ), and in particular for their sum
−a, yield upper bounds for the minimum distance of a linear code.
Neither De/nition 1 nor interpretation (5) gives a convenient way to compute the
zeta function of a code. For that we refer to Theorem 2 in the next section.
3. Puncturing and shortening
A di8erent way to obtain or to interpret the zeta function of a code is to consider
how the code can be obtained from a longer code through puncturing and shortening.
Puncturing a code C of length n at the coordinate i results in a code Pi(C) of length
n − 1 that is the projection on the remaining coordinates. Shortening the code C at
a given coordinate gives the subcode Si(C) of Pi(C) that is the projection of those
words in C that are 0 in the position i. The two operations are dual in the sense that
Pi(C)⊥ =Si(C⊥): (14)
The e8ect of puncturing and shortening on the weight enumerator depends in general
on the chosen coordinate i. We avoid this dependency by considering instead the
average of the n weight enumerators obtained by puncturing or shortening at all n
coordinates individually. This average depends only on the weight enumerator of the
parent code. A codeword of weight w (or a term xn−wyw) contributes with n − w
words of weight w and w words of weight w − 1 to the n punctured codes (or with
(n − w)xn−1−wyw + wxn−wyw−1 to the sum of their weight enumerators), and with
n − w words of weight w to the n shortened codes (or with (n − w)xn−1−wyw to the
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sum of their weight enumerators). Thus, the e8ect of “puncturing and averaging” and
“shortening and averaging” on a weight enumerator may be described by operators
P=
(
@
@x
+
@
@y
)/
n; S=
(
@
@x
)/
n:
The expressions for the operators depend on the length n of the argument but this is
suppressed in the notation. As arithmetic manipulations, P(A) and S(A) depend on
the weight enumerator A but not on the code that realizes the weight enumerator.
Recall that the weight enumerator of the ternary Golay code can be written as
A(x; y)= 17 (M12;6 +3M12;7 +3M12;8). For the weight enumerator of the punctured code
we apply the operator P throughout and obtain
PA(x; y) = 17 (M11;5 + 3M11;6 + 3M11;7):
Similarly, for the shortened code,
SA(x; y) = 17 (M11;6 + 3M11;7 + 3M11;8):
In both cases, the zeta polynomial of the code has not changed. Simply because punc-
turing or shortening an MDS code yields again an MDS code. To /nd the weight
enumerators explicitly it suFces to use (4) with the zeta polynomial of the ternary
Golay code but with n= 11 instead of n= 12:
· · ·+ (66x5y6 + 55x2y9)T 5
+(66x6y5 + 66x5y6 + 165x3y8 + 55x2y9 + 12y11)T 6 + · · · :
As coeFcients we /nd the projective weight enumerators of the shortened and the
punctured Golay code, respectively. The general property is easily formulated.
Proposition 2. The zeta function of a code is invariant under the operations P
(puncturing and averaging) and S (shortening and averaging).
The weight enumerator itself of a code is certainly not invariant under the oper-
ations P and S. And the left-hand side in De/nition 1 needs the correction factor
(y(1 − T ) + xT )n to match with the right-hand side. A better match and an easier
transformation between zeta function and weight enumerator arises if we normalize the
weight enumerator such that it too becomes invariant under the operations P and S.
We proceed as follows.
Denition 2. Associate to the weight enumerator A(x; y) the polynomial
a(t) =
1
q− 1
n∑
i=d
Ai
/(
n
i
)
ti−d:
Note that in the normalization we divide by ( ni ) but not by (q − 1)i, and compare
with (2) and with (11), (12). We claim
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Theorem 1. The expression
a(t)(1 + t)d (mod tn−d+1) (15)
is invariant under puncturing or shortening.
With parameters nP = n− 1 and dP = d− 1 for the punctured code and nS = n− 1
and dS = d for the shortened code, the claim says
aP(t)(1 + t)dP ≡ a(t)(1 + t)d (mod tnP−dP+1);
aS(t)(1 + t)dS ≡ a(t)(1 + t)d (mod tnS−dS+1):
These follow from the following proposition.
Proposition 3. For the weight enumerator A(x; y) with associated polynomial a(t);
the associated polynomials aP(t) and aS(t); of the punctured enumerator P(A) and
the shortened enumerator S(A); respectively; are
aP(t) = (1 + t)a(t)− Antn−d+1; aS(t) = a(t)− Antn−d:
Proof. Appendix B.
We will now determine the relation between the zeta function P(T ) and the normal-
ized weight enumerator a(t) of a code. Let A=(P+S)A′ be a weight enumerator of
length n and minimum distance d. Passage to the normalized weight enumerator a(t)
is with respect to the minimum distance d. The terms P(A′) and S(A′) correspond
to codes of minimum distance d and d+ 1, respectively. Application of Proposition 3
yields
a(t) ≡ ((1 + t) + t)a′(t) (mod tn−d+1): (16)
The factor t in t compensates for the normalization with respect to d+1 instead of d.
After a change of variable
T = t=(1 + t); t = T=(1− T ): (17)
Eq. (16) becomes
a
(
T
1− T
)
≡ (+ T )
(1− T ) a
′
(
T
1− T
)
(mod Tn−d+1): (18)
Let M be the MDS code of length n+ r and minimum distance d+ r with associated
polynomial m(t). From
A(x; y) = (a0Pr + a1Pr−1S+ · · ·+ arSr)M
and repeated application of (18) we /nd
a
(
T
1− T
)
≡ P(T )
(1− T )r m
(
T
1− T
)
(mod Tn−d+1): (19)
In this relation it remains to determine m(T=(1−T ))=m(t). After puncturing M; d+r−1
times, we obtain the weight enumerator of the full space of length =n+r−(d+r−1)
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=n+1−d. The full space of length  has weight enumerator A(x; y)=(x+(q−1)y)
and a(t)=
∑
i=1(q−1)i−1ti−1. Its minimum distance is one and the invariant expression
in (15) becomes
a(t)(1 + t) ≡ 1 + t
1− (q− 1)t (mod t
):
With Theorem 1, the unpunctured MDS code M yields the same expression,
m(t)(1 + t)d+r ≡ 1 + t
1− (q− 1)t (mod t
n−d+1): (20)
After the change of variable (17), this becomes
m
(
T
1− T
)
≡ (1− T )
d+r+1
(1− T )(1− qT ) (mod T
n−d+1)): (21)
Finally we obtain
Theorem 2. For a given weight enumerator A(x; y); the zeta polynomial P(T ) and
the normalized weight enumerator a(t) are related by
P(T )
(1− T )(1− qT ) (1− T )
d+1 ≡ a
(
T
1− T
)
(mod Tn−d+1):
Proof. Combine (19) and (21).
Remark 1. The theorem yields a di8erent proof of Proposition 1 when combined with
Eq. (21). Note that m(t) in (21) corresponds to a weight enumerator of length n + r
and minimum distance d+ r.
For self-dual codes, we may write P(T ) as in (10). And the weight enumerator
A(x; y) of a self-dual code is given by
A(x; y) = (a0P2g + a1P2g−1S+ · · ·+ a2gS2g)M
= a0
g∏
i=1
(P2 + biPS+ qS2g)M:
For each j = 1; : : : ; g we have
A(x; y) = (P2 + bjPS+ qS2g)Aj(x; y)=(q+ 1 + bj);
where Aj(x; y) is the self-dual weight enumerator de/ned by
Aj(x; y) = a0(1 + bj + q)
g∏
i=1; i =j
(P2 + biPS+ qS2g)M:
If A is a weight enumerator of length n and minimum distance d, then Aj is a weight
enumerator of length n + 2 and minimum distance d + 2. We see that for a given A,
(bj; Aj) is a solution for the equation
(q+ 1 + a′)A= (P2 + a′PS+ qS2)A′ (22)
in the unknowns (a′; A′).
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Theorem 3. For a self-dual weight enumerator A of length n; minimum distance
d; and genus g = n=2 + 1 − d; Eq. (22) admits g solutions (a′; A′) (counted with
multiplicities); such that a′ is an algebraic number and A′ is a self-dual weight enu-
merator of length n+2 and minimum distance d+2. The g solutions; a′= b1; : : : ; bg;
determine the zeta polynomial P(T ) of A through
P(T ) =
g∏
i=1
(1 + biT + qT 2)=(q+ 1 + bi):
Proof. We already saw that the (bj; Aj) provide solutions, for j= 1; : : : ; g. Conversely
if (a′; A′) is a solution and A′ has zeta polynomial P′(T ), then P(T )=P′(T )(1+a′T +
qT 2)=(q+1+a′). So that solutions correspond one-to-one to the factors (1+bjT+qT 2)
of P(T ).
We consider an example. The binary extended Hamming code is of type [8,4,4] and
has weight enumerator
A= x8 + 14x4y4 + y8:
The unique solution (a′; A′) to Eq. (22) comes from the weight enumerator A′ of a
virtual binary [10,5,6] code, with uniquely determined weight enumerator
A′ = x10 + 210x4y6 − 480x3y7 + 495x2y8 − 240xy9 + 46y10
that satis/es a relation
5A= (P2 + 2PS+ 2S2)A′;
and P(T ) = (1 + 2T + 2T 2)=5.
4. Divisible codes
A code is said to be divisible when all weights are divisible by an integer c greater
than one. Gleason and Pierce showed that a non-trivial divisible self-dual code de/ned
over a /eld of q elements is of one of four types:
(I) q= 2; c = 2,
(II) q= 2; c = 4,
(III) q= 3; c = 3,
(IV) q= 4; c = 2.
We call a code of length n random if the relative frequency of words of given weight
is the same for the set of codewords and for the set of all words of length n. Let the
random divisible weight enumerator of length n, for n a multiple of c, be de/ned as
A(1; y) = 1 + 
((
n
c
)
(q− 1)cyc +
(
n
2c
)
(q− 1)2cy2c + · · ·+ (q− 1)nyn
)
;
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where  may be chosen such that the code is of the desired size, i.e., A(1; 1) is the
desired power of q. The corresponding normalized weight enumerator a(t)=a0+actc+
· · · equals
a(t) ≡ a0 11− (q− 1)ctc (mod t
n−c+1):
In the remainder of the section, we ignore the non-essential scalar factor a0. For type
(I), the random divisible weight enumerator is realized by the dual of the all one
word. As an MDS code, it has zeta polynomial P(T ) = 1. As an application of zeta
polynomials we prove the following theorem. In the only if direction it is a special
case of the Gleason–Pierce theorem.
Theorem 4. A random divisible weight enumerator is self-dual if and only if it is of
type (II); (III); or (IV). The zeta polynomial for each type is as follows:
(I) P(T ) = 1,
(II) P(T ) = (1 + 2g+1T 2g+2)=(1− 2T + 2T 2),
(III) P(T ) = (1 + 3g+1T 2g+2)=(1 + 3T 2),
(IV) P(T ) = (1 + 22g+1T 2g+1)=(1 + 2T ).
Proof. With Theorem 2, we have
P(T )≡ a
(
T
1− T
)
(1− T )(1− qT )
(1− T )c+1 (mod T
n−c+1)
≡ (1− T )
c
(1− T )c − (q− 1)cT c
(1− T )(1− qT )
(1− T )c+1 (mod T
n−c+1)
≡ (1− qT )
(1− T )c − (q− 1)cT c (mod T
n−c+1):
For q = 2; c = 2; this yields indeed P(T ) = 1. For the remaining cases, we assume a
polynomial solution P(T ) of degree 2g= n+ 2− 2c. It is of the form
P(T ) =
(1 + CTn+1−c)(1− qT )
(1− T )c − (q− 1)cT c
for a suitable constant C. It follows that all roots of P(T ) have the same modulus.
The product of the 2g roots is (1=q)g and the common modulus is 1=
√
q. Furthermore,
the roots of (1−T )c− (q−1)cT c di8erent from T =1=q have the same modulus 1=√q
and
(q− 1)=√q= |(q− 1)T |= |1− T |6|1|+ |T |= 1 + 1=√q
implies q64. For q= 2; 3; 4, we have
(q= 2); |T |= |1− T |= 1=
√
2; T = 12 ± 1=2I;
(q= 3); |2T |= |1− T |= 2=
√
3; T =±1=
√
3I;
(q= 4); |3T |= |1− T |= 3=2; T =− 12 :
The corresponding values for c are 4; 3; 2; respectively.
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We remark that the weight enumerator (x8+14x4y4+y8)2 of length 16 and minimum
distance 4 is random divisible. It realizes case (II) of the theorem with g=5. In general,
random divisible weight enumerators are not realized by actual codes.
5. Zeta functions of algebraic curves
The zeta function of a linear code was de/ned in [2] in analogy with the zeta
function of an algebraic curve. We recall some properties of the latter that are useful
to keep in mind as motivation. For an algebraic curve (absolutely irreducible, smooth,
projective) of genus g over a /nite /eld of q elements, the zeta function is de/ned as
Z(T ) = exp
(∑ Nr
r
T r
)
;
where Nr is the number of rational points over the extension /eld of qr elements. The
zeta function is rational of the form
Z(T ) =
P(T )
(1− T )(1− qT ) :
For algebraic curves, the properties of the polynomial P(T ) are well understood. It is
of degree 2g and of the form
P(T ) = 1 + aT + · · ·+ qgT 2g:
It was proved by A. Weil in 1948 that the reciprocal zeros of the zeta polynomial of
an algebraic curve all have absolute value
√
q, with important consequences for the
number of rational points on an algebraic curve. For N = N1, we /nd
N = q+ 1 + a6q+ 1 + 2g
√
q: (23)
For an interpretation of De/nition 1, we use the Euler expansion of the zeta function
of an algebraic curve∏
P
(1− T deg P)−1 =
∑
i¿0
DiT i;
where the product runs over all the points on the curve (or all the places of its function
/eld) and where Di gives the number of e8ective divisors of degree i. For the e8ect
of a factor (y(1− T ) + xT ) on a local factor (1− T )−1 we compare
(1− T )−1 = 1 + T + T 2 + T 3 + · · · ;
(y(1− T ) + xT )(1− T )−1 = y + xT + xT 2 + xT 3 + · · · :
The coeFcient of xiyn−iT a in the Euler expansion of
Z(T )(y(1− T ) + xT )n =
∏
P
(1− T deg P)−1(y(1− T ) + xT )n;
therefore gives the number of e8ective divisors of degree a that have precisely i out
of n given rational points in their support.
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Zeta functions of algebraic curves satisfy (9) with Z⊥(T ) = Z(T ) and g⊥ = g.
The analogy between the zeta function of a curve and the zeta function of a linear
code is therefore closer for self-dual codes than for arbitrary linear codes. We list the
corresponding notions on the di8erent sides of the analogy.
The degree of the zeta polynomial is given by
2g and n+ 2− 2d
for a curve and for a self-dual linear code, respectively. The sum of the reciprocal
roots in P(T ) = a0(1 + aT + · · ·) has interpretation
q+ 1 + a= N and q+ 1 + a= d+ 1 + 1=0
for a curve and for a self-dual linear code, respectively. Here i = Ad+i=(
n
d+i )(q − 1),
see also (11)–(12) and De/nition 2. In each case we have an optimization problem
Maximize the number of points N for given genus g;
Maximize the minimum distance d for given length n
with known upper bounds of the form
N6#qg+ q and d6qn+ q
for a curve and for a self-dual linear code, respectively.
In general, for self-dual codes, 1=0¿0 is small. It is zero for self-dual binary and
ternary codes. The analogy gives therefore as correspondence for the parameters
(N; g) = (d+ 1; (n+ 2− 2d)=2):
For q=2 and g=5, the maximum number of rational points is N=9. The correspondence
gives d=8 and n=24. The value d=8 is optimal for a self-dual code of length n=24
and is attained by the binary Golay code. In the next section we consider a possible
general compatibility between upper bounds for the two optimization problems.
Readers familiar with geometric Goppa codes may /nd it surprising that the number
of rational points N corresponds in the analogy to d + 1 and not to n. The latter
seems the right choice when considering only the parameters of a code. But when
considering the weight distribution it becomes clear that one should take the former.
The solution of the paradox is in the di8erent behavior of the term 1=0 on each
side of the analogy. It is in general small for good self-dual codes. But for geometric
Goppa codes of length N it is N − (d+ 1) on average.
Lemma 1. For a 4xed curve; let N be the number of rational points and let h be the
number of inequivalent divisors of a given degree. On average; for a geometric Goppa
code of length n=N and designed minimum distance d; 0=1=h and 1=(N−d−1)=h.
Proof. By de/nition i = Ad+i=(
n
d+i )(q − 1), for i = 0; 1. Consider h codes of length
N de/ned with inequivalent divisors of degree N − d. The total number of words
of weight d in all h codes equals q − 1 times the number of e8ective divisors of
the form P1 + · · · + PN−d, that is (q − 1)(Nd ). The total number of words of weight
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d + 1 in all h codes equals q − 1 times the number of e8ective divisors of the form
2P1 + P2 + · · ·+ PN−d−1, that is to (q− 1)( Nd+1)(n− D − 1). The claim follows.
6. Upper bounds
For the minimum distance d of a code, we have the upper bound (13)
d+ 16q+ 1 + a;
where a is the sum of the reciprocal zeros of the zeta polynomial P(T )=a0+a1T+· · ·=
a0(1 + aT + · · ·) of the code. The upper bound follows immediately from Theorem 2.
P(T )
(1− T )(1− qT ) (1− T )
d+1 ≡ a
(
T
1− T
)
(mod Tn−d+1):
On the right all coeFcients are nonnegative and therefore also on the left, giving the
required upper bound on d. For the number of rational points on a curve, (23) gives
N = q+ 1 + a;
where a is the sum of the reciprocal zeros of the zeta polynomial P(T )= 1+ aT + · · ·
of the curve. The equality follows by considering:
P(T )
(1− T )(1− qT ) (1− T )
N =
∑
i¿0
D′iT
i:
On the right all coeFcients are nonnegative. The D′i gives the number of e8ective
divisors of degree i that have no rational points in the support, giving N6q + 1 + a.
Equality follows with D′1 = 0.
In either case, it is the knowledge about the zeros of the zeta function, and through
them about a, that gives us a way to bound the minimum distance or the number of
rational points. For the case of an algebraic curve, the set of reciprocal zeros of the
zeta function forms a positive Weil system.
Denition 3 (Tsfasman–Vladuts [10]). For a given q, a subset % = {!1; : : : ; !2g} of
complex numbers is called a Weil system if
(a) !i is an algebraic integer,
(b) all conjugates of !i belong to %,
(c) if !i is real, its multiplicity in % is even,
(d) |!i|=√q.
Let
(1− !1T ) · · · (1− !2gT )
(1− T )(1− qT ) =
∞∏
m=1
(1− tm)−Bm :
A Weil system is called positive if
(e) Bm¿0.
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The method known as method of explicit formulas yields upper bounds for the
number of points using only the properties of a positive Weil system [9,10]. The same
method would yield upper bounds for the minimum distance of a linear code provided
that we know that in that case also the reciprocal zeros of the zeta function de/ne
a positive Weil system. In general this is certainly not the case. But it appears that
zeta functions of good codes do have positive Weil systems and if we can make that
precise this would validate the obtained upper bounds. Numerical evidence together
with our theoretical understanding of special cases makes us think that the conditions
hold for suFciently good codes.
The important conditions are (d) and (e). The fact that the former holds for any
curve is known as the Riemann hypothesis analogue for curves over a /nite /eld.
Condition (e) is trivial for curves. Neither of the two conditions holds in general for
linear codes. Moreover, both conditions are nonlinear in the coeFcients of the zeta
polynomial, and therefore also nonlinear in the coeFcients of the weight enumerator
of a linear code. But both conditions result from suFciently strong linear constraints on
the coeFcients. This may explain why for good codes, with strong linear constraints,
conditions (d) and (e) hold. On the other hand, we have no results on how good
precisely a code should be to guarantee that both (d) and (e) hold.
Remark 2. Condition (e) can be rephrased by saying that: (e′) the logarithmic deriva-
tive of the expression
P(T )
(1− T )(1− qT ) (1− T )
d+1
has nonnegative coeFcients in its development around T =0. In fact this is slightly
weaker than (e) but suFcient to apply the method of explicit form-
ulas.
We consider the asymptotic case of the upper bound for self-dual codes, for codes
that have zeta functions with a positive Weil systems. The corresponding bound for
algebraic curves is known as the Drinfeld–Vladuts bound.
Theorem 5 (Drinfeld–Vladuts [1]). For an in4nite family of algebraic curves of in-
creasing genus g over a 4eld of q elements;
lim
g→∞ sup N=g6
√
q− 1:
Theorem 6. For an in4nite family of self-dual linear codes of increasing length n that
are de4ned over a 4eld of q elements and that have a zeta function whose reciprocal
zeros de4ne a positive Weil system;
lim
n→∞ sup d=n6EF =
1
2 − 1=2
√
q:
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In particular;
q= 2: lim
n→∞ sup d=n6
1
2 − 1=(2
√
2) = 0:146 : : : ;
q= 3: lim
n→∞ sup d=n6
1
2 − 1=(2
√
3) = 0:213 : : : ;
q= 4: lim
n→∞ sup d=n6
1
2 − 1=(2
√
4) = 0:25:
Proof. The bound is derived along the same lines as the Drinfeld–Vladuts bound and
follows from that bound with the substitution N = d+ 1; g= (n+ 2− 2d)=2.
Remark 3. Assume that the zeta function gives a positive Weil system for suFciently
good codes. That is, let there be a PW such that every sequence of self-dual codes
with
lim
n→∞ sup d=n¿PW
contains a subsequence of codes of increasing length with a positive Weil system. That
would imply for an arbitrary sequence of self-dual codes of increasing length that
lim
n→∞ sup d=n6max{PW; EF}:
We compare the above conjectural upper bound with the best-known upper bounds.
The de/nition of types (I)–(IV) codes can be found in Section 4.
Theorem 7 (Mallows–Odlyzko–Sloane [7]). The following upper bounds on the rela-
tive distance apply to in4nite families of divisible self-dual linear codes of increasing
length n.
q= 2; type (I): lim
n→∞ sup d=n6
1
4 = 0:25;
q= 2; type (II): lim
n→∞ sup d=n6
1
6 = 0:166 : : : ;
q= 3; type (III): lim
n→∞ sup d=n6
1
4 = 0:25;
q= 4; type (IV): lim
n→∞ sup d=n6
1
3 = 0:333 : : : :
Some of the bounds in the theorem have been improved. It was shown that the
bound 16 is valid also for codes of type (I). Krasikov and Litsyn [5] improved the
bound for codes of type (II) to 0:16513. And the bound under type (IV) improves to
0.331 with the Elias bound. The bound EF would improve the known upper bound
in all the above cases. By lack of a general argument, a /rst step towards veri/cation
of its correctness lies in a better understanding of the way that conditions (d) and (e)
follow from linear constraints satis/ed by good self-dual codes. Condition (d) is of
some interest on its own in that it would establish a Riemann hypothesis analogue for
self-dual codes.
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Appendix A. Proof of Proposition 1
The codes Mn;d are de/ned through
1
(1− T )(1− qT ) (y(1− T ) + xT )
n = · · ·+ Mn;d(x; y)− x
n
q− 1 T
n−d + · · · :
We need to prove, for d= 2; 3; : : : ; n,
Mn;n+2−d =M⊥n;d =Mn;d(x + (q− 1)y; x − y)=qn−d+1:
We isolate the relevant /nite part of the series and we consider
Mn;n(x; y)− xn
q− 1 + · · ·+
Mn;2(x; y)− xn
q− 1 T
n−2
=
1
(1− T )(1− qT ) (y(1− T ) + xT )
n +
C1
1− T T
n−1 +
Cq
1− qT T
n−1
for suitable residues C1; Cq that depend on x; y; q; n but not on T . For C1 and Cq we
have
1
(1− q)x
n + C1 = 0;
1
(1− 1=q) (y(1− 1=q) + x=q)
n + Cq(1=q)n−1 = 0;
C1 = +
1
(q− 1)x
n; Cq =− 1(q− 1)(x + (q− 1)y)
n:
Thus, we may write
Mn;n(x; y) + · · ·+Mn;2(x; y)Tn−2
=
(q− 1)
(1− T )(1− qT ) (y(1− T ) + xT )
n +
xn
1− T −
(x + (q− 1)y)n
1− qT T
n−1:
For the dual codes
Mn;2(x + (q− 1); x − y)=qn−1 + · · ·+Mn;n(x + (q− 1)y; x − y)=qTn−2
= (Mn;n(x+(q−1)y; x−y)+ · · ·+Mn;2(x+(q−1); x−y)(1=qT )n−2)Tn−2=q
=
(
(q− 1)
(1− 1=qT )(1− 1=T ) ((x − y)(1− 1=qT ) + (x + (q− 1)y)=qT )
n
)
Tn
qT 2
+
(
(x+(q−1)y)n
(1−1=qT ) −1
(x+(q−1)y+(q−1)(x−y))n
1−1=T (1=qT )
n−1
)
Tn−1
qT
=
(q− 1)
(qT − 1)(T − 1)((x − y)(T − 1=q) + (x + (q− 1)y=q)
n
+
(x + (q− 1)y)n
qT − 1 T
n−1 − (qx)
n
T − 1(1=q)
n
=Mn;n(x; y) + · · ·+Mn;2(x; y)Tn−2:
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Appendix B. Proof of Proposition 3
The punctured code has weight enumerator,
P(A) =
1
n
(
nxn−1 +
n−1∑
i=d−1
((i + 1)Ai+1 + (n− i)Ai)xn−i−1yi
)
:
The associated polynomial, with new length n− 1 and new minimum distance d− 1,
is
aP(t) =
n−1∑
i=d−1
(i + 1)Ai+1=n
(
n− 1
i
)
ti−d+1 +
n−1∑
i=d−1
(n− i)Ai=n
(
n− 1
i
)
ti−d+1
=
n∑
i=d
iAi
/
n
(
n− 1
i − 1
)
ti−d +
n−1∑
i=d−1
Ai
/(
n
i
)
ti−d+1
=
n∑
i=d
Ai
/(
n
i
)
ti−d +
n∑
i=d
Ai
/(
n
i
)
ti−d+1 − Antn−d+1
= (1 + t)a(t)− Antn−d+1:
The shortened code has weight enumerator
S(A) =
1
n
(
nxn−1 +
n−1∑
i=d−1
(n− i)Aixn−i−1yi
)
:
The associated polynomial, with new length n− 1 and new minimum distance d, is
aS(t) =
n−1∑
i=d
(n− i)Ai
/
n
(
n− 1
i
)
ti−d
=
n−1∑
i=d
Ai
/(
n
i
)
ti−d
=
n∑
i=d
Ai
/(
n
i
)
ti−d − Antn−d
= a(t)− Antn−d:
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