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ECME algorithm. Third row: The scale-term, sk,t, for the same asset, implied by the estimates
of the GARCH(1, 1) model. Fourth row: The conditional volatility of Yk,t, computed as the
square root of the kth element on the diagonal of matrix (4.16) and based on the parameter
estimates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.4 The impact of the common market factor on all of the assets. First row: All 30 return series.
Second row: Values of the filtered common market factor Ĝt from the ECME algorithm. Third
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1Introduction
After numerous financial crashes of different scales which have been observed in recent years, the
issue of poor risk management practices has been raised by many researchers and practitioners.
In particular, the assumption of normality of asset returns has been named as one of the sources
of a non-negligible model risk which has led to substantial losses of financial institutions in which
long term risk management is crucial, e.g., banks, insurance companies and pension funds. As
Greenspan (1997, p. 54) states,
... the biggest problems we now have with the whole evaluation of risk is the fat-
tail problem, which is really creating very large conceptual difficulties. Because as
we all know, the assumption of normality enables us to drop off a huge amount
of complexity of our equations very much to the right of the equal sign. Because
once you start putting in non-normality assumptions, which unfortunately is what
characterizes the real world, then the issues become extremely difficult.
The dissertation consists, of a series of three papers, with new multivariate, non-elliptical
models for asset returns, such as stocks, bonds, and currencies, which (i) are able to predict the
entire multivariate density function; (ii) can do so using hundreds or even thousands of assets,
on conventional computing machines with standard software; and (iii) are such that the corre-
sponding portfolio distribution, which is necessary to evaluate advanced risk measures such as
value at risk (VaR) and expected shortfall (ES), is analytically tractable. These papers provide
also the necessary tools for portfolio optimization, risk management, and option pricing, for the
proposed models, and empirically confirm the in-sample fit and the out-of-sample superiority
of the new models to numerous competing ones.
1
1. INTRODUCTION
Chapter 2 motivates the use of the multivariate generalized hyperbolic (MGHyp) distribu-
tion which forms the building block of all the proposed models.
Chapter 3, consists of the first paper, coauthored with Marc S. Paolella, in which we con-
sider modeling a set of asset returns via a conditional multivariate distribution with dynamics
governed by a process which has features of both GARCH and stochastic volatility (SV). These
two essentially disparate paradigms for capturing volatility clustering in asset returns have their
individual advantages, and also limitations. Our model is a judicious hybrid which utilizes only
advantages of the two dynamics. To the best of our knowledge, this is the first volatility model
which combines GARCH and SV paradigms—and is applicable to large-dimensional multivari-
ate settings, owing to the proposed EM-algorithm for maximum likelihood estimation (MLE)
and the possibility for parallel computing. Estimation is numerically reliable and fast, and can
be used even with a large number of assets, crucially, yielding consistent and asymptotically
normal estimates of the parameters. An extensive empirical exercise involving the 30 assets
comprising the DJIA reveals that, in terms of in-sample fit and out-of-sample density forecasts
based on the predictive log likelihood, the new model demonstrably outperform the classical
CCC model of Bollerslev (1990), the VC model of Tse and Tsui (2002), the DCC model of
Engle (2002), and the cDCC model of Aielli (2011). As such, the proposed model can be used
for deriving an accurate prediction of the conditional mean vector and covariance matrix of a
set of asset returns, and so has a direct use in market risk management. In addition, because of
the tractability of the sums of margins, portfolio allocation based on minimization of downside
risk measures such as the value at risk and expected shortfall can be conducted, as well as based
on the mean and variance, if desired. Finally, by combining the equivalent martingale measure
approach with Monte Carlo simulation, option pricing can also be conducted.
Chapter 4 consists of a second, single authored paper, which is motivated by the stylized fact
that the dependency between assets is not constant over time. The paper proposes a new non-
elliptical model which utilizes the aforementioned correlation dynamics. The main advantages
of these models are their applicability to a large number of assets, ease of estimation, and
improved model fit compared to a CCC model of Bollerslev (1990). However, for multivariate
density forecasting, risk forecasting, and portfolio allocation, a severe disadvantage of these
models is the underlying assumption of Gaussianity for the innovation sequence. We propose
a model which utilizes a (possibly special case of a) MGHyp distribution, which accounts for
asymmetry and excess kurtosis in the returns, and, like the Gaussian models, has a tractable
sums of marginals (as required for portfolios). Another novelty of the model is the estimation
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of all its parameters by a joint maximum likelihood method, using an EM algorithm, so that
it is still feasible for hundreds of assets. Empirical results demonstrate that the new models
provide improved density forecasts, better risk predictions, and higher performance of expected-
shortfall-optimized portfolios than aforementioned Gaussian models.
Since the seminal work of Hamilton (1989), Markov switching models constitute a prominent
role in financial econometrics. Chapter 5, consists of the third, single authored, paper. It is
dedicated to a regime-switching model for a multivariate set of asset returns which extends
the CCC model of Bollerslev (1990) and the regime switching model of Pelletier (2006), to a
(possibly special case of a) MGHyp. Crucially for portfolio applications and risk predictions, the
new model maintains tractability of the sums of marginals. A new, two-stage, EM algorithm
is developed for estimation and the asymptotic properties of the corresponding parameters
estimator are investigated. In order to enhance the forecast quality, the model is coupled with
shrinkage via a quasi-Bayesian prior, and it is demonstrated to outperform all special cases in
terms of in sample fit and out-of-sample forecasts.
3
1. INTRODUCTION
4
2Multivariate Generalized
Hyperbolic Distribution
Part of the appeal of using the normality assumption is model simplicity and ease of parameter
estimation. Moreover, it is known that, under certain assumptions on the true data generating
process, the method of quasi maximum likelihood (use of normality even though it is incorrect)
still leads to a consistent estimate of the covariance matrix or, more generally, the parameters
which govern its evolution through time (see, e.g., Francq and Zako¨ıan, 2004, 2010). This
approach, however, can suffer in small samples because of the divergence of the Gaussian and
true innovations distribution. In particular, a large deviation can cause an increase in the
variance of the estimates, and result in efficiency loss. This is particularly acute in empirical
finance applications, for which asset returns data are well-known to be generally heavy-tailed
and mildly asymmetric, and even more so in the common case with a large number of assets
compared to observations in time; see, e.g., Bickel and Levina (2008); Fan et al. (2008); and
the references therein.
Furthermore, if interest centers not just on asymptotically consistent point estimates of
some of the model parameters, but rather on the predictive distribution of the returns based
on a potentially small finite sample, then the incorrect use of normality may have far-reaching
consequences. In particular, modern quantities for portfolio risk, such as value-at-risk and
expected shortfall, do not just depend on the mean vector and covariance matrix of returns,
but on all the distributional parameters. Such risk measures are features of the predictive
distribution, which is the most general object from which all measurable quantities of interest
can be derived. Indeed, in both the univariate case (see, e.g., Kuester et al., 2006b; Broda
5
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et al., 2012; and the references therein) and multivariate case (see, e.g., Paolella, 2013), risk
and density forecasts are greatly enhanced when moving from the normal to flexible, heavier-
tailed, asymmetric distributions. Observe also that portfolio allocation which respects the need
for downside-risk measures and the non-normality of asset returns requires the use of non-
Gaussian distributions; see, e.g., Doganoglu et al. (2007); Giacometti et al. (2007); and Broda
and Paolella (2009).
It is important to emphasize that the true underlying class of distributions need not be
known, but only that the assumed distributional class is flexible enough to capture the salient
features of the data (in finance, these being heavy tails and asymmetry, but otherwise a uni-
modal, bell-like distribution which nests, or features as a limiting case, the normal distribution).
The application of a parametric model which most likely differs from the true underlying one,
but is flexible enough to adequately fit the data, is generally referred to as partially adaptive
estimation; see, e.g., McDonald and Newey (1988); Phillips (1994); and Hansen et al. (2006).
It is useful because, besides accounting for the often substantial departures from normality, it
avoids some of the disadvantages of nonparametric inference (see, for example, McDonald, 1991,
1997), even if, as already mentioned, the underlying model is not precisely from the specified
distributional class. The MGHyp distribution is essentially perfect for this task, given its great
flexibility, but also its other desirable features, as discussed next.
The MGHyp was introduced in Barndorff-Nielsen (1978) and popularized as a candidate
model for financial returns in Eberlein and Keller (1995), Eberlein et al. (1998), and McNeil
et al. (2005). It is a very general and extremely flexible (albeit uni-modal) class of distribu-
tions which, as special or limiting cases, includes asymmetric versions of the (multivariate)
Student’s t, Laplace, normal inverse Gaussian, variance-gamma, Gaussian, and others; see
Paolella (2007, Ch. 9) for a detailed presentation in the univariate case. An interesting feature
of this distribution which is particularly relevant for financial returns data is that it has what
are called semi-heavy tails; these being a compromise between genuine power (fat) tails and
exponential (thin) tails. Moreover, the special and limiting cases mentioned above indicate
that it also supports (in the limit) both fat and thin tails. Theoretical support for using an
MGHyp model comes from the fact that it is consistent with continuous-time models where log-
arithmic asset prices follow multivariate Le´vy processes; see, e.g., Eberlein and Keller (1995).
Another theoretical property which is of great importance for portfolio optimization is that,
if the vector of asset returns is MGHyp distributed, then the distribution of the portfolio re-
turn is also GHyp with location and skewness parameters being weighted (by portfolio weights)
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sums of the corresponding vector parameters and the scale parameter being a quadratic form
of the corresponding dispersion matrix. In particular, using the notation introduced below,
if Y ∼ MGHyp(µ,γ,H, λ, χ, ψ), then w′Y ∼ GHyp(w′µ,w′γ,w′Hw, λ, χ, ψ) for any vector
w ∈ RK \ 0, where K is the dimension of Y, and the parameter spaces for µ, γ, H, λ, χ and
ψ are given below.
From an empirical perspective, it has been shown (for both univariate and multivariate data)
that the MGHyp provides an excellent fit to the unconditional distribution of financial returns;
see, e.g., McNeil et al. (2005) and the reference therein. (Though note that an unconditional
model cannot capture the typical stylized facts of time-varying variances and correlations; this
is dealt with herein.) However, the extension from normality to MGHyp entails estimation of
yet more model parameters. Far worse, however, is that, in high dimensions (irrespective of
the distribution), estimation via direct optimization of the likelihood becomes problematic be-
cause of the proliferation of parameters in the dispersion matrix and, for our conditional models
below, the GARCH parameters governing the time-varying evolution of each of the univariate
processes. To address this, a multi-stage Expectation Maximization (EM) algorithm is devel-
oped for maximum likelihood estimation. This is possible because the MGHyp is expressible
as a continuous normal mixture; see below for details. Crucially, the new estimation method is
applicable for a large number of assets.1
Finally, by the mixture structure of the MGHyp, the univariate mixing component (Gt ∼
GIG(λ, χ, ψ); see below) can be treated as a common market factor which is amenable to
prediction, and is key to allowing the model to embody an SV extension.
1Blæsid and Sørensen (1992) developed a program for estimating MGHyp distributions, for which Prause
(1999) reports that it can estimate the general case up to three dimensions in a reasonable time. An EM
algorithm was proposed by Protassov (2004). All this work was for iid data, and does not include any type of
multivariate conditional volatility modeling. Menc´ıa and Sentana (2009) propose an ML estimator for MGHyp
in a conditional setup. Their estimation is based on the analytical expressions for the log-likelihood score, which
improves its performance, but it does not solve the curse of dimensionality problem.
7
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Returns Model
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Abstract
A new multivariate time series model with various attractive properties is motivated and
studied. By extending the CCC model in several ways, it allows for all the primary
stylized facts of financial asset returns, including volatility clustering, non-normality (excess
kurtosis and asymmetry), and also dynamics in the dependency between assets over time. A
fast EM-algorithm is developed for estimation. The predictive conditional distribution is a
(possibly special case of a) multivariate generalized hyperbolic, so that sums of marginals
(as required for portfolios) are tractable. Each element of the vector return at time t
is endowed with a common univariate shock, interpretable as a common market factor,
and this stochastic process has a predictable component. This leads to the new model
being a hybrid of GARCH and stochastic volatility, but without the estimation problems
associated with the latter, and being applicable in the multivariate setting for potentially
large numbers of assets. Its applicability to option pricing is developed. In-sample fit and
out-of-sample conditional density forecasting exercises using daily returns on the 30 DJIA
stocks confirm the superiority of the model to numerous competing ones.
Keywords: CCC; Common Jumps; Density Forecasting; EM-Algorithm; Fat Tails; GARCH;
Multivariate Asymmetric Laplace Distribution; Multivariate Asymmetric t Distribution; Mul-
tivariate Generalized Hyperbolic Distribution; Multivariate Normal Inverse Gaussian Distribu-
tion; Multivariate Option Pricing; Stochastic Volatility.
JEL Classification: C51; C53; C58; G11; G17.
3.1 Introduction
We consider modeling a set of asset returns via a conditional multivariate distribution with
dynamics governed by a process which has features of both GARCH and stochastic volatility
(SV). These two essentially disparate paradigms for capturing volatility clustering in asset
returns have their individual advantages, and also limitations. In univariate models, both can
capture changes in volatility, the leverage effect (at least for more recent SV models) and the
leptokurtosis and possible asymmetry of the innovations distribution. The main disadvantage
of SV models is the lack of an explicit form of the likelihood function and the necessity to
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use moment-based methods or simulation for estimation. The former are often simple, but
inefficient, while the latter attempt to achieve a close approximation of the likelihood function
through computationally intensive methods, and become problematic for more than a small
number of assets (see, e.g., Asai et al. 2006; Asai and McAleer 2009; and Bos 2012; and the
reference therein). Alternatively, in the univariate case, a GARCH model is trivial to estimate
via (conditional) maximum likelihood, but is unable to model the dynamics of an unpredictable
volatility component. Both SV and many kinds of GARCH models share the same estimation
infeasibility in the large-scale multivariate case, though models such as CCC, DCC, and some
of their extensions, are feasible; these are considered in the empirical section below.
The recent literature has emphasized the importance of including a stochastic jump compo-
nent in the volatility dynamics—a feature which can be easily incorporated into the SV struc-
ture (see, among others, Chernov et al. 2003; Eraker et al. 2003; Eraker 2004; and Todorov
and Tauchen 2011) but is absent in GARCH models. (One exception is the model proposed by
Chan and Maheu 2002, and Maheu and McCurdy 2004, see also Section 4.2 below.) Another
approach is to use high-frequency returns in order to construct realized variation measures
which separate the volatility jump component from the smooth continuous movement of the
underlying volatility (see, e.g., Andersen et al. 2007).
In the multivariate case, jumps in individual assets can be observed to arrive simultaneously,
forming what are called co-jumps. Following the arbitrage pricing theory, Bollerslev et al.
(2008) distinguish the co-jumps in the idiosyncratic component, which are diversifiable, and
the co-jumps in the common component, which are non-diversifiable, i.e., those which carry
a risk premium. According to their statistical test, there are co-jumps which can be highly
significant, but when considered on individual stocks, remain undetected. The importance of
co-jumps structures for the consumption-portfolio selection problem is discussed by Aı¨t-Sahalia
et al. (2009). More recently, Gilder et al. (2013) provide empirical evidence for co-jumps and
analyse the association between jumps in the market portfolio and co-jumps in the underlying
stocks. Their results suggest that news events which have market-level influence are able to
generate large co-jumps in individual stocks, while Bollerslev et al. (2013) show that extreme
joint dependencies observed in daily data can be implied by the diffusive volatility and co-jumps
observed in the high-frequency data.
In line with this high-frequency literature, we propose a new model which also splits the dy-
namics of volatility; however, it is a parametric approach which does not require high-frequency
data and is applicable in the multivariate setting. We propose a solution which, in a condi-
tional setup, utilizes a flexible, fat-tailed distribution, and combines univariate GARCH-type
dynamics (most of the popular variations are possible) with a relatively simple, yet flexible,
SV dynamic structure, based on the seminal work of Taylor (1982). By introducing a latent
component similar to that used in the SV literature, the resulting hybrid GARCH-SV model is
able to capture stochastic (co-)jumps in the volatility series and across assets. To the best of our
knowledge, this is the first volatility model which combines GARCH and SV paradigms—and
is applicable to large-dimensional multivariate settings, owing to the proposed EM-algorithm
for maximum likelihood estimation (MLE) and the possibility for parallel computing.
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The model contains a univariate, latent component which is common to all K assets. We
term this a common market factor. It dictates the nonlinear dependency between margins, so
that, conditional upon it (as realized via the EM-algorithm), what remains to be estimated
are K univariate normal GARCH models. The (conditional) MLE of each of the latter is
numerically fast and reliable to obtain, and the K estimations can be conducted in parallel.
We show that the latent common market factor process has a predictable component, and that
this leads to (statistically significant) improvements in forecasting performance over and above
the sizeable improvements obtained by relaxing the normality assumption.
Another important feature of our model is that it imposes a multiplicative structure on
the volatility, and an infinitely divisible distribution which, in the iid case, generates an infinite
activity jump process, as opposed to jump diffusion models, where finite activity jumps, modeled
via a Poisson-distributed term, are added to Gaussian dynamics. This is in line with Aı¨t-Sahalia
and Jacod (2011), who propose two non-parametric statistical tests to discriminate between the
two cases, and both tests point toward the presence of infinite-activity jumps in the data. Other
examples of models which support infinite activity jumps, and are often used in the context of
option pricing, are the variance gamma model of Madan and Seneta (1990) and Madan et al.
(1998), the hyperbolic model of Eberlein and Keller (1995), and the CGMY model of Carr et al.
(2002).
An extensive empirical exercise involving the 30 assets comprising the DJIA reveals that, in
terms of in-sample fit and out-of-sample density forecasts based on the predictive log likelihood,
the new model demonstrably outperforms the classical CCC and DCC models. As such, the
proposed model can be used for deriving an accurate prediction of the conditional mean vector
and covariance matrix of a set of asset returns, and so has direct use in market risk management.
In addition, because of the tractability of the sums of margins, portfolio allocation based on
minimization of downside risk measures such as the value at risk and expected shortfall can
be conducted, as well as based on the mean and variance, if desired. The general model, with
parameter γ nonzero, is non-elliptic, and the data support γ 6= 0, so that use of coherent
risk measures, such as expected shortfall, in portfolio optimization, will have a positive effect
on the management of portfolio risk; see Embrechts et al. (2001). Finally, by combining the
equivalent martingale measure approach with Monte Carlo simulation, option pricing can also
be conducted.
The remainder of the paper is as follows. The model and some of its properties are stated in
Section 4.2. Section 4.3 discusses the proposed method of estimation. The MGHyp distribution
being essentially too flexible, Section 3.4 motivates and details important special cases. Section
3.5 provides details on option pricing. Section 4.5 illustrates an exercise with real data in which
in-sample fit and out-of-sample density forecasting are compared across models. Section 3.7
provides some concluding remarks, and an Appendix gathers various technical results.
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We consider a set of K financial assets, with associated return vector at time t given by Yt =
(Yt,1, Yt,2, . . . , Yt,K)
′, t = 1, 2, . . . , T , whose conditional, time-varying distribution is taken to
be multivariate generalized hyperbolic, hereafter MGHyp; see, e.g., McNeil et al. (2005). We
observe a realization of Y = [Y1 | Y2 | · · · | YT ], where the Yt are equally spaced in time
(ignoring the weekend effect for daily data) return vectors. The information set at time t is
currently defined as the history of returns, Φt = {Y1, . . . ,Yt}, though extensions to the model
which include the use of exogenous variables could be straightforwardly entertained. Our focus
is on the prediction of the conditional distribution of YT+h given ΦT , for which we restrict
our empirical demonstration in this paper to h = 1. The dispersion matrix of Yt | Φt−1 is
decomposed as the product of scale terms and a conditional dependency matrix (a correlation
matrix when the MGHyp distribution approaches the multivariate normal). For each of the
univariate scales, a GARCH-type structure is imposed, while the dependency matrix is specified
as being constant over time. We will see in Remark 4.2.(ii) below that, except for some special
cases, the correlations are actually time-varying. Further methods of inducing time-variation
in the dependency matrix are discussed in the conclusions.
Using the mixture representation of the MGHyp (see Section 4.3 below; Eberlein and Keller,
1995; and Eberlein et al., 1998), we can express the return vector as
Yt = µ+ γGt + εt, with (3.1a)
εt = H
1/2
t
√
GtZt, (3.1b)
where µ = (µ1, . . . , µK)
′
and γ = (γ1, . . . , γK)
′
are column vectors in RK ; Ht is a positive
definite, symmetric, conditional dispersion matrix of order K; Zt
iid∼ N (0, IK) is a sequence
of independent and identically distributed (iid) normal random vectors and (Gt | Φt−1) ∼
GIG (λt, χt, ψt) are mixing random variables, t = 1, 2, . . . , T , independent of Zt, with typical
GIG (generalized inverse Gaussian) density given by
fG (x;λ, χ, ψ) =
χ−λ
(√
χψ
)λ
2Kλ
(√
χψ
) xλ−1 exp(−1
2
(
χx−1 + ψx
))
, x > 0; (3.2)
Kλ is the modified Bessel function of the third kind (and not to be confused with K, the number
of assets), given by
Kλ (x) =
1
2
∫ ∞
0
tλ−1 exp
(
−x
2
(
t+ t−1
))
dt, x > 0; (3.3)
and χt > 0, ψt ≥ 0 if λt < 0; χt > 0, ψt > 0 if λt = 0; and χt ≥ 0, ψt > 0 if λt > 0.
We consider two specifications for the GIG parameters: (i) Gt | Φt−1 are iid with time-
invariant parameters, i.e., λt = λ, χt = χ and ψt = ψ; (ii) Gt | Φt−1 has time dependent,
random, parameters with the dynamics described by a system of conditional moment equations
E [Grt | Φt−1] = cr + ρrE
[
Grt−1 | Φt−2
]
+ ζr,t , (3.4)
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for a set of positive integer values of r; ζr,t = E [Grt | Φt] − E [Grt | Φt−1]; and cr and ρr
are parameters to be estimated. The error term ζr,t represents the unpredictable component
affecting the rth moment of the mixing variable Gt. It contains all new information in forming
expectations about Grt when moving from time t − 1 to t. It can be used as a driver of the
dynamics of E [Grt | Φt−1] in (4.4) because it is a martingale difference sequence (MDS) with
respect to Φt−1, implying that E [ζr,t] = 0 and Cov (ζr,t, ζr,t−s) = 0, s = 1, 2, . . .. From (4.4),
the dynamics of the parameters λt, χt, and ψt can be inferred by the expression for the moments
of the GIG random variable given below in (4.6). However, for each of the three special cases of
the MGHyp distribution we entertain, it turns out that the dynamics of only one of the three
parameters associated with Gt needs to be modeled; see Remark 4.2.(v) below, and Section
3.4, for details. For example, when using r = 1 in the estimation of the dynamics in (4.4),
E [Gt | Φt−1] has to be positive. The dynamics in (4.4) can be rewritten as
E [Grt | Φt−1] =
cr
2
+
ρr
2
E
[
Grt−1 | Φt−2
]
+
1
2
E [Grt | Φt] , (3.5)
so that the sufficient condition for E [Grt | Φt−1] to be positive for all t > 0 is cr > 0 and ρr ≥ 0.
When the parameters of Gt are allowed to be dynamic as in (4.4), we call model (4.1)
a hybrid GARCH-SV extension because it can be linked to the seminal SV model of Taylor
(1982); this link being detailed in Appendix 3.8.1. Our model differs from it because ours is a
multivariate model with GARCH dynamics in the individual scales and an SV component which
describes the dynamics of the common market factor Gt (as detailed below). Moreover, the
dynamics in (4.4) are in the same vein as Chan and Maheu (2002) and Maheu and McCurdy
(2004), who model dynamics of the jump intensity of a Poisson process in individual stock
returns. (One important difference is that our dynamics imply that Grt is not a deterministic
function of the past returns.) In line with these works, we model the dynamics of the linear
projections of Grt on past returns only, this being another difference between our approach and
that of Taylor (1982).
The dynamics in (4.4) remind an AR(1) process because the output variable depends linearly
on its own previous values. Hence, similarly to AR(1) process, and due to the MDS property of
the ζr,t innovations, the conditional forecasts of the future conditional moments are given by
E
[
Grt+s | Φt
]
= cr
s−1∑
i=0
ρir + ρ
s
r E [Grt | Φt−1] , s ≥ 1, (3.6)
where E [Grt | Φt−1] is measurable with respect to the information up to time t− 1 and is given
by (4.6) below. If |ρr| < 1, then the process in (4.4) is mean-reverting, and for s → ∞, the
forecast approaches the unconditional mean value cr/ (1− ρr) of Grt .
The conditional dispersion matrix Ht is decomposed as
Ht ≡ StΓSt, (3.7)
where St is a diagonal matrix composed of the strictly positive conditional scale terms sk,t, k =
1, 2, . . . ,K, and Γ is a time-invariant, symmetric, with ones on the main diagonal, conditional
14
3.2 Model
dependency matrix, such that Ht is positive definite. The univariate scale terms sk,t are modeled
by a GARCH-type process. In particular, the simplest realistic choice is the GARCH(1,1) model
s2k,t = ωk + αkε
2
k,t−1 + βks
2
k,t−1, (3.8)
where εk,t = yk,t − µk − γkGt is the kth element of the εt vector in (4.1), and ωk > 0, αk ≥ 0,
βk ≥ 0, for k = 1, 2, . . . ,K. More general formulations could be used, notably those which can
capture an asymmetry effect; see, e.g., Mittnik and Paolella (2000) and the references therein.
For this purpose, we consider the GJR-GARCH(1, 1) model of Glosten et al. (1993), given by
s2k,t = ωk + αkε
2
k,t−1 + ηkε
2
k,t−11{εk,t−1 > 0}+ βks2k,t−1, (3.9)
where 1{·} is an indicator function, and ηk ≥ 0 captures asymmetry in the scale-term response
to the last period innovation. Engle and Ng (1993) have shown that, in the Gaussian case, the
GJR-GARCH(1, 1) model is the best performing parametric model for capturing the asymmetry
response of the volatility to news.
Remarks:
(i) In order to maintain the news effect in future volatilities, the innovation process used in
the GARCH recursions in (4.8) and (4.9) is εk,t = yk,t−µk−γkGt. If instead, we were to
use εk,t/
√
Gt, then the next period volatility would not be influenced by the current spike
in Gt. Hence, there would be no volatility persistence after news; the model would not
capture the stylized fact of volatility clustering, and use of the GARCH-type dynamics
for the scale term would be inadequate. We have also empirically confirmed that this
alternative specification leads to a very low-persistence GARCH recursion (in terms of
αk+βk values) and that the forecasting performance of the model substantially decreases.
(ii) In model (4.1), µ is the location vector and Ht is the dispersion matrix of the conditional
distribution of Yt, while the mean and the covariance matrix are given by
E [Yt | Φt−1] = µ+ E [Gt | Φt−1]γ (3.10)
and
Cov (Yt | Φt−1) = E [Gt | Φt−1] Ht + V (Gt | Φt−1)γγ′, (3.11)
respectively, where V (Gt | Φt−1) = E
[
G2t | Φt−1
]− (E [Gt | Φt−1])2. Analogously, Γ is a
correlation matrix only conditionally on the realization of the mixing process. For this
reason, we call Γ the dependency matrix.
While Γ in (4.7) is not dynamic, the conditional correlation matrix of Yt | Φt−1 is time-
varying when γ 6= 0 and E [Gt | Φt−1] 6= V (Gt | Φt−1). If γ = 0 or E [Gt | Φt−1] =
V (Gt | Φt−1) (e.g., in the MALap distribution below), then Corr (Yt | Φt−1) = Γ, or
Corr (Yt | Φt−1) = Γ+γγ′, respectively, and the dynamics in the parameters of Gt | Φt−1
in (4.4) influence only the variances.
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All the conditional moments implied by the model (including the limiting cases of the
mixing law) are available in Scott et al. (2011). The co-skewness and co-kurtosis matrices
are also tractable; see the impressive expressions given in Menc´ıa and Sentana (2009).
Finally, the unconditional mean and covariance of Yt can be expressed in terms of the
unconditional mean of Gt and unconditional covariance function of Yt | Gt, respectively
as E [Yt] = µ+ E [Gt]γ and Cov (Yt) = E [Cov (Yt | Gt)] + V (Gt)γγ′.
(iii) From (4.16) it follows that the vector of conditional volatilities, defined as the square root
of the conditional variances, and denoted by volt|t−1, is given by
volt|t−1 =
√
(E [Gt | Φt−1] S2t + V (Gt | Φt−1)γ2). (3.12)
The asymmetric effect in volatility states that the effects of positive returns on volatility
are different from those of negative returns of a similar magnitude. The leverage effect
refers to the negative correlation between the current return and future volatility. There-
fore, leverage implies asymmetry, but not all asymmetric effects display leverage (see Asai
and McAleer 2011; and the reference therein). In the GJR-GARCH model, both positive
and negative returns increase future volatility, but the positive returns do so by less than
the negative returns. Recalling that E [Gt | Φt−1] > 0 and V (Gt | Φt−1) > 0, it follows,
from (3.12), that the only possibility to introduce leverage into the model is to use the
dynamics for sk,t which support the leverage. In particular, neither the common market
factor Gt, nor its dynamics, can be the source of leverage in the model.
(iv) As the volatility shock of the SV component is univariate, it influences (in a multiplicative
way) each of the asset-specific conditional volatilities via (4.1b). Moreover, it drives the
dynamics of higher conditional moments (e.g., skewness and kurtosis) and co-moments of
the returns. One could argue that modeling volatility shocks with a univariate process is
not sufficient because the reaction of the asset-specific volatilities to the common shock
should vary across assets and through time. Nevertheless, because of the asset-specific
conditional asymmetry coefficient γk, the impact of the SV component on each volatil-
ity is not equal across assets and its conditional expected value varies over time. (See
Section 3.6.1 for an empirical demonstration of this.)
(v) There is a minor identification problem which needs to be addressed. The same MGHyp
distribution arises from the parameter constellation (λt, χt/c, cψt,µ, cHt, cγ) for any c >
0. One way to deal with this is to constrain the determinant of Ht to some particular
value when fitting (see, e.g., McNeil et al., 2005). Alternatively, Protassov (2004) sets χ
to a constant in his EM algorithm. We follow this latter approach and fix one of the GIG
parameters prior to the estimation, as it is numerically simpler to implement in the iid
(non-GARCH) setting, and, more crucially, because in our general model, the conditional
dispersion matrix is time dependent. Moreover, this reduces the number of necessary
equations to identify the parameters of Gt | Φt−1.
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(vi) In order to estimate the dynamics in (4.4), the starting values of ζr,t and E [Grt | Φt−1] have
to be set. In our empirical analysis, at each iteration in the estimation, we set them equal
to the unconditional expected values, i.e., ζk,0 = 0 for all k and E [Gr1 | Φ0] = cr/ (1− ρr),
respectively. In addition, we assume that the roots of the polynomials (1− ρrL), where L
is the lag operator associated with (4.4), lie outside the unit circle (i.e., modulus |ρr| < 1),
so that the unconditional expected value of Grt exists.
(vii) For notational convenience later, we collect the parameters of the model into three blocks
(process, distribution, and correlation) as follows:
θP = (µ,γ,ω,α,β,η) , θD = (c,ρ) and θC = Γ, (3.13)
where ω,α,β,η are K-dimensional vectors of GJR-GARCH(1, 1) parameters from (4.9)
(the GARCH case (4.8) corresponds to ηk = 0); and c and ρ denote vectors of cr and
ρr parameters, respectively, though note that, in the case of constant Gt parameters, θD
reduces to just the set (λ, χ, ψ), of which in our three special cases, two are fixed.
3.3 Estimation
The explicit form of the MGHyp density and the structure of (4.1) implies that, if γ = 0
(necessary to make the scale shock εt independent of the unobserved realizations of Gt), then
the estimation of the parameters in the model can be performed by direct maximization of the
corresponding likelihood function.1 In particular, with θSP = θP \ γ, vector Yt is assumed to
have an MGHyp distribution with density fYt
(
y;θSP ,θD,θC
)
given by
∫ ∞
0
1
(2pi)
K/2 |Ht|1/2 gK/2
exp
{
− (y − µ)
′
H−1t (y − µ)
2g
}
× fG (g;θD)dg,
where fG (·) is the density of the unobserved mixing random variable G given in (4.2); Ht
admits the decomposition (4.7) with constant conditional correlation; and the dynamics of the
scale terms, sk,t, are from (4.8) or (4.9). One can then evaluate this integral to yield the explicit
expression
fYt
(
y;θSP ,θD,θC
)
= Ctd
−K/2+λ
t Kλ−K/2(dt), (3.14)
for dt =
√(
χ+ (y − µ)′H−1t (y − µ)
)
ψ and the normalizing constant
Ct =
(√
χψ
)−λ
ψK/2
(2pi)
K/2 |Ht|1/2Kλ
(√
χψ
) .
Direct maximization of the likelihood function of Y, denoted LY
(
θSP ,θD,θC
)
, requires
estimation of all the parameters in one step. This approach works for K very small, but
1The following estimation algorithm maximizes the conditional likelihood function, to ease the notation we
omit the conditioning on Φt−1 across the derivation.
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becomes problematic as the number of assets increases, due to the quadratic increase in the
number of parameters associated with the dispersion matrix, and the linear increase due to µ
and the univariate GARCH parameters. In the case with γ 6= 0 and/or for large K, direct
maximization is no longer feasible. However, estimation can be conducted via an Expectation-
Conditional Maximization Either (ECME) algorithm from Liu and Rubin (1994). The standard
ECME algorithm maximizes the likelihood function by an iterative procedure. It is a fixed-
point algorithm and consists of the E-step, in which the realizations of the unobserved mixing
variables {Gt}t=1,...,T are imputed; and the CM-steps, in which all the parameters are updated
by maximizing either the unconditional likelihood function LY (θP ,θD,θC), or the conditional
one, LY|G (θP ,θC). This is now detailed.
The complete log-likelihood function is
logLY,G (θP ,θD,θC) = logLY|G (θP ,θC) + logLG (θD) , (3.15)
where, based on the observed values Yt = yt and conditional on Gt = gt = Ĝt (where the
hatted notation indicates that Gt is estimated, and not observed), t = 1, 2, . . . , T ,
logLY|G (θP ,θC) = −1
2
T∑
t=1
[
K log (2pi) + log |gtStΓSt|
+ g−1t (yt − µ− γgt)′ S−1t Γ−1S−1t (yt − µ− γgt)
]
, (3.16)
and LG (θD) denotes the likelihood function of (Gt | Φt−1) ∼ GIG (λt, χt, ψt), t = 1, 2, . . . , T .
In a similar fashion to Bollerslev (1990), Engle and Sheppard (2002), and Pelletier (2006), we
split (3.16) into a sum of two terms,
logLY|G (θP ,θC) = logLMVY|G (θP ) + logL
Corr
Y|G (θP ,θC) , (3.17)
where LMVY|G (θP ) is the mean-volatility term given by
logLMVY|G (θP ) = −
1
2
T∑
t=1
[
K log (2pi) + log |St|2
+ g−1t (yt − µ− γgt)′ S−1t S−1t (yt − µ− γgt) + log gt
]
, (3.18)
and LCorrY|G (θP ,θC) is the correlation term given by
logLCorrY|G (θP ,θC) = −
1
2
T∑
t=1
[
log |Γ|+ e′tΓ−1et − e′tet
]
, (3.19)
where et = g
−1/2
t S
−1
t εt and εt = yt − µ− γgt from (4.1).
Owing to the mixture structure of the MGHyp, LY|G (θP ,θC) is a multivariate Gaus-
sian likelihood with a GARCH-type structure for the scales and a given conditional correla-
tion model. As such, maximization of LY|G (θP ,θC) can be done in two steps. First, with
the correlation structure ignored, the GARCH parameters in (4.8) or (4.9) are estimated for
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each of the K assets separately (and concurrently with parallel computing) by maximizing
LY|G (θP | θC = IK), and, in the second step, the correlation parameters θC are estimated
from the first-step de-volatilized residuals. This idea is not new, and is similar to the Gaussian
setup in Bollerslev (1990), Engle (2002), and Pelletier (2006). Given the θP and θC esti-
mates, denoted by θ̂P and θ̂C , the mixing process parameters θD are estimated by maximizing
LY
(
θD | θ̂P , θ̂C
)
. Given all the estimates, we proceed with the next E-step update (see (4.21)
below) of the unobserved mixing random variable G, and continue to iterate until convergence.
Observe that LY|G (θP ,θC) reduces to the mean-volatility component, LMVY|G (θP ), if and
only if we assume zero correlations. As such, LMVY|G (θP ) corresponds to the likelihood of Y
conditional on G for the model under zero correlations. Based on this decomposition, estimates
of θP , θC and θD can be obtained by the following ECME algorithm.
E-step: Calculate E
[
logLY,G | Y; θ̂P , θ̂D, θ̂C
]
.
The log-likelihood function (4.19) is linear with respect to gt and g
−1
t (log g
−1
t can be
ignored without influencing the first order conditions). Hence the E-step involves replacing
unobserved realizations of Gt and G
−1
t in (4.18) by the imputed values, Ĝt. Calculation
shows that (see, e.g., Paolella, 2013, Eq. 35)(
Gt | Φt; θ̂P , θ̂C , θ̂D
)
∼ GIG (λ∗t , χ∗t , ψ∗t ) , (3.20)
where
λ∗t = λt −K/2, χ∗t = χt + (yt − µ̂)′ S−1t Γ̂
−1
S−1t (yt − µ̂) and ψ∗t = ψt + γ̂′S−1t Γ̂
−1
S−1t γ̂.
The latent values of gt and g
−1
t are then updated by their conditional expectations from
(4.21), using the expression for the moments of the GIG random variable given in (4.6).
CM1-step: Update θP and θC .
(P) Update θP by computing
arg max
θP
logLMVY|G (θP ) , (3.21)
where LMVY|G (θP ) is a Gaussian likelihood with zero correlation, so we can estimate
the parameters of each asset, (µk, γk, ωk, αk, βk), separately by maximizing the cor-
responding likelihood function.
(C) Update θC by computing the usual empirical correlation estimator (the MLE under
normality) of the de-volatilized residuals Ĝ
−1/2
t S
−1
t ε̂t, where ε̂t = Yt − µ̂− γ̂Ĝt, µ̂
and γ̂ are obtained in part (P) directly above, and Ĝt is obtained in the E-step.
CM2-step: Given the CM1-step estimates of θP and θC , obtain new estimates of θD by maxi-
mizing the incomplete data log-likelihood function, i.e., compute
arg max
θD
logLY
(
θD | θ̂P , θ̂C
)
. (3.22)
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Iterate the above steps until convergence.
Remarks:
(i) In contrast to the Gaussian distribution, setting Γ equal to the identity matrix does not
imply independence when assuming MGHyp returns, due to the dependence induced by
the GIG mixing variable Gt. But via the application of the ECME algorithm, which
conditions on the realizations of Gt, we can estimate the parameters of the GARCH
equations separately for each asset. This is the key to fast, simple, joint likelihood-based
estimation of a multivariate non-normal model.
(ii) In the ECME algorithm, the E-step computation of the conditional expectations of Gt
and G−1t involves computation of ratios of Bessel functions (4.3) for different arguments.
In case of large arguments (χ∗t and ψ
∗
t in (4.21) can get very large because they involve a
quadratic form of the inverse of the covariance matrix), numerical computation is subject
to rounding error which affects estimates of all the parameters. We propose a method
which increases numerical accuracy such that estimation for all data windows used in our
empirical application was successful. It is given in Appendix 3.8.4.
(iii) The method which increases the accuracy of the Bessel function computation given in
Appendix 3.8.4 is also used in the CM2-step for evaluating logLY for different θD values
in (4.24).
(iv) Here we state the starting values used for the estimation procedure. Those of the asym-
metry parameter γk and the GJR-GARCH parameter ηk are taken to be zero, and the
remaining ones in θP , (µk, ωk, αk, βk), to be those values obtained from the normal-based
GARCH estimates, using the method in Paolella and Polak (2013a) to avoid inferior lo-
cal likelihood maxima. For θC , we use the empirical correlation matrix computed from
the normal-based GARCH residuals. For θD = (λ, χ, ψ), we have confirmed that the
likelihood is such that optimization is rather robust to the choice of starting values. For
the special case of the multivariate Laplace distribution (MALap) used in the empirical
section below, we use λ = 2 as the starting value. For the hybrid GARCH-SV model we
set, c = 0.1 and ρ = 0.8. In the estimation with a rolling window, we use also as starting
values the previous window estimates; and take the final estimates to be those with the
higher likelihood value.
(v) If the starting values are sufficiently close to those which maximize the likelihood, or if
the likelihood function is unimodal in the parameter space, and the maximum is not on
the boundary of the parameter space, then monotonicity in the likelihood values of the
consecutive ECME estimates guarantees their convergence to the corresponding maximum
likelihood parameters; see, e.g., McLachlan and Krishnan (2008). As such, under further
standard regularity conditions on the likelihood, consistent and asymptotically normal
point estimates are obtained.
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(vi) For γ = 0 and K small, we confirmed the accuracy of the proposed EM algorithm by
comparing the EM estimates with the results based on the direct likelihood maximization
of (3.14).
3.4 Special Cases of the MGHyp
Fixing some of the MGHyp distribution parameters in a judiciously chosen way can result in
a distribution which is not only virtually as capable of modeling the features of financial data
as the full general MGHyp case, but can even result in superior results in the same way that
parameter shrinkage results in lower mean squared error. To this end, we use three special
cases of the MGHyp distribution in which: (i) Gt is gamma distributed with shape parameter
λ > 0 and unit scale parameter (the multivariate asymmetric Laplace, MALap, model); (ii) the
λ parameter is fixed at −1/2 (the multivariate normal inverse Gaussian, MNIG, model); and
(iii) Gt is inverse gamma distributed with the scale and the shape parameters both equal to v/2
(equivalently Gt is GIG with λ = −0.5v, χ = v and ψ = 0) where v, v > 0, is the parameter
being estimated (the multivariate asymmetric t-distribution, MAt, model).
As reported by Protassov (2004), and also confirmed by our studies, one or more of the
MGHyp shape parameters can have a relatively flat likelihood (already after fixing χ or ψ for
identification purposes), implying possible numeric problems when maximizing the likelihood.
The three special cases do not share the flat likelihood problem of the fully general MGHyp
distribution, and so are considerably faster and numerically more reliable to estimate, but
still retain the flexibility required for modeling asset returns by allowing for individual asset
asymmetry parameters and also higher kurtosis than the normal distribution. Section 3.4.1
details the derivation and properties of the MALap density, while Sections 3.4.2 and 3.4.3
examine the MNIG and MAt distributions, respectively.
3.4.1 Multivariate Laplace Distribution
The MALap density can be derived by evaluating the integral
fY(y;λ,µ,H,γ) =
∫
fY|G(y | g;µ,H,γ)fG(g;λ)dg;
where G ∼ Gam(λ, 1); or from the MGHyp density (3.14), with λ > 0, χ = 0 and ψ = 2, by
use of the limiting relation Kλ(
√
(2χ)) ' Γ(λ)2λ−1(√2χ)−λ for χ ↓ 0, λ > 0 (Paolella, 2007,
Eq. 9.6), where Γ is the gamma function. Both approaches result in fYt(y;λ,µ,Ht,γ) given
by
2 exp
{
(y − µ)′H−1t γ
}
(2pi)K/2Γ (λ) |Ht|1/2
(
mt
2 + γ′H−1t γ
)λ/2−K/4
Kλ−K/2
(√
mt
(
2 + γ′H−1t γ
))
, (3.23)
where Ht is given by (4.7) and mt = (y − µ)′H−1t (y − µ). It generalizes the distribution pro-
posed and used in Paolella (2013), which is (3.23) but without the asymmetry term γ. It turns
out that our discovery is not new: a symmetric and univariate version of this distribution was
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introduced by McKay (1932); it was extended to the multivariate case, called variance-gamma
and used in finance by Madan and Seneta (1990); it was also mentioned in Kotz et al. (2000,
2001) and Kozubowski and Podgo´rski (2001) as a generalized Laplace, but they concentrated
on further special cases of it; for the univariate asymmetric version of it, see Paolella (2007,
Ch. 9).
The MALap allows for flexible modeling of power and exponential factors of the tail of the
distribution. Importantly, if (Yt | Φt−1) ∼ MGHyp(µ,γ,Ht, λt, χt, ψt), then the distribution
of the portfolio return Pt = w
′Yt, with a vector of portfolio weights w ∈ RK \ 0, is given by
(Pt | Φt−1) ∼ GHyp(w′µ,w′γ,w′Htw, λt, χt, ψt). The limiting behavior of the GHyp density
(see Barndorff-Nielsen 1997; Prause 1999, eq. 1.19), when x→ ±∞, is
fPt
(
x;µw, γw, σ
2
t,w, λt, χt, ψt
) ∝ |x|λt−1 exp(−√ψt + γw/σ2t,w
σ2t,w
|x|+ γw
σ2t,w
x
)
, (3.24)
where µw = w
′µ, γw = w′γ, and σ2t,w = w
′Htw. It is a product of the power-tail component
|x|λt−1 and the exponential. The latter is described by the following three parameters: (i) the
dispersion matrix, Ht (with GARCH effects and the correlation matrix Γ); (ii) the asymmetry
vector γ; and (iii) the GIG distribution parameter, ψt (ψt = 2 in the MALap case). The power-
tail factor is described by only one parameter, λt, which is estimated, so that the tail thickness
of the data can be captured by the model. In the conditional setup as given in Section 4.2
above, the exponential-tail dynamics are well-described by the GARCH structure in Ht and,
in the case of the MALap distribution, the hybrid GARCH-SV parametrization given in (4.4)
also allows for possible power-tail dynamics.
3.4.2 Multivariate Normal Inverse Gaussian Distribution
The MNIG distribution arises from the MGHyp for λ = −1/2, with density
fYt (y;µ,Ht,γ, χ, ψ) = Ctd
−(K+1)/2
t K(K+1)/2(dt) exp
{
(y − µ)′H−1t γ
}
, (3.25)
for dt =
√(
χ+ (y − µ)′H−1t (y − µ)
) (
ψ + γ′H−1t γ
)
and the normalizing constant
Ct =
(χ/ψ)
1/4 (
ψ + γ′H−1t γ
)(K+1)/2
(2pi)
K/2 |Ht|1/2K1/2
(√
χψ
) .
This distribution has been used in the iid case (McNeil et al., 2005) and also for building a mul-
tivariate predictive distribution via univariate NIG-GARCH components (Broda and Paolella,
2009). In our model, for identification purposes (see Remark 4.2.(v)) we additionally fix ψ = 1.
In our forecasting study below, we show that, while use of the MNIG is far better than use of
the normal, the model using the MALap distribution and the hybrid dynamics results in better
performance.
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3.4.3 Multivariate t-Distribution
The MAt is a limiting case of the MGHyp, with λ = −1/2v, χ = v and ψ = 0, for some v > 0.
Evaluating the limit of (3.14) as ψ → 0 gives the density
fYt (y;µ,Ht,γ, v) = Ct
K(v+K)/2
(√
(v +mt)γ′H−1t γ exp
(
(y − µ)′H−1t γ
))
(√
(v +mt)γ′H−1t γ
)−(v+K)/2
(1 +mt/v)
(v+K)/2
, (3.26)
where mt = (y − µ)′H−1t (y − µ), and normalizing constant
Ct =
21−(v+K)/2
Γ (v/2) (piv)
K/2 |Ht|1/2
.
This density reduces to the standard multivariate t with v/2 degrees of freedom, as γ → 0.
McNeil et al. (2005, Ch. 3) mention this distribution as having potential applications in
finance, while Aas and Haff (2006b) work with the univariate version of (3.26), and show that
it is the only subclass of the GHyp family that has the property of different asymptotic left
and right tail behavior. The heavier tail has a power decay and the lighter tail is a product
of a power and an exponential function. Aas and Haff (2006b) show that, in the univariate
case and under an iid assumption, it leads to superior data fit than some other competitors,
including the NIG distribution. Jondeau (2012) modifies this distribution and uses it to show
the importance of asymmetry in the tail dependence of equity portfolios.
3.5 Option Pricing
We present a feasible technique which allows for multivariate option pricing in the framework of
our model. Since the work of Duan (1995), GARCH models have become increasingly popular in
option pricing. More recent literature includes Heston and Nandi (2000), who derive a nearly
closed-form pricing formula under normal return innovations and the valuation assumption
from Duan (1995); Christoffersen et al. (2006), who propose a model with inverse Gaussian
innovations which allows for conditional skewness; Barone-Adesi et al. (2008), who use filtered
historical simulation; Christoffersen et al. (2010), who develop a theoretical framework for
option valuation under very general assumptions which allow for conditional heteroskedasticity
and non-normality; and Rombouts and Stentoft (2011), who consider multivariate option pricing
in a model with a finite-mixture-of-normal. Our model is also multivariate and, as it allows for
all the primary stylized facts of asset returns, it is expected to be a good candidate for option
pricing, given a feasible calibration algorithm.
The proposed algorithm combines the equivalent martingale measure (EMM) technique
in the presence of a GARCH structure as in Christoffersen et al. (2010), with an iterative
estimation of the model dynamics. Like in Barone-Adesi et al. (2008), it does not focus on
the analytical form of the change of measure. Barone-Adesi et al. (2008) utilize a Monte
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Carlo simulation based on QML estimates of model parameters under the historical measure
and calibrate the EMM on the option prices. In contrast to their nonparametric method,
our algorithm estimates the model parameters via maximizing the complete data likelihood
function under the historical measure P , it changes the measure as if Gt were observed, and it
iteratively replaces the missing information about Gt with conditional expectation, under the
new measure, of Gt given Yt. Crucially for the COMFORT model, the proposed algorithm
does not suffer from the curse of dimensionality, and so, it is applicable in a multivariate setup
with a large number of underlying assets.
Denote by Xt = (Xt,1, Xt,2, . . . , Xt,K)
′
a vector of prices of assets k = 1, 2, . . . ,K at time
t. The price of an option contract at time t with maturity T and terminal payoff function
%ϑ (XT ), ϑ being the set of relevant parameters such as the strike price, can be computed as
the following discounted expectation,
Ct (T, %ϑ) = exp (− (T − t) r)EP
[
%ϑ (XT )
dQ∗
dP
| Φt
]
, (3.27)
where dQ
∗
dP
| Φt is the change of measure such that the discounted stock price process underQ∗ is
a martingale with respect to the Φt filtration. This filtration is defined in Section 4.2 and it is as-
sociated with the incomplete conditional density function fYt . For the purpose of option pricing,
we define a complete information filtration,1 associated with the complete information density
fYt,Gt , by Ft = σ ({G1,Y1, G2,Y2, . . . , Gt,Yt}); and a second filtration, which includes infor-
mation about the realization of Gt+1, F
+G
t = σ ({G1,Y1, G2,Y2, . . . , Gt,Yt, Gt+1}). Hence,
Φt ⊆ Ft ⊆ F+Gt and, more generally, for any t, the following chain property for the latter two
filtrations holds,
F1 ⊆ F+G1 ⊆ F2 ⊆ F+G2 ⊆ . . . ⊆ Ft ⊆ F+Gt . (3.28)
The mixture property of the MGHyp distribution implies that Yt | F+Gt−1 ∼ N (µ+ γGt, GtHt),
hence the standard theory for option pricing under normality applies. In particular, following
Christoffersen et al. (2010), and Rombouts and Stentoft (2011), if we impose the exponential
affine form on the Radon-Nikodym derivative, with respect to F+Gt , then, under the correspond-
ing measure Q+G, as detailed in Appendix 3.8.2, the dynamics of the returns remain Gaussian
although with a shift in the mean.
Next, we define a change of measure, under Ft, by
dQ
dP
| Ft = EP
[(
dQ+G
dP
| F+Gt
)
| Ft
]
. (3.29)
This transformation defines a Radon-Nikodym derivative under Ft and the resulting measure
Q is an EMM, under Ft. Note that, from (3.38) the information contained in Ft is sufficient
1Note an important difference that the complete information filtration does not imply directly that the
market is complete. The discreteness of time in the model, the fact that asset prices can “jump” to infinitely
many values from day to the next, the presence of time varying volatilities and only a finite number of instruments
(options, underlying asset prices, risk-free bond) that are available in the market induce incompleteness.
24
3.6 Empirical Application
to construct dQ
+G
dP | F+Gt . Therefore, the change of measure (3.29) is available explicitly and
equal to (3.38). Under the measure Q
Yt | F+Gt−1
Q∼ N
(
(µ− r) + γGt + 1
2
diag
(
S2t
)
Gt, GtHt
)
, (3.30)
where r = (r, . . . , r)
′
is a K × 1 vector of the risk free interest rates r.
Under no arbitrage conditions, the derivatives which are a function of the underling stock
price process can be priced as the expected value, under EMM, of their future cash flows
discounted using the risk free interest rate, as given in (3.27). So far we have derived the
necessary tools for pricing the option under the condition that the realizations of theGt sequence
are observed. In particular, note that F+Gt−1 * Φt and Ft−1 * Φt, so a more general chain
relation, than (3.28), does not hold, and one cannot rely on a simple two step procedure to
obtain the EMM under Φt.
The algorithm in Appendix 3.8.3 mitigates this problem. Instead of analytically deriving the
change of measure, it estimates the parameters of the model under the EMM Q∗. This method
implicitly defines the change of measure, and it is feasible even in case of a large number of
assets. Moreover, it is expected to reduce the estimation error (even if there would be a feasible
and consistent two step approach) because it directly focuses on the Q∗ measure parameters
instead of doing this in two steps (first ML under historical measure P , and then calibration of
the measure change).
Having obtained, the parameter estimates under the risk neutral measure Q∗ the conditional
distribution of the returns is given by
Yt | Φt−1 Q
∗
∼ MGHyp
(
µQ
∗
,γQ
∗
,HQ
∗
t ,θ
Q∗
D
)
, (3.31)
where HQ
∗
t = S
Q∗
t Γ
Q∗SQ
∗
t is the dispersion matrix under Q
∗, with the scale term dynamics, in
a diagonal matrix SQ
∗
t , with the θP parameters under Q
∗.
Given the distribution of the returns under the risk neutral measure, one can price various
options by using (3.27), and Monte Carlo simulation.
3.6 Empirical Application
To demonstrate the applicability and competitiveness of the model, we use the data set con-
sisting of the 2, 767 daily returns of K = 30 components of the Dow Jones Industrial Index
(DJ-30) from January 2nd, 2001, to December 30th, 2011 (based on the DJ-30 composition as of
June 8th, 2009). Returns for each asset are computed as continuously compounded percentage
returns, given by yk,t = 100 log (pk,t/pk,t−1), where pk,t is the price of asset k at time t.
We first compare the in-sample fit of the usual, multivariate normal CCC (MN-CCC) model
to the new MALap-CCC model, and show that the latter provides a much better fit to the tails
of the return distribution. Next, we discuss the impact of the common market factor on the
conditional volatilities. We conclude with the implications of the hybrid GARCH-SV extensions
of our model.
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We then compare the forecasting performance across different models. Summarizing the re-
sults, the MAt-CCC models and MALap-CCC hybrid GARCH(1, 1)-SV model deliver the best
density predictions among all considered models. In particular, we find (i) a large improve-
ment moving from the normal (even with dynamic correlations) to any of the distributions
discussed in Section (3.4); and (ii) that the introduction of the dynamics in the Gt parame-
ters (hybrid GARCH-SV model) further improves the forecasting performance. Both of these
improvements are statistically significant. The overall best performing model is MALap-CCC
hybrid GARCH(1, 1)-SV.
3.6.1 In-Sample Performance
We estimate the MN-CCC and the MALap-CCC models for the whole data sample and com-
pare the in-sample fit by inspecting the Q-Q-plots (the sample quantiles of the standardized
residuals versus the theoretical quantiles from a normal distribution) of the resulting estimated
standardized residuals given by
Ĥ
−1/2
t
(
Yt − µ̂
)
and Ĝ
−1/2
t Ĥ
−1/2
t
(
Yt − µ̂− γ̂Ĝt
)
, (3.32)
respectively; where Ĝt are the imputed values of Gt returned from the ECME algorithm, Ĥt
are fitted conditional dispersion matrices, and other hatted entries denote parameter estimates.
Observe that both sets of residuals in (3.32), in particular the latter, are assumed to be Gaussian
under each of the assumed models. In Figures 3.1 and 3.2 we provide the Q-Q plots of the
residuals of three (Gaussian, MALap, and MAt based) competitive models, for JPMorgan
Chase & Co, Bank of America, American Express, and Microsoft Corp, based on the entire
sample of T = 2, 767 observations. From Figure 3.1, it is apparent that the MALap-CCC
Hybrid GARCH(1, 1)-SV model provides a markedly better (albeit not perfect) fit for the tail
probabilities than the MN-CCC GARCH(1, 1) model. In Figure 3.2 we compare the fit of the
MALap-CCC Hybrid GARCH(1, 1)-SV model and the MAt-CCC GARCH(1, 1) model. The
latter model in the univariate case, usually called t-GARCH, is well known for providing an
excellent model fit. Here, from Figure 3.2, we see that the results are comparable to those of
the MALap-CCC Hybrid GARCH(1, 1)-SV model, though for very extreme events, the MAt
performs slightly better.
Now consider the filtered Gt sequence. Figure 3.3 illustrates its impact on one of the assets,
Merck & Co. The top panel gives the returns, while the second panel shows the filtered Ĝt
values from the ECME algorithm computed from (4.21). In the third panel, the scale-term,
sk,t, for the same asset, implied by the estimates of the GARCH(1, 1) dynamics from (4.8),
are plotted over time. The panel in the last row combines the above factors and plots the Yk;t
volatilities, as defined in (3.12) and based on the parameter estimates. A very negative spike
in the second quarter of the data is synchronic with a large spike in the Ĝt sequence in the
second panel, which corresponds to the spike in the volatility in the last panel (especially when
compared with the scale-term dynamics from the third panel). This illustrates the role of the
common market factor as a stochastic latent filter. Interestingly, in the periods of high volatility
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Figure 3.1: Tails of the quantile plots of the conditional distribution of innovations based on the 2, 767
observations. Rows: From top to bottom JPMorgan Chase & Co. (JPM); Bank of America (BAC); Ameri-
can Express (AXP); Microsoft Corp. (MSFT). First column: The left tail of the MN-CCC GARCH(1, 1)
model. Second column: The left tail of the MALap-CCC Hybrid GARCH(1, 1)-SV model. Third
column: The right tail of the MN-CCC GARCH(1, 1) model. Fourth column: The right tail of the
MALap-CCC Hybrid GARCH(1, 1)-SV model.
(e.g., around the crisis of 2008) there are no strong market shocks. Although volatilities are
very high, their magnitude is adequately accounted for by the GARCH(1, 1) dynamics, and the
Gt factor is instead responsible for sharper volatility moves.
The effect of Gt across assets is not equal. From (4.16), each asset volatility is a sum of two
terms. The first term is a product of the scale-term, sk,t, and the conditional expected value of
the common market factor, so the impact of the Gt term on each asset volatility depends on the
level of the corresponding scale-term. The second term is a product of the conditional variance
of Gt and the square of the asymmetry coefficient in the vector γ. Hence, the impact of Gt on
volatilities differs across assets. Figure 3.4 illustrates this fact. It is a multivariate analogue of
Figure 3.3 and explains the contribution of the Gt factor in the conditional volatilities from the
MALap-CCC hybrid GARCH(1, 1)-SV model. Clearly, the Gt spikes have different impacts on
volatilities of different assets.
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Figure 3.2: Tails of the quantile plots of the conditional distribution of innovations based on the 2, 767
observations, with rows analogous to Figure 3.1. First column: The left tail of the MALap-CCC Hybrid
GARCH(1, 1)-SV model. Second column: The left tail of the MAt-CCC GARCH(1, 1) model. Third
column: The right tail of the MALap-CCC Hybrid GARCH(1, 1)-SV model. Fourth column: The right
tail of the MAt-CCC GARCH(1, 1) model.
We now discuss the consequences of the hybrid GARCH(1, 1)-SV extension. The sequence
of unobserved mixing random variables Gt implies the non-normality of the model and, in
general, cannot be predicted. The role of the SV extension is to filter, through the dynamics
in (4.4), a possible persistence in Gt. We model only the dynamics in the parameters of Gt,
and not the dynamics of Gt itself. The consequence of this is that we need to distinguish
between E [Gt | Φt−1] and E [Gt | Φt]. The former are either constant over time (when Gt are
iid) or, with Gt | Φt−1 having time-varying parameters. The latter, E [Gt | Φt], are filtered
from the E-step update of the ECME algorithm. They condition on the observed data up to
and including time t and, obviously, cannot be used for prediction, but instead they serve as a
natural benchmark to judge the in-sample-fit of E [Gt | Φt−1].
In the first two panels of Figure 3.5, we compare E [Gt | Φt] and E [Gt | Φt−1] based on
the MALap-CCC models. The case with iid Gt is given in the first panel. In the iid case,
E [Gt | Φt−1] = E [Gt], and we see that they result in a relatively poor fit. The second panel is
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Figure 3.3: The impact of the common market factor on one of the assets (Merck & Co). First row:
Returns Yk,t of Merck & Co. Second row: Values of the filtered common market factor Ĝt from the
ECME algorithm. Third row: The scale-term, sk,t, for the same asset, implied by the estimates of the
GARCH(1, 1) model. Fourth row: The conditional volatility of Yk,t, computed as the square root of the
kth element on the diagonal of matrix (4.16) and based on the parameter estimates.
for the hybrid extension of the model, where the dynamics of the E [Gt | Φt−1] are described
by (4.4). The latter model clearly results in better fit of the common market factor. The
E [Gt | Φt−1] estimates match the filtered values and even the largest spikes (which could be
interpreted as describing highly unexpected news) are well-accommodated.
The last two panels in Figure 3.5 compare the resulting conditional volatilities from the two
models. Again, the conditional volatilities from the hybrid extension (computed from (4.16)
with use of E [Gt | Φt−1]) lie much closer to the filtered values (computed from (4.16) with use
of E [Gt | Φt]).
What is common to all assets is that the Gt factor explains a large fraction of the volatility.
Based on the whole sample estimates, Figure 3.6 displays the correlations between E [Gt | Φt−1]
and the conditional volatilities of the assets filtered from the ECME algorithm. Remarkably, for
26 out of 30 assets, the univariate common market factor accounts, on average, for more than
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Figure 3.4: The impact of the common market factor on all of the assets. First row: All 30 return
series. Second row: Values of the filtered common market factor Ĝt from the ECME algorithm. Third
row: The scale-term, sk,t, for k = 1, . . . ,K, implied by the estimates of the GARCH(1, 1) models. Fourth
row: The conditional volatilities of Yt, computed as the square root of the elements on the diagonal of
matrix (4.16) and based on the parameter estimates.
40% of the conditional volatility dynamics, and the lowest 4 are (for JPM, MCD, MSFT, and
WMT) around 10% to 20%. This is a consequence of separating the GARCH dynamics from the
volatility shock dynamics. The former are responsible for modeling the volatility persistence.
The latter are modeled by the SV dynamics of the common market factor, and capture the
sharp changes in the volatility.
Figure 3.7 displays the higher-order dynamics implied by the MALap-CCC hybrid GARCH(1, 1)-
SV model and computed as in Scott et al. (2011). The first panel plots the conditional skewness.
Depending on the sign of the γk for k = 1, 2, . . . , 30, the corresponding asset exhibits either
a positive or a negative skewness and its dynamics are driven by the dynamics of the Gt pa-
rameters (the correlation between E [Gt | Φt−1] and the conditional skewness is ±0.87). The
second panel displays the conditional kurtosis. It is common for all the assets because, as op-
posed to the conditional skewness, there is no vector which would differentiate the impact of
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Figure 3.5: The consequences of the hybrid GARCH(1, 1)-SV extension. First row: The filtered
Ĝt values from the ECME algorithm (i.e., E [Gt | Φt]) and the estimates obtained from the MALap-CCC
GARCH(1,1) model. Second row: The filtered Ĝt values from the ECME algorithm (i.e., E [Gt | Φt]) and
the estimates obtained from the MALap-CCC hybrid GARCH(1,1)-SV model. Third row: Conditional
volatilities filtered from the ECME algorithm (volt|t) and the estimates obtained from the MALap-CCC
GARCH(1,1) model (volt|t−1). Fourth row: Conditional volatilities filtered from the ECME algorithm
(volt|t) and the estimates obtained from the MALap-CCC hybrid GARCH(1,1)-SV model (volt|t−1).
E [Gt | Φt−1]. From this panel and the second panel in Figure 3.5, one can note that the kurtosis
and E [Gt | Φt−1] are inversely related, i.e., the lower the value of E [Gt | Φt−1], the higher the
value of the kurtosis. In fact, the correlation between E [Gt | Φt−1] and the conditional kurtosis
is equal to −0.81.
3.6.2 Density Forecasting Performance Comparison
Now turning to out-of-sample forecasting performance, this section compares a number of spe-
cial cases of model (4.1) with the CCC model of Bollerslev (1990), the DCC model of Engle
(2002), the cDCC model of Aielli (2011), and the VC model of Tse and Tsui (2002), all denoted
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Figure 3.6: Correlation between E [Gt | Φt−1] = λt and conditional volatility, volt|t, of each of the
assets filtered from the ECME algorithm (MALap-CCC hybrid GARCH(1, 1)-SV model).
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Figure 3.7: Dynamics of higher conditional moments of the returns implied by the MALap-CCC
GARCH(1, 1)-SV model, computed as in Scott et al. (2011). Upper panel: Conditional skewness. Bot-
tom panel: Conditional kurtosis.
with a prefix MN-, for multivariate normal distribution of the innovations. For each model,
both GARCH(1, 1) and GJR-GARCH(1, 1) univariate dynamics are employed.
Our interest centers on the quality of one-step ahead predictions of the return vector density.
For this purpose, we estimate all the models using a rolling window of 1, 000 observations, and,
similar to Paolella (2013), we use the normalized sum of the realized predictive log-likelihood
values, which, for given model M, is
ST (M) =
1
T
T∑
t=1
pit (M), where pit (M) = log f
M
t+1|t (Yt+1 | θ). (3.33)
In case of the hybrid GARCH-SV models we use, a first order approximation to pit, and re-
place random parameters of Gt+1 with the values implied by the conditional expectations
E [Gt+1 | Φt].
The results are given in Table 4.1. The hybrid MALap-CCC GARCH(1, 1)-SV model per-
forms best. It is closely followed by the MNIG-CCC GARCH(1, 1)-SV model. Next in the
ranking is the MAt model, followed by the MNIG and MALap models (without hybrid dynam-
ics). The Gaussian-based models perform the worst. Interestingly, even the MALap-IID model,
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M ST (M)
MALap-CCC GARCH(1, 1)-SV −46.064
NIG-CCC GARCH(1, 1)-SV −46.064
MAt-CCC GARCH(1, 1) −46.097
NIG-CCC GARCH(1, 1) −46.133
MALap-CCC GARCH(1, 1) −46.161
MALap-CCC GJR-GARCH(1, 1)-SV −46.300
MAt-CCC GJR-GARCH(1, 1) −46.301
NIG-CCC GJR-GARCH(1, 1)-SV −46.336
MALap-CCC GJR-GARCH(1, 1) −46.378
NIG-CCC GJR-GARCH(1, 1) −46.399
MALap-IID −47.067
Normal-cDCC GARCH(1, 1) −47.859
Normal-DCC GARCH(1, 1) −47.863
Normal-VC GARCH(1, 1) −47.885
Normal-cDCC GJR-GARCH(1, 1) −47.892
Normal-DCC GJR-GARCH(1, 1) −47.895
Normal-VC GJR-GARCH(1, 1) −47.914
Normal-CCC GARCH(1, 1) −47.951
Normal-CCC GJR-GARCH(1, 1) −47.973
Table 3.1: Performance of the one-step ahead predictions of the return vector density for different
models, M, and measured by ST (M), in (4.35). First panel: Hybrid GARCH-SV and GARCH-type
models proposed in this paper. Second panel: MALap model under iid assumption. Third panel:
Gaussian-based models.
without any GARCH dynamics, performs better than all Gaussian-based models, in particular,
even with GARCH.
Regarding the GJR-GARCH(1, 1) dynamics, according to the results in Table 4.1, its use
does not lead to better forecasting performance in any of the models. Figure 3.8 plots two tail
quantiles, the means, and the medians of the estimates of the ηk, k = 1 . . . , 30, from (4.9),
across the moving window of 1, 000 observations, for the MN-CCC GJR-GARCH model and
the MALap-CCC GJR-GARCH(1, 1) model. The latter model exhibits smoother ηk estimates,
and it is clearer that, in periods of high volatility such as the crisis in 2008, there was a large
increase in the asymmetry effect. It thus appears that the use of GJR dynamics is enhanced,
in terms of clarity and effect, when using a distribution which accounts for skewness and heavy
tails.
In order to further investigate this, we check the forecasting performance of our models
with the GJR-GARCH(1, 1) dynamics for the data windows when the ηk parameters are all
larger than a small threshold (we use η̂k > 0.01 for k = 1, . . . , 30). It turns out that, for those
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windows, and for all the distributions considered (MN, MALap, MNIG, and t), the models
with GJR-GARCH(1, 1) significantly outperform their plain GARCH counterparts, but the
improvement is much smaller than the gains obtained from relaxing the normality assumption,
and from the gains associated with the hybrid GARCH-SV dynamics. In other words, the
asymmetry in the volatility, captured by GJR-GARCH(1, 1), improves the forecasting only if
it is sufficiently strongly supported by the data, and then, the improvement is small, relative
to the improvements obtained by use of non-normality and the SV extension.
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Figure 3.8: Two tail quantiles, mean, and median of ηk, k = 1 . . . , 30 parameters from GJR-
GARCH(1, 1) dynamics across the moving estimation window of 1, 000 observations. Upper panel: The
MN-CCC GJR-GARCH(1, 1) model. Bottom panel: The MALap-CCC GJR-GARCH(1, 1) model.
The most pronounced improvement in forecasting performance is obtained when moving
from the Gaussian-based models to any of the new models. The gap in forecasting performance
between the new models (first panel in Table 4.1) and the Gaussian-based models (third panel
in Table 4.1) is much larger than the gap between any models in a given panel.
In order to statistically test the forecasting results from Table 4.1, we use the test for
unconditional predictive ability of Diebold and Mariano (2002) (see also Giacomini and White,
2006). We use a one sided test (M1  M2) and compare each model, M1, in Table 4.1, with
models M2 which resulted in a worse-than-model-M1 forecast. Tables of the test results are
given in Paolella and Polak (2013b).
Summarizing, the first three models from Table 4.1 are very competitive and, according
to the test results, there is no significant difference in forecasting performance between them.
The first significant improvement (at the 5% level) occurs when moving from the MALap-
CCC GARCH(1, 1)-SV model to the MNIG-CCC GARCH(1, 1) model. The MALap-CCC
GARCH(1, 1) and MNIG-CCC GARCH(1, 1) models perform significantly worse than the anal-
ogous hybrid models. In particular, the extension to hybrid dynamics places the MALap-CCC
GARCH(1, 1)-SV model on top. Importantly, the difference between any GARCH-type model
and a corresponding hybrid GARCH(1, 1)-SV extension is highly significant.
When moving from the Gaussian-based models to any of the new models, the t-statistic
ranges from 62 to 83. In comparison, moving from a very simple MN-CCC GARCH(1, 1)
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model to the very popular and best-performing among Gaussian-based models, the MN-DCC
GARCH(1, 1) model, results in a t-statistic of only 4.2. This illustrates that, even with a
reasonable law of motion for the conditional volatility, the use of Gaussian innovations in such
a conditional model is blatantly inferior to use of just an iid model but with a more suitable
distribution. (This is not the first occurrence of such a result: It was also found using an
iid model based on a two-component discrete mixture of normals, in conjunction with short
estimation windows and use of shrinkage estimation; see Paolella, 2013.) In turn, using the
superior distribution, in this case, the MALap, in conjunction with a GARCH structure, yields
further improvement in the forecasts. In particular, comparing the MALap-CCC GARCH(1,
1)-SV to the MALap-IID model results in a t-statistic of 33.
In order to further investigate the forecasting gains from the SV extension of our model for
each forecast, we use the percentage measure (defined for pit (M1)pit (M2) > 0)
Dt (M1,M2) = 100 (|pit (M1)| − |pit (M2)|) / |pit (M2)| . (3.34)
In Figure 3.9, we plot Dt for the MALap-CCC hybrid GARCH(1, 1)-SV and the MALap-
CCC GARCH(1, 1). We find that (i) on average, the SV extension results in only a minor
improvement in forecasting performance even when we consider only periods of large average
absolute returns; (ii) but when compared across time, forecasts during the period of the 2008
crisis display a systematic improvement from the SV extension.
3.6.3 Mean Forecasts
Lastly, we consider the forecast of the mean; this being, for example, of utmost importance in
a portfolio selection context; see, e.g., Chopra and Ziemba (1993). Figure 3.10 compares the
forecasts of the conditional means based on (i) the sample mean and median from a rolling
window of 1, 000 observations; (ii) the model-based mean from the MALap-CCC GARCH(1, 1)
model; and (iii) that from the MALap-CCC GARCH(1, 1)-SV extension. Around the 2008 crisis,
the sample mean estimates are strongly influenced by negative returns, and, in general, with
heavy-tailed data, the sample mean is not the optimal estimator. The sample median is more
robust and, as the thickness of the tail increases, it becomes a more efficient estimator. Indeed,
the MALap-CCC GARCH(1, 1) mean forecasts are more similar to the median estimates. This
exercise helps confirm that the model-based forecasts of the mean are accurate.
A potential drawback of the hybrid GARCH(1, 1)-SV model is that the dynamics in (4.4)
have an impact on mean dynamics. The forecasts based on the MALap-CCC GARCH(1, 1)-SV
model, given in the last panel of Figure 3.10, are more varying, because the conditional mean is a
function of the Gt | Φt−1 parameters as in (4.15). One could consider more general SV dynamics
incorporating the moving average component into (4.4). This would smooth the forecasts in the
last panel of Figure 3.10 and result in further improvement of the forecasting performance of
the hybrid GARCH(1, 1)-SV models. To investigate this, we modified the forecast conditional
density by scaling the estimate of γ with the factor {ĉ/ (1− ρ̂)} /E [Gt | Φt−1], where the hatted
values come from estimation. This has the effect of removing the impact of the spikes in
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Figure 3.9: The forecasting gains from the hybrid GARCH(1, 1)-SV extension. First row, column-
wise: Percentage gains Dt from (3.34) as a function of average absolute return. Using MALap-CCC
GJR-GARCH(1, 1) as M1 and MALap-CCC GARCH(1, 1) as M2. Same, but for large average absolute
returns. Histogram of percentage gains for large average absolute returns. Second row, column-wise:
Percentage gains Dt from (3.34) as a function of time. Same, but for crisis of 2008. Histogram of percentage
gains during the 2008 crisis.
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Figure 3.10: Conditional mean forecasts from a rolling window of 1, 000 observations. First row:
Sample mean. Second row: Sample median. Third row: The MALap-CCC GARCH(1, 1) model.
Fourth row: The MALap-CCC GARCH(1, 1)-SV model.
E [Gt | Φt−1] in the mean equation (4.15). This results in improved forecasting performance,
but it was not statistically significant at the 5% level.
3.7 Conclusions
We introduce a new class of models which combines GARCH-type dynamics with an SV struc-
ture (hybrid GARCH-SV class). The former captures the asset-specific volatility clustering
effects and the latter is responsible for common market shocks. The proposed model also allows
for a new type of dynamic in the dependency structure leading to additional dynamics in the
higher-order moments. Maximum likelihood estimation is numerically reliable and fast, and can
be used with a large number of assets. It yields consistent and asymptotically normal estimates
of the parameters. In- and out-of-sample exercises provide justification for use of the model
with real data. The model delivers a non-Gaussian predictive distribution with a tractable sum
of margins, and hence can be straightforwardly applied to portfolio optimization.
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The model also lends itself to multivariate option pricing by combining the equivalent mar-
tingale measure technique in the presence of a GARCH structure with an iterative estimation of
the model dynamics. Future work will pursue the theoretical properties, convergence analysis,
and empirical performance of the proposed option pricing algorithm.
In future research, one could entertain the use of the multivariate noncentral t distribution,
as used in Jondeau (2012). This also arises as a mixture similar to (4.1) but such that, in (4.1a),
the square root of Gt is used. As such, the noncentral t is not a special case of the MGHyp,
but is still such that its sums of marginals is noncentral t, and has the appealing property of
asymmetric tail dependence.
The dependency matrix Γ could be augmented by information in high-frequency data, pos-
sibly along the lines of Noureldin et al. (2012). Finally, the CCC structure could be modified
in the same vein as in the DCC model of Engle (2002), the VC model of Tse and Tsui (2002),
and the switching CCC model of Pelletier (2006). These models, particularly the latter, will
entail substantially more estimation time, but might yield improved density forecasts. These
ideas are currently being pursued.
3.8 Appendices
3.8.1 Link to the Taylor (1982) SV model
The univariate model proposed in Taylor (1982) is given by
Yt = exp (Qt/2)Zt, with Qt = c+ ρQt−1 + σηt−1, (3.35)
for Zt
iid∼ N (0, 1); ηt iid∼ N (0, 1); and Zt and ηt are independent. Define Qt by Gt = exp (Qt).
Then (4.1) can be rewritten as
Yt = µ+ γ exp (Qt) + H
1/2
t exp (Qt/2) Zt. (3.36)
Switching from (Gt | Φt−1) dynamics in (4.4) to (Qt | Φt−1) dynamics and dropping the con-
ditional expectations, we get
(Qrt | Φt−1) = cr + ρr
(
Qrt−1 | Φt−2
)
+ ζ˜r,t, (3.37)
where ζ˜r,t = (Q
r
t | Φt) − (Qrt | Φt−1) . Setting µ = 0, γ = 0, r = 1 and Ht = 1 in (3.36) (for
K = 1) results in (3.36) reducing to (3.35), with ηt−1 replaced by ζ˜1,t and (Qt | Φt−1) instead
of Qt.
Our model differs from the SV model in three additional aspects. Firstly, we replace the past
shock ηt−1 by the current shock ηt in (3.35). In the SV literature, one has to use a lag shock
(together with Corr (Zt, ηt) < 0) to obtain the key feature of SV models, the asymmetric return-
volatility relation, often called a statistical leverage effect. In our setup, we can incorporate the
asymmetry or the leverage effect through the scale-term dynamics.
Note that, if we were to use ζr,t−1 instead of ζr,t in our model, then there would be a one-
period shift between the filtered Ĝt values, and the moments of Gt conditional on Φt−1. Use of
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ζr,t avoids this and allows for shocks to the volatility to have an immediate impact on returns,
a feature which is absent in discrete time SV models.
The second difference is: we work with Gt | Φt−1 instead of logGt | Φt−1 because the former
has tractable moment expressions, and we can still guarantee positive values of E [Gt | Φt−1]
by imposing the constraints cr > 0 and ρr ≥ 0.
Thirdly, the dynamics in our model are written in terms of E [Gt | Φt−1] because Gt is a
latent process. Here, we are able to filter them out through our ECME algorithm without an
additional computational burden. More importantly, keeping the dynamics of Gt only in terms
of conditional expectations allows us to maintain, without any extra conditions, the monotonic
increase of the incomplete-data likelihood which is a key property of the ECME algorithm.
3.8.2 Derivation of the Q+G-Dynamics for Option Pricing
Following Christoffersen et al. (2010) and a multivariate extension given in Rombouts and
Stentoft (2011), we impose the exponential affine form on the Radon-Nikodym derivative, with
respect to F+Gt . Hence, by the law of iterative expectation, we get
Lemma 3.8.1. For any K-dimensional sequence vs,
dQ+G
dP
| F+Gt = exp
(
−
t∑
s=1
(
v′sεs +
1
2
v′sHsvsGs
))
(3.38)
is a Radon-Nikodym derivative with respect to F+Gt .
Proof. We need to show that dQ
+G
dP
| F+Gt > 0 and EP0
[
dQ+G
dP
| F+Gt
]
= 1. Non-negativity is
an immediate consequence of the exponential form. For the second condition we use the law of
iterated expectations, with respect to F+Gt , to obtain
EP0
[
dQ+G
dP
| F+Gt
]
= EP0
[
exp
(
−
t∑
s=1
(
v′sεs +
1
2
v′sHsvsGs
))]
= EP0
[
EP1 , . . . ,EPt−1 exp
(
t∑
s=1
(−v′sεs)−
t∑
s=1
1
2
v′sHsvsGs
)]
= EP0
[
EP1 , . . . ,EPt−2 exp
(
t−1∑
s=1
(−v′sεs)−
t∑
s=1
1
2
v′sHsvsGs
)
EPt−1 exp (−v′tεt)
]
= EP0
[
EP1 , . . . ,EPt−2 exp
(
t−1∑
s=1
(−v′sεs)−
t∑
s=1
1
2
v′sHsvsGs
)
EPt−1 exp
(
1
2
v′tHtvtGt
)]
= EP0
[
EP1 , . . . ,EPt−2 exp
(
t−1∑
s=1
(−v′sεs)−
t−1∑
s=1
1
2
v′sHsvsGs
)]
,
where the second last equality follows from the normality of εt conditional on F
+G
t−1. Iterating
on this yields the required result.
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Having a valid candidate for the change of measure, we proceed to find conditions for the
sequence vs under which the proposed Radon-Nikodym derivative defines an EMM under F
+G
t .
Denote by r = (r, r, . . . , r)
′
a K vector of risk free interest rates, then
Proposition 3.8.1. The probability measure Q+G defined by the Radon-Nikodym derivative in
(3.38) is an EMM under F+Gt if and only if
vt = H
−1
t
(
(µ− r)G−1t + γ +
1
2
diag
(
S2t
))
.
Proof. We need to show that, for all k = 1, 2, . . . ,K, EQ+G
[
Xt,k
Xt−1,k
| F+Gt−1
]
= exp (r), where r
is the risk free interest rate, and Xt,k is the price of stock k at time t. We have
EQ
+G
[
Xt,k
Xt−1,k
exp (−r) | F+Gt−1
]
=
= EP
 dQ+GdP | F+Gt
dQ+G
dP
| Ft
 dQ+GdP | Ft
dQ+G
dP
| F+Gt−1
 Xt,k
Xt−1,k
exp (−r) | F+Gt−1

= EP
 dQ+GdP | F+Gt
dQ+G
dP
| F+Gt−1
 Xt,k
Xt−1,k
exp (−r) | F+Gt−1

= EP
[
exp
(
−v′tεt −
1
2
v′tHtvtGt
)
exp (µk + γkGt + εt,k) exp (−r) | F+Gt−1
]
= EP
[
exp
(
−1
2
v′tHtvtGt + µk + γkGt − r − v′tεt + e′kεt
)
| F+Gt−1
]
= exp
(
−1
2
v′tHtvtGt + µk + γkGt − r +
1
2
(vt − ek)′Ht (vt − ek)Gt
)
.
= exp
(
−e′kHtvtGt +
1
2
e′kHtekGt + µk + γkGt − r
)
,
where ek = (0, . . . , 0, 1, 0, . . . , 0)
′
a vector of zeros with one at position k. Thus, if we ensure
that
−e′kHtvtGt +
1
2
e′kHtekGt + µk + γkGt − r = 0
for all k = 1, 2, . . . ,K, by choosing the vector series vt, then the probability measure Q
+G is
an EMM since it makes discounted asset prices martingales. Solving it for vt, in vector form
we obtain
vt = H
−1
t
(
(µ+ γGt − r)G−1t +
1
2
diag
(
S2t
))
.
Thus, if we would know the realizations of Gs for s = 1, 2, . . . , t, then it is possible to
solve explicitly for the respective vs, and Proposition 3.8.1 guarantees that the corresponding
measure is an EMM under F+Gt .
Use of the F+Gt filtration implies that, although we are working within an incomplete market
framework, there is only one source of randomness. Therefore, constraining the Radon-Nikodym
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derivative to be of the exponential affine form, as in (3.38), allows us to derive a unique measure
under which the discounted asset prices are Q+G-martingales. Moreover, because Yt | Gt is
Gaussian, we can characterize the change of measure and the Q+G-dynamics corresponding to
model (4.1) explicitly. Denote by Ψt (u) the logarithm of the conditional moment generating
function of εt given F
+G
t−1, i.e.,
Ψt (u) =
1
2
u′HtuGt. (3.39)
In order to obtain the Q+G-dynamics of our model, we derive the analogue of Ψt under Q.
Corollary 3.8.1. The logarithm of the conditional (on F+Gt−1) moment generating function of
εt under Q
+G is given by
ΨQ
+G
t (u) = logEQ
+G [
exp (−u′εt) | F+Gt−1
]
= Ψt (vt + u)−Ψt (vt) . (3.40)
Proof. By change of measure and rearranging we get
EQ
+G [
exp (−u′εt) | F+Gt−1
]
= EP
 dQ+GdP | F+Gt
dQ+G
dP
| F+Gt−1
 exp (−u′εt) | F+Gt−1

= EP
[
exp (−v′tεt −Ψt (vt)) exp (−u′εt) | F+Gt−1
]
= EP
[
exp
(− (vt + u)′ εt −Ψt (vt)) | F+Gt−1]
= exp (Ψt (vt + u)−Ψt (vt)) .
Taking log of both sides completes the proof.
Substituting (3.39) into (3.40), we get
ΨQ
+G
t (u) = u
′HtvtGt +
1
2
u′HtuGt.
Now, using the expression for vt given in Proposition 3.8.1,
ΨQ
+G
t (u) = u
′ (µ− r) + u′γGt + 1
2
u′diag
(
S2t
)
Gt +
1
2
u′HtuGt. (3.41)
So, the Q+G-dynamics of the returns remain Gaussian with a shift in the mean, as in (3.30).
3.8.3 Iterative Change of Measure (ICM) Algorithm
If the returns follow the dynamics from the COMFORT model (4.1), then one can construct a
sequence of measures Q[`] by the following algorithm. It uses the historical measure P estimates
as the starting values, and iterates the following steps, for ` = 1, 2, . . .
E-step: Calculate EQ[`]
[
logLY,G | Y; θ̂
Q[`]
P , θ̂
Q[`]
D , θ̂
Q[`]
C
]
. Computationally, this step is the same
as under historical measure P ; the difference is only in the distribution parameters.
CM1-step: Update θP , θC , i.e., Gaussian parameters under measure P , with the unobserved
realizations of Gt’s replaced by their filtered values, under Q
[`], from the E-step above.
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(P) Update θP by computing
arg max
θP
logLMV
Y|GQ[`] (θP ) , (3.42)
where LMV
Y|GQ[`] (θP ) is a Gaussian likelihood with zero correlation, so we can esti-
mate the parameters of each asset, (µk, γk, ωk, αk, βk), separately by maximizing the
corresponding likelihood function.
(C) Update θC by computing the usual empirical correlation estimator (the MLE under
normality) of the de-volatilized residuals
(
ĜQ
[`]
t
)−1/2
S−1t ε̂t, where ε̂t = Yt − µ̂ −
γ̂ĜQ
[`]
t , µ̂ and γ̂ are obtained in part (P) directly above, and Ĝ
Q[`]
t is obtained in
the E-step.
EMM-step Given the CM1-step estimates of θP , θC , and the filtered, under measure Q
[`]
values of Gt, change the measure as detailed in Appendix 3.8.2, and obtain the estimates
of θQ
[`+1]
P , θ
Q[`+1]
C .
CM2-step: Given the estimates of θQ
[`+1]
P , θ
Q[`+1]
C , obtain new estimates of θD, under Q
[`+1],
by maximizing the incomplete data log-likelihood function, i.e., compute
θ̂
Q[`+1]
D = arg max
θD
logLY
(
θD | θ̂
Q[`+1]
P , θ̂
Q[`+1]
C
)
, (3.43)
where
Yt | Φt−1 Q
[`+1]
∼ MGHyp
(
µ̂Q
[`+1]
, γ̂Q
[`+1]
,HQ
[`+1]
t ,θD
)
, (3.44)
and HQ
[`+1]
t = S
Q[`+1]
t Γ
Q[`+1]SQ
[`+1]
t is the dispersion matrix under Q
[`+1], with the scale
term dynamics, in a diagonal matrix SQ
[`+1]
t , with the θ̂
Q[`+1]
P parameters from the EMM
step above.
Iterate the above steps until∣∣∣∣logLY (θ̂Q[`+1]P , θ̂Q[`+1]C , θ̂Q[`+1]D )− logLY (θ̂Q[`]P , θ̂Q[`]C , θ̂Q[`]D )∣∣∣∣ ≤ ε,
for some fixed ε > 0.
3.8.4 Evaluation of the Bessel Function
Let G ∼ GIG (λ, χ, ψ), for χ > 0 and ψ > 0. Then it may be shown (see, e.g., Paolella, 2007,
Ch. 9) that
E [Gα] =
(
χ
ψ
)α/2 Kλ+α (√χψ)
Kλ
(√
χψ
) , α ∈ R, (3.45)
which involves a ratio of Bessel functions Kv (z) as given in (4.3). For large z (z > 700) and
v < 55, the Matlab function besselk.m returns 0 and hence the ratio is undefined.
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It is possible to compute the limit of the Bessel function ratio for some cases. Let Y |
(G = g) ∼ N (µ+ γg, gΣ). We are interested in the expectations of G±1 | (Y = y) which, for
ψ 6= 0 or γ 6= 0, are always positive and have their limits given by
lim
m→∞
(
m+ χ
ψ + γΣ−1γ′
)±1/2 Kλ−K/2±1(√(m+ χ) (ψ + γΣ−1γ′))
Kλ−K/2
(√
(m+ χ)
(
ψ + γΣ−1γ′
)) = 0,
where m = (y − µ)′Σ−1 (y − µ).
In our model, these ratios are responsible for proper weights, in the E-step and CM1-step of
the ECME algorithm. We thus require a highly accurate approximation of Bessel function ratios
for large v or z. This can be done by using the Watson (1922, p. 202) asymptotic expansion of
Kv (z) given by
Kv (z) =
√
pi
2z
exp (−z)E (v, z) , (3.46)
where
E (v, z) = 1 +
∞∑
k=1
∏k
l=1
(
4v2 − (2l − 1)2
)
k! (8z)
k
. (3.47)
Inspection of (3.46) reveals that, for a ratio of Bessel functions, a numerically problematic
exp (z) cancels out. In order to use (3.46), we have to truncate the series at some finite K
which causes, for z small (z < 10), some loss of accuracy (compared to the Matab function
besselk.m), but as z increases, the accuracy grows very rapidly because of z to the k power in
terms of the series (3.47).
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Sharpening Sharpe: Using Conditional Measures with
non-Gaussian DCC Models for Improved Portfolio
Performance
Pawe l Polaka ,b
aDepartment of Banking and Finance, University of Zurich, Switzerland
bSwiss Finance Institute
Abstract
It is now well-known that the dependency between assets is not constant over time. This has
resulted in several models which can incorporate different dependency dynamics. Among
them, the dynamic correlation models VC and DCC command the most attention in the
literature because of their applicability to a large number of assets, ease of estimation, and
improved model fit compared to a constant conditional correlation model. For multivariate
density forecasting, risk forecasting, and portfolio allocation, a severe drawback of these
models is the underlying assumption of Gaussianity for the innovation sequence. This
paper proposes a model in which the innovations are multivariate generalized hyperbolic, or
special cases thereof, such as variance-gamma, asymmetric Student’s t, and normal inverse
Gaussian. This paper is unique in that estimation of model parameters is conducted
by joint maximum likelihood of all the model parameters, using an EM algorithm, so
that it is still feasible for hundreds of assets, and more accurate than ad-hoc two-step
methods. Besides showing improved density forecasts and risk prediction, performance of
expected-shortfall-optimized portfolios is investigated. The new model class outperforms
the Gaussian based models in all regards.
Keywords:Expected Shortfall, Multivariate Generalized Hyperbolic Distribution; Non-Ellipticity;
Portfolio Optimization.
JEL Classification: C51; C53; G11; G17.
4.1 Introduction
The Constant Conditional Correlations (CCC) model of Bollerslev (1990), the Varying Corre-
lation (VC) model of Tse and Tsui (2002), and the Dynamic Conditional Correlation (DCC)
model of Engle (2002), together with their various extensions, have become among the most
popular tools for modeling and predicting multivariate asset volatility dynamics; see, in par-
ticular, Engle (2009) and the references therein. Part of the reason for their success is their
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applicability to large dimensional data—a feature not shared by several other classes of multi-
variate GARCH models; see, for example, the discussion in Paolella and Polak (2013a) and the
references therein.
To some extent, the DCC model has become a benchmark and industry standard, owing
to its applicability to a large number of assets, its ease of programming and computation,
availability in econometric software, and that it allows for at least a simple law of motion for
the correlations in the otherwise constant setting of the CCC model. Nevertheless, the model is
not without criticism. Somewhat trivially, the law of motion for the correlations is very simple,
using only two additional parameters, and globally applies to all the assets; however this is
arguably one of its strong points, and also is the reason why estimation is straightforward, even
with a large number of assets. There are, however, other critiques which are fundamentally more
serious, such as possible lack of consistency. A discussion of some of the flaws of DCC is given in
Caporin and McAleer (2013). While acknowledging these criticisms, we take a somewhat more
pragmatic approach: As stated in Caporin and McAleer (2013), “DCC may be a useful filter
or a diagnostic check, but it is not a model”. When viewed as a “filter”, as opposed to being a
model which is undoubtedly not the true DGP, DCC can have value in forecasting, because it
still can pick up some of the signal in the true underlying process. Our out-of-sample density
forecasting exercises confirm that, when compared to a CCC structure, DCC has merit in this
regard. In particular, this is the case when using the Gaussian distributional assumption, as well
as what we propose here, the non-Gaussian case. For the latter, the out-of-sample performance
is demonstrably better, and the gains in forecasting accuracy attributed to a change in the
distributional assumption strongly outweigh those from moving from the CCC to the DCC
structure, in agreement with other studies, e.g., Paolella (2013).
In this paper, we propose models which, among other things, generalize the VC and DCC
models to support the multivariate generalized hyperbolic distribution, of which Gaussianity
(and numerous popular heavy-tailed distributions) are special or limiting cases. Thus, in addi-
tion to capturing the primary stylized facts of volatility clustering and changing correlations,
the model also is able to address the non-Gaussianity of the innovation process, both in terms
of excess kurtosis, and asymmetry. The model incorporates a further structure which gives rise
to conditional skewness dynamics, a stylized fact which is now well-documented; see Jondeau
and Rockinger (2005), Jondeau (2012), Haas et al. (2004) and Paolella and Polak (2013b), and
the references therein.
The approach originates from the so-called COMFORT model of Paolella and Polak (2013b)
(hereafter PP13), in which the set of asset returns follows a conditional multivariate generalized
hyperbolic (MGHyp) distribution with a constant dependency matrix. While in many respects,
this is an attractive parametrization, we show herein that, similar to the original CCC model,
the assumption of a constant dependency matrix is often too restrictive. This paper inves-
tigates the extension of that model to support several DCC-like structures. In particular, we
investigate use of the DCC, the VC, and the DCC bias-corrected, cDCC, model of Aielli (2011).
Anticipating our empirical results below, we find that out-of-sample forecasting ability is indeed
enhanced by their incorporation. It is important to emphasize that the various model extensions
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considered herein all inherit the following important benefits of the CCC model in PP13: (i)
fast, joint-parameter maximum likelihood estimation (MLE) via an expectation-maximization
(EM) algorithm; (ii) the possibility of using parallel computing for further computational speed;
(iii) the predictive distribution is a conditional MGHyp (or one of various special cases of it), so
that, recalling that the sums of the margins of a MGHyp is itself a GHyp, portfolio construction
is straightforward; see below for details.
The remainder of this paper is as follows. Section 4.2 states the proposed model, while
Section 4.3 details its estimation. Section 4.4 presents a new result which is of great numeric
value for quickly computing the expected shortfall of a generalized hyperbolic random variable.
Section 4.5 presents a detailed empirical study of the comparative performance in terms of
in-sample fit and out-of-sample density forecasting, risk prediction, and portfolio performance.
An Appendix collects some technical results.
4.2 Model
We consider a set of K financial assets with the corresponding return vector at time t, denoted
by Yt = (Yt,1, Yt,2, . . . , Yt,K)
′, t = 1, 2, . . . , T . The equally spaced (ignoring the weekend effect
for daily data) realization of the return vector is denoted by Y = [Y1 | Y2 | · · · | YT ]. We
focus on modeling the dynamics of the conditional multivariate density of Yt given the history
of returns, Φt−1 = {Y1, . . . ,Yt−1}. In particular, we assume that Yt follows a conditional
MGHyp distribution with the representation from PP13 given by
Yt = µ+ γGt + εt, with (4.1a)
εt = H
1/2
t
√
GtZt, (4.1b)
where µ = (µ1, . . . , µK)
′
and γ = (γ1, . . . , γK)
′
are column vectors in RK ; Ht is a positive
definite, symmetric, dispersion matrix of order K; Zt
iid∼ N (0, IK) is a sequence of independent
and identically distributed (iid) normal random variables and (Gt | Φt−1) ∼ GIG (λt, χt, ψt)
are mixing random variables, t = 1, 2, . . . , T , independent of Zt, with typical GIG (generalized
inverse Gaussian) density given by
fG (x;λ, χ, ψ) =
χ−λ
(√
χψ
)λ
2Kλ
(√
χψ
) xλ−1 exp(−1
2
(
χx−1 + ψx
))
, x > 0; (4.2)
Kλ (x) is the modified Bessel function of the third kind (and not to be confused with K, the
number of assets), given by
Kλ (x) =
1
2
∫ ∞
0
tλ−1 exp
(
−x
2
(
t+ t−1
))
dt, x > 0; (4.3)
and χt > 0, ψt ≥ 0 if λt < 0; χt > 0, ψt > 0 if λt = 0; and χt ≥ 0, ψt > 0 if λt > 0. For
the GIG parameters, PP13 propose two specifications: (i) the iid case, where Gt are iid with
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time-invariant parameters, i.e., λt = λ, χt = χ and ψt = ψ; and (ii) the stochastic volatility
case, where Gt | Φt−1 has time dependent parameters with the dynamics described by a system
of conditional moment equations
E [Grt | Φt−1] = cr + ρrE
[
Grt−1 | Φt−2
]
+ σrζr,t , (4.4)
for a set of positive integer values of r; ζr,t = E [Grt | Φt]−E [Grt | Φt−1]; and cr, ρr and σr are
parameters to be estimated. As discussed in PP13, ζr,t represents the unpredictable component
affecting inference about the rth moment of the mixing variable Gt. It is a martingale difference
sequence (MDS) with respect to Φt−1, thus E [ζr,t] = 0, Cov (ζr,t, ζr,t−s) = 0, s = 1, 2, . . ., and
it can be used as a driver of the dynamics in (4.4). The model with formulation (4.4) is called
a hybrid GARCH-Stochastic Volatility (GARCH-SV) extension. The link between this and the
SV model of Taylor (1982) is detailed in PP13.
Due to the MDS property of the ζr,t innovations, the conditional forecasts of the future
conditional moments of Gt are given by
E
[
Grt+s | Φt
]
= cr
s−1∑
i=0
ρir + ρ
s
r E [Grt | Φt−1] , s ≥ 1, (4.5)
where E [Grt | Φt−1] is measurable with respect to the information up to time t− 1 and is given
by
E [Grt | Φt−1] =
(
χt
ψt
)r/2 Kλt+r (√χtψt)
Kλt
(√
χtψt
) , r ∈ R, (4.6)
which involves a ratio of Bessel functions Kv (z) as given in (4.3). If |ρr| < 1, then the process
in (4.4) is mean-reverting, and for s → ∞, the forecast approaches the unconditional mean
value cr/ (1− ρr) of Grt .
The conditional, positive definite, dispersion matrix Ht is decomposed as
Ht ≡ StΓtSt, (4.7)
where St is a diagonal matrix composed of the strictly positive conditional scale terms sk,t,
k = 1, . . . ,K, and Γt = Corrt−1 (Yt | Gt) is a dependency matrix. The univariate scale terms
sk,t are modeled by a GARCH-type process, e.g., the GARCH(1,1) model
s2k,t = ωk + αkε
2
k,t−1 + βks
2
k,t−1, (4.8)
where εk,t = yk,t − µk − γkGt is the kth element of the εt vector in (4.1), and ωk > 0, αk ≥ 0,
βk ≥ 0, for k = 1, 2, . . . ,K. More general formulations could be used. In particular, we consider
also the GJR-GARCH(1, 1) model of Glosten et al. (1993), which can capture an asymmetry
effect, with the dynamics given by
s2k,t = ωk + αkε
2
k,t−1 + ηkε
2
k,t−11{εk,t−1>0} + βks
2
k,t−1, (4.9)
where 1{} is an indicator function, and ηk ≥ 0 captures asymmetry in the scale-term response
to the last period innovation.
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The CCC version of the model, proposed in PP13, assumes that the dependency matrix
is time invariant Γt = Γ. Here, we adopt the following structures to induce time-varying
conditional correlation:
(i) Varying Correlation (VC) model of Tse and Tsui (2002)
Γt = (1− a− b) S + aΨt−1 + bΓt−1, (4.10)
where Ψt−1 is a sample correlation matrix of the past M ≥ K (M ≥ K is a necessary
condition for Ψt−1 to be positive definite) standardized residuals et−1, . . . , et−M , where
et−m = G
−1/2
t−m S
−1
t−mεt−m, for m = 1, . . . ,M , with the unobserved realizations of G
1/2
t−m
are replaced by their conditional expectations, E
[
G
1/2
t | Φt
]
, from the E-step of the EM
algorithm given below.
(ii) Dynamic Conditional Correlation (DCC) model of Engle (2002) with the Qt-dynamics
Qt = (1− a− b) S + aG−1t−1εt−1ε′t−1 + bQt−1, (4.11)
where G−1t are, similar to above, replaced by their conditional expectations, E
[
G−1t | Φt
]
,
from the E-step of the EM algorithm.
(iii) Corrected Dynamics Conditional Correlation (cDCC) model of Aielli (2011) with the
Qt-dynamics governed by
Qt = (1− a− b) S + a (IK Qt−1)1/2G−1t−1εt−1ε′t−1 (IK Qt−1)1/2 + bQt−1, (4.12)
where IK is a K×K identity matrix,  is the Hadamard product (element by element mul-
tiplication), and G−1t , again are replaced by their conditional expectations, E
[
G−1t | Φt
]
,
from the E-step of the EM algorithm.
In case of (4.11) and (4.12), the dependency matrices, Γt, for t = 1, . . . , T are obtained by
re-scaling Qt by
Γt = (IK Qt)−1/2 Qt (IK Qt)−1/2 . (4.13)
The dynamics given in (4.10), (4.11) and (4.12) are obvious analogs of the existing models,
with the Gt factor introduced to accommodate the MGHyp distribution. As opposed to the
Gaussian case, Γt are not conditional (on the past information) correlation matrices of the
returns. They are dependency matrices, and, for all t, still required to be positive definite,
symmetric, with ones on the main diagonal, and with off-diagonal elements between −1 and 1.
Therefore, analogously to the Gaussian case, the sufficient conditions for Γt to be well-defined,
for all models, for all t > 0 are a ≥ 0, b ≥ 0 and a + b < 1; and Q0, Γ0, and S have to be
well-defined dependency matrices.
For notational convenience later, we collect the parameters of the model into three vectors
(process, distribution, and correlation)
θP =
(
µ′,γ′,ω′,α′,β′,η′
)′
, θD = (c
′,ρ′,σ′)′ , and
θC =
(
vech (Γ0)
′
, vech (S)
′
, a, b
)′
,
(4.14)
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where ω,α, β and η are K-dimensional vectors of GJR-GARCH(1, 1) parameters from (4.9) (in
case of GARCH(1, 1), from (4.8), η = 0); c, ρ and σ denote vectors of cr, ρr and σr parameters,
respectively (but in case of constant Gt parameters, θD reduces to (λ, χ, ψ)); vech (Γ0) and
vech (S)
′
denote a column vector of the elements above the main diagonal of matrix Γ0 and S,
respectively, and for the CCC model, θC reduces to vech (Γ).
In the estimation procedure, the starting values are set as follows. Those of the asymmetry
parameter, γk, and the GJR-GARCH parameter, ηk, are taken to be zero, and the remaining
ones in θP , (µk, ωk, αk, βk), to be those values obtained from the normal-based GARCH esti-
mates, using the method in Paolella and Polak (2013a) to avoid inferior local likelihood maxima.
For θC , we use a = 0.05, b = 0.85, and Q0 = Γ0 = S, where for S we follow the correlation
targeting approach (see, e.g., Engle, 2002) and set it equal to the unconditional covariance ma-
trix of the standardized residuals, et, with one exception of this rule for the cDCC model, for
which, as Aielli (2011) advocates, we use S = E[(IK Qt)1/2 ete′t (IK Qt)1/2]. As in PP13,
for θD = (λ, χ, ψ), we have confirmed that the likelihood is such that optimization is rather
robust to the choice of starting values, e.g., for the special case of the Laplace distribution used
in the empirical section below, we use λ = 2 as the starting value. For the hybrid GARCH-SV
model we set c = 0.1 and ρ = 0.8. In the estimation with a rolling window, we use also as
starting values the previous window estimates; and take the final estimates to be those with
the higher likelihood value.
In the original VC, DCC and cDCC models (i.e., under the Gaussianity assumption) a one-
step ahead forecast is straightforward, because, at time t, we know all the terms required to
compute Qt+1. When we move to the MGHyp distribution and want to forecast the dependency
matrix, Γt+1, the situation is only slightly more complicated, because one needs to replace the
unobserved Gt factor by its expectation conditional on all the information that is available at
time t, i.e., E [Gt | Φt]. In case of (4.11) and (4.12) dynamics, given the forecast of Qt+1, one
applies the re-scaling from (4.13) to get the dependency matrix forecast Γ̂t+1. Forecasts more
than one-step ahead are also possible in our models and are analogous to the corresponding
forecasts under Gaussianity.
The conditional mean and covariance matrix of Yt, implied by the model (4.1), are given
by
E [Yt | Φt−1] = µ+ E [Gt | Φt−1]γ (4.15)
and
Cov (Yt | Φt−1) = E [Gt | Φt−1] Ht + V (Gt | Φt−1)γγ′, (4.16)
respectively, where V (Gt | Φt−1) = E
[
G2t | Φt−1
]−(E [Gt | Φt−1])2. It follows from (4.16) that
the conditional correlation matrix has typical off-diagonal entry ci,j,t given by
ci,j,t =
E [Gt | Φt−1] si,tsj,tΓi,j,t + V (Gt | Φt−1) γiγj√
E [Gt | Φt−1] s2i,t + V (Gt | Φt−1) γ2i
√
E [Gt | Φt−1] s2j,t + V (Gt | Φt−1) γ2j
, (4.17)
where Γi,j,t is the element in row i and column j of the matrix Γt.
The matrix Γt is a correlation matrix only conditionally on the realization of the mixing
process. For this reason, we call Γt the dependency matrix. The dynamics in Γt imply that
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the conditional correlation matrix of Yt | Φt−1 is time-varying. Additionally, in case of the
hybrid GARCH-SV model, and for γ 6= 0 and E [Gt | Φt−1] 6= V (Gt | Φt−1), the dynamics in
the parameters of Gt | Φt−1 in (4.4), are a second source of the dynamics in the correlations.
Empirical results given below confirm that both sources of the dynamics improve the forecasting
performance of the model. All further conditional moments implied by the model (including the
limiting cases of the mixing law) are available in Scott et al. (2011), while for the co-skewness
and co-kurtosis matrices, see Menc´ıa and Sentana (2009).
Finally, the volatility shock of the SV component influences (in a multiplicative way) each of
the asset-specific conditional volatilities via (4.1b), and drives the dynamics of higher conditional
moments (e.g., skewness and kurtosis) and co-moments of the returns. Because of the asset-
specific conditional asymmetry coefficient γk, the impact of the SV component on each volatility
is not equal across assets and its conditional expected value varies over time; see PP13 for a
detailed discussion and an empirical demonstration of this.
4.3 Estimation
The estimation is conducted as in PP13, but augmented to accommodate the correlation dy-
namics, as detailed below. The algorithm consists of the E-step, in which the realizations of
the unobserved mixing variables {Gt}t=1,...,T are imputed (in particular into the GARCH-type
recursion); and the CM-steps, in which all the parameters are updated by maximizing either
the unconditional likelihood function LY (θP ,θD,θC), or the conditional one, LY|G (θP ,θC).
The steps of the algorithm, in case of our model, are based on the following complete
log-likelihood function decomposition
logLY,G (θP ,θD,θC) = logLY|G (θP ,θC) + logLG (θD) (4.18)
= logLMVY|G (θP ) + logL
Corr
Y|G (θP ,θC) + logLG (θD) ,
where
(i) LMVY|G (θP ) is the mean-volatility term given by
logLMVY|G (θP ) = −
1
2
T∑
t=1
[
K log (2pi) + log |St|2
+ g−1t (yt − µ− γgt)′ S−1t S−1t (yt − µ− γgt) + log gt
]
, (4.19)
(ii) LCorrY|G (θP ,θC) is the correlation term given by
logLCorrY|G (θP ,θC) = −
1
2
T∑
t=1
[
log |Γt|+ e′tΓ−1t et − e′tet
]
, (4.20)
where et = g
−1/2
t S
−1
t εt, εt = yt−µ−γgt from (4.1), and Γt have the dynamics described
by (4.10) or (4.13) with (4.11) or (4.12);
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(iii) LG (θD) denotes the likelihood function of (Gt | Φt−1) ∼ GIG (λt, χt, ψt), t = 1, 2, . . . , T .
Given (4.18), estimates of θP , θC and θD can be obtained by the following ECME algorithm.
E-step: Calculate E
[
logLY,G | Y; θ̂P , θ̂D, θ̂C
]
.
The log-likelihood function (4.19) is linear with respect to gt and g
−1
t . Hence the E-step
involves replacing unobserved realizations of Gt and G
−1
t in (4.18) by the imputed values,
Ĝt. Calculation shows that (see, e.g., Paolella, 2013, Eq. 35)(
Gt | Φt; θ̂P , θ̂C , θ̂D
)
∼ GIG (λ∗t , χ∗t , ψ∗t ) , (4.21)
where
λ∗t = λt −K/2, χ∗t = χt + (yt − µ̂)′ S−1t Γ̂
−1
t S
−1
t (yt − µ̂) and ψ∗t = ψt + γ̂′S−1t Γ̂
−1
t S
−1
t γ̂.
The latent values of gt and g
−1
t are then updated by their conditional expectations from
(4.21), using the expression for the moments of the GIG random variable given by (4.6)
above.
CM1-step: Update θP and θC .
(P) Update θP by computing
arg max
θP
logLMVY|G (θP ) , (4.22)
where LMVY|G (θP ) is a Gaussian likelihood with zero correlation, so we can estimate
the parameters of each asset, (µk, γk, ωk, αk, βk), separately by maximizing the cor-
responding likelihood function.
(C) Update the DCC parameters θC by computing
arg max
θC
logLCorrY|G (θC) , (4.23)
where LCorrY|G
(
θ̂P ,θC
)
is given in (4.20), with the et replaced by the de-volatilized
residuals Ĝ
−1/2
t S
−1
t ε̂t, where ε̂t = Yt − µ̂− γ̂Ĝt, µ̂ and γ̂ are obtained in part (P)
directly above, and Ĝt is obtained in the E-step.
CM2-step: Given the CM1-step estimates of θP , obtain new estimates of θD by maximizing
the incomplete data log-likelihood function, i.e., compute
arg max
θD
logLY
(
θD | θ̂P , θ̂C
)
. (4.24)
The above steps need to be iterated until convergence.
As argued in PP13, the MGHyp is too general, and we advocate use of special cases. In
particular, and as detailed in PP13, we use the multivariate asymmetric Laplace (MALap), the
multivariate normal inverse Gaussian (MNIG), and the multivariate asymmetric t-distribution
(MAt). Each allows for individual asset asymmetry parameters, as well as higher kurtosis than
the normal distribution.
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4.4 Portfolio Construction and Risk Measures
Under the dynamics in (4.1), the conditional distribution of the multivariate set of asset returns
is
(
Yt | Φt−1
) ∼ MGHyp (µ,γ,Ht, λt, χt, ψt). The generalized hyperbolic class, including
all the limiting cases, is closed under linear operations, so that the density of the portfolio
Pt = w
′Yt is given by
Pt | Φt−1 ∼ GHyp
(
µw, γw, σ
2
t,w, λt, χt, ψt
)
,
for some portfolio weight vector w = (w1, w2, . . . , wK) such that
∑K
k=1 wk = 1, µw = w
′µ,
γw = w
′γ, and σ2t,w = w
′Htw.
As an example, if we assume that the model innovations are MALap, then the conditional
portfolio density fPt(p;µw, γw, σt,w, λt) is ALap, with density given by
2 exp
{
(p− µw) γw/σ2t,w
}√
(2pi)Γ (λt) |σt,w|
(
mt
2 + γ2w/σ
2
t,w
)λt/2−1/4
Kλt−1/2
(√
mt
(
2 + γ2w/σ
2
t,w
))
, (4.25)
where mt = (p− µw)2 /σ2t,w. This is plotted in Figure 4.1. In the symmetric case, the normal
density with the same variance is plotted for comparison. Observe that, the higher the λ, the
higher the standard deviation and the lower the kurtosis. In the center of the support, and for
high values of λ, the Laplace density is approaching the normal density with the same variance,
but eventually, further into the tails, as long as λ < ∞, the power factor of the tail of the
Laplace density starts to dominate.
Given the conditional density of the portfolio fPt , the value at risk (VaR) and the expected
shortfall (ES) can be computed. The former, given the tail probability α, is given by
VaRt|t−1α (Pt) = −Qα (Pt | Φt−1) = − inf {x ∈ R : P (Pt ≤ x | Φt−1) ≥ α} , (4.26)
where Qα denotes the quantile function. The latter is
ESt|t−1α (Pt) =
1
α
∫ Qα(Pt|Φt−1)
−∞
pfPt (p | µw, γw, σt,w, λt, χt, ψt) dp, (4.27)
where Ht in σ
2
t,w comes from the GARCH filter given the information in Φt−1, and, in case of
the SV version of the model, λt, χt, ψt are obtained through (4.5) and (4.6).
As the GHyp cumulative distribution function (cdf), its inverse, and the tail conditional
expectation are not available in explicit form, they have to be evaluated numerically. Once
computed from the predictive portfolio distribution, one can conduct minimum ES portfolio
optimization. Of course, mean-variance optimization can also be considered based on the
quantities in (4.15) and (4.16), or, more generally, the mean-variance-skewness optimization as
in Menc´ıa and Sentana (2009).
Similar to Broda and Paolella (2011, 2010), which provide formulae for the ES for various
distributions, including discrete mixtures, stable Paretian distributions, some special cases of
(4.27), and a fast, accurate approximation in the noncentral Student’s t case, we provide the
following result, which reduces computation time.
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Figure 4.1: Univariate Laplace density plots with µ = 0, σ = 1 for various γ and λ parameters. Left
column: The density plots. Legends contain corresponding standard deviations and kurtosis coefficients
computed based on the formulae in Scott et al. (2011). Right column: The log density plots. First
row: Asymmetric case γ = 0.2. Second row: Symmetric case γ = 0. The dashed line corresponds to the
normal density with the same variance as the corresponding Laplace law.
Proposition 4.4.1. If P ∼ GHyp (µ, γ, h, λ, χ, ψ), then
ESα (P ) = −µ− γ
α
E [G]FP∗ (−VaRα (P )) + h
α
C√
2pi
, (4.28)
where FP∗ is the cdf of P
∗ ∼ GHyp (µ, γ, h, λ+ 1, χ, ψ); and the constant C is given by
C =
χ−λ
(√
χψ
)λ
2Kλ
(√
χψ
) 2Kλ˜
(√
χ˜ψ˜
)
χ˜−λ˜
(√
χ˜ψ˜
)λ˜ exp
(
− (VaRα (P ) + µ) γ
h2
)
,
with
λ˜ = λ+ 1/2, χ˜ = χ+
(VaRα (P ) + µ)
2
h2
and ψ˜ = ψ +
γ2
h2
.
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The proof of Proposition 4.4.1 is given in Appendix 4.6.1. In the special case of the NIG,
the formula in Proposition 4.4.1 applies directly; for the two limiting cases of ALap distribution
and At distribution, we have, respectively:
Remark 4.4.1. If P ∼ ALap (µ, γ, h, λ), then
ESα (P ) = −µ− γ
α
E [G]FP∗ (−VaRα (P )) + h
α
C√
2pi
, (4.29)
where FP∗ is the cdf of P
∗ ∼ ALap (µ, γ, h, λ+ 1); and the constant C is given by
C =
1
Γ (λ)
2Kλ˜
(√
χ˜ψ˜
)
χ˜−λ˜
(√
χ˜ψ˜
)λ˜ exp
(
− (VaRα (P ) + µ) γ
h2
)
,
for
λ˜ = λ+
1
2
, χ˜ =
(VaRα (P ) + µ)
2
h2
, and ψ˜ = 2 +
γ2
h2
.
Remark 4.4.2. If P ∼ At (µ, γ, h, v), then
ESα (P ) = −µ− γ
α
E [G]FP∗ (−VaRα (P )) + h
α
C√
2pi
, (4.30)
where FP∗ is the cdf of P
∗ ∼ GHyp (µ, γ, h, v/2 + 1, v, ψ), ψ = 0, the constant C is given by
C =
(v/2)
v/2
Γ (v/2)
2Kλ˜
(√
χ˜ψ˜
)
χ˜−λ˜
(√
χ˜ψ˜
)λ˜ exp
(
− (VaRα (P ) + µ) γ
h2
)
,
for
λ˜ =
v
2
+
1
2
, χ˜ =
(VaRα (P ) + µ)
2
h2
− v, and ψ˜ = γ
2
h2
.
The ES formulae in (4.27) and (4.28) require computation of the VaR value, which we do by
numerical inversion of the portfolio cdf. As the portfolio distribution is GHyp, the corresponding
portfolio cdf can be rewritten as
Pr (Pt ≤ r) =
∫ ∞
0
Φ
(
r − µw − γwg
σt,w
)
fGt(g;λt, χt, ψt)dg, (4.31)
where Φ is the cdf of standard normal random variable. We found empirically that use of the
latter representation can reduce the computation time required for the numerical inversion in
the computation of the VaR values by a factor of four.
If, additionally, the returns are assumed to be elliptical, i.e., γ = 0, then, in comparison
to numerical integration in (4.27), use of (4.28) reduces the computational time required for
calculating the ES by a factor of over 100. In the general case γ 6= 0, both approaches are
equally fast. These computations are necessary for risk evaluation of a specific portfolio, but
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when interest centers on portfolio optimization, the necessity to evaluate these measures for
each candidate portfolio during the optimization process becomes quite a bottleneck. Hence,
we suggest an alternative approach, as discussed next.
The minimum-variance portfolio and the mean-variance portfolio are the solutions of
min
w∈W
σ2t,w, (4.32)
where W =
{
w ∈ RK : ∑Kk=1 wk = 1, wk ≥ 0, k = 1, . . . ,K}, i.e., we impose the short-selling
constraint, assume no risk-free asset, and, in case of the classical Markowitz (1952) mean-
variance portfolio, one needs to include an additional constraint for the minimum portfolio
return µw + γwE [Gt | Φt−1] ≥ p¯, where p¯ is a constant for the target minimum return of the
portfolio.
The portfolio variance is the simplest risk measure, and can be evaluated almost instanta-
neously for every candidate portfolio. The minimum-ES portfolio and mean-ES portfolio solve
optimization problems analogous to (4.32) with the conditional variance σ2t,w replaced by the
conditional ES given in (4.27). This is computationally much more intensive. However, the
computational efficiency can be increased by using the results from Rockafeller and Uryasev
(2000). First, note that (4.27) can be rewritten as
ESt|t−1α (Pt) = −
{
VaRt|t−1α (Pt) +
1
α
∫ ∞
−∞
[
p+ VaRt|t−1α (Pt)
]−
fPt (p | µw, γw, σt,w, λt, χt, ψt) dp
}
,
where [x]− = −x if x ≤ 0, and [x]− = 0 if x > 0. Rockafeller and Uryasev (2000) introduce an
auxiliary function
Fα (x,w) = x+
1
α
∫ ∞
−∞
[p+ x]
−
fPt (p | µw, γw, σt,w, λt, χt, ψt) dp,
for which they show that
ESt|t−1α (Pt) = min
x
Fα (x,w) and VaR
t|t−1
α (Pt) = arg min
x
Fα (x,w) , (4.33)
and that Fα is continuously differentiable and convex as a function of (x,w). Hence, the ES and
VaR can be computed simultaneously (without determining the VaR first) as a unique minimum
and a unique minimizer, respectively, of a convex minimization problem. Furthermore, as shown
in Rockafeller and Uryasev (2000),
min
(x,w)∈R×W
Fα (x,w) = min
w∈W
ESt|t−1α (Pt) , (4.34)
where the pair (x∗,w∗) achieves the first minimum if and only if w∗ achieves the second
minimum and x∗ = VaRt|t−1α
(
w∗
′
Yt
)
. The advantages of the first minimization in (4.34) are
that (i) it completely avoids the calculation of the ES (and VaR) of the candidate portfolios;
and (ii) as both Fα and the constraint set are convex, it is a convex programming problem. As
such, it can be solved more efficiently and provides a global optimum.
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4.5 Empirical Results
The novelty of model (4.1), relative to the model in PP13, is the dynamics in the dependency
matrix. To investigate the empirical consequences of these dynamics, we use the data set
consisting of the 2, 767 daily returns of K = 30 components of the Dow Jones Industrial Index
(DJ-30) from January 2nd, 2001, to December 30th, 2011 (based on the DJ-30 composition
as of June 8th, 2009; see Appendix 4.6.2 for details). Returns for each asset are computed
as continuously compounded percentage returns, given by yk,t = 100 log (pk,t/pk,t−1), where
pk,t is the price of asset k at time t. The empirical comparison is rather extensive; it employs
models with both GARCH(1, 1) and GJR-GARCH(1, 1) univariate dynamics, and with all the
aforementioned dependency matrix dynamics and distributions. All together, we analyse eight
Gaussian-based models, one iid heavy-tailed model, ten models from PP13, and thirty new
dynamic models.
We state here the results of Q-Q plots, estimated over the entire data set (with the set
of all figures available upon request). They demonstrate the improved tail fit when moving
from Gaussian-DCC to MGHyp-DCC (in full agreement with the corresponding CCC results,
demonstrated in PP13), and also the lack of improvement when moving from CCC to DCC,
under the Gaussian assumption. This latter result implies that incorporation of dynamics in
the correlations does not improve the fit in the tails—this finding being fully in line with theory,
because the Gaussian law is asymptotically independent in the tails (see, e.g., McNeil et al. 2005,
Ch. 5.3). Finally, it will be seen below that the best model (in terms of density forecasting)
among the CCC models is MALap-CCC GARCH(1, 1)-SV. When comparing its Q-Q plot to
that of the best DCC model, MNIG-cDCC GARCH(1, 1)-SV, we see that, when accounting for
non-Gaussianity, a slight improvement in the tail fit of the DCC model is visible. This result
also agrees with the forecasting results discussed below.
We turn now to the role of the distribution for the correlation dynamics. Figure 4.2 compares
the dynamics of conditional correlations implied by MN-cDCC GARCH(1, 1), MNIG-cDCC
hybrid GARCH(1, 1)-SV, MAt-DCC GARCH(1, 1) and MNIG-cDCC GARCH(1, 1) models.
Different panels correspond to different pairs of the DJ-30 components. We show only results
for four models out of 49 considered, and for eight pairs of correlations out of over 400 estimated
by the models, but the conclusions hold in general. The proposed MGHyp models produce very
similar correlations, while the Gaussian models have systematically lower and more varying
correlation estimates than the MGHyp models, and with some additional spikes in the dynamics.
To corroborate these results, when looking at the portfolio performance, we find that those
in the Gaussian case exhibit higher transaction costs. Moreover, the spikes in the dynamics
cause large, temporal, and most probably spurious, changes in the portfolio weights, implying
potential losses. Importantly, all of the models (Gaussian and non-Gaussian) capture an increase
in the correlations during the recent financial crises of 2008.
With respect to out-of-sample forecasting performance, we estimate all the models using a
rolling window of 1, 000 observations, and all criteria are based on one-step ahead predictions.
The density predictions are compared using the normalized sum of the realized predictive log-
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Figure 4.2: Dynamics of conditional correlations between returns of various pairs of assets (corresponding
tickers are in the title of each panel) implied by different models (MN-cDCC GARCH(1, 1), NIG-cDCC
GARCH(1, 1)-SV, MAt-DCC GARCH(1, 1), and NIG-cDCC GARCH(1, 1)).
likelihood values, which, for given model M, is
ST (M) =
1
T
T∑
t=1
pit (M), where pit (M) = log f
M
t+1|t (Yt+1 | θ). (4.35)
For the hybrid GARCH-SV models, a first-order approximation to pit is used, and random
parameters of the distribution of Gt+1 are replaced with the values implied by the conditional
expectation E [Gt+1 | Φt].
The results are given in Table 4.1. The models are ordered according to the absolute
distance of the failure rate for 1% VaR, from the nominal value of 0.01. The hybrid NIG-cDCC
GARCH(1, 1)-SV model performs best. It is closely followed by three other hybrid GARCH-SV
models. Next in the ranking are the two MAt models. The Gaussian-based models perform the
worst. Horizontal lines in the table draw attention to the MALap-IID model, which “separates”
all the Gaussian-based models from the COMFORT models; this result being the same as found
in PP13.
The second criteria is the accuracy of the VaR predictions implied by the proposed models.
For this purpose, we compute daily one-day-ahead out-of-sample VaR forecasts at the 1%, 5%
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M ST (M) M ST (M)
NIG-cDCC GARCH(1, 1)-SV −45.982 MALap-DCC GJR-GARCH(1, 1)-SV −46.212
MALap-cDCC GARCH(1, 1)-SV −46.001 NIG-DCC GJR-GARCH(1, 1)-SV −46.230
MALap-DCC GARCH(1, 1)-SV −46.009 MAt-VC GJR-GARCH(1, 1) −46.235
NIG-DCC GARCH(1, 1)-SV −46.009 NIG-cDCC GJR-GARCH(1, 1) −46.236
MAt-cDCC GARCH(1, 1) −46.011 MALap-VC GJR-GARCH(1, 1)-SV −46.243
MAt-DCC GARCH(1, 1) −46.016 MALap-cDCC GJR-GARCH(1, 1) −46.262
MALap-VC GARCH(1, 1)-SV −46.027 MALap-DCC GJR-GARCH(1, 1) −46.282
NIG-cDCC GARCH(1, 1) −46.036 NIG-DCC GJR-GARCH(1, 1) −46.292
MAt-VC GARCH(1, 1) −46.044 MALap-CCC GJR-GARCH(1, 1)-SV −46.300
MALap-CCC GARCH(1, 1)-SV −46.064 MAt-CCC GJR-GARCH(1, 1) −46.301
NIG-CCC GARCH(1, 1)-SV −46.064 MALap-VC GJR-GARCH(1, 1) −46.323
NIG-DCC GARCH(1, 1) −46.066 NIG-VC GJR-GARCH(1, 1) −46.323
MALap-cDCC GARCH(1, 1) −46.083 NIG-CCC GJR-GARCH(1, 1)-SV −46.336
MALap-DCC GARCH(1, 1) −46.094 MALap-CCC GJR-GARCH(1, 1) −46.378
MAt-CCC GARCH(1, 1) −46.097 NIG-CCC GJR-GARCH(1, 1) −46.399
MALap-VC GARCH(1, 1) −46.118 MALap-IID −47.067
NIG-CCC GARCH(1, 1) −46.133 MN-cDCC GARCH(1, 1) −47.859
NIG-VC GARCH(1, 1) −46.134 MN-DCC GARCH(1, 1) −47.863
MALap-CCC GARCH(1, 1) −46.161 MN-VC GARCH(1, 1) −47.885
NIG-VC GARCH(1, 1)-SV −46.190 MN-cDCC GJR-GARCH(1, 1) −47.892
NIG-cDCC GJR-GARCH(1, 1)-SV −46.196 MN-DCC GJR-GARCH(1, 1) −47.895
NIG-VC GJR-GARCH(1, 1)-SV −46.198 MN-VC GJR-GARCH(1, 1) −47.914
MAt-cDCC GJR-GARCH(1, 1) −46.200 MN-CCC GARCH(1, 1) −47.951
MAt-DCC GJR-GARCH(1, 1) −46.202 MN-CCC GJR-GARCH(1, 1) −47.973
MALap-cDCC GJR-GARCH(1, 1)-SV −46.204 MN-IID −52.528
Table 4.1: Performance of the one-step ahead predictions of the return vector density for different
models, M, and measured by ST (M), in (4.35).
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and 10% levels, for an equally weighted portfolio. The computation utilizes the results given in
Section 4.4. At the nominal 1%, 5%, and 10% levels, the empirical coverage levels of the VaR
forecasts obtained for various models are reported in Table 4.2. While there is no complete
best performer, it is noteworthy that, for the 1% VaR results, the NIG distribution is the best,
independently of the assumed dynamics, and hybrid GARCH-SV dynamics tend to improve
the 1% VaR forecasts, supporting the fact that the SV dynamics in the Gt parameters are
capturing dynamics in the tail behavior. Moreover, all the MGHyp models outperform the
Gaussian based models, and the MALap-IID model again separates the two groups.
Figure 4.3 compares the density prediction results with the VaR backtesting results. All the
MGHyp models provide better density forecasts than the Gaussian models, and also lead to
better VaR predictions. The relation is not completely monotonic, but note that the empirical
violation frequency (or, in short, failure rate) is not a unique criteria to evaluate the backtesting
results. As discussed next, the independence of violations across time is also an important
feature.
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Figure 4.3: Cumulative predictive log-likelihood of various models vs. their VaR backtesting perfor-
mance. Upper left panel: ST vs. the dispersion from the optimal value of the 1% VaR failure rate.
Upper right panel: ST vs. the dispersion from the optimal value of the 5% VaR failure rate. Bottom
left panel: The dispersion from the optimal value of the 1% VaR failure rate. vs. the dispersion from the
optimal value of the 5% VaR failure rate.
Figure 4.4 illustrates 1% and 5% VaR forecasts across time, for an equally weighted portfolio
of DJ-30 stocks, using three models—the best Gaussian model (MN-cDCC GARCH(1, 1)), the
“group separation” MALap-IID, and the best 1% VaR model (NIG-CCC GARCH(1, 1)-SV).
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M VaR 1% VaR 5% VaR 10%
NIG-CCC GARCH(1, 1)-SV 0.0102 0.0413 0.0838
NIG-VC GJR-GARCH(1, 1) 0.0096 0.0526 0.0905
NIG-VC GARCH(1, 1) 0.0108 0.0504 0.0872
NIG-DCC GJR-GARCH(1, 1)-SV 0.0091 0.0481 0.0849
NIG-DCC GARCH(1, 1)-SV 0.0091 0.0532 0.0900
NIG-cDCC GJR-GARCH(1, 1)-SV 0.0113 0.0515 0.0905
NIG-CCC GJR-GARCH(1, 1)-SV 0.0085 0.0470 0.0838
NIG-DCC GJR-GARCH(1, 1) 0.0119 0.0492 0.0911
NIG-CCC GJR-GARCH(1, 1) 0.0119 0.0481 0.0889
NIG-cDCC GARCH(1, 1)-SV 0.0119 0.0560 0.0951
MAt-CCC GJR-GARCH(1, 1) 0.0119 0.0606 0.0985
NIG-DCC GARCH(1, 1) 0.0125 0.0566 0.0962
MAt-VC GJR-GARCH(1, 1) 0.0125 0.0606 0.0979
MAt-cDCC GJR-GARCH(1, 1) 0.0125 0.0606 0.0979
MAt-DCC GJR-GARCH(1, 1) 0.0125 0.0606 0.0979
NIG-VC GARCH(1, 1)-SV 0.0074 0.0577 0.1138
MALap-VC GJR-GARCH(1, 1) 0.0130 0.0555 0.0934
NIG-cDCC GJR-GARCH(1, 1) 0.0130 0.0566 0.0951
NIG-CCC GARCH(1, 1) 0.0130 0.0572 0.0962
MALap-DCC GJR-GARCH(1, 1) 0.0136 0.0560 0.0951
MALap-CCC GJR-GARCH(1, 1) 0.0136 0.0566 0.0945
MALap-cDCC GJR-GARCH(1, 1) 0.0141 0.0589 0.0962
NIG-cDCC GARCH(1, 1) 0.0141 0.0611 0.0996
MAt-VC GARCH(1, 1) 0.0147 0.0628 0.1058
MAt-CCC GARCH(1, 1) 0.0147 0.0634 0.1058
MALap-VC GARCH(1, 1) 0.0153 0.0600 0.1007
MALap-CCC GARCH(1, 1) 0.0153 0.0617 0.1002
MALap-VC GJR-GARCH(1, 1)-SV 0.0153 0.0628 0.1013
MAt-DCC GARCH(1, 1) 0.0153 0.0628 0.1053
MAt-cDCC GARCH(1, 1) 0.0153 0.0634 0.1053
MALap-DCC GJR-GARCH(1, 1)-SV 0.0153 0.0668 0.1030
MALap-cDCC GJR-GARCH(1, 1)-SV 0.0153 0.0668 0.1041
MALap-DCC GARCH(1, 1) 0.0158 0.0600 0.1013
MALap-CCC GJR-GARCH(1, 1)-SV 0.0158 0.0656 0.1041
MALap-cDCC GARCH(1, 1) 0.0164 0.0611 0.1019
MALap-VC GARCH(1, 1)-SV 0.0175 0.0662 0.1053
MALap-DCC GARCH(1, 1)-SV 0.0175 0.0690 0.1058
MALap-CCC GARCH(1, 1)-SV 0.0175 0.0696 0.1053
MALap-cDCC GARCH(1, 1)-SV 0.0175 0.0702 0.1064
MALap-IID 0.0238 0.0628 0.1007
MN-cDCC GARCH(1, 1) 0.0255 0.0719 0.1041
MN-DCC GARCH(1, 1) 0.0266 0.0719 0.1041
MN-VC GJR-GARCH(1, 1) 0.0272 0.0696 0.1013
MN-DCC GJR-GARCH(1, 1) 0.0272 0.0702 0.1007
MN-cDCC GJR-GARCH(1, 1) 0.0272 0.0702 0.1007
MN-CCC GJR-GARCH(1, 1) 0.0272 0.0702 0.1013
MN-VC GARCH(1, 1) 0.0272 0.0724 0.1041
MN-CCC GARCH(1, 1) 0.0277 0.0730 0.1041
Table 4.2: One-day-ahead 1%, 5%, and 10% VaR forecasts failure rates for different models for an
equally weighted portfolio of DJ-30 stocks, using various models. The models are ordered according to
absolute distance of the failure rate for 1% VaR from 0.01, and in each category the best three results are
in bold.
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The Gaussian model has clearly too many violations, as confirmed in Table 4.2, while the
MALap-IID model has a much better failure rate. However, from Figure 4.4, we see that
almost all violations for the MALap-IID take place during the 2008 crisis, and hence they are
strongly dependent. Moreover, outside of the crisis period, the predicted VaR values are much
higher than those implied by the conditional models. Thus, during calm periods, the MALap-
IID model predicts unnecessarily high capital requirements, and, during market downturns,
it predicts insufficient capital holdings. These results are in line with other broad studies
comparing iid and various conditional GARCH-type models, e.g., Mittnik and Paolella (2000)
and Kuester et al. (2006a).
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Figure 4.4: Returns, one-day-ahead 1% (5%) VaR forecasts, and VaR violations, for an equally weighted
portfolio of DJ-30 stocks, using NIG-CCC GARCH(1, 1)-SV (dashes), MALap-IID (solid, magenta), and
MN-cDCC GARCH(1, 1) (solid, blue) models. The VaR violations are depicted by + signs on top and in
the bottom of the figures (with the same colors as VaR predictions).
Next we investigate the portfolio optimization results for different models. Table 4.3 reports
the minimum-variance and minimum-ES portfolio performance for various models in terms of
the annualized Sharpe ratio. The best models are from the MGHyp class, particularly with
hybrid GARCH(1, 1)-SV dynamics. Interestingly, the GJR-GARCH(1, 1) models do not lead to
better portfolio results. Together with all the Gaussian conditional models and the MALap-IID
63
4. SHARPENING SHARPE
model, they are (somewhat surprisingly) outperformed by the simplest MN-IID model. Models
which lead to better density forecasts do not necessarily lead to better portfolios. However, as
illustrated in Figure 4.5, all the MGHyp models outperform their counterpart Gaussian-based
models. The bottom left panel in Figure 4.5 compares the minimum variance portfolios with
minimum ES portfolios. The reason we do this comparison is that under the assumption of
ellipticity, the two portfolio optimizations should lead to the same portfolios (and simulations
confirm this). The MGHyp models account for non-ellipticity via the asymmetry vector γ, and
indeed most of the Sharpe ratios of the MGHyp models lie above the 45 degrees line, hence
supporting the claim of non-ellipticity.
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Figure 4.5: Cumulative predictive log-likelihood of various models vs. their portfolio performance.
Upper left panel: ST vs. Sharpe ratio of minimum variance portfolios. Upper right panel: ST vs.
Sharpe ratio of minimum expected shortfall portfolio. Bottom left panel: Sharpe ration of minimum
variance portfolio vs. Sharpe ratio of minimum expected shortfall portfolio. (The diagonal line indicates
models with equal performance, such as elliptical models.)
If interest centers not on minimum risk portfolios but the mean-variance or mean-ES port-
folios, then the MGHyp models improve the portfolio performance in terms of average portfolio
returns and portfolio volatilities, and hence leading to higher Sharpe ratios (see Figure 4.6).
Finally, Figure 4.7 compares the models in terms of portfolio performance relative to risk back-
testing performance (the latter being done for 1/K portfolio). The plots confirm that the
MGHyp models outperform the Gaussian models in both categories.
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M SR of min-Var M SR of min-ES
MALap-DCC GARCH(1, 1) 0.4744 MALap-CCC GARCH(1, 1)-SV 0.5214
MALap-VC GARCH(1, 1) 0.4724 MALap-DCC GARCH(1, 1)-SV 0.4945
MALap-CCC GARCH(1, 1) 0.4637 NIG-cDCC GARCH(1, 1) 0.4942
NIG-cDCC GARCH(1, 1) 0.4617 MALap-DCC GARCH(1, 1) 0.4900
MALap-cDCC GARCH(1, 1) 0.4612 MAt-cDCC GARCH(1, 1) 0.4795
NIG-CCC GARCH(1, 1)-SV 0.4609 MAt-DCC GARCH(1, 1) 0.4768
NIG-DCC GARCH(1, 1)-SV 0.4603 NIG-CCC GARCH(1, 1) 0.4756
NIG-CCC GARCH(1, 1) 0.4602 NIG-DCC GARCH(1, 1) 0.4723
NIG-VC GARCH(1, 1) 0.4588 MALap-cDCC GARCH(1, 1) 0.4707
NIG-DCC GARCH(1, 1) 0.4581 MALap-VC GARCH(1, 1)-SV 0.4698
MALap-CCC GARCH(1, 1)-SV 0.4572 NIG-CCC GARCH(1, 1)-SV 0.4646
NIG-cDCC GARCH(1, 1)-SV 0.4566 NIG-DCC GARCH(1, 1)-SV 0.4644
MALap-VC GARCH(1, 1)-SV 0.4565 MALap-cDCC GARCH(1, 1)-SV 0.4640
MAt-CCC GARCH(1, 1) 0.4549 NIG-DCC GJR-GARCH(1, 1) 0.4588
MALap-DCC GARCH(1, 1)-SV 0.4532 MALap-CCC GARCH(1, 1) 0.4583
MAt-cDCC GARCH(1, 1) 0.4530 NIG-VC GARCH(1, 1) 0.4516
MALap-cDCC GARCH(1, 1)-SV 0.4525 MALap-cDCC GJR-GARCH(1, 1) 0.4505
MAt-VC GARCH(1, 1) 0.4524 MALap-VC GARCH(1, 1) 0.4492
MAt-DCC GARCH(1, 1) 0.4515 NIG-cDCC GARCH(1, 1)-SV 0.4436
MN-IID 0.4335 MAt-CCC GARCH(1, 1) 0.4358
MN-CCC GARCH(1, 1) 0.4136 MN-IID 0.4335
MN-cDCC GARCH(1, 1) 0.4132 NIG-VC GARCH(1, 1)-SV 0.4311
MN-DCC GARCH(1, 1) 0.4121 MAt-VC GARCH(1, 1) 0.4305
MN -VC GARCH(1, 1) 0.4111 NIG-CCC GJR-GARCH(1, 1) 0.4287
MALap-IID 0.4032 NIG-cDCC GJR-GARCH(1, 1) 0.4239
MALap-CCC GJR-GARCH(1, 1) 0.4005 MN-CCC GARCH(1, 1) 0.4136
MALap-VC GJR-GARCH(1, 1) 0.4004 MN-cDCC GARCH(1, 1) 0.4132
NIG-cDCC GJR-GARCH(1, 1) 0.3972 MALap-CCC GJR-GARCH(1, 1) 0.4125
MALap-cDCC GJR-GARCH(1, 1) 0.3928 MN-DCC GARCH(1, 1) 0.4121
NIG-VC GARCH(1, 1)-SV 0.3892 MN -VC GARCH(1, 1) 0.4111
MAt-CCC GJR-GARCH(1, 1) 0.3861 MALap-cDCC GJR-GARCH(1, 1)-SV 0.4055
MALap-DCC GJR-GARCH(1, 1) 0.3805 NIG-cDCC GJR-GARCH(1, 1)-SV 0.4046
NIG-DCC GJR-GARCH(1, 1) 0.3798 MALap-VC GJR-GARCH(1, 1) 0.4033
NIG-CCC GJR-GARCH(1, 1) 0.3797 MALap-IID 0.3959
MAt-cDCC GJR-GARCH(1, 1) 0.3763 MALap-DCC GJR-GARCH(1, 1)-SV 0.3952
NIG-VC GJR-GARCH(1, 1) 0.3762 MAt-VC GJR-GARCH(1, 1) 0.3948
MAt-DCC GJR-GARCH(1, 1) 0.3759 NIG-CCC GJR-GARCH(1, 1)-SV 0.3945
MALap-VC GJR-GARCH(1, 1)-SV 0.3747 MAt-CCC GJR-GARCH(1, 1) 0.3943
MAt-VC GJR-GARCH(1, 1) 0.3743 MAt-cDCC GJR-GARCH(1, 1) 0.3847
MALap-cDCC GJR-GARCH(1, 1)-SV 0.3730 MAt-DCC GJR-GARCH(1, 1) 0.3808
NIG-CCC GJR-GARCH(1, 1)-SV 0.3637 MALap-DCC GJR-GARCH(1, 1) 0.3784
MN-CCC GJR-GARCH(1, 1) 0.3627 MALap-VC GJR-GARCH(1, 1)-SV 0.3772
NIG-DCC GJR-GARCH(1, 1)-SV 0.3621 MN-CCC GJR-GARCH(1, 1) 0.3628
NIG-cDCC GJR-GARCH(1, 1)-SV 0.3605 NIG-DCC GJR-GARCH(1, 1)-SV 0.3603
MN-cDCC GJR-GARCH(1, 1) 0.3552 MN-cDCC GJR-GARCH(1, 1) 0.3549
MN-DCC GJR-GARCH(1, 1) 0.3547 MN-DCC GJR-GARCH(1, 1) 0.3544
MALap-DCC GJR-GARCH(1, 1)-SV 0.3542 MN -VC GJR-GARCH(1, 1) 0.3514
MALap-CCC GJR-GARCH(1, 1)-SV 0.3520 MALap-CCC GJR-GARCH(1, 1)-SV 0.3222
MN -VC GJR-GARCH(1, 1) 0.3514 NIG-VC GJR-GARCH(1, 1) 0.2977
Table 4.3: Performance of the minimum variance portfolio strategy (min-Var) without short-
selling, and minimum expected shortfall portfolio strategy (min-ES) without short-selling, for
different models, M, and measured in terms of annualized Sharpe ratio (SR). For comparison
Sharpe ratio of equally weighted portfolio 1/K is 0.1583.
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Figure 4.6: Boxplots of annualized portfolio returns, annualized portfolio standard deviations, and
annualized Sharpe ratios, respectively, for different models and for different target minimum returns p¯ ∈
{0.5%, 1%, 2%, 3%, 4%, 5%, 10%, 15%, 25%}. Left panels: The COMFORT models. Right panels:
Gaussian conditional models.
66
4.5 Empirical Results
0.35 0.4 0.45
0
5
10
15
x 10−3SR of min−Var vs. (Failure rate of 1% VaR − 0.01)
SR(min−Var)
Va
R
 1
%
0.35 0.4 0.45
−0.01
−0.005
0
0.005
0.01
0.015
0.02
0.025
SR of min−Var vs. (Failure rate of 5% VaR − 0.05)
SR(min−Var)
Va
R
 5
%
0.3 0.35 0.4 0.45 0.5
0
5
10
15
x 10−3SR of min−ES vs. (Failure rate of 1% VaR − 0.01)
SR(min−ES)
Va
R
 1
%
0.3 0.35 0.4 0.45 0.5
−0.01
−0.005
0
0.005
0.01
0.015
0.02
0.025
SR of min−ES vs. (Failure Rate of 5% VaR− 0.05)
SR(min−ES)
Va
R
 5
%
 
 
Figure 4.7: Portfolio performance of various models vs. their VaR backtesting performance. Upper
left panel: Sharpe ratio of minimum variance portfolio vs. the dispersion from the optimal value of the
1% VaR failure rate. Upper right panel: Sharpe ratio of minimum variance portfolio vs. the dispersion
from the optimal value of the 5% VaR failure rate. Bottom left panel: Sharpe ratio of minimum expected
shortfall portfolio vs. the dispersion from the optimal value of the 1% VaR failure rate. Bottom right
panel: Sharpe ratio of minimum expected shortfall portfolio vs. the dispersion from the optimal value of
the 5% VaR failure rate. (The legend is the same as in Figure 4.5.)
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4.6 Appendices
4.6.1 Proof of Proposition 4.4.1
Define the following integral for n = 0, 1, . . . , N ,
I (qP,α, n;µ, γ, h) =
∫ qP,α
−∞
ynfP (y) dy. (4.36)
By (4.26) and (4.27), α = I (−VaRα (P ) , 0;µ, γ, h) and ESα (P ) = −I (−VaRα (P ) , 1;µ, γ, h) /α,
respectively. We start with a general result regarding I (qP,α, n;µ, γ, h) for a mean-variance mix-
ture of normal distribution.
Let z = (y − µ− γg) / (h√g) and c (g) = (qP,α − µ− γg) / (h√g). Then, changing vari-
ables,
I (qP,α, n;µ, γ, h) =
∫ qP,α
−∞
ynfP (y) dy =
∫ qP,α
−∞
∫ ∞
0
ynfP |G (y | g) fG(g)dgdy
=
∫ ∞
0
fG (g)
∫ qP,α
−∞
ynfP |G (y | g) dydg
=
∫ ∞
0
fG (g)
∫ qP,α
−∞
yn (h
√
g)
−1
fP |G
(
y − µ− γg
h
√
g
| g
)
dydg
=
∫ ∞
0
fG (g)
∫ c(g)
−∞
(h
√
gz + µ+ γg)
n
fZ|G (z | g) dzdg (4.37)
So, for n = 0 and qP,α = −VaRα (P ), we have
α = I (−VaRα (P ) , 0;µ, γ, h) =
∫ ∞
0
fG (g)
∫ c(g)
−∞
fZ|G (z | g) dzdg, (4.38)
and, for n = 1 and qP,α = −VaRα (P ), we have
ESα (P ) = − 1
α
I (−VaRα (P ) , 1;µ, γ, h)
= − 1
α
∫ ∞
0
fG (g)
∫ c(g)
−∞
(h
√
gz + µ+ γg) fZ|G (z | g) dzdg
= −µ
α
∫ ∞
0
fG (g)
∫ c(g)
−∞
fZ|G (z | g) dzdg − γ
α
∫ ∞
0
fG (g) g
∫ c(g)
−∞
fZ|G (z | g) dzdg
− h
α
∫ ∞
0
fG(g)
√
g
∫ c(g)
−∞
zfZ|G (z | g) dzdg. (4.39)
From (4.38), the first integral in (4.39) is equal to α. The second integral in (4.39) is∫ ∞
0
fG (g) g
∫ c(g)
−∞
fZ|G (z | g) dzdg = E [G]FP∗ (−VaRα (P )) , (4.40)
where FP∗ is the cumulative distribution function of P
∗ ∼ GHyp (µ, γ, h, λ+ 1, χ, ψ).
For the third integral in (4.39), note that, for any c,∫ c
−∞
zfZ|G (z | g) dz = − 1√
2pi
Γ
(
1,
c2
2
)
,
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where Γ is the upper incomplete gamma function which satisfies Γ (1, x) = exp (−x), for any
x > 0; and, by the definition of c (g),
−c
2 (g)
2
= −1
2
(
(VaRα (P ) + µ)
2
h2
g−1 +
γ2
h2
g +
2 (VaRα (P ) + µ) γ
h2
)
. (4.41)
Combining, we get that∫ ∞
0
fG(g)
√
g
∫ c(g)
−∞
zfZ|G (z | g) dzdg = − 1√
2pi
∫ ∞
0
fG(g)
√
g exp
(
−c
2 (g)
2
)
dg
= − C√
2pi
∫ ∞
0
fG˜(g)dg = −
C√
2pi
, (4.42)
where fG˜ is the density of GIG random variable with parameters λ˜, χ˜ and ψ˜ defined by
λ˜ = λ+
1
2
, χ˜ = χ+
(VaRα (P ) + µ)
2
h2
and ψ˜ = ψ +
γ2
h2
and constant C is given by
C =
χ−λ
(√
χψ
)λ
2Kλ
(√
χψ
)

χ˜−λ˜
(√
χ˜ψ˜
)λ˜
2Kλ˜
(√
χ˜ψ˜
)

−1
exp
(
− (VaRα (P ) + µ) γ
h2
)
. (4.43)
Therefore, (4.39) reduces to
ESα (P ) = −µ− γ
α
E [G]FP∗ (−VaRα (P )) + h
α
C√
2pi
, (4.44)
where FP∗ is the cdf of P
∗ ∼ GHyp (µ, γ, h, λ+ 1, χ, ψ); the constant C is given in (4.43).
4.6.2 DJIA-30 Components
Dow Jones Industrial Average components (as present on June 8, 2009)
No. Abbrev Company Name No. Abbrev Company Names
1 MMM 3M Co 16 HD Home Depot Inc
2 AA Alcoa Inc 17 IBM Intl. Business Machines Corp
3 AXP American Express Co 18 INTC Intel Corp
4 T AT&T 19 JNJ Johnson & Johnson
5 BAC Bank of America Corp 20 JPM JPMorgan Chase & Co
6 BA Boeing Co 21 KFT Kraft Foods Inc
7 CAT Caterpillar Inc 22 MCD McDonald’s Corp
8 CVX Chevron Corp 23 MRK Merck & Co Inc
9 CSCO Cisco Systems Inc 24 MSFT Microsoft Corp
10 KO Coca-Cola Co 25 PFE Pfizer Inc
11 DD El Du Pont de Nemours & Co 26 PG Procter & Gamble Co
12 XOM Exxon Mobil Corp 27 UTX United Technologies Corp
13 GE General Electric Co 28 VZ Verizon communications Inc
14 TRV The Travelers Companies Inc 29 WMT Wal-Mart Stores Inc
15 HPQ Hewlett-Packard Co 30 DIS Walt Disney Co
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MARC-MARS: Modeling Asset Returns via Conditional
Multivariate Asymmetric Regime-Switching
Pawe l Polaka ,b
aDepartment of Banking and Finance, University of Zurich, Switzerland
bSwiss Finance Institute
Abstract
A regime-switching model for a multivariate set of asset returns is proposed. The model
can be seen as an extension of the CCC-GARCH regime switching model of Pelletier
(2006), such that the normality assumption is replaced by a (possibly special case of a)
multivariate generalized hyperbolic distribution (MGHyp). In doing so, the model, like that
of Pelletier (2006), accommodates the stylized facts of volatility clustering and non-constant
correlations between asset returns. However, the new model also allows for asymmetry
(possibly differing in each asset), and excess kurtosis in the returns—these being the most
prominent and ubiquitous stylized facts of asset returns, and the most crucial for realistic
risk management purposes. The multivariate predictive distribution is a discrete mixture of
MGHyp distributions, and so weighted sums of marginals are themselves discrete mixture
of GHyp, and thus tractable, enabling, e.g., portfolio optimization. To accomplish joint
likelihood estimation of all the model parameters, a new, two-stage, EM algorithm is
developed for estimation. This is coupled with shrinkage via a quasi-Bayesian prior, which
enhances both estimation ease, and forecast quality. The new model is demonstrated to
outperform all special cases in terms of in sample fit and out-of-sample forecasts.
Keywords: CCC; Density Forecasting; EM-Algorithm; Fat Tails; GARCH; Laplace Distribu-
tion; Markov-Switching; Multivariate Generalized Hyperbolic Distribution.
JEL Classification: C51; C53; C58; G11; G17.
5.1 Introduction
We consider modeling asset returns via a conditional multivariate asymmetric regime-switching
model, or, in short, MARC-MARS. The approach originates from the Constant Conditional
Correlation (CCC) model of Bollerslev (1990) and its extension to the Regime Switching Dy-
namic Correlation (RSDC) model of Pelletier (2006). The latter structure is appealing because
it allows switching among several correlation matrices to accommodate the stylized fact that
correlations are not constant through time, such as during periods of severe market down-
turns, in which correlations are larger than during periods of relative tranquility. The RSDC
model was demonstrated by Paolella (2013) to indeed lead to improved density forecasts over
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the CCC model, but is in turn outperformed by simpler non-Gaussian multivariate models
proposed therein. In this paper, we show how the RSDC model can be extended to the non-
Gaussian case; in particular to support use of the multivariate generalized hyperbolic (MGHyp)
distribution. In doing so, the MARC-MARS structure nests the RSDC model, as well as the iid
MGHyp model (McNeil et al., 2005, Ch. 3), and univariate GARCH in which the innovations
sequence is taken to be GHyp or one of its special or limiting cases (e.g., normal, Student’s t,
NIG, Hyperbolic Skew Student’s t, etc); see, among others, Jensen and Lunde (2001) and Aas
and Haff (2006a).
The proposed model also generalizes the class of common market factor non-Gaussian re-
turns (COMFORT) models introduced in Paolella and Polak (2013b), hereafter PP13. An
interesting feature of the latter is the introduction of a stochastic term which can be inter-
preted as a market factor, common to each of the assets. This term is responsible for modeling
news which affects the distribution of current period returns. While the COMFORT is a very
flexible model (which outperforms all its special cases previously used), its dynamics cannot
handle pronounced changes in the correlation structure related to switching, e.g., between bull
and bear periods in the market, because the dependency matrix is specified as CCC. In this
paper, we relax this assumption and allow for regime switches in the dependency matrix.
Crucially, the most general model proposed is straightforward to estimate, even with a large
number of assets, owing to a new, two-step method for likelihood maximization. As detailed
below in the empirical section, the switching model, with two regimes, significantly outperforms
the single-regime case (while the use of three regimes is inferior to the use of two). To further
motivate the use of our proposed new, likelihood-based estimation algorithm, issues related to
its convergence properties are studied.
An interesting feature of the MARC-MARS model is that it allows incorporation of three
types of asymmetries, and distinguishes between their effects: (i) skewness in the conditional
density which drives the individual asset news effects; (ii) asymmetry in individual asset volatil-
ity dynamics; and, (iii) asymmetry in the dynamics of the dependency structure which is respon-
sible for different persistence of the state-specific dependency between assets. The empirical
exercise details the importance of each of these effects. Our findings confirm that each one of
them has its own positive effect on the quality of the density forecasts.
The remainder of the paper is as follows. Section 5.2 states the model, while Section 5.3
discusses the proposed method of estimation and some of it properties. Section 5.4 details an
empirical study, and Section 5.5 provides some concluding remarks. An Appendix gathers the
technical results related to the new EM algorithm.
5.2 Model
Let Yt = (Yt,1, Yt,2, . . . , Yt,K)
′ denote a return vector of K financial assets at time t, for t =
1, 2, . . . , T . The equally spaced (ignoring the weekend effect for daily data) realization of the
return vector is denoted by Y = [Y1 | Y2 | · · · | YT ] and the information set at time t, defined
as the history of returns, is denoted by Φt = {Y1, . . . ,Yt}. In what follows we assume that Yt
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has a COMFORT representation, from PP13, given by
Yt = µ+ γGt + εt, with
εt = H
1/2
t
√
GtZt,
(5.1)
where µ = (µ1, . . . , µK)
′
and γ = (γ1, . . . , γK)
′
are column vectors in RK ; Ht is a positive
definite, symmetric, dispersion matrix of order K; Zt
iid∼ N (0, IK) is a sequence of independent
and identically distributed (iid) normal random variables and Gt ∼ GIG (λ, χ, ψ) are iid mixing
random variables, t = 1, 2, . . . , T , independent of Zt, with typical GIG (generalized inverse
Gaussian) density given by
fG|Y (x;λ, χ, ψ) =
χ−λ
(√
χψ
)λ
2Kλ
(√
χψ
) xλ−1 exp(−1
2
(
χx−1 + ψx
))
, x > 0; (5.2)
Kλ (x) is the modified Bessel function of the third kind (and not to be confused with K, the
number of assets), given by
Kλ (x) =
1
2
∫ ∞
0
tλ−1 exp
(
−x
2
(
t+ t−1
))
dt, x > 0. (5.3)
and χ > 0, ψ ≥ 0 if λ < 0; χ > 0, ψ > 0 if λ = 0; and χ ≥ 0, ψ > 0 if λ > 0. The same MGHyp
distribution arises from the parameter constellation (λ, χ/c, cψ,µ, cHt, cγ) for any c > 0.
The conditional, positive definite, dispersion matrix Ht is decomposed as
Ht ≡ StΓtSt, (5.4)
where St is a diagonal matrix composed of the strictly positive conditional scale terms sk,t,
k = 1, . . . ,K, and Γt is a dependency matrix. The univariate scale terms sk,t are modeled by
a GARCH-type process. The obvious starting point is the GARCH(1,1) model
s2k,t = ωk + αkε
2
k,t−1 + βks
2
k,t−1, (5.5)
where εk,t = yk,t − µk − γkGt is the kth element of the εt vector in (5.1), and ωk > 0, αk ≥ 0,
βk ≥ 0, for k = 1, 2, . . . ,K. However, models which can capture a leverage effect typically
yield better forecasts (see, e.g., Mittnik and Paolella (2000) and the references therein). In
particular, the A-PARCH(1,1) model of Ding et al. (1993), given by
sδkk,t = ωk + αk (|εk,t−1| − ηkεk,t−1)δk + βksδkk,t−1, |ηk| < 1, δk > 0, (5.6)
has been shown to be a more effective filter than (5.5) because (i) parameter δ is typically
estimated to be closer to 1 than 2 (see the detailed empirical results in Broda et al., 2012, and
the references therein), and (ii) parameter η serves to capture asymmetry in the scale-term
response to the last period innovation; see, e.g., Mittnik and Paolella (2000) and the references
therein. In the empirical section below, we confirm that use of (5.6) in conjunction with the
MARC-MARS model yields forecasts which are overall superior to use of (5.5).
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For the dependency matrix, the CCC model entails using the time invariant matrix Γt = Γ
leading to a conditional MGhyp distribution of the returns. Dynamics in the dependency matrix
are obtained by the RSDC model with N regimes, whereby
Γt =
N∑
n=1
1{∆t=n}Γn, (5.7)
where 1{} is an indicator function; ∆t is a latent random variable governed by a first order
Markov chain, independent of Zt and Gt, which can take one of N possible values; and Γn, n =
1, . . . , N , are state specific K ×K positive definite correlation matrices such that Γn 6= Γm for
n 6= m. The probability law governing ∆t is defined by its time-invariant transition probability
matrix, denoted by Π = [pin,m]n,m=1,...,N , where pin,m is the probability of going from state n
in period t to state m in period t+ 1. Hence in the RSDC version of the model the conditional
distribution of the returns is a discrete mixture of MGHyp.
For notational convenience later, we collect the parameters of the model into three vectors
(process, distribution, and correlation)
θP =
(
µ′,γ′,ω′,α′,β′,η′
)′
, θD = (λ, χ, ψ)
′
, and
θC =
(
vech (Γ1)
′
, . . . , vech (ΓN )
′
, vecN−1 (Π)
′)′
,
(5.8)
where ω,α, β, and η are K-dimensional vectors of parameters from (5.6) (we set the power
parameters δk, for k = 1, . . . ,K, to one a prior to estimation, and in case of GARCH(1, 1)
dynamics, in (5.5), the asymmetry parameters in η reduce to zero); λ, χ and ψ are the GIG
parameters; vech (Γn), for n = 1, . . . , N , denotes a column vector of the elements above the
main diagonal of matrix Γn; and vecN−1 (Π) is a column vector of first N − 1 columns of the
transition probabilities matrix Π (but for just the CCC model, θC reduces to vech (Γ)).
In the empirical application we restrict our attention to the multivariate asymmetric Laplace
distribution (MALap), with density fYt(y;λ,µ,Ht,γ) given by
2 exp
{
(y − µ)′H−1t γ
}
(2pi)K/2Γ (λ) |Ht|1/2
(
mt
2 + γ′H−1t γ
)λ/2−K/4
Kλ−K/2
(√
mt
(
2 + γ′H−1t γ
))
, (5.9)
where Ht is given by (5.4) and mt = (y − µ)′H−1t (y − µ). This is a special case of the
MGHyp distribution in which Gt is iid gamma distributed with shape parameter λ > 0 and
unit scale parameter. PP13 argue that the MGHyp is too flexible for returns data and exhibits
a relatively flat likelihood in some of the parameters, while the MALap does not share this
problem. Moreover, it is faster and numerically more reliable to estimate, but still retains the
flexibility required for modeling asset returns. Crucially, it allows for individual asset asymmetry
parameters and also higher kurtosis than the normal distribution.
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5.3 Two-Step Estimation for the Regime Switching Cor-
relation Model
PP13 develop a new ECME algorithm for estimating the model under the assumption of a
constant conditional correlation matrix, i.e., the single-component case. To generalize this to
the N -component case, in principle, one could extend that algorithm into a nested double
EM algorithm with the inner loop estimating the regime switching correlations. However,
the rapid increase of the number of parameters combined with the dynamic structure in the
conditional correlation matrix of the RSDC model makes even this, double EM, estimation
method impractical for large K. To overcome this, a new, two-stage estimation procedure is
proposed. It replaces a double iterative procedure by two separate procedures, whereby the
second procedure is conducted conditional on the results from the first one.
The estimation algorithm is based on the decomposition of the complete conditional log-
likelihood function into a sum of two terms: the normal log-likelihood (i.e. conditionally on
the realization of the mixing random variable) and the log-likelihood function of the mixing
random variable, i.e.,
logLY,G (θP ,θD,θC) = logLY|G (θP ,θC) + logLG (θD) , (5.10)
Next, the normal log-likelihood can be split as in Bollerslev (1990) and Pelletier (2006), i.e.,
logLY|G (θP ,θC) = logLMVY|G (θP ) + logL
Corr
Y|G (θP ,θC) , (5.11)
where LMVY|G (θP ) is the mean-volatility term given by
logLMVY|G (θP ) = −
1
2
T∑
t=1
[
K log (2pi) + log |St|2
+ g−1t (yt − µ− γgt)′ S−1t S−1t (yt − µ− γgt) + log gt
]
, (5.12)
and LCorrY|G (θP ,θC) is the correlation term given by
logLCorrY|G (θP ,θC) = −
1
2
T∑
t=1
[
log |Γ|+ e′tΓ−1et − e′tet
]
, (5.13)
where et = g
−1/2
t S
−1
t εt and εt = yt − µ− γgt from (5.1).
Owing to the mixture structure of the MGHyp, LY|G (θP ,θC) is a multivariate Gaussian
likelihood with a GARCH structure for the scales and a given conditional correlation model.
As such, maximization of LY|G (θP ,θC) can be done in two steps. First, with the correlation
structure ignored, the GARCH parameters in (5.5) are estimated for each of the K assets
separately (or concurrently with parallel computing) by maximizing LY|G (θP | θC = IK), and,
in the second step, the correlation parameters θC are estimated from the first-step standardized
residuals. In case of constant dependency matrix, as in PP13, the Γ matrix is estimated
by the usual empirical correlation estimator (the MLE under normality) of the standardized
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residuals g
−1/2
t S
−1
t ε̂t (with the unobserved realizations of g
−1/2
t replaced by their conditional
expectations from the E-step below), this is instantaneous and trivial. When Γt has a regime
switching structure the correlation step would be considerably slower. We propose to omit
the correlation step and turn to the maximization of the second term in the decomposition
(5.10). Given the θP estimates, denoted as usual by θ̂P , estimate mixing process parameters
θD by maximizing LY
(
θD | θ̂P ,θC = IK
)
. Given all these estimates, we proceed with the next
E-step update of the unobserved mixing random variable G (still with the ignored correlation
structure) and continue to iterate until convergence. The estimates of the correlation dynamics,
θC , are obtained in the second stage by a separate EM algorithm.
Stage-I E-step: Calculate E
[
logLY,G | Y; θ̂P , θ̂D,θC = IK
]
.
The log-likelihood function (5.12) is linear with respect to gt and g
−1
t . Hence, the E-step
involves replacing unobserved realizations of Gt and G
−1
t in (5.10) by their conditional
expectations E
[
G±1t | Y; θ̂P , θ̂D,θC = IK
]
.
Stage-I CM1-step: Update θP by computing
arg max
θP
logLMVY|G (θP ) , (5.14)
where LMVY|G (θP ) is a Gaussian likelihood with zero correlation, so we can estimate the
parameters of each asset, (µk, γk, ωk, αk, βk), separately by maximizing the corresponding
likelihood function.
Stage-I CM2-step: Given the CM1-step estimates of θP , obtain new estimates of θD by maxi-
mizing the incomplete data log-likelihood function, i.e., compute
arg max
θD
logLY
(
θD | θ̂P ,θC = IK
)
. (5.15)
Iterate the above steps until convergence.
Stage-II Conditional on θ̂P and θ̂D, estimate the remaining parameters as
arg max
θC
logLY
(
θC | θ̂P , θ̂D
)
. (5.16)
The Stage-II step replaces the correlation step, from the original algorithm in PP13, and is
itself an EM-algorithm, conducted conditionally on the other parameters estimates. The al-
gorithm generalizes the (Hamilton, 1993, 1994) method for time series with changes in regime
under the normality assumption to the MGHyp distribution case. It is embedded with the
smoothed inference algorithm for the regime probabilities from Kim (1994). In order to reduce
the estimation error and to increase the forecasting performance of the model, we augment the
estimators with a quasi-Bayesian prior along the lines of Hamilton (1991) and Paolella (2013).
The Stage-II EM algorithm then consists of the following 5 steps:
(II-1) Set iteration count ` = 1 and choose the starting values for θ
[1]
C =
[
Γ
[1]
1 , . . . ,Γ
[1]
N ,Π
[1]
]
.
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(II-2) Recursively calculate the probabilities ξ
[`]
t+1|t, ξ
[`]
t|t and a smoothed version ξ
[`]
t|T , using
η
[`]
t =

f
(
yt | Y1,Y2, . . . ,Yt−1,∆t = 1; θ̂P , θ̂D,Γ[`]1
)
f
(
yt | Y1,Y2, . . . ,Yt−1,∆t = 2; θ̂P , θ̂D,Γ[`]2
)
...
f
(
yt | Y1,Y2, . . . ,Yt−1,∆t = N ; θ̂P , θ̂D,Γ[`]N
)
 ,
and
ξ
[`]
t|t =
ξ
[`]
t|t−1  η[`]t
1′N
(
ξ
[`]
t|t−1  η[`]t
) , ξ[`]t+1|t = Π[`]ξ[`]t|t, ξ[`]t|T = ξ[`]t|t{Π′ [ξ[`]t+1|T ÷ ξ[`]t+1|t]} , (5.17)
where ξ
[`]
s|t denotes an N -dimensional vector of probabilities of observing each of the N
states at time s, based on the data obtained through date t, and based on knowledge of
the population parameters (5.8); 1N is an N × 1 vector of ones; and  and ÷ denote the
element by element product and division, respectively.
(II-3) Update the estimates of the correlation matrices by
Γ˜
[`+1]
n =
anBn +
∑T
t=1 g
−1
t S
−1
n,t (yt − µ̂− γ̂gt) (yt − µ̂− γ̂gt)′ S−1n,tξ[`]n,t|T
an +
∑T
t=1 ξ
[`]
n,t|T
, (5.18)
(the tilde indicating that the matrix is not yet standardized to be an actual correlation
matrix; see (5.21) below), where fixed quantities an ≥ 0; and Bn positive definite K ×K
matrices with ones on the diagonal and off-diagonal elements between −1 and 1, represent
the weight and the values of the nth prior correlation matrix, respectively, n = 1, . . . , N ,
as discussed below in Section 5.4; Sn,t are K ×K diagonal matrices with scale terms gen-
erated by equation (5.5), with first-step estimates of θP and regime-specific estimates of
Gt, denoted gt, from the previous iteration `; ξ
[`]
n,t|T denotes the nth element of the prob-
ability vector ξ
[`]
t|T from (5.17); and all hatted parameters come from the first estimation
stage.
As the latent values gt and g
−1
t enter linearly in (5.18), their estimates are given by the
conditional expectation of Gt and G
−1
t , respectively, given (i) the observed data Yt and
the Sn,t matrix; (ii) the parameter estimates θ̂P and θ̂D; (iii) the previous iteration value,
θ
[`]
C ; and (iv) expectations of Gt−1 (see Remark (ii) below). Paralleling Stage-I E-step,
we get (
Gt | Yt,Sn,t, Gt−1,∆t = n; θ̂P , θ̂D,θ[`]C
)
∼ GIG
(
λ[`], χ[`], ψ[`]
)
, (5.19)
where λ[`] = λ̂−K/2, χ[`] = m[`]n,t + χ̂ and ψ[`] = ψ̂ + γ̂′
(
Sn,tΓ
[`]
n Sn,t
)−1
γ̂; and
m
[`]
n,t = (yt − µ̂)′
(
Sn,tΓ
[`]
n Sn,t
)−1
(yt − µ̂) , (5.20)
and the conditional expectations of Gt and G
−1
t are given by the explicit formulae for the
moments of the GIG random variable.
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(II-4) In order to get a correlation matrix, (5.18) needs to be rescaled. The (`+ 1)st iteration
update of the correlation matrix cannot be used directly because the elements on the
diagonal of Γ[`+1]n are not imposed to be unity. Instead, and as done with the RSDC
model of Pelletier (2006), we set, for n = 1, . . . , N ,
Γ[`+1]n = D
−1[`+1]
n Γ˜
[`+1]
n D
−1[`+1]
n , D
[`+1]
n = diag
(√
Γ˜
[`+1]
1,1,n , . . . ,
√
Γ˜
[`+1]
K,K,n
)
. (5.21)
(II-5) Finally, each element of the transition matrix, Π = [pin,m]n,m=1,...,N , is updated by
pi[`+1]n,m =
T∑
t=2
ξ
[`]
m,t|T
pi
[`]
n,mξ
[`]
n,t−1|t−1
ξ
[`]
m,t|t−1
/
T∑
t=2
ξ
[`]
n,t−1|T .
This sequence of steps is iterated until convergence.
Remarks:
(i) In step II-2 above, we use Hamilton’s (1989) recursive filter and the smooth probabilities
algorithm given in Kim (1994). What remains in this recursion is to choose starting values
ξ̂1|0. We take the approach proposed by Hamilton (1989) and add this K × 1 vector to
the parameter space and estimate these initial probabilities by maximum likelihood along
with the parameters in θC . Note that their estimation is embedded in step (2) of the EM
algorithm and thus does not incur any substantial extra cost.
(ii) If the asymmetry component γ is used, then the scale terms sk,t, k = 1, . . . ,K, for a
given t, are functions of the realization of {G1, . . . , Gt−1} through the recursive GARCH
equation (5.5). Thus, in the computation of the diagonal matrix S−1n,t in step (3), we use
E
[
Gt−1 | Yt−1,∆t = n,Π[`]
]
=
N∑
m=1
pin,mE
[
Gt−1 | Yt−1,∆t−1 = m,Π[`]
]
,
where Π[`] =
[
pi
[`]
n,m
]
n,m=1,...,N
and the expectations under the sum are given by explicit
formulae for moments of the GIG random variable with the parameters as in (5.19). This
is the reason that the matrix S−1n,t is indexed by n, but is not a function of Gt.
(iii) Ignoring the correlation structure does not change the updates of the θP in the ECME
algorithm. Combining this finding with some mild relative entropy condition the mono-
tonicity of the ECME algorithm, performed on the subspace of the parameter space with
the zero correlations, is preserved. Therefore, by the self consistency of the ECME algo-
rithm, our approach maintains the consistency and asymptotic normality of estimates in
the same sense as the existing two-step procedures under the normality assumption. The
theorems and proofs formulating the corresponding necessary and sufficient conditions
are given in Appendix 5.6.1.
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5.4 Empirical Application
The data set consists of the 1, 945 daily returns of K = 30 components of the Dow Jones
Industrial Index (DJ-30) from June 13th, 2001, to March 11th, 2009 (based on the DJ-30
composition in 2009). The ordering, abbreviations and names of the sample stocks are given in
Appendix 5.6.2. Returns for each asset are computed as continuously compounded percentage
returns, given by yk,t = 100 log (pk,t/pk,t−1), where pk,t is the price of an asset k at time t.
First, we compare the in-sample fit of the multivariate normal CCC (MN-CCC) and the
MALap-CCC models and show that the latter provides a much better fit to the tails of the return
distribution. Next, we discuss the MALap-CCC A-PARCH(1,1) model parameter estimates
across different data windows.
Given the superior in-sample fit of our MALap-CCC model, we then compare the forecast-
ing performance across different models. Summarizing the results, the MALap-RSDC model
yields a clear prediction of which state will get realized next period and delivers the best den-
sity and covariance matrix forecasts among all considered models. In particular, we find (i) a
large improvement moving from the normal to the Laplace distribution; (ii) that introducing
asymmetries in the density function and the correlation dynamics in combination with shrink-
age further improves the forecasting performance; (iii) that the use of the optimal amount
of shrinkage increases the “separation” of the regime forecasts; (iv) that the use of the more
general A-PARCH(1,1) model (5.6) instead of (5.5) further increases forecasting performance;
and (v) that the MALap-RSDC model results in better predictions of the matrix of the second
moments, compared to the MN-CCC and MN-RSDC models, or the simpler MLap-CCC and
MALap-CCC models from PP13.
5.4.1 In-Sample Performance
The in-sample fit is evaluated based on the Q-Q-plots of the sample quantiles of the standardized
residuals versus the theoretical quantiles from a normal distribution, where the standardized
residuals, for the MN-CCC model and for the MALap-CCC model, are given by
Ĥ
−1/2
t
(
Yt − µ̂
)
and Ĝ
−1/2
t Ĥ
−1/2
t
(
Yt − µ̂− γ̂Ĝt
)
, (5.22)
respectively. Where Ĝt are the imputed values of Gt returned from the EM algorithm, Ĥt
are fitted conditional dispersion matrices and other hatted entries denote parameter estimates.
Observe that both sets of residuals in (5.22), in particular the latter, are assumed to be Gaussian
under each of the assumed models. The set of all figures for all the models and for 30 assets is
available upon request. They confirm our previous findings that moving from Gaussian models
to any of the MALap models improves the tail fit.
Figure 5.1 shows the six components of θ̂P from the MALap-CCC A-PARCH(1,1) model.
The parameter estimates are obtained for 946 moving windows of 1, 000 observations. The
elements of the estimated location vector µ̂ in the top left panel initially are nearly all positive.
Towards the end of the sample the µ̂ are more equally distributed around zero. By contrasting
the estimates of ω (top right panel), α (middle left panel) and β (middle right panel), one
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can identify periods of a low (high) constant volatility component with a high (low) persistence
of the assets scale term, i.e., βk close to 1; and a smaller (larger) impact of the last period
shock on the assets scale term, i.e., αk close to zero. These periods correspond to the periods
of low (high) volatility in the data. The estimates of γ (bottom left panel) are predominantly
negative, indicating fatter left tails of the returns distribution. The γ vector is responsible for
the impact of the common factor Gt on each asset. Negative signs of γ components suggest that
Gt captures mostly negative news. Finally, the estimated A-PARCH asymmetry coefficients η
(bottom right) are positive, indicating an asymmetry in the scale response to the last period
shock. This result is exactly in line with the leverage effect.
1000 1100 1200 1300 1400 1500 1600 1700 1800 1900
-0.5
0
0.5
1
T=1000,,1945

k
 for k=1,,30 in MALap-CCC (APARCH) model
1000 1100 1200 1300 1400 1500 1600 1700 1800 1900
0
0.05
0.1
0.15
0.2
0.25
T=1000,,1945

k
 for k=1,,30 in MALap-CCC (APARCH) model
1000 1100 1200 1300 1400 1500 1600 1700 1800 1900
0
0.05
0.1
0.15
0.2
T=1000,,1945

k
 for k=1,,30 in MALap-CCC (APARCH) model
1000 1100 1200 1300 1400 1500 1600 1700 1800 1900
0.65
0.7
0.75
0.8
0.85
0.9
0.95
T=1000,,1945

k
 for k=1,,30 in MALap-CCC (APARCH) model
1000 1100 1200 1300 1400 1500 1600 1700 1800 1900
-0.3
-0.2
-0.1
0
0.1
T=1000,,1945

k
 for k=1,,30 in MALap-CCC (APARCH) model
1000 1100 1200 1300 1400 1500 1600 1700 1800 1900
-0.5
0
0.5
1
T=1000,,1945

k
 for k=1,,30 in MALap-CCC (APARCH) model
Figure 5.1: Estimates of θP , for the MALap-CCC A-PARCH(1,1) model; for 30 assets plotted for 946
windows of 1, 000 observations. Row-wise µ̂, ω̂, α̂, β̂, γ̂ and η̂.
5.4.2 Density Forecasting Performance Comparison
In this section we compare the models from the literature (the CCC model of Bollerslev (1990),
the DCC model of Engle and Sheppard (2002) and the RSDC model of Pelletier (2006), all
denoted with a prefix MN- for Multivariate Normal distribution of the innovations) and five
multivariate Laplace based models proposed in this paper (two with symmetric Laplace distri-
bution MLap-CCC and MLap-RSDC; and two with asymmetric Laplace distribution MALap-
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CCC and MALap-RSDC). The scale term dynamics from (5.5) and (5.6) are compared for two
asymmetric models MALap-CCC and MALap-RSDC, and for the MALap-RSDC A-PARCH
model we investigate the optimal number of regimes. Finally, we compare the model predictions
of the matrix of second moments.
Our interest centers on the quality of one-step ahead predictions of the return vector density.
For this purpose, we use the normalized sum of the realized predictive log-likelihood, as proposed
and discussed in Paolella (2013), given by
ST (M) =
1
T
T∑
t=1
pit (M), (5.23)
where
pit (M) = log f
M
t+1|t (Yt+1 | θ), (5.24)
and M indicates the model.
For the RSDC models the correlation matrix is stochastic. Hence, we extend the above
definition of pit (M) by replacing (5.24) with a conditional expectation analogue, i.e.,
pit (M) = logEt
[
fMt+1|t
(
Yt+1 | θ̂
)]
= log
N∑
n=1
ξn,t+1|t fMt+1|t
(
yt+1 | ∆t+1 = n; θ̂
)
, (5.25)
where ξn,t+1|t is the nth element of the vector ξt+1|t, given in (5.17). As the Markov structure
does not affect the parameters of the mixing random variable Gt, one can equivalently replace
the correlation matrix by its conditional expectation and compute pit (M, ν) directly from the
MALap density in (5.9) with a correlation matrix given by Γ̂t+1 =
∑N
n=1 ξn,t+1|tΓn. To show
the equivalence of using Et
[
fMt+1|t
(
Yt+1 | θ̂
)]
as given in (5.25) and
fMt+1|t
(
yt+1 | θ̂
)
= fMt+1|t
(
yt+1 | θ̂,Et [Γt+1]
)
, (5.26)
let G ∼ GIG (λ, χ, ψ) and (X | G = g) ∼ N (m,Σn) and define m = µ− γg. Then
N∑
n=1
ξn
[∫
fX|G=g(y)fG(g)dg
]
=
∫ N∑
n=1
ξnfX|G=g(y; m,Σn)fG(g)dg
=
∫
fX|G=g
(
y | g; m,
N∑
n=1
ξn(Σn)
)
fG(g)dg,
where the last step follows from the basic properties of normal random variables.
Using (5.23), we analyze the forecasting performance of the aforementioned models. We
estimate each model on 946 moving windows of length ν = 1, 000 using the DJ-30 data set.
The MALap-RSDC model is the most general model. It includes all other considered models
as special or limiting cases. However, the corresponding estimates can be biased due to the
misspecification error and the estimation error might be large due to the rich structure of the
model. In order to find an optimal trade-off between these two errors, we introduce two types
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of shrinkage in the estimation algorithm: (i) on the skewness parameter γ, by penalizing the
first step likelihood function with the penalty term ϑγ |γ − γS |, where ϑγ ≥ 0 is the penalty
strength scalar hyper-parameter and γS is the shrinkage target; (ii) via a quasi-Bayesian prior,
discussed in Section 5.3, on the regime-specific correlation matrices.
For the shrinkage we specify the strength parameters and the shrinkage targets. Regarding
the targets for the skewness parameter, we shrink towards a vector of zeros (γS = 0) and
for the correlation target we refer to our one-step estimated MALap-CCC model and use the
corresponding correlation matrix estimates as the shrinkage target (one can also consider an
identity matrix). This choice of shrinkage targets corresponds to the simpler (N = 1) and
limiting case (γ → 0) of the MALap-RSDC model.
For the strength of the prior of the skweness parameter, ϑγ , we investigate empirically
different levels (see top left panel in Figure 5.2). For each of the correlation matrix estimators,
Γ̂n, in our N = 2 setting, we take different shrinkage strength, a1 = 2ϑΓ and a2 = ϑΓ/2
with ϑΓ > 0, a scalar hyper-parameter. Less prior strength is assigned to the second regime
correlation matrix because it corresponds to more turbulent market conditions. The sources
of these turbulences may be different than the one used to determine the prior (see Paolella
(2013)). The hyper-parameter, ϑΓ, is determined based on a simulation study by analyzing the
resulting forecasting performance.
Figure 5.2 consists of a collection of normalize sums of the realized predictive log-likelihood
measures for different models plotted as a function of the correlation shrinkage strength param-
eter ϑΓ. For comparison purposes all the panels exhibit the same scale.
In the top left panel S1945 (MALap-RSDC, 1, 000) is plotted and different curves represent
different levels of the skewness shrinkage strength, ϑγ . A very small amount of skewness
shrinkage ϑγ = 0.001 gives the best fit for any level of ϑΓ. Similarly, ϑΓ = 500 dominates across
all levels of ϑγ . Hence, among the MALap-RSDC models, we choose the one with skewness
shrinkage ϑγ = 0.001 for which the optimal correlation shrinkage strength is ϑΓ = 500.
The top right panel in Figure 5.2 plots our best MALap-RSDC model and the normal based
models. The simplest MN-CCC model performs worst. The MN-RSDC model has only a
slightly better performance. The best among all the Gaussian based models is the MN-DCC
model. All Gaussian based models give comparable results and the enormous domination of
the MALap-RSDC model is clearly visible.
Therefore, in the remaining two panels only Laplace based models are considered. Bottom
left panel collates the MALap-RSDC for ϑγ = 0.001 with the symmetric version of this model,
the MLap-RSDC, where γ is set to 0 prior to the estimation. Allowing for skewness in the
distribution (controlled by shrinkage) again improves the forecasting performance of the model.
Even the MALap-RSDC model with ϑγ = 0 is better then the symmetric MLap-RSDC model
(compare the top and bottom left panels in Figure 5.2), so clearly the asymmetric version of
the Laplace distribution improves the forecast.
The bottom right panel compares the MALap-RSDC (for ϑγ = 0.001) with all the Laplace
based CCC models. MALap-CCC with ϑγ = 0 ranks last. Even the symmetric version (MLap-
CCC) performs better, but if the shrinkage on the skewness is introduced, then the MALap-CCC
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model with ϑγ = 0.001 catches up and, not surprisingly, forms a limiting case for MALap-RSDC
model with ϑγ = 0.001 and ϑΓ →∞. Although ϑΓ = 500 for an optimal correlation shrinkage
strength seems a lot, this plot shows how slowly the MALap-RSDC converges to the MALap-
CCC (for ϑΓ = 8000 the difference is still visible). Again, starting from some level of correlations
shrinkage, ϑΓ, the MALap-RSDC (with ϑγ = 0.001) starts to dominate all other models in the
panel.
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Figure 5.2: Normalized sum of the realized predictive log-likelihood measures, S1945 (M), divided by
number of assets, for different models, M, plotted as a function of the correlations shrinkage strength
parameter ϑΓ. Top left: M = MALap-RSDC; different curves represent different levels of the skewness
shrinkage strength, ϑγ (see the legend). Top right: MALap-RSDC model, for ϑγ = 0.001, vs. Gaussian
based models (MN-CCC, MN-RSDC and MN-DCC). Bottom left: MALap-RSDC, for ϑγ = 0.001, vs.
the symmetric version - the MLap-RSDC model. Bottom right: MALap-RSDC (ϑγ = 0.001) vs. the
Laplace based CCC models.
Given that our MALap-RSDC with GARCH(1,1) dynamics model outperforms all of the
competitors, we investigate if the introduction of more general scale term dynamics can fur-
ther increase the performance of our best model. For this purpose, we replace the simple
GARCH(1,1) model, from equation (5.5), by a more general A-PARCH(1,1) structure, from
equation (5.6) and conduct an analogous out-of-sample exercise. Along the estimation of the A-
PARCH(1,1) model we follow the standard procedure and fix the power parameter, δk = 1. The
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results are given in Figure 5.3. A-PARCH(1,1) dynamics clearly outperform the GARCH(1,1)
model. Slightly more skewness shrinkage strength, ϑγ , is optimal and the difference in the
performance between models with different ϑγ has diminished in the A-PARCH(1,1) model.
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Figure 5.3: Normalized sum of the realized predictive log-likelihood measures, S1945 (M), divided by
number of assets, for different models, M, plotted as a function of the correlations shrinkage strength
parameter ϑΓ; different curves represent different levels of the skewness shrinkage strength, ϑγ (see the
legend). Left: M = MALap-RSDC with GARCH dynamics; Right: M = MALap-RSDC with A-
PARCH(1,1) dynamics.
One might be interested in investigating if the two regimes are optimal to explain the dynam-
ics of the correlation matrix. In order to answer this question we run our forecasting simulation
exercise also for three (N = 3) regimes. Figure 5.4 compares the forecasting performance of
the MALap-RSDC (A-PARCH) model with two (N = 2) and three (N = 3) regimes. Eventu-
ally, three regimes are able to forecast equally good (but not better) as two regimes, but the
important drawback of N = 3 case is that to get comparable results one has to increase the
shrinkage strength to ϑΓ = 1, 000 which is twice as much as in the N = 2 case. Hence, one gets
more regimes but these have to be forced to be more similar to each other with respect to the
corresponding correlation matrices. Since N = 3 does not introduce any substantial increase
in the forecasting performance and requires much more shrinkage, we conclude that the N = 2
case is sufficient and optimal as it requires much less parameters to estimate (hence with lower
estimation error) and is faster in the computation.
The proposed shrinkage of the correlation matrices does not only improve the forecasting
performance of the MALap-RSDC model but also has an impact on the separation of the one-
step ahead regimes forecasts. Top panels of Figure 5.5 show how the out-of-sample predictions
of the probabilities which state is going to realize next, ξt+1|t, evolve when we incorporate
shrinkage into the model. Shrinkage increases the separation between the states by shifting
the probabilities closer to the boundary values (0 and 1). When we do a vertical comparison
between top and bottom panels in figure 5.5 it is clear that the second regime is identified with
periods of more volatile returns.
We denote by Σt+d|t the d-day ahead forecast of the covariance matrix, for the Laplace
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Figure 5.4: Normalized sum of the realized predictive log-likelihood measures, S1945 (M), divided by
number of assets, for different models, M, plotted as a function of the correlations shrinkage strength
parameter ϑΓ; different curves represent different levels of the skewness shrinkage strength, ϑγ (see the
legend). Left: M = MALap-RSDC with N = 2 and A-PARCH dynamics; Right: M = MALap-RSDC
with N = 3 and A-PARCH(1,1) dynamics.
Figure 5.5: Top: Next period state probabilities over time for zero shrinkage case (left) and optimal
shrinkage strength (right). Bottom: Average returns for t = 1001, . . . , 1945.
based models. It is given by
Σt+d|t = Et+d|t [Gt+d]Et+d|t
[
Ht+d|t
]
+ Vt+d|t (Gt+d)γγ′,
where Et+d|t [Gt+d] = λ, Vt+d|t (Gt+d) = λ and Et+d|t
[
Ht+d|t
]
= St+d|tEt+d|t
[
Γt+d|t
]
St+d|t.
Where St+d|t is formed by useing the respective volatility recursive equation, (5.6) or (5.5),
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Figure 5.6: Comparison of the forecasting performance of the variance covariance matrix for different
models. Setup similar to Figure 5.2, except that here, the RMSE measure is used.
and Et+d|t
[
Γt+d|t
]
reduces to Γ and
∑N
n=1 ξn,t+d|tΓn in the CCC and the RSDC models,
respectively.
The cumulative predictive log-likelihood captures the accuracy of the whole shape of the
distribution function. In order to empirically investigate the accuracy of the covariance matrix
prediction, which results from our two step estimation approach, we compare forecasts of the
covariance matrix from the aforementioned models. For this purpose, we employ two criteria
which focus on the quality of the volatility forecasts (see Andersen et al., 1999; Pelletier, 2006)
RMSEd =
 1
K2
∑
i,j
E
[(
Σi,j,t+d|t − yi,t+dyj,t+d
)2]1/2 , (5.27)
MADd =
1
K2
∑
i,j
E
[∣∣Σi,j,t+d|t − yi,t+dyj,t+d∣∣] , (5.28)
where the MADd is based on absolute deviations and is considered being more robust to outliers.
Results are summarized in Figure 5.6 for the RMSE measure and in Figure 5.7 for the MAD
measure. The MALap-RSDC model with shrinkage turns out to dominate all other models. The
optimal level of shrinkage is higher in both cases than for the predictive log-likelihood measure.
87
5. MARC-MARS
0 1000 2000 3000 4000 5000 6000 7000 8000
0.1195
0.12
0.1205
0.121
0.1215
0.122
0.1225
0 ≤ ϑΓ ≤ 8000
MALap-RSDC for different levels of ϑγ
 
 
2
0.05
0.0005
0.1
0
0.001
0.01
0.005
1
0.5
0 1000 2000 3000 4000 5000 6000 7000 8000
0.1195
0.12
0.1205
0.121
0.1215
0.122
0.1225
0.123
0 ≤ ϑΓ ≤ 8000
MALap-RSDC vs. MLap-RSDC
 
 
MALap-RSDC (ϑγ=0.001)
MLap-RSDC
0 1000 2000 3000 4000 5000 6000 7000 8000
0.1195
0.12
0.1205
0.121
0.1215
0.122
0.1225
0.123
0.1235
0.124
0 ≤ ϑΓ ≤ 8000
MALap-RSDC vs. Gaussian based models
 
 
MALap-RSDC (ϑγ=0.001)
MN-DCC
MN-RSDC
MN-CCC
0 1000 2000 3000 4000 5000 6000 7000 8000
0.119
0.12
0.121
0.122
0.123
0.124
0.125
0.126
0.127
0.128
0.129
0 ≤ ϑΓ ≤ 8000
MALap-RSDC vs. MLap-CCC and MALap-CCC
 
 
MALap-RSDC (ϑγ=0.001)
MALap-CCC (ϑγ=0.001)
MLap-CCC
MALap-CCC (ϑγ=0)
Figure 5.7: Comparison of the forecasting performance of the variance covariance matrix for different
models. Setup similar to Figure 5.2, except that here, the MAD measure is used.
The MALap-RSDC is better than any Gaussian based model (top right panels in both figures)
and with the shrinkage parameters ϑγ = 0.001 and ϑΓ = 500 it gives better predictions than
the same model with the symmetric Laplace density and comparable results to a much simpler
MLap-CCC model (bottom right panels in both figures).
The bottom right panel in Figure 5.7 indicates that the MALap-RSDC is slightly worst
than the MLap-CCC (symmetric) model, but this measure is designed to be more robust to
outliers which plays a crucial role in forming asymmetries in our data (or even in financial data
in general). Hence, their impact should not be down weighted and we are not taking this result
as a strong contradiction of our asymmetry assumption.
The empirical results show that any Laplace based model is strongly outperforming all the
Gaussian based models, both in terms of the density prediction and the forecast of the matrix
of second moments. Among all the Laplace based models the MALap-RSDC performs best and
the forecast of the matrix of second moments is comparable to other Laplace based models for
which the covariance matrices were estimated jointly with other parameters and by the one-step
methods.
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5.5 Conclusion
We extend the existing RSDC model of Pelletier (2006) to a more general class of distributions
- the multivariate generalized hyperbolic class. By doing so we combine the model proposed
in PP13 with a regime switching structure for the conditional dependency matrix. In order
to maintain applicability of the proposed model for large number of assets, we propose a two-
step estimation procedure. Further, we give the necessary and sufficient conditions for the
consistency and asymptotic normality of the resulting two-step estimator.
In the empirical part, we investigate the performance of the new model and the two-step
estimation method under Laplace distributed (special case of MGHyp) innovations. On the
basis of in-sample fit and out-of-sample forecasting performance, all the Laplace based models
clearly outperform standard Gaussian models from the literature like Constant Conditional
Correlation (CCC) model of Bollerslev (1990), Dynamic Conditional Correlation (DCC) model
of Engle and Sheppard (2002) and Regime Switching Conditional Correlation (RSDC) model
of Pelletier (2006).
We show that the multivariate asymmetric Laplace model with a regime switching cor-
relation matrix when combined with shrinkage has the best forecasting performance among
all considered models. In particular, it beats all the Gaussian based models and also simpler
Laplace based models. Our study confirms that both the heavy-tail assumption and three types
of asymmetries in the distribution (due to the asymmetric distribution, due to the asymmetric
response of the scale terms to the last period returns shock and due to the regime switch-
ing correlation structure) are important factors in the prediction of the distribution of assets
returns.
It is important to emphasize that the model considered herein inherits the following im-
portant benefits of the original COMFORT model: (i) fast estimation because of the proposed
two-step estimation procedure; (ii) the possibility of using parallel computing for further com-
putational speed; (iii) the predictive distribution (here conditional on the next period regime)
is a conditional MGHyp (or one of various special cases of it), so that, recalling that the sums
of the margins of a MGHyp is itself a GHyp, portfolio construction and risk forecasting is
straightforward. Future studies will include evaluation of the proposed models based on their
portfolio performance and value-at-risk backtesting.
5.6 Appendices
5.6.1 Convergence of the Two-Step ECME Algorithm for the RSDC
Model
We show below that, as the sample size goes to infinity, and under the (usual necessary)
assumption that the model reflects the true DGP, except for the unknown parameters, then
ignoring the correlation structure does not change estimates of θP in the ECME algorithm.
This result, together with some mild relative entropy condition given below, implies that the
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monotonic increase of the incomplete-data likelihood is preserved when the ECME algorithm is
performed on the subspace of the parameters space with zero correlations. Therefore, by the self
consistency of the ECME algorithm, our approach maintains the consistency and asymptotic
normality of estimates in the same sense as the existing two-step procedures under the normality
assumption.
Since our ECME algorithm is iterating over zero correlation subspace of parameters space,
the update of the information about g±1t in the E-step of Stage-I is incomplete, also the maxi-
mization in (5.15), on the zero correlation subspace, does not have to give the global optimum.
Any version of the EM algorithm uses the monotonic convergence of the sequence of likelihood
values LY (θP ,θD,θC) based on a consecutive updates of all the parameters. We show that
ignoring the correlation structure in the E-step of Stage-I and (5.15), under some mild informa-
tion inequality condition, does not harm the monotonicity of our algorithm. For this purpose,
denote by KL [P ||Q] Kullback-Leibler divergence measure of the probability measure Q from
the probability measure P . Where for two distributions P and Q of a continuous random
variable, Kullback-Leibler divergence measure is defined by an integral
KL [P ||Q] =
∫ +∞
−∞
p (x) log
p (x)
q (x)
dx
where p and q denote the densities of P and Q, respectively.
Denote by FGt|Yt (· ;θP ,θD,θC) the cumulative distribution function of Gt | Yt with pa-
rameters (θP ,θD,θC). The following theorem gives sufficient conditions for self consistency of
the ECME algorithm performed on the zero correlation subspace.
Theorem 5.6.1 (Self consistency). Let θ∗C be the true value of parameters θC ; ` and ` + 1
be the consecutive steps in the ECME algorithm performed on the zero correlation subspace
(θC = IK).
If the inequalities
KL
[
FGt|Yt
(
· ;θ[`]P ,θ[`]D , IK
)
||FGt|Yt
(
· ;θ[`+1]P ,θ[`+1]D ,θ∗C
) ]
−KL
[
FGt|Yt
(
· ;θ[`]P ,θ[`]D , IK
)
||FGt|Yt
(
· ;θ[`+1]P ,θ[`+1]D , IK
) ]
≥ KL
[
FGt|Yt
(
· ;θ[`]P ,θ[`]D , IK
)
||FGt|Yt
(
· ;θ[`+1]P ,θ[`]D ,θ∗C
) ]
−KL
[
FGt|Yt
(
· ;θ[`]P ,θ[`]D , IK
)
||FGt|Yt
(
· ;θ[`+1]P ,θ[`]D , IK
) ]
(5.29)
hold, for ` = 1, 2, . . ., then the incomplete-data likelihood function at the true θ∗C does not
decrease for each iteration of the ECME algorithm performed on the zero correlation subspace,
i.e.
LY
(
θ
[`+1]
P ,θ
[`+1]
D ,θ
∗
C
)
≥ LY
(
θ
[`]
P ,θ
[`]
D ,θ
∗
C
)
.
Proof. Let the incomplete-data likelihood function be denoted by LY (θP ,θD,θC). Then by a
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Bayes rule and the complete log likelihood function decomposition (5.11)
logLY (θP ,θD,θC) = logLY,G (θP ,θD,θC)− log kG|Y (θP ,θD,θC)
= logLMVY|G (θP ) + logL
Corr
Y|G (θP ,θC)
+ logLG (θD)− log kG|Y (θP ,θD,θC) , (5.30)
where kG|Y (θP ,θD,θC) denotes the conditional probability density function of G | Y.
We perform the ECME algorithm on the zero correlations subspace and in the E-step of the
algorithm we take the conditional expectation under the probability measure given by last step
estimates of θP and θD and with ignored correlation structure. Therefore we start by taking
the expectation of both sides of (5.30) with respect to the conditional distribution of Gt given
Y t, using the `th fit of parameters (θP ,θD), together with θC = IK . What we get is
logLY (θP ,θD,θC) = E(θ[`]P ,θ[`]D ,IK)
[
logLMVY|G (θP ) + logL
Corr
Y|G (θP ,θC) | Yt
]
+ E(
θ
[`]
P ,θ
[`]
D ,IK
) [logLG (θD)− log kG|Y (θP ,θD,θC) | Y] . (5.31)
We split the proof into two problems.
First, we show that θ
[`+1]
P is chosen so that it maximizes not only
LMVY|G (θP ) := E(θ[`]P ,θ[`]D ,IK)
[
logLMVY|G (θP ) | Yt
]
. (5.32)
But also
LY|G (θP ,θC) := E(θ[`]P ,θ[`]D ,IK)
[
logLMVY|G (θP ) + logL
Corr
Y|G (θP ,θC) | Yt
]
. (5.33)
We do it by showing that both sets of first order conditions with respect to θP are satisfied
for the same vector of parameters. Hence the `+1 step estimates of θP from the zero correlation
model and the full model coincide.
θ
[`+1]
P are chosen so that:
∂LMVY|G (θP ,θD)
∂θ1,k,j
= 0 ⇔
for θ1,k,j equal ωk, αk or βk we have
E(
θ
[`]
P ,θ
[`]
D ,IK
) [− 1
sk,t
∂sk,t
∂θ1,k,j
+ g−1t (Yk,t − µk − γkgt) s−1k,ts−1k,t (Yk,t − µk − γkgt)
1
sk,t
∂sk,t
∂θ1,k,j
]
= 0;
(5.34)
for θ1,k,j equal µk we have
E(
θ
[`]
P ,θ
[`]
D ,IK
) [− 1
sk,t
∂sk,t
∂µk
+ g−1t (Yk,t − µk − γkgt) s−1k,ts−1k,t
(
(Yk,t − µk − γkgt) 1
sk,t
∂sk,t
∂µk
− 1
)]
= 0;
(5.35)
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for θ1,k,j equal γk we have
E(
θ
[`]
P ,θ
[`]
D ,IK
) [− 1
sk,t
∂sk,t
∂γk
+ g−1t (Yk,t − µk − γkgt) s−1k,ts−1k,t
(
(Yk,t − µk − γkgt) 1
sk,t
∂sk,t
∂γk
− gt
)]
= 0.
(5.36)
On the other hand, θ
[`+1]
P which maximizes (5.33) must satisfy
∂LY|G (θP ,θC)
∂θ1,k,j
= 0 ⇔
for θ1,k,j equal ωk, αk or βk we have
E(
θ
[`]
P ,θ
[`]
D ,IK
)

− 1
sk,t
∂sk,t
∂θ1,k,j
+ g−1t (Yt − µ− γgt) S−1t Γ−1t

0
...
(Yk,t − µk − γkgt) s−1k,t
...
0

1
sk,t
∂sk,t
∂θ1,k,j

= 0;
(5.37)
for θ1,k,j equal µk we have
E(
θ
[`]
P ,θ
[`]
D ,IK
)

− 1
sk,t
∂sk,t
∂µk
+ g−1t (Yt − µ− γgt) S−1t Γ−1t


0
...
(Yk,t − µk − γkgt) s−1k,t
...
0

1
sk,t
∂sk,t
∂µk
− s−1k,t


= 0;
(5.38)
for θ1,k,j equal γk we have
E(
θ
[`]
P ,θ
[`]
D ,IK
)

− 1
sk,t
∂sk,t
∂γk
+ g−1t (Yt − µ− γgt) S−1t Γ−1t


0
...
(Yk,t − µk − γkgt) s−1k,t
...
0

1
sk,t
∂sk,t
∂γk
− s−1k,tgt


= 0.
(5.39)
When θ1,k,j equals ωk, αk or βk, by applying the trace operator, we get that
g−1t (Yt − µ− γgt) S−1t Γ−1t
[
0, . . . , (Yk,t − µk − γkgt) s−1k,t , . . . , 0
]′
is a random variable with the same mean as g−1t (Yk,t − µk − γkgt) s−1k,ts−1k,t (Yk,t − µk − γkgt).
Analogous result follows for θ1,k,j equal to µk or γk.
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From this we conclude that the value of θ
[`+1]
P that maximizes (5.32) also maximizes (5.33).
Second, in order to get the thesis we need to find θ
[`+1]
D which satisfies
E(
θ
[`]
P ,θ
[`]
D ,IK
) [logLG (θ[`+1]D )− log kG|Y (θ[`+1]P ,θ[`+1]D ,θ∗C) | Yt]
≥ E(
θ
[`]
P ,θ
[`]
D ,IK
) [logLG (θ[`]D )− log kG|Y (G | Y;θ[`+1]P ,θ[`]D ,θ∗C) | Y] , (5.40)
where θ∗C denotes the true value of θC . In the CM2-step we choose θ
[`+1]
D which maximizes
logLY
(
θ
[`+1]
P ,θD, IK
)
, by assumption this maximizer satisfies inequality (5.29), hence it also
must satisfy (5.40).
Therefore the monotonicity of the incomplete-data likelihood function after each iteration
is preserved, i.e.
LY
(
θ
[`+1]
P ,θ
[`+1]
D ,θ
∗
C
)
≥ LY
(
θ
[`]
P ,θ
[`]
D ,θ
∗
C
)
holds.
In our case FGt|Yt follows a GIG distribution, and whether the inequality, (5.29), always
holds requires further investigation. The next remark tailors it to our distributional assumption.
Remark 5.6.1. Let Γt be the true conditional correlation at time t; ` and `+1 be the consecutive
steps in the ECME algorithm performed on the zero correlation subspace (θC = IK).
For (Gt | Yt;θP ,θD,θC) ∼ GIG
(
λ−K/2,mΓt + χ, ψ + γ′ (StΓtSt)−1 γ
)
, condition (5.29)
is equivalent to
Ψ(λ[`+1], χ[`+1], ψ[`+1]) ≥ Ψ(λ[`], χ[`], ψ[`]), for ` = 1, 2, . . . , (5.41)
where mΓt = (Yt − µ)′ (StΓtSt)−1 (Yt − µ), function Ψ(λ, χ, ψ) is given by
Ψ(λ, χ, ψ) =
K
λ−K
2
(√(
m
[`+1]
Γt
+χ
)
(γ[`+1](StΓtSt)−1γ[`+1]+ψ)
)
K
λ−K
2
(√(
m
[`+1]
IK
+χ
)
(γ[`+1](StSt)−1γ[`+1]+ψ)
)
(√
m
[`+1]
Γt
+χ
m
[`+1]
IK
+χ
γ[`+1](StSt)−1γ[`+1]+ψ
γ[`+1](StΓtSt)−1γ[`+1]+ψ
)λ−K2
and m
[`+1]
Γt
denotes mΓt evaluated at θ
[`+1]
P (`+ 1 step estimates of θP ).
Hence, in order to guarantee the monotonic increase of the likelihood function, the CM-2
step maximization should be performed subject to the constrain (5.41). Unfortunately (5.41)
cannot be integrated into the algorithm because it depends on the unknown true conditional
correlation matrix Γt. Therefore, at this point, we state (5.29), or equivalently (5.41), as an
assumption.
Finally, note that under the Laplace distribution (Gt | Yt;θP ,θD,θC) ∼ GIG
(
λ−K/2,mΓt , 2+
γ′ (StΓtSt)
−1
γ
)
, and from the expression for the moments of the GIG random variable condi-
tion (5.41) in Remark 5.6.1 reduces to the following moment condition:
E(
θ
[`+1]
P ,θ
[`]
D ,θ
∗
C
) [Gλ[`+1]−λ[`]t | Yt] ≥ E(θ[`+1]P ,θ[`]D ,IK) [Gλ[`+1]−λ[`]t | Yt] . (5.42)
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A consequence of Theorem 5.6.1 is that, if the starting values for the ECME algorithm,(
θ
[1]
P ,θ
[1]
D
)
, are sufficiently close to the true parameters, or if the log likelihood is unimodal
in the parameters space, and condition (5.41) holds at each iteration of the algorithm, then
monotonicity in the likelihood values of the estimates
(
θ
[`]
P ,θ
[`]
D
)
guarantees their convergence
to the corresponding maximum likelihood estimates, even when we restrict the space over which
we perform the iterations to the zero correlation subspace.
Thus, if our ECME algorithm converges to the global maximizers of the incomplete data
likelihood function with respect to the (θP ,θD), and the correlations parameters θC can be
estimated consistently, then the asymptotic properties of the two-step estimation are described
in the following theorem.
Theorem 5.6.2. If the usual assumptions for the validity of maximum likelihood estimator
are satisfied for both log likelihood functions, then the two-step estimates are consistent and
asymptotically normal distributed with asymptotic covariance matrix V, i.e.,
√
T
(θˆPθˆD
θˆC
−
θPθD
θC
) d→ N (0,V) ,
with
V =
[
J−1θP ,θD −J−1θC ,θDJθP ,θDM−1
0 M−1
]
E
[
∂ log f
∂ (θP ,θD,θC)
∂ log f
∂ (θP ,θD,θC)
] [
J−1θP ,θD −J−1θP ,θDJθP ,θDM−1
0 M−1
]
,
where
JθP ,θD = E
[
∂g (Yt,θP ,θD,θC)
∂ (θP ,θD)
]
, JθC = E
[
∂g (Yt,θP ,θD,θC)
∂θC
]
, M = E
[
∂m (Yt,θC)
∂θC
]
,
g (Yt,θP ,θD,θC) =
∂ log f (Yt | Yt−1, . . . ,Y1)
∂ (θP ,θD)
, m (Yt,θC) =
∂ log f (Yt | Yt−1, . . . ,Y1)
∂θC
.
The matrix V can be consistently estimated by its plug-in estimates.
Proof: see Newey and McFadden (1994).
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5.6.2 DJ-30 Components
Dow Jones Industrial Average components (until June 8, 2009)
No. Abbrev Company Name No. Abbrev Company Names
1 MMM 3M Co 16 HD Home Depot Inc
2 AA Alcoa Inc 17 IBM Intl. Business Machines Corp
3 AXP American Express Co 18 INTC Intel Corp
4 T AT& T 19 JNJ Johnson & Johnson
5 BAC Bank of America Corp 20 JPM JPMorgan Chase & Co
6 BA Boeing Co 21 KFT Kraft Foods Inc
7 CAT Caterpillar Inc 22 MCD McDonald’s Corp
8 CVX Chevron Corp 23 MRK Merck & Co Inc
9 C Citigroup Inc 24 MSFT Microsoft Corp
10 KO Coca-Cola Co 25 PFE Pfizer Inc
11 DD El Du Pont de Nemours & Co 26 PG Procter & Gamble Co
12 XOM Exxon Mobil Corp 27 UTX United Technologies Corp
13 GE General Electric Co 28 VZ Verizon communications Inc
14 GM General Motors Corp 29 WMT Wal-Mart Stores Inc
15 HPQ Hewlett-Packard Co 30 DIS Walt Disney Co
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