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Thomas von Larcher · Rupert Klein
Abstract A study on the application of the Tensor Train decomposition method to 3D direct
numerical simulation data of channel turbulence flow is presented. The approach is validated
with respect to compression rate and storage requirement. In tests with synthetic data, it is
found that grid-aligned self-similar patterns are well captured, and also the application to
non grid-aligned self-similarity yields satisfying results. It is observed that the shape of the
input Tensor significantly affects the compression rate. Applied to data of channel turbulent
flow, the Tensor Train format allows for surprisingly high compression rates whilst ensuring
low relative errors.
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1 Introduction
In wall-bounded turbulent flows characteristic coherent patterns, heterogeneous structures
limited in time appearing irregularly at varying positions, are observed in distinct spatial
regions [24], [41]. A number of experimental and numerical studies were able to describe
some (quasi-) coherent features rather accurately, e.g. quasi-streamwise vortical structures
are identified as a form of quasi-coherent structures [3], [2]. Here, a primary focus of re-
search is the near-wall region, i.e. y+ < 40 (y+ as wall coordinate), where low-speed streaks
are observed moving away from the wall, and, consequently, a flow towards the wall is re-
quired for continuity reasons. Indeed, regions of such wall-directed rapidly moving fluid,
called sweeps, are observed, e.g. [7], and it has been discussed that these patterns as well as
the low-speed streaks positively contribute to the production of turbulent energy, e.g. [52],
[53].
The spectrum of turbulent kinetic energy first outlined by Richardson, [40], reveals a
cascade of scales in its inertial subrange where energy is transferred by self-similar eddies
from larger scales to smaller and smallest scales. In that sense, kinetic energy is produced
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in the energy-containing range at the largest scales and dissipated at the smallest scales by
(molecular) viscosity. In the inertial subrange, however, kinetic energy is neither produced
nor dissipated. Since the pioneering work by Kolmogorov, [26], considerable time and effort
has been invested in the field of Large Eddy Simulation (LES) to model the sub-grid scale
(hereafter SGS for short) stress Tensor such that the SGS model can act independently of
the flow field. This approach is reasonable as the results by e.g., [27], [34], [29], imply that
the turbulent motion is statistically isotropic and the spatial and geometrical information
transferred from the large scales to the small scales is lost. Hence, in turbulent flows, eddies
at smaller scales are universal. Recent high-resolution numerical simulations obviously con-
firm established theoretic approaches that turbulent flows contain hierarchies of self-similar
structures like vortex tubes or sheet-like flow patterns, e.g. [5].
Today, designing LES closures to model the unresolved small scales beyond statisti-
cal correlations, e.g. [45], is still subject of intense research. One branch follows the idea
to reconstruct the fluctuations of the unresolved scales, that is, information of the dynam-
ical, time-dependent, turbulent flow field is used. [1] develops a stochastic approach of an
adaptive deconvolution model for the subgrid scale closure; [16] suggests a variational finite
element formulation; [20] develops a variational multiscale method where adaption controls
the influence of an eddy viscosity model. Self-similarity, however, is not resolved per-se in
multiscale models. For this purpose, wavelet decomposition methods have been applied to
data of turbulent flows, e.g. [8], and they were recently used to split the coherent signal from
the incoherent part, e.g. [22], [43]. Similarity models, e.g. [30], and fractal models, e.g. [44],
are promising tools as they extrapolate self-similarity to the small scales.
Tensor product decomposition methods, [13], were originally developed to yield low-
rank, i.e. data-sparse, representations or approximations of high-dimensional data in math-
ematical issues. Multidimensional data sets, data of dimension 3 or higher, require massive
storage capacity that strongly depends on the (Tensor) dimension, d, and on the number
of entities per dimension, n. The datasize or storage requirement scales with O(nd),n =
maxi{ni}. It is that curse of dimensionality that makes it difficult to handle higher-order
Tensors or big data in an appropriate manner. It has been shown that Tensor product decom-
position methods are as good as approximations by classical functions, e.g., like polynomials
and wavelets, and that they allow very compact representations of large-data sets. Novel de-
velopments focus on hierarchical Tensor formats as e.g. the Tree-Tucker format, [11], and
the Tensor Train format, [36], [12]. Nowadays, those hierarchical methods are successfully
applied in e.g., physics or chemistry, where they are used in many body problems and quan-
tum states.
Our study is concerned with the question of whether Tensor decomposition methods
can support the development of improved understanding and quantitative characterisation
of multiscale behavior of turbulent flows, cf. e.g. [46]. In the past, various Tensor decompo-
sition methods were developed, e.g., the r-term or Canonical format and the Tucker decom-
position, e.g. [47]. More recently, hierarchical formats as e.g., the hierarchical Tucker format
[11], became more prominent due to the multiscale nature of problems in mathematics and
physics. We refer to e.g. [25] and [10] for surveys of low-rank approximation techniques
and specifically Tensor approximation formats.
Here, we apply the hierarchical Tensor Train format to data of a 3D direct numerical
simulation (DNS) of a turbulent channel flow. We aim at capturing self-similar structures that
might be hidden in the data. However, as those multiscale flow structures in highly irregular
flows are not commonly aligned with the underlying grid but are translated, stretched, and
rotated, we, at first, use synthetic data to evaluate the suitability of the method to generally
detect self-similarity.
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Provided that our tests yield promising results, those quantitative features could be help-
ful in developing a LES closure approach based on and extending the idea of fractal or
dynamic SGS models, e.g. [9], [42]. Therefore, if proved positively, a long-term goal would
be the construction of a self-consistent closure for LES of turbulent flows that explicitly ex-
ploits the Tensor decomposition approach’s capability of capturing self-similar structures.
Our approach is automatically linked with the following questions: (i) Can real data from
multiscale dynamics be approximated or represented by the Tensor Train decomposition
technique and how compact are the resulting storage schemes, i.e what compression rate
can be achieved at which level of accuracy? (ii) Does the Tensor Train approximated data
retain the dynamics? (iii) Is the Tensor Train format suitable for detecting cascades of scales
in real data and in turbulence data in particular?
The article is organized as follows. The Tensor Train format used here is introduced in
the next section, sect. 2. Results of tests with some synthetic data series and application to
data of channel turbulence flow are presented in section 3 and discussed in section 4. The
paper then ends with concluding remarks, section 5.
2 The Tensor Train format
In this section, we introduce the Tensor Train format, that is the Tensor decomposition
method of choice for our study. As tensor decomposition techniques are based on the higher
order generalization of the matrix singular value decomposition (hereafter referred to as
HOSVD for short) we give a short recapitulation of the matrix SVD first. A description of
the HOSVD basic operation is then given within the description of the Tensor Train decom-
position.
SVD decomposes a matrix into a product of matrices, which then represents the original
matrix: A = USVT, where A ∈ Rm×n is the original matrix, U ∈ Rm×m and V ∈ Rn×n are
orthonormal matrices and S ∈ Rm×n is a diagonal matrix with the singular values, σn, of A
on its diagonal. Note that σ1 ≥ σ2 ≥ . . .≥ σn ≥ 0 and the number of non zero singular values
is equal to the rank of A: rank(A) = r. If the spectrum of the singular values contains only
a few large entries and a sharp cut-off to the remaining tail, considerable data compression
rates can be realized by truncating the matrices to the significant part of the spectrum. E.g.,
an approximation of the original matrix, A, with the first three singular values reads A ≈
σ1u1vT1 +σ2u2v
T
2 +σ3u3v
T
3 . Moreover, a truncation to rank r results in a storage requirement
of mr+ r+nr instead of mn for the original matrix A.
In the Tucker format a Tensor is decomposed into a product of a core Tensor, G, and
factor matrices, Ui. Representation of a d-dimensional Tensor X ∈ Rn1×...×nd in the Tucker
format reads
X(n1, . . . ,nd) = ∑
k1,...,kd
G(k1, . . . ,kd) U1(n1,k1) U2(n2,k2) . . . Ud(nd ,kd). (1)
Note that the rank indices ki vary in the range ki= 1, . . . ,ri. G∈Rr1×...×rd is a Tensor of order
d and its entries imply the level of interaction between the components, and Ui ∈Rni×ri . The
Tucker format uses the advantages of the HOSVD with a closed set of low-rank Tensors.
The main disadvantage of Tucker decompositions is the high storage requirement as the
core Tensor takes rd elements, r as rank of the cores, resulting in a total storage requirement
of O(dnr+ rd). Furthermore, Tucker decompositions are not unique.
The Tensor Train format is an extension of the Tucker decomposition. The key idea of
Tensor Train decomposition is to separate a high-dimensional Tensor into its component
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Fig. 1 Decomposition of a 4th-order Tensor X(n1,n2,n3,n4) ∈ R into the Tensor Train format. Left: sketch
of the input Tensor. Right: sketch of the Tensor Train format with Ui (i = 1, . . . ,4) as component Tensors,
U1 ∈ Rn1×r1 , Ui ∈ Rri−1×ni×ri , for i= 2,3, and U4 ∈ Rr3×n4 . Note that r0 = r4 = 1 by definition.
Tensors (modes) by maintaining the advantages of the Tucker format but avoiding the expo-
nentially increase in storage requirement of the core Tensor. In the Tensor Train decomposi-
tion, the modes are then Tensors of order 3 by construction, and the format is designed such
that the storage requirement scales linearly with order d: O(dnr2). Previous studies show
that the Tensor Train format allows for a much higher attainable compression rate compared
to the low-rank approximation formats mentioned in the beginning of the section, e.g. [37].
In extension to the Tucker format, the representation of a d-dimensional Tensor X in the
Tensor Train format reads
X(n1, . . . ,nd) =
r1
∑
k1=1
. . .
rd−1
∑
kd−1=1
U1(n1,k1) U2(k1,n2,k2) . . . Ud(kd−1,nd). (2)
The component Tensors Ui are obtained by the step-by-step application of the matrix SVD.
The procedure is as follows: in the first step, the d-dimensional Tensor X is reshaped into
a 2-dimensional matrix A1 ∈ Rn1×n2...nd to which a SVD is applied, A1 = U1S1VT1 , and
the first mode U1 ∈ Rn1×r1 is obtained. The remaining matrices of the SVD are contracted
to one matrix A2 = (S1VT1 ) ∈ Rr1×n2...nd which is used for the second step. In the second
step, A2 is reshaped, at first, so that A2 ∈ Rr1n2×n3...nd . Then, a SVD is applied, again, with
A2 = U2S2V
T
2 , and the second mode U2 ∈ Rr2×n3 is obtained. By following this procedure
successively, the remaining modes U3, . . . ,Ud are obtained. Note, that we need to apply
the SVD d-times in total. As an example, figure 1 shows a graphical representation of the
resulting Tensor Train network for an input Tensor of order 4.
The Tensor Train decomposition reveals some important topics: (a) in the Tensor Train
network, the different modes Ui are linked by the ranks ri (as sketched in figure 1). Thus, in
the sense of the procedure just described parameter r1 in the first step directly affects sub-
sequent steps. (b) the parameters ri determine the approximation quality. In case of Tensor
approximation, as opposed to its representation, the ri are limited to some maximum rank,
r, and a lower value of r usually results in lower storage requirement for the approximated
Tensor but also results in decreased approximation quality. The ranks ri, therefore, are also
called compression ranks or TT-ranks (TT as Tensor Train). This is because the value of
r determines the number of rows to be kept for the next step and sets the cut-off of the
matrices Ai. The hope is, that the omitted rows will be of small norm and the truncated
component Tensors then will represent the significant part of the input Tensor. However, the
optimal value of r is not known a priori and it is not guaranteed that the omitted rows are
indeed of small norm. That implies consequences for the application of the Tensor Train
decomposition to real data as we will see later.
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3 Results
Here, we present the results of the Tensor Train approximation applied to data. We use the
open source Tensor library Xerus developed at the Technical University Berlin, Germany,
[15]. The relative error of the approximation with respect to the original Tensor is measured
in the Frobenius norm that, for a d-dimensional Tensor X, reads
||X||=
√√√√ N1∑
n1=1
N2
∑
n2=1
· · ·
Nd
∑
nd=1
x2n1···nd , (3)
and the relative error in the Frobenius norm then reads
e=
||(Y−X)||
||X|| , (4)
with Y as approximation of X.
We start with some tests with synthetic data series to demonstrate principals of the Ten-
sor Train format and to debate the suitability of the method to detect self-similar struc-
tures. We, also, illustrate its capability to detect both, grid-aligned and non-grid-aligned self-
similar patterns. Since real data are usually superimposed with noise we test the method on
identifying self-similar structures in noisy data, too. Finally, the Tensor Train decomposition
is applied to data of a high Reynolds number channel turbulence flow.
3.1 Principal operation of the Tensor Train approximation
We compute a data series of a function, f (x), that involves an overlay of sine-functions of
different periods (figure 2). The function reads
f (x) = 3.125sin(x)sin(2x)sin(4x), x ∈ [0,2pi] (5)
Here, f (x) is sampled with 214 = 16384 data points. By construction, f (x) involves similar-
ity in the sense that f1 = f (x) for x ∈ [0,pi] and f2 = f (x) for x ∈ [pi,2pi] are symmetric to
the zero line of the abscissa, i.e. f1 = − f2. But, f (x) does not involve self-similarity in the
proper sense.
Formally, the data series is a Tensor of order 1, i.e. a vector, and X(n1) ∈ R with n1 =
1, . . . ,214. Without loss of generality, we can reshape the 1d-Tensor into a Tensor of order 3,
that is T(n1,n2,n3) ∈ R with T[2,2,4096]. Note, that the choice of the shape of the Tensor
T is initially arbitrary but has a significant impact on the result as we will see below.
Applying the Tensor Train decomposition to T, it turns out that the input Tensor is
approximated exactly, i.e. represented, for TT-rank ≥ 2, and we find r1 = 1 and r2 = 2.
Figure 3a shows a sketch of the approximated Tensor written in the Tensor Train format.
The modes U1 and U2 read
U1 =
1√
2
(−1 1) U2 = 1√
2
(−1 1
1 1
)
,
and the basis is given by the components of mode U3 ∈R2×4096 (see figure 3b). The storage
of T in the Tensor Train format requires 8200 entries, i.e., about half the storage requirement
in the original Tensor notation. Note that, in the limit rk = 1 ∀k, the Tensor approximation
yields a relative error e= 0.33 with a storage requirement of 4102 entries.
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Table 1 Relative error, e, and storage requirement for approximation of Tensor T2[2,2,2,2048] for TT-ranks
1 to 4.
TT-rank e storage requirement
1 0.448 2056
2 0.047 4112
3 0.004 6164
4 1.8e-15 8216
-2
-1
0
1
2
0 pi 2pi
f(x)
x
f(x)
Fig. 2 Graph of f (x) = 3.125sin(x)sin(2x)sin(4x), x ∈ [0,2pi].
a)
U1 U2 U3
n1 = 2 n2 = 2 n3 = 4096
r0 = 1 r1 = 1 r2 = 2 r3 = 1
b)
-1
1
a10
-1
0
4
b10
-2
Fig. 3 Left: schematic view of the Tensor T[2,2,4096] written in the Tensor Train format. Note r0 = r3 = 1
by definition. Colors denote the 3rd order Tensors U1,U2,U3. Right: the two basis vectors of U3.
We, now, perform a test on the sensitivity of the Tensor Train decomposition on the
shape of the input Tensor. Suppose, we reshape the given data series, (5), into a Tensor T2
of order 4 where T2[2,2,2,2048]. Applying the Tensor Train approach to T2, we find that
TT-rank 4 is needed as minimum TT-rank to represent it and table 1 shows the relative error
and the storage requirement for TT-rank 1 to 4. Compared to the previous findings, here,
using TT-rank 2 now approximates the input Tensor T2 rather than represent it, as T in the
former example, and the relative error is about 0.05.
The bottom line of the two tests presented here, i.e., approximation of Tensor T and T2,
is that Tensor Train decomposition appears highly sensitive to the shape of the input Tensor.
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Fig. 4 Sequence of the data series with self-similar triangular patterns. The self-similar structure is a block
of 16 data points that is repeated and scaled-up. Note that the data series involves 1024 entries in total.
Table 2 Minimum TT-ranks and storage requirement to represent different shapes of the input Tensor T3.
Note that T3 is a Tensor of order 9 in all cases.
T3 TT-ranks (r1, . . . ,r8) storage requirement
[2,2,2,2,2,2,2,2,4] 2,2,2,2,2,1,2,3 70
[2,2,2,2,2,2,2,4,2] 2,2,2,2,2,1,2,2 66
[2,2,2,2,2,2,4,2,2] 2,2,2,2,2,1,3,2 70
[2,2,2,2,2,4,2,2,2] 2,2,2,2,2,2,3,2 82
[2,2,2,2,4,2,2,2,2] 2,2,2,2,1,2,3,2 70
3.2 Detection of self-similar structures
Now, we extent the first example and test the Tensor Train format to detect self-similar
structures hidden in data series. For this purpose, we compute a data series comprising 210 =
1024 data points in total that consists of a triangular structure of 24 = 16 data points which
is not only repeated but also scaled-up in every loop, see figure 4. Thus, it is in line with the
power of two sequence. As shown previously, the impact of the shape of the input Tensor on
the resulting storage requirement can be significant. Therefore, we reshape the data series in
a Tensor of order 9 where each of the 9 dimensions have 2 entries except the second to last
one that has 4 entries, i.e. T3[2,2,2,2,2,2,2,4,2]. This means the self-similar structure in
the data series is maintained and, furthermore, remains grid-aligned and is not disturbed by
splitting of the Tensor. Decomposing the input Tensor into the Tensor Train format, we find
TT-rank 2 as minimum rank to represent it, and the storage requirement, 66 entries (≈ 6.4 %
of the original Tensor notation), is very low. Variations of the input Tensor’s shape results in
very low storage requirements, too, but it turns out that the shape of T3 demands the lowest
storage requirement and the lowest TT-rank. Table 2 shows results for varieties of the input
Tensor entries.
Finally, we consider the properties of the Tensor Train format in case the input Tensor
involves self-similar structures not aligned with the grid, that is, the self-similar patterns are
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not in line with the power of two sequence. For that purpose we compute a top-hat function
where the squares are scaled up, see figure 5a. The data series contains 214 = 16384 entries
in total. To test the effect of noisy data, we perform two additional tests and add random
noise of different amplitude, here amplitude factor 1 and 10, to the data series. Before we
apply the Tensor Train decomposition we reshape the data series into a Tensor of order 14,
thus each dimension has 2 entries, T4[2,2,2,2,2,2,2,2,2,2,2,2,2,2]. With this arbitrary
choice, we intentionally neglect our a priori knowledge on the character of the data series.
This is reasonable as we can not expect detailed knowledge of the data structure in case of
real data.
Figure 5b shows the storage requirement (hereafter also denoted as datasize) in the Ten-
sor Train format against the relative error for a number of TT-ranks for both, the data series
without noise and with noise amplitude factor 1 and 10. Approximation of Tensor T4 at TT-
rank 1 yields the lowest storage requirement but the largest relative error. In case of no noise
T4 is represented at TT-rank 5 where the relative error is about 10−15, and storage in the
Tensor Train format requires about 500 entries thus ≈ 3.0 % of the original datasize. Limit-
ing the TT-rank to 2 (4) yields an approximation error of about 0.2 % (0.02 %), and storage
of the approximated Tensor in the Tensor Train format requires about 100 (350) entries, i.e.
0.6 % (2.1 %) of the datasize in original Tensor notation. Approximation of the noisy data
series for TT-rank 5 to about 80 shows a drastic increase in the storage requirement whilst
only small changes in the relative error. Obviously, this is due to the small-scale noise the
approximation of which naturally requires many more data entries.
Both data series, with noise amplitude 1 and with noise amplitude 10, are approximated
exactly at TT-rank 128 at which the relative error drops to 10−15. In both cases, the storage
requirement of the representations in the Tensor Train format (43690 entries) substantially
exceeds the storage requirement of the source data in the original Tensor format (16384 en-
tries). For both noisy data series, we find the original datasize at TT-rank 45 where e≈ 0.03
(noise factor 10) and e≈ 0.003 (noise factor 1), resp. Furthermore, for a given datasize, the
relative error strongly depends on the noise amplitude as long as the noise is not approxi-
mated well.
Interestingly, also for the noisy data series the relative error agrees well with that of
the no-noise case up to TT-rank 4, TT-rank 3 for noise amplitude 10, indicating that the
self-similar top-hat structure, large-scaled relative to the small scale noise, but not the noise
itself is represented by low TT-ranks. Figure 5c shows the euclidian norm of the difference
between the original Tensor and the approximated Tensor. At low TT-ranks, the euclidian
norm agrees well in all cases underlining the previous statement that large-scale structures
are resolved at low TT-ranks. At large TT-ranks, the graphs of both noisy data series show a
significant drop at TT-rank 127 specifying the exact approximation of the input Tensor.
Figure 5d confirms that picture since the self-similar top-hat structure but not the noisy
part (small-scaled with respect to the top-hat structure) is approximated well at TT-rank
4 (except the small-scale top-hats at the beginning of the data series). With TT-rank 2 as
maximum permitted TT-rank, the approximation of the top-hat structures is less accurate but
the general trend is obtained, at least. That result is of course linked with the mathematics
of the algorithm discussed previously since the given TT-rank is linked with the number of
rows, i.e. number of singular values, to be kept in the Tensor Train decomposition procedure
(cf. section 2). Low rank, therefore, means a loss of information particularly about small-
scales, that is usually hidden in higher eigenvalues of the matrices. In other words, large-
scale structures are already being represented whilst small-scale patterns are still coarsely
approximated.
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Fig. 5 Test of the top-hat function. a) synthetic data series, noise amplitude 0. b) storage requirement against
relative error for series of TT-ranks. No noise: TT-rank 1, . . . ,4; noise factor 1 and 10: TT-rank 1,2, . . . ,126.
c) Euclidian norm of the difference between original and approximated data series against TT-rank. d) data
series of noise amplitude 10 for approximation with TT-rank 2 and TT-rank 4. Note that only every 14th entry
of the original input data is plotted due to avoid overloading the figure.
In summary, the tests with different synthetic data series show that approximation in the
Tensor Train format is efficient and promising in detecting self-similar patterns in particular
if those structures are grid-aligned. Furthermore, we found that the minimal TT-rank to
represent a data series in the Tensor Train format is sensitive to the shape of the input Tensor.
The latter statement has been also discussed by [4].
Even if the self-similar structures are not grid-aligned, approximation in the Tensor Train
format yields satisfying results particularly for data series without noise. Especially, the
results yielded in the top-hat function test show that a straightforward truncation after a few
TT-ranks, i.e. considering a finite number of singular values only, reflects some type of a
low-pass filter.
3.3 Channel turbulence flow
3.3.1 Description of the data
We use data of 3D direct numerical simulation (DNS) of an isothermal and incompressible
plane channel flow, figure 6a, computed by [48] using a pseudo-spectral Fourier-Chebyshev
method. We, also, refer to [49], [50] for an in-depth description of data generation. Periodic
boundary conditions are applied in the streamwise and spanwise direction and a no-slip
boundary condition is set at both side walls of the wall-normal direction. In wall-normal
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direction a Chebyshev-tau polynomial formulation has been used, and in streamwise and
spanwise direction a Fourier representation has been formulated, cf. [19], [23], [33]. The
box size in streamwise, wall-normal, and spanwise direction is Lx = 2pi , Ly = 2, and Lz = pi .
The original grid spatial resolution is 600×385×600 in (x,y,z).
The data are generated at friction-based Reynolds number Reτ = 590, the viscous length-
scale is calculated to δν = 0.0017. We apply the Tensor Train decomposition to velocity data
(fig. 6b) and also to data of vorticity magnitude (fig. 6c) since in turbulent flows vorticity
plays a key role in general and in wall turbulence in particular, and its time-dependent dy-
namics determine the stability of coherent structures. The vorticity data are generated by
using the function curl of the MATLAB software package.
The scalar Q-criterion proposed by [17], [18] is a measure to demarcate vortex struc-
tures within turbulent flows. Figure 6d shows an iso-surface map of the Q-criterion at a
given snapshot. Here, vortex tubes of different size and shape, rotated and stretched, can be
identified indicating the highly turbulent flow.
In case of velocity data analysis the datasize is 380160000 (O(109)) entries per snapshot.
Data of vorticity magnitude demands a storage requirement of 126720000 (O(108)) entries
per snapshot.
In the following analysis, we use post-processed data, so-called fine grid (fgv hereafter)
data, that is, the DNS velocity data have been re-calculated to obtain an equidistant grid
increment in wall-normal direction, too. We refer to [28] for a detailed description of the
post-processing algorithms. The grid size of the fgv data is 600× 352× 600 in (x,y,z) and
the grid increment in wall units is ∆x+ = 6.1, ∆y+ = 3.4, ∆z+ = 3.0.
Figure 7 shows calculated turbulent flow statistics for which 236 time steps of DNS and
fgv data are used. No significant loss of information is recognized due to the fine grid post-
processing procedure compared to the signatures of the original DNS grid data. However,
the resolution of near-wall regions is slightly reduced in the fgv data due to underlying
interpolation routines in the post-processing procedure. In particular, the viscous sublayer
(y+ < 5) is not well resolved anymore.
3.3.2 Application to velocity data
Since the tests with synthetic data series already have revealed the sensitivity to the shape
of the input Tensor, see the previous subsection, we consider two different approaches for
the analysis of the velocity data. Firstly, the input Tensor retains the original data structure,
that is, it is a 4th-order Tensor T[600,352,600,3] where the last dimension contains the
components of velocity. This approach is referred to as TT-approximation hereafter. On the
other hand, we decompose every dimension into its prime factors, resulting in a Tensor of
order 19
T[n1, . . . ,n19] = T[2,2,2,3,5,5, 2,2,2,2,2,11, 2,2,2,3,5,5, 3], (6)
and apply the Tensor Train decomposition to this Tensor. The latter approach is referred to as
QTT-approximation hereafter as it is similar to the Quantics Tensor Train (QTT) approach,
[21], [35]. However, in the original QTT-approach, input Tensors are reshaped into pure
binary representation.
For both approaches, figure 8 shows the storage requirement in the Tensor Train format
against the relative error for various TT-ranks. Both, QTT- and TT-approximation, shows
a significant increase in storage requirement if the TT-rank increases. Obviously, the QTT-
approach yields less relative error with significantly less storage requirement. For example,
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Fig. 6 Turbulent channel flow. a) sketch of the channel geometry (courtesy of M. Waidmann) with streamwise
direction x, Lx = 2hpi , spanwise direction z, Lz = hpi , and wall-normal direction y, Ly = 2h, where h = 1. b)
(x,y)-slice of the streamwise (u) velocity component (left panel) and of the spanwise (w) velocity component
(right panel). Note that the main flow direction is from bottom to top. c) vorticity magnitude, linear scaling
from 0 (blue) to 8 (red). d) iso-surface map of the Q-criterion (q=4).
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Fig. 7 Wall-normal profiles of DNS and fgv turbulent flow statistics normalized by friction velocity uτ against
wall unit y+. Left panel: mean velocity profile 〈u〉, middle panel: Reynolds stress 〈u′u′〉, right panel: turbulent
kinetic energy 〈k〉. Note that the channel center is at y+ = 590.
given a relative error of 0.085 the QTT-approximation demands a storage requirement of
about 18000 entries but TT-approximation demands about 60000 entries. Note that, induced
by the different shapes of the input Tensors, the QTT-approach necessitates much larger
TT-ranks at a given storage requirement.
Figure 9 for the TT-approach and figure 10 for the QTT-approach displays 2D-slices
of the approximated velocity data for selected TT-ranks. Figure 9 shows images of veloc-
ity magnitude calculated from the TT-approximated velocity field. In addition, 1D cross-
sections extracted in streamwise direction are displayed. Also, figure 10 shows the magni-
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Fig. 8 Approximation of velocity data. Storage requirement against relative error, e, for QTT- (solid line)
and TT-approximation (dashed line) for various TT-ranks. Note the different TT-ranks in the QTT- and TT-
approximation. For TT-approximation, the increment is set to 2 up to TT-rank 100 and to 50 up to TT-rank
200 afterwards. For QTT-approximation, the increment is set to 10 up to TT-rank 980. Note that the labels on
the left hand side of the curves as well as the label TT-rank 980 are associated with the QTT-curve and the
labels on the right hand side of the curves are associated with the TT-curve.
tude of velocity for the QTT-approach. Especially at lower TT-ranks, block-like patterns are
evident in the wall-normal y-direction, e.g., figure 10a. They result from the split of the input
Tensor in the QTT-approach, that is, the dimension in y-direction is separated in blocks of
11 entries each. Similarly, the streamwise and spanwise direction is split in blocks of 2 en-
tries each and that might also be visible in figure 10a. Both, the TT- and the QTT-approach,
exhibit a general feature, that is, we find a smooth reflection of the turbulent flow at lower
TT-ranks, and an increase in the TT-rank results in enhanced resolution of small-scale pat-
terns accordingly.
Furthermore, figure 9e illustrates a cross-section in wall-normal direction extracted for
the TT-rank 2 approximation shown in panel 9a. Interestingly, that cross-section involves
the box-shaped time-space mean velocity profile typical found in channel turbulence flows
along the wall-normal direction, cf. e.g. [39]. In that sense, TT-approximation constrained
to TT-rank 2 acts as an averaging process apparently.
Now, we are interested in identifying those regions in the channel flow that show the
most significant deviations from the original in the approximated data. In both cases, TT-
approximation and QTT-approximation, reconstruction of the velocity field for higher TT-
ranks, for example TT-rank 100 in figure 9c and 10b, already shows several details of small-
scale features of the turbulent flow by eye, even if the relative error is significant. For the
QTT-approximation, figure 10e for TT-rank 20 and 10f for TT-rank 100 shows the differ-
ence between the approximated and the original data. Obviously, significant deviations are
located towards the near-wall region while the flow interior appears well resolved already at
lower TT-ranks. This picture is becoming more and more visible with increasing TT-ranks
where details of the small-scale features are getting resolved.
The previous statement indicates that at a given TT-rank the flow interior is approxi-
mated with greater accuracy than the near-wall region. To verify this assumption we ex-
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Fig. 9 Approximation of the velocity field in the TT-approach. a)-d): (x,y)-slices of velocity magnitude at
z = 300 (mid-channel) and 1d cross-sections in streamwise direction extracted at (y,z) = (100,300); a) for
TT-rank 2 (e ≈ 0.103), b) for TT-rank 22 (e ≈ 0.072), c) for TT-rank 100 (e ≈ 0.030), d) original data. e)
cross-section in the wall-normal direction extracted at (x,z) = (85,300); TT-rank 2 (left panel) and original
data (right panel). The appropriate coordinate x= 85 as well as y= 100 is marked in panel a).
tract (x,z)-slices in the near-wall region as well as in the flow interior and apply the QTT-
approximation to the data. Here, the input Tensor is of order 13 as we split both, the x-
and z-velocity component, in 6 dimensions each as described in (6), and one dimension of
the input Tensor comprises the velocity components. Thus, the input Tensor has 1080000
data entries in total. The results of the QTT-approximation, figure 11, support the previous
statement as the relative error of the approximation at the flow center is much smaller than
that at the near-wall regions. Interestingly, the approximation yields similar results for the
y+ = 13.5 case and for the y+ = 33.7 case. The latter result may have its reason in the fact
that both slices are located in the same wall layer that is the viscous wall region according
to [39].
To estimate the likeness of the QTT-approximation also quantitatively, we follow Reynolds
decomposition of the velocity field U = (u,v,w) and determine its fluctuating part. In gen-
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Fig. 10 Approximation of the velocity field in the QTT-approach. (x,y)-slice of velocity magnitude extracted
at z= 300 (mid-channel). a) for TT-rank 20 (e≈ 0.085), b) for TT-rank 100 (e≈ 0.055), c) for TT-rank 420
(e≈ 0.020), d) original data; e) difference between approximated data and original data for TT-rank 20. f) as
e) but for TT-rank 100.
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Fig. 11 QTT-approximation for (x,z)-slices extracted at different positions in wall-normal direction. At y+ =
590 (mid-channel): star symbols, at y+ = 13.5: cross symbols, at y+ = 33.7: plus symbols. Increment of the
TT-ranks: 10. Note that, at a given TT-rank, the storage requirement is independent of the data series due to
the same shape of the input Tensors (e.g., about 1e+06 at TT-rank 370).
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Table 3 QTT-approximation of velocity data. Spatial mean of the normal stresses of the Reynolds-stress
Tensor at a given time step for different TT-ranks. ( ) denotes the proportion to the reference value [%].
TT-rank 〈u′2〉 〈v′2〉 〈w′2〉
20 0.0287 0.00016 0.00060
(91.4) (9.4) (25.0)
100 0.0303 0.0011 0.0016
(96.5) (64.7) (66.7)
420 0.0312 0.0016 0.0023
(99.4) (94.1) (95.8)
eral, the fluctuating part of the velocity vector, U′ = (u′,v′,w′), reads
Ui′ = Ui−〈Ui〉, i= 1,2,3 (7)
with 〈Ui〉 as the spatial, time or ensemble mean of the appropriate velocity component.
Since we, here, are considering turbulence data at a given time step rather than a time se-
quence of snapshots, we determine both, 〈Ui〉 and the normal stresses, 〈u′2〉, 〈v′2〉, 〈w′2〉, of
the Reynolds-stress Tensor by spatial averaging. For the fgv data, we find 〈u′2〉 = 0.0314,
〈v′2〉 = 0.0017, 〈w′2〉 = 0.0024. For the approximated data, we find good agreement with
these reference values particularly for 〈u′2〉 already at TT-rank 100 (e= 0.055), see table 3.
We verify the apparent good agreement of the approximated data also at lower TT-ranks
by calculating turbulent flow statistics for time series of QTT-approximated data for which
again 236 snapshots are used, cf. figure 12. The mean velocity profile underlines the pre-
vious observations that the streamwise velocity component is approximated well already at
lower TT-ranks. However, the diagram of the Reynolds stress as well as that of the turbulent
kinetic energy (TKE), figure 12b and 12c, reveals differences between the fgv data and the
approximated data at TT-rank 100. Approximations using TT-rank 320 or higher TT-ranks
then show good agreement also for Reynolds stress and for TKE. Here, the undulating pat-
terns, particularly visible in the TT-rank 100 case, result from the block-like structure of the
input Tensor, as already described previously.
In summary, we can say that approximation of the 3D velocity field with the Tensor
Train decomposition yields significant reduction in storage requirement and low relative
errors already at lower TT-ranks. The QTT-approach, that is, the split of the components
of the input Tensor into its prime factors before applying the Tensor Train decomposition,
leads to a further reduction in storage requirement with respect to the TT-approach for which
the structure of the input Tensor remains as given in the fgv data. In the QTT-approach, the
calculated turbulent flow statistics show that wall-normal profiles are not approximated well
for the TT-rank 100 case but that they are for TT-rank 320 or higher.
3.3.3 Application to vorticity data
We conclude this section with the application of the Tensor Train decomposition to data of
vorticity magnitude. Here, we follow two different approaches. First, we calculate the vortic-
ity magnitude from the already QTT- and TT-approximated velocity data. Secondly, we com-
pute the magnitude of vorticity from the fgv velocity field and apply the QTT-approximation
afterwards. For the latter, we split the data of vorticity magnitude into its prime factors anal-
ogous to the QTT-approach of the velocity data analysis. Thus, the shape of the input Tensor
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Fig. 12 QTT-approximation of velocity data: wall-normal profiles of turbulent flow statistics normalized by
friction velocity uτ against wall unit y+ for fgv (original) data and for data of specific TT-rank approximations
(TT-rank 100, 320 and 420). a) mean profile of streamwise velocity component 〈u〉, b) Reynolds stress 〈u′u′〉,
c) turbulent kinetic energy 〈k〉.
is almost identical to the velocity data analysis but now contains the magnitude of vorticity
instead of three velocity components.
For the first approach, figure 13 shows results for QTT- and TT-approximated data.
Similar to the velocity data analysis, also the vorticity data reveal small scale features at
higher TT-ranks, and approximation at TT-rank 420 for the QTT-approach, panel 13b, and
at TT-rank 100 for the TT-approach, panel 13e, shows satisfying results at least qualitatively.
For the second approach, figure 14 shows results for the storage requirement against
the relative error. Generally, the trend of a decrease in the relative error and accompanying
increase in the TT-rank is similar to what we have found in the analysis of the velocity data
but the magnitude of the relative error is about an order higher, cf. figure 8 for the velocity
data. That result is reasonable as vorticity dominates at small scales in contrast to velocity.
Thus, compared to the analysis of the velocity data a large relative error is not surprising in
case of approximation of vorticity data at low TT-ranks.
4 Discussion
In the previous section, we observed that the Tensor Train decomposition method yields high
compression rates whilst ensuring low relative errors not only in the tests applying synthetic
data series but also for the channel turbulence flow. The efficiency of the Tensor Train format
in data compression becomes particularly evident in the tests with synthetic data where very
high compression rates are achieved. Regarding the turbulent cannel flow data, even if the
magnitude of the relative error is much larger in the vorticity data analysis compared to
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Fig. 13 Vorticity magnitude calculated from QTT- and TT-approximated velocity data. (x,y)-slices extracted
at mid-channel. Left column: QTT-approximation for a) TT-rank 100 (e≈ 0.054), b) TT-rank 420 (e≈ 0.020),
and c) TT-rank 600 (e ≈ 0.014). Right column: TT-approximation for d) TT-rank 40 (e ≈ 0.057) and e) TT-
rank 100 (e ≈ 0.030). f) original data. Note that the colorbar scale is the same in all panels, that is, it is a
linear scale from 0 (blue) to 8 (red).
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Fig. 14 QTT-approximation of data of vorticity magnitude. Storage requirement against relative error calcu-
lated for TT-rank 10 to 1000. Rank increment 10 up to TT-rank 100 and 100 up to TT-rank 1000.
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approximation of velocity data, transforming the data in the Tensor Train format leads to a
significant reduction in storage requirement for both, velocity and vorticity data.
To put the Tensor Train format into perspective, we compare our results with results
of a wavelet approximation as wavelets are known being appropriate tools to reveal self-
similarities in fractal functions, e.g., [6], [51], [31]. Furthermore, the similarity between
Tensor Train decomposition and wavelet transforms has been recently described by [38]
who showed that Tensor Train decomposition can be considered as an algebraic wavelet
transform with adaptively determined filters.
Here, we apply a wavelet analysis to the same synthetic data series used in section 3.2.
For this purpose, we employ the GNU Scientific Library software and exploit the frequently
used Daubechies orthogonal wavelet family with k/2 vanishing moments where we set
k = 4, 6, and 16. Loosely speaking, the larger k/2, the more signal components can be
encoded. For example, a k = 6 wavelet transform encodes constant, linear, and quadratic
signal components. Besides the Daubechies wavelet family we also use the Haar wavelet
(with k = 2 by construction). Again, we calculate the error norm of the approximated data
with (4) to compare the relative error of the wavelet approximation with the results of the
Tensor Train approach.
At first, we consider the data series of self-similar triangular patterns that involves 1024
entries in total (cf. figure 4). In section 3.2, we demonstrated that the input Tensor is repre-
sented in the Tensor Train format taking 66 entries in the most favourable scenario, and 82
entries are needed in a worst-optimal split of the input Tensor, see table 2. The results of the
wavelet analysis using different number of components of its transform, nc, are displayed
in table 4. Here, considering 66 components, the Daubechies 6 wavelet reveals the minimal
error (e≈ 0.4). Naturally, increasing the number of components ensures a simultaneous in-
crease in the approximation quality and for nc = 800, i.e. about 78 % of the data, the Haar
wavelet approximates the data series with greatest success (e≈ 0.005). We conclude that the
Haar wavelet transform and also our choice of Daubechies wavelets is apparently not able
to represent that specific data series using a small number of components only, and the latter
might be due to the shape of their scale functions and wavelet functions with respect to the
triangular shape of the self-similar patterns.
Now, we revisit the noise-free sequence of the top-hat data series of non-grid aligned
squares (cf. figure 5a). We remind the reader, that the data series is represented in the Tensor
Train format at TT-rank ≥ 5 and its storage then requires 492 entries. A priori, the Haar
wavelet appears well suited by construction to represent the data series requiring only a small
number of components of its transform. Indeed, we find that the data series is represented
using 177 components of the Haar wavelet transform (e≈ 10−16). Further tests considering
the same number of components of the Daubechies 4 wavelet transform show that the data
series is approximated rather than represented and the relative error is of the order of 10−3.
The comparison with the wavelet analysis, on the one hand, point out the efficiency of
the Tensor Train format in detecting and representing self-similar patterns hidden in data
series. On the other hand, however, these tests underline the known result that wavelet trans-
forms are able to attack self-similarity with great success. Since the results of the wavelet
analysis of the synthetic data series are promising, too, it appears worth testing a wavelet
transform to data of the channel turbulence flow. We, therefore, deploy the Daubechies 4
wavelet transform to vorticity magnitude (see section 3.3.3). Table 5 shows results for dif-
ferent number of components, nc, of the wavelet transform, and for comparison, the result
of the QTT-approximation at appropriate TT-ranks, that is the storage requirement in the
QTT-approach is equal to nc, is given, too. Obviously, the QTT-approach results in higher
accuracy (lower relative error) particularly at lower TT-ranks. At higher TT-ranks, i.e., in
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Table 4 Relative error, e, of wavelet approximation of the synthetic data series of triangular patterns. k as the
wavelet index number, nc as number of components of the wavelet transform used for the approximation.
type k nc e
Daubechies 4 66 0.409
Daubechies 6 66 0.396
Daubechies 16 66 0.565
Haar 2 66 0.507
Daubechies 4 800 0.010
Daubechies 6 800 0.018
Daubechies 16 800 0.012
Haar 2 800 0.005
Table 5 Wavelet analysis of vorticity magnitude. Relative error, e, of wavelet approximation, nc as number
of components of the wavelet transform used for the approximation.
Daubechies 4 QTT-approximation
nc e TT-rank e
91062 0.55 50 0.47
1143837 0.41 200 0.34
10233837 0.15 700 0.17
terms of the wavelet analysis considering a large number of components for the approxima-
tion, both methods reveal comparable accuracy.
5 Concluding remarks
In this article, the Tensor Train decomposition technique, a specific branch of the family of
Tensor product decomposition methods, has been applied to data of a numerical simulation
of channel turbulence flow. Both, velocity and vorticity data were used to test the robustness
of the approximation procedure.
Our study is concerned with the detection of self-similar patterns in turbulent flow data.
We, firstly, analyzed synthetic data to demonstrate the Tensor Train decomposition‘s ca-
pability to capture self-similarities. The synthetic data tests with and without noise pro-
vide promising results. Grid aligned self-similarity is well captured and non grid-aligned
self-similarity is approximated at low TT-ranks strengthening the suitability of the method.
Moreover, with no noise, non grid-aligned self-similar structures are approximated exactly
at low TT-ranks resulting in extreme data compression ratios.
Applied to channel turbulence data, especially the QTT-approach, that is in our definition
decomposing the entries of each dimension of the input Tensor into its prime factors, allows
for surprisingly high compression rates whilst ensuring low relative errors. For example,
QTT-approximation at TT-rank 100 results in a compression factor of roughly 1000 and
in a relative error of about 5 %. At TT-rank 2000, the relative error is about 0.2 % with a
compression factor of about 5, that is a storage requirement of ≈ 108 (instead of ≈ 109 for
the original data). Realizing that low-rank approximations in the TT- and QTT-approach
amount to some kind of averaging, it is reasonable that the analysis of vorticity data show a
relative error much higher than for velocity data. Vorticity data have a lot more significant
structure in the small scales, and, therefore, averaging is expected to be generally bad.
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However, our results demonstrate that, apparently, low-rank representation of highly
irregular and chaotic flows can not be expected. The latter result is reasonable as in turbu-
lent flow multiscale and self-similar structures are stretched, rotated, and translated, and,
naturally, the underlying algorithm of the Tensor Train format has reasoned limitations in
capturing those deformed structures on different scales efficiently. Here, we re-emphasize
the statement made previously that the Tensor Train format obviously acts as some type of
low-pass filter in the sense that a straightforward truncation after a small number of TT-ranks
reflected the space mean of the 3D velocity field of the turbulent channel flow. We, therefore,
conclude that modifications of the Tensor Train decomposition method are needed if one is
interested in self-similarity in scale, including associated amplitude scalings as we expect
them in turbulence data.
The overall aim of our ongoing study is to identify characteristic self-similar patterns
in multiscale flows, thus coherent structures in turbulent flows, that appear repeatedly on
different scales. In future work, we will use and combine further multiscale data analysis
techniques such as, e.g., wavelets, shearlets and turbulent detection methods. In particular
combination of advanced data analysis and machine learning techniques as, e.g., the FEM-
VARX method by [14], [32], envisage encouraging new options, and our study presented
here show that extension of those methods to tensor-valued data would provide promising
opportunities. The characterization of self-similar structures would then provide the basis
for extrapolating ensembles of such flow structures simulated on the coarse LES-grid in
scale to generate a self-consistent model of unresolved fluctuations.
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