We establish the central limit theorem for quadratic forms P N t;s=1 b(t?s)P m;n (X t ; X s ) of the bivariate Appell polynomials P m;n (X t ; X s ) under time domain conditions. These conditions relate the weights b(t) and the covariances of the sequences (P m;n (X t ; X s )) and (X t ). The time domain approach, together with the spectral domain approach developed earlier, yield a general set of conditions for central limit theorems.
Introduction
We study the central limit theorem (CLT) for quadratic forms is a linear process, that is, the random variables t ; t 2 Z are independent and identically distributed, E 0 = 0 E 2 0 = 1, the sequence a(t); t 2 Z of real-valued weights satis es the condition P s a 2 (s) < 1: We assume Ej u j 2(m+n) < 1 in order to ensure that Q N has a nite variance. Our goal is to provide su cient conditions for N ?1=2 Q N to converge to a normal distribution. The de nition of multivariate Appell polynomials is given in Section 3. These polynomials are a multivariate generalization of the univariate Appell polynomials (or Hermite polynomials if (X t ) is Gaussian) and, like them, they play an important role in the limit theory of quadratic forms of dependent variables.
Central limit theorems involving Hermite or Appell polynomials have been studied by Sun 19 We will show, in particular, that the assumption X l 1 ;l 2 ;t2Z b(l 1 )b(l 2 ) Cov (P m;n (X t ; X t+l 1 ); P m;n (X 0 ; X l 2 )) < 1; (1.3) which ensures that the relation Var Q N const N holds, yields the CLT. In fact, the relation X t2Z Cov (P m;n (X t ; X t+l 1 ); P m;n (X 0 ; X l 2 )) < 1; l 1 ; l 2 2 Z; turns out to be equivalent to the condition X s jr(t)j m+n < 1;
where r(t) = EX t X 0 is the covariance function of the process (X t ) and m + n is the order of the Appell polynomial P m;n (X t ; X t+l 1 ).
The assumption (1.3) underlines the similarities between the central limit theorem for quadratic forms in linear or Gaussian variables with long-range dependence and the central limit theorem for univariate sums S N = N ?1=2 P N t=0 f(X t ). Breuer and Major 6] proved that if the covariance of the Gaussian stationary process (X t ) satis es the condition P t2Z jr(t)j m < 1 where m is the so-called \Hermite rank" of the function f, Ef(X t ) = 0 and Ef(X t ) 2 < 1, then the CLT for S N holds. Giraitis and Surgailis 11] showed that the asymptotic normality of N ?1=2 P N t=1 f(X t ) can be established in terms of the correlation function r f (t) = Ef(X t )f(X 0 ), without referring speci cally to the concept of Hermite or Appell rank (it plays an important role in the proof). They showed that the CLT holds if P t2Z jr f (t)j < 1 when X t is Gaussian. In addition, Giraitis 10] proved that if P t2Z jr f (t)j < 1, the CLT holds also for the linear process X t (1.2) if the function f is su ciently smooth, for example, if f is a polynomial.
The condition (1.3) thus extends the univariate condition P t2Z jr f (t)j < 1 to quadratic forms. However, in contrast to the CLT for univariate sums, it does not cover certain additional cases, rst discovered by Fox and Taqqu 8] , where the CLT for quadratic form also holds. Speci cally, it excludes the possible compensation of the long-range dependence of (X t ) by a fast decay of the weights b(t). These cases, which do not have a simple formulation in the time domain, are best characterized in the spectral domain. Conditions for the CLT in these situations were obtained by Giraitis and Taqqu 13] , under assumptions involving m and n and the spectral density of (X t ).
The conditions of this paper are stated in the time domain and are, in general, not equivalent to those in Giraitis and Taqqu 13] . The method of proof for establishing the CLT is also di erent. Whereas in 13] we use approximation methods, here we apply the method of moments. This is because, in the spectral domain, one can approximate the possibly unbounded spectrum by a bounded one. In the time domain, however, one has to deal directly with the covariances, which can decrease slowly. The time domain conditions, expressed in terms of covariances, are easy to apply and they clarify the underlying dependence structure.
The paper is structured as follows: Section 2 contains the main results, Section 3, a description of the Appell polynomials and, Section 4, the proofs. Multivatiate extensions are given in Section 5. b(l 1 )b(l 2 ) Cov (P m;n (X t ; X t+l 1 ); P m;n (X 0 ; X l 2 )) < 1:
If b(0) = 0, suppose in addition P t2Z jr(t)j m+n < 1. Then the CLT holds: N ?1=2 Q N ) N(0; 2 ) (N ! 1); (2.2) and the limiting variance is 2 = X l 1 ;l 2 ;t2Z b(l 1 )b(l 2 ) Cov (P m;n (X t ; X t+l 1 ); P m;n (X 0 ; X l 2 )):
The next theorem provides a condition on r and b, under which (2.1) is satis ed. 3 Appell polynomials and their cumulants
Let be some probability measure on R. We assume that all moments of the measure exists, and the mean R xd = 0. The (univariate) Appell polynomials P n (x) corresponding to the distribution are de ned by the generating function
They can be expressed as
(see Surgailis 21] ), where (k) = (k; ) is the k-th cumulant of the measure , and the sum is taken over all partitions (V 1 ; : : : ; V r ), r 1 of the set f1; : : : ; n?kg such that jV i j 2.
We set P fV g(0) : : : = 1, so that the coe cient of x n is 1.
An important special example consists of the Hermite polynomials. These are Appell polynomials corresponding to the standard Gaussian distribution (dx) = e ?x 2 =2 dx= p 2 :
Among all Appell polynomials, the Hermite polynomials are the only one that form an orthogonal system. 18]. The Appell polynomials generalize the ordinary \powers" because they satisfy the differential equation: P 0 n (x) = nP n?1 (x) with EP n (X) = Z P n (x)d (x) = 0; n = 1; 2; : : : :
providing the constants of integration. We note that
The Appell polynomials are orthogonal only when is a Gaussian measure. In that case, they are identical to the Hermite polynomials.
To de ne the multidimentional analog of the Appell polynomials it is useful to rst introduce the Wick products (also called Wick powers) ( ; :::; X t k ; : : : ; X t k | {z } n k := P n 1 ;:::;n k (X t 1 ; :::; X t k );
(the indices in P correspond to the number of times that the variables in \: :" are repeated). The polynomials P n 1 ;:::;n k can be de ned also by the recurrence relations @ @x j P n 1 ;:::;n k (x 1 ; :::; x k ) = n j P n 1 ;:::;n j?1 ;:::;n k (x 1 ; :::; x k ); EP n 1 ;:::;n k (X t 1 ; :::; X t k ) = 0; setting P 0 1:
We can now relate Wick products to Appell polynomials. If P n , n 1 is the univariate Appell polynomial corresponding to the distribution (dx) = P(Y 2 dx), de This proves (4.5) and hence (4.2). We now prove the converse, namely that (4.2) implies (4.1). Observe that in the rst part of the proof, Relation (4.5) was a consequence only of P t a 2 (t) < 1, and that, in fact, it can be strengthened to X t2Z jR >2 (t; l 1 ; l 2 )j < 1 for any l 1 ; l 2 2 Z:
In view of (4. Since X is strictly stationary, Cov (P m;n (X t ; X s ); P m;n (X t 0 ; X s 0)) = Cov (P m;n (X t?t 0 ; X s?t 0); P m;n (X 0 ; X s 0 ?t 0)): jb(?l 1 )1Ifjl 1 j Kgb(?l 2 ) Cov (P m;n (X t ; X t+l 1 )); P m;n (X 0 ; X l 2 )j:
Relation (2.1) implies that this tends to 0 as K ! 1 and hence yields (4.7).
ii) We now establish the CLT (4. In that paper it is shown that (4.2) implies the CLT for univariate Appell polynomials P m+n (X t ) := P m;n (X t ; X t ). In the case l i 2 Z the cumulants of P m;n (X t ; X t+l 1 ) are also calculated by the diagram formula (3.5). Since the l i 's are xed, the proof of (4.10) turns out to be the same as in the case l 1 = ::: = l k = 0.
We now turn to Relation (4. Then (4.8) follows from (4.12) and (4.13). We now establish (4.12). From P t2Z jr(t)j m+n < 1, using the same argument as in the proof of Lemma 4.1, we get X t2Z jCov (P m;n (X <a t ; X <a t+l 1 ); P m;n (X <a 0 ; X <a l 2 ))j < 1 for any l 1 ; l 2 2 Z; X t2Z jCov (P m;n (X t ; X t+l 1 ); P m;n (X <a 0 ; X <a l 2 ))j < 1 for any l 1 ; l 2 2 Z: 
