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Abstract
Recent research on detecting asset pricing bubbles in real-time has focussed on recursive and
rolling-recursive regressions in combination with the supremum norm of a sequence of right-
tailed unit root tests. The rolling-recursive algorithm, in particular, has proved relatively suc-
cessful in identifying the timeline of bubbles but it does suffer from the disadvantages of being
computationally quite intensive and also requiring the use of non-standard limit theory. This
thesis evaluates a more simple and perhaps somewhat neglected approach to the date-stamping
of bubbles, namely the rolling window unit root testing approach, and provides a comprehensive
comparison of its performance against the recursive and rolling-recursive methods. The results
of a suite of simulation experiments indicate that rolling window tests may in fact be superior
to the other two methods. In addition, the rolling window approach yields better inference
than its competitors when applied to a sample of the Nasdaq stock index and a sample of U.S.
housing price-to-rent ratios, both of which are known to contain bubbles.
Keywords: Financial bubble, date-stamping strategy, multiple bubbles, mildly explosive bub-
bles, Monte Carlo simulations, rolling windows.
Chapter 1
Introduction
The periodic appearance and collapse of speculative bubbles in asset prices has been a source
of fascination ever since the infamous bubble in the Dutch tulip market in 1637. Then, just
as now, bubbles in asset prices seem to be a precursor to periods of economic instability or
even crisis. The Dot-Com bubble in the late 1990s, the United States housing bubble in the
mid 2000s and the Chinese stock price bubble in 2015 are all recent examples of bubbles which
preceded crises. Every so often, the media goes into a frenzy with claims of bubbles in various
asset markets. Until relatively recently these claims could only be substantiated retrospectively,
but given their importance to central banks and regulators, it is no surprise that the detection
and dating of bubbles in real time is receiving more attention in the econometric literature.
Various approaches to testing for the presence of bubbles have been proposed. Among these are
variance bounds tests (LeRoy and Porter, 1981 and Shiller, 1981), West’s two-step test (West,
1987), fractionally integrated models (Cun˜ado, Gil-Alana and De Gracia, 2005 and Fro¨mmel
and Kruse, 2012) and recursive unit root tests (Phillips, Wu and Yu, 2011). This thesis focusses
on the use of unit root tests to detect the presence of and identify the timeline of bubbles in
asset prices. Early attempts at bubble-detection employed traditional left-tailed unit root tests
to test the null hypothesis of the price process being I(1) against the alternative of stationarity
(Diba and Grossman, 1988). These tests had low power against the presence of bubbles leading
Campbell, Lo and MacKinlay (1997) to conclude that these traditional unit root tests provided
little or no statistical evidence of explosive behaviour. In a fairly recent development, Phillips,
Wu and Yu (2011), suggest using right-tailed unit root tests to detect bubbles. In this version
of the test, the null hypothesis of non-stationarity is tested against the alternative of mildly
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explosive behaviour in the price process. When the test is conducted recursively, it is able
to detect when the series switches from being generated under the null hypothesis to when
it is explosive and vice versa, thus estimating the origination and collapse of bubbles. Early
implementations of this testing procedure yielded promising results. This area of research has
now been taken up by, inter alia, Phillips and Yu (2011), Homm and Breitung (2012), Gutierrez
(2013), Harvey, Leybourne and Sollis (2015a, 2015b) and Harvey, Leybourne, Sollis and Taylor
(2015c). Subsequent refinements by Phillips, Shi and Yu (2015b, 2015c) have developed rolling-
recursive versions of the test that allow for bubble-detection and dating the origin and collapse
of multiple bubbles. This rolling-recursive procedure has been applied to bubble-detection in
different asset prices by, inter alia, Yiu et al. (2013), Figuerola-Ferretti et al. (2015), and
Greenaway-McGrevy and Phillips (2010).
1.1 Key research questions
The forward recursive and rolling recursive testing procedures (Phillips et al., 2011; Phillips et
al., 2015b,2015c) started a new strain of bubble detection and dating literature, namely recursive
unit root testing. This thesis seeks to expand this literature by considering an alternative method
to dating bubbles. The three bubble-dating algorithms (forward recursive, rolling-recursive, and
the one proposed in this thesis) are formally defined in Chapter 2.
This thesis proposes using fixed rolling windows instead of recursive methods for bubble testing.
The rolling window approach featured in Phillips et al. (2011), but only as a robustness check.
Of course the rolling window procedure is a subset of the rolling-recursive algorithm of Phillips
et al. (2015c) but the simplicity of the approach, together with some evidence that the more
intensive procedures produce results that vary according to the location of bubbles within the
sample (Homm and Breitung, 2012 and Phillips et al., 2015c), provide solid motivation for a
re-evaluation of the method. In addition, relatively recent work by Gutierrez (2013) shows that
the rolling window approach may have higher power than the recursive method when the degree
of explosiveness is low, especially when the bubble is located near the end of the sample. The
first key research question relates to comparing the performance of the rolling window (RW)
procedure against the performance of the forward recursive (FR) and rolling-recursive (RR)
methods of Phillips et al. (2011) and Phillips et al. (2015b, 2015c) respectively.
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Key Research Question 1. Does the RW approach to bubble-dating lead to inference which
is at least as accurate and economically useful as the FR and RR tests?
The FR algorithm was the earliest attempt at using recursive methods to detect bubbles. Subse-
quent refinements led to the RR approach, which was shown to be preferred to the FR procedure
in terms of power properties. However, the RR algorithm introduces a new drawback: it has
been found to lead to unexpected and questionable inference during the collapse of a bubble.
Specifically, the implosion phase of the bubble is sometimes stamped as an explosive period.
This outcome is found in empirical analysis and asymptotic limits (Phillips and Shi, 2014). The
inclusion of a constant term in the regression equation has been identified as a cause of this
phenomenon. Following these empirical findings, a second key research question is formulated.
Key Research Question 2. Does the omission of the constant term in the unit root test
equation provide more economically meaningful inference?
Even when a technique is shown to be consistent, it is important to remember that in practice
econometricians often work with finite samples. Furthermore, certain assumptions associated
with testing procedures may be violated when working with observed data. As such, it may
be useful to consider alternative methods of generating critical values which allow for finite
sample bias correction or relaxation of certain assumptions. One such approach is the use of
bootstrapped statistics. Bootstrapping rolling windows is fairly straightforward, compared to
recursive methods. The third research question relates to bootstrapping the RW test.
Key Research Question 3. Can the use of an appropriate bootstrap method further improve
the date-stamping accuracy of a RW test conducted using the preferred regression equation?
1.2 Thesis structure and main findings
The exploration of bubble-dating methods begins in Chapter 2 with the application of unit root
tests in bubble-detection and why early versions of such attempts were deemed unsuccessful.
Following that, the FR and RR bubble-dating methods are discussed. This discussion touches
on the intuition behind the improved efficacy of these recursive tests over traditional full-sample
procedures. The first key research question — the use of a RW procedure — is introduced as
an alternative procedure to the FR and RR methods. All three algorithms are clearly defined
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in Chapter 2. Furthermore, a number of different unit root tests which have been adapted for
bubble-testing are outlined, and a discussion about the best choice of unit root test is included.
In Chapter 3, asymptotic distributions of the three algorithms are presented for the unit root
test selected in Chapter 2. The distributions are derived for two versions of the unit root test
equation, one which contains a constant term, which is the test adopted in the current literature
(Phillips et al., 2011; Phillips et al., 2015c), and one in which the constant term is omitted.
The two main results from this chapter are (i) the RW procedure has the same limit behaviour
as the RR procedure, as long as the length of the rolling window is the same as the minimum
window of the RR method, and (ii) tests conducted using the proposed version of the regression
equation have the same limits as those conducted using the specification of Phillips et al. (2011).
Thus, the results in this chapter show the validity of this alternative specification and providing
some insight into the second key research question.
The third key research question is addressed in Chapter 4. First, the general idea of boot-
strapping and resampling is presented. Since there are many different bootstrap algorithms
in existence, each of which are designed for different situations, it is important to select those
which are pertinent to this research. This thesis examines time series data, therefore a few
algorithms for bootstrapping time series data, particularly in the context of unit root testing,
are described. Any known advantages or disadvantages of these methods which are relevant in
the bubble-dating context are also discussed. A comprehensive suite of simulation experiments,
described in Chapter 5, are used in investigating the three research questions defined in Section
1.1.
For key research question 1, all three bubble-detection methods are applied to the same sets of
simulated data. Direct comparison is made between the results of the three tests in order to
determine which has the best size and power properties. Furthermore, two other measures –
detection rates and loss incurred due to incorrect inference – are also investigated and compared.
These simulations are conducted using the original regression equation from Phillips et al. (2011)
as well as the regression equation proposed in this thesis. Thus, key research question 2 is also
addressed. As for key research question 3, it is evident that from the simulation evidence that
bootstrapping the RW test greatly enhances it based on all four criteria considered in this thesis.
Finally, it is important to ensure that the preferred test yields results which are not only theo-
retically justified, but also provide empirical results which are verifiable with ex-post knowledge
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about the approximate state of historical prices. In essence, when used to analyse real data,
an ideal test is one for which periods of detected explosiveness coincide with known bubbles.
Conversely, periods which are obviously not explosive and are not followed by market crashes
should not trigger rejection of the null hypothesis. Chapter 6 reports the results of bubble-dating
tests when conducted on observed data. The tests in question are those which are considered
in Chapters 2. In this thesis, monthly Nasdaq stock index price-dividend ratios from February
1973 to July 2015 and quarterly house price-to-rent ratios based on the All-Transactions House
Price Index data for the United States from the first quarter of 1975 to the first quarter of 2016
are used, since both the Nasdaq and U.S. house prices are known to have contained bubbles.
The Dot-Com Bubble from the mid- to late-1990’s manifested itself mainly in the Nasdaq, with
a period of sharp growth in prices around this period. The U.S. housing market contained a
bubble which preceded the subprime crisis in 2007, as well as two other smaller bubbles around
1979 and 1989 (Gjerstad and Smith, 2009). Chapter 7 concludes this thesis with a summary
and discussion of the methods and findings. Also discussed in this chapter are limitations in
this thesis and possible extensions for future research.
The FR and RR tests are both methods which are currently adopted as real-time bubble-
detecting methods in practice. Recall that the RR test has shown to provide more accurate
results than FR under certain circumstances. However, it is significantly more computationally
intensive than the FR approach. In answering the key research questions outlined earlier, this
thesis makes a number of fundamental contributions to the current and relevant literature on
real-time bubble-detection. These contributions are summarised succinctly as follows.
1. The RW procedure is shown to perform at least as well as the RR method in simulations
and empirically. A marked advantage of the RW approach from a practitioner’s perspective
is that it requires only a fraction of the computing time and power that is used by the RR
algorithm.
2. Using a regression equation which contains a constant, as Phillips et al. (2011) and
Phillips et al. (2015c) do, is shown to be asymptotically valid. However in practice this
specification may lead to instances where collapses are identified as explosive periods.
These confusing results can be avoided by means of a regression equation without the
constant. It is shown in this thesis that omitting the constant term does not affect the
limit behaviour of the tests. Furthermore, the empirical applications in Chapter 6 show
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that removal of the constant provides results which better match intuition.
3. While RW tests are shown to be preferred over FR and RR, by its very nature it tends
to deal with relatively small samples. As a result, using asymptotic critical values with
the RW test is expected to lead to size distortion. This problem can be addressed by
means of simulating critical values based on finite sample distributions, or by application
of a bootstrap. It is shown by a suite of simulation experiments that a wild bootstrap
provides improvements to the RW test. The choice of bootstrap technique is also supported
by Harvey et al. (2015c), who find that the FR test benefits from a wild bootstrap,
particularly in the presence of heteroskedasticity.
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Chapter 2
Bubbles and testing procedures
The literature on bubble-detection typically falls into one of two groups. The first group aims
to determine simply if bubbles have existed in a given sample, regardless of when they occurred
— see, inter alia, West 1987, Diba and Grossman (1988), Harvey et al. (2015b), and Harvey
et al. (2015c). This approach shall henceforth be referred to as bubble-detection. The second
group considers the more in-depth question of the timing of bubbles. Testing procedures which
fall under this category are those which aim to pinpoint the exact date at which bubbles start
or end — see, inter alia, Gutierrez (2011), Homm and Breitung (2012), Harvey et al. (2015a),
and Phillips et al. (2014).
In this chapter, the rational bubble model, which has been the basis for Diba and Grossman
(1988), Evans (1991), and Phillips et al. (2011) among others, is introduced. A few methods
which can be used to detect bubbles of this form are then outlined, focussing on an approach
which uses the Dickey-Fuller test (Dickey and Fuller, 1979). Following that, three recursive
algorithms for date-stamping bubbles are described. One of these three algorithms is the RW
approach, around which this thesis is centred. A few potential advantages of the use of rolling
windows over the other two methods are then explained. Finally, A discussion on the appropriate
choice of regression model is included.
2.1 The rational bubble model
Phillips, Wu and Yu (2011) and Phillips, Shi and Yu (2015b, 2015c) base their studies on stock
prices. In the rational bubble literature, the fundamental price of the asset is derived from the
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no arbitrage condition
Pt =
Et[Pt+1 +Dt+1]
1 +R
, (2.1)
where Pt is the price of the stock at period t, Dt denotes the dividend received from ownership
of the stock between t− 1 and t, and R is the discount rate. Using the present value theory of
finance and solving (2.1) by forward iteration yields
P ft =
∞∑
i=1
1
(1 +R)i
Et(Dt+i),
in which the fundamental price of an asset in any period is equal to the present value of all
expected dividend payments from that point onwards. If the transversality condition
lim
k→∞
Et
[
1
(1 +R)k
Pt+k
]
= 0 (2.2)
holds, then the current price of the asset, Pt is equal to the fundamental price of the asset, P
f
t .
However if (2.2) does not hold, an explosive rational bubble can exist. Let Bt denote the bubble
component and be defined as
Et[Bt+1] = (1 +R)Bt. (2.3)
Adding Bt to P
f
t will yield infinitely many solutions for the current price of the asset, which
takes the form
Pt = P
f
t +Bt. (2.4)
Since stock prices must be nonnegative, it is important to only consider cases whereBt ≥ 0. Even
though the bubble series is restricted to strictly positive values, it need not grow exponentially
from start to end of the sample. It can take a constant positive value for some time and begin
to grow exponentially at some point in the sample. Since rational bubbles must eventually
collapse, it is also relevant to include a subsequent structural break which allows Bt to fall back
to some constant positive value, reflecting the bursting of the bubble.
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2.2 Testing for the presence of bubbles
Given this model of asset prices and bubbles, it is natural to attempt to detect bubbles by
means of unit root tests. These tests are typically concerned with the value of θ in equations of
the general form
yt = θyt−1 +
m∑
j=1
ξj,tqj,t + t,
where yt−1 is the first lag of observed values, qj,t are m explanatory variables (depending on
the test), ξj,t are the coefficients of those explanatory variables, and t are disturbance terms.
When θ < 1, the series is stationary. Non-stationarity, or the presence of a unit root, is when
θ = 1, and explosiveness exists if θ > 1. Each of the three cases is illustrated in Figure 2.1.
Note that although the innovation terms, t are drawn from the same distribution for all three
cases, the plots in this figure appear to be increasing in smoothness moving from panel (a) to
panel (c) because the range of the y-axis increases significantly.
(a) Stationary process: yt = 0.99yt−1 + t.
(b) Random walk: yt = yt−1 + t.
(c) A process with two periodically collapsing episodes of explosiveness.
The explosive periods are modelled as yt = 1.01yt−1 + t.
yt = yt−1 + t at other times.
Figure 2.1: Sample paths for a stationary process, random walk,
and periodically collapsing bubbles
One of the tests employed was the augmented Dickey-Fuller (ADF) test (Said and Dickey,
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1984), which, as its name suggests, is an augmented version of the Dickey-Fuller test (Dickey
and Fuller, 1979). Diba and Grossman (1988) were among the first to explore this approach to
bubble-detection. They employ the traditional left-tailed version of the ADF test, which tests
the null hypothesis of nonstationarity (θ = 1) against the alternative hypothesis of stationarity
(θ < 1). Using data on stock prices, dividends, and their first differences, Diba and Grossman
(1988) conclude that there was insufficient evidence to support the existence of a bubble in the
stock market.
Conducting unit root tests but looking instead in the right tail of the distribution of the test
statistic represents testing the null hypothesis of nonstationarity (θ = 1) against the alternative
hypothesis of explosive behaviour (θ > 1). This set of hypotheses tests for explosiveness in the
Bt component of (2.4) instead of merely for the absence of stationarity. It turns out, however,
that full-sample right tailed unit root tests suffer from one of the shortcomings of their left
tail counterparts. Evans (1991) pointed out that the left-tailed tests employed by Diba and
Grossman (1988) have low power against periodically collapsing bubbles. In right tailed tests
this problem may even be exacerbated by the nature of bubbles, which do not last forever
but collapse at some point in time. In particular, Evans (1991) demonstrates that in a model
containing a periodically-collapsing bubble, full-sample right-tailed unit root tests have low
power.
In order to overcome this problem, Phillips et al. (2011) propose a simple forward recursive
(FR) algorithm for right-tailed unit root testing in which the test statistic is computed at each
recursion and inference is based on the supremum norm of the sequence of test statistics. In other
words, the econometrician would first need to specify some minimum number of observations,
which is smaller than the total length of the full sample. Next the unit root statistic is computed
on a sub-sample of the data which begins at the first observation and consists of the minimum
number of consecutive observations. Then increase the sub-sample by one observation and
compute that test statistic. Repeat this procedure until a unit root statistic is obtained for
the full sample. The FR bubble-detection statistic is the supremum of this set of unit root
statistics. Phillips et al. (2011) show that this method has superior power to the simple full-
sample alternative.
An alternative method of detecting bubbles, proposed by Phillips et al. (2015b), uses a rolling-
recursive algorithm as opposed to a simple forward recursion. Using this method, a minimum
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number of observations must again be predetermined. A unit root test statistic is computed
for every single sub-sample which consists of at least the minimum number of consecutive
observations, and the RR bubble-detection statistic is the supremum of this set of unit root
statistics. A schematic representation of the FR and RR procedures are shown in Panel (a) and
Panel (b) of Figure 2.2 respectively.
0 1
r = r0
r = 1
(a) Recursive procedure
0 1
r = r0
r = 1
r1 = 0
r1 = r − r0
(b) Rolling-recursive procedure
0 1
Window size=[Tw]
(c) Rolling window procedure
Figure 2.2: Sample sequences and window widths for bubble-detection; the forward recursive
algorithm (Phillips et al., 2011), the rolling-recursive algorithm (Phillips et al., 2015b; 2015c),
and the rolling window algorithm. Each arrow corresponds to a representative sub-sample test
regression and associated test statistic.
Consider a sample (y0, . . . , yT ) and define Tr1,r to be the unit root test statistic computed on
sub-sample (y[Tr1], . . . , y[Tr]), where [·] denotes the integer part of its argument. Fix some r0,
which determines the smallest sub-sample of the data on which the researcher wishes to conduct
the test, such that 0 < r0 < 1. The FR and RR statistics for bubble-detection are formally
given by
FR∗ := sup
r∈[r0,1]
r1=0
Tr1,r, RR∗ := sup
r∈[r0,1]
r1∈[0,r−r0]
Tr1,r. (2.5)
Using either the FR or RR algorithms, the sample contains a period of explosiveness (and hence
a bubble) if the supremum statistic is greater than its relevant critical value, which is generated
via simulation experiments. Using right-tailed, as opposed to left-tailed tests allows one to detect
the presence explosiveness, instead of merely the absence of stationarity. The recursive method
is powerful in the event of a bubble which collapses, whereas a single full-sample right-tailed
unit root test would have low power under such circumstances.
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2.3 Date-stamping bubbles in a sample
A second, possibly more pertinent application of the FR and RR methods is to determine
in real-time whether a market is currently in a bubble. Real-time detection is potentially
more important because it allows policy-makers to monitor the current state of markets and
implement policies to mitigate the effects of a likely crash in a timely manner. Date-stamping
rational bubbles requires that the unit root tests be conducted recursively as the null hypothesis
needs to be tested against the alternative hypothesis of a mildly explosive process at each point
in time. Date-stamping bubbles is analogous to real-time detection; if y[Tr] is assumed to be
the current observation, then the testing methods are identical.
Estimating origination and termination dates
Bubble-dating can be achieved using the same collection of unit root statistics, Tr1,r, out-
lined in Section 2.2. For the FR method, Phillips et al. (2011) propose comparing the T0,r
statistic against its right-tailed critical value to determine whether the null hypothesis of non-
explosiveness is rejected at observation [Tr]. Subsequently, Phillips et al. (2015c) propose using
the RR algorithm to date-stamp bubbles. The RR date-stamping test statistic at observation
[Tr] is the supremum of the collection of Tr1,r statistics for all r1 ∈ [0, r − r0], and is compared
against the relevant right-tailed critical value. A rejection indicates explosiveness at observation
[Tr].
A third method, which was mentioned in passing in Phillips et al. (2011), but which has
since received little attention, is a simple fixed rolling window approach. In this method, a
fixed window size, [Tw] for 0 < w < 1, is first determined by the econometrician. The test
statistic computed on sub-sample
(
y[T (r−w)], . . . , y[Tr]
)
, denoted Tr−w,r, is compared against a
right-tailed critical value to investigate the presence of a bubble at observation [Tr].1 A visual
representation of the RW algorithm is given in panel (c) of Figure 2.2.
Formally, the statistics for real-time detection of bubbles at y[Tr] using the FR, RR, and RW
algorithms are given by
FRr := T0,r, RRr := sup
r1∈[0,r−r0]
Tr1,r, RWr := Tr−w,r.
1Phillips et al. (2015b) use the term “rolling window test for bubbles” to refer to the RR procedure instead
of a fixed-window method.
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If Dr represents the date-stamping statistic at the [Tr]-th observation for a chosen algorithm
out of the three outlined above, then a bubble is said to originate at the first instance at which
Dr exceeds its right-tailed critical value. Following the detected origination of a bubble, its
termination date is estimated as the first instance following the origination at which the test
statistic ceases to exceed its critical value, or after the minimum bubble duration has passed,
whichever comes later. For the FR and RW procedures, the relevant critical values are simply
the critical values of the unit root tests. On the other hand, critical values for the RR procedure
are the critical values of the supremum statistic instead of just the unit root statistic.
In brief, the estimates of the origination and termination dates of the ith bubble, rˆie and rˆif
respectively, are defined as
rˆie := inf
r∈[rˆ(i−1)f ,1]
{
r : Dr > cvDβT
}
and rˆif := inf
r∈[rˆie+LT ,1]
{
r : Dr < cvDβT
}
, (2.6)
where cvDβT is the 100(1− βT )% critical value of Dr.2
Although the FR algorithm appeared to address the critique of Evans (1991) regarding collapsing
bubbles, a few weaknesses were identified. In particular it was found that the FR date-stamping
method had lower power against a bubble which occurred late in a sample compared to a bubble
which occurs early. Second, the FR method has dramatically low power against any bubbles
which may occur after the first one in a sample. Phillips et al. (2015c) found that date-stamping
using the RR procedure was preferable to the FR method: it enjoys increased power over the
FR method in the event of a second bubble. However, it still has reduced power against late-
occurring bubbles.
The RW approach takes sub-samples of the data, and is thus also a potential solution to the
Evans (1991) critique. If the period between the collapse of a bubble and the origination of
a subsequent one is longer than the length of the rolling window, this method should date
multiple bubbles equally accurately, subject to optimal selection of window length, τw = [Tw],
with 0 < w < 1. In addition, this procedure is significantly less computationally-demanding
than the RR method; for a sample of 100 and a minimum window length of 10, the RW procedure
computes 91 unit root tests whereas the RR procedure computes aproximately 5000 unit root
tests.
2It is understood that when i = 1, the term rˆ(i−1f ) = rˆ0f is replaced with r0.
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Note that the RW method is a subset of the RR procedure, replacing r1 ∈ [0, r−r0] in (2.5) with
r1 = r−w. In the RR method, the set of unit root statistics computed for each r are collapsed
into a single supremum statistic. The practice of considering only the largest value results in loss
of potentially valuable information since all other statistics are essentially discarded. Gutierrez
(2013) advocates the use of the RW method over the FR procedure and provides support for this
through Monte Carlo simulations. In the context of forecasting, Clark and McCracken (2009)
offer results suggesting that the use of rolling windows produces lower mean squared errors
than the FR method. However, neither Gutierrez (2013) nor Clark and McCracken (2009) draw
comparison with RR methods. An additional consideration is that the FR and RR tests always
include regressions from the first observation in a sample. In contrast, the RW method does not.
It is likely then that selecting the correct date at which the sample begins is important in order
to obtain reliable inference from the FR and RR procedures. The fact that the performance of
the RW procedure is independent of sample selection is a potential advantage which is worth
exploring.
An alternative to recursive unit root testing estimates the start and end dates of bubbles through
the use of model-based minimum sum of squared residuals estimators to find a model which
best fits a given price series (Harvey et al., 2015a). Under the assumption that a given dataset
contains at most one bubble and begins in a normal, non-bubble period, the data is fitted to
four models where the final observation can fall within the initial normal period, the growth
period of the bubble, the collapse phase of the bubble, or the normal period following the
end of the collapse. Each of the models must be estimated for every possible combination
of break points, and the sum of squared residuals recorded. The best model and parameter
combination is then whichever has the lowest sum of squared residuals estimator. It is clear
that this approach is even more computationally demanding than any of the three recursive unit
root testing methods outlined in this section. In fact, if the sample period is long enough, it
may be reasonable to include the possibility of multiple bubbles, thereby drastically increasing
the necessary computing resources and time. Furthermore, one may consider modelling also the
possibility that the sample may not actually begin in a normal period, imposing more demands
on computing requirements. Consequently, this approach is not considered here.
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2.4 Unit root tests
The FR, RR, and RW bubble-detection algorithms can be used with any one of a number of
unit root tests, including Dickey-Fuller tests (Phillips et al., 2011; Phillips et al., 2014; 2015c),
the locally most powerful invariant test statistic proposed by Bhargava (1986) and tests of
stationarity against the alternative of a random walk (Kim, 2000; Busetti and Taylor, 2004).
Examples of these tests which have been adapted specifically for the purpose of FR bubble-
detection are now outlined.
Dickey-Fuller statistic
Phillips et al. (2011) and Phillips et al. (2014, 2015c) use a right-tailed ADF statistic for
bubble-detection3. The ADF test equation takes the form
∆yt = ν + φyt−1 +
n∑
j=1
ζj∆yt−j + t,
in which t ∼ N(0, σ2 ) and ν is the deterministic drift term. As expounded on by Phillips et al.
(2014), the null and alternative hypotheses are
H0 : ∆yt = νT
−η + φyt−1 + t, φ = 0,
H1 : ∆yt = φyt−1 + t, φ > 0,
where the series has a deterministic drift of the form νtT−η under the null hypothesis, which
depends on sample size, T , and the localising parameter, η. The null hypothesis is tested
using a t-test. The appropriate lag length, n, can be selected using any of a large number
of methods, including the Akaike Information Criteria (Akaike, 1974), Bayesian Information
Criteria (Schwartz et al., 1978), or top-down significance testing (Campbell and Perron, 1991).
When n = 0, the test collapses to the Dickey-Fuller test, whose regression equation is
∆yt = ν + φyt−1 + t, (2.7)
for the same null and alternative hypotheses.
3Consequently, the FR and RR procedures using Dickey-Fuller (or ADF) statistics are often referred to in the
literature as PWY and PSY respectively.
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There are couple of things to note. The first is that the Dickey-Fuller test is preferred to the ADF
test because Phillips et al. (2015b) demonstrate that the size distortion of the tests increases
with lag length. Omitting lags altogether deals with the size distortion issue, and has the added
benefit of simplifying the test. The second interesting point about this particular implementation
is the presence of a deterministic drift but no time trend in the test regression. The omission
of the time trend stems from the fact that the alternative hypothesis is now mildly explosive
behaviour rather than the traditional alternative of stationarity. Concurrent estimation of both
mildly explosive behaviour and a deterministic time trend under the alternative hypothesis
seems empirically unrealistic (Phillips et al., 2014). The Dickey-Fuller statistic takes the form
DFr =
φˆ
σˆφ,r
,
where φˆ is the least-squares estimate of φ, and σˆφ,r is the estimated coefficient standard error.
The Bhargava statistic
The locally most powerful invariant test statistic proposed by Bhargava (1986)
BH∗0 =
∑T
t=1(yt − yt−1)2∑T
t=1(yt − y0)2
is inverted and modified to get a series of statistics
BHr =
1
T − [Tr]
(∑T
t=[Tr]+1(yt − yt−1)2∑T
t=[Tr]+1(yt − y[Tr])2
)−1
,
=
1
d2r(T − [Tr])2
T∑
t=[Tr]+1
(yt − y[Tr])2,
where d2r = (T − [Tr])−1
∑T
t=l[Tr]+1(yt − yt−1)2 and r ∈ (0, 1).
The Busetti-Taylor statistic
The statistic proposed by Busetti and Taylor (2004) tests the hypothesis that a time series is
stationary against the alternative that it switches from a stationary to a random walk process
at an unknown breakpoint. Homm and Breitung (2012) modify the standard Busetti-Taylor
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statistic to obtain
BTr =
1
d20(T − [Tr])2
T∑
t=[Tr]+1
(yT − yt−1)2.
The Kim statistic
Another statistic for testing the null of stationarity against the alternative of nonstationarity
was proposed by Kim (2000). A modification to the Kim statistic for recursive testing gives
Kr =
(T − [Tr])−2∑Tt=[Tr]+1(yt − y[Tr])2
[Tr]−2
∑[Tr]
t=1 (yt − y0)2
.
Chow-type unit root statistic for structural break
This test incorporates the assumption that yt is not explosive for the first [Tr
∗] observations
of the sample under both the null and alternative hypothesis for some unknown r∗. Should
the sample contain a bubble which begins at [Tr∗] + 1,, the parameter ρ will be φ = 0 for
t = 1, . . . , [Tr∗] and φ > 0 for t = [Tr∗], . . . , T . Thus, the model can also be written as
∆yt = φ(yt−11{t>[Tr]}) + t, (2.8)
where 1{·} is an indicator function which equals 1 when the statement in the braces is true and
0 otherwise. The presence of explosiveness can then be tested using a Chow test for structural
breaks in φ. The statistic which is to be computed recursively is
DFCr =
∑T
t=[Tr]+1 ∆ytyt−1
σ˜r
√∑T
t=[Tr]+1 y
2
t−1
,
where
σ˜2r =
1
T − 2
T∑
t=2
(
∆yt − φˆryt−11{t>[Tr]}
)2
,
with φˆr denoting the OLS estimator of φ in (2.8).
Homm and Breitung (2012) compiled and compared results using the FR procedure with each
of the unit root tests outlined in Section 2.4, and find that under simulation the Dickey-Fuller
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statistic has higher power than all the other approaches for almost all choices of model parame-
terisation. This result is confirmed by Phillips et al. (2015c) who show that for date-stamping,
the RR Dickey-Fuller approach is superior to the other approaches against which it was com-
pared. Consequently, the unit root test used in this thesis is the Dickey-Fuller test.
Consider the inclusion of a constant term in the test regression, (2.7). This term affects the
Dickey-Fuller statistic in the sense that the estimate of φ is computed after having removed the
effect of a possible drift even when the presence of such a drift is infeasible. Under the null
hypothesis, this phenomenon does not manifest itself. However it is likely that a sub-sample
containing either an explosive or collapsing period would be estimated as having a drift in it,
which is considered empirically infeasible (Phillips et al., 2014), therefore altering the value of
the Dickey-Fuller statistic. This effect can be seen, for example, in Yiu et al. (2013, Figure 5),
Etienne et al. (2014, Figure 1; 2015, Figure 2) and Shi et al. (2015, Figure 4) where crashes
are identified as explosive periods.
Besides the issues which are linked to the constant term under the alternative hypothesis, there
also is some justification for the omission of the constant term in the regression model under the
null hypothesis. From an empirical perspective, Homm and Breitung (2012) have observed that
for data with high enough frequency, the effect of a drift, if present, is negligible. In addition,
for shorter windows, the drift effect under the null is greatly reduced. Since the RW procedure
generally considers relatively short windows, ignoring the presence of a drift term should not
affect statistical tests in a significant manner.
Should the econometrician be reluctant to completely ignore the constant term in the test
equation, Homm and Breitung (2012) suggest that it may be accounted for by first detrending
the data by means of a least squares regression of the series on a constant and linear time trend
and using the residuals for the purposes of unit root testing. While detrending a series is common
practice for left-tailed Dickey-Fuller testing, the situation is slightly more complicated in right-
tailed testing for bubbles. Although this method of detrending is valid under the null hypothesis,
Phillips et al. (2014) point out that under the alternative, estimation of a deterministic drift
component is empirically unrealistic. Therefore, indiscriminate detrending of a series without
prior knowledge of whether or not a bubble exists may affect statistical inference.
Thus, it would appear that the omission of the constant is preferred under the alternative, and
is justified under the null. Taking this discussion into consideration, an alternative specification
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for the test regression is
∆yt = φyt−1 + t, (2.9)
in which t ∼ N(0, σ2 ), with null and alternative hypotheses
H0a : ∆yt = φyt−1 + t, φ = 0,
H1a : ∆yt = φyt−1 + t, φ > 0.
2.5 Conclusion
Date-stamping episodes of mildly explosive behaviour in asset markets is a problem that is
currently receiving a lot of attention both by econometricians and by policymakers. The FR
and RR methods are popular and relatively easy to comprehend and implement. However, the
RW approach, which has similarities to FR and RR and is, in fact, a subset of RR, may be
a viable contender for date-stamping bubbles. This chapter identifies some weaknesses of the
FR and RR procedures which the RW method may be able to address. First, the higher power
enjoyed by the RR test over the FR procedure should also be shared by the RW approach.
Second, inference formed using the RW test is not dependent on selection of the start of the full
sample, whereas both the FR and RR tests may be affected by the state in which the sample
begins. Third, the RW approach is much less computationally intensive than the RR test, which
is in turn generally accepted to be superior to the FR test empirically.
The choice of regression model is also of great importance, especially when the inclusion of a
constant term, as is the case with Phillips et al. (2011) and Phillips et al. (2015b; 2015c),
has been shown to lead to potentially confusing results. All but one of the published studies
which utilise the FR or RR procedures also use the Dickey-Fuller (or ADF) equation with the
constant term. However there is sufficient reason to consider the exclusion of this term under
the alternative hypothesis, and some justification for its omission under the null hypothesis.
In the next chapter, the asymptotic properties of the three tests are presented. Specifically, the
consistency of the FR, RR, and RW estimates for the origination and termination of bubbles
are derived and compared.
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Chapter 3
Asymptotic properties of the
detectors
In the previous chapter, three algorithms for bubble-dating are outlined. A number of unit root
tests which can be used with these algorithms are also discussed. Based on simulation results
reported by Homm and Breitung (2012) and Phillips et al. (2015b, 2015c) the Dickey-Fuller test
is implemented with these algorithms in this thesis. Furthermore, the Dickey-Fuller regression
equation without a constant term is proposed as an alternative to the version used in Phillips
et al. (2011) and Phillips et al. (2015c), which contains a constant.
In this chapter, the limit behaviour of the FR, RR, and RW Dickey-Fuller tests are presented. In
order to demonstrate consistency of these test statistics, the rejection probability must be shown
to converge to 1 if the current observation lies within a bubble; when the current observation
is in normal, non-bubble conditions, the rejection probability must converge to the significance
level, βT , which is assumed to tend to zero as T →∞.
First, the asymptotic properties of the FR and RR algorithms under the Dickey-Fuller equation
with a constant, which are given in Phillips et al. (2015c) are stated. The asymptotic properties
of the RW method using the same Dickey-Fuller equation are then presented, the proofs of
which follow directly from the proofs of the FR and RR versions in Phillips et al. (2015c). The
distributions of the test statistics computed for all three methods under the null hypothesis are
shown, followed by the limit behaviour of the statistics under a data-generating process which
contains two bubbles. Finally, the consistency properties of the three algorithms are discussed.
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The main contribution of this chapter is to derive the asymptotic properties of the RW Dickey-
Fuller statistics when computed using a regression equation without a constant. As a by-product
of the derivations, the asymptotic properties of the FR and RR versions of the dating procedure
are also presented. Where not already available in the literature, the proofs of all the theorems
in this chapter are to be found in Appendix B.
3.1 Regressions with a constant
Using regression equation (2.7), the asymptotic properties of the FR test are obtained for the
start point r1 fixed at 0 and the end point r2 is fixed at r ∈ [r0, 1]. The limit distribution of the
FR Dickey-Fuller statistic is presented in Phillips et al. (2015c) as
FFRr (W ) :=
1
2
[
W (r)2 − r]− ∫ r0 W (s)dsW (r)
r1/2
{
r
∫ r
0 W (s)
2ds− [∫ r0 W (s)ds]2}1/2 , (3.1)
where W is a standard Wiener process.
For the rolling-recursive statistic, the end point r2 is fixed at r ∈ [r0, 1] and the start point r1
varies from 0 to r− r0. The limit distribution of the rolling-recursive date-stamping statistic is
given by Phillips et al. (2015c) as
FRRr (W, r0) := sup
r1∈[0,r−r0]
rm=r−r1

1
2rm
[
W (r)2 −W (r1)2 − rm
]− ∫ rr1 W (s)ds [W (r)−W (r1)]
r
1/2
m
{
rm
∫ r
r1
W (s)2ds−
[∫ r
r1
W (s)ds
]2}1/2
 .
(3.2)
The limit distribution of the RW Dickey-Fuller statistic under the null hypothesis is obtained
for some fixed end point r2 = r ∈ [w, 1] and fixed start point r1 = r − w, and is provided in
Phillips et al. (2015b, p. 1072) as
FRWr (W,w) :=
1
2w
{
W (r)2 −W (r1)2 − w
}− ∫ rr1 W (s)ds[W (r)−W (r1)]
w1/2
{
w
∫ r
r1
W (s)2ds−
[∫ r
r1
W (s)ds
]2}1/2 . (3.3)
The asymptotic critical values, cvFRβT , cv
RR
βT
and cvRWβT , are defined as the 100(1 − βT )% quan-
tiles of FFRr (W ), F
RR
r (W, r0), and F
RW
r (W,w) respectively. Following Phillips and Yu (2009),
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Phillips et al. (2011), and Phillips et al. (2015c), the significance level βT depends on sample
size T , and is assumed to tend to 0 as T →∞. This assumption ensures that the critical values
tend to infinity as T → ∞, and therefore the probabilities of falsely detecting a bubble under
the null hypothesis using (2.6) tend to zero as T →∞.
In order to capture two mildly explosive bubble episodes under the alternative hypothesis, the
data-generating process in this thesis is identical to the one employed by Phillips et al. (2015c),
yt = (yt−1 + εt)1 {t ∈ N0}+ (δT yt−1 + εt)1 {t ∈ Bi} (3.4)
+
2∑
i=1
 t∑
l=τif+1
εl + y
‡
τif
1 {t ∈ Ni} .
The normal (non-bubble) periods are defined as N0 = [1, τ1e), N1 = (τ1f , τ2e), N2 = (τ2f , T ].
The two bubble periods are Bi = [τ1e, τ1f ] for i = 1, 2. The parameter which introduces
explosiveness is δT = 1 + ψT , which depends on sample size, where
ψT = 1 + cT
−α
with c > 0 and α ∈ (0, 1). Upon the collapse of the ith bubble, the series is reinitialised at
y‡τif = yτie + y
‡
i with y
‡
i = Op(1).
Before presenting the theorems it is worth noting an important point, which is that the main
results in Phillips et al. (2015c) consider only minimum window lengths which satisfy
max (r2f − r2e, r1f − r1e) < r0 < r2e − r1f . (3.5)
The reason given by Phillips et al. (2015b, 2015c) for the upper bound of r0 is that in order
to distinguish between each explosive episode, the minimum window must be small enough to
not concurrently contain information from more than one bubble. In reality, it is conceivable
that the econometrician may have ex-post knowledge of the end of one bubble, but almost
impossible for the starting point of the next bubble to be known. It is exactly this uncertainty
about the origination of bubbles which motivates studies like this one. Therefore, it is impossible
to define r0 to satisfy this inequality with absolute certainty. The lower bound of r0 is implied
in Phillips et al. (2015b, 2015c) but not justified. However, this restriction does not affect the
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limit behaviour of the test statistics.
For ease of comparison, the distributions in the main body of this thesis also restrict the possible
values of r0 = w to (3.5). The limit behaviours of the statistics when the constraint is lifted are
shown in Appendix C. In the following Theorems, define t = [Tr].
The distributions of the test statistics depend on the respective durations of the two bubbles.
Theorem 1 presents the distributions for the case when length of the first bubble exceeds the
length of the second bubble.
Theorem 1. Under the data-generating process of (3.4) with r1f − r1e > r2f − r2e, the limit
behaviour of the DF0,r, supr1∈[0,r−r0]DFr1,r, and DFr1,r statistics are given by
DF0,r ∼a

FFRr (W ) if t ∈ N0
T 1−α/2 r
3/2√
2(re−r1)
if t ∈ B1
−T (1−α)/2 (12cr)1/2 if t ∈ N1 ∪B2 ∪N2
, (3.6)
sup
r1∈[0,r−r0]
DFr1,r ∼a

FRRr (W, r0) if t ∈ N0
T 1−α/2 sup
r1∈[0,r−r0]
{
(r−r1)3/2√
2(rie−r1)
}
if t ∈ Bi, i = 1, 2
−T (1−α)/2 sup
r1∈[0,r−r0]
{
1
2c(r − r1)
}1/2
if t ∈ N1 ∪N2
, (3.7)
DFr1,r ∼a

FRWr (W,w) if τ1, τ2 ∈ Ni, i = 0, 1, 2
−T (1−α)/2 (12cw)1/2 if τ1 6∈ Ni, τ2 ∈ Ni, i = 1, 2
T 1−α/2 w
3/2√
2(rie−r1)
if τ1 ∈ Ni−1, τ2 ∈ Bi, i = 1, 2
. (3.8)
Proof. The derivation of the limit behaviour of DFr1,r statistics follows directly from the proof
for the DF0, r and supr1∈[0,r−r0]DFr1,r statistics, which are given in Phillips et al. (2015a;
2015c, Appendix B). 
It is immediately observable from (3.7) and (3.8) that the RR and RW test statistics diverge to
infinity when the current observation falls in a bubble, and either have the null distribution, or
diverge to negative infinity when the current observation is in a normal period N0, N1, or N2.
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The FR statistic, however, diverges to infinity only when the current observation lies in the
first bubble, as can be seen in (3.6). When the second bubble is shorter than the first, the FR
Dickey-Fuller statistic does not distinguish it from a normal period.
Next consider the case when the duration of the second bubble exceeds the duration of the first.
Theorem 2. Under the data-generating process of (3.4) with r1f − r1e ≤ r2f − r2e, the limit
behaviour of the DF0,r, supr1∈[0,r−r0]DFr1,r, and DFr1,r statistics are given by
DF0,r ∼a

FFRr (W ) if t ∈ N0
T 1−α/2 r
3/2√
2(re−r1)
if t ∈ B1
−T (1−α)/2 (12cr)1/2 if t ∈ N1 ∪N2
−T (1−α)/2 (12cr)1/2 if t ∈ B2 and r1f − r1e > r − r2e
T 1−α/2
{
cr3
2(r1e+r2e−r1f )
}1/2
if t ∈ B2 and r1f − r1e ≤ r − r2e
, (3.9)
sup
r1∈[0,r−r0]
DFr1,r ∼a

FRRr (W, r0) if t ∈ N0
T 1/2δt−τieT sup
r1∈[0,r−r0]
{
(r−r1)3/2B(rie)
2(rie−r1)
∫ rie
r1
B(s)ds
}
if t ∈ B1 ∪B2
−T (1−α)/2 sup
r1∈[0,r−r0]
{
1
2c(r − r1)
}1/2
if t ∈ N1 ∪N2
, (3.10)
DFr1,r ∼a

FRWr (W,w) if τ1, t ∈ Ni, i = 0, 1, 2
−T (1−α)/2 (12cw)1/2 if τ1 6∈ Ni, t ∈ Ni, i = 1, 2
T 1−α/2 w
3/2√
2(rie−r1)
if τ1 ∈ Ni−1, t ∈ Bi, i = 1, 2
. (3.11)
Proof. The derivation of the limit behaviour of DFr1,r statistics follows directly from the proof
for the DF0, r and supr1∈[0,r−r0]DFr1,r statistics, which are given in Phillips et al. (2015a;
2015c, Appendix B). 
Comparing the limit behaviour of the RR and RW procedures in Theorem 1 and Theorem 2,
it is easy to see that the relative lengths of the two bubbles have no effect on the asymptotic
behaviour of the RR and RW test statistics. The FR test statistic exhibits some discriminatory
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power against the second bubble as long as the distance between the current date and the
origination of the second bubble, r − r2e, exceeds the length of the first bubble, r1f − r1e, as is
seen in (3.9).
With the limit distributions summarised above, the consistency properties of the bubble date
estimators are now presented.
Theorem 3 (FR detector). Suppose rˆ1e, rˆ1f , rˆ2e, and rˆ2f are obtained from the FR Dickey-
Fuller test based on (2.6). Given the alternative hypothesis of mildly explosive behaviour in
model (3.4) and durations satisfying r1f − r1e > r2f − r2e, if
1
cvFRβT
+
cvFRβT
T 1−α/2
→ 0,
then rˆ1e
p→ r1e and rˆ1f p→ r1f as T → ∞ and rˆ2e and rˆ2f are not consistent estimators of r2e
and r2f .
Proof. The proof of Theorem 3 is provided in Phillips et al. (2015c, Appendix B). 
Theorem 4 (FR detector). Suppose rˆ1e, rˆ1f , rˆ2e, and rˆ2f are obtained from the FR Dickey-
Fuller test based on (2.6). Given the alternative hypothesis of mildly explosive behaviour in
model (3.4) and durations satisfying r1f − r1e ≤ r2f − r2e, if
1
cvFRβT
+
cvFRβT
T 1−α/2
→ 0,
then rˆ1e
p→ r1e, rˆ1f p→ r1f , rˆ2e p→ r2e + r1f − r1e, and rˆ2f p→ r2f as T →∞. Therefore rˆ2e is a
biased estimator of r2e.
Proof. The proof of Theorem 4 is provided in Phillips et al. (2015c, Appendix B). 
Theorem 5 (RR detector). Suppose rˆ1e, rˆ1f , rˆ2e, and rˆ2f are obtained from the RR Dickey-
Fuller test based on (2.6). Given the alternative hypothesis of mildly explosive behaviour in
model (3.4), if
1
cvRRβT
+
cvRRβT
T 1−α/2
→ 0 with i = 1, 2,
then rˆ1e
p→ r1e, rˆ1f p→ r1f , rˆ2e p→ r2e, and rˆ2f p→ r2f as T →∞.
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Proof. The proof of Theorem 5 is provided in Phillips et al. (2015c, Appendix B). 
Theorem 6 (RW detector). Suppose rˆ1e, rˆ1f , rˆ2e, and rˆ2f are obtained from the RW Dickey-
Fuller test based on (2.6). Given the alternative hypothesis of mildly explosive behaviour in
model (3.4), if
1
cvRWβT
+
cvRWβT
T 1−α/2
→ 0 with i = 1, 2,
then rˆ1e
p→ r1e, rˆ1f p→ r1f , rˆ2e p→ r2e, and rˆ2f p→ r2f as T →∞.
Proof. The proof of Theorem 6 is shown in Appendix B.1. 
Theorems 5 shows that bubble origination and termination dates estimated by the RR procedure
are consistent, since they converge to the actual start and end dates. From Theorem 6, it is
clear that the RW estimates are also consistent since they converge to true values under the
same conditions as those required by the RR method.
3.2 Regressions without a constant
The use of the regression equation (2.9) suggested in this thesis calls for a different set of
asymptotic results. In terms of notation, a tilde over any term represents the version of a
statistic or distribution which corresponds to the use of test regression (2.9) instead of (2.7).
Thus statistics computed using the regression equation without a constant under the FR, RR
and RW algorithms are D˜F 0,r, supr1∈[0,r−r0] D˜F r1,r, and D˜F r1,r respectively. The asymptotic
properties of the FR, RR, and RW tests under the null are derived in Appendix B.2 and are,
respectively,
F˜FRr (W ) :=
W (r)2 − r
2r1/2
{∫ r
0 W (s)
2ds
}1/2 , (3.12)
F˜RRr (W, r0) := sup
r1∈[0,r−r0]
rm=r−r1
 W (r)
2 −W (r1)2 − rm
2r
1/2
m
{∫ r
r1
W (s)2ds
}1/2
 , (3.13)
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and
F˜RWr (W,w) :=
W (r)2 −W (r1)2 − w
2w1/2
{∫ r
r1
W (s)2ds
}1/2 . (3.14)
Let the asymptotic critical values for the tests conducted under (2.9), c˜vFRβT , c˜v
RR
βT
and c˜vRWβT , be
defined as the 100(1 − βT )% quantiles of F˜FRr (W ), F˜RRr (W, r0), and F˜RWr (W,w) respectively.
If the significance level, βT , is assumed to tend to zero when T →∞, as in Section 3.1, then the
critical values tend to infinity when T →∞. Consequently, the probabilities of falsely detecting
a bubble under the null hypothesis using DF and BSDF statistics tend to zero as T →∞.
Theorems 7–12 pertain to the statistics computed using data-generating process (2.9). The
mildly explosive bubble episodes under the alternative hypothesis are captured using (3.4), as
before. Proofs of Theorems 7–12 are in Appendix B.2. As before, the case where r1f − r1e >
r2f − r2e is considered first.
Theorem 7. Under the data-generating process of (3.4) with r1f − r1e > r2f − r2e, the limit
behaviour of the D˜F 0,r, supr1∈[0,r−r0] D˜F r1,r, and D˜F r1,r statistics are given by
D˜F 0,r ∼a

F˜FRr (W ) if t ∈ N0(
r
2cr1e
∫ r1e
0 B(s)
2ds
)1/2
Tα/2δt−τ1eT B(r1e) if t ∈ B1 and α < 12(
c
2σ2
)1/2
T (1−α)/2δt−τ1eT B(r1e) if t ∈ B1 and α ≥ 12
− (12cr)1/2 T (1−α)/2 if t ∈ (N1 ∪B2 ∪N2)
, (3.15)
sup
r1∈[0,r−r0]
D˜F r1,r ∼a

F˜RRr (W, r0) if t ∈ N0
Tα/2δt−τieT sup
r1∈[0,r−r0]
{
r−r1
2c(rie−r1)
∫ rie
r1
B(s)2ds
}
B(rie) if t ∈ (B1 ∪B2), α < 12(
c
2σ2
)1/2
T (1−α)/2δt−τieT B(rie) if t ∈ (B1 ∪B2), α ≥ 12
−T (1−α)/2 sup
r1∈[0,r−r0]
{
1
2c(r − r1)
}1/2
if t ∈ (N1 ∪N2)
,
(3.16)
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D˜F
RW
r ∼a

F˜RWr (W,w) if τ1, t ∈ Ni, i = 0, 1, 2
− (12cw)1/2 T (1−α)/2 if τ1 6∈ Ni, t ∈ Ni, i = 1, 2(
w
2c(rie−r1)
∫ rie
r1
B(s)2ds
)1/2
Tα/2δt−τieT B(rie) if τ1 ∈ Ni−1, t ∈ Bi, i = 1, 2, α < 12(
c
2σ2
)1/2
T (1−α)/2δt−τieT B(rie) if τ1 ∈ Ni−1, t ∈ Bi, i = 1, 2, α ≥ 12
.
(3.17)
Proof. The proof of Theorem 7 is in Appendix B.2. 
Now consider the case when r1f − r1e ≤ r2f − r2e.
Theorem 8. Under the data-generating process of (3.4) with r1f − r1e ≤ r2f − r2e, the limit
behaviour of the D˜F 0,r, supr1∈[0,r−r0] D˜F r1,r, and D˜F r1,r statistics are given by
D˜F 0,r ∼a

F˜FRr (W ) if t ∈ N0
− (12cr)1/2 T (1−α)/2 if t ∈ (N1 ∪N2)(
r
2cr1e
∫ r1e
0 B(s)
2ds
)1/2
Tα/2δt−τ1eT B(r1e) if t ∈ B1, α < 12(
c
2σ2
)1/2
T (1−α)/2δt−τ1eT B(r1e) if t ∈ B1, α ≥ 12
− (12cr)1/2 T (1−α)/2 if t ∈ B2, (τ1f − τ1e) > (t− τ2e)(
1
2cr
)1/2
T (1−α)/2δ(t−τ2e)−(τ1f−τ1e)B(r2e)B(r1e) if t ∈ B2, (τ1f − τ1e) ≤ (t− τ2e)
, (3.18)
sup
r1∈[0,r−r0]
D˜F r1,r ∼a

F˜RRr (W, r0) if t ∈ N0
Tα/2δt−τieT sup
r1∈[0,r−r0]
{
r−r1
2c(rie−r1)
∫ rie
r1
B(s)2ds
}
B(rie) if t ∈ (B1 ∪B2), α < 12(
c
2σ2
)1/2
T (1−α)/2δt−τieT B(rie) if t ∈ (B1 ∪B2), α ≥ 12
−T (1−α)/2 sup
r1∈[0,r−r0]
{
1
2c(r − r1)
}1/2
if t ∈ (N1 ∪N2)
,
(3.19)
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D˜F r1,r ∼a

F˜RWr (W,w) if τ1, t ∈ Ni, i = 0, 1, 2
− (12cw)1/2 T (1−α)/2 if τ1 6∈ Ni, t ∈ Ni, i = 1, 2(
w
2c(rie−r1)
∫ rie
r1
B(s)2ds
)1/2
Tα/2δt−τieT B(rie) if τ1 ∈ Ni−1, t ∈ Bi, i = 1, 2, α < 12(
c
2σ2
)1/2
T (1−α)/2δt−τieT B(rie) if τ1 ∈ Ni−1, t ∈ Bi, i = 1, 2, α ≥ 12
.
(3.20)
Proof. The proof of Theorem 8 is in Appendix B.2 
Looking at Theorem 7 and Theorem 8, it is easy to see that the limit forms of the RR and
RW statistics are not affected by the relative lengths of the two bubbles. From (3.18), the FR
test statistic exhibits discriminatory power against the second bubble, but only when r− r2e ≥
r1f − r1e.
With the limit distributions of the detectors summarised, the consistency properties of the
bubble date estimators are now presented. The following Theorems can be viewed in parallel
to Theorems 3–6, but for regressions conducted using (2.9).
Theorem 9 (FR detector). Suppose rˆ1e, rˆ1f , rˆ2e, and rˆ2f are obtained from the FR Dickey-
Fuller test based on (2.6). Given the alternative hypothesis of mildly explosive behaviour in
model (3.4) and durations satisfying r1f − r1e > r2f − r2e, if
1
c˜vFRβT
+
c˜vFRβT
T 1−α/2
→ 0.
then rˆ1e
p→ r1e and rˆ1f p→ r1f as T → ∞ and rˆ2e and rˆ2f are not consistent estimators of r2e
and r2f .
Proof. The proof of Theorem 9 is in Appendix B.2, p. 156. 
Theorem 10 (FR detector). Suppose rˆ1e, rˆ1f , rˆ2e, and rˆ2f are obtained from the FR Dickey-
Fuller test based on (2.6). Given the alternative hypothesis of mildly explosive behaviour in
model (3.4) and durations satisfying r1f − r1e ≤ r2f − r2e, if
1
c˜vFRβT
+
c˜vFRβT
T 1−α/2
→ 0,
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then rˆ1e
p→ r1e, rˆ1f p→ r1f , rˆ2e p→ r2e + r1f − r1e, and rˆ2f p→ r2f as T →∞. Therefore rˆ2e is a
biased estimator of r2e.
Proof. The proof of Theorem 9 is in Appendix B.2, p. 156. 
Theorem 11 (RR detector). Suppose rˆ1e, rˆ1f , rˆ2e, and rˆ2f are obtained from the RR Dickey-
Fuller test based on (2.6). Given the alternative hypothesis of mildly explosive behaviour in
model (3.4), if
1
c˜vRRβT
+
c˜vRRβT
T 1−α/2
→ 0 with i = 1, 2,
then rˆ1e
p→ r1e, rˆ1f p→ r1f , rˆ2e p→ r2e, and rˆ2f p→ r2f as T →∞.
Proof. The proof of Theorem 11 is in Appendix B.2, p. 160. 
Theorem 12 (RW detector). Suppose rˆ1e, rˆ1f , rˆ2e, and rˆ2f are obtained from the RW Dickey-
Fuller test based on (2.6). Given the alternative hypothesis of mildly explosive behaviour in
model (3.4), if
1
c˜vRWβT
+
c˜vRWβT
T 1−α/2
→ 0 with i = 1, 2,
then rˆ1e
p→ r1e, rˆ1f p→ r1f , rˆ2e p→ r2e, and rˆ2f p→ r2f as T →∞.
Proof. The proof of Theorem 11 is in Appendix B.2, p. 161. 
These theorems show that, subject to constraint (3.5), the RR and RW estimators consistently
date the origination and end of the explosive periods under both regression equations (2.7)
and (2.9). When this constraint is relaxed, the consistency of these two estimators in dating
the second bubble depends on the minimum window length, r0 or w, as well as the relationship
between the length of the first bubble, r1f−r1e, and the time elapsed from the start of the second
bubble to the current date, t− τ2e. The limit behaviour of the FR, RR and RW Dickey-Fuller
tests when the constraint on r0 is lifted are shown in Appendix C.
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3.3 Conclusion
This chapter introduces the limit behaviour of the RW testing procedure for the Dickey-Fuller
test using the regression equation with or without a constant. As a by-product of the derivations,
the limit behaviour of the FR and RR procedures without a constant are also presented. Using
the data-generating process employed by Phillips and Yu (2009) and Phillips et al. (2015c),
both the RR and RW procedures are consistent under either of the regression models. As such,
assuming the data-generating process models observed price fundamentals with a reasonable
degree of accuracy, the RR and RW procedures are asymptotically equivalent.
The main results here show that the FR Dickey-Fuller test consistently dates the origination
and termination dates of the first bubble in a sample. However, the estimate of the origination
of a second bubble is inconsistent. If the second bubble is shorter than the first, the FR method
is not expected to detect it at all. On the other hand, the RR and RW Dickey-Fuller tests
consistently estimate the start and end of both bubbles as long as the distance between the end
of the first and the start of the second is at least as long as the minimum window (or fixed
rolling window) length.
The next chapter explores the possibility of bootstrapping the RW algorithm. Since the use of
fixed rolling windows means that tests are conducted on relatively small samples, three methods
of bootstrapping unit root tests are described, and the applicability of each test discussed.
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Chapter 4
Bootstrapping unit root tests
In previous chapters, three algorithms using Dickey-Fuller tests for real-time bubble-detection
are outlined and discussed. For each of the algorithms, two regression equations are proposed,
and their limit behaviours are presented in Chapter 3. Having investigated the asymptotic
properties of the tests, it is important to note that applications of these methods tend to be on
finite samples. Furthermore, by its very nature, the method which forms the main focus of this
thesis, the RW algorithm, tests relatively small samples. As such, it seems reasonable to expect
that the RW method can be refined by means of an appropriate bootstrap.
This chapter introduces three bootstrap methods commonly used for time-series data, namely
the sieve bootstrap, block bootstrap, and wild bootstrap. The algorithms of each of the three
methods are shown, and the characteristics of each method which make them more appropriate
or otherwise are discussed.
4.1 Bootstrap resampling
The bootstrap, first proposed by Efron (1979) is a technique which leads to inference being
formed from an empirical distribution instead of an asymptotic one. In the original paper,
Efron’s method involved resampling with replacement from individual elements in the sample
in order to construct the empirical distribution. Since then, many different bootstrap methods
have been designed to address various types of data. Some newer methods include rescaling
instead of resampling (Wu, 1986; Liu, 1988, Davidson and Flachaire, 2008), or resampling from
blocks of data instead of individual elements (Ku¨nsch, 1989; Politis and Romano, 1994).
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An advantage of the bootstrap is that it can help reduce or eliminate finite-sample bias. Fur-
thermore, when appropriately applied, bootstrapping may lead to more accurate inference if
the sample violates assumptions of standard versions of tests. Both of these characteristics lend
themselves to the RW bubble-dating test, because the rolling windows are naturally relatively
short. In addition, prices are commonly known to exhibit heteroskedasticity. Since prices are
modelled here as an autoregressive (AR) process, an appropriate bootstrap method is one which
captures dependence in the data. For AR processes, Basawa et al. (1989) and Basawa et al.
(1991) established the asymptotic validity of bootstrap estimates of the parameters in the ex-
plosive and unstable cases. However, more germane to this discussion are the techniques which
are designed specifically for unit root tests, instead of merely for parameter estimation.
4.2 The framework
A few methods for bootstrapping unit root tests are outlined in this section. All of the follow-
ing methods require first estimating an AR(1) model. Resampling is then conducted on the
estimated residuals. Following Basawa et al. (1991), it is known that bootstrapping should
be conducted under the null in order to ensure consistency in bootstrap unit root procedures.
In other words, for unit root testing the initial model to be estimated should be the restricted
model,
yt = yt−1 + εt, (4.1)
instead of the unrestricted model
yt = βyt−1 + εt.
The framework for bootstrapping a Dickey-Fuller test on some sample (y0, . . . , yT ) is as follows.
1. Compute and store the Dickey-Fuller statistic, D̂F , for the sample.
2. Estimate model (4.1) and obtain the T fitted residuals, εˆt, t = 1, . . . , T .
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3. Compute the recentered residuals, (ε˜1, . . . , ε˜T ), as
ε˜t = εˆt − T−1
T∑
t=1
εˆt.
4. Form a bootstrap residuals series (ε∗t ) using the relevant technique outlined below.
5. Construct a bootstrap sample (y∗t ) using the relevant technique outlined below.
6. Compute and store the Dickey-Fuller statistic for this bootstrap sample. Call this boot-
strapped statistic D̂F
∗
.
7. Repeat steps 4–6 B times to obtain D̂F
∗
1, . . . , D̂F
∗
B.
8. The null hypothesis is rejected at the p level of significance (in the right tail) if
1
B
B∑
b=1
1
(
D̂F
∗
b > D̂F
)
< p,
where 1 (·) is an indicator function which takes the value 1 if its argument is true, and 0
if its argument is false.
Steps 4–5 for three different bootstrap methods are described below.
4.3 Variants of the bootstrap
Three bootstrap methods are outlined and discussed in this section, all of which are designed
for unit root testing and follow the framework in Section 4.2.
4.3.1 Sieve bootstrap
The sieve bootstrap, first suggested by Bu¨hlmann (1997), is a model-based approach which
assumes independent, identically distributed (IID) disturbances. Bootstrap samples are con-
structed using (possibly recentered) residuals, resampled with replacement.
The sieve bootstrap was further refined by Park (2003) and Chang and Park (2003) specifically
for unit root testing. The method for constructing sieve bootstrap samples is as follows.
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4. Resample with replacement T times from ε˜t to obtain (ε
∗
1, . . . , ε
∗
T ).
5. Construct a bootstrap sample (y∗0, . . . , y∗T ), as
y∗t =

y0, t = 0
y∗t−1 + ε∗t , t = 1, . . . , T.
Gutierrez (2011, 2013) used a similar sieve bootstrap procedure on the FR test (for detecting
the presence of a bubble as well as date-stamping bubbles). However, their residuals in Step
3 are estimated for a model with a constant term, and allowing for possible lags in the ADF
equation. The algorithm considered in this thesis is thus a special case of the sieve bootstrap,
where the lags are fixed at 0.
4.3.2 Residual-based block bootstrap
The block bootstrap proposed by Ku¨nsch (1989) resamples data in blocks instead of taking
draws of individual quantities. Paparoditis and Politis (2003) adapt the stationary bootstrap
(Politis and Romano, 1994) to the context of unit root tests, and propose a method which
resamples from overlapping blocks of the estimated residuals.
For the block bootstrap method, Steps 4 and 5 of the algorithm take the form
4. Choose some value l(< T ) as the length of each block. Let i1, . . . , ik be drawn indepen-
dently with replacement from the set {1, 2, . . . , T − l + 1}, where k = [Tl ] + 1. Construct
the series (ε∗1, . . . , ε∗T ) as
ε∗t = ε˜im+s,
where
m =
[
t− 1
l
]
+ 1,
s = t− (m− 1)l − 1.
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5. Construct a bootstrap sample (y∗0, . . . , y∗T ), as
y∗t =

y0, t = 0,
y∗t−1 + ε∗t , t = 1, . . . , T.
Another way to think about Step 4 of this algorithm is to consider k independent draws (with
replacement) made on the T − l+1 overlapping blocks of recentered residuals, ε˜t. These k blocks
are then appended sequentially to form (ε∗1, . . . , ε∗T ), a vector of length T .
Note that block length selection is of vital importance. With block lengths of l = 1, the block
bootstrap becomes the sieve bootstrap. On the other hand, if l = T − 1, there can only be at
most 4 bootstrap samples, and all of them will be almost identical to the original series. The
exists a plethora of papers on the subject of optimal block length selection, including Hall et
al. (1995), Bu¨hlmann and Ku¨nsch (1999), Politis and White (2004), and Patton et al. (2009).
Additionally, the stationary bootstrap (Politis and Romano, 1994) allows block lengths to vary.
However, the extensive research in block length selection for unit root tests focusses on left-tailed
tests. Block-length selection for right-tailed unit root tests have not been explicitly addressed
in the literature, and may require different optimising criteria. However, this problem is not the
focus of this thesis, and is not explored here.
4.3.3 Wild bootstrap
The wild bootstrap (Wu, 1986; Liu, 1988; Mammen, 1993; Davidson and Flachaire, 2008)
is alternative bootstrapping approach in which recentered residuals, (ε˜1, . . . , ε˜T ), are rescaled
instead of resampled from. This procedure assumes that residuals are independent, but allows
for heteroskedasticity. Recognising that returns in prices are typically heteroskedastic, Harvey
et al. (2015c) proposed a wild bootstrap in the context of bubble-detection.
Using the wild bootstrap, Steps 4–6 of the algorithm are
4. Form the series (ε∗1, . . . , ε∗T ) as
ε∗t = ε˜tq
∗
t ,
where q∗t are drawn independently from an auxiliary distribution such that E[q∗t ] = 0 and
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E[(q∗t )2] = 1.
5. Construct a bootstrap sample (y∗0, . . . , y∗T ), as
y∗t =

y0, t = 0,
y∗t−1 + ε∗t , t = 1, . . . , T.
Clearly, there are many distributions from which q∗t can be drawn. In addition to the necessary
conditions on the first two moments, the ideal distribution would also lead to ε∗t having the
same higher moments as ε˜t. In order for the first four moments to be preserved, q
∗
t must satisfy
the additional conditions
E[(q∗t )
3] = 1, E[(q∗t )
4] = 1.
Note, however, that due to the inequality
E[(q∗t )
4] ≥ 1 + (E[(q∗t )3])2,
it is impossible for a distribution to concurrently satisfy the ideal properties of the third and
fourth moments (Davidson et al., 2007). Thus, the choice of whether to satisfy the third or the
fourth moment is a trade off which may depend on the properties of the data.
The most popular choice of auxiliary distribution for the wild bootstrap is the two-point distri-
bution proposed by Mammen (1993),
q∗t =

−
√
5−1
2 with probability
√
5+1
2
√
5
√
5+1
2 with probability
√
5−1
2
√
5
,
which has E[(q∗t )3] = 1 and E[(q∗t )4] = 2.
Instead of this two-point distribution, Harvey et al. (2015c) draw from the standard normal
distribution such that q∗t ∼ N(0, 1), which has third and fourth moments E[(q∗t )3] = 0 and
E[(q∗t )4] = 3.
Davidson and Flachaire (2008) suggest the use of a much simpler distribution, the two-point
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Rademacher distribution
q∗t =

−1 with probability 12
1 with probability 12
,
which changes the sign of each residual at random, leaving the absolute value unchanged. Using
the Rademacher distribution, the third and fourth moments are E[(q∗t )3] = 0 and E[(q∗t )4] = 1.
If the residuals are not expected to be skewed, the using Rademacher distribution preserves the
first four moments. Davidson and Flachaire (2008) show by means of simulation that this choice
of distribution often leads to more reliable inference than other choices. However, it is worth
noting that the use of a two-point distribution limits the possible number of unique bootstrap
samples to 2T , whereas a continuous distribution such as the standard normal distribution would
have an infinite number of unique bootstrap samples.
The three bootstrap methods described in Section 4.3 were designed for unit root testing and
are all expected to be relevant to the purpose of this thesis. Past literature on bootstrapping
unit root tests gives some insight on which of the three methods is likely to be the best choice.
Palm et al. Based on results of simulation experiments, Palm et al. (2008) recommend sieve
bootstraps over block bootstraps for unit root testing. To date, there is no direct comparison
between the wild bootstrap and the other two methods, but the fact that the wild bootstrap
preserves heteroskedasticity whereas the others do not, coupled with the generally accepted
fact that prices tend to exhibit volatility clustering, suggests that the wild bootstrap may be
the preferred method. The choice of bootstrap method will be further investigated in the next
chapter.
4.4 Conclusion
The RW approach readily lends itself to bootstrapping due to the fact that it tends to be
conducted on relatively small sub-samples, and it is much simpler than the RR method.This
chapter focusses on bootstrap methods for time series data, particularly in the context of unit
root testing. Three bootstrap algorithms are outlined, and the properties of each of them are
discussed. Since the innovations in prices are heteroskedastic, it seems reasonable to expect the
wild bootstrap to be the most suitable out of the three methods touched upon in this chapter.
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Indeed, Harvey et al. (2015c) show via simulation that in the context of detecting the presence
of bubbles with the FR approach, the use of a wild bootstrap improves the size and power
properties of the test.
Of course, the crucial question is which of these bootstrap algorithms to use with the imple-
mented unit root tests. This question is answered in Chapter 5. Comparison between the
bubble-dating algorithms outlined in this thesis is achieved through the results of simulation
experiments in the next chapter. These experiments demonstrate the possible improvements to
be gained from using the bootstrap even when heteroskedasticity is not imposed. The choice of
wild bootstrap over the other two methods is also justified by means of simulations which are
discussed briefly in the next chapter.
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Chapter 5
Simulation Experiments
In Chapter 2, three algorithms for real-time bubble-detection for two versions of Dickey-Fuller
regression equations are described. The asymptotic properties of the three algorithms under
each of the two regression equations are presented in Chapter 3, and Chapter 4 outlines three
possible methods for bootstrapping the RW test.
This chapter reports the results of the simulation experiments conducted in investigating the
real-time detection methods, and encompasses all aspects of the experiments including a dis-
cussion about the design of the data-generating process, a description of the aspects of the tests
which are investigated, and the results of these simulations. First, the empirical power of the
three bootstrap algorithms outlined in the previous chapter are compared, and the wild boot-
strap is put forward as the most appropriate choice. Then, the FR, RR, and RW approaches are
compared in terms of empirical size, power, detection rates, and asymmetric loss. An ideal test
is one which has empirical size close to nominal levels, high power, high detection rates (with
as little delay in detection as possible), and small loss. Each of these four criteria are discussed
in the relevant sections later in this chapter.
5.1 Simulating Bubbles
The data-generating process (DGP) adopted here follows Phillips and Yu (2009) and Phillips et
al. (2011). The procedure is to generate a series which, in the absence of explosiveness, follows
a random walk under the null hypothesis. Explosive episodes are imposed for fixed start and
end points within the sample. For a series (y1, . . . , yT ), let τje and τjf be the origination and
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collapse points of the jth bubble respectively. A general form of the DGP for a series with two
bubbles is
yt =

yt−1 + εt, t = 1, . . . , τ1e − 1
δT yt−1 + εt, t = τ1e, . . . , τ1f
y‡1, t = τ1f + 1
yt−1 + εt, t = τ1f + 2, . . . , τ2e − 1
δT yt−1 + εt, t = τ2e, . . . , τ2f
y‡2, t = τ2f + 1
yt−1 + εt, t = τ2f + 2, . . . , T.
(5.1)
Explosiveness is imposed by δT = 1 + ψT = 1 + cT
−α with c > 0 and α ∈ (0, 1), y‡j , j = 1, 2 are
the values the series takes upon termination of the jth bubble, and εt ∼ N(0, σ2).
In Phillips and Yu (2009) and Phillips et al. (2015c), y‡j equals yτje plus an Op(1) perturbation.
This choice of y‡j aims to model a series which returns to fundamentals upon the collapse of
a bubble. Harvey et al. (2015c) let the series resume a random walk immediately upon the
termination of a bubble, i.e. y‡j = yτjf +εt, which models a non-collapsing bubble. This DGP has
been used, with or without slight variations, in almost all subsequent studies in bubble-detection
and dating literature, and is therefore used in this thesis also.
Experiments in this thesis are conducted by generating models with two bubbles using (5.1) and
the same specifications as Phillips et al. (2015c): parameter settings are σ = 6.79, y0 = 100,
T = 100, and ψT = 0.06. In the interest of robustness, the simulated bubbles are allowed to
start at different points and last for different lengths of time. The first bubble starts at τ1e = 20,
and is allowed to last for τ1f − τ1e = 10 or 20 observations. On the other hand, the second
bubble may start at one of the three points, τ2e = 50, 60, or 70, and lasts for τ2f − τ2e = 10, 15,
or 20 observations. For each experiment, 5,000 replications are used, The minimum window,
[Tr0], for the FR and RR methods has 12 observations. The rolling window is arbitrarily set to
be equal to [Tr0] at 12 observations.
1 Bubbles are identified using respective finite sample 95%
quantiles, obtained from simulations with 5, 000 replications for the RR statistic and 20, 000
1Additional simulation results for all other combinations of parameters, τ1e = {20, 30}, τ2e = {50, 60, 70},
τ1f − τ1e = {10, 20} and τ2f − τ2e = {10, 15, 20}, are included in Appendix A, and echo the results in the main
body of the paper.
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replications for the FR and RW Dickey-Fuller statistics. Bootstrap tests are conducted with
B = 199 bootstrap repetitions. For each of the analyses conducted in this section, a Dickey-
Fuller test regression with constant term included as in (2.7) and with the constant term omitted
as in (2.9) is used.
If the model simulated under the DGP provides a reasonable representation of true financial
bubbles, any similarities or differences between the testing methods should then be reflected
when the tests are conducted on true data. If however this is not the case and the DGP is nothing
like the time series for asset prices encountered in practice, then inappropriate conclusions can be
reached. A representative series is illustrated in Figure 5.1 and compared with actual observed
data for the Nasdaq stock index.
(a) Generated series (levels) (b) Nasdaq (levels)
(c) Generated series (first differences) (d) Nasdaq (first differences)
Figure 5.1: Comparison between first differences of simulated and actual data in the presence
of collapsing bubbles
A key characteristic of the simulated data is that the DGP collapses, post bubble, to funda-
mentals in a single period. As a result, the first differences of generated data exhibits a single
abnormally large downward spike upon the collapse of bubbles, which is not observed in real
data. Another point of note is that volatility clustering in the Nasdaq price series is evident in
panel (d), particularly around the time of the Dot-Com bubble, whereas the differenced simu-
lated series in panel (c) has fairly constant variance except at the two downward spikes. In other
words, it is worth remembering that that simulation results should always be approached with
a healthy degree of scepticism, especially when the true DGP of a series is not well-established.
Interestingly, the volatility clustering in the Nasdaq lends support to the choice of the wild
bootstrap over the sieve or block bootstraps.
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5.2 Choosing between bootstrap methods
Prior to reporting the main results of the simulations, this section compares the three bootstrap
algorithms, facilitating selection of the method which is used in the rest of the thesis. Each of
the three bootstraps is used on the RW procedure for regression equation (2.9), which does not
contain a constant term. For the block bootstrap, block lengths are set at l = [0.3T ], assuming
the sample being tested is (y0, y1, . . . , yT−1, yT ). For the wild bootstrap, the Rademacher two-
point distribution is used as the auxiliary distribution for reasons stated by Davidson and
Flachaire (2008), which are reiterated succinctly in Section 4.3.3 of this thesis. A few different
combinations of parameters for DGP (5.1) are investigated.
Figure 5.2 displays plots of rejection probabilities for DGP (5.1) with τ1e = 20, τ2e = 50,
τ1f − τ1e = 10, and τ2f − τ2e = 10 are shown. The two panels correspond to two different values
of the explosiveness-inducing parameter, ψT .
Since the rolling window only contains 12 observations, the rejection probabilities in the plots
in Figure 5.2 correspond to empirical power at observations 20–29 and 50–59, and empirical size
at observations 11–19, 41–49, and 71–100. Of course, there are instances in which the latest
observation in the rolling window is not an explosive period, but the earlier observations in the
window are within an explosive period, namely at observations 30–40 and 60–70. From both
panel (a), the block bootstrap can be seen to be slightly oversized, whereas the sieve and wild
bootstraps have empirical size at the 5% nominal level. The power plot of the block bootstrap
looks almost like a narrow boning knife: it increases sharply in power at the beginning, then
grows like an elongated ‘S’. On the other hand, the sieve and wild bootstraps have power
plots which look more like what might be expected – empirical power using these two methods
increases smoothly as more observations in the rolling window lie within the explosive period.
In panel (b) of Figure 5.2, the empirical power of the block bootstrap is seen to be even less
desirable. Now instead of merely non-smooth growth, the rejection probabilities actually drop
sharply approximately halfway through the bubble before returning to high levels. On the other
hand, the rejection probabilities of the sieve and wild bootstraps both grow quickly, and stay
high until the end of the explosive period.
In Figure 5.3, the second explosive period is allowed to last for twice as long. The parameter
settings are τ1e = 20, τ2e = 50, τ1f − τ1e = 10, and τ2f − τ2e = 20.
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(a) ψT = 0.02
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(b) ψT = 0.10
Figure 5.2: Empirical power of sieve, block, and wild bootstrapped RW bubble-dating
procedures when a constant term is omitted from the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 10, τ2f − τ2e = 10, and [Tw] = 12.
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(a) ψT = 0.02
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(b) ψT = 0.10
Figure 5.3: Empirical power of sieve, block, and wild bootstrapped RW bubble-dating
procedures when a constant term is omitted from the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 10, τ2f − τ2e = 20, and [Tw] = 12.
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For both panels in Figure 5.3, the second explosive period is the main focus, since the first
explosive period is merely a repetition of the plots in Figure 5.2. In both panels of Figure 5.3, it
is observed that the rejection probabilities in the second explosive period start off with similar
shapes as in the first bubble, but once the power reaches 100% after the first 10 observations,
it stays at 100% until the bubble collapses.
A direct takeaway from these plots is that in such small samples, the use of blocks instead of
elements in constructing bootstrap samples may in fact be a poor choice. However, it is worth
noting that none of the simulations in this thesis impose heteroskedasticity. In the absence of
heteroskedasticity, the simulations here show that the wild bootstrap results are similar to those
of the sieve bootstrap. Since Harvey et al. (2015c) demonstrated through similar simulations
that the wild bootstrap yields good results when variance is not constant, any bootstrapping
performed in the rest of this thesis refers to the wild bootstrap, and the auxiliary distribution
is the Rademacher two-point distribution.
5.3 Size
Now to turn to the main purpose of this Chapter: evaluation of the FR, RR, and RW methods
for regression equations (2.7) and (2.9). A common first step in Monte Carlo analysis of any
statistical test is to examine its empirical size. The empirical size of each of the three procedures
is shown in Figure 5.4. For the FR and RW algorithms, results are obtained for experiments
conducted using asymptotic critical values as well as those generated by simulation for relevant
window lengths. For the RR procedure, all critical values are generated for each window length.
The nominal size is 5%.
Panel (a) of Figure 5.4 illustrates the series of empirical sizes for tests conducted when a constant
term is included in the Dickey-Fuller test regression. Under this specification, the empirical size
of all three procedures is approximately 5%, as long as finite sample critical values are generated
for relevant window sizes. When asymptotic values are used, the RW procedure is oversized by
approximately 2.5%. On the other hand, since the window size of the FR method increases with
each recursion, the empirical size using asymptotic critical values tends towards the nominal
value of 5% as the window size increases.
In Panel (b) of Figure 5.4, results are obtained using a Dickey-Fuller test regression without
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(a) ∆yt = ν + φyt−1 + t
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Figure 5.4: Empirical size of FR, RR, and RW date-stamping procedures under DGP (5.1)
with σ = 6.79, for [Tr0] = [Tw] = 12.
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a constant term. When asymptotic critical values are used, the FR and RW procedures are
oversized for small windows. As before, the size of the FR test tends to nominal 5% levels as
the window increases in length. When critical values are generated for relevant window sizes, the
empirical size of the FR and RW tests are mostly between 4% and 5%. Additionally, when the
wild bootstrap is used, the empirical size fluctuates around the 5% nominal level. An interesting
point to note is that the RR test in Panel (b) has fairly constant empirical size at approximately
2.5%, despite critical values having been generated conditioning on the initial value and window
lengths.
Clearly the size properties of the RW and FR Dickey-Fuller tests are not adversely affected by
the absence of a constant term in the test regression. On the other hand, the RR procedure has
empirical size of approximately half the nominal value, which in itself is not a negative outcome.
Of course, this result is contingent on conditioning on the initial value of the testing sample
when generating critical values, which is a fairly simple task.
5.4 Power
In addition to having low enough empirical size, a good test must have reasonably high power
against the alternative. Since this thesis seeks to address real-time detection of bubbles, power
is displayed for each point in the series at which tests are conducted. Figures 5.5 and 5.6
present the empirical power of FR, RR, and RW date-stamping procedures under DGP (5.1)
with σ = 6.79, y0 = 100, T = 100, τ1e = 20, τ2e = 50, τ1f − τ1e = 10, τ2f − τ2e = 15, and for
ψT = {0.02, 0.10}.
It is immediately clear from Figure 5.5 that the FR procedure has very low power during the
second explosive period for both values of ψT . Both the rolling window and RR methods
appear to perform well initially, with little to distinguish between the two. However after a few
observations there is a visible dip in power for the RW test, which is a result of explosiveness
being incorrectly identified as a deterministic drift. This phenomenon does not pose a problem
for the RR algorithm because the Dickey-Fuller statistic computed over the minimum window
is unlikely to be the supremum. It is also worth noting that the presence of bubbles in a sample
appears to impose a lasting reduction in the subsequent size of the recursive and rolling-recursive
procedures, whereas the size of the RW test returns immediately to approximately 5% once the
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Figure 5.5: Empirical power of FR, RR, and RW bubble-dating procedures when a constant
term is included in the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 10, τ2f − τ2e = 15, and [Tr0] = [Tw] = 12.
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window no longer includes observations from within the bubble.
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Figure 5.6: Empirical power of FR, RR, and RW bubble-dating procedures when the constant
term is excluded from the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 10, τ2f − τ2e = 15, and [Tr0] = [Tw] = 12.
Empirical power for the three date-stamping procedures, as well as the bootstrapped RW ap-
proach, using the Dickey-Fuller model without a constant is shown in Figure 5.6. From these
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plots, it can be seen that the RW procedure does not suffer from the dip in power observed
in the case of a regression equation with a constant in Figure 5.5, and is always better than
the RR and FR procedures. Additionally, even though the power of the RW procedure for
the regression equation without a constant is lower than its counterpart with a constant in the
initial few observations within a bubble, it eventually catches up and has higher power from
the ninth observation after a bubble has begun. The most striking result, however, is that the
bootstrapped RW test outperforms all others by leaps and bounds. In the presence of bubbles,
the bootstrapped test has very high power. In the absence of bubbles, the size of the test quickly
reverts to approximately 5%.
5.5 Detection Rates
From a practical perspective, it is interesting to consider not only the power of these tests
against the alternative hypothesis, but also how long the delay in detection is. In considering
this, it is useful to record detection rates for the various testing algorithms. Following Phillips
et al. (2015c) a successful detection is recorded if the test correctly identifies the origination of a
bubble sometime between its actual start and end date. Simulation experiments are conducted
to investigate the detection rate, empirical mean, and standard deviation (in parentheses) of
estimated origination dates for FR, RR and RW tests for τ1e = 20, τ1f − τ1e = 10, and for all
combinations of second bubble parameters τ2e = {50, 60, 70} and τ2f − τ2e = {10, 15, 20}.
Table 5.1 reports the results for simulation experiments conducted for the regression equation
with a constant. Under these parameter combinations, the mean estimated origination dates
of the two bubbles are virtually identical for the RR and RW procedures. However, the RW
method tends to have marginally higher detection rates. The FR procedure clearly has the
largest average delay in estimating the origination of bubbles, particularly when it comes to
detecting the second bubble, and when the second bubble is longer. Overall, the RW method
is marginally better than the RR procedure, which clearly outperforms the FR approach.
As before, each of the three procedures is also examined for the Dickey-Fuller test regression
without a constant, with results reported in Table 5.2. In addition, results using the wild
bootstrap RW test are included. It is seen, once again, that the RW procedure which uses
critical values generated by Monte Carlo simulation is better than the FR and RR methods.
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There are only two instances in which the RW test has detection rates which are equal to those of
the RR test, instead of being clearly superior. For all parameter settings, mean origination dates
estimated by the RW procedure are no further from actual origination dates than the others.
When the RW test is bootstrapped, it clearly outperforms all others, with detection rates no
lower than 96%, mean estimated start points which are 3 to 4 observations more accurate than
the RW and RR tests, and lower standard deviations.
From Tables 5.1 and 5.2, it is observed that the RW procedure with simulated critical values
(with or without a constant term in the regression equation) tends to have higher detection
rates than the RR and FR procedures, and the bubble-origination estimates which are virtually
identical to those of the RR algorithm. The increased efficacy of the RW test over others is most
pronounced when bubbles have shorter durations. The wild bootstrap version of the RW test
performs even better, demonstrating distinctly superior detection rates, more accurate estimates
of origination dates, and smaller deviations in these estimates.
5.6 Asymmetric Loss
Thus far, analysis of the performance of these three methods has assumed that incorrect rejection
of a true null hypothesis and failure to reject a false null hypothesis are penalised equally. In
reality, failure to identify the presence of a bubble in a timely fashion may lead to stock market
crashes and financial crises akin to the sub-prime crisis and the aftermath of the Dot-Com
bubble, and is potentially far more costly than false rejection and a brief period of trepidation. In
order to account for this, an asymmetric loss function is used to evaluate these three procedures
under different DGP parameter settings. This function attaches a higher cost to the case where
a bubble occurs but is not detected than it does to scenarios where the null hypothesis is rejected
even though there is no bubble. The asymmetric loss function takes the form
Loss =
1
T − [Tr0] + 1
T∑
t=[Tr0]
(xt(1 + κ) + (1− xt)(1− κ)) |xˆt − xt|, (5.2)
where xt = 1 if a bubble occurs at t or 0 otherwise and xˆt = 1 if a bubble is detected at time t
or 0 otherwise. A higher weighting, (1+κ), is assigned to the penalty suffered if the tests fail to
detect a bubble that exists at time t, and a lower weighting, (1−κ) is assigned if false detection
occurs. The higher the value of the function, the greater the cost is over the sample. The choice
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of κ = 0.5 in this thesis is arbitrary, and penalises incorrect non-detection three times as much
as incorrect detection.
Table 5.3 reports the loss associated with each date-stamping method under a range of different
parameter settings using regression (2.7). These results reveal that in the presence of two
bubbles, the FR test always has higher loss associated with it than do the other two methods.
The use of the RR algorithm results in the lowest loss for all parameter settings in this simulation
experiment, although the difference between the RR and RW losses can be seen to increase with
the length of either bubble. The relationship between bubble-length and loss value can be
considered from both the failure-to-detect and the false detection perspectives. First, the dip
in power observed in Figure 5.5 means that the longer the bubble the greater the chances that
the RW test fails to detect a bubble which exists. Second, since the empirical size of the RR
method drops after the collapse of a bubble, post-bubble false-detection is reduced. The first of
these reasons is likely to play a larger role in the lower loss associated with the RR approach,
since non-detection is penalised more heavily than false-detection.
When the constant is omitted from the regression equation, Table 5.4 shows that the RW
procedure (with simulated critical values) not only produces lower loss than the FR and RR
methods, but also incurs lower loss than those its counterpart with a constant in Table 5.3. The
use of a wild bootstrap further improves the RW test, cutting the loss down to less than half of
the penalty suffered by the non-bootstrapped version of the RW test.
5.7 Window Length
The results of all the simulation exercises thus far suggest that the RW procedure without a
constant in the regression equation is the preferred method for bubble-detection. An important
point to note is that the number of observations used in each RW have been arbitrarily chosen.
The question of optimal window-length selection is of course of great importance. If the RW
contains too many observations the procedure will face a delay in identifying the origination of
the bubble. If the window contains too few observations, the overall trend might be ignored by
the procedure, leading to meaningless inference resulting from noise instead of from changes in
the DGP. Pesaran and Timmerman (2007) and Inoue et al. (?), among others, propose meth-
ods to select an optimal window length for RW regressions in context of forecasting problems.
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However, there is a clear distinction between the context in which their procedures are con-
ducted, namely forecasting performance, and the objectives in date-stamping bubbles, namely,
identifying the exact point of the break.
It is tempting to relate the choice of window length to sample size in a similar way to how the
minimum sub-samples of the FR and RR procedures are dictated by r0, and are thus related
to sample size. On the other hand, in this particular problem, the length of an existing bubble
does not change as more observations are included. The data are only informative if in fact a
new bubble is present.
Consider DGP
yt =

yt−1 + εt, t = 1, . . . , τ1e − 1
(1 + ψT )yt−1 + εt, t = τ1e, . . . , τ1f
y∗1, t = τ1f + 1
yt−1 + εt, t = τ1f + 2, . . . , τ2e − 1
(1 + ψT )yt−1 + εt, t = τ2e, . . . , τ2f
y∗2, t = τ2f + 1
yt−1 + εt, t = τ2f + 2, . . . , T + T1
,
in which τje and τjf defined as before for j = 1, 2 and for T = 100. The change in sample size
is achieved by varying T1. In this way, the bubbles are not affected by increasing the number
of observations. Under these conditions, the optimal window length does not increase with the
number of observations.
Of course support for the RW procedure in this chapter thus far is based on the very specific case
of r0 = w = 12. Following this line of thought, it is interesting to consider cases where minimum
window lengths are the same across all three methods, but for different values of r0 = w. In
other words, is the RW method still superior to the other two methods if r0 = w 6= 12? All of the
simulation experiments in this chapter are repeated for [Tr0] ∈ {15, 17, 20} and w = r0. Results
for experiments with [Tw] = [Tr0] = 15 are shown in Appendix A, and still lead to the RW
approach being selected as the best for every value of r0 = w.
2 Thus, while the optimal window
length for a given sample may be unknown, the RW test is still preferred to recursive methods
2Results for [Tw] = [Tr0] ∈ {17, 20} do not provide any additional information and are omitted.
58
as long as the RW is of the same length as the minimum window of the recursive approaches.
The choice of minimum window length is one that must be made regardless of which of these
three methods is used. A corollary of this fact is that if a minimum window length must be
selected, it may as well be used with the method which is most likely to provide good results.
The results from this chapter show that the RW approach is the best choice.
5.8 Conclusion
A suite of simulation experiments are conducted to examine the three bubble-dating algorithms
using two different regression equations, with results reported in this chapter. For all simula-
tions, the fixed rolling window length for the RW test is set to be equal to the minimum window
lengths for the FR and RR approaches.
The first part of the simulation analysis is to compare the three bootstrap methods and choose
the best one. The plots of empirical power in this chapter reveal that the block bootstrap is
clearly inferior to the other two options. The wild and sieve bootstraps have similar perfor-
mance in the absence of nonstationary volatility in the simulations in this chapter, and there
is theoretical and simulation evidence in the literature to suggest that the wild bootstrap will
perform better when variance is not constant.
The balance of the simulations, which forms the main focus of this chapter, compares the FR,
RR, and RW date-stamping methods using the two Dickey-Fuller equations specified in Chapter
2. A summary of the comparison is as follows. First, none of the tests are oversized, provided
relevant finite sample quantiles are used as critical values. Second, when a constant term is
included in the test regression the RR procedure appears to perform best in terms of power.
However, the fact that the power of the RW method plateaus suggests that if the full sample
begins in a bubble, the RR method may experience a similar issue. On the other hand when
the constant term is omitted, the empirical power of all three tests increase monotonically
within each bubble, suggesting that this regression equations may be empirically more suitable.
Furthermore, using regression equation (2.9), the RW approach has higher power than the others
and a bootstrapped version of the RW method is even more powerful. Third, the detection rates
reported in this chapter offer conclusive evidence to suggest that the RW procedure is better
than the RR approach for all parameter settings using each of the two regression equations.
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Finally when taking into account the asymmetry in economic loss between false-detection in the
absence of bubbles and non-detection in the presence of bubbles, mean asymmetric loss values
also support the use of the RW algorithm over the FR and RR tests, since the loss from RW is
lower than those of the other two methods.
The next chapter applies each of the tests, once again with and without the constant term in
the regression equation, to two observed data sets, both of which are known to contain bubbles.
Armed with ex-post knowledge of approximately when bubbles occurred, the purpose of these
empirical applications is to investigate which of the tests produces the earliest estimates of
origination dates of known bubbles.
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Chapter 6
Empirical applications
Three date-stamping strategies, the limit behaviour of the test statistics, and their properties
under simulation have now been established. All that remains now is to conduct the real-
time detection methods to observed data in order to determine whether there is any difference
between them empirically.
This chapter applies the alternative bubble-dating algorithms to two reasonably well known
time series used in the bubble-detection literature. The first series is monthly Nasdaq Composite
Index price-dividend ratio data from February 1973 to July 2015 (510 observations) which are
obtained from Thomson Reuters Datastream. The second series is the house price-to-rent ratio.
Prices are from the All-Transactions House Price Index for the United States, and rent is taken
from the Consumer Price Index for All Urban Consumers: Rent of primary residence. Quarterly
observations for the period the first quarter of 1975 to the first quarter of 2016 (165 observations)
are obtained from the Federal Reserve Economic Data (FRED), which is maintained by the
Federal Reserve Bank of St. Louis.
The usefulness of these two series from the point of view of detection algorithms is that both
are known to contain at least one bubble. The Nasdaq sample contains what has come to be
known as the Dot-com bubble. This bubble occurred in the mid- to late-1990s, and collapsed
in the early 2000s. The sample of U.S. house prices contains multiple bubbles, the largest and
most significant of which occurring in the mid- to late- 2000s. It is generally believed that
the series contains two other bubbles, which peaked in 1979 and 1989, respectively (Gjerstad
and Smith, 2009). In order to address the consideration raised in Section 2.3 regarding the
influence of the first observation in the sample on each of the three date-stamping procedures,
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all three methods are conducted on full samples as well as on samples which omit some initial
observations. Furthermore, in the interest of robustness, each data set will be tested using two
different values for [Tr0] = [Tw].
This chapter has two aims. The first is to compare and contrast the outcome of using each of
the three bubble-dating algorithms with each of the two regression equation specifications on
real data, with the retrospective knowledge of historical market crashes and bubble collapses.
The second aim is to use whichever method is best at dating known bubbles, and to examine
current market conditions.
6.1 Nasdaq Composite Index
Based on the detection rates reported in Chapter 5 all three methods should identify the origi-
nation of the Dot-Com bubble at approximately the same date, assuming the Dot-Com bubble
is the first time the series exhibits explosivenes. Any subsequent bubbles should be detected
first by the RW procedure followed by the RR test and finally (if at all) by the FR method.
Phillips et al. (2011) applied the FR test to Nasdaq prices using a minimum window length of
49 observations, and this value of [Tr0] will also be adopted here. The window size for the RW
algorithm is therefore arbitrarily set at 49 observations to facilitate comparison. In addition,
the tests are repeated for [Tr0] = [Tw] = 60 in the interest of robustness. All three methods are
conducted on the full sample as well as on a sub-sample with the first 48 observations omitted.
The exclusion of some initial observations allows for investigation of the robustness of each
testing procedure to sample selection.
The series of Nasdaq price-dividend ratios is plotted in Figure 6.1. Panel (a) reports results
for tests conducted with a constant in the regression equation and Panel (b) contains tests
conducted without the constant. Panel (a) is divided vertically into three pairs of bands, or six
bands in total. The top two bands correspond to the FR procedure, the middle two to the RR
procedure and the bottom two to the RW method. Panel (b) contains an extra pair of bands,
which represent the bootstrapped RW test. The higher band of each pair corresponds to full-
sample analysis and the lower corresponds to the sub-sample. The shaded regions in the figure
represent periods when explosiveness is detected by the respective date-stamping methods. Test
statistics are evaluated for all observations to the right of vertical dashed lines in each band.
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Figure 6.1: Monthly Nasdaq price-dividend ratios from February 1973 to July 2015.
[Tr0] and [Tw] have 49 observations.
From top the bottom, each pair of horizontal bands corresponds to tests conducted using the
FR, RR, and RW procedure respectively. Panel (b) contains an additional pair of horizontal
bands which correspond to bootstrapped RW tests.
The higher of each pair of bands represents tests which are conducted on the full sample, and
the lower of the pair represents tests on a sample which excludes the first 48 observations.
The point at which the first test statistic is computed is marked by a vertical dashed line.
Grey shaded areas represent periods of explosiveness, and therefore bubbles.
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Upon inspection of Panel (a), it would appear that the Dot-Com bubble is in fact not the first
explosive episode in this sample. The first incident of explosiveness in fundamentals occurred
just before a small market correction in 1984 which, in light of the finding here, might instead
be considered the collapse of a small bubble. The RW method detects this episode marginally
earlier than the RR approach does. The FR procedure also picks up this bubble, but only when
the first 48 observations in the sample are omitted. The second detected bubble immediately
preceded Black Monday in October 1987. This episode is detected first by the FR approach,
then the RR procedure, and the RW method is the last to identify it.
The Dot-Com bubble is clearly the largest and longest bubble in this sample. The RW procedure
is the first to detect this bubble in August 1995, although it picks up explosiveness in short
bursts instead of as a continuous episode. This result can be explained as a consequence of the
price-dividend ratio not rising monotonically during that period. Since the RW procedure uses
shorter windows, it is the most sensitive to the start of explosiveness, but is also subject to the
high noise-to-signal ratio in the data. Nevertheless, the fact that the RW procedure is first to
detect the bubble and is the most timely in detecting the end of the bubble lends support to its
consideration in real-time bubble-detection.
Turning now to Panel (b), there us little to differentiate between the RR and RW proce-
dures. Both methods identify all three bubble episodes with comparable timeliness, regardless
of whether or not the first few observations in the sample are omitted. The FR approach is
clearly the least preferred as it is the latest to detect the Dot-Com bubble, and is evidently the
most dependent on the choice of the starting point of the sample.
Figure 6.2 shows the results of the tests for [Tr0] = [Tw] = 60. The first thing to note is
that for longer rolling window and minimum window lengths, the tests are less sensitive to
small changes. This result can be seen through the reduction in narrow grey bars in the plots.
Interestingly the RW method for the Dickey-Fuller equation without a constant estimates the
start of the Dot-Com bubble in August 1995 for both minimum window lengths.
Based on the analysis conducted on Nasdaq price-dividend data, results from the RW procedure
are comparable to the RR procedure. Furthermore, the RW procedure appears to be robust to
changes in window length, since all three bubbles are detected, and are estimated to start at
similar points in time. Additionally, the regression equation without a constant is preferable for
two reasons: the explosive periods are detected marginally earlier, and there is no false detection
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Figure 6.2: Monthly Nasdaq price-dividend ratios from February 1973 to July 2015.
[Tr0] and [Tw] have 60 observations.
From top the bottom, each pair of horizontal bands corresponds to tests conducted using the
FR, RR, and RW procedure respectively. Panel (b) contains an additional pair of horizontal
bands which correspond to bootstrapped RW tests.
The higher of each pair of bands represents tests which are conducted on the full sample, and
the lower of the pair represents tests on a sample which excludes the first 48 observations.
The point at which the first test statistic is computed is marked by a vertical dashed line.
Grey shaded areas represent periods of explosiveness, and therefore bubbles.
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during the 2008-2009 non-explosive period.
One unfavourable result from the RR and RW tests in Figure 6.1, panel (a), and the RR test in
Figure 6.2, panel (a), is that part of the period from November 2008 to April 2009 is identified as
an explosive period even though visual inspection of the time series strongly suggests otherwise.
Indeed, Phillips and Shi (2014) developed a set of asymptotic results which show that when
Dickey-Fuller equation (2.7) is used, this phenomenon is unsurprising. This thesis shows that a
simple solution to the problem is to exclude the constant term in the Dickey-Fuller equation.
6.2 United States House Prices
United States house prices in this sample period are considered to contain bubbles with peaks
in 1979, 1989 and 2006. This time series therefore presents an ideal setting in which to compare
the accuracy of the three tests in the presence of multiple (known) bubbles. Minimum windows
for FR and RR procedures and the RW have 12 observations (instead of 49), since this sample
has a lower frequency than the Nasdaq sample. In addition, the tests are repeated for [Tr0] =
[Tw] = 20. All tests are conducted on the full sample as well as on a sub-sample with the
first 17 observations omitted. In this example, the omission of these early observations takes on
extra significance because in so doing the testing sample begins at the peak of the first bubble
instead of before it. The origination of the first bubble in the series occurs too early in the
sample to be tested, so comparison between the methods is based on estimation of the advent
of the bubbles which peaked in 1989 and 2006.
Figure 6.3 presents the results of all three tests conducted on U.S. house price-to-rent ratios.
Both panels are set out in the same way as those in Figure 6.1. The effects of changing the
starting point of the sample on the results of the three procedures is more pronounced here;
changing the starting point of the sample changes the results of the FR test quite significantly,
the results of the RR test very slightly, and the results of the RW test not at all.
In Panel (a), the RW test is the only one to detect all three purported bubbles. However the
largest and most recent one seems to be split into three explosive periods under the RW test,
whereas the FR and RR procedures correctly identify it as a single bubble. Even so, the FR
procedure only begins to identify the bubble when it is close to its peak regardless of sample
choice. An interesting observation is that the period around the middle of 1982 is shaded for
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Figure 6.3: Quarterly U.S. house price-to-rent ratio from the first quarter of 1975 to the first
quarter of 2016.[Tr0] and [Tw] have 12 observations.
From top the bottom, each pair of horizontal bands corresponds to tests conducted using the
FR, RR, and RW procedure respectively. Panel (b) contains an additional pair of horizontal
bands which correspond to bootstrapped RW tests.
The higher of each pair of bands represents tests which are conducted on the full sample, and
the lower of the pair represents tests on a sample which excludes the first 17 observations.
The point at which the first test statistic is computed is marked by a vertical dashed line.
Grey shaded areas represent periods of explosiveness, and therefore bubbles.
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five out of the six bands. This period corresponds to the collapse instead of growth of the first
bubble. Additionally, the period from 2007 to 2012 is also identified by the RR procedure as
explosive, even though it was during and after the collapse which led to the global financial
crisis. These results emphasise the point that in the presence of a bubble, the inclusion of a
constant is empirically unrealistic (Phillips et al., 2014).
The results of the tests in Panel (b) appear to be more feasible, based on the data and on the
ex-post knowledge of the approximate location of the three bubbles. Once again, it is clear
that the FR test is affected by the choice of the start of the sample. It is also the only method
which fails to detect the 1989 bubble altogether. This result is likely due to the fact that both
the full sample and the sample with omitted observations begin within the first bubble in 1979.
Although both the RR and RW tests detect all three bubbles, the RW test dates the start of
the 1989 and 2006 bubbles earlier than the RR test does. A result which supports the use of the
regression equation without a constant is that there are no instances of collapses being identified
as explosiveness. An interesting result is that according to the RR and RW procedures U.S.
house prices appear to currently be in a bubble which began either in the final quarter of 2014
(simulated critical values) or at the start of 2015 (RW with wild bootstrap and RR).
When the rolling window and minimum windows are increased to 20 observations, the results
show some variation. Figure 6.4 give the results of the tests with larger values of [Tr0] and [Tw].
Once again, it is clear that increasing the window lengths decreases sensitivity of the tests to
short shocks, since there are now fewer narrow grey or white areas within each band. However,
a result of this effect is that there appears to be a greater delay in detection of both the start
and end of bubbles. Owing to the low frequency of this data, a small increase in [Tw] results to
a relatively large increase in actual delay in detection. Even so, the RW test detects the start
of the recent bubble the earliest, and in the same quarter as the test with a window length of
12 observations.
Two conclusions regarding testing methods can be drawn from tests conducted on United States
house price-to-rent ratios, both of which concur with conclusions from analysis of the Nasdaq.
First, conducting tests using Dickey-Fuller equations without a constant is preferable to tests
which include a constant drift term. Secondly, the RW procedure has certain advantages over
the other procedures in that it detects bubbles earlier than the other methods and is unaffected
by choice of sample. In addition, the RW approach is much simpler and less computationally
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Figure 6.4: Quarterly U.S. house price-to-rent ratio from the first quarter of 1975 to the first
quarter of 2016. [Tr0] and [Tw] have 20 observations.
From top the bottom, each pair of horizontal bands corresponds to tests conducted using the
FR, RR, and RW procedure respectively. Panel (b) contains an additional pair of horizontal
bands which correspond to bootstrapped RW tests.
The higher of each pair of bands represents tests which are conducted on the full sample, and
the lower of the pair represents tests on a sample which excludes the first 17 observations.
The point at which the first test statistic is computed is marked by a vertical dashed line.
Grey shaded areas represent periods of explosiveness, and therefore bubbles.
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costly than the RR method, since it conducts much fewer Dickey-Fuller tests. Using the RW
approach for the test equation without a constant, the second bubble is detected to have started
in the middle of 1987, the bubble preceding the sub-prime crisis started in the middle of 1997,
and house prices are currently in a bubble. Thus it seems that there is some basis to the media
claims that there is a property bubble in the United States.
6.3 Conclusion
Applying the RW procedure with regression equation (2.9), the Nasdaq Composite Index for
the period from February 1973 to July 2015 contains bubbles from June 1983 to June 1984 (pre-
1984 market correction), March 1986 to October 1987 (before Black Monday), and August 1995
to October 2000 (Dot-Com bubble). On the other hand, the U.S. housing market contained
bubbles originating in 1987 Q3 to 1990 Q1 and 1997 Q3 to 2007 Q3 (pre-global financial crisis).
Increasing the length of the rolling window gives the same estimates of the start of the Dot-Com
bubble in the Nasdaq and the pre-financial crisis bubble in the U.S. housing market, which are
by far the most damaging out of the explosive periods in these two data sets. Smaller bubbles
are detected slightly later when longer windows are used.
When the RW procedure is bootstrapped, the Nasdaq bubbles are estimated to be from June
1983 to June 1984, December 1985 to October 1987, and July 1995 to August 2000. The two
bubbles in the U.S. housing market identified by the non-bootstrapped RW test are estimated
by the bootstrap approach to have started at the same time, but to have terminated earlier by
one quarter.
Interestingly, the U.S. housing market appears to currently be in a bubble which originated in
2014 Q4 or 2015 Q1, lending some substance to media claims.
In terms of comparing the date-stamping methods, this chapter shows that the best method
is the wild bootstrap RW approach for the Dickey-Fuller equation without a constant. This
selection is based on the fact that the use of regression equation (2.9) is a simple fix for the
problem of collapses being identified as bubbles, a problem which has been identified in the
literature (Yiu et al., 2013; Phillips and Shi, 2014). For this regression specification, the RW
procedure is preferred because it estimates the origination of historical bubbles earliest and the
termination of bubbles with the least delay. The wild bootstrap further increases the timeliness
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of these estimates, albeit only marginally.
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Chapter 7
Conclusion
Timely detection of bubbles is a current and relevant problem for academics and policymakers
alike. The ability to decide accurately whether or not an asset market is currently in a bubble
will provide policy-makers with the opportunity to implement measures to either mitigate the
aftershocks from the collapse of the bubble, and to address root causes of the bubble itself.
From the methodological aspect, this thesis has scrutinised a number of bubble-detection and
date-stamping methods that have been proposed in the literature both under simulation and
in empirical applications. These procedures all involve repeated testing of the null hypothesis
of non-stationarity against the alternative hypothesis of mildly explosive behaviour using right-
tailed Dickey-Fuller unit root tests. The specification of the Dickey-Fuller test regression for
each of these three models is also considered.
The balance of the evidence presented in this thesis suggests that the RW test for a test equation
without a constant or trend component performs best. The test is the most responsive to
explosiveness, results in the lowest loss as computed using an asymmetric loss function, is
independent of the sample starts, and is the quickest and easiest to implement. The test also
provides reasonable and economically viable estimates of the periods of explosive growth in the
samples used in the paper. Furthermore, the RW test is a small sample method and readily
lends itself to bootstrapping. The RW test with a wild bootstrap is shown in simulations to
give potentially much better results that the standard RW Dickey-Fuller test, and empirical
applications reveal that bubble date estimates obtained with the wild bootstrap are at least no
worse than non-bootstrapped versions of the test.
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From an empirical perspective, conclusions drawn from this thesis are that the growth of the
Dot-Com bubble in the Nasdaq is estimated to have spanned from July 1995 to August 2000,
and the housing bubble which preceded the sub-prime crisis is estimated to have grown from the
third quarter of 1997 to the second quarter of 2007. Finally, the U.S. housing market appears
to currently be in a bubble.
Ultimately, it is of course crucial to show that the key research questions outlined in Chapter 1
have been answered.
Key Research Question. Does the RW approach to bubble-dating lead to inference which is
at least as accurate and economically useful as the FR and RR tests?
The RW method is shown through a suite of simulation experiments as well as through empirical
applications to perform at least as well as the RR approach, and always better than the FR
procedure.
Key Research Question. Does the omission of the constant term in the unit root test equation
provide more economically meaningful inference?
Simulation results support the removal of the constant term particularly when the RW algorithm
is used. Furthermore, analysis conducted on Nasdaq price-dividend ratios and U.S. house price-
to-rent ratios reveal that omitting the constant term eliminates false-detection during periods
of collapse.
Key Research Question. Can the use of an appropriate bootstrap method further improve
the date-stamping accuracy of a RW test conducted using the preferred regression equation?
The wild bootstrap is chosen over the sieve and block bootstraps on the basis that its simulation
results are promising and there is evidence from Harvey et al. (2015c) to support this choice. In
these simulations, the wild bootstrap is found to be far superior to non-bootstrapped versions
of the RW test. However, in empirical analysis, using a bootstrap RW approach provides only
a marginal improvement over the non-bootstrapped version of the testing procedure.
Directions for future research
In conducting this research, two questions for further investigation spring to mind:
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What happens if the DGP allows bubbles to collapse over a period of time instead
of instantaneously?
The DGP used in this thesis, both for simulations as well as derivations of asymptotic behaviour,
assume that upon the termination of the explosive phase, bubbles revert to fundamentals within
a single period. Simple visual inspection of any financial time series would reject the accuracy
of this model. Recently, Phillips and Shi (2014) propose a model in which prices return to
fundamentals over a period of time. Under this DGP, they show that when Dickey-Fuller tests
are conducted with a constant in the regression equation, periods of collapse can be identified as
explosive episodes. Based on the empirical evidence in Chapter 6 of this thesis, there is reason
to believe that the use of a regression equation without a constant may address this problem.
Additionally, the collapse of the bubble may also be detected in real-time by switching from a
right-tailed unit root test to a left-tailed one after the explosive period.
Is there a way to select the optimal window length for the rolling window procedure?
All analysis here has been performed by setting the RW length equal to the minimum window
lengths of the FR and RR methods. Despite the fact that the RW approach seems to be the
best out of the three even under these conditions, it is entirely plausible that there may be some
other window length which would yield even more accurate estimates of bubble origination
and termination dates. Clark and McCracken (2009) and Inoue et al. (2016), among others,
have suggested methods for selecting optimal window lengths in the context of forecasting.
These methods are not applicable in the real-time detection context since it is not meaningful
to adopt some target function for out-of-sample prediction. As such, the question of optimal
window-length selection is new research territory, and could greatly enhance the findings in this
thesis.
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Appendix A
Additional simulation results
The simulation results reported in Chapter 5 do not encompass all the parameter combinations
stated in Section 5.1 (p. 41). Results for simulations with those parameter combinations which
are not included in the main body of the text are reported here.
A.1 Simulations for minimum windows with 12 observations
Power
Figures 5.5 and 5.6 in Chapter 5 show plots of empirical power when the first bubble begins at
τ1e = 20 and lasts for τ1f − τ1e = 10 observations, and the second bubble begins at τ2e = 50
and lasts for τ2f − τ2e = 15 observations. Here in the appendix, plots are shown for all cases
when the two bubbles have the same origination points (τ1e = 20, τ2e = 50) but have different
durations. The first bubble can last for either 10 or 20 observations, and the second bubble lasts
for 10, 15, or 20 observations. Simulations were also conducted for other origination points of
the two bubbles, namely τ1e = 30 and τ2e = {60, 70}, but those results do not provide any new
information and are excluded.
Figures A.1–A.5 show plots of empirical power when the regression equation is specified as (2.7),
which contains a constant term.
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Figure A.1: Empirical power of FR, RR, and RW bubble-dating procedures when a constant
term is included in the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 10, τ2f − τ2e = 10, and [Tr0] = [Tw] = 12.
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Figure A.2: Empirical power of FR, RR, and RW bubble-dating procedures when a constant
term is included in the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 10, τ2f − τ2e = 20, and [Tr0] = [Tw] = 12.
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Figure A.3: Empirical power of FR, RR, and RW bubble-dating procedures when a constant
term is included in the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 20, τ2f − τ2e = 10, and [Tr0] = [Tw] = 12.
78
0 10 20 30 40 50 60 70 80 90 100
0
0.2
0.4
0.6
0.8
1
FR
RR
RW
(a) ψT = 0.02
0 10 20 30 40 50 60 70 80 90 100
0
0.2
0.4
0.6
0.8
1
FR
RR
RW
(b) ψT = 0.10
Figure A.4: Empirical power of FR, RR, and RW bubble-dating procedures when a constant
term is included in the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 20, τ2f − τ2e = 15, and [Tr0] = [Tw] = 12.
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Figure A.5: Empirical power of FR, RR, and RW bubble-dating procedures when a constant
term is included in the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 20, τ2f − τ2e = 20, and [Tr0] = [Tw] = 12.
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Power plots for the same parameters as above but with the constant term omitted from the
regression equation as per (2.9) are shown in Figures A.6–A.10.
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Figure A.6: Empirical power of FR, RR, and RW bubble-dating procedures when the constant
term is excluded from the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 10, τ2f − τ2e = 10, and [Tr0] = [Tw] = 12.
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Figure A.7: Empirical power of FR, RR, and RW bubble-dating procedures when the constant
term is excluded from the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 10, τ2f − τ2e = 20, and [Tr0] = [Tw] = 12.
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Figure A.8: Empirical power of FR, RR, and RW bubble-dating procedures when the constant
term is excluded from the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 20, τ2f − τ2e = 10, and [Tr0] = [Tw] = 12.
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Figure A.9: Empirical power of FR, RR, and RW bubble-dating procedures when the constant
term is excluded from the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 20, τ2f − τ2e = 15, and [Tr0] = [Tw] = 12.
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Figure A.10: Empirical power of FR, RR, and RW bubble-dating procedures when the
constant term is excluded from the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 20, τ2f − τ2e = 20, and [Tr0] = [Tw] = 12.
Detection rates
Detection rates in Chapter 5 are shown for all cases with the first bubble lasting for τ1f−τ1e = 10
observations. In Table A.1, the first bubble lasts for τ1f − τ1e = 20 observations, for regression
equation (2.7), which contains a constant term. When the constant term is omitted, detection
rates for τ1f − τ1e = 20 are shown in Table A.2.
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A.2 Simulations for minimum windows with 15 observations
As a robustness check, this section considers simulations for minimum window lengths and
rolling window length of 15 observations. The DGP is the one used in Chapter 5, and the
results reported here are for empirical power, detection rates, and asymmetric loss as described
in Chapter 5.
Power
The power plots for [Tr0] = [Tw] = 15 in Figures A.11–A.22 give exactly the same relationships
between the three algorithms (and the bootstrapped RW test for regression equation (2.9)) as
the power plots for windows with 12 observations. The same conclusion is drawn, namely that
the RW test for Dickey-Fuller equation (2.9), which excludes the constant term, has the best
power properties.
Figures A.11–A.16 display the empirical power of the FR, RR, and RW tests when the regression
equation contains a constant term.
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Figure A.11: Empirical power of FR, RR, and RW bubble-dating procedures when a constant
term is included in the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 10, τ2f − τ2e = 10, and [Tr0] = [Tw] = 15.
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Figure A.12: Empirical power of FR, RR, and RW bubble-dating procedures when a constant
term is included in the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 10, τ2f − τ2e = 10, and [Tr0] = [Tw] = 15.
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Figure A.13: Empirical power of FR, RR, and RW bubble-dating procedures when a constant
term is included in the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 10, τ2f − τ2e = 20, and [Tr0] = [Tw] = 15.
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Figure A.14: Empirical power of FR, RR, and RW bubble-dating procedures when a constant
term is included in the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 20, τ2f − τ2e = 10, and [Tr0] = [Tw] = 15.
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Figure A.15: Empirical power of FR, RR, and RW bubble-dating procedures when a constant
term is included in the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 20, τ2f − τ2e = 15, and [Tr0] = [Tw] = 15.
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Figure A.16: Empirical power of FR, RR, and RW bubble-dating procedures when a constant
term is included in the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 20, τ2f − τ2e = 20, and [Tr0] = [Tw] = 15.
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Power plots for the same parameters as above but with the constant term omitted from the
regression equation as per (2.9) are shown in Figures A.17–A.22.
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Figure A.17: Empirical power of FR, RR, and RW bubble-dating procedures when the
constant term is excluded from the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 10, τ2f − τ2e = 10, and [Tr0] = [Tw] = 15.
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Figure A.18: Empirical power of FR, RR, and RW bubble-dating procedures when the
constant term is excluded from the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 10, τ2f − τ2e = 10, and [Tr0] = [Tw] = 15.
96
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Figure A.19: Empirical power of FR, RR, and RW bubble-dating procedures when the
constant term is excluded from the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 10, τ2f − τ2e = 20, and [Tr0] = [Tw] = 15.
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Figure A.20: Empirical power of FR, RR, and RW bubble-dating procedures when the
constant term is excluded from the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 20, τ2f − τ2e = 10, and [Tr0] = [Tw] = 15.
98
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Figure A.21: Empirical power of FR, RR, and RW bubble-dating procedures when the
constant term is excluded from the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 20, τ2f − τ2e = 15, and [Tr0] = [Tw] = 15.
99
0 10 20 30 40 50 60 70 80 90 100
0
0.2
0.4
0.6
0.8
1
FR
RR
RW
RW (bootstrap)
(a) ψT = 0.02
0 10 20 30 40 50 60 70 80 90 100
0
0.2
0.4
0.6
0.8
1
FR
RR
RW
RW (bootstrap)
(b) ψT = 0.10
Figure A.22: Empirical power of FR, RR, and RW bubble-dating procedures when the
constant term is excluded from the Dickey-Fuller test regression.
Parameters are τ1e = 20, τ2e = 50, τ1f − τ1e = 20, τ2f − τ2e = 20, and [Tr0] = [Tw] = 15.
Detection rates
Detection rates are reported for experiments with the same parameters as defined in Chapter 5,
but with [Tr0] = [Tw] = 15. Table A.3 and Table A.4 show the detection rates, mean estimated
start dates, and standard deviations of estimated start dates for tests conducted using the
Dickey-Fuller equation with a constant. Table A.5 and Table A.6 contain the same values but
for regressions without the constant term, as in (2.9).
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Asymmetric loss
Mean loss is computed using an asymmetric loss function as described in Chapter 5. The results
reported in Table A.7 and Table A.8 are for tests conducted using the Dickey-Fuller equation
with and without a constant, respectively, when [Tr0] = [Tw] = 15. As is the case when
[Tr0] = [Tw] = 12, the RW algorithm without a constant is preferred.
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Appendix B
Limit behaviour of the dating
algorithms
Proofs of Theorems 1–5 are provided in Phillips et al. (2015c, appendix B) and its technical
supplement, Phillips et al. (2015a).
This chapter of the appendix provides the proof of Theorems 6–12.
B.1 Regression equation with a constant
Using the rolling window approach with the Dickey-Fuller test for regression equation (2.7), the
origination, r1e, r2e, and termination, r1f , r2f , of the two bubble growth periods are estimated
as
rˆ1e = inf
r∈[r0,1]
{
r2 : DFr1,r > cv
RW
βT
}
and rˆ1f = inf
r∈[rˆ1e+LT ,1]
{
r2 : DFr1,r < cv
RW
βT
}
,
rˆ2e = inf
r∈(rˆ1f ,1]
{
r2 : DFr1,r > cv
RW
βT
}
and rˆ2f = inf
r∈[rˆ2e+LT ,1]
{
r2 : DFr1,r < cv
RW
βT
}
.
It is also clear that when βT → 0, cvRWβT →∞.
Given that r2 = r and r1 = r2 − w, the asymptotic distributions of the RW Dickey-Fuller
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statistic under the alternative hypothesis are
DFr1,r ∼a

FRWr (W,w) if τ1, t ∈ Ni, i = 0, 1, 2
−T (1−α)/2 (12cw)1/2 if τ1 6∈ Ni, t ∈ Ni, i = 1, 2
T 1−α/2 w
3/2√
2(rie−r1)
if τ1 ∈ Ni−1, t ∈ Bi, i = 1, 2
. (B.1)
If r ∈ N0,
lim
T→∞
Pr
{
DFr1,r > cv
RW
βT
}
= Pr
{
FRWr (W ) =∞
}
= 0.
If r ∈ Bi with i = 1, 2, limT→∞ Pr
{
DFr1,r > cv
RW
βT
}
= 1 provided that
cvRWβT
T 1−α/2 → 0. If r ∈ Ni
with i = 1, 2, limT→∞ Pr
{
DFr1,r < cv
RW
βT
}
= 1.
It follows that for any ξ, γ > 0,
Pr {rˆie > rie + ξ} → 0 and Pr {rˆif < rif − γ} → 0,
since Pr
{
DFRWr1,rie+aξ > cv
RW
βT
}
→ 1 for all 0 < aξ < ξ and Pr
{
DFRWr1,rif−aγ > cv
RW
βT
}
→ 1 for
all 0 < aγ < γ. Since ξ, γ > 0 is arbitrary and Pr {rˆie < rie} → 0 and Pr {rˆif > rif} → 0, it
can be deduced that Pr {|rˆie − rie| > ξ} → 0 and Pr {|rˆif − rif | > γ} → 0 as T →∞, provided
that
1
cvRWβT
+
cvRWβT
T 1−α/2
→ 0.
Therefore, the date-stamping strategy based on the RW Dickey-Fuller test can consistently
estimate r1e, r1f , r2e, and r2f . These results prove Theorem 6.
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B.2 Regression equation without a constant
Preliminary results are presented which characterise the behaviour of the Dickey-Fuller statistic
for (2.9) under the null hypothesis, and when computed over different conditions in the data
for a two-bubble data-generating process.
Null distribution
The distribution of the Dickey-Fuller statistic for a regression equation without a constant under
the null hypothesis is derived here. When there are no bubbles, the DGP is
yt = yt−1 + εt, (B.2)
where εt
i.i.d.∼ (0, σ2).
Lemma B.1. Under (B.2), yt=[Tr] ∼a T 1/2B(r).
Proof. Since yt is a unit root process, it is known that T
−1/2yt=[Tr] ⇒ B(r) as T →∞. 
The sample variance terms involving yj behave as follows.
τ2∑
j=τ1
y2t−1 = T (τ2 − τ1)
 1
τ2 − τ1
τ2∑
j=τ1
(
yj−1√
T
)2
∼a T 2(r2 − r1)
∫ r2
r1
B(s)2ds.
The sample covariance of yj−1 and εj behave as follows.
τ2∑
j=τ1
yj−1εj =
τ2∑
j=τ1
(
y0 +
j−1∑
s=1
εs
)
εj
= y0
τ2∑
j=τ1
εj +
τ2∑
j=τ1
j−1∑
s=1
εsεj
∼a 1
2
T [B(r2)
2 −B(r1)2 − σ2(r2 − r1)].
110
The proof draws from Phillips et al. (2015b, Lemma A.1.). The first term is
y0
τ2∑
j=τ1
εj ∼a T 1/2[B(r2)−B(r1)],
since y0 = Op(1) and
τ2∑
j=τ1
εj ∼a T 1/2[B(r2)−B(r1)],
and the second term is
τ2∑
j=τ1
j−1∑
s=1
εsεj ∼a 1
2
T [B(r2)
2 −B(r1)2 − σ2(r2 − r1)],
therefore the second term dominates the first, and
τ2∑
j=τ1
yj−1εj ∼a 1
2
T [B(r2)
2 −B(r1)2 − σ2(r2 − r1)].
Remark B.1. The limit distribution of δˆr1,r2 − 1 is obtained using
δˆr1,r2 − 1 =
∑τ2
j=τ1
yj−1 (yj − yj−1)∑τ2
j=τ1
y2j−1
=
∑τ2
j=τ1
yj−1εj∑τ2
j=τ1
y2j−1
∼a W (r2)
2 −W (r1)2 − (r2 − r1)
2T (r2 − r1)
∫ r2
r1
W (s)2ds
.
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The variance of the regression over [r1, r2] is given as
σˆ2r1,r2 =
1
τ2 − τ1
τ2∑
j=τ1
(
yj − δˆr1,r2yj−1
)2
=
1
τ2 − τ1
τ2∑
j=τ1
(
yj − yj−1 − (δˆr1,r2 − 1)yj−1
)2
=
1
τ2 − τ1
τ2∑
j=τ1
(
εj − (δˆr1,r2 − 1)yj−1
)2
=
1
T (r2 − r1)

τ2∑
j=τ1
ε2j − 2
(
δˆr1,r2 − 1
) τ2∑
j=τ1
yj−1εj +
(
δˆr1,r2 − 1
)2 τ2∑
j=τ1
y2j−1

=
1
T (r2 − r1)
τ2∑
j=τ1
ε2j {1 + op(1)}
∼a σ2,
since
τ2∑
j=τ1
ε2j ∼a T (r2 − r1)σ2 from Phillips et al. (2015b, Lemma A.1),
2
(
δˆr1,r2 − 1
) τ2∑
j=τ1
yj−1εj = Op(1), and
(
δˆr1,r2 − 1
)2 τ2∑
j=τ1
y2j−1 = Op(1).
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The distribution of the Dickey-Fuller t-statistic is given by
D˜F
t
r1,r2 =
(∑τ2
j=τ1
y2j−1
σˆ2r1,r2
)1/2 (
δˆr1,r2 − 1
)
=
(∑τ2
j=τ1
y2j−1
σˆ2r1,r2
)1/2 ∑τ2
j=τ1
yj−1 (yj − yj−1)∑τ2
j=τ1
y2j−1
=
∑τ2
j=τ1
yj−1 (yj − yj−1)
σ
(∑τ2
j=τ1
y2j−1
)1/2
=
∑τ2
j=τ1
yj−1εj
σ
(∑τ2
j=τ1
y2j−1
)1/2
∼a W (r2)
2 −W (r1)2 − (r2 − r1)
2(r2 − r1)1/2
{∫ r2
r1
W (s)2ds
}1/2 .
For the FR algorithm, Dickey-Fuller statistics are computed for sub-samples defined by r1 =
0 and r2 = r. Therefore, the distribution of the FR Dickey-Fuller statistic under the null
hypothesis is
F˜FRr (W, r0) :=
W (r)2 − r
2r1/2
{∫ r
0 W (s)
2ds
}1/2 .
The asymptotic distribution of the RR Dickey-Fuller statistic is computed for r1 ∈ [0, r − r0]
and r2 = r, and is
F˜RRr (W, r0) := sup
r1∈[0,r−r0]
rm=r−r1
 W (r)
2 −W (r1)2 − rm
2r
1/2
m
{∫ r
r1
W (s)2ds
}1/2
 .
Finally, for window length w = r − r1, the RW Dickey-Fuller statistic is distributed as
F˜RWr (W, r0) :=
W (r)2 −W (r1)2 − w
2w1/2
{∫ r
r1
W (s)2ds
}1/2 .
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Limit behaviour of the estimators
In order to prove Theorems 7–12, the limit behaviour of the estimators under different condi-
tions must first be established. These limit behaviours are derived using Lemmas B.2–B.6 and
Remarks B.2–B.4, which are shown in this section.
Notation:
• The two bubble periods are B1 = [τ1e, τ1f ] and B2 = [τ2e, τ2f ], where
τ1e = [Tr1e], τ2e = [Tr2e], τ1f = [Tr1f ], and τ2f = [Tr2f ].
• N0 = [1, τ1e), N1 = (τ1f , τ2e), and N2 = (τ2f , T ] denote the normal market (non-bubble)
periods before the first bubble, between the first and second bubbles, and after the second
bubble respectively.
The data generating process used is
yt =

yt−1 + εt for t ∈ N0
δT yt−1 + εt for t ∈ Bi with i = 1, 2
y‡τif +
∑t
k=τif+1
εk for t ∈ Ni with i = 1, 2
, (B.3)
where δt = 1 + cT
−α with c > 0 and α ∈ (0, 1), εt i.i.d.∼ (0, σ2) and y‡τif = yτie−1 + y‡ with
y‡ = Op(1) for i = 1, 2.
Under DGP (B.3), Phillips et al. (2015c, Lemma A9) provide the first of the following lemmas.
Lemma B.2. Under the data-generating process,
(1) For t ∈ N0, yt=[Tr] ∼a T 1/2B(r).
(2) For t ∈ Bi with i = 1, 2, yt=[Tr] = δt−τieT yτie {1 + op(1)} ∼a T 1/2δt−τieT B(rie).
(3) For t ∈ Ni with i = 1, 2, yt=[Tr] ∼a T 1/2[B(r)−B(rif ) +B(rie)].
Proof. See Phillips et al. (2015a, p. 8–9) 
Lemma B.3. The sample variance terms involving yt behave as follows.
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(1) For τ1 ∈ Ni−1 and τ2 ∈ Bi with i = 1, 2,
τ2∑
j=τ1
y2j−1 ∼a
T 1+αδ
2(τ2−τie)
T
2c
B(rie)
2.
(2) For τ1 ∈ Bi and τ2 ∈ Ni with i = 1, 2,
τ2∑
j=τ1
y2j−1 ∼a
T 1+αδ
2(τif−τie)
T
2c
B(rie)
2.
(3) For τ1 ∈ Ni−1 and τ2 ∈ Ni with i = 1, 2,
τ2∑
j=τ1
y2j−1 ∼a
T 1+αδ
2(τif−τie)
T
2c
B(rie)
2.
(4) For τ1 ∈ N0 and τ2 ∈ N2,
τ2∑
j=τ1
y2j−1 ∼a

T 1+αδ
2(τ1f−τ1e)
T
2c B(r1e)
2 if r1f − r1e > r2f − r2e
T 1+αδ
2(τ2f−τ2e)
T
2c B(r2e)
2 if r1f − r1e ≤ r2f − r2e
.
(5) For τ1 ∈ B1 and τ2 ∈ B2,
τ2∑
j=τ1
y2j−1 ∼a

T 1+αδ
2(τ1f−τ1e)
T
2c B(r1e)
2 if r1f − r1e > r2 − r2e
T 1+αδ
2(τ2−τ2e)
T
2c B(r2e)
2 if r1f − r1e ≤ r2 − r2e
.
(6) For τ1 ∈ B1 and τ2 ∈ N2,
τ2∑
j=τ1
y2j−1 ∼a

T 1+αδ
2(τ1f−τ1e)
T
2c B(r1e)
2 if r1f − r1e > r2f − r2e
T 1+αδ
2(τ2f−τ2e)
T
2c B(r2e)
2 if r1f − r1e ≤ r2f − r2e
.
(7) For τ1 ∈ N0 and τ2 ∈ B2,
τ2∑
j=τ1
y2j−1 ∼a

T 1+αδ
2(τ1f−τ1e)
T
2c B(r1e)
2 if r1f − r1e > r2 − r2e
T 1+αδ
2(τ2−τ2e)
T
2c B(r2e)
2 if r1f − r1e ≤ r2 − r2e
.
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(8) For τ1, τ2 ∈ Bi with i = 1, 2,
τ2∑
j=τ1
y2j−1 ∼a
T 1+αδ
2(τ2−τie)
T
2c
B(rie)
2.
Proof. (1) For τ1 ∈ Ni−1 and τ2 ∈ Bi,
τ2∑
j=τ1
y2j−1 =
τie−1∑
j=τ1
y2j−1 +
τ2∑
j=τie
y2j−1.
The first term
τie−1∑
j=τ1
y2j−i = T (τie − τ1)
 1
τie − τ1
τie−1∑
j=τ1
(
yj−1√
T
)2
∼a T 2(rie − r1)
∫ rie
r1
B(s)2ds.
The second term
τ2∑
j=τie
y2j−1 =
τ2∑
j=τie
(
δj−τieT yτie
)2 {1 + op(1)}
=
δ
2(τ2−τie)
T − 1
δ2T − 1
y2τie {1 + op(1)}
=
Tαδ
2(τ2−τie)
T
2c
y2τie {1 + op(1)}
∼a T
1+αδ
2(τ2−τie)
T
2c
B(rie)
2.
The second term dominates the first term due to the fact that
T 1+αδ
2(τ2−τie)
T
T 2
=
(δτ2−τieT )
2
T 1−α
=
e2c(r2−rie)T 1−α
T 1−α
> 1.
Therefore,
τ2∑
j=τ1
y2j−1 =
Tαδ
2(τ2−τie)
T
2c
y2τie {1 + op(1)} ∼a
T 1+αδ
2(τ2−τie)
T
2c
B(rie)
2.
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(2) For τ1 ∈ Bi and τ2 ∈ Ni,
τ2∑
j=τ1
y2j−1 =
τif+1∑
j=τ1
y2j−1 +
τ2∑
j=τif+2
y2j−1.
The first term
τif+1∑
j=τ1
y2j−1 =
τif+1∑
j=τ1
(
δj−τie−1T yτie {1 + op(1)}
)2
= y2τie
τif+1∑
j=τ1
(
δj−τie−1T
)2 {1 + op(1)}
= y2τie
[
δ
2(τif+1−τie)
T − δ2(τ1−τie−1)T
δ2T − 1
]
{1 + op(1)}
= y2τie
[
δ
2(τif+1−τie)
T − δ2(τ1−τie−1)T
2cT−α + c2T−2α
]
{1 + op(1)}
= Tαy2τie
[
δ
2(τif+1−τie)
T − δ2(τ1−τie−1)T
2c+ c2T−α
]
{1 + op(1)}
=
Tαδ
2(τif−τie+1)
T y
2
τie {1 + op(1)}
2c {1 + op(1)}
∼a T
1+αδ
2(τif−τie)
T
2c
B(rie)
2
The second term
τ2∑
j=τif+2
y2j−1 = T (τ2 − τif − 1)
 1
τ2 − τif − 1
τ2∑
j=τif+2
(
yj−1√
T
)2
= T 2(r2 − rif − 1
T
)
 1
τ2 − τif − 1
τ2∑
j=τif+2
(
yj−1√
T
)2
∼a T 2(r2 − rif )
∫ r2
rif
[B(s)−B(rif ) +B(rie)]2 ds
The first term dominates the second term due to the fact that
T 1+αδ
2(τif−τie+1)
T
T 2
=
(δ
τif−τie+1
T )
2
T 1−α
=
e2c(rif−rie)T 1−α
T 1−α
> 1.
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Therefore,
τ2∑
j=τ1
y2j−1 =
Tαδ
2(τif−τie+1)
T
2c
y2τie {1 + op(1)} ∼a
T 1+αδ
2(τif−τie)
T
2c
B(rie)
2.
(3) For τ1 ∈ Ni−1 and τ2 ∈ Ni,
τ2∑
j=τ1
y2j−1 =
τie∑
j=τ1
y2j−1 +
τif+1∑
j=τie+1
y2j−1 +
τ2∑
j=τif+2
y2j−1.
The three terms are
τie∑
j=τ1
y2j−i ∼a

T 2(r1e − r1)
∫ r1e
r1
B(s)2ds if i = 1
T 2(r2e − r1)
∫ r2e
r1
[B(s)−B(r1f ) +B(r1e)]2ds if i = 2
,
τif+1∑
j=τie+1
y2j−1 ∼a
T 1+αδ
2(τif−τie)
T
2c
B(rie)
2,
τ2∑
j=τif+2
y2j−1 ∼a T 2(r2 − rif )
∫ r2
rif
[B(s)−B(rif ) +B(rie)]2 ds
The second term,
∑τif+1
j=τie+1
y2j−1, dominates the other two terms since
T 1+αδ
2(τif−τie)
T
T 2
> 1. There-
fore,
τ2∑
j=τ1
y2j−1 =
Tαδ
2(τif−τie+1)
T
2c
y2τie {1 + op(1)} ∼a
T 1+αδ
2(τif−τie)
T
2c
B(rie)
2.
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(4) For τ1 ∈ N0 and τ2 ∈ N2,
τ2∑
j=τ1
y2j−1 =
τ1e∑
j=τ1
y2j−1 +
τ1f+1∑
j=τ1e+1
y2j−1 +
τ2e∑
j=τ1f+2
y2j−1
+
τ2f+1∑
j=τ2e+1
y2j−1 +
τ2∑
j=τ2f+2
y2j−1
=
 τ1f+1∑
j=τ1e+1
y2j−1 +
τ2f+1∑
j=τ2e+1
y2j−1
 {1 + op(1)}
∼a

T 1+αδ
2(τ1f−τ1e)
T
2c B(r1e)
2 if r1f − r1e > r2f − r2e
T 1+αδ
2(τ2f−τ2e)
T
2c B(r2e)
2 if r1f − r1e ≤ r2f − r2e
,
since
τ1e∑
j=τ1
y2j−1 ∼a T 2(r1e − r1)
∫ r1e
r1
B(s)2ds,
τ2e∑
j=τ1f+2
y2j−1 ∼a T 2(r2e − r1f )
∫ r2e
r1f
[B(s)−B(r1f ) +B(r1e)]2 ds,
τ2∑
j=τ2f+2
y2j−1 ∼a T 2(r2 − r2f )
∫ r2
r2f
[B(s)−B(r2f ) +B(r2e)]2 ds,
τ1f+1∑
j=τ1e+1
y2j−1 ∼a
T 1+αδ
2(τ1f−τ1e)
T
2c
B(r1e)
2,
τ2f+1∑
j=τ2e+1
y2j−1 ∼a
T 1+αδ
2(τ2f−τ2e)
T
2c
B(r2e)
2.
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(5) For τ1 ∈ B1 and τ2 ∈ B2,
τ2∑
j=τ1
y2j−1 =
τ1f+1∑
j=τ1
y2j−1 +
τ2e∑
j=τ1f+2
y2j−1 +
τ2∑
j=τ2e+1
y2j−1
=
τ1f+1∑
j=τ1
y2j−1 +
τ2∑
j=τ2e+1
y2j−1
 {1 + op(1)}
∼a

T 1+αδ
2(τ1f−τ1e)
T
2c B(r1e)
2 if r1f − r1e > r2 − r2e
T 1+αδ
2(τ2−τ2e)
T
2c B(r2e)
2 if r1f − r1e ≤ r2 − r2e
,
since
τ1f+1∑
j=τ1
y2j−1 ∼a
T 1+αδ
2(τ1f−τ1e)
T
2c
B(r1e)
2,
τ2e∑
j=τ1f+2
y2j−1 ∼a T 2(r2e − r1f )
∫ r2e
r1f
[B(s)−B(r1f ) +B(r1e)]2 ds,
τ2∑
j=τ2e+1
y2j−1 ∼a
T 1+αδ
2(τ2−τ2e)
T
2c
B(r2e)
2.
(6) For τ1 ∈ B1 and τ2 ∈ N2,
τ2∑
j=τ1
y2j−1 =
τ1f+1∑
τ1
y2j−1 +
τ2e∑
τ1f+2
y2j−1 +
τ2f+1∑
τ2e+1
y2j−1 +
τ2∑
τ2f+2
y2j−1
=
τ1f+1∑
τ1
y2j−1 +
τ2f+1∑
τ2e+1
y2j−1
 {1 + op(1)}
∼a

T 1+αδ
2(τ1f−τ1e)
T
2c B(r1e)
2 if r1f − r1e > r2f − r2e
T 1+αδ
2(τ2f−τ2e)
T
2c B(r2e)
2 if r1f − r1e ≤ r2f − r2e
,
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since
τ1f+1∑
τ1
y2j−1 ∼a
T 1+αδ
2(τ1f−τ1e)
T
2c
B(r1e)
2,
τ2e∑
τ1f+2
y2j−1 ∼a T 2(r2e − r1f )
∫ r2e
r1f
[B(s)−B(r1f ) +B(r1e)]2 ds,
τ2f+1∑
τ2e+1
y2j−1 ∼a
T 1+αδ
2(τ2f−τ2e)
T
2c
B(r2e)
2,
τ2∑
τ2f+2
y2j−1 ∼a T 2(r2 − r2f )
∫ r2
r2f
[B(s)−B(r2f ) +B(r2e)]2 ds,
(7) For τ1 ∈ N0 and τ2 ∈ B2,
τ2∑
j=τ1
y2j−1 =
τ1e∑
j=τ1
y2j−1 +
τ1f+1∑
j=τ1e+1
y2j−1 +
τ2e∑
j=τ1f+2
y2j−1 +
τ2∑
j=τ2e+1
y2j−1
=
 τ1f+1∑
j=τ1e+1
y2j−1 +
τ2∑
j=τ2e+1
y2j−1
 {1 + op(1)}
∼a

T 1+αδ
2(τ1f−τ1e)
T
2c B(r1e)
2 if r1f − r1e > r2 − r2e
T 1+αδ
2(τ2−τ2e)
T
2c B(r2e)
2 if r1f − r1e ≤ r2 − r2e
,
since
τ1e∑
j=τ1
y2j−1 ∼a T 2(r1e − r1)
∫ r1e
r1
B(s)2ds,
τ1f+1∑
j=τ1e+1
y2j−1 ∼a
T 1+αδ
2(τ1f−τ1e)
T
2c
B(r1e)
2,
τ2e∑
j=τ1f+2
y2j−1 ∼a T 2(r2e − r1f )
∫ r2e
r1f
[B(s)−B(r1f ) +B(r1e)]2 ds,
τ2∑
j=τ2e+1
y2j−1 ∼a
T 1+αδ
2(τ2−τ2e)
T
2c
B(r2e)
2.
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(8) For τ1, τ2 ∈ Bi, with i = 1, 2,
τ2∑
j=τ1
y2j−1 ∼a
T 1+αδ
2(τ2−τie)
T
2c
B(rie)
2.

Lemma B.4. The sample covariance of yt and εt behave as follows.
(1) For τ1 ∈ Ni−1 and τ2 ∈ Bi with i = 1, 2,
τ2∑
j=τ1
yj−1εj ∼a T (1+α)/2δτ2−τieT ycB(rie).
(2) For τ1 ∈ Bi and τ2 ∈ Ni with i = 1, 2,
τ2∑
j=τ1
yj−1εj ∼a T (1+α)/2δτif−τieT ycB(rie).
(3) For τ1 ∈ Ni−1 and τ2 ∈ Ni with i = 1, 2,
τ2∑
j=τ1
yj−1εj ∼a T (1+α)/2δτif−τieT ycB(rie).
(4) For τ1 ∈ N0 and τ2 ∈ N2,
τ2∑
j=τ1
yj−1εj ∼a

T (1+α)/2δ
τ1f−τ1e
T ycB(r1e) if r1f − r1e > r2f − r2e
T (1+α)/2δ
τ2f−τ2e
T ycB(r2e) if r1f − r1e ≤ r2f − r2e
.
(5) For τ1 ∈ B1 and τ2 ∈ B2,
τ2∑
j=τ1
yj−1εj ∼a

T (1+α)/2δ
τ1f−τ1e
T ycB(r1e) if r1f − r1e > r2 − r2e
T (1+α)/2δτ2−τ2eT ycB(r2e) if r1f − r1e ≤ r2 − r2e
.
(6) For τ1 ∈ B1 and τ2 ∈ N2,
τ2∑
j=τ1
yj−1εj ∼a

T (1+α)/2δ
τ1f−τ1e
T ycB(r1e) if r1f − r1e > r2f − r2e
T (1+α)/2δ
τ2f−τ2e
T ycB(r2e) if r1f − r1e ≤ r2f − r2e
.
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(7) For τ1 ∈ N0 and τ2 ∈ B2,
τ2∑
j=τ1
yj−1εj ∼a

T (1+α)/2δ
τ1f−τ1e
T ycB(r1e) if r1f − r1e > r2 − r2e
T (1+α)/2δτ2−τ2eT ycB(r2e) if r1f − r1e ≤ r2 − r2e
.
(8) For τ1, τ2 ∈ Bi with i = 1, 2,
τ2∑
j=τ1
yj−1εj ∼a T (1+α)/2δτ2−τieT ycB(rie).
Proof. (1) For τ1 ∈ Ni−1 and τ2 ∈ Bi, with i = 1, 2,
τ2∑
j=τ1
yj−1εj =
τie∑
j=τ1
yj−1εj +
τ2∑
j=τie+1
yj−1εj .
The first term is
τie∑
j=τ1
yj−1εj =
τie∑
j=τ1
(
y0 +
j−1∑
s=1
εs
)
εj
= y0
τie∑
j=τ1
εj +
τie∑
j=τ1
j−1∑
s=1
εsεj .
Based on Phillips et al. (2015b, Lemma A1),
y0
τie∑
j=τ1
εj ∼a T 1/2y0 [B(rie)−B(r1)]
and
τie∑
j=τ1
j−1∑
s=1
εsεj ∼a 1
2
T
[
B(rie)
2 −B(r1)2 − σ2(rie − r1)
]
,
therefore
τie∑
j=τ1
yj−1εj =
τie∑
j=τ1
j−1∑
s=1
εsεj {1 + op(1)}
∼a 1
2
T
[
B(rie)
2 −B(r1)2 − σ2(rie − r1)
]
.
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Based on Phillips and Magdalinos (2007, Lemma 4.2) it can be shown that for α < 1,
T−α/2
τ2−τie∑
j=0
δ
j−(τ2−τie)
T ετ2−j
L→ yc ≡ N(0, σ2/2c),
as τ2 − τie →∞.
The second term is
τ2∑
j=τie+1
yj−1εj =
τ2∑
j=τie+1
(
δj−τie−1T yτie
)
εj {1 + op(1)}
=
τ2−τie−1∑
j=0
δjT εj+τie+1yτie {1 + op(1)}
= Tα/2δτ2−τie−1
T−α/2 τ2−τie−1∑
j=0
δj−(τ2−τie−1)εj+τie+1
 yτie {1 + op(1)} .
Since εt is i.i.d.,
τ2∑
j=τie+1
yj−1εj ∼a T (1+α)/2δτ2−τieT ycB(rie).
The second term dominates the first due to the fact that
T (1+α)/2δτ2−τieT
T
> 1,
therefore
τ2∑
j=τ1
yj−1εj ∼a T (1+α)/2δτ2−τieT ycB(rie).
(2) For τ1 ∈ Bi and τ2 ∈ Ni,
τ2∑
j=τ1
yj−1εj =
τif+1∑
j=τ1
yj−1εj +
τ2∑
j=τif+2
yj−1εj .
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The first term is
τif+1∑
j=τ1
yj−1εj =
τif+1∑
j=τ1
εjδ
j−1−τieyτie {1 + op(1)}
=
τif+1−τ1∑
j=0
εj+τ1δ
j+τ1−τie−1yτie {1 + op(1)}
= δτ1−τie−1T δ
τif+1−τ1
T
τif+1−τ1∑
j=0
δ
j−(τif+1−τ1)
T εj+τ1yτie {1 + op(1)}
= Tα/2δ
τif−τie
T
T−α/2 τif+1−τ1∑
j=0
δ
j−(τif+1−τie)
T εj+τ1
 yτie {1 + op(1)}
∼a T (1+α)/2δτif−τieT ycB(rie).
The second term is
τ2∑
j=τif+2
yj−1εj =
τ2∑
j=τif+2
 j−1∑
s=τif+1
εs + yτie + y
‡
 εj
=
τ2∑
j=τif+2
(
j−1∑
s=1
εs −
τif∑
s=1
εs + yτie + y
‡
)
εj
=
τ2∑
j=τif+2
j−1∑
s=1
εsεj −
τ2∑
j=τif+2
εj
τif∑
s=1
εs + yτie
τ2∑
j=τif+2
εj + y
‡
τ2∑
j=τif+2
εj
= Op(T ) +Op(T ) +Op(T ) +Op(
√
T ).
Therefore the first term dominates the second term, and
τ2∑
j=τ1
yj−1εj ∼a T (1+α)/2δτif−τieT ycB(rie).
(3) For τ1 ∈ Ni−1 and τ2 ∈ Ni, with i = 1, 2,
τ2∑
j=τ1
yj−1εj =
τie∑
j=τ1
yj−1εj +
τif+1∑
j=τie+1
yj−1εj +
τ2∑
j=τif+2
yj−1εj
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The second term dominates the others since
τie∑
j=τ1
yj−1εj = Op(T ),
τif+1∑
j=τie+1
yj−1εj = Op
(
T (1+α)/2δ
τif−τie
T
)
,
τ2∑
j=τif+2
yj−1εj = Op(T ),
therefore
τ2∑
j=τ1
yj−1εj ∼a T (1+α)/2δτif−τieT ycB(rie).
(4) For τ1 ∈ N0 and τ2 ∈ N2,
τ2∑
j=τ1
yj−1εj =
τ1e∑
j=τ1
yj−1εj +
τ1f+1∑
j=τ1e+1
yj−1εj +
τ2e∑
j=τ1f+2
yj−1εj
+
τ2f+1∑
j=τ2e+1
yj−1εj +
τ2∑
j=τ2f+2
yj−1εj
=
 τ1f+1∑
j=τ1e+1
yj−1εj +
τ2f+1∑
j=τ2e+1
yj−1εj
 {1 + op(1)}
∼a

T (1+α)/2δ
τ1f−τ1e
T ycB(r1e) if r1f − r1e > r2f − r2e
T (1+α)/2δ
τ2f−τ2e
T ycB(r2e) if r1f − r1e ≤ r2f − r2e
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since
τ1e∑
j=τ1
yj−1εj = Op(T ),
τif+1∑
j=τie+1
yj−1εj = Op
(
T (1+α)/2δ
τif−τie
T
)
for i = 1, 2,
τ2e∑
j=τ1f+2
yj−1εj = Op(T ),
τ2∑
j=τ2f+2
yj−1εj = Op(T ).
(5) For τ1 ∈ B1 and τ2 ∈ B2,
τ2∑
j=τ1
yj−1εj =
τ1f+1∑
j=τ1
yj−1εj +
τ2e∑
j=τ1f+2
yj−1εj +
τ2∑
j=τ2e+1
yj−1εj
=
τ1f+1∑
j=τ1
yj−1εj +
τ2∑
j=τ2e+1
yj−1εj
 {1 + op(1)}
∼a

T (1+α)/2δ
τ1f−τ1e
T ycB(r1e) if r1f − r1e > r2 − r2e
T (1+α)/2δτ2−τ2eT ycB(r2e) if r1f − r1e ≤ r2 − r2e
,
since
τ1f+1∑
j=τ1
yj−1εj = Op
(
T (1+α)/2δ
τ1f−τ1e
T
)
,
τ2e∑
j=τ1f+2
yj−1εj = Op(T ),
τ2∑
j=τ2e+1
yj−1εj = Op
(
T (1+α)/2δτ2−τ2eT
)
.
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(6) For τ1 ∈ B1 and τ2 ∈ N2,
τ2∑
j=τ1
yj−1εj =
τ1f+1∑
j=τ1
yj−1εj +
τ2e∑
j=τ1f+2
yj−1εj +
τ2f+1∑
j=τ2e+1
yj−1εj +
τ2∑
j=τ2f+1
yj−1εj
=
τ1f+1∑
j=τ1
yj−1εj +
τ2f+1∑
j=τ2e+1
yj−1εj
 {1 + op(1)}
∼a

T (1+α)/2δ
τ1f−τ1e
T ycB(r1e) if r1f − r1e > r2f − r2e
T (1+α)/2δ
τ2f−τ2e
T ycB(r2e) if r1f − r1e ≤ r2f − r2e
,
since
τ1f+1∑
j=τ1
yj−1εj = Op
(
T (1+α)/2δ
τ1f−τ1e
T
)
,
τ2e∑
j=τ1f+2
yj−1εj = Op(T ),
τ2f+1∑
j=τ2e+1
yj−1εj = Op
(
T (1+α)/2δ
τ2f−τ2e
T
)
,
τ2∑
j=τ2f+2
yj−1εj = Op(T ).
(7) For τ1 ∈ N0 and τ2 ∈ B2,
τ2∑
j=τ1
yj−1εj =
τ1e∑
j=τ1
yj−1εj +
τ1f+1∑
j=τ1e+1
yj−1εj +
τ2e∑
j=τ1f+2
yj−1εj +
τ2∑
j=τ2e+1
yj−1εj
=
 τ1f+1∑
j=τ1e+1
yj−1εj +
τ2∑
j=τ2e+1
yj−1εj
 {1 + op(1)}
∼a

T (1+α)/2δ
τ1f−τ1e
T ycB(r1e) if r1f − r1e > r2 − r2e
T (1+α)/2δτ2−τ2eT ycB(r2e) if r1f − r1e ≤ r2 − r2e
,
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since
τ1e∑
j=τ1
yj−1εj = Op(T ),
τ1f+1∑
j=τ1e+1
yj−1εj = Op
(
T (1+α)/2δ
τ1f−τ1e
T
)
,
τ2e∑
j=τ1f+2
yj−1εj = Op(T ),
τ2∑
j=τ2e+1
yj−1εj = Op
(
T (1+α)/2δτ2−τ2eT
)
.
(8) For τ1, τ2 ∈ Bi, with i = 1, 2,
τ2∑
j=τ1
yj−1εj ∼a T (1+α)/2δτ2−τeT ycB(re),
which follows by replacing τf + 1 with τ2 in the proof for case (2) of this lemma. 
Lemma B.5. The sample covariance of yj−1 and yj − δT yj−1 behaves as follows.
(1) For τ1 ∈ Ni−1 and τ2 ∈ Bi with i = 1, 2,
τ2∑
j=τ1
yj−1(yj − δT yj−1) ∼a T (1+α)/2δτ2−τieT ycB(rie).
(2) For τ1 ∈ Bi and τ2 ∈ Ni with i = 1, 2,
τ2∑
j=τ1
yj−1(yj − δT yj−1) ∼a −Tδ2(τif−τie)T B(rie)2.
(3) For τ1 ∈ Ni−1 and τ2 ∈ Ni with i = 1, 2,
τ2∑
j=τ1
yj−1(yj − δT yj−1) ∼a −Tδ2(τif−τie)T B(rie)2.
129
(4) For τ1 ∈ N0 and τ2 ∈ N2,
τ2∑
j=τ1
yj−1(yj − δT yj−1) ∼a

−Tδ2(τ1f−τ1e)T B(r1e)2 if r1f − r1e > r2f − r2e
−Tδ2(τ2f−τ2e)T B(r2e)2 if r1f − r1e ≤ r2f − r2e
.
(5) For τ1 ∈ B1 and τ2 ∈ B2,
τ2∑
j=τ1
yj−1(yj − δT yj−1) ∼a

−Tδ2(τ1f−τ1e)T B(r1e)2 if 2 (r1f − r1e) > r2 − r2e
T (1+α)/2δτ2−τ2eT ycB(r2e) if 2 (r1f − r1e) ≤ r2 − r2e
.
(6) For τ1 ∈ B1 and τ2 ∈ N2,
τ2∑
j=τ1
yj−1(yj − δT yj−1) ∼a

−Tδ2(τ1f−τ1e)T B(r1e)2 if r1f − r1e > r2f − r2e
−Tδ2(τ2f−τ2e)T B(r2e)2 if r1f − r1e ≤ r2f − r2e
.
(7) For τ1 ∈ N0 and τ2 ∈ B2,
τ2∑
j=τ1
yj−1(yj − δT yj−1) ∼a

−Tδ2(τ1f−τ1e)T B(r1e)2 if 2(r1f − r1e) > r2 − r2e
T (1+α)/2δτ2−τ2eT ycB(r2e) if 2 (r1f − r1e) ≤ r2 − r2e
.
(8) For τ1, τ2 ∈ Bi with i = 1, 2,
τ2∑
j=τ1
yj−1(yj − δT yj−1) ∼a T (1+α)/2δτ2−τieT ycB(rie).
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Proof. (1) For τ1 ∈ Ni−1 and τ2 ∈ Bi with i = 1, 2,
τ2∑
j=τ1
yj−1(yj − δT yj−1) =
τie−1∑
j=τ1
yj−1(yj − yj−1 + yj−1 − δT yj−1) +
τ2∑
j=τie
yj−1εj
=
τie−1∑
j=τ1
yj−1εj + (1− δT )
τie−1∑
j=τ1
y2j−1 +
τ2∑
j=τie
yj−1εj
=
τ2∑
j=τ1
yj−1εj + (1− δT )
τie−1∑
j=τ1
y2j−1
=
τ2∑
j=τ1
yj−1εj − cT−α
τie−1∑
j=τ1
y2j−1.
Since
τ2∑
j=τ1
yj−1εj ∼a T (1+α)/2δτ2−τieT ycB(rie) (from Lemma B.4),
−cT−α
τie−1∑
j=τ1
y2j−1 ∼a −cT 2−α(rie − r1)
∫ rie
r1
B(s)2ds,
and
T (1+α)/2δ
τ2−τie
T
T 2−α > 1, the first term dominates the second. Therefore,
τ2∑
j=τ1
yj−1(yj − δT yj−1) ∼a T (1+α)/2δτ2−τieT ycB(rie).
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(2) For τ1 ∈ Bi and τ2 ∈ Ni with i = 1, 2,
τ2∑
j=τ1
yj−1(yj − δT yj−1) =
τif∑
j=τ1
yj−1(yj − δT yj−1) +
[
yτif (yτif+1 − δT yτif )
]
+
τ2∑
j=τif+2
yj−1(yj − δT yj−1)
=
τif∑
j=τ1
yj−1εj + yτif (yτie + y
‡ + ετif+1 − δT yτif )
+
τ2∑
j=τif+2
yj−1(yj − yj−1 + yj−1 − δT yj−1)
=
τ2∑
j=τ1
yj−1εj + yτif (yτie + y
‡ − δT yτif )− cT−α
τ2∑
j=τif+2
y2j−1
=
τ2∑
j=τ1
yj−1εj + yτif yτie + y
‡yτif − δT y2τif − cT−α
τ2∑
j=τif+2
y2j−1
The term −δT y2τif dominates all others since
τ2∑
j=τ1
yj−1εj = Op
(
T (1+α)/2δ
τif−τie
T
)
,
yτif yτie = Op
(
T 1/2δ
τif−τie
T
)
Op
(
T 1/2δ0T
)
= Op
(
Tδ
τif−τie
T
)
,
y‡yτif = Op (1)Op
(
T 1/2δ
τif−τie
T
)
= Op
(
T 1/2δ
τif−τie
T
)
,
δT y
2
τif
= Op
(
Tδ
2(τif−τie)
T
)
,
cT−α
τ2∑
j=τif+2
y2j−1 = Op
(
T−α
)
Op
(
T 2
)
=
(
T 2−α
)
,
therefore
τ2∑
j=τ1
yj−1(yj − δT yj−1) = −δT y2τif {1 + op(1)}
∼a −Tδ2(τif−τie)T B(rie)2.
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(3) For τ1 ∈ Ni−1 and τ2 ∈ Ni with i = 1, 2,
τ2∑
j=τ1
yj−1(yj − δT yj−1) =
τie−1∑
j=τ1
yj−1(yj − yj−1 + yj−1 − δT yj−1)
+
τif∑
j=τie
yj−1εj + yτif (yτif+1 − δT yτif )
+
τ2∑
j=τif+2
yj−1(yj − yj−1 + yj−1 − δT yj−1)
=
τie−1∑
j=τ1
yj−1εj − cT−α
τie−1∑
j=τ1
y2j−1 +
τif∑
j=τie
yj−1εj
+ yτif (yτie + y
‡ + ετif+1 − δT yτif )
+
τ2∑
j=τif+2
yj−1εj − cT−α
τ2∑
j=τif+2
y2j−1
=
τ2∑
j=τ1
yj−1εj − δT y2τif − cT−α
τie−1∑
j=τ1
y2j−1 − cT−α
τ2∑
j=τif+2
y2j−1
+ yτif yτie + y
‡yτif .
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The second term dominates all the other terms since
τ2∑
j=τ1
yj−1εj = Op
(
T (1+α)/2δτ2−τieT
)
,
δT y
2
τif
= Op
(
Tδ
2(τif−τie)
T
)
,
cT−α
τie−1∑
j=τ1
y2j−1 = Op
(
T 2−α
)
,
cT−α
τ2∑
j=τif+2
y2j−1 = Op
(
T 2−α
)
,
yτif yτie = Op
(
Tδ
τif−τie
T
)
,
y‡yτif = Op
(
T 1/2δ
τif−τie
T
)
.
Therefore,
τ2∑
j=τ1
yj−1(yj − δT yj−1) = −δT y2τif {1 + op(1)}
∼a −Tδ2(τif−τie)T B(rie)2.
(4) For τ1 ∈ N0 and τ2 ∈ N2,
τ2∑
j=τ1
yj−1(yj − δT yj−1) =
τ2e∑
j=τ1
yj−1(yj − δT yj−1) +
τ2∑
j=τ2e+1
yj−1(yj − δT yj−1)
∼a

−Tδ2(τ1f−τ1e)T B(r1e)2 if r1f − r1e > r2f − r2e
−Tδ2(τ2f−τ2e)T B(r2e)2 if r1f − r1e ≤ r2f − r2e
,
from parts (2) and (3) of this lemma.
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(5) For τ1 ∈ B1 and τ2 ∈ B2, let τ3 be a point such that τ1 < τ3 < τ2 and τ3 ∈ N1. Then
τ2∑
j=τ1
yj−1(yj − δT yj−1) =
τ3∑
j=τ1
yj−1(yj − δT yj−1) +
τ2∑
j=τ2
yj−1(yj − δT yj−1)
∼a

−Tδ2(τ1f−τ1e)T B(r1e)2 if 2 (r1f − r1e) > r2 − r2e
T (1+α)/2δτ2−τ2eT ycB(r2e) if 2 (r1f − r1e) ≤ r2 − r2e
,
from parts (1) and (2) of this lemma.
(6) For τ1 ∈ B1 and τ2 ∈ N2, let τ3 be a point such that τ1 < τ3 < τ2 and τ3 ∈ N1. Then
τ2∑
j=τ1
yj−1(yj − δT yj−1) =
τ3∑
j=τ1
yj−1(yj − δT yj−1) +
τ2∑
j=τ2
yj−1(yj − δT yj−1)
∼a

−Tδ2(τ1f−τ1e)T B(r1e)2 if r1f − r1e > r2f − r2e
−Tδ2(τ2f−τ2e)T B(r2e)2 if r1f − r1e ≤ r2f − r2e
,
from parts (2) and (3) of this lemma.
(7) For τ1 ∈ B1 and τ2 ∈ N2, let τ3 be a point such that τ1 < τ3 < τ2 and τ3 ∈ N1. Then
τ2∑
j=τ1
yj−1(yj − δT yj−1) =
τ3∑
j=τ1
yj−1(yj − δT yj−1) +
τ2∑
j=τ2
yj−1(yj − δT yj−1)
∼a

−Tδ2(τ1f−τ1e)T B(r1e)2 if 2(r1f − r1e) > r2 − r2e
T (1+α)/2δτ2−τ2eT ycB(r2e) if 2(r1f − r1e) ≤ r2 − r2e
,
from parts (1) and (3) of this lemma.
(8) For τ1, τ2 ∈ Bi with i = 1, 2,
τ2∑
j=τ1
yj−1(yj − δT yj−1) =
τ2∑
j=τ1
yj−1εj
∼a T (1+α)/2δτ2−τieT ycB(rie).

Remark B.2. Based on Lemma B.3 and Lemma B.5, the limit distribution of δˆr1,r2 − δT can
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be obtained using
δˆr1,r2 − δT =
∑τ2
j=τ1
yj−1 (yj − δT yj−1)∑τ2
j=τ1
y2j−1
.
(1) For τ1 ∈ Ni−1 and τ2 ∈ Bi with i = 1, 2,
δˆr1,r2 − δT ∼a T−(1+α)/2δ−(τ2−τie)T
2cyc
B(rie)
;
(2) For τ1 ∈ Bi and τ2 ∈ Ni with i = 1, 2,
δˆr1,r2 − δT ∼a −2cT−α;
(3) For τ1 ∈ Ni−1 and τ2 ∈ Ni with i = 1, 2,
δˆr1,r2 − δT ∼a −2cT−α;
(4) For τ1 ∈ N0 and τ2 ∈ N2,
δˆr1,r2 − δT ∼a −2cT−α;
(5) For τ1 ∈ B1 and τ2 ∈ B2,
δˆr1,r2 − δT ∼a

−2cT−α if r1f − r1e > r2 − r2e
−2cT−αδ2[−(τ2−τ2e)+(τ1f−τ1e)]T
(
B(r1e)
B(r2e)
)2
if 2(r1f − r1e) > r2 − r2e ≥ r1f − r1e
2cT−(1+α)/2δ−(τ2−τ2e)T ycB(r2e)
−1 if 2(r1f − r1e) ≤ r2 − r2e
;
(6) For τ1 ∈ B1 and τ2 ∈ N2,
δˆr1,r2 − δT ∼a −2cT−α;
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(7) For τ1 ∈ N0 and τ2 ∈ B2,
δˆr1,r2 − δT ∼a

−2cT−α if r1f − r1e > r2 − r2e
−2cT−αδ2[−(τ2−τ2e)+(τ1f−τ1e)]T
(
B(r1e)
B(r2e)
)2
if 2(r1f − r1e) > r2 − r2e ≥ r1f − r1e
2cT−(1+α)/2δ−(τ2−τ2e)T ycB(r2e)
−1 if 2(r1f − r1e) ≤ r2 − r2e
;
(8) For τ1, τ2 ∈ Bi with i = 1, 2,
δˆr1,r2 − δT ∼a T−(1+α)/2δ−(τ2−τie)T
2cyc
B(rie)
;
Remark B.3. The asymptotic distribution of the unit root coefficient Z-statistics can be cal-
culated using
DF zr1,r2 = τw
(
δˆr1,r2 − 1
)
= τw (δT − 1) + τw
(
δˆr1,r2 − δT
)
.
(1) For τ1 ∈ Ni−1 and τ2 ∈ Bi with i = 1, 2,
DF zr1,r2 = cwT
1−α + op(1)→∞.
(2) For τ1 ∈ Bi and τ2 ∈ Ni with i = 1, 2,
DF zr1,r2 = −cwT 1−α → −∞.
(3) For τ1 ∈ Ni−1 and τ2 ∈ Ni with i = 1, 2,
DF zr1,r2 = −cwT 1−α → −∞.
(4) For τ1 ∈ N0 and τ2 ∈ N2,
DF zr1,r2 = −cwT 1−α → −∞.
137
(5) For τ1 ∈ B1 and τ2 ∈ B2,
DF zr1,r2 =

−cwT 1−α → −∞ if r1f − r1e > r2 − r2e
cwT 1−α + op(1)→∞ if r1f − r1e ≤ r2 − r2e
.
(6) For τ1 ∈ B1 and τ2 ∈ N2,
DF zr1,r2 = −cwT 1−α → −∞.
(7) For τ1 ∈ N0 and τ2 ∈ B2,
DF zr1,r2 =

−cwT 1−α → −∞ if r1f − r1e > r2 − r2e
cwT 1−α + op(1)→∞ if r1f − r1e ≤ r2 − r2e
.
(8) For τ1, τ2 ∈ Bi with i = 1, 2,
DF zr1,r2 = cwT
1−α + op(1)→∞.
In order to obtain the asymptotic distribution of the Dickey-Fuller t-statistic, the equation
standard error of the regression over [r1, r2] is required. The standard error is
σˆr1,r2 =
τ−1w
τ2∑
j=τ1
(yj − δˆr1,r2yj−1)2

1/2
.
Lemma B.6. (1) For τ1 ∈ Ni−1 and τ2 ∈ Bi with i = 1, 2,
σˆ2r1,r2 ∼a

rie−r1
w c
2T 1−2α
∫ rie
r1
B(s)2ds if α < 12
σ2 if α ≥ 12
.
(2) For τ1 ∈ Bi and τ2 ∈ Ni with i = 1, 2,
σˆ2r1,r2 ∼a
1
w
δ
2(τif−τie)
T B(rie)
2.
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(3) For τ1 ∈ Ni−1 and τ2 ∈ Ni with i = 1, 2,
σˆ2r1,r2 ∼a
1
w
δ
2(τif−τie)
T B(rie)
2.
(4) For τ1 ∈ N0 and τ2 ∈ N2,
σˆ2r1,r2 ∼a

1
wδ
2(τ1f−τ1e)
T B(r1e)
2 if r1f − r1e > r2f − r2e
1
wδ
2(τ2f−τ2e)
T B(r2e)
2 if r1f − r1e ≤ r2f − r2e
.
(5) For τ1 ∈ B1 and τ2 ∈ B2,
σˆ2r1,r2 ∼a
1
w
δ
2(τ1f−τ1e)
T B(r1e)
2.
(6) For τ1 ∈ B1 and τ2 ∈ N2,
σˆ2r1,r2 ∼a

1
wδ
2(τ1f−τ1e)
T B(r1e)
2 if r1f − r1e > r2f − r2e
1
wδ
2(τ2f−τ2e)
T B(r2e)
2 if r1f − r1e ≤ r2f − r2e
.
(7) For τ1 ∈ N0 and τ2 ∈ B2,
σˆ2r1,r2 ∼a
1
w
δ
2(τ1f−τ1e)
T B(r1e)
2.
(8) For τ1, τ2 ∈ Bi with i = 1, 2,
σˆ2r1,r2 ∼a σ2.
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Proof. (1) For τ1 ∈ Ni−1 and τ2 ∈ Bi, with i = 1, 2,
σˆ2r1,r2 = τ
−1
w
τ2∑
j=τ1
(
yj − δˆr1,r2yj−1
)2
= τ−1w

τie−1∑
j=τ1
(
yj − yj−1 + yj−1 − δˆr1,r2yj−1
)2
+
τ2∑
j=τie
(
yj − δT yj−1 + δT yj−1 − δˆr1,r2yj−1
)2
= τ−1w

τie−1∑
j=τ1
[
εj −
(
δˆr1,r2 − 1
)
yj−1
]2
+
τ2∑
j=τie
[
εj −
(
δˆr1,r2 − δT
)
yj−1
]2
= τ−1w

τ2∑
j=τ1
ε2j − 2
(
δˆr1,r2 − 1
) τie−1∑
j=τ1
yj−1εj +
(
δˆr1,r2 − 1
)2 τie−1∑
j=τ1
y2j−1
−2
(
δˆr1,r2 − δT
) τ2∑
j=τie
yj−1εj +
(
δˆr1,r2 − δT
)2 τ2∑
j=τie
y2j−1

= τ−1w
 τ2∑
j=τ1
ε2j +
(
δˆr1,r2 − 1
)2 τie−1∑
j=τ1
y2j−1
 {1 + op(1)} ,
and
σˆr1,r2 ∼a

rie−r1
w c
2T 1−2α
∫ rie
r1
B(s)2ds if α < 12
σ2 if α ≥ 12
.
The terms τ−1w
∑τ2
j=τ1
ε2j or τ
−1
w
(
δˆr1,r2 − 1
)2∑τie−1
j=τ1
y2j−1 dominate the other terms, depending
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on the value of α, due to the fact that
τ2∑
j=τ1
ε2j = Op (T ) (from Phillips et al. (2015b, Lemma A1)),
−2
(
δˆr1,r2 − 1
) τie−1∑
j=τ1
yj−1εj = Op
(
T−α
)
Op (T ) = Op
(
T 1−α
)
,
(
δˆr1,r2 − 1
)2 τie−1∑
j=τ1
y2j−1 = Op
(
T−2α
)
Op
(
T 2
)
= Op
(
T 2(1−α)
)
,
−2
(
δˆr1,r2 − δT
) τ2∑
j=τie
yj−1εj = Op
(
T−(1+α)/2δ−(τ2−τie)T
)
Op
(
T (1+α)/2δτ2−τieT
)
= Op (1) ,
(
δˆr1,r2 − δT
)2 τ2∑
j=τie
y2j−1 = Op
(
T−(1+α)δ−2(τ2−τie)T
)
Op
(
T 1+αδ
2(τ2−τie)
T
)
= Op (1) .
(2) For τ1 ∈ Bi and τ2 ∈ Ni, with i = 1, 2,
yτif+1 − δˆr1,r2yτif = yτie + y‡ + ετif+1 − yτif −
(
δˆr1,r2 − 1
)
yτif
= Op
(
T 1/2
)
+Op (1) +Op (1)Op
(
T 1/2δ
τif−τie
T
)
Op
(
T 1/2−αδτif−τieT
)
= −yτif {1 + op(1)}
= −δτif−τieT yτie {1 + op(1)} .
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Therefore,
σˆ2r1,r2 = τ
−1
w
τ2∑
j=τ1
(
yj − δˆr1,r2yj−1
)2
= τ−1w

τif∑
j=τ1
(
yj − δT yj−1 + δT yj−1 − δˆr1,r2yj−1
)2
+
(
yτif+1 − δˆr1,r2yτif
)2
+
τ2∑
j=τif+2
(
yj − yj−1 + yj−1 − δˆr1,r2yj−1
)2
= τ−1w

τif∑
j=τ1
[
εj −
(
δˆr1,r2 − δT
)
yj−1
]2
+
(
yτif+1 − δˆr1,r2yτif
)2
+
τ2∑
j=τif+2
[
εj −
(
δˆr1,r2 − 1
)
yj−1
]2
= τ−1w

τif∑
j=τ1
ε2j − 2
(
δˆr1,r2 − δT
) τif∑
j=τ1
yj−1εj +
(
δˆr1,r2 − δT
)2 τif∑
j=τ1
y2j−1
+
(
yτif+1 − δˆr1,r2yτif
)2
+ ε2τif+1 − ε2τif+1
+
τ2∑
j=τif+2
ε2j − 2
(
δˆr1,r2 − 1
) τ2∑
j=τif+2
yj−1εj +
(
δˆr1,r2 − 1
)2 τ2∑
j=τif+2
y2j−1

= τ−1w

τ2∑
j=τ1
ε2j − 2
(
δˆr1,r2 − δT
) τif∑
j=τ1
yj−1εj +
(
δˆr1,r2 − δT
)2 τif∑
j=τ1
y2j−1
+
(
yτif+1 − δˆr1,r2yτif
)2 − ε2τif+1 − 2(δˆr1,r2 − 1) τ2∑
j=τif+2
yj−1εj +
(
δˆr1,r2 − 1
)2 τ2∑
j=τif+2
y2j−1

=
(
yτif+1 − δˆr1,r2yτif
)2 {1 + op(1)}
∼a 1
w
δ
2(τif−τie)
T B(rie)
2.
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The term τ−1w
(
yτif+1 − δˆr1,r2yτif
)2
dominates the other terms due to the fact that
τ2∑
j=τ1
ε2j = Op (T ) ,
(
δˆr1,r2 − δT
)2 τif∑
j=τ1
y2j−1 = Op
(
T−2α
)
Op
(
T 1+αδ
2(τif−τie)
T
)
= Op
(
T 1−αδ2(τif−τie)T
)
,
(
δˆr1,r2 − 1
)2 τ2∑
j=τif+2
y2j−1 = Op
(
T−2α
)
Op
(
T 2
)
= Op
(
T 2(1−α)
)
,
−2
(
δˆr1,r2 − δT
) τif∑
j=τ1
yj−1εj = Op
(
T−α
)
Op
(
T (1+α)/2δ
τif−τie
T
)
= Op
(
T (1−α)/2δτif−τieT
)
,
−2
(
δˆr1,r2 − 1
) τ2∑
j=τif+2
yt−1εj = Op
(
T−α
)
Op (T ) = Op
(
T 1−α
)
,
(
yτif+1 − δˆr1,r2yτif
)2
= Op
(
Tδ
2(τif−τie)
T
)
.
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(3) For τ1 ∈ Ni−1 and τ2 ∈ Ni, with i = 1, 2,
σˆ2r1,r2 = τ
−1
w
τ2∑
j=τ1
(
yj − δˆr1,r2yj−1
)2
= τ−1w

τie−1∑
j=τ1
[
εj −
(
δˆr1,r2 − 1
)
yj−1
]2
+
τif∑
j=τie
[
εj −
(
δˆr1,r2 − δT
)
yj−1
]2
+
(
yτif+1 − δˆr1,r2yτif
)2
+
τ2∑
j=τif+2
[
εj −
(
δˆr1,r2 − 1
)
yj−1
]2
= τ−1w

τ2∑
j=τ1
ε2j +
(
yτif+1 − δˆr1,r2yτif
)2 − ε2τif+1
−2
(
δˆr1,r2 − 1
)τie−1∑
j=τ1
yj−1εj +
τ2∑
j=τif+2
yj−1εj
− 2(δˆr1,r2 − δT) τif∑
j=τie
yj−1εj
+
(
δˆr1,r2 − 1
)2τie−1∑
j=τ1
y2j−1 +
τ2∑
j=τif+2
y2j−1
+ (δˆr1,r2 − δT)2 τif∑
f=τie
y2j−1

=
(
yτif+1 − δˆr1,r2yτif
)2 {1 + op(1)}
∼a 1
w
δ
2(τif−τie)
T B(rie)
2.
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The term τ−1w
(
yτif+1 − δˆr1,r2yτif
)2
dominates the other terms due to the fact that
τ2∑
j=τ1
ε2j = Op (T ) ,
(
yτif+1 − δˆr1,r2yτif
)2
= Op
(
Tδ
2(τif−τie)
T
)
,
−2
(
δˆr1,r2 − 1
)τie−1∑
j=τ1
yj−1εj +
τ2∑
j=τif+2
yj−1εj
 = Op (T 1−α) ,
−2
(
δˆr1,r2 − δT
) τif∑
j=τie
yj−1εj = Op
(
T (1−α)/2δτif−τieT
)
,
(
δˆr1,r2 − 1
)2τie−1∑
j=τ1
y2j−1 +
τ2∑
j=τif+2
y2j−1
 = Op (T 2(1−α)) ,
(
δˆr1,r2 − δT
)2 τif∑
f=τie
y2j−1 = Op
(
T 1−αδ2(τif−τie)T
)
.
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(4) For τ1 ∈ N0 and τ2 ∈ N2,
σˆ2r1,r2 = τ
−1
w
τ2∑
j=τ1
(
yj − δˆr1,r2yj−1
)2
= τ−1w

τ1e−1∑
j=τ1
[
εj −
(
δˆr1,r2 − 1
)
yj−1
]2
+
τ1f∑
j=τ1e
[
εj −
(
δˆr1,r2 − δT
)
yj−1
]2
+
(
yτ1f+1 − δˆr1,r2yτ1f
)2
+
τ2e−1∑
j=τ1f+2
[
εj −
(
δˆr1,r2 − 1
)
yj−1
]2
+
τ2f∑
j=τ2e
[
εj −
(
δˆr1,r2 − δT
)
yj−1
]2
+
(
yτ2f+1 − δˆr1,r2yτ2f
)2
+
τ2∑
j=τ2f+2
[
εj −
(
δˆr1,r2 − 1
)
yj−1
]2
= τ−1w

τ2∑
j=τ1
ε2j − ε2τ1f+1 − ε2τ2f+1
+
(
yτ1f+1 − δˆr1,r2yτ1f
)2
+
(
yτ2f+1 − δˆr1,r2yτ2f
)2
+
(
δˆr1,r2 − 1
)2τ1e−1∑
j=τ1
y2j−1 +
τ2e−1∑
j=τ1f+2
y2j−1 +
τ2∑
j=τ2f+2
y2j−1

− 2
(
δˆr1,r2 − 1
)τ1e−1∑
j=τ1
yj−1εj +
τ2e−1∑
j−τ1f+2
yj−1εj +
τ2∑
j=τ2f+2
yj−1εj

+
(
δˆr1,r2 − δT
)2 τ1f∑
j=τ1e
y2j−1 +
τ2f∑
j=τ2e
y2j−1

−2
(
δˆr1,r2 − δT
) τ1f∑
j=τ1e
yj−1εj +
τ2f∑
j=τ2e
yj−1εj

= τ−1w
{(
yτ1f+1 − δˆr1,r2yτ1f
)2
+
(
yτ2f+1 − δˆr1,r2yτ2f
)2} {1 + op(1)}
∼a

1
wδ
2(τ1f−τ1e)
T B(r1e)
2 if r1f − r1e > r2f − r2e
1
wδ
2(τ2f−τ2e)
T B(r2e)
2 if r1f − r1e ≤ r2f − r2e
,
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due to the fact that
τ2∑
j=τ1
ε2j = Op(T ),
(
yτ1f+1 − δˆr1,r2yτ1f
)2
= Op
(
Tδ
2(τ1f−τ1e)
T
)
,
(
yτ2f+1 − δˆr1,r2yτ2f
)2
= Op
(
Tδ
2(τ2f−τ2e)
T
)
,
(
δˆr1,r2 − 1
)2τ1e−1∑
j=τ1
y2j−1 +
τ2e−1∑
j=τ1f+2
y2j−1 +
τ2∑
j=τ2f+2
y2j−1
 = Op (T 2(1−α)) ,
−2
(
δˆr1,r2 − 1
)τ1e−1∑
j=τ1
yj−1εj +
τ2e−1∑
j−τ1f+2
yj−1εj +
τ2∑
j=τ2f+2
yj−1εj
 = Op (T 1−α) ,
(
δˆr1,r2 − δT
)2 τ1f∑
j=τ1e
y2j−1 = Op
(
T 1−αδ2(τ1f−τ1e)T
)
,
(
δˆr1,r2 − δT
)2
+
τ2f∑
j=τ2e
y2j−1 = Op
(
T 1−αδ2(τ2f−τ2e)T
)
,
−2
(
δˆr1,r2 − δT
) τ1f∑
j=τ1e
yj−1εj = Op
(
T (1−α)/2δτ1f−τ1eT
)
,
and
−2
(
δˆr1,r2 − δT
) τ2f∑
j=τ2e
yj−1εj = Op
(
T (1−α)/2δτ2f−τ2eT
)
.
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(5) For τ1 ∈ B1 and τ2 ∈ B2,
σˆ2r1,r2 = τ
−1
w
τ2∑
j=τ1
(
yj − δˆr1,r2yj−1
)2
= τ−1w

τ1f∑
j=τ1
[
εj −
(
δˆr1,r2 − δT
)
yj−1
]2
+
(
yτ1f+1 − δˆr1,r2yτ1f
)2
+
τ2e−1∑
j=τ1f+2
[
εj −
(
δˆr1,r2 − 1
)
yj−1
]2
+
τ2∑
j=τ2e
[
εj −
(
δˆr1,r2 − δT
)
yj−1
]2
= τ−1w

τ2∑
j=τ1
ε2j − ε2τ1f+1 +
(
yτ1f+1 − δˆr1,r2yτ1f
)2
+
(
δˆr1,r2 − δT
)2 τ1f∑
j=τ1
y2j−1 +
τ2∑
j=τ2e
y2j−1
− (δˆr1,r2 − δT)
 τ1f∑
j=τ1
yj−1εj +
τ2∑
j=τ2e
yj−1εj

+
(
δˆr1,r2 − 1
)2 τ2e−1∑
j=τ1f+2
y2j−1 +
(
δˆr1,r2 − 1
) τ2e−1∑
j=τ1f+2
yj−1εj

= τ−1w
(
yτ1f+1 − δˆr1,r2yτ1f
)2 {1 + op(1)}
∼a 1
w
δ
2(τ1f−τ1e)
T B(r1e)
2,
since
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τ2∑
j=τ1
ε2j = Op(T ),
(
yτ1f+1 − δˆr1,r2yτ1f
)2
= Op
(
Tδ
2(τ1f−τ1)
T
)
,
(
δˆr1,r2 − δT
)2 τ1f∑
j=τ1
y2j−1
=

Op
(
T 1−αδ2(τ1f−τ1e)T
)
if r1f − r1e > r2 − r2e
Op
(
T 1−αδ−4(τ2−τ2e)+6(τ1f−τ1e)T
)
if 2(r1f − r1e) > r2 − r2e > r1f − r1e
Op
(
δ
2[−(τ2−τ2e)+(τ1f−τ1e)]
T
)
if 2(r1f − r1e) ≤ r2 − r2e
,
(
δˆr1,r2 − δT
)2 τ2∑
j=τ2e
y2j−1
=

Op
(
T 1−αδ2(τ2−τ2e)T
)
if r1f − r1e > r2 − r2e
Op
(
T 1−αδ−2(τ2−τ2e)+4(τ1f−τ1e)T
)
if 2(r1f − r1e) > r2 − r2e > r1f − r1e
Op(1) if 2(r1f − r1e) ≤ r2 − r2e
,
− 2
(
δˆr1,r2 − δT
) τ1f∑
j=τ1
yj−1εj
=

Op
(
T (1−α)/2δτ1f−τ1eT
)
if r1f − r1e > r2 − r2e
Op
(
T (1−α)/2δ−2(τ2−τ2e)+3(τ1f−τ1e)T
)
if 2(r1f − r1e) > r2 − r2e > r1f − r1e
Op
(
δ
(τ1f−τ1e)−(τ2−τ2e)
T
)
if 2(r1f − r1e) ≤ r2 − r2e
,
− 2
(
δˆr1,r2 − δT
) τ2∑
j=τ2e
yj−1εj
=

Op
(
T (1−α)/2δτ2−τ2eT
)
if r1f − r1e > r2 − r2e
Op
(
T (1−α)/2δ−(τ2−τ2e)+2(τ1f−τ1e)T
)
if 2(r1f − r1e) > r2 − r2e > r1f − r1e
Op (1) if 2(r1f − r1e) ≤ r2 − r2e
,
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(
δˆr1,r2 − 1
)2 τ2e−1∑
j=τ1f+2
y2j−1 = Op
(
T 2(1−α)
)
,
and
− 2
(
δˆr1,r2 − 1
) τ2e−1∑
j=τ1f+2
yj−1εj = Op
(
T 1−α
)
,
and due to the fact that when 2(r1f −r2e) > r2−r2e > r1f −r1e, the term
(
yτ1f+1 − δˆr1,r2yτ1f
)2
dominates
(
δˆr1,r2 − δT
)2∑τ1f
j=τ1
y2j−1 and
(
δˆr1,r2 − δT
)2∑τ2
j=τ2e
y2j−1 because
Tδ
2(τ1f−τ1)
T
T 1−αδ−4(τ2−τ2e)+6(τ1f−τ1e)T
= Tαδ
4[(τ2−τ2e)−(τ1f−τ1e)]
T > 1,
and
Tδ
2(τ1f−τ1)
T
T 1−αδ−2(τ2−τ2e)+4(τ1f−τ1e)T
= Tαδ
2[(τ2−τ2e)−(τ1f−τ1e)]
T > 1.
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(6) For τ1 ∈ B1 and τ2 ∈ N2,
= τ−1w
τ2∑
j=τ1
(
yj − δˆr1,r2yj−1
)2
= τ−1w

τ1f∑
j=τ1
[
εj −
(
δˆr1,r2 − δT
)
yj−1
]2
+
(
yτ1f+1 − δˆr1,r2yτ1f
)2
+
τ2e−1∑
j=τ1f+2
[
εj −
(
δˆr1,r2 − 1
)
yj−1
]2
+
τ2f∑
j=τ2e
[
εj −
(
δˆr1,r2 − δT
)
yj−1
]2
+
(
yτ2f+1 − δˆr1,r2yτ2f
)2
+
τ2∑
j=τ1f+2
[
εj −
(
δˆr1,r2 − 1
)
yj−1
]2
= τ−1w

τ2∑
j=τ1
ε2j − ε2τ1f+1 − ε2τ2f+1 +
(
yτ1f+1 − δˆr1,r2yτ1f
)2
+
(
yτ2f+1 − δˆr1,r2yτ2f
)2
+
(
δˆr1,r2 − δT
)2 τ1f∑
j=τ1
y2j−1 +
τ2f∑
j=τ2e
y2j−1
− (δˆr1,r2 − δT)
 τ1f∑
j=τ1
yj−1εj +
τ2f∑
j=τ2e
yj−1εj

+
(
δˆr1,r2 − 1
)2 τ2e−1∑
j=τ1f+2
y2j−1 +
τ2∑
j=τ2f+2
y2j−1

−
(
δˆr1,r2 − 1
) τ2e−1∑
j=τ1f+2
yj−1εj +
τ2∑
j=τ2f+2
yj−1εj

= τ−1w
{(
yτ1f+1 − δˆr1,r2yτ1f
)2
+
(
yτ2 − δˆr1,r2yτ2f
)2} {1 + op(1)}
∼a

1
wδ
2(τ1f−τ1e)
T B(r1e)
2 if r1f − r1e > r2f − r2e
1
wδ
2(τ2f−τ2e)
T B(r2e)
2 if r1f − r1e ≤ r2f − r2e
,
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τ2∑
j=τ1
ε2j = Op(T ),
(
yτ1f+1 − δˆr1,r2yτ1f
)2
= Op
(
Tδ
2(τ1f−τ1e)
T
)
,
(
yτ2f+1 − δˆr1,r2yτ2f
)2
= Op
(
Tδ
2(τ2f−τ2e)
T
)
,
(
δˆr1,r2 − δT
)2 τ1f∑
j=τ1
y2j−1 = Op
(
T 1−αδ2(τ1f−τ1e)T
)
,
(
δˆr1,r2 − δT
)2 τ2f∑
j=τ2e
y2j−1 = Op
(
T 1−αδ2(τ2f−τ2e)T
)
,
−
(
δˆr1,r2 − δT
) τ1f∑
j=τ1
yj−1εj = Op
(
T (1−α)/2δτ1f−τ1eT
)
,
−
(
δˆr1,r2 − δT
) τ2f∑
j=τ2e
yj−1εj = Op
(
T (1−α)/2δτ2f−τ2eT
)
,
(
δˆr1,r2 − 1
)2 τ2e−1∑
j=τ1f+2
y2j−1 +
τ2∑
j=τ2f+2
y2j−1
 = Op (T 2(1−α)) ,
−
(
δˆr1,r2 − 1
) τ2e−1∑
j=τ1f+2
yj−1εj +
τ2∑
j=τ2f+2
yj−1εj
 = Op (T 1−α) .
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(7) For τ1 ∈ N0 and τ2 ∈ B2,
σˆ2r1,r2 = τ
−1
w
τ2∑
j=τ1
(
yj − δˆr1,r2yj−1
)2
= τ−1w

τ1e−1∑
j=τ1
[
εj −
(
δˆr1,r2 − 1
)
yj−1
]2
+
τ1f∑
j=τ1e
[
εj −
(
δˆr1,r2 − δT
)
yj−1
]2
+
(
yτ1f+1 − δˆr1,r2yτ1f
)2
+
τ2e−1∑
j=τ1f+2
[
εj −
(
δˆr1,r2 − 1
)
yj−1
]2
+
τ2∑
j=τ2e
[
εj −
(
δˆr1,r2 − δT
)
yj−1
]2
= τ−1w

τ2∑
j=τ1
ε2j − ε2τ1f+1 +
(
yτ1f+1 − δˆr1,r2yτ1f
)2
+
(
δˆr1,r2 − 1
)2τ1e−1∑
j=τ1
y2j−1 +
τ2e−1∑
j=τ1f+2
y2j−1

− 2
(
δˆr1,r2 − 1
)τ1e−1∑
j=τ1
yj−1εj +
τ2e−1∑
j−τ1f+2
yj−1εj

+
(
δˆr1,r2 − δT
)2 τ1f∑
j=τ1e
y2j−1 +
τ2∑
j=τ2e
y2j−1

−2
(
δˆr1,r2 − δT
) τ1f∑
j=τ1e
yj−1εj +
τ2∑
j=τ2e
yj−1εj

= τ−1w
(
yτ1f+1 − δˆr1,r2yτ1f
)2 {1 + op(1)}
∼a 1
w
δ
2(τ1f−τ1e)
T B(r1e)
2,
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since
τ2∑
j=τ1
ε2j = Op(T ),
(
yτ1f+1 − δˆr1,r2yτ1f
)2
= Op
(
Tδ
2(τ1f−τ1e)
T
)
,
(
δˆr1,r2 − 1
)2τ1e−1∑
j=τ1
y2j−1 +
τ2e−1∑
j=τ1f+2
y2j−1
 = Op (T 2(1−α)) ,
−2
(
δˆr1,r2 − 1
)τ1e−1∑
j=τ1
yj−1εj +
τ2e−1∑
j−τ1f+2
yj−1εj
 = Op (T 1−α) ,
(
δˆr1,r2 − δT
)2 τ1f∑
j=τ1e
y2j−1 = Op
(
T 1−αδ2(τ1f−τ1e)T
)
,
(
δˆr1,r2 − δT
)2
+
τ2∑
j=τ2e
y2j−1 = Op
(
T 1−αδ2(τ2−τ2e)T
)
,
−2
(
δˆr1,r2 − δT
) τ1f∑
j=τ1e
yj−1εj = Op
(
T (1−α)/2δτ1f−τ1eT
)
,
and
−2
(
δˆr1,r2 − δT
) τ2∑
j=τ2e
yj−1εj = Op
(
T (1−α)/2δτ2−τ2eT
)
.
(8) For τ1, τ2 ∈ Bi, with i = 1, 2,
σˆ2r1,r2 = τ
−1
w
τ2∑
j=τ1
(
yj − δˆr1,r2yj−1
)2
= τ−1w

τ2∑
j=τ1
ε2j − 2
(
δˆr1,r2 − δT
) τ2∑
j=τ1
yj−1εj +
(
δˆr1,r2 − δT
)2 τ2∑
j=τ1
y2j−1

= τ−1w
τ2∑
j=τ1
ε2j {1 + op(1)}
∼a σ2.
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The term τ−1w
∑τ2
j=τ1
ε2j dominates the others due to the fact that
τ2∑
j=τ1
ε2j = Op (T ) ,
−2
(
δˆr1,r2 − δT
) τ2∑
j=τ1
yj−1εj = Op (1) ,
(
δˆr1,r2 − δT
)2 τ2∑
j=τ1
y2j−1 = Op (1) .

Remark B.4. The asymptotic distributions of the Dickey-Fuller t-statistic can be calculated as
D˜F
t
r1,r2 =
(∑τ2
j=τ1
y2j−1
σˆ2r1,r2
)1/2 (
δˆr1,r2 − 1
)
.
(1) For τ1 ∈ Ni−1 and τ2 ∈ Bi with i = 1, 2,
D˜F
t
r1,r2 ∼a

(
w
2c(rie−r1)
∫ rie
r1
B(s)2ds
)1/2
Tα/2δτ2−τieT B(rie)→∞ if α < 12(
c
2σ2
)1/2
T (1−α)/2δτ2−τieT B(rie)→∞ if α ≥ 12
.
(2) For τ1 ∈ Bi and τ2 ∈ Ni with i = 1, 2,
D˜F
t
r1,r2 ∼a −
(
1
2
cw
)1/2
T (1−α)/2 → −∞.
(3) For τ1 ∈ Ni−1 and τ2 ∈ Ni with i = 1, 2,
D˜F
t
r1,r2 ∼a −
(
1
2
cw
)1/2
T (1−α)/2 → −∞.
(4) For τ1 ∈ N0 and τ2 ∈ N2,
D˜F
t
r1,r2 ∼a −
(
1
2
cw
)1/2
T (1−α)/2 → −∞.
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(5) For τ1 ∈ B1 and τ2 ∈ B2,
D˜F
t
r1,r2 ∼a

− (12cw)1/2 T (1−α)/2 → −∞ if r1f − r1e > r2 − r2e(
1
2cw
)1/2
T (1−α)/2δ(τ2−τ2e)−(τ1f−τ1e)T
B(r2e)
B(r1e)
→∞ if r1f − r1e ≤ r2 − r2e
.
(6) For τ1 ∈ B1 and τ2 ∈ N2,
D˜F
t
r1,r2 ∼a −
(
1
2
cw
)1/2
T (1−α)/2 → −∞.
(7) For τ1 ∈ N0 and τ2 ∈ B2,
D˜F
t
r1,r2 ∼a

− (12cw)1/2 T (1−α)/2 → −∞ if r1f − r1e > r2 − r2e(
1
2cw
)1/2
T (1−α)/2δ(τ2−τ2e)−(τ1f−τ1e)T
B(r2e)
B(r1e)
→∞ if r1f − r1e ≤ r2 − r2e
.
(8) For τ1, τ2 ∈ Bi with i = 1, 2,
D˜F
t
r1,r2 ∼a
( c
2σ2
)1/2
T (1−α)/2δτ2−τieT B(rie)→∞
Taken together with (3.12)-(3.14), these results establish the limit behaviour of the unit root
statistics D˜F 0,r, supr1∈[0,r−r0] D˜F r1,r, and D˜F r1,r for the two cases considered in Theorems 7
and 8.
The FR procedure
The origination, r1e, r2e, and termination, r1f , r2f , of the two bubble growth periods based on
the recursive Dickey-Fuller test are estimated as
rˆ1e = inf
r∈[r0,1]
{
r2 : D˜F 0,r > c˜v
FR
βT
}
and rˆ1f = inf
r∈[rˆ1e+LT ,1]
{
r2 : D˜F 0,r < c˜v
FR
βT
}
,
rˆ2e = inf
r∈(rˆ1f ,1]
{
r2 : D˜F 0,r > c˜v
FR
βT
}
and rˆ2f = inf
r∈[rˆ2e+LT ,1]
{
r2 : D˜F 0,r < c˜v
FR
βT
}
.
It is also clear that when βT → 0, c˜vFRβT →∞.
Case I. Suppose r1f − r1e > r2f − r2e. Given that r1 = 0 and r2 = w = r, the asymptotic distri-
butions of the Dickey-Fuller statistic under the mildly explosive bubble alternative hypothesis
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are
D˜F 0,r ∼a

F˜FRr (W ) if t ∈ N0(
r
2cr1e
∫ r1e
0 B(s)
2ds
)1/2
Tα/2δt−τ1eT B(r1e) if t ∈ B1 and α < 12(
c
2σ2
)1/2
T (1−α)/2δt−τ1eT B(r1e) if t ∈ B1 and α ≥ 12
− (12cr)1/2 T (1−α)/2 if t ∈ (N1 ∪B2 ∪N2)
,
which is obtained from Remark B.4 by setting r = r2 and r1 = 0, proving (3.15) of Theorem 7.
Proof of Theorem 9.
If r ∈ N0,
lim
T→∞
Pr
{
D˜F 0,r > cv
FR
βT
}
= Pr
{
F˜FRr (W ) =∞
}
= 0.
If r ∈ B1, limT→∞ Pr
{
D˜F 0,r > c˜v
FR
βT
}
= 1 provided that
c˜vFRβT
T α˘/2δ
t−τ1e
T
→ 0, where
α˘ =

α if α < 12
1− α if α ≥ 12
.
If r ∈ N1, limT→∞ Pr
{
D˜F 0,r < c˜v
FR
βT
}
= 1. It follows that for any ξ, γ > 0,
Pr {rˆ1e > r1e + ξ} → 0 and Pr {rˆ1f < r1f − γ} → 0,
due to the fact that Pr
{
D˜F
FR
r1,r1e+aξ
> c˜vFRβT
}
→ 1 for all 0 < aξ < ξ and Pr
{
D˜F
FR
r1,r1f−aγ > c˜v
FR
βT
}
→
1 for all 0 < aγ < γ. Since ξ, γ > 0 is arbitrary, Pr {rˆ1e < r1e} → 0 and Pr {rˆ1f > r1f} → 0,
it can be deduced that Pr {|rˆ1e − r1e| > ξ} → 0 and Pr {|rˆ1f − r1f | > γ} → 0 as T → ∞,
provided that
1
c˜vFRβT
+
c˜vFRβT
T α˘/2δt−τ1eT
→ 0.
Thus, this strategy consistently estimates r1e and r1f .
Since limT→∞ Pr
{
D˜F 0,r < c˜v
FR
βT
}
= 1 when r ∈ (N1 ∪B2 ∪N2), the strategy cannot estimate
r2e or r2f consistently when r1f − r1e > r2f − r2e.
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Finally, since T
1−α/2
T α˘/2δ
t−τ1e
T
< 1, it follows that
(
1
c˜vFRβT
+
c˜vFRβT
T 1−α/2
→ 0
)
⇒
(
1
c˜vFRβT
+
c˜vFRβT
T α˘/2δt−τ1eT
→ 0
)
.
Together, these results prove Theorem 9. 
Case II. Suppose r1f −r1e ≤ r2f −r2e. Given that r1 = 0 and r2 = w = r, the asymptotic distri-
butions of the Dickey-Fuller statistic under the mildly explosive bubble alternative hypothesis
are
D˜F 0,r ∼a

F˜FRr (W ) if t ∈ N0
− (12cr)1/2 T (1−α)/2 if t ∈ (N1 ∪N2)(
r
2cr1e
∫ r1e
0 B(s)
2ds
)1/2
Tα/2δt−τ1eT B(r1e) if t ∈ B1, α < 12(
c
2σ2
)1/2
T (1−α)/2δt−τ1eT B(r1e) if t ∈ B1, α ≥ 12
− (12cr)1/2 T (1−α)/2 if t ∈ B2, (τ1f − τ1e) > (t− τ2e)(
1
2cr
)1/2
T (1−α)/2δ(t−τ2e)−(τ1f−τ1e)B(r2e)B(r1e) if t ∈ B2, (τ1f − τ1e) ≤ (t− τ2e)
, (B.4)
which is obtained from Remark B.4 by setting r = r2 and r1 = 0, thus proving (3.18) from
Theorem 8.
Proof of Theorem 10.
If r ∈ N0,
lim
T→∞
Pr
{
D˜F 0,r > cv
FR
βT
}
= Pr
{
F˜FRr (W ) =∞
}
= 0.
If r ∈ B1, limT→∞ Pr
{
D˜F 0,r > c˜v
FR
βT
}
= 1 provided that
c˜vFRβT
T α˘/2δ
t−τ1e
T
→ 0, where
α˘ =

α if α < 12
1− α if α ≥ 12
.
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If r ∈ N1, limT→∞ Pr
{
D˜F 0,r < c˜v
FR
βT
}
= 1. It follows that for any ξ, γ > 0,
Pr {rˆ1e > r1e + ξ} → 0 and Pr {rˆ1f < r1f − γ} → 0,
due to the fact that Pr
{
D˜F
FR
r1,r1e+aξ
> c˜vFRβT
}
→ 1 for all 0 < aξ < ξ and Pr
{
D˜F
FR
r1,r1f−aγ > c˜v
FR
βT
}
→
1 for all 0 < aγ < γ. Since ξ, γ > 0 is arbitrary, Pr {rˆ1e < r1e} → 0 and Pr {rˆ1f > r1f} → 0,
it can be deduced that Pr {|rˆ1e − r1e| > ξ} → 0 and Pr {|rˆ1f − r1f | > γ} → 0 as T → ∞,
provided that
1
c˜vFRβT
+
c˜vFRβT
T α˘/2δt−τ1eT
→ 0.
Thus, this strategy consistently estimates r1e and r1f .
If r ∈ B2 and r1f − r1e > r − r2e, limT→∞ Pr
{
D˜F 0,r < c˜v
FR
βT
}
= 1 since c˜vFRβT →∞. If r ∈ B2
and r1f−r1e ≤ r−r2e, limT→∞ Pr
{
D˜F 0,r > c˜v
FR
βT
}
= 1, provided that
c˜vFRβT
T (1−α)/2δ
(t−τ2e)−(τ1f−τ1e)
T
→
0. If r ∈ (N1 ∪ N2), limT→∞ Pr
{
D˜F 0,r < c˜v
FR
βT
}
= 1. This implies that the strategy cannot
identify the second bubble when r1f − r1e > r − r2e. however, when r1f − r1e ≤ r − r2e it
identifies the second bubble provided that
1
c˜vFRβT
+
c˜vFRβT
T (1−α)/2δ(t−τ2e)−(τ1f−τ1e)T
→ 0.
This result suggests that the estimated origination date of the second bubble, rˆ2e, will be
biased, taking the value of r2e + r1f − r1e. The termination point of the second bubble, r2f , can
be consistently estimated.
Finally, since T
1−α/2
T α˘/2δ
t−τ1e
T
< 1 for any t > τie, and
T 1−α/2
T (1−α)/2δ
(t−τ2e)−(τ1f−τ1e)
T
< 1 for t−τ2e > τ1f−τ1e,
it follows that
(
1
c˜vFRβT
+
c˜vFRβT
T 1−α/2
→ 0
)
⇒
(
1
c˜vFRβT
+
c˜vFRβT
T α˘/2δt−τ1eT
→ 0
)
and(
1
c˜vFRβT
+
c˜vFRβT
T 1−α/2
→ 0
)
⇒
(
1
c˜vFRβT
+
c˜vFRβT
T (1−α)/2δ(t−τ2e)−(τ1f−τ1e)T
→ 0
)
.
Together, these results prove Theorem 10. 
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The RR procedure
The origination, r1e, r2e, and termination, r1f , r2f , of the two bubble growth periods based on
the backward sup Dickey-Fuller test are estimated as
rˆ1e = inf
r∈[r0,1]
{
r2 : sup
r1∈[0,r−r0]
D˜F r1,r > c˜v
RR
βT
}
and rˆ1f = inf
r∈[rˆ1e+LT ,1]
{
r2 : sup
r1∈[0,r−r0]
D˜F r1,r < c˜v
RR
βT
}
,
rˆ2e = inf
r∈(rˆ1f ,1]
{
r2 : sup
r1∈[0,r−r0]
D˜F r1,r > c˜v
RR
βT
}
and rˆ2f = inf
r∈[rˆ2e+LT ,1]
{
r2 : sup
r1∈[0,r−r0]
D˜F r1,r < c˜v
RR
βT
}
.
It is also clear that when βT → 0, c˜vRRβT →∞.
Given that r1 ∈ [0, r−r0], r2 = r, and w = r2−r1, the asymptotic distributions of the backward
sup Dickey-Fuller statistic under the alternative hypothesis are
sup
r1∈[0,r−r0]
D˜F r1,r ∼a

F˜RRr (W, r0) if t ∈ N0
Tα/2δt−τieT supr1∈[0,r−r0]
[
r−r1
2c(rie−r1)
∫ rie
r1
B(s)2ds
]
B(rie) if t ∈ (B1 ∪B2), α < 12(
c
2σ2
)1/2
T (1−α)/2δt−τieT B(rie) if t ∈ (B1 ∪B2), α ≥ 12
−T (1−α)/2 sup
r1∈[0,r−r0]
[
1
2c(r − r1)
]1/2
if t ∈ (N1 ∪N2)
,
(B.5)
which is obtained from the results in Remark B.4, thus proving (3.16) and (3.19) from Theorems
7 and 8 respectively.
Proof of Theorem 11.
If r ∈ N0,
lim
T→∞
Pr
{
sup
r1∈[0,r−r0]
D˜F r1,r > c˜v
RR
βT
}
= Pr
{
F˜RRr (W, r0) =∞
}
= 0.
If r ∈ Bi with i = 1, 2, limT→∞ Pr
{
supr1∈[0,r−r0] D˜F r1,r > c˜v
RR
βT
}
= 1 provided that
c˜vRRβT
T α˘/2δ
t−τie
T
→
0, where
α˘ =

α if α < 12
1− α if α ≥ 12
.
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If r ∈ Ni with i = 1, 2, limT→∞ Pr
{
supr1∈[0,r−r0] D˜F r1,r < c˜v
RR
βT
}
= 1.
It follows that for any ξ, γ > 0,
Pr {rˆie > rie + ξ} → 0 and Pr {rˆif < rif − γ} → 0,
since Pr
{
B˜SDF r1,rie+aξ(r0) > c˜v
RR
βT
}
→ 1 for all 0 < aξ < ξ and Pr
{
B˜SDF r1,rif−aγ (r0) > c˜v
RR
βT
}
→
1 for all 0 < aγ < γ. Since ξ, γ > 0 is arbitrary and Pr {rˆie < rie} → 0 and Pr {rˆif > rif} → 0,
it can be deduced that Pr {|rˆie − rie| > ξ} → 0 and Pr {|rˆif − rif | > γ} → 0 as T → ∞,
provided that
1
c˜vRRβT
+
c˜vRRβT
T α˘/2δt−τieT
→ 0.
Finally, since T
1−α/2
T α˘/2δ
t−τie
T
< 1 for any t > τie, it follows that
(
1
c˜vRRβT
+
c˜vRRβT
T 1−α/2
→ 0
)
⇒
(
1
c˜vRRβT
+
c˜vRRβT
T α˘/2δt−τieT
→ 0
)
.
Together, these results prove Theorem 11. 
The RW procedure
The origination, r1e, r2e, and termination, r1f , r2f , of the two bubble growth periods based on
the RW Dickey-Fuller test are estimated as
rˆ1e = inf
r∈[r0,1]
{
r2 : D˜F r1,r > c˜v
RW
βT
}
and rˆ1f = inf
r∈[rˆ1e+LT ,1]
{
r2 : D˜F r1,r < c˜v
RW
βT
}
,
rˆ2e = inf
r∈(rˆ1f ,1]
{
r2 : D˜F r1,r > c˜v
RW
βT
}
and rˆ2f = inf
r∈[rˆ2e+LT ,1]
{
r2 : D˜F r1,r < c˜v
RW
βT
}
.
It is also clear that when βT → 0, c˜vRWβT →∞.
Given that r2 = r and r1 = r2 − w, the asymptotic distributions of the RW Dickey-Fuller
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statistic under the alternative hypothesis are
D˜F r1,r ∼a

F˜RWr (W,w) if τ1, t ∈ Ni, i = 0, 1, 2
− (12cw)1/2 T (1−α)/2 if τ1 6∈ Ni, t ∈ Ni, i = 1, 2(
w
2c(rie−r1)
∫ rie
r1
B(s)2ds
)1/2
Tα/2δt−τieT B(rie) if τ1 ∈ Ni−1, t ∈ Bi, i = 1, 2, α < 12(
c
2σ2
)1/2
T (1−α)/2δt−τieT B(rie) if τ1 ∈ Ni−1, t ∈ Bi, i = 1, 2, α ≥ 12
,
(B.6)
which is obtained directly from Remark B.4, thus proving (3.17) and (3.20) from Theorems 7
and 8 respectively.
Proof of Theorem 12.
If r ∈ N0,
lim
T→∞
Pr
{
D˜F r1,r > c˜v
RW
βT
}
= Pr
{
F˜RWr (W ) =∞
}
= 0.
If r ∈ Bi with i = 1, 2, limT→∞ Pr
{
D˜F r1,r > c˜v
RW
βT
}
= 1 provided that
c˜vRWβT
T α˘/2δ
t−τie
T
→ 0, where
α˘ =

α if α < 12
1− α if α ≥ 12
.
If r ∈ Ni with i = 1, 2, limT→∞ Pr
{
D˜F r1,r < c˜v
RW
βT
}
= 1.
It follows that for any ξ, γ > 0,
Pr {rˆie > rie + ξ} → 0 and Pr {rˆif < rif − γ} → 0,
since Pr
{
D˜F
RW
r1,rie+aξ
> c˜vRWβT
}
→ 1 for all 0 < aξ < ξ and Pr
{
D˜F
RW
r1,rif−aγ > c˜v
RW
βT
}
→ 1 for
all 0 < aγ < γ. Since ξ, γ > 0 is arbitrary and Pr {rˆie < rie} → 0 and Pr {rˆif > rif} → 0, it
can be deduced that Pr {|rˆie − rie| > ξ} → 0 and Pr {|rˆif − rif | > γ} → 0 as T →∞, provided
that
1
c˜vRWβT
+
c˜vRWβT
T α˘/2δt−τieT
→ 0.
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Finally, since T
1−α/2
T α˘/2δ
t−τie
T
< 1 for any t > τie, it follows that
(
1
c˜vRWβT
+
c˜vRWβT
T 1−α/2
→ 0
)
⇒
(
1
c˜vRWβT
+
c˜vRWβT
T α˘/2δt−τieT
→ 0
)
.
Together, these results prove Theorem 12.

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Appendix C
The dating algorithms (Relaxing the
minimum window constraint)
In this section, the distributions of the FR, RR, and RW test statistics are presented for all
possible minimum window lengths. The data generating process is (B.3). Since this section
allows for different values of r0, the distributions presented here consider all possible locations
of maxr1∈[0,r−r0] r1 for the RR procedure.
It is clear from Theorems C.1–C.4 in this appendix that consistency of the estimators is con-
tingent on the minimum window length: critical values diverge to +∞ as described in Chapter
3, whereas the estimators do not always diverge to +∞ when the current observation is in a
bubble, nor do they always diverge to −∞ when the current observation does not fall in a
bubble.
Bubble date estimates using the RR date-stamping procedure are consistent only when the
minimum window length, r0, is no longer than the duration between the end of the first bubble
and the start of the second, r2e − r1f . It can also be seen from Theorems C.1–C.4 that for the
same conditions under which the RR algorithm is consistent, the RW approach also has this
quality.
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C.1 Regressions with a constant
Case I. First, consider the case when the first bubble is longer than the second, i.e. r1f − r1e >
r2f − r2e.
Theorem C.1. Under the data-generating process of (B.3) with r1f − r1e > r2f − r2e, the limit
behaviour of the DF0,r, supr1∈[0,r−r0]DFr1,r, and DFr1,r statistics are given by
DF0,r ∼a

FFRr (W ) if t ∈ N0
T 1−α/2 r
3/2√
2(r1e−r1)
if t ∈ B1
−T (1−α)/2 (12cr)1/2 if t ∈ N1 ∪B2 ∪N2
, (C.1)
sup
r1∈[0,r−r0]
DFr1,r ∼a

FRRr (W, r0) if t− τ0 + 1, t ∈ Ni, i = 0, 1, 2(
1
2σ2
c
)1/2
T (1−α)/2δt−τieT B(rie) if t− τ0 + 1, t ∈ Bi, i = 1, 2
T 1−α/2 sup
r1∈[0,r−r0]
{
(r−r1)3/2√
2(rie−r1)
}
if t− τ0 + 1 ∈ Ni−1, t ∈ Bi, i = 1, 2
−T (1−α)/2 sup
r1∈[0,r−r0]
{[
1
2c(r − r1)
]1/2}
if t− τ0 + 1 6∈ Ni, t ∈ Ni, i = 1, 2
−T (1−α)/2 sup
r1∈[0,r−r0]
{[
1
2c(r − r1)
]1/2}
if t− τ0 + 1 ∈ (N0 ∪B1), t ∈ B2
,
(C.2)
DFr1,r ∼a

FRWr (W,w) if τ1, t ∈ Ni, i = 0, 1, 2(
1
2σ2
c
)1/2
T (1−α)/2δt−τieT B(rie) if τ1, t ∈ Bi, i = 1, 2
T 1−α/2 w
3/2√
2(rie−r1)
if τ1 ∈ Ni−1, t ∈ Bi, i = 1, 2
− (12cw)1/2 T (1−α)/2 if τ1 6∈ Ni, t ∈ Ni, i = 1, 2
− (12cw)1/2 T (1−α)/2 if τ1 ∈ (N0 ∪B1), t ∈ B2
. (C.3)
Proof of Theorem C.1.
Theorem C.1 follows directly from Remark 6 in Phillips et al. (2015c, p. 1127). 
Case II. Now consider the case when the first bubble is no longer than the second, i.e. r1f−r1e ≤
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r2f − r2e.
Theorem C.2. Under the data-generating process of (B.3) with r1f − r1e ≤ r2f − r2e, the limit
behaviour of the DF0,r, supr1∈[0,r−r0]DFr1,r, and DFr1,r statistics are given by
DF0,r ∼a

FFRr (W ) if t ∈ N0
T 1−α/2 r
3/2√
2(r1e−r1)
if t ∈ B1
−T (1−α)/2 (12cr)1/2 if t ∈ N1 ∪N2
−T (1−α)/2 (12cr)1/2 if t ∈ B2, r1f − r1e > r − r2e
T 1−α/2
[
cr3
2(r1e+r2e−r1f )
]1/2
if t ∈ B2, r1f − r1e ≤ r − r2e
, (C.4)
sup
r1∈[0,r−r0]
DFr1,r ∼a

FRRr (W, r0) if t− τ0 + 1, t ∈ Ni, i = 0, 1, 2(
1
2σ2
c
)1/2
T (1−α)/2δt−τieT B(rie) if t− τ0 + 1, t ∈ Bi, i = 1, 2
T 1−α/2 sup
r1∈[0,r−r0]
{
(r−r1)3/2√
2(rie−r1)
}
if t− τ0 + 1 ∈ Ni−1, t ∈ Bi, i = 1, 2
−T (1−α)/2 sup
r1∈[0,r−r0]
{[
1
2c(r − r1)
]1/2}
if t− τ0 + 1 6∈ Ni, t ∈ Ni, i = 1, 2
−T (1−α)/2 sup
r1∈[0,r−r0]
{[
1
2c(r − r1)
]1/2}
if t− τ0 + 1 ∈ N0 ∪B1, t ∈ B2,
r1f − r1e > r − r2e
T 1−α/2 sup
r1∈[0,r−r0]
{[
c(r−r1)3
2(r1e+r2e−r1f )
]1/2}
if t− τ0 + 1 ∈ N0, t ∈ B2,
r1f − r1e ≤ r − r2e
T 1−α/2 sup
r1∈[0,r−r0]
{[
c(r−r1)3
2(r2e−r1f )
]1/2}
if t− τ0 + 1 ∈ B1, t ∈ B2,
r1f − r1e ≤ r − r2e
,
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DFr1,r ∼a

FRWr (W,w) if τ1, t ∈ Ni, i = 0, 1, 2(
1
2σ2
c
)1/2
T (1−α)/2δt−τieT B(rie) if τ1, t ∈ Bi, i = 1, 2
T 1−α/2 w
3/2√
2(rie−r1)
if τ1 ∈ Ni−1, t ∈ Bi, i = 1, 2
− (12cw)1/2 T (1−α)/2 if τ1 6∈ Ni, t ∈ Ni, i = 1, 2
− (12cw)1/2 T (1−α)/2 if τ1 ∈ N0 ∪B1, t ∈ B2, r1f − r1e > r − r2e
T 1−α/2
[
cw3
2(r1e−r1+r2e−r1f )
]1/2
if τ1 ∈ N0, t ∈ B2, r1f − r1e ≤ r − r2e
T 1−α/2
[
cw3
2(r2e−r1f )
]
if τ1 ∈ B1, t ∈ B2, r1f − r1e ≤ r − r2e
.
(C.6)
Proof of Theorem C.2.
Theorem C.2 follows directly from Remark 6 in Phillips et al. (2015c, p. 1127). 
C.2 Regressions without a constant
Theorem C.3. Under the data-generating process of (B.3) with r1f − r1e > r2f − r2e, the limit
behaviour of the D˜F 0,r, supr1∈[0,r−r0] D˜F r1,r, and D˜F r1,r statistics are given by
D˜F 0,r ∼a

F˜FRr (W ) if t ∈ N0
Tα/2δt−τ1eT
(
r
2c(r1e−r1)
∫ r1e
r1
B(s)2ds
)1/2
B(r1e) if t ∈ B1, α < 12
T (1−α)/2δt−τ1eT
(
c
2σ2
)1/2
B(r1e) if t ∈ B1, α ≥ 12
−T (1−α)/2 (12cr)1/2 if t ∈ N1 ∪B2 ∪N2
, (C.7)
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sup
r1∈[0,r−r0]
D˜F r1,r ∼a

F˜RRr (W, r0) if t− τ0 + 1,
t ∈ Ni, i = 0, 1, 2(
c
2σ2
)1/2
T (1−α)/2δt−τieT if t− τ0 + 1,
t ∈ Bi, i = 1, 2
Tα/2δt−τ1eT
[
B(r1e)∫ r1e
r1
B(s)2ds
]1/2
sup
r1∈[0,r−r0]
{[
r−r1
2c(r1e−r1)
]1/2}
if t− τ0 + 1 ∈ Ni−1,
t ∈ Bi, i = 1, 2,
α < 12
T (1−α)/2δt−τ1eT
(
c
2σ2
)1/2
B(r1e) if t− τ0 + 1 ∈ Ni−1,
t ∈ Bi, i = 1, 2,
α ≥ 12
−T (1−α)/2 sup
r1∈[0,r−r0]
{[
1
2c(r − r1)
]1/2}
if t− τ0 + 1 6∈ Ni,
t ∈ Ni, i = 1, 2
−T (1−α)/2 sup
r1∈[0,r−r0]
{[
1
2c(r − r1)
]1/2}
if t− τ0 + 1 ∈ N0 ∪B1,
t ∈ B2
,
(C.8)
D˜F r1,r ∼a

F˜RWr (W,w) if τ1, t ∈ Ni, i = 0, 1, 2(
c
2σ2
)1/2
T (1−α)/2δt−τieT B(rie) if τ1, t ∈ Bi, i = 1, 2
Tα/2δt−τieT
(
w
2c(r1e−r1)
∫ rie
r1
B(s)2ds
)1/2
B(rie) if τ1 ∈ Ni−1, t ∈ Bi,
i = 1, 2, α < 12
T (1−α)/2δt−τieT
(
c
2σ2
)1/2
B(rie) if τ1 ∈ Ni−1, t ∈ Bi,
i = 1, 2, α ≥ 12
− (12cw)1/2 T (1−α)/2 if τ1 6∈ Ni, t ∈ Ni, i = 1, 2
− (12cw)1/2 T (1−α)/2 if τ1 ∈ N0 ∪B1, t ∈ B2
. (C.9)
Proof of Theorem C.3.
Theorem C.3 follows directly from Remark B.4 in Appendix B.2, p. 155. 
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Case II. Now consider the case when the first bubble is no longer than the second, i.e. r1f−r1e ≤
r2f − r2e.
Theorem C.4. Under the data-generating process of (B.3) with r1f − r1e ≤ r2f − r2e, the limit
behaviour of the D˜F 0,r, supr1∈[0,r−r0] D˜F r1,r, and D˜F r1,r statistics are given by
D˜F 0,r ∼a

F˜FRr (W ) if t ∈ N0
T 1−α/2 r
3/2√
2(r1e−r1)
if t ∈ B1
−T (1−α)/2 (12cr)1/2 if t ∈ N1 ∪N2
−T (1−α)/2 (12cr)1/2 if t ∈ B2, r1f − r1e > r − r2e
T 1−α/2
[
cr3
2(r1e+r2e−r1f )
]1/2
if t ∈ B2, r1f − r1e ≤ r − r2e
, (C.10)
sup
r1∈[0,r−r0]
D˜F r1,r ∼a

F˜RRr (W, r0) if t− τ0 + 1, t ∈ Ni,
i = 0, 1, 2
Tα/2δt−τieT
(
w
2c(r1e−r1)
∫ rie
r1
B(s)2ds
)1/2
B(rie) if τ1 ∈ Ni−1, t ∈ Bi,
i = 1, 2, α < 12
T (1−α)/2δt−τieT
(
c
2σ2
)1/2
B(rie) if τ1 ∈ Ni−1, t ∈ Bi,
i = 1, 2, α ≥ 12(
c
2σ2
)1/2
T (1−α)/2δt−τieT B(rie) if τ1, t ∈ Bi, i = 1, 2
−T (1−α)/2 sup
r1∈[0,r−r0]
{[
1
2c(r − r1)
]1/2}
if t− τ0 + 1 6∈ Ni,
t ∈ Ni, i = 1, 2
−T (1−α)/2 sup
r1∈[0,r−r0]
{[
1
2c(r − r1)
]1/2}
if t− τ0 + 1 ∈ N0 ∪B1,
t ∈ B2,
r1f − r1e > r − r2e
T (1−α)/2 δ
t−τ2e
T
δ
τ1f−τ1e
T
sup
r1∈[0,r−10]
{[
1
2c(r − r1)
]1/2} B(r2e)
B(r1e)
if t− τ0 + 1 ∈ N0 ∪B1,
t ∈ B2,
r1f − r1e ≤ r − r2e
,
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D˜F r1,r ∼a

F˜RWr (W,w) if τ1, t ∈ Ni, i = 0, 1, 2(
c
2σ2
)1/2
T (1−α)/2δt−τieT B(rie) if τ1, t ∈ Bi, i = 1, 2
Tα/2δt−τieT
(
w
2c(r1e−r1)
∫ rie
r1
B(s)2ds
)1/2
B(rie) if τ1 ∈ Ni−1, t ∈ Bi,
i = 1, 2, α < 12
T (1−α)/2δt−τieT
(
c
2σ2
)1/2
B(rie) if τ1 ∈ Ni−1, t ∈ Bi,
i = 1, 2, α ≥ 12
− (12cw)1/2 T (1−α)/2 if τ1 6∈ Ni, t ∈ Ni, i = 1, 2
− (12cw)1/2 T (1−α)/2 if τ1 ∈ N0 ∪B1, t ∈ B2, r1f − r1e > r − r2e
T (1−α)/2 δ
t−τ2e
T
δ
τ1f−τ1e
T
(
1
2cw
)1/2 B(r2e)
B(r1e)
if τ1 ∈ N0 ∪B1, t ∈ B2, r1f − r1e ≤ r − r2e
.
(C.12)
Proof of Theorem C.4.
Theorem C.4 follows directly from Remark B.4 in Appendix B.2, p. 155. 
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