In shrinkage estimation of a multivariate normal mean, the two dominant approaches to construction of estimators have been the hierarchical or empirical Bayes approach and the minimax approach. The first has been most extensively used in practice, because of its greater flexibility in adapting to varying situations, while the second has seen the most extensive theoretical development. In this paper we consider several topics on the interface of these approaches, concentrating, in particular, on the interface between hierarchical Bayes and frequentist shrinkage estimation.
is used, the hierarchical Bayes approach will typically equal or outperform the empirical Bayes approach. [Note that the modified empirical Bayes approach of Morris (1983) , which is itself quite successful, is patterned after the hierarchical Bayes approach.] A recent discovery in Brown (1987) also pertains to this issue. Brown has shown that (1.2) is inadmissible (in a nontrivial sense) and can be improved upon by additionally incorporating shrinkage to a specified point. Such additional shrinkage is precisely what subjective hierarchical Bayes estimators tend to produce, providing further frequentist motivation for their study.
From the Bayesian perspective, there are also purely subjective reasons for utilizing the hierarchical Bayesian approach. Here are two examples from Berger (1985) that emphasize the richness of the structures that can be modelled within the hierarchical Bayesian framework. (These examples will be utilized later.) EXAMPLE 1. For years 1 , 2 , . . . , 7 the IQ of a child is tested. Letting 8, be the true IQ in year i, suppose that 0, is measured by a test score Xi- N(0,, 100) . Here, it is quite natural to treat the 8, as being i.i.d. M ( P , a: ), allowing for year-to-year variation in IQ, but recognizing that the IQs should be similar.
Another available piece of information here, assuming that the child is a "random" member of the population (i.e., that he has not been identified as belonging to some special group having a strong correlation with IQ), is that the overall population distribution of IQs is N(100,225). To incorporate this information, one could assign P a M(100,225) prior distribution.
To complete the hierarchical Bayesian description of the problem, a second stage prior distribution for a : is needed. Although an expert might well have subjective knowledge about a :
, which could certainly then be incorporated, it will probably be more common to be quite vague about this parameter and to choose, say, 7r(a:) = 1.
EXAMPLE Consider a variation on Example 1. Suppose a linear trend in 2. the 13~ is suspected. This could be modelled as 8, = p1 + p2i + E , , where pl and p, are unknown and the si are i.i.d. N ( 0 , a: ). This fits into the hierarchical Bayesian framework by defining the first stage prior of 0 to be SJ, (yP, a:I,) , where
It is then necessary also to choose a second stage prior .rr2(Pl, p2,a: ). The prior for (PI, @,) could be chosen in a similar fashion to that for @ in Example 1.
A third reason to consider the hierarchical Bayesian approach is the need for conditional measures of accuracy. To construct either error estimates or confidence sets, there is considerable evidence that conditional (i.e., datadependent) measures must be used. [The recent literature on this issue includes Johnstone (1988) and Lu and Berger (1989a, b) .] The hierarchical Bayesian approach produces accuracy measures, based on the posterior distribution, that are automatically conditional. The major competitor to the hierarchical Bayesian approach is the conditional frequentist approach based on unbiased estimators of accuracy [see, e.g., Stein (1981) , Johnstone (1988) and Lu and Berger (1989a, b) ]. We will be partly concerned with comparison of these alternative approaches.
A final motivation for the paper ,is to consider minimaxity of various hierarchical Bayes estimators. While it has been recognized that minimaxity and "good" shrinkage patterns are often incompatible [cf. Morris (19831, Berger (1985) and Casella (1985) ], they are sometimes simultaneously achievable. Here we are only considering estimators developed through Bayesian hierarchical modelling designed to reflect actual beliefs about 0, so that good shrinkage patterns are automatically obtained. If minimaxity is also present, one has a very attractive situation.
Two minimaxity results are discussed. The first, based on ideas of Stein (1981) , Zheng (1982) and George (1986a, b, c) , is quite surprising, in that it establishes minimaxity of certain hierarchical Bayes estimators simultaneously for all second stage priors on the first stage mean. For instance, one can model exchangeability but also incorporate any subjective information about the location of the common mean, all while staying minimax (and hence satisfactory to a frequentist).
Unfortunately, the result is applicable only in rather special cases. Thus, we also discuss a conceptually trivial numerical method of verifying minimaxity of a given estimator, namely, numerically maximize the unbiased estimator of risk and see if it is less than the minimax risk. Although there can be formidable computational problems involved in this verification, the approach is much more general and typically much easier than. analytic verification of minimaxity. This will be further discussed in Section 4.
The organization of the paper is as follows. In Section 2, the general model being considered is developed, and useful expressions for the hierarchical Bayes estimators are given. Section 3 considers the determination of estimation accuracy (e.g., estimated variances and estimated risks), from both Bayesian and estimated frequentist perspectives, and compares the two approaches. Section 4 presents the minimaxity results.
Among the extensive literature on hierarchical Bayesian methodology, works that consider estimators similar to those in this paper include Lindley and Smith (1972) , Box and Tiao (1973) , Smith (19731, Deely and Lindley (1980, DuMouchel and Harris (1983) , Berger (1985) and Angers (1987) . Works that discuss minimaxity of Bayes estimators include Brown (1971) , Strawderman (1971 Strawderman ( , 1973 , Efron and Morris (19721, Berger (1976a , 1980 , 1982a , b, 19851, Faith (1978 , Judge and Bock (19781, Stein (1980, Li (1982) , Zheng (1982) , Chen (1983 Chen ( , 1988 , Cooley and Lin (1983) , George (1986a, b, c) , Haff and Johnson (19861, Spruill(1986) , Berger and Chen (1987) , DasGupta and Rubin (1988) and Haff (1988) .
The hierarchical Bayes estimator
2.1. The hierarchical prior distribution. The prior distribution that will be considered is a mixture of a "first stage" distribution on 0 w.r.t. hyperparameters p and X,; in particular, we consider where the first stage prior and the second stage prior is r 2 ( p , X,), which will always be assumed to have a density w.r.t. Lebesgue measure on the domains of p and X,. [The theoretical sections, Sections 2.3.2, 3.1.2 and 4.1, do not require assumption (2.2).] The following two examples indicate the diverse possibilities for choice of r,; these examples will also form the basis of our later developments. Two important generalizations of these examples are given in Appendix 1. where y is a ( p x L) matrix of known regressors (such that y t y is positive definite) and p is a (1 X G) vector of regression coefficients. Thus, 0 is modelled as having the regression structure where E SJp(O, X,). An important special case is that of exchangeable means, defined by (2.5) y = 1, p E R1 and X,=CT;I,.
The second stage prior density will be assumed to be of the form where either of the following holds:
Here pO,A and a are given, and YJa, pO, A) denotes the svariate t-distribution with a degrees of freedom, location vector p0 and scale matrix A. Usually, p0 can be thought of as a subjectively specified "guess" for p, while A is typically a subjectively specified "accuracy" matrix corresponding to this guess (cf. Example 1). When p is small (or G is a substantial fraction of p ) it can be quite important to utilize such subjective information about p [cf. Berger (1982b) l. Note, however, that it is typically possible to be "noninformative" about p if desired, by letting A -, in ri [which can be shown to correspond to choosing r i ( p ) 3 11.
Case 1,the choice of a normal distribution for ri, is calculationally easiest.
Using a t-distribution, as in Case 2, adds one dimension of numerical integration to the calculations but results in additional robustness with respect to the subjective input p0 [cf. Angers (1987) l.
Finally, we will allow A-l to have eigenvalues that are zero. (All expressions will be in terms of A-l, so there is no need to define A in this case.) Let and let R 0 denote the null space of A-l. For p -p0 E R,, r i ( p ) is constant, implying that the prior is noninformative on that part of the parameter space of p. Note that m = 0 corresponds to a constant (noninformative) prior for the entire parameter space of p. EXAMPLE 4. The second example that will be utilized for illustrative purposes is based on Berger (1980) [see also Strawderman (1970 , Berger (1976a and Lu and Berger (1989a) is allowed and will be defined by H = given. When d = 0, the usual choice of C is (2.10)
where A is a specified positive definite matrix satisfying (2.9), i.e., This choice of C and H results in a prior that is similar to the usual conjugate SJ,(p, A) prior, in that it is unimodal with subjectively specified mode p, while A can be thought of as a subjectively specified accuracy matrix (for the best guess p.). The reason for building a two stage prior (i.e., introducing the random 5) is that this robustifies the usual conjugate prior, resulting in familiar robust shrinkage estimators. See Berger (1980 Berger ( , 1985 for general discussion [though Berger (1985) uses a slightly different prior].
When C = I; = I,, then this prior can be seen to specify shrinkage towards the subspace H. When c = 0, one then has shrinkage towards the point PO. Indeed, defining u : = 5 -1, the prior reduces to the Example 3 scenario with X, = u: I, and a noninformative prior on p. Note that we will, therefore, also be providing closed form expressions for the hierarchical Bayes estimator in that case.
2.2. Existence of the Bayes estimator. The Bayes estimator that we will consider is the posterior mean (optimal for quadratic losses). Since we will often be working with improper second stage prior distributions, r 2 ( p ,X,), it is important to keep track of when the Bayes estimator actually exists (i.e., when the posterior distribution has a mean). The following lemma gives such a result. [We use f(xl0) to denote the SJ,(O, I;) density of X.] LEMMA 2.1. If, for all x E RP, the marginal distribution is finite, then the posterior mean and covariance matrix exist.
PROOF. The reason for this result is essentially the analyticity of the Laplace transform on its domain of definition. In fact, we can write where h(x) is the Laplace transform of e -e 2 / 2 r ( 0 ) .As m(x) is finite for every x, it follows from Corollary 2.6 of Brown [(1986) , page 381 that all derivatives of m exist at every x E Rp, and the posterior mean and the posterior covariance matrix can be expressed in terms of derivatives of m (see Sections 2.3.2 and 3.1.2).
The following lemmas give conditions under which m(x) is finite for the situations of Examples 3 and 4. The Proof of Lemma 2.2 is given in Appendix 2. 
The conclusion is immediate.
2.3. Expressions for the hierarchical Bayes estimator. There are two quite different representations for the hierarchical Bayes estimator (the posterior mean) iiHB.One is useful for calculation and relies upon the normality of the first stage of the prior distribution; the other will be used for theoretical purposes and is based on a representation in terms of the marginal distribution (2.12). Explicit formulae will be presented when I; = u:Ip.
2.3.1. Calculational formulae. We have [cf. Lindley and Smith (1972) or Berger (1985) 
where, letting W = (I; + I ; , ) -' ,
and Note that ii (xIp, I;,) is the conditional mean of 0 given p and I;,. This decomposition can be calculationally advantageous when p and I;, have low dimensional distributions; in that case, the calculation of (2.19) requires only low dimensional integration. Also, when p has a normal distribution or a t-distribution, the computation of (2.19) simplifies further, as indicated in the following examples. For motivational purposes, we begin with the exchangeable scenario of Example 3, as defined by (2.5). Note that tiHBis defined even for p = 3, as long as A < a ; when A = m, so m = 0, sHBdoes not exist for p = 3 (see Lemma 2.2). Thus, when A < a , aHB defines an exchangeable shrinkage estimator when p = 3, while (1.2) requires p 2 4. Furthermore, aHBwill be shown to be minimax even when p = 3; thus a frequentist who desires to use an exchangeability-based minimax shrinkage estimator when p = 3 must, in addition, incorporate subjective prior information about the location of the 8, [see also the discussion in the introduction concerning Brown (198711. Of course,' if A is very large and p = 3, there will be very little shrinkage. Indeed, for large A and p = 3, it can be shown that
) ( x -51).
(log A)llx -3~111~ Thus, significant practical gains when p = 3 will only be available if subjective information about p is not too vague. In contrast, when p 2 4, even A = m [yielding (2.24)l will result in significant practical gains. ) is 4 ( y p , ~21,)and f3 is M,(pO,A), it is shown in Berger [(1985), pages 190-1921 that
Recall that setting AP1 = 0 corresponds to choice of a noninformative prior [.rra(p>= 1 1on p. Angers (1987) gives a related expression for sHBin this case.
EXAMPLE 4 (Special Case, Continued). As in Berger (1980) [see also Berger (1985) and Lu and Berger (1989a) 
where m(x) is the marginal distribution of X. [For a proof when I; = I,, see e.g., Berger and Srinivasan (1978) .] Another representation that will be useful follows from defining so that Then where (2.36) t i ( x 1~)= x + XV log m(xlp), This decomposition will allow us to work conditionally on p (see Section 4.1). For other uses of this type of representation for tiHB, see HaR (1988) .
3. Estimated accuracy and loss. What error measures are to be associated with the hierarchical Bayes estimator tiHB? TWO types of measures that are often considered are (1) Bayesian posterior measures and (2) unbiased estimators of loss or variance. The use of Bayesian posterior measures is well established, while consideration of unbiased estimators of loss is increasing [cf. Stein (1973 Stein ( , 1981 , Judge and Bock (1978) , Berger (1985) , Johnstone (1988) , Brown (1988) , Bock (1988) and Lu and Berger (1989a, b) ]. Section 3.1 gives standard posterior measures for our scenario, while Section 3.2 presents unbiased estimators of loss and accuracy. Both "calculational" and "theoretical" versions are given. In Section 3.3, the two types of measures are compared.
3.1. Posterior measures 3.1.1. Calculational formulae. For the model developed in previous sections, the posterior mean hHB is given by (2.19) and the posterior covariance matrix is where S(xIp, X,) is given by (2.20) and r 2 ( p , X,Ix) by (2.21) [see Berger (1985) , pages 139-1401. When the quadratic loss (1.1) is being considered, the posterior expected loss is given by
In the various examples, we will explicitly give only the formulae for VHB; the formulae for pHB(x) follow immediately from (3.1).
EXAMPLE 3 (Continued). For Case 1, the posterior covariance matrix is [Berger (19851, page 1901 where 6(xlu:), W, U and r?j ' (u:1x) are given by (2.27) through (2.29). For Case 2, the same formula holds, but with AAP1 replacing A-l in U (and elsewhere), 6(xlA, a: ) and .rrg(u:, A 1x1 replacing 6(xlu:) and rg(u:1x), and sHB(x) given by (2.30).
EXAMPLE 4 (Special Case, Continued). As in Berger (1980 Berger ( , 1985 , it can be shown that the posterior covariance matrix is given by
+ g(p-/-2)(11~112*)xC-1(Ip -P ) x x t ( I -~)~c -l x ; here 11x11 2, and P are defined in (2.33) and (2.321, while h , and g, are defined in Appendix 3. .7) 3.2. Unbiased estimators of accuracy. For quadratic loss, the usual frequentist measure of performance of 6 is the risk function E, denoting expectation with respect to the distribution of X conditionally on 0. Stein (1973 Stein ( , 1981 introduced the unbiased estimator of risk (for the normal problem), which is an expression LBS satisfying where 9 is a certain differential operator. The concept has been mainly used to establish minimaxity results, though it is being increasingly used for other purposes [cf. Berger (1982) , Spruill (1986) , Chen (1988) , Bock (1988) , Johnstone (1988) and Brown (1988) 
A useful related concept follows from consideration of the matricial mean square error of 6, defined as While dominance of one estimator over another according to this criterion is rare, an unbiased estimator of V(0, tiHB)can be used as a frequentist version of VHB(x);i.e., it can be used as an estimated "accuracy matrix" and to calculate the unbiased estimate of risk. The possible uses of VHBor V,HB are many; the diagonal elements give "estimated variances" for the 8yB, and "confidence" ellipses or rectangles, based on these matrices (and a normal approximation), are easy to construct [see Berger (1980 Berger ( , 1985 for examples].
Not surprisingly, VHBand V,HBcan be very different. The purpose of this section is to give some indication as to the types of differences that can be expected, so as to allow a more informed choice between VHBand V,HB.
In Section 3.3.1, VHB(x)and V,HB(X) are compared in a hopefully representative special case. Analogous comparisons between the posterior expected loss p H B (~) and the unbiased estimator of risk R~HB(x) are given in Section 3.3.2. Section 3.3.3 contains some discussion.
Some might argue that comparing VHB and V~H B (or pHB and RgHB) is meaningless; after all, they are derived from completely different statistical perspectives and mean very different things. Furthermore, since aHB is derived using a prior distribution, it might seem odd to some statisticians to even consider using an unbiased estimator of accuracy. Our rationales for this comparison include the following:
1. In practice, VHB and V~H B (or pHB and R , H B ) will be used in exactly the same way: to convey the possible error in hHB. That they are derived from different perspectives will not mean much to a practitioner; in particular, if they are very different numbers, the natural question will be "which one is a better reflection of accuracy?" It is a conceit of theoreticians to believe that practitioners will be intimately aware of delicate theoretical differences in esoteric situations. To most practitioners, a standard error is a standard error.
2. Although aHBis derived using a prior distribution, the prior distribution may be viewed by a frequentist as simply a technical device. Very strong arguments can be made that, if one desires to use a shrinkage estimator for frequentist reasons, it should still be developed in a hierarchical Bayesian fashion (to direct the shrinkage properly and possibly to ensure admissibility). In this case, the prior would be viewed simply as an artifact and the frequentist would not necessarily desire to use the posterior measures of accuracy. Much of empirical Bayes analysis [cf. Morris (198311 can also be viewed in this light. 3. Related to 2, we feel that it is wrong to argue that the unbiased estimators of accuracy are "more robust" or require "fewer assumptions" than the posterior measures of accuracy. If the prior distribution is viewed simply as a helpful technical device, then the posterior measures of accuracy should start out on an equal footing with the unbiased estimators. Each prior just yields a different accuracy procedure, and it is fair simply to consider and compare such procedures. We have always found it rather curious that a non-Bayesian will often consider and compare a variety of different procedures, but will not include procedures that happen to arise as Bayes procedures because "then you must believe in the prior." This is an unfair double standard. Of course, Bayesians will argue that it is valuable to treat the prior seriously, but our argument is that frequentists will do better if they develop procedures in a Bayesian way, even if they do not take the prior seriously.
In this section we will only consider the special c a y of Example 4, Section 2.1, because the closed form expressions for VHB and V 8~~ will allow for easier comparison. We also restrict attention to the L= 0 case, with C as in (2.10) and (2.11). Again, therefore, the prior is to be thought of as a "robust" alternative to use of the conjugate <(p, A) prior, p and A being subjectively specified location and "scale" factors for 0. is often considered to be an optimistic assessment of the accuracy of the posterior mean (because of possible prior uncertainty). The often substantially smaller might strike many as definitely too small, therefore.
Large values of (~x ( (~. v -, w,
As it is shown in Berger (1980) that vh(v) -, ( p -2) and v2g(v) + 2(p -2). Hence, for large values of 1(x(12, Note first that both VHB and V~H B converge to I; (at a rate proportional to l(xl(-'). This is natural, since it can also be shown that tiHB(x) -, X, and lends credence to the analysis being robust w.r.t. possible misspecification of p and A. (If p and/or A is misspecified, ((x(12 will tend to be large.)
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Note next that
The interest here is that the difference clearly has a comparatively large eigenvalue (at least when p is large) in the Bz = X(X + A)Y1(x -p) direction.
Thus V~H B seems to assess the accuracy in this direction to be less than does VHB. This behavior will be seen to hold also for moderate (1x11~ and will be discussed further in Section 3.3.3.
111. Moderate ((x112 and large p. Recall that p and A are roughly to be thought of as the prior mean and covariance matrix for 0. Hence p and (X + A) are roughly the marginal mean and covariance matrix of X, so that we would "expect" to have Indeed, as p + w, 1(x112/p would then converge to 1.
In Appendix 3, it is shown that, if llx(12/p -+ 1as p -+ w, then h (~( x l (~) -+ 1 and pg((lxl12) -+ (2 -4/.rr). Hence, for large p and 11x11~ r p, (x-11. 11. Interestingly, this exhibits features of both the small ((x112 and large 1(x112 cases simultaneously. To see this, let and {w (,,, w(,,, . . . ,w } be an orthonormal basis. Then the "variances" of the ( P ) H" contrasts" w(,,(0 -S (x)) are, for i 2 2, and, for i = 1, For i 2 2, the variances arising from V~H B might seem "too small," much as in the small 1 1~1 1~ = 1, the situation. On the other hand, for large p and i variance arising from V~H B can be huge, much larger than that arising from VHB; this is related to the difference between RHB and VHB that was noted for large 11x11~. We will investigate the behavior of VHB and RHB when z = (zlei,ei being the unit vector on the i t h axis; thus, we assume that y (and hence x) lies on a coordinate axis. It is then easy to see that VHB and V~H B are both diagonal matrices, with diagonal elements ui2 and Ai being the diagonal elements of X and A, respectively. Here h and g have the comparatively simple forms (see Appendix 3) 
FIG.1. Graphs of h ( v ) , h l ( v ) and h2(v).
q ( x ) are the "optimistic"
On the other hand, the variances YHB(x) and q(x) for (z12= 6 are given by Of some interest is the observation that = 13.44 (the maximum occurring for v = 6.24, which is near the "expected value" of 6 for (1x11~). Note first that the pHB(xi) are always less than t r X, while R,HB(xi) can be much larger (if p is large and A, is large compared to the average of the other characteristic roots). On the other hand, pHB is bounded below by t r X -t r BBt > 0, while R,HB can be much smaller (even negative) when A, is 
which, at z = (1,1,. .. ,lit, become pHB = 10.67 and R , H B = 9.78.
Graphs of p H B (~) and R,HB(X) for the three cases, z = Izle,, z = lzlel and z = ( z ( ( l , l , l , l , l , l ) t / fi,are given as functions of lz( in Figure 2 . They are labelled p,, p,, p, and R,, a , , R,, respectively. Note that the Ri + -0.7 as lzl + 0, and are always substantially smaller than the corresponding pi for small lzl.
3.3.3. Discussion. The differences between v~H B or R , H B and VHB or pHB can be partly explained by the differences between frequentist and Bayesian evaluations of error. For instance, in the example of Section 3.3.2.1V7 the actual frequentist risk at 0 = (0,0,0,0,0, 10It is about 21 [see Berger (19801, Figure 11 , while the posterior Bayes risk for x = (0,0,0,0,0, is about 14. The large R,HB(x) f 27 for this x is thus partly due to its estimating an inherently larger quantity.
Whether the frequentist risk of 21 or the Bayesian posterior risk of 14 is a better measure of accuracy when x is near (O,0, 0,0,0, 10It is an issue we will 1, 1, 1,1, 1, lit/ 6rays, respectiuely. sidestep. Note, however, that there are arguments both ways. For instance, on the frequentist side, one might argue that a situation of possible nonrobustness w.r.t. the prior has been identified; in particular, the "great" fit of (x,, . . . , x,)~ to the prior beliefs about (el,. . . , 85)t overcomes the "bad" fit of x, to the prior belief about 8, (recall that p , = 0 and ,/& = J65= 2.55), so that the Bayesian estimator will substantially shrink towards p = 0 . But one might worry about the bad fit of x,, especially upon observing that much less shrinkage would result from utilization of a prior for which the Oi were independent. [Analternative type of "fix" for individual extreme coordinates is discussed in Berger and Dey (1985) -see also Berger (1985) -based on an idea in Stein (1981) .] In general, a frequentist risk that is substantially larger than pHB(x) would cause us to investigate the robustness of tiHB more carefully.
Of course, we are not considering the report of R(0, tiHB), but instead the report of R*HB(x) [or v*HB(x)], and we have identified a seemingly systematic problem with the latter: When llxll is small, R,HBor V*HBseem themselves to be too small (even s~etimes~negative), 1 ~ is moderate or large (in 1 while if 1 1 ~ certain directions), R*HB or V*HB will be too large [such as in the previously discussed example in which R,HB ((o, 0,0,0,0, s 27 while the risk function in the vicinity of (0,0,0,0,0, is no more than 21 and pHB is only about 141.
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Upon reflection, the reason for A,HB or V,HB being "extreme" is clear. Consider A,HB, for instance, recalling that Let 8, and 8, be values of 8 minimizing and maximizing R(8, sHB). [In the numerical example, 8, = 0 and 8, n (O,O, 0,0,0, 12) t.] For x in the immediate vicinity of Om, it must be the case that F,HB(x) is generally less than R(8,, aHB), or (3.16) will not hold when R,HB(x) is averaged over all x. Similarly, for x in the immediate vicinity of OM, A,HB(x) must typically exceed R(OM, sHB) for (3.16) to hold. This systematic tendency toward extremes is troubling, especially at the lower end. Our opinion is that having errors (or estimated risks) less than VHB(x) [or pHB(x) ] is very hard to justify and is the most serious potential failing of V,HBand A,HB.
In conclusion, our preference is to use VHB(x) and pHB(x) as the estimates of accuracy, with, however, the qualification that if V,HB(X) or A,HB(x) are much larger, then investigation of robustness with respect to the prior assumption (in particular, w.r.t. the strong implied dependence of the B i ) should be undertaken. When Q = I,, (4.2) is the celebrated "superharmonicity" minimax condition of Stein (1981) ; see also Zheng (1982) , George (1986a, b, c) , HafT and Johnson (1986) and Haff (1988) .
In general, analytic verification, of (4.1) [or (4.2)] can be very difficult, especially for complicated estimators such as sHB. In one circumstance, however, verification is relatively easy. The following proposition, generalizing results of Stein (1981) , Zheng (1982) and George (1986a) , provides the needed tool. The great simplification in use of (4.3) is that one can work conditionally on p. Furthermore, if (4.3) is satisfied, then tiHB is minimax regardless of the distribution 7 8 chosen for p, (subject to the mild conditions of Section 2.2 and Proposition 3.3). This is startling, not only because of its generality, but also because it is an instance in which essentially any subjective prior information about a parameter (p) can be utilized while maintaining complete frequentist justification (minimaxity). In the next section we will discuss conditions on ,rr;(X,l p) under which (4.3) holds. In Berger (1980) , the second stage prior distribution for [ that was considered was (with p being given) where any n I ( p -2)/2 could be selected. These are all nondecreasing, but only n = ( p -2)/2 [corresponding to the uniform prior on (1, a)] yields an admissible estimator. Indeed, it is unlikely that one would ever want an unbounded increasing .rr; ([lp) . [Note that, for fixed p, minimaxity theorems based on hierarchical priors of this type were given in Strawderman (1971) and Berger (1976a Berger ( , 1980 .]
It might, on the other hand, be desired to use decreasing n-;([~p). Unfortunately, (4.3) cannot be satisfied for such T;, as the following lemma shows. PROOF.In the proof of Theorem 4.2, it was shown that (4.3) is equivalent to showing that (4.5) is negative. Now, by the assumptions on n-;, there exists an interval (b, c), b > to, such that .rr;(51p) < -E < 0 on (b, c). Clearly,
Letting a -+ co in this expression, it becomes clear that (4.5) can be positive.
Although Lemma 4.3 rules out decreasing priors, a variety of nonmonotonic priors will also satisfy (4.3) for every x and p. For instance, certain n-; which decrease for a while, then increase, and then either are constant, or continue to increase, can be shown to satisfy the condition. Oscillating priors (that finish on an increase) also might work. We have not attempted to determine which of these more general priors satisfy the condition, because they do not seem natural in practice.
Although we have presented the results in this section in terms of Example 4, they also apply to the Example 3 scenario, providing one wants to choose X, = ~$ 2 ;then simply set C = X in Example 4, so that v,2 = (5 -1).
4.3. Numerical verification of minimaxity of sHB. Because of the special choice of Q and the special nature of .rr,2(51p) required for the analytic minimaxity proof in Section 4.2, an alternative general method for verifying minimaxity of sHBis clearly desirable. An obvious method exists: for a given estimator, simply numerically verify (4.1) or (4.2). In this regard, (3.15) provides the most useful calculational formula for ~, H B ,so that the numerical problem can be rewritten as showing that [HafT and Johnson (1986) give a related expression.] Thus, simply have a computer minimize A(x), and check to see if the minimum is nonnegative.
Numerically minimizing A(x) is not necessarily trivial. First of all, calculation of and p H B will often involve numerical integration, and inaccuracies in the integration can cause instabilities in the minimization routine. Second, as always in high dimensions, one needs to worry about local minima. Third, if sHBis minimax, A(x) will converge to its minimum (of zero) as 1x1 -+ m, so that one has to truncate the minimization algorithm when A(x) gets within E of 0 and 1x1 is large. [Strictly speaking, one has then only shown that sHBis probably &-minimax;a tail-minimax argument, as in Berger (1976b) , could be employed to complete a proof of minimaxity, but from a practical perspective this would hardly seem necessary if E were small.] EXAMPLE 1 (Continued). In the notation of Example 4 (Continued) in Section 2.3.1, (2.5) holds and p = 7, u 2 = 100, P O = 100, A = 225 and T: (U: ) = 1. For sum of squares error loss [Q = I, in (1.1)], the results in Section 4.2 (and Lemma 2.2) show that tiHB is minimax. Here, however, the current IQ, O,, might be of substantially more importance than the previous IQs, so that Q = diag{l, 1,1,1,1,1, q} (with q > 1) might be deemed to be more reasonable. We will investigate the minimaxity of tiHB for such Q, using the numerical method. -z * )~, and that these quantities vary independently. The minimization of (4.7) was thus done in only three dimensions; IMSL minimization and integration routines were used throughout. Figure 3 presents the minimum of A(x)/100 as a function of q. (The accuracy of the minima is about 0.05.) For q _< 1.7, the minimum is zero, indicating that tiHB is minimax for such q. For q > 1.7, however, tiHB is clearly not minimax.
The simplicity of the above numerical verification of minimaxity, compared with analytic verification in general, should arguably make it the preferred technique (unless the analytic technique simultaneously handles a wide range of useful estimators). This is especially so because analytic verification is only occasionally possible (and then typically only in simple situations), while the numerical approach is always available (though not necessarily always doable computationally). A bonus that is obtained from the numerical method is a bound [the minimum of A(x)] on the degree of nonminimaxity [since R(8,ti) -tr(QX) s -inf A(x)l.
Finally, note that minimization of A(x) is considerably simpler than maximization of R(8, tiHB) over 8, since the presence of the additional expectation over X, in calculation of R(8, tiHB), so complicates the numerical problem as to make it unmanageable on a routine basis for complicated tiHB. Thus, the existence of an unbiased estimator of risk and the availability of relatively simple expressions for it are crucial elements of the numerical method.
