Synchronisation is a key issue for collaborative user interfaces. An examination of current approaches, in particular the concept WYSIWIS and the use of Video as a communication medium, highlights a number of issues in this area including lack of a common spatial frame of reference, lack of appropriate embodiment of users and inflexible and rigid communication channels between users. The paper then proposes a new framework for designing collaborative user interfaces which addresses these issues. This framework is based on the notion of a common spatial frame within which embodied users are free to move autonomously, being casually aware of each other's activities. Embodiment is considered in terms of both individual viewpoints and actionpoints (e.g. telepointers) within the display space. We propose that, in many cases, synchronisation of the spatial frame is necessary but synchronisation of viewpoints and actionpoints may actually inhibit collaboration. We finish by describing some prototype systems which provide one (of possibly many) examples of how our framework might be employed; in this case to create shared cooperative virtual environments.
Introduction
Collaborative user interfaces, particularly shared workspaces, have been the focus of considerable research effort in recent years. Resulting systems include multi-user editors and drawing tools (Ellis, 91) (Foster, 86) (Greenberg, 91) , shared screen systems and more specialised design surfaces (Ishii, 92) . There has also been a growth in the use of multi-media technology to support communication and awareness between the users of such systems including conferencing systems (Sarin, 85) and media-spaces (Gaver and Moran, 92) (Root, 88) . Determining an appropriate degree of synchronisation across multiple user interfaces is a key issue for such systems. At one extreme no synchronisation, where users may hold entirely unrelated views of the universe, may make collaboration virtually impossible. Perhaps more surprisingly, the other extreme, that of complete synchronisation, may also inhibit collaboration due to loss of individual autonomy and the overhead required to maintain common views. The nub of the synchronisation issue rests on the tension between group and individual needs, an issue across the whole of CSCW. This paper proposes a theoretical design framework for collaborative user interfaces that aims to achieve an appropriate degree of synchronisation. To peer ahead for a moment, this framework will stress the importance of providing a common spatial frame of reference for multiple users and the separation of this frame from the selection and presentation of displayed objects and the individual perspectives of the users. Our use of "space" in this context is in a very general sense, i.e. an arbitrary mapping of any kind of dimensions of information into a landscape where some useful sense of location, direction and movement can be established (Benedikt, 91) . The framework will also focus on the issue of appropriate embodiment of users, including the separation of their viewpoints from their actionpoints. This will be combined with promotion of awareness of the presence, identity and activity of others in a common space, encouraging the replacement of communication rules with "softy enforced" social conventions. Put in other words, restrictions and rules are imposed only if really necessary and then in a way that is as flexible and under user control as is possible. Finally, we will conclude our paper by describing some prototype multi-user virtual reality systems which demonstrate one example (and probably the most obvious one at that) of the proposed framework in operation.
However, we first begin with the motivation for our work, provided by a examination of two current approaches to collaborative user interfaces, the WYSIWIS paradigm and the use of video as a communication medium.
Synchronisation through WYSIWIS
WYSIWIS ("What You See is What I See") prescribes a tightly coupled way of synchronising multi-user interfaces and has been proposed as a foundational concept for shared systems (Stefik, 87 , Communications of the ACM). Under WYSIWIS, users see the same objects, in the same ways and in the same places. WYSIWIS is also often enhanced by the addition of individual telepointers. Several researchers have already expressed reservations over strict WYSIWIS. In particular, Stefik et al., 1987 (ACM TOIS) , propose a variant called "Relaxed WYSIWIS" which allows synchronisation constraints to be relaxed along four key dimensions. These are space, where WYSIWIS is only applied to only a subset of visible objects; time, where delays in updating views are allowed; population, where sharing may be limited to subgroups of the user population and congruence, where alternative views (e.g. visual variations) of objects may be possible.
We argue that WYSIWIS may in fact inhibit collaboration by binding people too closely together. In effect, it places too many constraints on people's freedom to move and act as autonomous individuals. Furthermore, maintaining synchronisation during concurrent multi-party activity requires considerable effort. This effort is either passed onto users or onto the underlying system, the latter in the form of complex locking mechanisms and heavyweight and costly networking protocols (which may in turn inhibit the establishment of shared workspaces over wide area networks). For example, turn-taking mechanisms control synchronisation in systems where there is one "writer" and "many" readers such as (Greenberg, 91) and more collaboration aware systems often introduce explicit mechanisms for managing the sharing of displays such as (Rein, 91) .
Although relaxed WYSIWIS may go some way towards providing users with a degree of autonomy while maintaining a degree of synchronisation, we propose that it still imposes a fundamental and unnecessary constraint on users in that it synchronises their viewpoints within the display space. Put another way, it effectively glues their heads together. This falls into the trap of assuming that looking at a common object implies looking at it from the same perspective.
This approach can be contrasted with that of Shu and Flowers who, in their work on collaborative three dimensional design, argue that users should have autonomous but mutually visible viewpoints within a common space (Shu, 92) . A viewpoint represents a users position within the display space and also their orientation and hence their focus of attention or gaze direction. Thus, viewpoints combine both the position that the user is looking at and the position that they are looking from within the display space. A further key aspect of viewpoints is that users are aware of each others viewpoints in a shared space and thus have some notion of where other people are working. Put more formally, viewpoints have the effect of directly embodying users within the display space (i.e. giving them a visible presence).
We can contrast the notion of viewpoint with the use of telepointers in shared workspaces. Many WYSIWIS systems support the notion of autonomous telepointers which allow different users to indicate places of interest within the common display space. Like Shu and Flowers' viewpoints, telepointers aim to embody users within the space, to show where they are working and what they are currently doing. The difference between viewpoints and telepointers is that viewpoints indicate where users are looking whereas telepointers show where they are manipulating. Drawing on our experience of interaction in the real world, viewpoints correspond to the position of our head and eyes where as telepointers correspond to our hands. In fact, telepointers are just one example of what we chose to call actionpoints (see below). Furthermore, we note that viewpoints and actionpoints are not necessarily coupled together in a single individual and that they are rarely synchronised between different individuals. However, other people are generally aware of where we are looking and manipulating. In other words, real world interaction supports both autonomous viewpoints and actionpoints coupled with awareness of the viewpoints and actionpoints of others.
Synchronisation and video
Now we turn our attention to the use of video in collaborative systems, particularly its use within teleconferencing and media-spaces. Although the use of video may seem to be a separate issue from that of WYSIWIS, we argue that the synchronisation of user displays in a multi-party video interaction is also influenced by the above issues. The introduction of video between remote participants may be intended to meet several goals. First, video may enhance audio in teleconferencing by allowing users to see each other, to make eye contact and to more effectively manage conversation (e.g. effecting turn taking and repairs) (Acker, 87) . Second, video may be intended to enhance general awareness through the introduction of facilities such as glancing and office-sharing in media-spaces (Gaver and Moran, 92) (Root, 88) . Gaver has already discussed the affordances and some of the current limitations of video in some depth (Gaver 92) . We briefly highlight the following issues as motivating our work:-words, there is no common navigable space established in a video connection. Instead, video provides a non-traversable window (and usually a small one at that) between separate spaces. Participants using video therefore cannot easily establish common spatial terms of reference. As a more concrete example, the notion of making eye-contact in a video conference of more than two people is plainly nonsensical. Glancing at a camera will result in the glance being transmitted to many people -just who is being glanced at? Contrast this with the ability to tell who is attending to who around a real conference table by observing gaze direction. Interestingly enough, this problem does not become apparent until we consider groups of more than two people.
2. Lack of embodiment -people using video act as external observers peering into a space through a window. They are not actually embodied within the remote space. This may result in several problems. First, they are unable to easily move about in the remote space, experiencing it from all angles and perspectives. Second, lack of embodiment may cause social problems in the use of video technology (e.g. people feel that the are being watched and are unaware of the observer's presence or identity). Perhaps the general case is not so much one of sharing viewpoints, but is more how you perceive and relate to other collaborators. It seems that it is important to have a casual and non-threatening trustful awareness of others. The video tunnel's "en face" view is not sufficient and might even be considered harmful (Rodden, 93) .
A Framework for collaborative user interfaces
This analysis of synchronisation issues has motivated us to propose a new framework for synchronising multiple user displays in CSCW systems. At present we offer this framework as a working hypothesis, backed up with some demonstration systems. Longer term evaluation is clearly required to test this hypothesis.
The aim of our framework is to provide a clear separation between key design issues and to show how they relate to each other, thereby allowing designers to determine appropriate synchronisation policies. To summarise, previous sections have identified seven key design issues for collaborative interfaces:
1.
Both too little and too much synchronisation of users displays may inhibit the ability to co-operate. In particular, WYSIWIS may involve too much synchronisation.
2.
People might possess independent viewpoints and actionpoints within a common display space.
3.
Viewpoints and actionpoints need not be synchronised between individuals. However, people should be aware of other peoples viewpoints and actionpoints.
4.
People should be aware of each others presence, identity and activity (the latter supported via viewpoints and actionpoints).
5.
A common spatial frame should be provided. Existing multi-user interfaces typically lack a common spatial frame. Instead, they provide synchronisation between sets of disjoint spaces.
6.
Users should have an embodiment. Many existing interfaces fail to adequately embody users within the common display space.
7.
Firm and fast mechanisms (or rules) for management and control of shared workspaces should be replaced by social conventions that are not enforced by the environment itself.
We propose a new design framework for collaborative interfaces which addresses these issues. The framework consists of the following components.
Components of the Framework

Selection
A collaborative system may contain many objects, of which only a subset may be present in a users interface at a given time. Selection describes the process of choosing which objects are represented from the set of possible objects. A requirement on selection is that it should be lightweight and non-obtrusive.
Presentation
Once selected, it is necessary to choose the mode of presentation of an object. In particular, each visible object may have many possible representations (e.g. a clock representation might be digital or analogue or a representation of temperature might be either colour or length/height). It should also be possible to agree on common representations. An architecture for managing multiple presentations of objects has already been proposed in (Bentley, 92) .
Spatial frame
The spatial frame refers to the spatial frame of reference used in each person's display mechanism. The spatial frame locates all objects within the display space by defining a co-ordinate system which allows the measurement of both position and direction. The spatial frame may be defined to have any number of dimensions. Thus, a spatial frame may represent a 2-D windowed interface, a 3-D virtual environment or indeed a more general N-dimensional data space (where dimensions are constructed from combinations of the attributes belonging to some set of objects).
The notion of a common spatial frame means that users inhabit mutually consistent coordinate systems. Consequently, they can assign consistent relative positions to each other and to all other observed objects. In turn, this supports the use of consistent spatial language and conventions (e.g. if I observe that person A is looking at B, I can be sure that this is also true for you, for A and for B).
It is possible that different users' spatial frames may only partially overlap. For example, two users may inhabit different multi-dimensional data spaces which overlap across a specific subset of their dimensions. In this case we can relate the notion of their common spatial frame to the set of dimensions which they share.
Embodiment
Embodiment describes the way in which users are themselves directly represented within the display space. Notice that we consider users as existing within the space, not as observers looking onto it. Note that this does not necessarily imply the use of immersive virtual reality technologies, only that the user has some representation within the space. Embodiment conveys awareness of presence, identity and even activity to other people and is therefore fundamental to managing cooperative work. As a result, embodiment must satisfy a number of possibly conflicting goals including personalisation (i.e. easily conveying identity and allowing people to tailor their own images), the identification of position, direction, activity and also what can be called truthfulness (it may be confusing and harmful for objects to appear other than they are -e.g. lying about identity or suggesting capabilities not actually possessed, for instance showing ears when an object cannot hear).
Viewpoints
A viewpoint represents where a user is attending within the display space (i.e. an individual's perspective). Thus, a viewpoint is analogous to the position and direction of a person's gaze within the real world.
Actionpoints
An actionpoint represents a point within the display space where a user is interacting with some object. Examples of actionpoints are telepointers on a shared drawing surface, cursors on a shared editing surface and "hands" within a virtual reality system. Thus, we separate the point of attention (viewpoint) from the point of manipulation (actionpoint). This is analogous to the separation between our eyes and hands within the real-world. Following on from this analogy, viewpoints and actionpoints may be independent of each other, although they may often be used in a loosely coupled way.
Awareness and communication
Awareness of the presence, identity and activity of others in a shared space is critical for establishing and subsequently managing cooperative work. Awareness may be peripheral or focused. It may also be casual or intentional. At the extreme, awareness leads to direct communication via some appropriate medium. Awareness relies on embodiment and includes awareness of both the viewpoints and actionpoints of others.
Synchronisation of components
Having identified key components of collaborative interfaces, we now return to the issue of synchronisation. More specifically, we consider the question "which of these components should be synchronised in order to best support cooperative work?" Although we argue that there is no hard and fast answer to this question and that the degree of synchronisation will depend upon the preferences of the people involved and the nature of the application, we propose a core solution which we believe will act as a guideline or starting point for most cases. As stated above, we believe that some synchronisation is needed, but that even relaxed WYSIWIS is too extreme. We are now in a position to phrase this argument more formally.
The key problem with WYSIWIS is that it does not allow autonomy of viewpoint between different users within the common spatial frame (although it does usually allow autonomy of actionpoints).
As for video, we can state the main problems as follows.
The key problem with video is that it provides no common spatial frame of reference within which users can be embodied and actionpoints and viewpoints can be provided
As a result we propose the following general synchronisation policy:
1. Spatial frames should be relatively highly synchronised. This means that multipleusers should experience some common spatial frame of reference, allowing them to consistently place each other within the shared space and also to use spatial terms during interaction. It is important for cooperative work to establish at least one common spatial frame between participants. The degree of synchronisation might vary according to the number of dimensions involved. For example, it is possible that two users may share only a subset of available dimensions and, of these, only a further subset may be synchronised. Thus, we can conceive of different degrees of synchronisation of users' common spatial frame.
2. Individual viewpoints and actionpoints should not generally be synchronised between different people. In other words, each person should be free to control their own view points and actionpoints. There may be some cases where synchronisation would be useful (e.g. riding piggy-back and following someone else's view of a complex task).
3. Selection and presentation can be synchronised to varying degrees depending on the application. Thus, the extent to which users see the same objects presented in the same ways may vary. In particular, the framework supports the idea of multiple presentations of shared information as discussed in (Bentley, 92) . In general, the less synchronisation of selection and the less synchronisation of presentation between users, the harder it will be to collaborate.
It is also important to consider how synchronisation is applied. Instead of enforcing synchronisation through hardwired mechanisms, support for awareness and communication allows participants to negotiate synchronisation with each other. Such negotiation may either be direct or may be indirect, the latter through a process of observing the position of others in the common spatial frame. Thus, firm rules and heavyweight mechanisms are replaced by "softly enforced" social conventions which are "applied" by users not by the computer. This equates much better to the way in which groups manage access to resources in the real world. For example, a whiteboard has no internal mechanism to limit or control multiple access and turn-taking. Instead, people subtly negotiate access based on an awareness of who is using and wants to use the whiteboard backed up with social convention (e.g. it is generally rude to interrupt people). In turn, this mechanism is supported by continual awareness of who is attending to and manipulating the board within a common spatial frame. The social conventions can be broken, although at some social risk. We will return to this example with our prototype systems below.
Sub-spaces and unfolding
Many user interfaces support the notion of subspaces (e.g. nested windows). We can relate this to our model through the concept of "unfolding". In his work on virtual reality, Michael Benedikt introduces the term unfolding to refer to the creation of sub-spaces within a Cyberspace, where each subspace is defined by its own set of dimensions (Benedikt, 91) . Our framework should also allow the creation of sub-spaces through a process of unfolding, where each subspace defines its own common spatial frame and may provide its own synchronisation policy. The idea of having different synchronisation policies in different (sub) spatial frames provides our framework with further flexibility.
Examples of use
Before describing specific prototyping activities, we first briefly reflect our framework back onto a variety of different applications. First, we consider a virtual desktop application where the display constitutes a moving window passing over a large 2-D surface containing windows, icons and other objects. The virtual desktop itself represents the common spatial frame and should thus be synchronised across multiple users. However, the position of a given display and pointer/cursor should be autonomously managed. Furthermore, the positions of other peoples viewpoints and actionpoints should be made visible in some form so as to provide some sense of embodiment. A major difficulty here might be the limited view afforded by the display which fails to provide peripheral awareness of the presence and location of others. This might be solved by the provision of a separate map facility which affords an instant overview of the entire virtual desktop surface. A second application area might be that of video-conferencing or media spaces. Here the major problem to be addressed is the lack of a common spatial frame. Some mechanism is required for situating a set of video images within a common space and for navigating this space. One possible approach is suggested by Bill Gaver (e.g. the use of Mobile Cameras) (Gaver, 92) . Another might be to situate the two dimensional video images within some kind of 3-D display space. A third application area for our framework might be that of multi-user virtual reality systems. Indeed, in many ways this is the most immediately obvious target area and is the domain that has been chosen for our early prototyping work. The following section therefore describes several early collaborative virtual environments that realise the ideas described above.
Some prototype applications
Several researchers have recently begun to experiment with multi-user virtual reality systems including Codella at al. with Rubber-rocks (Codella, 92) , the work of the ATR Lab (Takemura, 92) (Ohya, 93) , the Habitat environment (Morningstar, 91) , and Carl Loeffler's Networked Virtual Art Museum (Loeffler, 92) . In addition, current commercial VR products offer some limited multi-user capability including dVS from DIVISION (Grimsdale, 91) , Superscape from Dimension and the World Toolkit from Sense 8.
At Nottingham and SICS we have also begun experimenting with multi-user VR as a means of supporting co-operative work and as a way of realising the concepts proposed above. In this section we will introduce two current demonstrators which between them show how our framework can inform the design of CSCW systems. Of course, we need to stress once more that, although an obvious realisation of our framework, multi-user VR is not the only target domain for this work.
DIVE
The first and most extensive demonstrator is the DIVE system developed at SICS (FahlŽn, 93) . DIVE (Distributed Interactive Virtual Environment) is a distributed multi-user virtual reality system, suited for building and running applications in a high performance computer network setting. DIVE has been used to implement a variety of applications including teleconferencing, information visualisation and control of industrial robots. The system consists of a set of communicating UNIX processes, running on nodes (computers) distributed within a local or wide-area network, see Figure 1 . The processes have access to a number of databases, each one describing a virtual context (or world). For each world, there exists an associated process group, consisting of all the processes that are currently members of that world. When a process joins a specific process group, it receives a complete copy of the actual world data. The different copies of the world database are then kept consistent by the use of reliable multi-cast network protocols so that the databases can be updated concurrently. A process can only be a member of one ÒworldÓ process group at a given time but it is easy and quick to go between different worlds. Current DIVE applications realise the components of our proposed interface framework in the following way :-DIVE provides a common spatial frame in the form of a three dimensional space which is shared by its users. At present, selection is synchronised so that all users see the same set of objects. However, their presentation may vary. In the simplest case, the appearance of an object depends on the perspective from which it is viewed as one would expect in a normal 3-D space.
High Capacity
DIVE users are directly embodied through a virtual body which they move at will with a full six degrees of freedom (3 translational and 3 rotational). Each user may have a unique and arbitrarily complex embodiment as specified in their own configuration file. In addition to a graphical representation of the user, this embodiment also provides a set of "strings", attached to external peripherals, which are used to freely and independently manipulate the users viewpoints and actionpoints. Possible peripherals include head-mounted displays, wands, joysticks, screens and mice. Two typical configurations might be an immersive interface where a single viewpoint is controlled by a 3-D tracker attached to the headmount and an actionpoint by a 3-D tracker attached to a wand; or a non-immersive interface where a mouse is used to control both viewpoint (via a special graphical "vehicle") and actionpoint. A non-immersive user may inhabit as many instances of their body as they wish, each having a separate display window. The screen-shot in figure 2 is taken from a typical DIVE teleconferencing environment and includes a range of different embodiments .
Figure 2. Teleconferencing in DIVE
There are five users in this scenario (the image is the current view of one of them) and between them they inhabit three forms of body. The first is vaguely humanoid in shape, even having a photograph texture mapped onto the "face" to support identification. The overall body position as well as the separate head and one arm are all tracked and move to show the positions of the user's viewpoint and actionpoint. The second (in the middle of the shot) is a simpler "blockie" also with a moving head to show viewpoint. Actionpoint is conveyed by a separate pointer which acts as a limb (not currently active in the picture). The third is a flat 2-D image of an external user which has been captured from a video camera. Figure 2 also shows the use of communication tools in DIVE, in particular, the inclusion of a fully-functional whiteboard. Thus, this DIVE scenario demonstrates a shared drawing surface, situated within a common spatial frame within which users are directly embodied and have unsynchronised, but mutually visible, viewpoints and actionpoints. It is interesting to compare this with 2-D shared drawing tools which use WYSIWIS.
Awareness of other users is clearly provided by their embodiments. In addition, DIVE also supports a more complex awareness model where users negotiate mutual, nonsymmetrical, levels of awareness across a range of media using two concepts called focus (a spatial field to represent attention) and nimbus (a field to represent the projection of activity). A detailed description of this awareness mechanism is beyond the scope of this paper and the interested reader is referred to (Benford et al., 93) and (Benford and FahlŽn 93) . Finally, the concept of unfolding is supported in so far as users can move through portals from one DIVE universe into another at will. Universes can be connected into any arbitrary structure.
It should also be stressed that a demonstration or video sequence is required to really appreciate the awareness of other people's presence and actions that are provided in DIVE applications such as this.
MASSIVE
Our second demonstrator, MASSIVE, represents an attempt to produce a collaborative virtual environment capable of scaling to larger numbers of inhabitants than many existing systems (Greenhalgh, 94) . Part of MASSIVE's approach to scale involves simultaneously supporting radically different styles of user interface. In order to achieve this, MASSIVE further relaxes synchronisation across some of the components of our proposed framework.
MASSIVE allows users with different styles of user-interface to interact within a common spatial frame. In particular, the system supports both a 3-D graphics interface (using the DIVE visualiser code) and also a 2-D text interface. The 2-D interface takes the form of a MUD (Multi-User Dungeon) like representation of the world based on a 2-D scrolling window which allows its user to move across an infinite 2-D plane. Other users and objects are embodied by combinations of simple ASCII characters. For example, a user is embodied by the first letter of their name attached to a short line which points in the direction they are currently facing.
Direct communication between users is also supported through a mixture of audio and text communication media. Our motivation for providing such a mixture of interfaces has been to show how users with access to quite different levels of technology can still interact within a common virtual world. Providing a 2-D interface also allows us to heavily populate worlds at minimal expense. We recently managed a session of six simultaneous users; although perhaps not yet a "heavy" population, this is large scale by current VR standards.
The architectural innovation that makes such heterogeneity possible is the manner in which the system dynamically brokers and connects "media" between different users. Each user is represented by an object which exports a number of media which may be attached to other objects in order to interact (examples of media are graphics, text and audio). When objects get sufficiently proximate to one another the system compares their media and, if they possess any in common, establishes a connection between them. Thus, a text-interface user may also export a graphics embodiment which can then be seen by graphics interface users and vice-versa (an object can export an image to another object even if it is unable to display the medium itself). If two objects export no common media then they will not be able to interact and will be mutually invisible.
Considering our proposed user interface framework, we can see that in order to achieve this heterogeneity, MASSIVE has relaxed synchronisation across both the spatial frame and selection components :-¥ In the case of interaction between 2-D and 3-D users their spatial frames only partially overlap (across the 2-D plane). Thus, 2-D text users are effectively "flatlanders" who inhabit just a limited slice of the 3-D users environment. Thus, synchronisation only occurs across a subset of all possible spatial dimensions.
¥
The fact that objects might be invisible to one another (depending on whether they "speak" any media in common) means that synchronisation of selection is effectively relaxed -not all users see the same objects.
In summary, MASSIVE synchronises spatial frames where they overlap, does not strictly synchronise selection or presentation and does not synchronise viewpoints or actionpoints at all. In addition, as with DIVE, it provides direct embodiment (in a variety of media) and awareness of others within the spatial frame.
Initial observations
We have presented two demonstration systems which implement our proposed framework. Our aim in doing this has been both to illustrate some possible applications of our ideas and also to indicate their technical feasibility. The status of these demonstrators is that DIVE is generally available as a VR platform for the research community and that MASSIVE exists as a laboratory prototype.
Although demonstrated to be technically feasible, our proposed framework still remains little more than a hypothesis which has yet to be experimentally tested (e.g. by comparison with WYSIWIS). We believe that considerable technical problems have to be surmounted before this becomes a realistic possibility. In our opinion, the current demonstrators are still too crude to test anything other than people's reaction to the base technologies involved (indeed, this is true of nearly all VR systems). Problems with immersive technologies (lack of comfort, poor resolution and field of view); the crude appearances of some of our environments (lack of complexity and textures); as well as currently limited scaleability all have to be addressed before a useful evaluation of our framework can be made.
Given these caveats, we are however prepared to offer a few subjective initial observations. First, direct embodiment of users appears to enhance awareness of others in a powerful way. Given an appropriate channel (i.e. audio) we have found it quite easy to associate simple 3-D graphical embodiments with other users (2-D may be another issuesee below). This leads to a second point -audio really does seem to be a critical requirement. Although the text channel allows communication, it is really too limited for helping synchronise real-time activity. Thirdly, those embodiments which show viewpoint and actionpoint by moving "head" and "limbs" driven by position trackers easily convey a sense of human presence and activity. We suspect that showing such dynamic movement may turn out to be one of the most significant factors in achieving this. Thirdly, interaction between users with radically different interfaces and the resulting relaxation in synchronisation of the spatial frame and selection have already led to some interesting side-effects. For example, ¥ The presence of invisible users who may be engaged in hidden interactions with other visible users.
¥ The ability for 3-D users to appear to teleport relative to 2-D users by moving off the 2-D plane and then entering it at some other location.
¥ Differences in the treatment of personal space between 2-D and 3-D users. We have observed that, whereas 3-D users maintain a distance between themselves and others, 2-D users appear to have little sense of personal space. Indeed, they frequently stand "in other peoples faces" and even occasionally walk through their bodies! We suspect that two factors may contribute to this effect. First, graphics users have a limited field of vision and so have to stand back to obtain a reasonable view whereas 2-D text users have a fully circular field of view. Second, the representation of the world seen by 2-D users may be too limited for them to identify the characters on the display with other people.
Whether these observations constitute serious long term problems remains to be seen. At present, we merely note them as interesting consequences of relaxing synchronisation between key components of our framework. In particular, they raise issues for the maintenance of synchronisation between radically different styles and capabilities of interface.
Summary
Support for cooperative work requires an appropriate degree of synchronisation of user interfaces. Too little synchronisation and users have no common ground; too much and co-ordination becomes problematic. An analysis of two key CSCW technologies, WYSIWIS interfaces and video, suggested a number of issues to be addressed in this area. More specifically, we have proposed that existing approaches may fail to distinguish between individual viewpoints, actionpoints and having a common spatial frame of reference and may also fail to adequately embody users within the common display space. The paper then proposed a framework for the design of collaborative user interfaces which aims to overcome these problems. This framework identifies the following key components: selection, presentation, spatial frame, embodiment, viewpoints and actionpoints.
Considering synchronisation, the paper suggested that the spatial frame requires a high degree of synchronisation but that viewpoints and actionpoints do not. Thus, users can be free to move autonomously within a common space. They should also be aware of the presence and movement of others. It also proposed that viewpoints and actionpoints need not be strictly coupled together for an individual. Furthermore, different synchronisation policies could be applied to separate sub-spaces through a process of unfolding. We then described two prototype implementations which show how the framework might be applied to the development of collaborative virtual environments and presented some initial observations from use in the laboratory.
