This paper studies the event-triggered receding horizon control (RHC) of continuous-time nonlinear
authors in [12] studied the event-triggered RHC of linear systems with additive disturbance by using a tube-based approach. There have been also research interests focused on nonlinear systems [13] [14] [15] . In [13] , an event-triggered scheme was proposed for nonlinear systems with additive disturbance by continuously measuring the error between the actual and the predicted trajectories. In order to acquire the benefit of avoiding Zeno behavior, the authors in [14] proposed an event-triggered mechanism design which can guarantee that the inter-execution time is lower bounded. Event-triggered RHC can also be found in decentralized and networked control systems [15] , [17] . In [15] , an event-triggered RHC framework was proposed for stabilizing the distributed nonholonomic systems. However, such RHC-based event-triggered schemes only use the instantaneous information of the actual and predicted state. The integral of the error between actual and predicted trajectories can be used in the event-triggered RHC framework for further reducing the communication rate compared with the existing results.
In this paper, we investigate the robust integral-type event-triggered RHC problem for the continuous-time nonlinear systems with additive disturbance, aiming at alleviating the computational load while ensuring the feasibility of proposed RHC problem and the stability of the closed-loop system. The main contributions of this work are three-fold:
• An integral-type event-triggered RHC algorithm has been designed for the continuous-time nonlinear system in the presence of additive disturbance. This ETM is proposed by using the integral of the error between the actual and predicted states. By using the ETM, the optimization problem will be only solved when the accumulated error reaches the designed triggering level. The triggering level is also designed to avoid the Zeno behavior;
• A novel robustness constraint is proposed to compensate the additive disturbance for the closed-loop system. The nominal state in the optimization problem is required to satisfy a time-varying constraint, which is decreasing proportionally to time. Moreover, this constraint will shrink into an ellipsoidal terminal region after a prediction horizon. By using this unique configuration, the optimization problem admits a less conservative initial feasible region.
• The feasibility of the integral event-triggered RHC and the stability of the closed-loop systems are thoroughly studied. Sufficient conditions for ensuring the feasibility and stability are provided, respectively. It is also shown that the feasibility and stability conditions are subject to the prediction horizon, the bound of disturbance, the triggering level, and the contraction rate for the robustness constraint. Moreover, there exists a design trade-off for the parameters when the control performance and the computational load are considered. May 14, 2018 DRAFT The paper is organized as follows: Section II describes the problem formulation of the proposed event-triggered RHC algorithm. Section III states the feasibility and stability results of the proposed algorithm. Section IV gives a simulation example to verify the effectiveness and computational efficiency of the proposed algorithm.
Notations:
The real space is denoted by R and the symbol N represents the set of all positive integers. For a given matrix X, we use X and X −1 to denote its transpose and inverse. For a symmetric matrix S ∈ R n×n , we write S 0 or S 0 if S is positive definite (PD) or positive semidefinite (PSD). The largest and smallest eigenvalues of S are denoted by λ(S) and λ(S), respectively. Given a column vector x ∈ R n , x represents its Euclidean norm, and
x P := √ x P x is the P -weighted norm. We also use the notation x 2 P := x P x. Given a continuously differentiable vector-valued function g(t) on [a, b], we use g (t) to represent its Jacobian matrix.
II. PROBLEM FORMULATION

A. System Dynamics and Optimization Problem
We consider a continuous-time nonlinear system with additive disturbance as followṡ
where x(t) ∈ R n is the state variable, u(t) ∈ R m is the control input, and ω(t) ∈ R n is the additive disturbance. The system satisfies f (0, 0) = 0 and has a Lipschitz constant L. The control input u(t) ∈ U, where U ∈ R m is a compact set containing the origin. Moreover, the disturbance ω(t) is also in a compact set W containing the origin, which is bounded by ρ = sup ω(t)∈W ω(t) .
By linearizing the nonlinear system (1) at the equilibrium (0, 0), we can obtain the linearized state-space model:ẋ
where A = ∂f ∂x | (0,0) and B = ∂f ∂u
In the following, we introduce a conventional assumption for the linearized model (2), which is necessary for analyzing the closed-loop performance of the nonlinear system (1).
Assumption 1.
There exists a feedback control law u(t) = Kx(t) such that the closed-loop system matrix A + BK is Hurwitz.
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In addition, we also make use of a conventional result of the control invariant property of the nonlinear system (1).
is piece-wise right-continuous and suppose that Assumption 1 holds, then given a stabilizable K, and two symmetric positive-definite matrices Q and R, there exists a constant κ > 0 such that: (1) The Lyapunov equation (A + BK + κI) P + P (A + BK + κI) = −Q * admits a unique solution P 0, where Q * = Q + K RK ∈ R n×n and κ satisfies κ < −λ(A + BK); (2) u(t) = Kx(t) ∈ U and Ω( ) := {x ∈ R n | x 2 P ≤ } is control invariant by the feedback control law u(t) = Kx(t) for the nonlinear system (1).
The nominal system of (1) can be defined aṡ
wherex(s) andû(s) are the predicted states and control sequence, respectively. Note that the nominal system dynamics (3) will be used for constructing the equality constraint of the following optimization problem. In order to avoid ambiguity, we take explicit notationsx(s; t k ) andû(s; t k )
for the predicted state and control trajectory at the kth event-triggered instant t k . It should be noticed that the event-triggered instants are generated by using the integral-type ETM, which will be elaborated after introducing the optimization control problem.
Then the nonlinear optimization problem P can be formulated aŝ
The cost function is defined as follows
where Q 0, R 0, I n is the n × n identity matrix, P is defined by using the method from Lemma 1, T is the prediction horizon, is the designed parameter for defining the terminal set, May 14, 2018 DRAFT α ∈ (0, 1) is the scaling ratio, and M is the contraction rate for the robustness constraint (7). It should be noted that the terminal constraint is Ω(t k + T ) = α .
By using the aforementioned system dynamics and optimization problem, we construct the following closed-loop system aṡ
where t k is the kth event-triggered instant. In this control framework, we use the optimal control sequence as the control input generated by solving the nonlinear optimization problem (4) . In order to reduce the communication between the controller and the actuator, we take an integraltype ETM for determining when the next optimization should be conducted, i.e. solving the optimization problem and transmitting the optimal control sequence to the actuator.
Remark 1.
In the optimization problem (4), the robustness constraint (7) is used for compensating the additive disturbance when applying the optimal control sequence to the closed-loop system (9). The shrinking constraint-based method for robust RHC has been firstly used in [19] .
In their configuration, the robustness constraint shrinks very fast to the terminal constraint as time evolves. In our approach, a less conservative constraint is proposed, where the shrinking rate is a constant. Intuitively, our proposed robustness constraint will provide a larger feasible set for solving the optimization problem.
B. Integral-type Event-triggered Mechanism
For the nonlinear system (1), we assume that the event-triggered instants set is {t 0 , t 1 , . . . , t k , . . .} with t k+1 = t k + h, where h is determined by the proposed event-triggered scheme (10).
We also make the assumption that there is no time delay and inaccuracy when transmitting the sensor measurements to the digital controller. By using this configuration, an integraltype ETM is introduced for scheduling and implementing the sampling tasks, i.e. determining the event-triggered instants t k . As shown in Fig. 1 , the ETM produces an ON/OFF signal to the sensor by measuring the error between the actual state and the predicted optimal state.
Based on this configuration, we can acquire the benefit of reducing both the computational and communicational load. The integral-type event-triggering condition is designed as 
ON/OFF where h is a minimum time instant satisfying the triggering condition (10) . This ETM can take account of accumulated error between the measured state and optimal predicted state generated by the RHC algorithm (4) over the current period t k+1 − t k , which is different from the eventtriggered setting in [14] . The following theorem shows some important properties of the proposed integral-type ETM.
Theorem 1. For the nonlinear system (1), if the event-triggered time instants t k , k ∈ N are implemented as (10) , then the following result holds: The upper bound for inter-execution time is sup k∈N (t k+1 − t k ) = T ; the lower bound inf k∈N (t k+1 − t k ) = βT can be guaranteed by properly designing the triggering level δ as
where β ∈ (0, 1) is a scaling parameter.
Proof. This proof can be done by two steps.
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Step 1: The upper bound of inter-execution intervals is T . From the design of the integraltype ETM, it can be directly deduced that all the intervals t k+1 − t k is less than or equal to the prediction horizon T .
Step 2: The lower bound for inter-execution intervals can be designed as βT . To prove this result, we firstly consider the upper bound for x(s; t k ) − x * (s; t k ) P at t k . We assume here that the sensor measurements of the states are accurate, thus it follows that x(t k ; t k ) − x * (t k ; t k ) = 0.
By using the triangle inequality, we have x(s;
Then by applying the integral form of Gronwall-Bellman inequality, it can be obtained that
tuting the previous inequality to (10), we can deduce that
is strictly larger than zero for s > t k , we can choose δ as (11) by setting t k+1 − t k = βT . Therefore, it can be guaranteed that the lower bound of the triggered time interval is
Remark 2. Note that the designed ETM is based on the integral of the error between actual states and predicted states. The main difference of the integral-type ETM is that the accumulated error between two consecutive event-triggered instants is taken into account. It is worthwhile to point out that this event-triggered scheme is only valid for the system in the presence of disturbance.
III. MAIN RESULTS
A. Feasibility Analysis
Following a conventional setup for RHC framework, we construct a classical feasible control sequence for the optimization problem (4). This same control policy has been widely exploited by [20] , [21] , and it can be given as
Then the sub-optimal feasible control and state trajectory evolves aṡ 
Proof. For every t ∈ [a, b], we have two results:
Subtracting the aforementioned two equations, it yields 2g(t) = g(a)
By employing the triangle inequality, we can deduce from the above
. Since every g(t) defined on the closed interval [a, b] is equal or less than the right side of the above inequality, thus the result (14) holds.
To simplify the analysis of integral-type event-triggered configuration, we make use of a term e(s; t k ) =x(s;
, which can be found continuously differentiable. Note thatx(s; t k ) is defined as the candidate state trajectory generated by the nominal system (13), andx * (s; t k−1 ) is the solution of the optimization problem (4). In addition,
we let the sub-optimal feasible statex(t k ; t k ) = x(t k ) by sampling the state at the kth triggered time instant t k . For convenience, we denote g(s; t k ) = √ P e(s; t k ), where √ P is the square root of the P . Then we can propose the following result.
Corollary 1. Given e(s; t k ) and g(s; t k ) defined on s ∈ [t k , t k−1 + T ], the following inequality
Proof. By Lemma 2, we can obtain that
Note that e(s; t k ) P = √ P e(s; t k ) , then it can be deduced from the above inequality that
Next we show that the upper bound of e(t k ; t k ) P is related to the triggering level δ. By using the result from Theorem 1, the upper bound of e(s; t k ) P is ρλ(
, where the triggering level δ is designed as the integral of e(s; t k ) P from t k−1 to t k−1 + h. By following simple calculation, we can obtain that
and consequently it follows that
where LβT > 1. Since the function h h− 1 L gets its maximum at h = βT , the above inequality becomes
According to Gronwall-Bellman inequality, one can obtain (15) by substituting (20) to (17 
Moreover, the maximum allowable disturbance can be given as
Proof. First, we show that the designed control sequenceũ(s;
By using Corollary 1, we can obtain that
Then it follows that x(t k−1 + T ;
δ. By using the Triangle inequality, we have
which implies that
Note from Theorem 1 that the designed triggering level δ = ρλ(
In order to steer the candidate state trajectoryx(t k−1 + T ; t k ) into Ω( ), one can simply deduce that the following inequality must holds
From (27), it can be also obtained that the maximum bound for disturbance satisfies ρ ≤
. Second, we consider the candidate trajectoryx(s; t k ) for s ∈ [t k−1 + T, t k + T ]. By using Lemma 1, we can verify that Ω( ) is an invariant set for the closed-loop systemẋ(s; t k ) = 
. By using Theorem 1, we can have
With some calculation, one can obtain T ≥ −2 λ(P ) λ(Q * )β ln α to guarantee the previous inequality holds. Similar argument can be found in [14] .
Third, we show thatx(s; t k ) will satisfy the state constraint (7). For s ∈ (t k , t k−1 + T ], one can get
which can be easily derived from (15) . Then we need to prove
By some calculation, it can be obtain that M ≥
it can be derived from (28) that
In order to prove x(s; t k ) P ≤ (t k +T −s)M +s−t k T α , it is equivalent to show
For brevity, we denote F (s) =
, and it turns out that M ≥ F (s).
By evaluating the derivative of F (s), it can be verified that F (s) is non-positive for s ∈
. Finally, the designing parameter should
} for guaranteeing the satisfaction of the proposed robustness constraint. The proof is completed.
Remark 3. Note from Theorem 2 that the feasibility can be affected by the prediction horizon T , the Lipschitz constant L, and the disturbance bound ρ. In order to achieve the recursive feasibility, the prediction horizon T should be lower bounded, and the design parameter M in (7) should be lower bounded as well. Specifically, a lager M leads to a larger initial feasible region. It should be also noted that the maximum allowable disturbance can be decided as (27), which May 14, 2018 DRAFT shows that the allowable disturbance and the prediction horizon are correlated to each other.
Thus the trade-off between these two parameters must be taken into account when designing the algorithm.
B. Stability Analysis
In this part, we investigate the closed-loop stability of the proposed integral-type eventtriggered RHC. In the following theorem, we mainly analyze the non-increasing properties of the cost function in (8) . Due to the existence of the disturbance, it is worthwhile to point out that the closed-loop stability can be achieved to converge to an invariant set. Since we use the RHC configuration, the analysis for stability can be divided into two steps: One is to ensure that the optimal trajectory will enter the terminal set in finite time; the other is to prove that the closed-loop system is stable after the state enters the terminal set Ω( ).
Theorem 3. Suppose that the assumptions 1 and 2 hold, and the conditions in Theorem 2 are satisfied, then the closed-loop system (9) enters the designed set Ω( ) in finite time and converges
to Ω(¯ ) if the following condition holds:
Proof. This theorem will be proved by two steps.
Step 1: For all initial state x(t 0 ) ∈ X \ Ω( ), we aim to show the state trajectory enters Ω( ) in finite time. In this situation, we construct an error term of two Lyapunov functions as follows
Substitutingũ(s; t k ) (12) to the above equation, we can obtain that
Note from Lemma 1 thatV (x(s; t k )) ≤ − x(s; t k ) 2 Q * . Taking integral from t k−1 + T to t k + T of the above inequality yields
(36)
Applying this fact to ∆J (x(s; t k ), u(s; t k )), it can be shown that
To analyze the above inequality, we firstly consider the term
By using the triangle inequality, we have
Then apply Holder inequality, and it follows that
Using the result in Corollary 1, it can be easily calculated that
For the other term
Consequently, it can be obtained that
for some positive integer n if the stability condition (33) is satisfied. Due to the sub-optimality of the designed controlũ(s; t k ) at t k , we can achieve that the deceasing properties of optimal cost function at t k−1 and t k is guaranteed by
which consequently shows that the optimal cost functional J * is decreasing as t approaches to infinity. Since the nominal statex stays outside Ω( ), it can be noted from (45) that the lower bound for the decreasing of optimal functional J * is a positive constant. Assume that the nominal statex cannot converge to the terminal set Ω( ) in finite time, then the optimal functional will decrease to −∞ as time evolves to infinity, which is a contradiction to the fact that the optimal functional is quadratic. Similar argument can be found in [14] , [18] .
Step 2: For all initial state x(t 0 ) ∈ Ω( ), we need to prove that the closed-loop system (9) converges to an robustly invariant set Ω(¯ ). By following the similar technique proposed in [21] ,
we can obtain the convergence of the closed-loop system by verifying two facts i.e., (C1) the state enters Ω(¯ ) in finite time and (C2) Ω(¯ ) is robustly invariant for the system (1). Then the proof can be completed by summarizing Step (1) and Step (2).
Remark 4.
The inequality (33) shows that the stability can be guaranteed by properly designing the prediction horizon T , the triggering level δ, and the contraction rate for the robustness constraint M . In addition, the upper bound of the additive disturbance ρ and the Lipschitz constant L of the real system model can affect the the decreasing properties of the optimal cost function. Thus it is necessary to take this effect into account while designing the RHC controller for the system in presence of disturbance. Moreover, our theoretical results give an insight about the trade-off of these two designing parameters. Generally speaking, the larger triggering level δ leads to less frequent sampling, thus consequently reducing the frequency of operating the computational-consuming optimization task. The larger prediction horizon T usually provides better control performance due to the fact that longer state evolution is considered May 14, 2018 DRAFT in the optimization. However, the larger triggering level will cause poorer control performance.
Thus the design for the triggering level must take a balance between control performance and computational load.
For a clear view of the aforementioned integral-type event-triggered RHC, we design the event-triggered RHC algorithm as described in Algorithm 1.
if k = 0 then 3:
Solve the Optimization Problem P
4:
end if
while The ETM condition (10) is not triggered do
Apply optimal control inputû * (s; t k )
7:
end while 8:
Solve the Optimization Problem P after k + 1 sampling 10: end while
IV. SIMULATION RESULTS
Consider a nonlinear cart-damper-spring system with the following dynamics: . By using the optimization software [22] , the simulation is conducted by implementing the integraltype event-triggered RHC. The trajectory of displacements and velocities of the closed-loop system are illustrated in Fig. 3 , where it can be seen that the states enters the terminal set Ω( ) after conducting two online optimizations and two event-triggered samples. In order to show the advantages of the proposed integral-type event-triggered RHC scheme, we also conduct two Monte-Carlo simulations to investigate the performance by comparing it with an event-triggered RHC algorithm proposed in [14] . The results are listed in Table I. From this table, bustness constraint is also introduced to handle the additive disturbance. For the feasibility and stability of the proposed RHC framework, we have developed several conditions to guarantee these two properties. In addition, we show that the feasibility and stability is subject to the prediction horizon, the disturbance bound, the triggering level, and the contraction rate for the robustness constraint. A simulated example is conducted to show the effectiveness of stabilizing the given nonlinear cart-damper-spring system. Future study will be focused on the output-based event-triggered scheme for RHC control framework and distributed RHC with integral-type eventtriggering condition.
