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a b s t r a c t
Consider context-free grammars generating strings over a one-letter alphabet. For the
membership problem for such grammars, stated as ‘‘Given a grammar G and a string
an, determine whether an is generated by G’’, only a naïve O(|G| · n2)-time algorithm is
known. This paper develops a new algorithm solving this problem, which is based upon
fast multiplication of integers, works in time |G| · n log3 n · 2O(log∗ n), and is applicable to
context-free grammars augmentedwith Boolean operations, known as Boolean grammars.
For unambiguous grammars, the running time of the algorithm is reduced to |G| · n log2 n ·
2O(log
∗ n). The algorithm is based upon (a simplification of) the online integer multiplication
algorithm by Fischer and Stockmeyer [M.J. Fischer, L.J. Stockmeyer, Fast on-line integer
multiplication, Journal of Computer and System Sciences 9 (3) (1974) 317–331].
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Context-free grammars are the foremost mathematical model of syntax. The main idea behind these grammars, which
corresponds to the intuitive notion of syntax sowell, is that the syntactic properties of a string are determined on the basis of
the syntactic properties of its proper substrings, and that the substrings are combined by concatenating them. Furthermore,
in context-free grammars, syntactic conditions are always expressed as disjunction of concatenations, as in the two rules
A → BC | DE.
Motivated by the fact that other Boolean connectives are as useful and natural as the disjunction, two extensions
of context-free grammars were introduced. These are conjunctive grammars [14], in which every rule A → α1& . . .&αn
contains an explicit conjunction of one or more concatenations, and Boolean grammars [15], which further allow the use of
negation. Both conjunctive and Boolean grammars are notable for preserving the main practical properties of the context-
free grammars: most importantly, the parsing techniques. In particular, the membership of a string of length n in the
language generated by a grammar G can be tested in time Θ(|G| · n3) by a straightforward adaptation of the Cocke–
Kasami–Younger algorithm [14,15], and a more careful examination showed that Valiant’s [21] reduction of context-free
recognition to matrix multiplication is still applicable to Boolean grammars [17], leading to a parsing algorithm working
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in time O(|G| · BMM(n) log n), where BMM(n) is the number of bit operations needed to multiply two n × n Boolean
matrices [17]. Using the best known upper bound on matrix multiplication [1,20,22] yields O(|G| · n2.373) time complexity
of parsing.
The nontriviality of conjunctive grammars over a one-letter alphabetwas discovered by Jeż [8],whopresented a grammar
generating { a4n | n > 0 }, and later Okhotin and Rondogiannis [18] showed that a variant of this language can be generated
by a conjunctive grammar with a unique nonterminal symbol. Subsequent research on conjunctive grammars over a unary
alphabet revealed their nontrivial properties, such as the following. For every recursive function, one can find a strictly
greater function f : N → N, such that the language { af (n) | n > 0 } is generated by a conjunctive grammar [9] (the cited
paper establishes an even stronger result). The decision problem of whether a given conjunctive grammar G over a unary
alphabet generates a fixed language L0 ⊆ a∗ is undecidable for any conjunctive L0 [9]. There exists a particular language
L ⊆ a∗ generated by a conjunctive grammar with one nonterminal symbol, such that testing the membership of a string an
in this language, with n given in binary, is an EXPTIME-complete problem [10,11].
These nontrivial facts, especially the latter complexity lower bound, motivate an investigation of further complexity
aspects of unary conjunctive and Boolean grammars. What is the complexity of the membership problem, when both the
input string and the grammar are given in an uncompressed form? In the case of a one-letter alphabet, the basic Cocke–
Kasami–Younger algorithm is naturally modified to work in time O(|G| ·n2) on an input string an, and this complexity upper
bound equally applies to the membership problem for Boolean grammars, conjunctive grammars and standard context-
free grammars. Further motivation comes from the area of circuits over sets of natural numbers, which may be regarded
as a special case of grammars over a unary alphabet, without circular dependencies of nonterminals. These circuits have a
long history of complexity-theoretical studies, beginning with the works of Stockmeyer and Meyer [19] and Wagner [23],
followed by the first systematic study by McKenzie and Wagner [13], and with further investigation in progress [6,7]. Such
circuits can be evaluated in time O(|C | · n2), where |C | is the size of the circuit, by the same method as for grammars.
This paper aims to improve over this naïve upper bound in the same way as Valiant’s [21] algorithm improved over
the basic cubic-time methods of context-free recognition. Valiant’s method was based upon finding instances of the matrix
multiplication problem inside the total bulk of Θ(|G| · n3) bit operations used by the Cocke–Kasami–Younger recognition.
In this paper, similarly, the Θ(|G| · n2) bit operations in the obvious algorithm for the membership problem for Boolean
grammars over a unary alphabet are found to contain instances of another fundamental problem of computer algebra:
convolution of bitvectors in the Boolean semiring, which is closely related to multiplication of long numbers. The known
efficient algorithms for the latter problem are hence applied to solve the membership problems for grammars in time
|G| · n logO(1) n.
Definitions and examples of conjunctive and Boolean grammars are given in Section 2, which also presents the basic
algorithm for recognizing the membership of the string an in the language generated by a grammar G in time O(|G| · n2). An
improved algorithm, defined in Section 3, employs at most |G| instances of the online Boolean convolution procedure, and
runs in time O(|G| · BCo(n)), where BCo(n) is the complexity of online Boolean convolution. The online convolution enables
the algorithm to gradually output the membership of consecutive numbers 1, . . . , nwithout knowing n in advance.
Section 4 estimates the complexity of the algorithm using a particular convolution procedure. This procedure operates
through the state-of-the-art multiplication algorithm by Fürer [4], which multiplies two n-bit numbers in n log n2O(log
∗ n)
bit operations. The resulting algorithm recognizes the membership of n in |G| · n log3 n2O(log∗ n) bit operations, or in
|G| · n log2 n2O(log∗ n) operations in the special case of an unambiguous grammar.
2. Conjunctive and Boolean grammars
Definition 1 (Okhotin [14]). A conjunctive grammar is a quadruple G = (Σ,N, R, S), in which Σ and N are disjoint finite
nonempty sets of terminal and nonterminal symbols, respectively; R is a finite set of rules, each of the form
A → α1& . . .&αm (with A ∈ N ,m > 1 and α1, . . . , αm ∈ (Σ ∪ N)∗), (1)
where ‘‘&’’ is a special symbol not inΣ ∪ N; and S ∈ N is a nonterminal designated as the start symbol.
Informally, a rule (1) states that if a string is generated by each αi, then it is generated by A. One way of formalizing
this understanding is to use rewriting of terms over conjunction and concatenation, which generalizes Chomsky’s string
rewriting [14]. Under this definition, a nonterminal symbol A occurring in any term may be rewritten by a subterm
(α1& . . .&αm) according to a rule (1). Furthermore, a subterm (w& . . .&w)withw ∈ Σ∗ may be rewritten by the stringw.
For each A ∈ N , let LG(A) be the set of strings overΣ generated by term rewriting from the term A. Define L(G) = LG(S).
An equivalent definition can be given using language equations. This definition generalizes the well-known
characterization of the context-free grammars by equations due to Ginsburg and Rice [5]. Given a conjunctive grammar
G = (Σ,N, R, S), the associated system of language equations is a system of equations in variables from N , in which each
variable assumes the value of a language overΣ , and which contains the following equation for every variable A:
A =

A→α1&...&αm∈R
m
i=1
αi (for all A ∈ N). (2)
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Each occurrence of a symbol a ∈ Σ in such a system defines a constant language {a}, while each empty string denotes a
constant language {ε}. Each αi then represents a concatenation of variables and singleton constants. A solution of a system is
a vector of languages (. . . , LC , . . .)C∈N , such that the substitution of LC for C , for all C ∈ N , turns each Eq. (2) into an equality.
Every such system has at least one solution, and among them a least solutionwith respect to componentwise inclusion. This
solution consists of exactly the languages generated by term rewriting: (. . . , LG(C), . . .)C∈N .
Obviously, every finite intersection of context-free languages, such as the language { anbncn | n > 0 }, is generated by a
conjunctive grammar. Furthermore, there are known conjunctive grammars for some languages outside of the intersection
closure of the context-free languages, such as {wcw | w ∈ {a, b}∗ } [14]. Since this paper is concerned with grammars over
a one-letter alphabet, the following example is more relevant.
Example 1 (Jeż [8]). The following conjunctive grammar with the start symbol A1 generates the language { a4n | n > 0 }:
A1 → A1A3&A2A2 | a
A2 → A1A1&A2A6 | aa
A3 → A1A2&A6A6 | aaa
A6 → A1A2&A3A3.
Each nonterminal Ai generates the language { ai·4n | n > 0 }.
The idea behind this example is tomanipulate base-4 positional notations of numbers, and one can verify by substitution
that the given languages form a solution of language equations corresponding to this grammar. This method was subse-
quently generalized to construct more sophisticated examples of conjunctive grammars over a unary alphabet [8–11,18].
There is a generalization of the Chomsky normal form for conjunctive grammars.
Definition 2 (Binary Normal Form [14]). A conjunctive grammar G = (Σ,N, R, S) is in binary normal form if every rule in
R is of the form
A → B1C1& . . .&BnCn (n > 1, Bi, Ci ∈ N)
A → a
S → ε (only if S does not appear in right-hand sides of rules).
Every conjunctive grammar can be effectively transformed to a conjunctive grammar in binary normal form generating the
same language [14].
The rules in Boolean grammars are the same as in conjunctive grammars, but every conjunct in every rulemay be negated.
Definition 3 (Okhotin [15]). A Boolean grammar is a quadruple G = (Σ,N, R, S), where Σ and N are disjoint finite non-
empty sets of terminal and nonterminal symbols respectively; R is a finite set of rules of the form
A → α1& . . .&αm&¬β1& . . .&¬βn, (3)
wherem+ n > 1, αi, βi ∈ (Σ ∪ N)∗; S ∈ N is the start symbol of the grammar.
A grammar is interpreted as a system of language equations in variables N , in which the equation for each A ∈ N is
A =

A→α1&...&αm&¬β1&...&¬βn∈R
 m
i=1
αi ∩
n
j=1
βj

. (4)
In general, such a systemneednot have a unique solution. The simplest definition of the semantics of Boolean grammars [15],
which is assumed in this paper, requires this system to have a unique solution. That solution defines the languages generated
by the nonterminals of the grammar. If a grammar has no solutions or multiple solutions, it is considered ill-formed. For a
more general definition of Boolean grammars, the reader is referred to a paper byKountouriotis et al. [12]. For our algorithms,
we assume that the grammar is in a certain normal form defined below, which ensures that a unique solution always exists.
Definition 4 ([16]). The concatenation of two languages, K and L, is said to be unambiguous, if every stringw ∈ K · L has a
unique factorizationw = uv with u ∈ K and v ∈ L.
A Boolean grammar G = (Σ,N, R, S) has unambiguous concatenation, if all concatenations in the corresponding system
of language equations (4) are unambiguous under the substitution A = LG(A).
A Boolean grammar is unambiguous if it has unambiguous concatenation and furthermore, every union in the system (4)
is disjoint under the substitution A = LG(A).
It is known that every Boolean grammar can be transformed to an equivalent grammar in binary normal form [15], in
which every rule in R is of the form
A → B1C1& . . .&BnCm&¬D1E1& . . .&¬DnEn&¬ε (m > 1, n > 0, Bi, Ci,Dj, Ej ∈ N)
A → a
S → ε (only if S does not appear in right-hand sides of rules).
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Fig. 1. Convolution of the bitvectors x = (1, 0, 0, 0, 1, 0, 0, 0) and y = (0, 1, 0, 0, 1, 1, 0, 0).
Furthermore, if the original grammar has unambiguous concatenation, then the resulting grammar in the normal form is
unambiguous [16].
In particular, this normal form is used to obtain a simple generalization of the Cocke–Kasami–Younger parsing algorithm
to conjunctive and Boolean grammars, which still works in time O(n3) [14,15]. Given a grammar G = (Σ,N, R, S) and an
input string w = a1 . . . an ∈ Σ∗, this algorithm inductively computes the sets Ti,j = { A ∈ N | ai+1 . . . aj ∈ LG(A) }, for
all 0 6 i < j 6 n. The bottleneck of this algorithm is the need to compute n2 unions of the form

i<k<j Ti,k × Tk,j, where
each union represents the set of all concatenations BC that generate the corresponding substring ai+1 . . . aj. A more efficient
way of calculating these sets via Boolean matrix multiplication was invented by Valiant [21], and it can be used to obtain an
O(BMM(n) log n)-time parsing algorithm for Boolean grammars [17], where BMM(n) is the complexity of multiplying two
n× n Boolean matrices.
In the case of a unary alphabet, a string of length n has only n distinct nonempty substrings, and the basic cubic-time
parsing algorithm can be simplified down to the following straightforward procedure. For each i and for each nonterminal
A, this algorithm determines whether ai ∈ LG(A), and stores this truth value in VA[i].
Algorithm 1. Input: Boolean grammar G = ({a},N, R, S) in binary normal form, n > 1. Data structures: a bitvector VA[1..n],
initialized to false, for each A ∈ N; a Boolean variable WBC for each (B, C) ∈ P, where P ⊆ N × N denotes the set of all pairs of
nonterminals occurring (positively or negatively) in the right-hand sides of rules.
1: for all A ∈ N with A → a ∈ R do
2: VA[1] = true
3: for i := 2 to n do
4: for all (B, C) ∈ P do
5: WBC := false
6: for j := 1 to i− 1 do
7: WBC := WBC ∨ (VB[j] ∧ VC [i− j])
8: for all A → B1C1& . . .&BmCm&¬D1E1& . . .&¬DrEr&¬ε ∈ R do
9: VA[i] := VA[i] ∨ (WB1C1 ∧ . . . ∧WBkCk ∧ ¬WD1E1 ∧ . . . ∧ ¬WDr Er )
10: return VS[n]
3. Recognition by convolution
The computation that is done in lines 4 to 7 of Algorithm 1, essentially determines one output bit of the Boolean
convolution of the bitvectors VB and VC . As we shall see later, this computation is done quite inefficiently.
Definition 5. The Boolean convolution maps two bitvectors x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Bn to another bitvector
z = x ◦ y = (z2, . . . , z2n) ∈ B2n−1, where zi ={xj ∧ yk | 1 ≤ j, k ≤ n, j+ k = i}.
The convolution of two bitvectors x and y is unambiguous, if for every k with 2 6 k 6 2n, there is at most one pair (i, j),
such that i+ j = k and xi = yj = 1.
The special case of unambiguous convolution in the above definition will become important in Section 4.
This definition is illustrated in Fig. 1, where the axes correspond to the two bitvectors, filled and empty boxes represent
true and false conjunctions, respectively, and the disjunction of each diagonal of conjunctions produces one bit of the
convolution. A naïve approach to computing the convolution, such as the one implemented in Algorithm 1, involves
A. Okhotin, C. Reitwießner / Theoretical Computer Science 457 (2012) 149–157 153
evaluating all Θ(n2) Boolean operations, as per the definition. Much more efficient n logO(1) n-time methods based on Fast
Fourier Transform were developed in connection with the problem of fast multiplication of integers.
Using these algorithms, one can, for instance, determine themembership of a string an in the languagedefinedby a regular
expression e over a unary alphabet, by calculating the language generated by each subexpressionmodulo {ε, a, . . . , an}. This
works in time |e| · n logO(1) n, where |e| is the number of symbols in the regular expression.
However, this method of evaluating subexpressions one by one is not directly applicable to Boolean grammars, which
usually include circularities in the definition. In general, the membership of a string an in a language LG(A) depends upon
themembership of all strings a1, . . . , an−1 in the languages generated by all nonterminals of the grammar G, and there is no
known way to compute the membership of an in LG(A)without first computing the membership of all shorter strings in all
languages. To be precise, the membership of an in LG(A) is a function of the membership of an in LG(BC), for all B, C ∈ N , and
the latter is one bit of the convolution computed in the lines 4–7 of Algorithm 1. Since the Boolean vectors being convolved
depend on the previously calculated bits of the convolution, onemust use the online variant of Boolean convolution, defined
as follows.
Definition 6. Let x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Bn be two bitvectors. An online convolution algorithm, which com-
putes their convolution z = x ◦ y = (z2, . . . , z2n), receives x and y bit by bit, and writes each zi before reading any input xj,
yj for j ≥ i.
Fischer and Stockmeyer [3] showed how to transform ordinary convolution algorithms into their online variants with
not much overhead in the computation. Though they are mainly concerned with integer multiplication, it is also shown
[3, Sect. 4.1] how this result can be extended to so-called generalized linear products defined by Fischer and Paterson [2].
Since Boolean convolution is such a generalized linear product, the following holds.
Theorem 1 (Fischer, Stockmeyer [3]). Consider any algorithm computing the Boolean convolution of two bitvectors of length n in
time C(n), and assume that C is monotone and satisfies 2 C(n) 6 C(2n) 6 c ·C(n) for some c. Then there is an online convolution
algorithm that runs in time O(C(n) · log n).
Fischer and Stockmeyer prove this theorem using a recursive algorithm for online integer multiplication. The case of
Boolean convolution, though, is less complicated, as there are no carries. We want to give a simple iterative algorithm for
online Boolean convolution that uses the same ideas and, for it to be self-contained, we also show its correctness.
Proof. Algorithm2 solves the stated problem,where conv() is a subroutine that computes (the standard offline) convolution
of two bitvectors of length n in time C(n) and the operator ∨ in line 5 is applied pointwise.
Algorithm 2. Input: bitvectors (x1, x2, . . . , xn), (y1, y2, . . . , yn) ∈ Bn, higher indices yield the value false. Data structures:
bitvector (t2, t3, . . . , t2n), initialized to false. Output: bitvector (z2, z3, . . . , z2n) ∈ B2n−1.
1: for i := 2 to 2n do
2: for all k ∈ {2r | 1 6 2r < i, 2r divides i} do
3: (u2, u3, . . . , u2k) := conv((xk, . . . , x2k−1), (yi−k, . . . , yi−1))
4: (u′2, u
′
3, . . . , u
′
2k) := conv((yk, . . . , y2k−1), (xi−k, . . . , xi−1))
5: (ti, . . . , ti+2k−2) := (ti, . . . , ti+2k−2) ∨ (u2, . . . , u2k) ∨ (u′2, . . . , u′2k)
6: zi := ti
Fig. 2 illustrates how the convolution of the given vectors is decomposed into convolutions of subvectors of size 1×1, 2×2,
4×4, . . . , 2j×2j, each represented as a box. The loop in line 2 iterates over all powers of 2 strictly less than i that are divisors
of i, and calculates two convolutions of each size. The filled squares in the figure illustrate the convolutions calculated for
i = 20, when the loop is executed for k = 1, 2, 4.
Correctness. We first verify the online condition. Because of line 6, we only have to check that in each iteration of the main
loop, the variables xi, . . . , xn and yi, . . . , yn are not accessed. Choose any iteration of the main loop and of the inner loop
with k = 2r and observe line 3. Note that since 2r < i and 2r |i it holds that k = 2r 6 i2 and thus 2k− 1 6 i− 1. This means
that both arguments of the function conv() only access the input up to bit i − 1. Because of symmetry, this is also true for
line 4 and thus the online condition is fulfilled.
In order to show that the algorithm indeed computes the convolution we consider two directions. For the first, we prove
that for every j ∈ {2, 3, . . . , 2n} such that the output bit j of the convolution of (x1, . . . , xn) and (y1, . . . , yn) is true, the
algorithm sets zj to true. In this case, there must be some 1 6 s, ℓ 6 n such that s+ ℓ = j and xs = yℓ = true. Because of the
symmetry of the algorithm with respect to x and y we can assume that s 6 ℓ. Let r > 0 such that 2r 6 s < 2r+1 and m > 2
such that (m − 1) · 2r 6 ℓ < m · 2r . Let i := m · 2r and k := 2r and consider the respective iterations of the algorithm.
Of course, we need to show that these iterations exist. Since r > 0 and m > 2, we have i > 2. Furthermore, it holds that
i = m · 2r = 2r + (m− 1) · 2r 6 s+ ℓ = j 6 2n. This shows that such an iteration of the main loop exists and that its value
for i is at most j, which means that the change in the variable tj is still taken into account. The conditions 1 6 2r < i and 2r |i
are obviously fulfilled since i = m ·2r withm > 2, so the iteration with our chosen value for k also exists. Observe line 3 and
note that the bits xs and yℓ are mentioned in the vectors (xk, . . . , x2k−1) and (yi−k, . . . , yi−1) since k = 2r 6 s < 2r+1 = 2k
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Fig. 2. Scheme of convolutions computed by Algorithm 2 at iteration i = 20. The axes represent the input bitvectors and the squares stand for convolutions
while filled squares are convolutions that are computed in iteration i = 20. The diagonal crosses all pairs of input bits that contribute to the output bit
i = 20.
and i−k = m ·2r−2r = (m−1) ·2r 6 ℓ < m ·2r = i. Note that xk becomes bit number one of the first argument and yi−k bit
number one of the second argument to the internal convolution routine, and thus xs and yℓ end up as bits number s− k+ 1
and ℓ− (i− k)+1, respectively. Since xs = yℓ = true, the output bit s− k+1+ ℓ− (i− k)+1 = s+ ℓ− i+2 = j− i+2 of
the internal convolution routine is set to true, stored in uj−i+2 and finally t(j−i+2)−2+i = tj is set to true in line 5. As already
mentioned, this value is finally assigned to zj in the iteration with i = j.
For the other direction, we show that for every j ∈ {2, 3, . . . , 2n} such that zj assumes the value true in the algorithm,
the output bit j of the convolution of (x1, . . . , xn) and (y1, . . . , yn) is true. So let j ∈ {2, . . . , 2n} and zj = true. Let i and
k = 2r be the values of the loop variables where tj is set to true for the first time. Without loss of generality, assume
that this truth value originates in (u2, u3, . . . , u2k) and thus is computed by the convolution routine in line 3. In order
for tj to be true, there must be 1 6 s′, ℓ′ 6 k with s′ + ℓ′ = j − i + 2 such that xk+s′−1 = yi−k+ℓ′−1 = true. Since
k+ s′ − 1+ i− k+ ℓ′ − 1 = i+ j− i+ 2− 1− 1 = j, this means that the output bit j of the convolution of (x1, . . . , xn)
and (y1, . . . , yn) is true.
Time complexity. Note that the time needed for any operation apart from computing the convolutions in lines 3 and 4 can
be neglected, since already the assignments in those lines dominate the runtime. We start by counting how often these
convolutions are computed. For each r > 0, there are at most 2n2r −1 values for i such that 2r < i 6 2n and 2r |i. Thus, for each
fixed value for k = 2r , the lines 3 and 4 are each reached at most 2nk times. This means that there are at most 4n 2−r calls to
a convolution procedure of size 2r and the possible values for r range from 0 to ⌊log 2n⌋, which means that the overall time
taken for the convolutions is at most
⌊log 2n⌋
r=0
4n 2−rC(2r) 6
⌊log 2n⌋
r=0
4n 2−r 2r−⌊log 2n⌋C(2⌊log 2n⌋)
6
⌊log 2n⌋
r=0
4 C(2n)
6 4(2+ log n)c · C(n)
for some constant c . Here, the first inequality holds by using 2 C(n) 6 C(2n)multiple times, the second inequality is due to
C being monotone and the third inequality is true because C(2n) 6 c · C(n) for some c.
This shows that the algorithm runs in time O(C(n) · log n). 
Using this result, we can change Algorithm 1 to directly use online convolution and can concentrate on finding a good
algorithm for ordinary convolution.
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Algorithm 3. Input: Boolean grammar G = ({a},N, R, S) in binary normal form, n > 1. Data structures: a bitvector VA[1..n],
initialized to false for each A ∈ N; a Boolean variable WBC for each (B, C) ∈ P, where P ⊆ N × N denotes the set of all pairs of
nonterminals occurring (positively or negatively) in the right-hand sides of rules.
The algorithm runs parallel instances of an online convolution algorithm convBC for all (B, C) ∈ P, so that convBC computes
the convolution of VB[1..n] and VC [1..n]. Its output bits are accessed as an array convBC [2..2n].
1: for all A ∈ N with A → a ∈ R do
2: VA[1] := true
3: for i := 2 to n do
4: feed all VA[i− 1], A ∈ N to the online convolution algorithms
5: for all (B, C) ∈ P do
6: WBC := convBC [i]
7: for all A → B1C1& . . .&BkCk&¬D1E1& . . .&¬DrEr&¬ε ∈ R do
8: VA[i] := VA[i] ∨ (WB1C1 ∧ . . . ∧WBkCk ∧ ¬WD1E1 ∧ . . . ∧ ¬WDr Er )
9: return VS[n]
Lemma 1. Let BCo(n) > n be the complexity of computing an n-bit online Boolean convolution. The problem whether a given
string an is generated by a given Boolean grammar G in binary normal form can be solved in time O(|G| · BCo(n)).
Proof. We show that Algorithm 3 solves the stated problem.
Correctness. We first show that the algorithms convBC are used in a way such that they always have enough bits of the
input available to produce the requested output bits.
Let 2 6 i 6 n and (B, C) ∈ P . Because of line 4, the bit convBC [i] is requested after the bits VB[1..(i−1)] and VC [1..(i−1)]
have been fed to the algorithm and thus the online convolution algorithm can correctly produce the requested output bit.
It remains to show that this algorithm does the same as Algorithm 1. Note that the replacement of lines 4 to 7 by the
lines 4 to 6 is the only difference in the algorithms. Since convBC computes the convolution, i.e.
WBC = convBC [i] =
i−1
j=1
VB[j] ∧ VC [i− j],
both algorithms obviously compute the same result.
Time complexity. Because we run one online convolution algorithm for each pair (B, C) ∈ P , we get O(|G| · BCo(n)) for the
online convolutions alone. All other operations need O(|G| · n) time, and since BCo(n) > n, we get the stated complexity. 
4. Boolean convolution
Thus, parsing unary Boolean grammars has been reduced to online Boolean convolution, which in turn was reduced to
ordinary Boolean convolution. We now apply the final reduction, and show how to use an arbitrary integer multiplication
algorithm to compute Boolean convolutions. As a consequence, progress in algorithms or implementations for integer
multiplication will also improve the complexity of parsing unary Boolean grammars.
Lemma 2. Let M(n) be the time complexity of multiplying two n-bit integers. The Boolean convolution of two bitvectors of length
n can be computed in time O(M(n log n)) and in time O(M(n)) if the convolution is unambiguous.
Proof. In the following, we interpretB = {0, 1} as a subset of the integers. Let x = (x0, x1, . . . , xn−1), y = (y0, y1, . . . , yn−1)
∈ Bn. We begin with the unambiguous case. Define the n-bit numbers
a =
n−1
i=0
xi2i b =
n−1
j=0
yj2j.
The product of these numbers is
a · b =
n−1
i=0
n−1
j=0
xiyj2i+j =
2n−2
k=0
2k

i+j=k
xiyj =
2n−2
k=0
2k
k
i=0
xiyk−i
and since the convolution is unambiguous, the coefficient of each 2k is either zero or one. Thus the bitvector of the
convolution coincides with the binary representation of the product.
This is not the case anymore if the convolution is not unambiguous, but there, carries can be avoided by padding in the
following way: For
a =
n−1
i=0
xi2i⌈log n⌉ b =
n−1
j=0
yj2j⌈log n⌉
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we get
a · b =
n−1
i=0
n−1
j=0
xiyj2(i+j)⌈log n⌉ =
2n−2
k=0
2k⌈log n⌉

i+j=k
xiyj =
2n−2
k=0
2k⌈log n⌉
k
i=0
xiyk−i.
Since for any k, it holds that

i+j=k xiyj 6 n 6 2⌈log n⌉, there will be no carry between blocks of ⌈log n⌉ bits, and thus the
bitvector of the convolution can be extracted from the binary representation of the product. As the multiplication is done
on integers with binary length n⌈log n⌉, the assertion follows. 
Applying the currently best known upper bound for integer multiplication by Fürer [4] leads to the following result.
Proposition 1. The Boolean convolution of two bitvectors of length n can be computed in time n log2 n · 2O(log∗ n), and in time
n log n · 2O(log∗ n) if the convolution is unambiguous.
Proof. We apply Fürer’s algorithm for multiplication with time complexity n log n · 2O(log∗ n). The unambiguous case is
obvious and in the general case we get a time complexity of O((n log n) log(n log n)2O(log
∗(n log n))) = n log2 n2O(log∗ n). 
5. The resulting algorithm
Combining the algorithms presented above leads to the following upper bound on the complexity of the membership
problem for Boolean grammars over a one-letter alphabet.
Theorem 2. Consider any algorithm for multiplying two n-bit integers in time at most M(n), and assume that M is monotone
and satisfies 2M(n) 6 M(2n) 6 c ·M(n) for some c.
Then there is an algorithm for testing whether a given string an is generated by a given Boolean grammar G in binary normal
form, which works in time O(|G| · M(n log n) · log n). If the grammar is known to be unambiguous, a variant of the algorithm
works in time O(|G| ·M(n) · log n).
The currently best known value for M(n) yields the complexity |G| ·n log3 n ·2O(log∗ n) and |G| ·n log2 n ·2O(log∗ n), respectively.
Proof. By Lemma 2, there is a constant c ′ such that Boolean convolution can be computed in time c ′M(n log n) and
unambiguous Boolean convolution in time c ′M(n). Note that both c ′M(n log n) and c ′M(n) fulfill the preconditions of
Theorem 1. Thus, these algorithms can be converted to online variants with complexity Co(n) = O(M(n log n) log n) and
O(M(n) log n), respectively. Finally, fromLemma1,we obtain the assertions. Using Fürer’s resultM(n) = n log n·2O(log∗ n) [4],
the explicit bounds follow (note that this function fulfills the requirements of the theorem). 
Finally, consider a new presentation of Algorithm 3, which incorporates the online convolution procedure (Algorithm 2),
and can be directly implemented, given a procedure for offline Boolean convolution.
Algorithm 4. Input: Boolean grammar G = ({a},N, R, S) in binary normal form, n > 1. Data structures: a bitvector VA[1..n],
initialized to false, for each A ∈ N; a Boolean variable WBC for each (B, C) ∈ P, where P ⊆ N × N denotes the set of all pairs of
nonterminals occurring (positively or negatively) in the right-hand sides of rules.
1: for all A ∈ N with A → a ∈ R do
2: VA[1] := true
3: for i := 2 to n do
4: for all k ∈ {2j | 1 6 2j < i, 2j divides i} do
5: for all (B, C) ∈ P do
6: U := conv(VB[k..2k− 1], VC [i− k..i− 1])
7: U ′ := conv(VB[i− k..i− 1], VC [k..2k− 1])
8: WBC [i..i+ 2k− 1] := WBC [i..i+ 2k− 1] ∨ U ∨ U ′
9: for all A → B1C1& . . .&BkCk&¬D1E1& . . .&¬DrEr&¬ε ∈ R do
10: VA[i] := VA[i] ∨ (WB1C1 [i] ∧ . . . ∧WBkCk [i] ∧ ¬WD1E1 [i] ∧ . . . ∧ ¬WDr Er [i])
11: return VS[n]
The given algorithm for solving the uniform membership problem for Boolean grammars over a unary alphabet applies
to context-free grammars as well. Even though every context-free unary language is regular, this does notmake the uniform
membership problem trivial, because an algorithm has to deal with a given grammar and not with a finite automaton. Thus,
Theorem 2 and Algorithm 4 represent (apparently) the first improvement to the complexity of this problem over solving it
by the Cocke–Kasami–Younger algorithm in time O(|G| · n2).
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6. Conclusion
Besides the complexity results on formal grammars, this paper uncovers a certain similarity between Valiant’s [21]
algorithm for context-free parsing and the Fischer–Stockmeyer algorithm for online integer multiplication [3]. Each
algorithm is centered around a scheme for dividing the problem into multiple subproblems, and these subproblems are
solved by an underlying fast computer algebra procedure, which is fast matrix multiplication in one of these algorithms,
and Fast Fourier Transform (FFT) in the other. It turns out that the division scheme in the Fischer–Stockmeyer algorithm
is essentially a one-dimensional variant of that in Valiant’s algorithm, and FFT is used as a one-dimensional analogue of fast
matrix multiplication.
Getting back to grammars, the new |G| · n logO(1) n upper bound on the complexity of testing whether a string an
is generated by a Boolean grammar G suggests investigating any lower bounds on this complexity. Perhaps the recent
representation of a computationally hard problem by a conjunctive grammar over a one-letter alphabet, due to Jeż and
Okhotin [10], could be used to establish such a lower bound.
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