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ON CLASS INVARIANTS FOR NON-HOLOMORPHIC MODULAR
FUNCTIONS AND A QUESTION OF BRUINIER AND ONO
MICHAEL H. MERTENS AND LARRY ROLEN
Abstract. Recently, Bruinier and Ono found an algebraic formula for the partition
function in terms of traces of singular moduli of a certain non-holomorphic modular
function. In this paper we prove that the rational polynomial having these singular
moduli as zeros is (essentially) irreducible, settling a question of Bruinier and Ono.
The proof uses careful analytic estimates together with some related work of Dewar
and Murty, as well as extensive numerical calculations of Sutherland.
1. Introduction
A partition of a natural number n is a non-increasing sequence of natural num-
bers which sum up to n. Let p(n) denote the number of partitions of n. Despite
its elementary definition, it is computationally infeasible to compute this number di-
rectly for large n. A much more efficient method for computing the partition number
was offered by Euler’s recursive formula for p(n), obtained as a consequence of his
pentagonal number theorem [6]. Much later, Hardy and Ramanujan [11] found the
asymptotic formula
p(n) ∼ 1
4n
√
3
eπ
√
2n
3 as n→∞,
developing and employing a device which has become essential in analytic number
theory, the so-called Circle Method. By refining their method, Rademacher [20] found
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his famous exact formula for p(n),
p(n) =
2π
(24n− 1) 34
∞∑
k=1
Ak(n)
k
I 3
2
(
π
√
24n− 1
6k
)
,
where I 3
2
is the modified Bessel function of the first kind and Ak(n) is a certain
Kloosterman sum.
More recently, Bruinier and Ono [3] proved that p(n) can also be computed as a
finite sum of distinguished algebraic numbers. More precisely, they showed that
p(n) =
1
24n− 1
∑
Q∈Qδ
P (τQ),
where Qδ is a set of representatives of positive definite binary integral quadratic
forms Q(x, y) = ax2+ bxy+ cy2 of discriminant δ := −24n+1 satisfying 6|a, modulo
the action of the group Γ0(6), where we choose a set of representatives such that
b ≡ 1 (mod 12). Moreover, τQ is the unique point in the upper half-plane H satisfying
Q(τQ, 1) = 0, and P is a certain Maass form of weight 0 defined in (2.2).
In particular, Bruinier and Ono proved that P (τQ) is an algebraic number, and in
fact it is known that (24n − 1)P (τQ) is an algebraic integer [16]. For related work
studying and applying formulas for the partition function in terms of traces of singular
moduli, the interested reader is also referred to [2, 8, 15]. In this context, it is natural
to define the polynomial
Hδ(x) :=
∏
Q∈Qδ
(x− P (τQ)) ∈ Q[x].(1.1)
By an elementary calculation (see Lemma 3.7 of [4]), this factors over Q as
Hδ(x) =
∏
f>0
f2|δ
ε(f)
h
(
δ
f2
)
Ĥ δ
f2
(ε(f)x),
where h(d) denotes the class number of discriminant d, ε(f) = 1 if f ≡ ±1 (mod 12)
and ε(f) = −1 otherwise. We also set
Ĥδ(x) :=
∏
Q∈Pδ
(x− P (τQ)),(1.2)
where Pδ is the set of primitive forms inQδ, i.e., those forms for which gcd(a, b, c) = 1.
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Bruinier and Ono [3] asked whether Ĥδ(x) is irreducible and in [4] they produced,
together with Sutherland, very strong numerical evidence for the affirmative answer.
In this paper, we settle their question.
Theorem 1.1. The polynomial Ĥδ(x) is irreducible over Q. Moreover we have that
Ωt is the splitting field of Ĥδ(x), where δ = −24n + 1 = t2d with d a fundamental
discriminant and Ωt the ring class field of the order of conductor t in K := Q(
√
d).
Remark. It should be possible to give a general version of Theorem 1.1 for almost
holomorphic modular functions with rational expansions at the cusps, however, the
authors have chosen to highlight this special case for the sake of explicitness, and in
particular in order to establish the irreducibility for all polynomials, as opposed to all
but finitely many in the general case.
The paper is organized as follows. In Section 2 we recall some tools required for
the proof of Theorem 1.1 such as Masser’s formula and a convenient form of Shimura
reciprocity due to Schertz. The proof itself is the subject of Section 3.
Acknowledgements
The authors are grateful to Kathrin Bringmann and Andrew Sutherland for many
useful conversations and comments which greatly improved the exposition of this
paper. They would also like to thank the anonymous referee for helpful comments.
2. Preliminaries
2.1. Masser’s formula. Throughout, τ = u+iv ∈ H (the complex upper half-plane)
with u, v ∈ R, and let q := e2πiτ . For a function f : H → C, an integer k, and a
matrix γ = ( a bc d ) ∈ GL2(R) with det γ > 0 we define the weight k slash operator by
f |kγ(τ) := det(γ) k2 (cτ + d)−kf
(
aτ + b
c+ tau+ d
)
.
Denote by Ek the normalized weight k Eisenstein series for SL2(Z) with leading
coefficient 1, and let
j(τ) := 1728
E34(τ)
E34(τ)− E26(τ)
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be the classical j-invariant. Furthermore,
η(τ) := q
1
24
∞∏
ℓ=1
(
1− qℓ)
is the Dedekind eta function. We require the function
F (τ) :=
E2(τ)− 2E2(2τ)− 3E2(3τ) + 6E2(6τ)
2η(τ)2η(2τ)2η(3τ)2η(6τ)2
= q−1 − 10− 29q − 104q2 − ...,
(2.1)
which is a weakly holomorphic modular form of weight −2 for Γ0(6). The Maass
raising operator
Rk :=
1
2πi
∂
∂τ
− k
4πv
,
maps this weakly holomorphic modular form F to a non-holomorphic modular func-
tion
P (τ) := −R−2(F )(τ),(2.2)
which is an eigenfunction of the hyperbolic Laplacian
∆ := −v2
(
∂2
∂u2
+
∂2
∂v2
)
with eigenvalue −2.
As in [16], we decompose P as
P = A+B · C
where A and B are modular functions for Γ0(6) given by
A(τ) := − 1
2πi
· ∂
∂τ
F (τ)− 1
6
E2(τ)F (τ) +
F (τ)E6(τ)(7j(τ)− 6912)
6E4(τ)(j(τ)− 1728) ,(2.3)
B(τ) :=
F (τ)E6(τ)j(τ)
E4(τ)
,(2.4)
and C is a non-holomorphic modular function for SL2(Z), given by
C(τ) :=
E4(τ)
6E6(τ)j(τ)
(
E2(τ)− 3
πv
)
− 7j(τ)− 6912
6j(τ)(j(τ)− 1728) .(2.5)
This decomposition is especially useful as Masser gives a very important formula
for the singular moduli of C in Appendix I in [18]. To state this result, we recall
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the modular polynomial Φ−D(x, y) which is defined for a discriminant D < 0 by the
relation
Φ−D(j(τ), y) :=
∏
M∈V
(y − j(Mτ)).
Here, V is a system of representatives of SL2(Z) \ Γ−D, where Γ−D denotes the set of
all primitive integral 2×2-matrices of determinant −D (see e.g. [13], Section IV.1.6).
It is a well-known fact (cf. [14], Chapter 5, Section 2) that Φ−D(x, y) ∈ Z[x, y]. Now
let Q be a quadratic form1 of discriminant D and τQ the corresponding CM-point.
Then we define numbers βµ,ν(τQ) via the power series expansion
Φ−D(x, y) =:
∑
µ,ν
βµ,ν(τQ)(x− j(τQ))µ(y − j(τQ))ν .
It is easy to see that all these numbers lie in the field Q(j(τQ)) and that βµ,ν(τQ) =
βν,µ(τQ). Masser’s formula then states that in the case that the discriminant D is not
special, i.e., not of the form D = −3d2, one has
C(τQ) =
2β0,2(τQ)− β1,1(τQ)
β1,0(τQ)
.(2.6)
Note in particular that for any n, δ = −24n + 1 is not special. Using the formula of
Masser, we are able to reduce our problem of studying singular moduli for nonholo-
morphic modular functions to the study of holomorphic modular functions associated
to each discriminant, as in the following result.
Lemma 2.1. For every non-special discriminant D < 0, there exists a (meromorphic)
modular function MD for Γ0(6) such that
P (τQ) =MD(τQ)
for all quadratic forms Q of discriminant D.
Proof. Using the definition of the modular polynomial one finds explicitly that (see
also (2.9) in [4])
β0,1(τQ) = [y]Φ−D(j(τQ), y + j(τQ)),(2.7)
β1,1(τQ) = [y]Φ
′
−D(j(τQ), y + j(τQ)),(2.8)
β0,2(τQ) = [y
2]Φ−D(j(τQ), y + j(τQ)),(2.9)
1From here on, the term “quadratic form” always means “positive definite integral binary qua-
dratic form” if not declared otherwise.
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where Φ′−D :=
∂
∂x
Φ−D and [yk]Φ−D(x, y) denotes the coefficient of yk in Φ−D. The
right-hand sides of (2.7)–(2.9) clearly also make sense if we replace the algebraic
number j(τQ) by the modular function j(τ), yielding modular functions βµ,ν(τ) for
SL2(Z). Thus the function
MD(τ) := A(τ) +B(τ)
2β0,2(τ)− β1,1(τ)
β1,0(τ)
(2.10)
has the desired properties. 
2.2. N-systems. In this subsection, we cite some results of Schertz [22]. We begin by
recalling a convenient set of representatives for primitive quadratic forms introduced
in [22] for the study of class invariants known as Weber’s class invariants.
Definition 2.2. Let N ∈ N and D = t2d < 0 be a discriminant, with t ∈ N and d a
fundamental discriminant. Moreover, let {Q1, ..., Qr} (Qj(x, y) = ajx2+ bjxy+ cjy2)
be a system of representatives of primitive quadratic forms modulo SL2(Z). We call
the set {Q1, ..., Qr} an N -system mod t if the conditions
gcd(cj, N) = 1 and bj ≡ bℓ (modN) , 1 ≤ j, ℓ ≤ r
are satisfied.
Remark. Schertz gave this definition (see [22], p. 329) in terms of ideal classes of
the ring class field and with switched roles of a and c. He also proved constructively
that an N-system mod t always exists (see [22], Proposition 3).
The following theorem (see [22], Theorem 4) is a key in the proof of Theorem 1.1.
Theorem 2.3 (Schertz). Let g be a modular function for Γ0(N) for some N ∈
N whose Fourier coefficients at all cusps lie in the N th cyclotomic field. Suppose
furthermore that g(τ) and g(− 1
τ
) have rational Fourier coefficients, and let Q(x, y) =
ax2 + bxy + cy2 be a quadratic form of discriminant D = t2d, d a fundamental
discriminant, with gcd(c, N) = 1 and N |a. Then we have that g(τQ) ∈ Ωt unless g
has a pole at τQ.
Moreover, if {Q = Q1, ..., Qh} is an N-system mod t, then
{g(τQ1), ..., g(τQh} = {σ(g(τQ1)) : σ ∈ GalD}
where GalD denotes the Galois group of Ωt/Q(
√
d).
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Remark. Schertz stated the above theorem for modular functions for the group
Γ0(N) :=
{(
a b
c d
)
∈ SL2(Z) : b ≡ 0 (modN)
}
which is clearly isomorphic to Γ0(N) via conjugation with S := (
0 −1
1 0 ). This conju-
gation must be carried over to the quadratic forms as well which explains the change
of roles of the coefficients a and c compared to [22].
2.3. Poincare´ series. In this subsection we briefly recall some important facts about
Maass-Poincare´ series. For more details, we refer to the survey in Section 8.3 of [19]
and the earlier works [7, 12].
Let Mν,µ denote the usual M-Whittaker function (see e.g. [10], p. 1014) and define
for v > 0, k ∈ Z, and s ∈ C the function
Ms,k(v) := v− k2M− k
2
,s− 1
2
(v).
Using this, we construct the following Poincare´ series for Γ0(N),
Pm,s,k,N(τ) :=
1
2Γ(2s)
∑
γ∈Γ∞\Γ0(N)
[Ms,k(4πmv)e−2πimu]|kγ,(2.11)
where m ∈ N, τ = u + iv ∈ H, Re(s) > 1, k ∈ −N, and Γ∞ := {± ( 1 n0 1 ) : n ∈ Z}.
It is not hard to check (see e.g. Proposition 2.2 in [3]) that under the Maass raising
operator, the Poincare´ series Pm,s,k,N is again mapped to a Poincare´ series
Rk (Pm,s,k,N) = m
(
s+
k
2
)
Pm,s,k+2,N .(2.12)
In the special case when k < 0 and s = 1− k
2
, the series Pm,k,N := Pm,1− k
2
,k,N defines
a harmonic Maass form of weight k for Γ0(N) whose principal part at the cusp ∞ is
given by q−m, and at all the other cusps the principal part is 0. In this situation, we
have the following explicit Fourier expansion at ∞ (see e.g. [19], Theorem 8.4).
Proposition 2.4. For m,N ∈ N, k ∈ −N, and τ ∈ H we have
(1− k)!Pm,k,N (τ) = (k − 1)(Γ(1− k, 4πmv)− Γ(1− k))q−m +
∑
ℓ∈Z
bm,k,N(ℓ, v)q
ℓ,
where the coefficients bm,k,N (ℓ, v) are defined as follows.
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1) If ℓ < 0, then
bm,k,N(ℓ, v) = 2πi
2−k(k − 1) Γ(1− k, 4π|ℓ|v)
∣∣∣∣ ℓm
∣∣∣∣ k−12
×
∑
c>0
c≡0 (modN)
K(−m, ℓ, c)
c
· J1−k
(
4π
√|mℓ|
c
)
,
where
Γ(α; , x) :=
∫ ∞
x
e−ttα−1dt.
2) If ℓ > 0, then
bm,k,N(ℓ, v) = −2πi2−k(1− k)!ℓ k−12 m 1−k2
∑
c>0
c≡0 (modN)
K(−m, ℓ, c)
c
· I1−k
(
4π
√|mℓ|
c
)
.
3) If ℓ = 0, then
bm,k,N(0, v) = −(2πi)2−km1−k
∑
c>0
c≡0 (modN)
K(−m, 0, c)
c2−k
.
Here, Is and Js denote the usual I- and J-Bessel functions and K(m, ℓ, c) is the usual
Kloosterman sum,
K(m, ℓ, c) :=
∑
d (mod c)∗
exp
(
2πi
(
md+ ℓd
c
))
,
where d runs through the residue classes (mod c) which are coprime to c and d denotes
the multiplicative inverse of d (mod c).
3. Irreducibility of Ĥδ(x)
Now that we have recalled the relevant known facts, we proceed towards proving our
main result, Theorem 1.1. We require some information about the Fourier expansions
ofA, B, andMD, from equations (2.3), (2.4), and (2.1) respectively, at all cusps, which
we provide in the following lemma.
Lemma 3.1. (1) The modular functions A and B have Fourier expansions with
rational Fourier coefficients at all cusps of Γ0(6).
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(2) If D < 0 is a non-special discriminant, then the Fourier coefficients of MD at
all cusps lie in the field Q(ζ6), where ζ6 := e
2πi
6 , and the Fourier coefficients
of MD(τ) and MD(− 1τ ) are rational.
Proof. (1) The denominator of the function F lies in the one-dimensional space
S4(Γ0(6)), and hence is an eigenfunction of all Atkin-Lehner operators, the eigenvalue
being always 1. The numerator, which we denote by F1, is a weight two modular form
for Γ0(6) and is an eigenfunction of all Atkin-Lehner involutions as well. This can
be seen by a short and direct calculation: For the convenience of the reader, we give
some details. Namely, note that the Atkin-Lehner operators obtained by slashing
with one of the following matrices
W6 :=
(
0 −1
6 0
)
, W3 :=
(
3 1
6 3
)
, W2 :=
(
2 −1
6 −2
)
,
map the cusp ∞ to 0, 1
2
, 1
3
, (respectively). One finds by a direct calculation of the
Smith normal form of the matrices Wd, d = 2, 3, 6, that
F1|2W6 = F1, F1|2W3 = −F1, and F1|2W2 = −F1.
Therefore, F is an eigenfunction of all Atkin-Lehner involutions of level 6.
Using this,we can directly calculate the Fourier expansion of F at all cusps (cor-
recting a typo in (3.2) of [5]). To this end we choose the following 12 right coset
representatives of SL2(Z)/Γ0(6) (where T := ( 1 10 1 )),
γ∞ :=
(
1 0
0 1
)
,
γ 1
3
,r :=
(
1 0
3 1
)
T r for r = 0, 1,
γ 1
2
,s :=
(
1 1
2 3
)
T s for s = 0, 1, 2,
γ0,t :=
(
0 −1
1 0
)
T t for t = 0, 1, 2, 3, 4, 5.
(3.1)
Using the relation W6 = γ0,0V6, where Vd := ( d 00 1 ), we find that
F (τ) = F |2W6(τ) = 1
6
F |2γ0,0(6τ).
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Thus we find the following Fourier expansions of F at the cusp 0,
F |2γ0,t(τ) = 6
∞∑
m=−1
amζ
tm
6 q
m
6 ,(3.2)
where F (τ) =:
∞∑
m=−1
amq
m. Similarly, we have
W2 = γ0,0V2γ
−1
1
2
,0
, W3 = γ
−1
0,0V3T
−1γ−11
3
,0
(
1 0
6 1
)
,
which yields
F (τ) = −F |2W2(τ) = −6F |2V2γ−11
2
,0
(τ
6
)
= −3F |2γ 1
2
,0
(τ
3
)
.
Hence, at 1
2
, we have the Fourier expansions
F |2γ 1
2
,s(τ) = 3
∞∑
m=−1
amζ
3+2ms
6 q
m
3 .(3.3)
A similar calculation yields the Fourier expansions at 1
3
:
F |2γ 1
3
,r(τ) = 2
∞∑
m=−1
am(−1)mrqm2 .(3.4)
Thus, it is clear that B has a Fourier expansion with rational coefficients at all cusps,
since B
F
is a weight 2 meromorphic modular form for SL2(Z) which has rational (in
fact integral) Fourier coefficients at ∞.
The Serre derivative of F , which is given by 1
2πi
∂
∂τ
F (τ) + 1
6
E2(τ)F (τ) =: A1(τ)
has a rational leading term at ∞, namely 7
6
, and integer coefficients otherwise (note
that for n > 0 the n-th coefficient of E2 is divisible by 24). The same is true for the
function
A2(τ) :=
F (τ)E6(τ)(7j(τ)− 6912)
6E4(τ)(j(τ)− 1728)
(again, note that all but the zeroth Fourier coefficient of E6 are divisible by 504 =
6 · 84). Therefore, A = −A1 + A2, has integer coefficients at ∞. Since the Serre
derivative commutes with the action of SL2(Z) and A2 is the product of F and a level
1 form, the same argument as for B yields the claim.
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(2) It remains to show that the level 1 modular function
2β0,2(τ)− β1,1(τ)
β1,0(τ)
from (2.10) has rational Fourier coefficients at∞. But since by definition the functions
βµ,ν(τ) are polynomials in j(τ) with rational coefficients, this is clear. 
With this, we can immediately show the following.
Proposition 3.2. Let P be as in as in the introduction, δ = −24n + 1 = t2d with d
a fundamental discriminant. Then P (τQ0) ∈ Ωt and
{P (τQ) : Q ∈ Pδ} = {σ(P (τQ0)) : σ ∈ Galδ}
for all Q0 ∈ Pδ. In particular, the values P (τQ) for Q ∈ Pδ generate the ring class
field Ωt over Q(
√
d) and Ĥδ(x) is a perfect power of an irreducible polynomial.
Proof. By the proposition on p. 505 of [9], we know that the set Pδ also represents
the SL2(Z)-equivalence classes of primitive quadratic forms of discriminant δ. Hence
Pδ is a 6-system mod t, and by Lemma 2.1 we know that for all Q ∈ Pδ we have
P (τQ) = Mδ(τQ) for some modular function Mδ for Γ0(6). By Lemma 3.1, this
function satisfies the conditions in Theorem 2.3, which immediately gives the first
part of the proposition. The second part follows from elementary Galois theory and
the fact that any finite extension of Q(
√
d) is separable. 
The remainder of this section is devoted to the proof that Ĥδ is itself an irreducible
polynomial. By Proposition 3.2, this is equivalent to showing that there is at least
one singular modulus P (τQ) which is assumed only once as Q ranges over Pδ. To see
this, we use an effective version of Lemma 5 in [5]. For this, let
F :=
{
τ ∈ H : −1
2
< Re(τ) ≤ 1
2
and |τ | > 1
}
∪
{
τ ∈ H : |τ | = 1 and 0 ≤ Re(τ) ≤ 1
2
}
denote the usual fundamental domain for the action of SL2(Z) on H. Our main
analytic result is then the following, which is an effective form of a result of Dewar
and Murty (see Lemma 5 in [5]).
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Lemma 3.3. Let γ be one of the 12 matrices in (3.1) and assume that
F |−2γ(τ) = hζq− 1h + a0 + a1q 1h + ...,
where h is the width of the cusp γ∞ and ζ is a certain 6th root of unity. Then, for
every γ and τ ∈ F , we have
P |0γ(τ) = ζ
(
1− h
2πv
)
e−
2πiτ
h + Eγ(τ),
where the error Eγ satisfies the uniform bound |Eγ(τ)| ≤ κ := 1334.42.
Proof. We can express the function F in terms of Poincare´ series via
F = P1,−2,6 − P1,−2,6|−2W2 − P1,−2,6|−2W3 + P1,−2,6|−2W6,
(see [3], p. 213). Then note that |P1,−2,6|−2Wd|, d = 1, 2, 3, 6 is majorized by∣∣q−1∣∣ +∑
ℓ∈Z
|b1,−2,6(ℓ, v)| · |q|ℓ
with b1,−2,6(ℓ, v) as given in Proposition 2.4. Indeed, the Maass-Poincare´ series, de-
fined in Section 2.3, grow exponentially approaching the cusp ∞ and have moderate
growth at the other cusps. Following [21] (see in particular Chapter 5 there), the
first author and Ono [1] introduced Maass-Poincare´ series which grow exponentially
at any given cusp and grow moderately at all the others. In [21], Theorem 5.1.2., the
function P˜ |0σ with P˜ a Poincare´ series for a group Γ and σ ∈ GL2(Q) with det(σ) > 0
is expressed in terms of a Poincare´ series for the group σ−1Γσ, possibly growing at a
different cusp, see also Remark 3.4 below. The explicit Fourier expansions of these
series, given in Theorem 3.2 of [1], easily implies our claim because the Atkin-Lehner
operatorsWd normalize Γ0(6). Futhermore, we can ignore the non-holomorphic parts
of the Maass-Poincare´ series because F is holomorphic on H, and thus they must
cancel.
Thus, we are left to bound the Fourier coefficients of the Poincare´ series P1,−2,6(τ) =
q−1 + 1
6
∑
ℓ∈Z b1,−2,6(ℓ, v)q
ℓ (for ℓ ≥ 0) from above to obtain an upper bound for our
error function Eγ . Note that our estimates could be improved, but for the purpose
of this paper, we do not require this. Furthermore, we make all constants explicit,
which is crucial for our purposes in order to obtain the absolute bound κ. Clearly,
we may estimate
(3.5) |K(m, ℓ, c)| ≤ c.
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Furthermore, for x > 0 and ν > −1
2
we have the bound (eq. (6.25) in [17])
Iν(x) <
1
Γ(ν + 1)
(x
2
)ν
cosh(x).(3.6)
which, for 0 < x ≤ 1, implies
(3.7) Iν(x) ≤ 2
Γ(ν + 1)
(x
2
)ν
.
For x ≥ 1, we can bound
(3.8) Iν(x) ≤ e
x
√
2πx
,
which follows from the well-known asymptotic formula for Iν (see e.g. [10], eq.
8.451.5). We now split the expression for b1,−2,6(ℓ, v) in Proposition 2.4 and use
the above bounds (3.5),(3.7),(3.8) to obtain for ℓ ∈ N that
|b1,−2,6(ℓ, v)| ≤ 12πℓ− 32
2π√ℓ
3
exp
(
2π
√
ℓ
3
)
2π
√√
ℓ
3
+
∑
c> 2π
√
ℓ
3
1
3
(
π
√
ℓ
3c
)3
≤ 12πℓ− 32
[
ℓ
1
4√
3
exp
(
2π
√
ℓ
3
)
+
π3
81
ℓ
3
2 ζ(3)
]
.
Furthermore, it follows directly that
|b1,−2,6(0, v)| ≤ 2
27
π4ζ(3).
Now let τ ∈ F , which, in particular, implies that v ≥
√
3
2
, and γ one of the matrices in
(3.1). Then, as applying the matrix γ to F has the effect of multiplying its absolute
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value by the width h of the cusp γ∞, we find that
|Eγ(τ)| =
∣∣∣∣P |0γ(τ)− ζ (1− h2πv
)
q−
1
h
∣∣∣∣ = ∣∣∣R−2 (F |−2γ(τ)− ζhq− 1h)∣∣∣
≤4h
6
∞∑
ℓ=1
ℓ|b1,−2,6(ℓ, v)| · |q| ℓh + 2h
6πv
∞∑
ℓ=1
|b2,−1,6(ℓ, v)| · |q| ℓh
≤2h
3
∞∑
ℓ=1
12πℓ−
1
2
[
ℓ
1
4√
3
exp
(
2π
√
ℓ
3
)
+
π3
81
ℓ
3
2 ζ(3)
]
e−
π
√
3ℓ
h
+
2h
3π
√
3
(
2
27
π4ζ(3) +
∞∑
ℓ=1
12πℓ−
3
2
[
ℓ
1
4√
3
exp
(
2π
√
ℓ
3
)
+
π3
81
ℓ
3
2 ζ(3)
]
e−
π
√
3ℓ
h
)
(3.9)
We can clearly estimate this last expression from above by setting h = 6, which we
now do. It is easy to estimate the remaining infinite series in (3.9) by geometric series
to obtain our asserted bound κ. 
Remark 3.4. It should be pointed out that in Theorem 5.1.2 in [21] cited in the proof
above, a different type of Poincare´ series is considered and also in the formulation of
the theorem, only actions of matrices in SL2(Z) rather than Atkin-Lehner involutions
on Poincare´ series are studied. However, a close inspection of the proof reveals that
the result is directly applicable to the situation of the Maass-Poincare´ series P1,−2,6
acted upon by the Atkin-Lehner involution Wd, d = 2, 3, 6.
We are now in position to prove our main result, Theorem 1.1.
Proof of Theorem 1.1. Let Q(x, y) = ax2 + bxy + cy2 =: [a, b, c] be a SL2(Z)-reduced
quadratic form of discriminant δ = −24n + 1, i.e., b2 − 4ac = δ, |b| ≤ a ≤ c, and
b > 0 whenever |b| = a or a = c. Then exactly one matrix γQ from those 12 in (3.1)
satisfies Q ◦ γ−1Q ∈ Pδ, see Lemma 3 and Table 1 in [5]. Further define the number
hQ ∈ {1, 2, 3, 6} and the 6th root of unity ζQ by the relation
F |−2γQ(τ) = hQζQq−
1
hQ +O(1).
Then one easily observes that a · hQ ≡ 0 (mod 6) holds in all possible cases. We
focus on the case a · hQ = 12. Tables 3.1 and 3.2 list the quadratic forms Q together
with the associated data γQ, hQ, and ζQ, which are easily read off Table 1 in [5] and
(3.2)–(3.4).
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Q γQ hQ ζQ ϕQ
[2,−1, 3n] γ0,0 6 1 − π12
[4, 1, 3n
2
] γ 1
2
,1 3 ζ6
5π
12
[6,−5, n+ 1] γ 1
3
,0 2 1 −5π12
[12, 1, n
2
] γ∞ 1 1 π12
Table 3.1. Quadratic forms with a · hQ = 12 for n even
Q γQ hQ ζQ ϕQ
[2,−1, 3n] γ0,3 6 −1 11π12
[4,−3, 3n+1
2
] γ 1
2
,2 3 ζ
−1
6 −7π12
[6,−5, n+ 1] γ 1
3
,1 2 −1 7π12
Table 3.2. Quadratic forms with a · hQ = 12 for n odd
Now for τQ = − b2a +
√
24n−1
2a
i we find, by Lemma 3.3, that
|P |0γQ(τQ)| ∈ (M(n; a, hQ)− κ,M(n; a, hQ) + κ)
and
arg(P0γQ(τQ)) ∈
(
ϕQ − arctan
(
κ
M(n; a, hQ)
)
, ϕQ + arctan
(
κ
M(n; a, hQ)
))
,
where
M(n; a, hQ)
(
1− 2ahQ
2π
√
24n−1
)
e
2π
√
24n−1
2ahQ
and ϕQ as given in Tables 3.1 and 3.2 denotes the argument of the main term of
P |0γQ(τQ), which is given by arg(ζQ) + bπ12 . If we now assume that n ≥ 54, then we
see that there cannot be any singular moduli with a · hQ 6= 12 matching those with
a · hQ = 12 because the difference∣∣∣∣(1− 2a1hQ12π√24n−1) e2π√24n−12a1hQ1 − (1− 2a2hQ22π√24n−1) e2π√24n−12a2hQ2 ∣∣∣∣
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would be larger than 2κ if a1hQ1 = 12 and a2hQ2 6= 12. The same is true for the
distortion in the arguments among those which have a · hQ = 12, since for n ≥ 54 we
have ∣∣∣∣arctan( κM(n; a, hQ)
)∣∣∣∣ ≤ π24 ,
so in particular less than half of the smallest possible difference between two distinct
ϕQ from Tables 3.1 and 3.2. Hence all these values can only be simple zeros of Ĥδ
and by Proposition 3.2, the theorem is proven for n ≥ 54. The remaining cases are
checked by comparing with numerically computed examples.2. 
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