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Abstract
Eﬀective preconditioners are known for some important but special classes of matrices. In
contrast our properly scaled randomized additive preprocessing and augmentation are likely to
precondition any n × n ill conditioned matrix A that has a small positive numerical nullity
r  n, that is lies near a well conditioned matrix A˜ of rank n− r for a small positive integer
r. Both our randomized additive preprocessing and augmentation are likely to accelerate by
roughly the factor n/r the customary cubic time solution of a nonsingular linear system Ay = b
of n equations with a coeﬃcient matrix A from this class. We achieve a similar randomized
acceleration of the customary algorithms in the case of sparse or structured (e.g., Toeplitz
or multilevel Toeplitz) inputs. Furthermore in the important case where the input matrix
has displacement structure of Toeplitz or Hankel type, we avoid randomization and relax the
restriction on numerical nullity. Our tests show signiﬁcant acceleration of the known algorithms
also in terms of the CPU time involved. Our preprocessing facilitates some other fundamental
matrix computations as well, and our proof of the preconditioning power of our randomized
preprocessing can be of independent interest.
Key Words: Linear systems of equations, Randomized preconditioning, Toeplitz matrices,
Homotopy continuation methods
1 Introduction
1.1 Some background: conditioning and preconditioning
A matrix A is ill conditioned (requiring representation with a high precision) where its condition
number cond(A) is large (in the context). Otherwise it is well conditioned, and then one can solve
a nonsingular linear system of equations Ay = b faster and more accurately.
This motivates a popular subject of preconditioning (see [A94], [B02], [G97], and the bibliography
therein), where one seeks a map A =⇒ C such that cond(C) cond(A) and the solution y = A−1b
is readily expressed via the solution of linear systems of equations with the matrix C.
Of course ill conditioned input must still be processed with a high precision, but preconditioning
enables us to conﬁne high precision computations to a small fraction of all required ﬂops. (Here
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and hereafter “ﬂop” stands for “arithmetic operation”.) The power of the known preconditioning
methods, however, is limited to the important but rather special matrix classes.
This is also true for the eﬀective preprocessing methods directed to convergence acceleration of
popular iterative algorithm (such as the Conjugate Gradient and GMRES algorithms) and based
on clustering the singular values of the coeﬃcient matrix [A94], [B02], [G97]. (Hereafter we use the
abbreviation “CG” for “Conjugate Gradient”.)
1.2 Randomized preconditioning
In contrast to the known techniques our randomized preconditioning is expected to work wherever
a nonsingular ill conditioned matrix A has a small positive numerical nullity r, that is has at most
r singular values that are small relatively to the norm ||A||. Such n × n matrices A can be also
identiﬁed as small norm perturbations of nearby singular well conditioned matrices A˜ of rank n− r
(see more below and in Remark 2.1).
For a matrix A in this class we deﬁne a random scaled additive preconditioner P of rank r and
prove that with a high probability the matrix C = A + P is nonsingular and well conditioned (see
Theorem 5.3).
This extends the Smoothed Analysis of conditioning in [SST06], [ST02] to randomized precondi-
tioning. Our proofs can be of independent technical interest. The results have prompted applications
to various fundamental matrix computations in [PQ10], [PQZa], and [PQZC].
For a better insight, recall that cond(A) = σ1(A)σn(A) where A is a nonsingular n × n matrix and
σj(A) denotes its jth largest singular value, j = 1, . . . , n. We prove that the randomized map
A =⇒ C = A + P above is likely to produce a matrix C with cond(C) of the order σ1(A)σn−r(A) . The
latter ratio is not large precisely for the class of matrices A having a numerical nullity at most r.
1.3 Accelerated randomized solution of linear systems of equations
Now suppose that a nonsingular linear system Ay = b of n equations is ill conditioned, but a matrix
C = A + P is nonsingular and well conditioned. Then we can recover the solution y = A−1b from
the solution of r + 1 auxiliary linear systems with the matrix C based on the Sherman–Morrison–-
Woodbury formula [GL96, page 50] (hereafter we refer to it as the SMW formula).
To avoid error magniﬁcation expected in the case of an ill conditioned input, we can compute
highly accurate solutions of these r + 1 linear systems as follows.
Flowchart 1.1. Randomized Solution of a Linear System with Iterative Refinement
Assume an n × n matrix A having a small positive numerical nullity r and approximate the
solution y of a linear system Ay = b.
1. Apply additive preprocessing A =⇒ C = A + P for a random scaled matrix P of the smallest
rank r such that the matrix C is expected to be nonsingular and well conditioned. (The integer r
is equal to the numerical nullity of the matrix A and is generally unknown, but can be computed
by means of binary search. Every search step tests whether the matrix C = A+P is nonsingular
and well conditioned for P = UV T , a pair of n × q random and properly scaled matrices U
and V , and a candidate integer q. At most 2log2 r tests are expected to be suﬃcient.)
2. Apply a direct algorithm (say Gaussian elimination) in the IEEE standard single or double
precision to compute an approximate inverse X ≈ C−1.
3. Employ this inverse as the basis for iterative reﬁnement to compute suﬃciently accurate solu-
tions of r + 1 auxiliary linear systems of equations with the matrix C.
4. From these accurate auxiliary solutions recover the vector y = A−1b via the SMW formula.
Instead of iterative reﬁnement, one can apply other iterative algorithms such as CG or GMRES
that involve no approximate inverse (and thus save ﬂops for its computations) but are more sensitive
to the success of preconditioning. Instead of binary search one can compute the numerical nullity r
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in a single aggregation–disaggregation step (see [PGMQ, Section 5], [PQ10, Section 6.3], and [PQa,
Section 3.3]).
According to our probabilistic estimates in Section 6.5, our randomized algorithms are likely to
run faster by the factor nr log r than the customary algorithms (such as Gaussian elimination) and to
reach nearly optimal time (within polylog factors from the information lower bounds) in the case of
a small positive integer r.
1.4 Specializations, variations, testing, and extensions of our algorithms
If an input matrix A (having a small positive numerical nullity) is sparse or structured, we can
multiply it by a vector faster. Both customary and our algorithms would run faster by roughly
the same factors, and we would yield about the same expected speedup with our algorithms, which
would remain nearly optimal (within polylog factors).
In particular n × n Toeplitz, Hankel, multilevel Toeplitz, and multilevel Hankel matrices can
be multiplied by a vector in O(n logn) ﬂops, based on FFT, whereas in applications to algebraic
geometric computations multilevel Toeplitz and Hankel matrices are frequently sparse and can be
multiplied by vectors in O(n) ﬂops. (We refer the reader to [BGY80], [BM01], [BMP00], [EP02],
[EP10], [MP00], [MPR03], [OOT06], [P98/01], [P01], [VBHK01], and the bibliography therein on
computations with these matrices and on some important applications.)
Toeplitz and Hankel (although neither multilevel Toeplitz nor multilevel Hankel) matrices belong
to a large and highly important class of matrices with displacement structure. Such a matrix has
a small displacement rank and can be represented with displacement generators of a small length d
(d ≤ 2 for Toeplitz and Hankel matrices) [P01]. In the case of such input matrices Flowchart 1.1 can
be implemented to support expected acceleration of the customary algorithms by the factor nd log r
(see Section 6.6); furthermore we can apply the alternative homotopy continuation techniques, which
require no randomization and accelerate the customary algorithms by the factor n/ log2 n with no
restriction on numerical nullity of the input.
Some variations enable us to expand and accentuate the power of our algorithms. (a) We can
apply augmentation, which is closely linked to additive preprocessing and has similar preconditioning
power (cf. Theorem 3.2), but can most perfectly preserve matrix structure. (b) Eﬀective algorithms
for a linear system Ay = b can rely on solving an auxiliary homogeneous linear system or computing
a basis for the null space of a nearby singular matrix A˜ ≈ A (see Section 10). (c) In the case of
a nonsinglar input having a small numerical rank it can be eﬀective to employ our dual variation
(3.6) of the SMW formula. (d) In the case of structured inputs, we can combine our techniques
with Newton’s iteration for matrix inversion to yield some additional speedup (see Remark 8.2
and Sections 6.3 and 9). Furthermore some empirical observations promise substantial progress in
applications to Toeplitz and possibly other structured matrices (see the end of Section 9).
The results of our extensive tests (the contribution of the second and third authors) are in
good accordance with our theoretical estimates. Our outputs are as accurate as in the case of
the customary algorithms, but we outperform these algorithms in terms of the CPU time even in
the case of Toeplitz and Hankel inputs (see Table 12.6). Some results of our experiments may
be of independent interest, e.g., the demonstration that random Toeplitz matrices tend to be well
conditioned.
We focus on preconditioning power of our randomized preprocesing, but the same techniques are
expected to regularize symbolic computations in any ﬁeld, that is to avoid dealing with singular and
rank deﬁcient matrices (see Corollaries 4.1, 4.2, 4.4, and 5.2).
Our methods have been extended to a number of fundamental matrix and polynomial computa-
tions (see some pointers in Section 12).
1.5 Organization of the paper
We devote the next section to some deﬁnitions and basic facts. In Section 3 we present the SMW
formula, additive preprocessing, and augmentation. In Sections 4 and 5 we prove that our ran-
domized preprocessing is expected to be preconditioning. In Section 6 we cover extended iterative
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reﬁnement and the CG algorithm and estimate the overall randomized complexity of our solution of
general, sparse and structured linear systems of equations. In Section 7 we specialize application of
our randomized augmentation to a Toeplitz linear system. In Section 8 we present our deterministic
continuation algorithm for structured inputs. In Section 9 we brieﬂy recall Newton’s iteration for
the inversion of structured matrices and propose its heuristic acceleration. Section 10 covers some
eﬀective algorithms for linear systems of equations that reduce this task to some computations in
null spaces. In Section 11 we present the results of our numerical tests. In Section 12 we give some
pointers to various extensions of our methods.
In selective reading aimed at the algorithms rather than their formal support, the reader can
skip the probability estimates and their proofs. In this case right after Section 3 one can read the
short paragraph following the proof of Theorem 5.3 and then go to Sections 6–11, skipping the rest
of Sections 4 and 5 and the respective parts of Section 2.
2 Some definitions and basic facts on matrix computations
2.1 Some basic definitions
We use and extend the customary deﬁnitions in [GL96], [H02], [S98] on matrix computations.
C (resp. R) is the ﬁeld of complex (resp. real) numbers.
A ﬂop is an arithmetic operation with these numbers.
AT and AH denote the transpose and the Hermitian transpose of an m×n matrix A, respectively
(AH = AT for a real matrix A),
A matrix A is Hermitian if A = AH . A matrix A = BHB is Hermitian positive deﬁnite if B is a
nonsingular matrix.
A(k) denotes its k × k leading (that is northwestern) block submatrix.
A matrix (possibly rectangular) is strongly nonsingular if so are all its leading blocks.
(B1 , . . . , Bk) = (Bj)kj=1 is a 1× k block matrix with blocks B1 , . . . , Bk.
diag(B1, . . . , Bk) = diag(Bj)kj=1 is a k×k block diagonal matrix with diagonal blocks B1, . . . , Bk.
In is the n× n identity matrix (ej)nj=1 = (e1, . . . , en),
Ok,l is the k × l matrix ﬁlled with zeros. 0k is the vector Ok,1.
We drop the subscripts and write I, O, and 0 where the size of the matrix or vector is not
important or is deﬁned by the context.
2.2 Range, null space, rank, nullity, and nmbs
R(A) denotes the range of the matrix A, that is the linear space {z : z = Ax} generated by its
columns, N (A) its null space {v : Av = 0}, ρ = rankA = dimR(A) its rank, and nulA = dimN (A)
its nullity. v is its null vector if Av = 0.
Suppose a matrix B has full column rank and R(B) = N (A). Then we call B a null matrix basis
or a nmb for a matrix A and write B = nmb(A).
The left nullity, the left null space, left null vectors, and left nmbs of a matrix A are said to be the
nullity, the null space, null vectors, and nmbs of the Hermitian transpose matrix AH , respectively.
2.3 Orthogonalization, norms, and SVD
A matrix X = A(I) is a left (resp. right) inverse of a matrix A if XA = I (resp. AX = I).
A(I) = A−1 for a nonsingular matrix A.
A matrix U is unitary or orthonormal if UHU = I. Formally this deﬁnition covers m × n
rectangular matrices U for m ≤ n but we only use it for square matrices U .
QR factorization A = QR of a matrix A into the product of a unitary matrix Q and an upper
triangular matrix R is unique if the R-factor R is a square matrix with positive diagonal entries
[GL96, Theorem 5.2.2]. In this case we write Q = Q(A) and R = R(A).
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||A||h is the h-norm, h = 1, 2,∞, and ||A||F =
√∑m,n
i,j=1 |ai,j|2 is the Frobenius norm of a matrix
A = (ai,j)
m,n
i,j=1. We write ||A||2 = ||A|| and recall that
maxm,ni,j=1|ai,j| ≤ ||A|| = ||AH || ≤
√
mn maxm,ni,j=1|ai,j|, ||A|| ≤ ||A||F ≤
√
n ||A||. (2.1)
A = SAΣATHA is an SVD or full SVD of an m×n matrixA of a rank ρ provided SASHA = SHA SA =
Im, TATHA = T
H
A TA = In, ΣA = diag(Σ̂A, Om−ρ,n−ρ), Σ̂A = diag(σj(A))
ρ
j=1, σj = σj(A) = σj(A
H)
is the jth largest singular value of a matrix A. These values have the minimax characterization
σj = max
dim(S)=j
min
x∈S, ||x||=1
||Ax||, j = 1, . . . , ρ, (2.2)
where S denotes linear spaces [GL96, Theorem 8.6.1] . They turn into zero, σj = 0, where j > ρ.
It follows that σj(A) is the distance from the matrix A to the nearest matrix of a rank j − 1 for
j = 1, . . . , ρ + 1 and
σ1 = max||x||=1
||Ax|| = ||A||, σn = min||x||=1 ||Ax||. (2.3)
If σq > σq+1, so that q ≤ ρ, then the ﬁrst q columns of the matrices SA and TA generate the leading
left and right singular spaces S(q)A = R(SA(Iq , Oq,m−q)T ) and T(q)A = R(TA(Iq, Oq,n−q)T ), respec-
tively, associated with the q largest singular values of the matrix A. The orthogonal complements
SA,m−q and TA,n−q of these singular spaces are the left and right trailing singular spaces associated
with the remaining (smallest) singular values of the matrix A.
Σ+A = diag((Σ̂A)
−1, On−ρ,m−ρ) and A+ = TAΣ+AS
H
A are the Moore–Penrose generalized (or
pseudo) inverses of the matrices ΣA and A, respectively. A+ is a left or right inverse of a matrix A
of full rank. A+ = A−1 for a nonsingular matrix A. ||A+|| = 1/σρ(A) for a matrix A of rank ρ.
2.4 Condition number, perturbation norm bounds, and numerical nullity
Hereafter the concepts “large”, “small”, “near”, “closely approximate”, “ill conditioned” and “well
conditioned” are quantiﬁed in the context.
For two positive parameters a and b we write a	 b and b a if the ratio a/b is large and write
a ≈ b if the ratio is close to one or if b = 0 and |a| is small. For two matrices A and B we write
A ≈ B if ||A− B||  ||A||.
cond(A) = σ1(A)σρ(A) = ||A|| ||A+|| is the condition number of a matrix A of a rank ρ. Such a matrix
is ill conditioned if σ1(A) 	 σρ(A) and is well conditioned otherwise. See [D83], [GL96, Sections
2.3.2, 2.3.3, 3.5.4, 12.5] [H02, Chapter 15], and [S98, Section 5.3] on eﬀective estimation of norms
and condition numbers. cond(A) = ||A|| ||A−1|| for a nonsingular matrix A.
The next theorem bounds the output perturbation norm of the solution of a linear system of
equations via its input perturbation norms and the condition number cond(A). As the bound  on
the input perturbation norm converges to zero, the bound on the output perturbation norm has the
order of 2 cond(A).
Theorem 2.1. (See [H02, Section 7.1, page 121].) Let Ay = b and (A+∆(A))y˜ = b+∆(b) for a
pair of nonsingular matrices A and A+∆(A) and two vectors b and ∆(b) such that ||∆(A)|| ≤ ||A||,
||∆(b)|| ≤ ||b|| for  cond(A) < 1. Then ||(y˜−y)||||y˜|| ≤ 2 cond(A)1− cond(A) .
Backward analysis of rounding errors extends this result as follows (cf., e.g., [GL96, Section
3.4.6], [H02, Theorems 19.5], [S98, Theorem 3.4.9]).
Corollary 2.1. Gaussian elimination with pivoting uses 2
3
n3 + O(n2) ﬂops with rounding to a
precision p to produce an approximate solution y˜ to a nonsingular linear system Ay = b of n
equations and an approximate inverse X ≈ A−1 such that ||y˜−y||||y|| = O(2−pn2 cond(A,b)) and
||X−A−1||
||A−1|| = O(2
−pn2 cond(A)) as p→∞.
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Now suppose an n × n matrix A˜ has a rank ρ and nullity r = n − ρ. If such a matrix is well
conditioned, then all its suﬃciently close neighbours A have numerical rank ρ and numerical nullity
r, that is have exactly r singular values that are small relative to the norm ||A˜|| (even though almost
all of these neiboughrs have rank n and nullity zero). The minimax characterization implies that,
conversely, every n× n matrix A having a positive numerical nullity r is close to a well conditioned
singular matrix A˜ of rank n − r. The range R(A˜) (resp. null space N (A˜)) of the latter matrix
approximates the leading (resp. trailing) singular space T(n−r)A (resp. TA,r) of the former matrix
associated with its n− r largest (resp. r smallest) singular values.
r is also the left numerical nullity of a matrix A, whose left leading (resp. trailing) singular
space S(n−r)A (resp. SA,r), associated with its n − r largest (resp. r smallest) singular values, is
approximated by the range (resp. null space) of the matrix A˜H .
Remark 2.1. Unlike the nullity and the rank, numerical nullity and numerical rank are not well
deﬁned for a large class of ill conditioned matrices, in particular for all matrices A having nested
clusters of small singular values but also for the matrix class represented by a 1000× 1000 matrix A
with singular values σj(A) = 21000−j, j = 1, 2, . . . , 1000.
3 The SMW formula, additive preprocessing, and augmen-
tation
Theorem 3.1. Suppose A ∈ Cn×n, U, V ∈ Cn×r, the matrix C = A + UV H is nonsingular,
G = Ir−V HC−1U , and 0 < r < n. (The matrix G is called Gauss transform and Schur complement
[GL96].) Then we have factorizations(
C U
V H Ir
)
=
(
In U
Or,n Ir
)(
A On,r
Or,n Ir
)(
In On,r
V H Ir
)
(3.1)
and (
C U
V H Ir
)
=
(
In On,r
V HC−1 Ir
)(
C On,r
Or,n G
)(
In C
−1U
Or,n Ir
)
. (3.2)
Furthermore if the matrix A is nonsingular, then so is the matrix G, and we have the SMW formula
A−1 = (C − UV H)−1 = C−1 +C−1UG−1V HC−1.
Proof. The claimed factorizations and nonsigularity are readily veriﬁed. The SMW formula (cf.
[GL96, page 50], [S98, Corollary 4.3.2]) follows if we invert factorization (3.1).
We have the straightforward bound
||G|| ≤ ||V || ||C−1|| ||U ||+ 1. (3.3)
Furthermore, by inverting factorization (3.2) we obtain that
||G−1|| ≤ max{||A−1||, 1}(||V || ||C−1||+ 1)(||U || ||C−1||+ 1)(||U ||+ 1)(||V ||+ 1). (3.4)
Post-multiply the SMW formula by a vector b and obtain A−1b = C−1b+C−1UG−1V HC−1b
for G = Ir − V HC−1U . Substitute WU = C−1U and wb = C−1b and obtain A−1b = wb +
WUG
−1V Hwb for G = Ir − V HWU . This reduces the solution of the linear system Ay = b
essentially to the solution of the matrix equation CWU = U and the linear system Cwb = b,
computing the above matrix G, and its inversion.
We can combine the equations CWU = U and Cwb = b into the single matrix equation
CW = (U,b) for W = (WU ,Wb). (3.5)
By applying the SMW formula to the matrix A−1 and a pair of matrices U−, V− ∈ Cn×q for
0 < q < n, we obtain the dual SMW formula
A−1 = (C−)−1 − U−V H− for C− = A −AU−H−1V H− A and H = Iq + V H− AU− (3.6)
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provided that H and (C−)−1 are nonsingular matrices.
Both SMW and dual SMW formulae can be extended to the case of rectangular matrices A
[PQ10]. In the case of square matrices A they have the following determinantal versions,
detA = (detC) detG = (detC−) detH. (3.7)
To deduce the former equation equate the right hand sides of equations (3.1) and (3.2) and recall
that the determinant of a unit triangular matrix equals one. Apply this equation in (3.6) to the
expression (C−)−1 = A−1−U−V H− replacing C = A+UV H and obtain the latter equation in (3.7).
In Section 5 we prove that additive preprocessing A =⇒ C = A+ UV H is expected to decrease
the condition number condA = σ1(A)
σn(A)
to the level of σ1(A)
σn−r (A)
(that is condC is expected to be at
this level) provided U and V are n×r Gaussian random matrices with the mean zero and a variance
of the order ||A||2, so that the map A =⇒ C is expected to precondition an n × n matrix A if
σ1(A)
σn(A)
	 σ1(A)σn−r (A) .
These properties are extended to the southeastern augmentation A =⇒ K =
(
A U
WV H W
)
where W ∈ Cr×r, U, V ∈ Cn×r, K ∈ C(n+r)×(n+r), the matrix A is nonsingular, U , V , and W are
random scaled matrices, and 0 < r < n. The extension can be proved directly [PQa] or via linking
augmentation to additive preprocessing in the following simple factorizations or the alternative
factorizations in [PQ10], [PQa].
Theorem 3.2. Suppose K =
(
A −U
WV H W
)
∈ C(m+r)×(n+r), W ∈ Cr×r is a nonsingular matrix,
C = A + UV H . Then K = diag(Im,W )Û diag(C, Ir)V̂ , for Û =
(
Im −U
Or,m Ir
)
, U¯ = Û−1 =(
Im U
Or,m Ir
)
, V̂ =
(
In On,r
V H Ir
)
, V¯ = V̂ −1 =
(
In On,r
−V H Ir
)
. Moreover if the matrices C and K
are square and nonsingular, then we have K−1 = V¯ diag(C−1, Ir)U¯ diag(Im,W−1) and consequently
C−1 = (In, On,r)K−1 diag(Im,W )(Im, Om,r)T .
One can similarly employ the northwestern augmentation
A =⇒
(
W WV H
−U A
)
=
(
Or,m Ir
Im Om,r
)
K
(
On,r In
Ir Or,n
)
(3.8)
as well as northeastern and southwestern augmentations.
In [PQa] the preconditioning property is proved for the more general class of augmentations
K =
(
A U
V H W
)
where U ∈ Cm×r , V ∈ Cn×r, and W ∈ Cr×r are scaled random matrices. In this
case if m = n, then we have
detK = (detA) det(W − V HA−1U). (3.9)
Our next theorem employs additive preprocessing to compute some matrix bases for the null
space and the left null space of a singular matrix A˜ with a nullity r. In virtue of Theorem 3.2 we
can apply augmentation instead of additive preprocessing. Theorem 3.4 extends these results to
approximate the right and left trailing (resp. leading) singular spaces TA,r and SA,r (resp. T
(q)
A and
S
(q)
A ) associated with the r = n− q smallest (resp. q largest) singular values of an n× n nonsingular
matrix A ≈ A˜ that has a positive numerical nullity r (cf. Section 2.4).
Theorem 3.3. Assume that C˜ = A˜ + UV H , A˜, C˜ ∈ Cn×n, n > r > 0, r = nul A˜ = n − rank A˜,
U, V ∈ Cn×r, and the matrix C˜ is nonsingular. Then the matrix C˜−1U is a nmb(A˜), whereas the
matrix C˜−HV is a left nmb(A˜).
Proof. See [PQ10, Theorem 3.1], where the theorem is deduced in the more general case of rectan-
gular input matrices A.
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Theorem 3.4. (a) Assume that an n × n nonsingular matrix A has a numerical nullity r (that
is the ratio σ1(A)/σn−r+1(A) is large, but the ratio σ1(A)/σn−r(A) is not large), n > r > 0, U
and V are n × r matrices, and the matrix C = A + UV H is nonsingular. Then there exist a
scalar c independent of A, U , V , n and r and two matrices BU and BV such that R(BU ) = TA,r,
R(BV ) = SA,r, ||C−1U − BU || ≤ cσn−r+1(A)||BU ||, and ||C−HV −BV || ≤ cσn−r+1(A)||BV ||.
(b) Furthermore suppose U− and V− are n× q matrices for q = n− r and the matrix (C−)−1 =
A−1 + U−V H− is nonsingular. Then there exist two matrices BU− and BV− and a scalar c− in-
dependent of A, U−, V−, n and q such that R(BU−) = T(q)A , R(BV− ) = S(q)A , ||C−U− − BU− || ≤
c−σn−q+1(A)||BU− ||, and ||CH−V− −BV− || ≤ c−σn−q+1(A)||BV− ||.
Proof. See [PQ10, Section 7].
Part (a) (resp. (b)) of the theorem shows that R(C−1U) ≈ TA,r and R(C−HV ) ≈ SA,r (resp.
R(C−U−) ≈ T(q)A and R(CH− V−) ≈ S(q)A ), that is, the linear spaces R(C−1U) and R(C−HV ) (resp.
R(C−U−) and R(CH− V−)) approximate the right and left trailing (resp. leading) singular spaces
associated with the r smallest (resp. q largest) singular values of the matrix A.
4 Auxiliary results for proving regularization and precondi-
tioning power of randomized preprocesing
4.1 Singular values of submatrices and matrix products
The two following theorems are used in the proofs of Theorems 4.6 and 4.7, which are the basis for
proving our estimates for randomized preconditioning in Theorem 5.3, which implies regularization
and preconditioning power of our randomized preprocessing, speciﬁed in Corollary 5.2 and Remark
5.1. Theorem 4.1 follows from the minimax characterization (2.2). Theorem 4.2 bounds the rank
and condition number of a matrix product AB in terms of the ranks and condition numbers of the
matrices A and B.
Theorem 4.1. Fix two positive integers p and q and assume that A0 is a p × q submatrix of a
matrix A. Then σj(A) ≥ σj(A0) for j = 1, 2, . . . ,min{p, q}.
Theorem 4.2. Let A ∈ Cm×r and B ∈ Cr×n and write rA = rankA, rB = rankB, r− =
min{rA, rB} and r+ = max{rA, rB}. Let r+ = r. (In particular this holds if at least one of
the matrices A and B is nonsingular.) Then rank(AB) = r−, σr−(AB) ≥ σrA(A)σrB (B) and
cond(AB) ≤ (cond(A)) cond(B).
Proof. Let M = SMΣMTHM be the full SVD where ΣM = diag(Σ̂M , Os,t), Σ̂M = diag(σj(M))
rM
j=1
for M = A, s = m− rA, t = r − rA as well as for M = B, s = r − rB , t = n− rB. Let the matrix
Â ∈ CrA×r (resp. B̂H ∈ CrB×r) be obtained by deleting the zero rows of the matrix ΣATHA = SHA A
(resp. ΣTBS
H
B = T
H
B B
H), so that ÂB̂ ∈ CrA×rB . This pruning keeps all singular values (and
therefore the ranks) of the matrices A, B, and AB intact. Clearly Â and B̂ are full rank matrices.
Furthermore the equation r+ = r implies that at least one of the matrices Â and B̂ is nonsingular
and the product ÂB̂ has full rank r− = rank(AB).
Suppose rA = r. Then m ≥ rA = r+ = r ≥ rB . Minimax characterization (2.2) implies
that σr−(ÂB̂) = ||ÂB̂x|| for some vector x such that ||x|| = 1. We have B̂x = 0 because B̂ ∈
Cr×rB . Write y = B̂x/||B̂x||, σA = ||Ây||, and σB = ||B̂x||, and obtain that σr−(ÂB̂) = σAσB.
Since Â ∈ CrA×r = CrA×rA , we can apply equation (2.3) for A = Â and n = rA to obtain that
σrA(Â) = min||z||=1 ||Âz||. Consequently σrA(Â) = σrA(A) ≤ σA. Likewise B̂ ∈ Cr×rB , and so we
can apply equation (2.3) for A = B̂ and n = rB to obtain that σrB (B̂) = min||z||=1 ||B̂z||. Therefore
σrB (B̂) = σrB (B) ≤ σB. It follows that σr−(AB) = σr−(ÂB̂) = σAσB ≥ σrA(A)σrB (B).
If rA < r+ = r = rB, then the same argument shows that σr−(AB) = σr−(BHAH) ≥
σrA(BH)σrB (AH) = σrA(A)σrB (B).
It follows that cond(AB) ≤ (cond(A)) cond(B) because ||AB|| ≤ ||A|| ||B||.
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Remark 4.1. cond(AB) can be arbitrarily large even for m× r submatrices AH and B of m×m
unitary matrices if m > r.
4.2 Random sampling and random matrices
|∆| is the cardinality of a set ∆ in any ﬁxed ring. Random sampling of elements from a set ∆ is
their selection from this set at random and independently of each other. A matrix is random if its
entries are randomly sampled from a ﬁxed set ∆. Random sampling is uniform if it is done under
the uniform probability distribution on the set ∆.
Recall that the total degree of a multivariatemonomial is the sum of its degrees in all its variables.
The total degree of a polynomial is the maximal total degree of its monomials.
Lemma 4.1. [DL78], [S80], [Z79]. For a set ∆ of cardinality |∆| (in any ﬁxed ring), let a polynomial
in m variables have a total degree d, and let it not vanish identically on this set. Then the polynomial
vanishes in at most d|∆|m−1 points.
Lemma 4.1 implies that a ﬁxed nonvanishing polynomial vanishes with a probablity converging
to zero if the values of its variables are sampled under any reasonable probability distribution on
the set ∆ whose cardinality converges to inﬁnity. Under the uniform probability distribution the
probability is estimated most readily.
Corollary 4.1. Under the assumptions of Lemma 4.1 let the values of the variables of the polynomial
be randomly and uniformly sampled from the set ∆. Then the polynomial vanishes with a probability
at most d|∆| .
Corollary 4.2. Let the entries of an m × n matrix have been randomly and uniformly sampled
from a ﬁnite set ∆ of cardinality |∆| (in any ﬁxed ring). Let l = min{m, n}. Then (a) every k × k
submatrix M for k ≤ l is singular with a probability at least 1−k/|∆| and (b) is strongly nonsingular
with a probability at least 1−∑ki=1 i/|∆| = 1− (k+1)k/(2|∆|). Furthermore (c) if the submatrix M
is indeed nonsingular, any entry of its inverse is nonzero with a probability at least 1− (k− 1)/|∆|.
Proof. The claimed bounds hold for generic matrices. The singilarity of a k × k matrix means that
its determinant vanishes, but the determinant is a polynomial of the total degree k in the entries.
This implies parts (a) and consequently (b). Part (c) follows because a ﬁxed entry of the inverse
vanishes if and only if the respective entry of the adjoint vanishes, but the latter entry is (up to sign)
a k × k subdeterminant of the input M , and so it is a polynomial of degree k − 1 in its entries.
Definition 4.1. FX(y) = Probability{X ≤ y} for a real random variable X is the cumulative
distribution function (CDF) of X evaluated at y. FA(y) = Fσl(A)(y) for an m× n matrix A and an
integer l = min{m, n}. A matrix (resp. vector) is a Gaussian random matrix (resp. vector) with a
mean µ and a variance σ2 if it is ﬁlled with independent Gaussian random variables, all having the
same mean µ and variance σ2. If µ = 0 and σ2 = 1, this is a standard Gaussian random matrix
(resp. vector). Fµ,σ(y) = 1σ√2π
∫ y
−∞ exp(− (x−µ)
2
2σ2 )dx is the CDF for a Gaussian random variable
with a mean µ and a variance σ2.
4.3 Conditioning of random matrices and randomized matrix products
Gaussian random matrices (cf. Deﬁnition 4.1) tend to be well conditioned [D88], [E88], and even
perturbations by such a matrix A is expected to make a matrix M well conditioned if the norms
||A|| and ||M || have the same order [SST06], [ST02]. Let us recall some relevant results beginning
with a lower bound on the probability that ||A|| ≤ y for a scalar y and a Gaussian random matrix
A. This can be viewed as a probabilistic upper bound on the norm of a Gaussian random matrix A.
Theorem 4.3. (See [DS01, Theorem II.7].) Suppose A ∈ Rn×n is a Gaussian random matrix with
mean zero and a variance σ2. Then F||A||(y) ≥ 1− exp(−x2/2) for x = y/σ − 2
√
n ≥ 0.
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Next we recall an upper bound on the probability that the smallest singular value of a matrix
W = A + M is less than a scalar y (for a Gaussian random matrix A). This can be viewed as a
probabilistic lower bound on the smallest singular value of the matrix W .
Theorem 4.4. (See [SST06, Theorem 3.3].) Suppose M ∈ Rm×n, U¯ ∈ Rm×m, and V¯ ∈ Rn×n
are three ﬁxed matrices, U¯ and V¯ are unitary matrices, A ∈ Rm×n is a Gaussian random matrix
independent of the matrix M and having mean zero and a variance σ2, W = U¯(A + M)V¯ , l =
min{m, n}, and y ≥ 0. Then FW (y) ≤ 2.35 y
√
l/σ.
Now we recall a lower bound on the probability that the condition number cond(W ) is at most
y, which can be viewed as a probabilistic upper bound on the condition number cond(W ).
Theorem 4.5. (See [SST06, Theorem 3.1].) Under the assumptions of Theorem 4.4, let ||M || ≤ √l.
Then Fcond(W)(y) ≥ 1− (14.1 + 4.7
√
(2 lny)/n)n/(yσ) for all y ≥ 1.
On further improvement of this bound by the factor of
√
logn, see [W04].
Next we extend the estimates of Theorem 4.4 to yield probabilistic lower bounds on the smallest
singular values of the products of ﬁxed and random matrices.
Theorem 4.6. Suppose G ∈ Rq×m and H ∈ Rn×r are two ﬁxed matrices, rG = rankG = m,
rH = rankH = n, a random matrix W ∈ Rm×n has full rank with probability one, and y ≥ 0. Then
(a) FGW (y) ≤ FW (y/σrG (G)), whereas (b) FWH(y) ≤ FW (y/σrG (H)).
Proof. At ﬁrst suppose m ≤ n. Apply Theorem 4.2 for A = G, B = W , and consequently for
rA = rG = m and rB = rW = r+ = n. Obtain that rank(GW ) = rankG = rankW = m,
σm(GW ) ≥ σm(G)σm(W ), and so Probability{σm(GW ) ≤ y} ≥ Probability {σm(G)σm(W ) ≤ y}
for all positive y. Here G is a ﬁxed matrix, W is a random matrix, and therefore Probability
{σm(G)σm(W ) ≤ y} =Probability {σm(W ) ≤ y/σm(G)}. Substitute this equation into the previous
bound and deduce part (a) of the theorem.
Now apply Theorem 4.2 for A = W , B = H , and conseqently for rA = rW = m and rB = rH =
r+ = n and obtain that rank(HW ) = rankW = m, rankH = n, σm(WH) ≥ σm(W )σn(H), and
so Probability{σm(WH) ≤ y} ≥ Probability {σm(W )σm(H) ≤ y} for all positive y. Here H is a
ﬁxed matrix, W is a random matrix, and therefore Probability {σm(W )σm(H) ≤ y} = Probability
{σm(W ) ≤ y/σm(H)}. Substitute this equation into the previous bound and deduce part (b) of the
theorem.
To extend the theorem to the case of m > n, apply the above proof to the matrices GT , HT ,
and WT replacing H , G, and W , respectively.
In view of Remark 4.1, we cannot merely drop the above assumptions that rG = m and rH = n,
but the next theorem (employing Theorem 4.6) circumvents the problem.
Theorem 4.7. Suppose G ∈ RrG×m, H ∈ Rn×rH , rankG = rG < m, rankH = rH < n, y ≥ 0, and
the assumptions of Theorem 4.4 hold for the matrix X ∈ Rm×n replacing W , so that in particular
l = min{m, n}. Then (a) FGX(y) ≤ 2.35y
√
l/(σrG(G)σ) and (b) FXH(y) ≤ 2.35y
√
l/(σrH (H)σ).
Proof. Let G¯ maximize the value σrG(G¯) among all rG× rG submatrices G¯ of the matrix G. Clearly
σrG(G¯) > 0, and so the matrix G¯ is nonsingular. Write G = G¯(G1, IrG)P , XT = (XT1 , X¯T )P ,
and GX = G¯(A + M) where P is an m ×m permutation matrix, M = G1X1, and A = X¯. The
matrix A+ M = G1X1 + X¯ has full rank with probability one because X and consequently X¯ are
Gaussian random matrices. Now observe that the assumptions of Theorem 4.6 hold where G = G¯,
W = A + M , and m is replaced by rG. Deduce that FGX(y) ≤ FA+M (y/σrG (G¯)). Obtain part
(a) of Theorem 4.7 by combining this estimate with the bounds FA+M (y) ≤ 2.35y
√
l/σ (implied by
Theorem 4.4) and σrG (G¯) ≤ σrG (G) (implied by Theorem 4.1). Obtain part (b) of Theorem 4.7 by
applying its part (a) to the matrices XT , HT , and (XH)T replacing the matrices X, G, and GX,
respectively.
The three following corollaries show the power of Theorems 4.4 and 4.7 but are not used in this
paper.
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Corollary 4.3. Suppose k,m, and n are integers, 1 ≤ k ≤ n ≤ m, G, HT ∈ Rm×n, rankG =
rankH = n, X ∈ Rn×n is a standard Gaussian random matrix with a mean µ and a variance σ,
and y ≥ 0. Then
(a) F(GX)(k)(y) ≤ 2.35y
√
k/(σk((Ik, Ok,m−k)G)σ) ≤ 2.35y
√
k/(σn(G)σ) and
(b) F(XH)(k)(y) ≤ 2.35y
√
k/(σn(H
(
Ik
Om−k,k
)
)σ) ≤ 2.35y√k/(σn(H)σ).
Corollary 4.4. Under the assumptions of Corollary 4.3 let σ = 0. Then with probability one the
matrices GX and XH are strongly nonsingular.
Corollary 4.5. Under the assumptions of Corollary 4.3 choose two scalars y and z such that y > 0
and z ≥ 2σ√n. Then
(a) Fcond(GX)(||G||yz) ≥ 2− exp( (z−2σ
√
n)2
2σ2 ) − 2.35y
√
k/(σn(G)σ) for k = rank(GX) and
(b) Fcond(XH)(||H ||yz) ≥ 2− exp( (z−2σ
√
n)2
2σ2 )− 2.35y
√
k/(σn(H)σ) for k = rank(XH).
Proof. Combine Theorem 4.3 for y = z and part (a) of Corollary 4.3 to obtain F||X||/σk((GX)(k))(yz) ≥
2− exp( (z−2σ
√
n)2
2σ2 )− 2.35y
√
k/(σn(G)σ). Recall that σk((GX)(k)) ≤ σk(GX) in virtue of Theorem
4.1 and that ||(GX)(k)|| ≤ ||GX|| ≤ ||G|| ||X|| and deduce part (a) of Corollary 4.5. Part (b) is
proved similarly.
5 Randomized additive preprocessing is expected to be pre-
conditioning
Suppose A ∈ Cn×n, U, V ∈ Cn×r, the matrices A and C = A+UV H are nonsingular, and 0 < r < n.
(We can assume that detA = 0 and the matrices U and V have entries randomly and uniformly
sampled from a set of a large cardinality in any ﬁxed ring. Then Lemma 4.1 implies that detC = 0
with a high probability.)
Our goal is to employ the results of the previous section to prove that additive preprocessing
A =⇒ C = A+UV H is expected to improve conditioning for quite a general class of ill conditioned
matrices A assuming Gaussian random auxiliary matrices U and V with a variance of the order
||A||2. We ﬁrst reduce the study of ill conditioned (that is nearly singular) input matrix A to the
case of a nearby singular matrix A˜ and then use its SVD and some factorizations of the auxiliary
matrices.
Proceeding orderly, let A˜ = A + E be the matrix of a rank ρ = n − r obtained by zeroing the
singular values σj(A) for j > n − r in the SVD A = SΣTH , so that ||E|| = σn−r+1(A). Write
C = A + UV H and C˜ = A˜ + UV H = C + E, assume that the matrices C and C˜ are nonsingular
and recall that cond(C˜) ≤ 1+δ
1−δ cond(C) cond(C) where δ =
||E||
||C|| and δ cond(C) < 1 [GL96, Section
5.5.5]. Next assume that the value δ is small, write C˜ = A˜ + UV H , and in the rest of this section
estimate the ratio cond(C˜)
cond(A˜)
= σn−r (A˜)
σ1(A˜)
cond(C˜), which closely approximates the ratio σn−r(A)σ1(A) cond(C).
Furthermore, to simplify the notation we drop the character “tilde” and write A and C instead of
A˜ and C˜ assuming that rankA = n− r and C = A+ UV H .
The following results are readily veriﬁed.
Theorem 5.1. Let A = SΣTH be full SVD of an n × n matrix A of a rank ρ where ρ < n, S and
T are unitary matrices, S, T ∈ Cn×n, Σ = diag(ΣA, Or,r) is an n × n diagonal matrix, r = n − ρ,
and ΣA = diag(σj)ρj=1 is the ρ × ρ diagonal matrix of the positive singular values of the matrix A.
Suppose U ∈ Cn×r, V ∈ Cn×r, and let the n× n matrix C = A + UV H be nonsingular. Write
SHU =
(
Uρ
Ur
)
, THV =
(
Vρ
Vr
)
, RU =
(
Iρ Uρ
O Ur
)
, RV =
(
Iρ Vρ
O Vr
)
where Ur and Vr are nonsingular r × r matrices. Then RUΣRHV = Σ, RU diag(Oρ,ρ, Ir)RHV =
SHUV HT , so that
C = SRU diag(ΣA, Ir)RHV T
H . (5.1)
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Corollary 5.1. Write γ = ||UV
H ||
||A|| , q = ||RU || ||RV || and p = ||R−1U || ||R−1V ||. Suppose σn−r(A) ≤
1 ≤ σ1(A). Then under the assumptions of Theorem 5.1 we have 1q max{|1 − γ|, 1p} ≤ cond(C)cond(A) ≤
p min{1 + γ, q}.
Theorem 5.2. Under the assumptions of Corollary 5.1, we have
max{1, ||U ||, ||V ||, ||U || ||V ||} ≤ q ≤
√
(1 + ||U ||2)(1 + ||V ||2),
1 ≤ p2 ≤ (1 + (1 + ||U ||2)||U−1r ||2)(1 + (1 + ||V ||2)||V −1r ||2).
Proof. Combine the equations R−1U =
(
Iρ −UρU−1r
O U−1r
)
and R−1V =
(
Iρ −VρV −1r
O V −1r
)
with the
bounds max{||X||, ||Y ||} ≤ ||(X, Y )|| ≤√||X||2 + ||Y ||2, which hold for all matrices (X, Y ).
We can readily bound the parameters γ and q from above and below by properly scaling the
matrices A, U and V , e.g., ||C||||A||| ≤ 2 for ||A|| = ||UV H ||. It remains to supply probabilistic upper
bounds on the norms ||U−1r || = 1σr(Ur) and ||V −1r || = 1σr(Vr) and consequently on the product
p = ||R−1U || ||R−1V || ≥ ||C
−1||
||A+|| =
σn−r (A)
σn(C)
for a pair of random matrices U and V . To deduce the
latter inequality, invert matrix equation (5.1) and obtain that C−1 = TR−HV diag(Σ
−1
A , Ir)R
−1
U S
H ,
and so ||C−1|| ≤ ||T || ||R−HV || || diag(Σ−1A , Ir)|| ||R−1U || ||SH ||. Substitute ||T || = ||SH || = 1 and
|| diag(Σ−1A , Ir)|| = 1/σn−r(A) = ||A+|| (recall that σn−r(A) ≤ 1 by assumption), and obtain the
claimed upper bound on p.
Theorem 5.3. Let U , V , Ur, and Vr denote the four matrices in Theorem 5.1, suppose m = n and
Theorem 4.7 holds (a) for rG = r, G = (O, Ir)SH , X = U (in this case GX = Ur), and U˜ = O as
well as (b) for rG = r, m = n, G = (O, Ir)TH , X = V (in this case GX = Vr), and V˜ = O. Then
(a) FUr(y) ≤ 2.35 y
√
r/σ and (b) FVr(y) ≤ 2.35 y
√
r/σ, respectively, for FA(y) in Deﬁnition 4.1.
Proof. Apply part (a) of Theorem 4.7 for rG = r, G = (O, Ir)SH , X = U , and U˜ = O to obtain
that FUr (y) ≤ 2.35y
√
r/(σr((O, Ir)SH )σ). Then apply part (a) of Theorem 4.7 for rG = r, m = n,
G = (O, Ir)TH , X = V , and V˜ = O to obtain that FVr(y) ≤ 2.35y
√
r/(σr((O, Ir)TH)σ). Observe
that σr((O, Ir)SH ) = σr((O, Ir)TH) = 1 because SH and TH are unitary matrices. Substitute
these equations into the above bounds on FUr(y) and FVr(y), and obtain both parts (a) and (b) of
Theorem 5.3.
Corollary 5.2. Under the assumptions of Theorem 5.3 the matrix C is singular with the probability
zero.
Proof. Theorem 5.3 implies that the matrices Ur and Vr are singular with probability zero. Therefore
the corollary follows from equation (5.1).
One can readily deduce from Corollary 4.2 that the matrix C is likely to be nonsingular where
the entries of the matrices U and V have been sampled randomly and uniformly from a set of a
large cardinality in any ring.
Theorems 5.2 and 5.3 and Corollaries 5.1 and 5.2 together imply that under the assumed random-
ization and scaling, the matrix C is expected to be nonsingular and to have the condition number
of the order σ1(A)/σn−r(A), versus cond(A) = σ1(A)/σn(A).
Remark 5.1. Assume standard Gaussian random matrices U and V and a matrix A scaled so
that its norm is neither large nor small. Then also the k × k leading principal blocks C(k) of the
matrix C for all k, k = 1, . . . , n, are expected to have condition numbers of the order at most
σ1(A)/σn−r(A). To deduce this property (having algorithmic applications in [PQZa]) ﬁrst write
C(k) = (Ik, O)C(Ik, O)T = (Ik, O)A(Ik, O)T + UkV Hk = A
(k) + UkV Hk where Uk = (Ik, O)U and
Vk = (Ik, O)V . Then write ρk = rankA(k), k′ = k − ρk, Uk′ = Uk(Ik′ , O)T , Vk′ = Vk(Ik′ , O)T ,
Uk = Uk′ + Wk, Vk = Vk′ + Zk, and C ′k = A
(k) + Uk′V Tk′ . Next extend factorization (5.1) and other
results of this section from the matrix pair {A,C} to the matrix pair {A(k), C ′k}. Finally deduce that
the transition C ′k −→ C, that is addition of the random scaled matrix WkZHk to the matrix C ′k, has
only limited impact on the condition number condC ′k (cf. [W07, Section 4, case 3]).
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Remark 5.2. We can preserve the regularization and preconditioning power of the map A =⇒ C
even where we choose U = aV for a nonzero scalar a and thus generate fewer random parameters.
The choice of a = 1 should be avoided where the matrix K is Hermitian positive deﬁnite because
augmentation A =⇒ K =
(
A U
UH W
)
has no preconditioning power. Indeed in this case the aug-
mentation cannot decrease the condition number due to the Interlacing Property of the eigenvalues
of Hermitian matrices [GL96, Theorem 8.1.7] (cf. Remark 8.4).
Remark 5.3. Our map A =⇒ C is expected to produce a well conditioned matrix C provided that
the ratio σ1(A)σn−r(A) is not large, but such a ratio is large only for matrices A lying near an algebraic
variety of matrices M of dimension r such that σn−r(M) = 0. Such a variety includes no matrices
where r = n − 1 and only a narrow class of matrices A even where r = 1.
Finally apply our analysis in this section to the dual additive preprocessing A−1 =⇒ (C−)−1 =
A−1 + U−V H− , where C− = A−AU−H−1V H− A, U−, V− ∈ Cn×q, and H = Iq + V H− AU− (see (3.6)).
Deduce that the condition number condC− is expected to have the order σ1(A)/σn−q(A) provided
U− and V− are standard Gaussian random matrices and the matrix A has been scaled so that the
norm ||A−1|| is neither large nor small. To deﬁne such scaling we need a crude estimate for the norm
||A−1||; we can obtain it at a low cost, e.g., by applying the randomized algorithm in [D83].
6 Iterative refinement, Conjugate Gradient (CG) algorithm,
and complexity estimates
The SMW formula reduces the solution of the original nonsingular linear system Ay = b to r + 1
auxiliary linear systems of the form Cwi = ui, i = 0, 1, . . . , r, or equivalently to the matrix equation
CW = U0 for U, V ∈ Cn×r, C = A + UV H , and U0 = (U,b) (cf. (3.5)). For a nonsingular n × n
matrix A having a small positive numerical nullity r and for two scaled n × r Gaussian random
matrices U and V we can expect that the matrix C is nonsingular and well conditioned, in virtue
of Theorem 5.3. For such a matrix C, we can solve the above equations eﬃciently by applying
some iterative algorithms. In this section we cover two such algorithms and compare their estimated
convergence rate and computational cost.
6.1 Extended iterative refinement and its linear convergence
Given a well conditioned matrix C, we can readily compute its approximate inverse X ≈ C−1 and
an approximate solution w˜ = Xu to a linear system Cw = u (see Corollary 2.1). We can also
readily compute the residual vector u− u˜ = u−Cw˜ and thus reduce our task to approximating the
error vector w− w˜ that satisﬁes the linear system C(w− w˜) = u− u˜. Recursively we arrive at the
classical iterative reﬁnement. By performing suﬃciently many its loops, we can reﬁne the solution
as much as we wish.
Next we extend this algorithm to yield an accurate solution of a matrix equation CW = U0.
Algorithm 6.1. Extended iterative refinement. Assume two integers n and r, such that 0 <
r < n, and three input matrices C ∈ Cn×n, U0 ∈ Cn×(r+1), and X ∈ Cn×n such that ||I−CX|| < 1,
which implies that the matrices C and X are nonsingular ([GL96, Lemma 2.3.3], [S98, Theorem
1.4.18]). Fix an integer k > 0 and recursively, with no errors, compute the matrices
Wi ⇐= XUi = C−1Ui − Ei and
Ui+1 ⇐= Ui −CWi
for i = 0, 1, . . . , k− 1. Output the matrix Uk. Compute and output the matrix
W¯k = W0 + · · ·+ Wk.
Theorem 6.1. CW¯k = U0 −CEk.
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Proof. Recall that CWi = Ui − Ui+1 , i = 0, 1, . . . , k − 1. Sum in i and obtain that C(W0 + · · ·+
Wk−1) = U0 − Uk. Substitute Uk = CWk +CEk and W¯k = W0 + · · ·+ Wk.
Theorem 6.2. Ui+1 = (I − CX)Ui = (I − CX)i+1U0 for i = 0, 1, . . . .
Proof. Substitute Wi = XUi into the matrix equation Ui+1 = Ui − CWi and obtain that Ui+1 =
(I −CX)Ui. Recursively obtain that Ui+1 = (I −CX)i+1U0.
Theorem 6.3. Ui+1 = CEi for all i.
Proof. Pre-multiply the matrix equation C−1Ui −Wi = Ei by C and add the resulting equation to
the matrix equation Ui+1 − Ui + CWi = 0.
Corollary 6.1. U0 − CW¯k = Uk+1, and so C−1U0 − W¯k = C−1Uk+1 = Ek.
Corollary 6.2. We have
||U0 − CW¯k|| = ||Uk+1|| ≤ ||I −CX||k+1||U0||
and
||C−1U0 − W¯k|| = ||C−1Uk+1|| ≤ ||I −CX||k+1||C−1|| ||U0||.
Corollary 6.1 shows that the matrix Uk+1 is the residual of the approximation of the solution
W = C−1U0 to the matrix equation CW = U0 by the matrix W¯k, whereas C−1Uk+1 is the error
matrix of this approximation. Corollary 6.2 bounds the respective residual and error norms.
It follows that the approximations W¯k converge to the solution as k → ∞ with linear rate
provided ||I − CX|| = θ < 1 and the computations are performed with no errors (e.g., by using
the fast advanced algorithms for accurate computation of sums and products in [DH03], [LDB02],
[PMQR09], and the references therein).
In the next subsection we estimate that these error-free computations only need to use a reason-
ably bounded constant precision p, except for the stage of computing the sum W0 + · · ·+Wk, which
occupies precision of the order kp. We can, however, represent the sum implicitly, by the summands
Wi = XUi, i = 0, 1, . . . , k, each computed with rounding to a ﬁxed precision in O(p).
Furthermore we can relax the requirement of performing multiplications XUi error-free as long
as the computed products equal X˜iUi where ||I −CX˜i|| ≤ θ¯ < 1 for a ﬁxed constant θ¯ and for all i.
Finally let us comment on the computation of the approximate inverse X and on some alternatives
to this operation.
Fact 6.1. Assume a nonsingular matrix C ∈ Cn×n and a positive constant c < 1 and let Gaussian
elimination with pivoting and with rounding to a precision p be applied to compute a matrix X that
approximates the inverse C−1 of the matrix C. Then one can ensure the bound ||I − CX|| < 2−cp
by choosing the precision p of the order of log(n cond(C)).
Proof. In virtue of Corollary 2.1 (applied for A replaced by C), we can yield the bound ||I−CX|| =
O(2−p(n cond(C))2), and Fact 6.1 follows.
Remark 6.1. An approximation X to the inverse C−1 such that ||I −CX|| = θ < 1 for a constant
θ close to one can be reﬁned by means of Newton’s iteration (9.1) in Section 9 for X = X0.
Instead of an approximate inverse X one can employ a factorization of the matrix C (e.g., its LU
factorization). Having it available one can readily approximate the matrices C−1Ui for i = 0, 1, . . .
by using O(n2) ﬂops in every loop of Algorithm 6.1.
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6.2 Precision bounds in the error-free computation of the residual ma-
trices Ui
Let us prove a uniform upper bound on the precision of computing the residuals Ui for all i. For a
binary number b = σ
∑s
k=t bk2
k, where σ = 1 or σ = −1 and each bk is zero or one, we write t(b) = t,
s(b) = s = log2 |b|, and p(b) = s− t+ 1, so that p(b) is the precision in the binary representation
of b. For an n × n matrix M = (mi,j)ni,j=1 we write s(M) = maxi,j s(mi,j), t(M) = mini,j t(mi,j),
p(M) = s(M) − t(M) + 1. Then
log2
||M ||
n
≤ s(M) ≤ log2 ||M ||, (6.1)
and the absolute value of each entry of the matrix M is the sum of some powers 2k for integers k in
the range [t(M), s(M)]. Equations Ui+1 = Ui − CWi imply the following lemma.
Lemma 6.1. We have t(Ui+1) ≥ min{t(Ui), t(CWi)} for all i. Moreover t(CWi) ≥ t(Wi) if the
(scaled) matrix C is ﬁlled with integers.
Lemma 6.2. We have s(Ui+1) ≤ s(Ui) + log2(θn) for all i.
Proof. The lemma follows from the bounds (6.1) and Theorem 6.2.
Write ui = ||Ui|| and f = θn|1−θ| for θ = ||I − CX||. Deduce from Theorem 6.2 that ui+1 ≤
θui for i = 0, 1, . . .
Lemma 6.3. We have s(Ui+1) ≤ s(CWi)+ log2 f and s(Ui+1) ≤ s(Wi)+ log2(f ||C||) for θ < 1 and
all i.
Proof. First recall that ui+1 ≤ θui, so that |ui−ui+1| ≥ | 1θ −1|ui+1. The equation Ui−Ui+1 = CWi
implies that ||CWi|| = ||Ui − Ui+1|| ≥ |ui − ui+1| ≥ | 1θ − 1|ui+1. Therefore ui+1 ≤ fn ||CWi|| ≤
f||C||
n ||Wi||. Combine these inequalities with bounds (6.1) for M = Ui+1, M = CWi and M =
Wi.
Corollary 6.3. a) If t(Ui+1) ≥ t(Ui), then p(Ui+1) ≤ p(Ui) + log2(θn).
b) If t(Ui+1) ≥ t(CWi), then p(Ui+1) ≤ p(CWi) + log2 f.
c) If t(Ui+1) ≥ t(Wi), then p(Ui+1) ≤ p(Wi) + log2(f ||C||).
In virtue of Lemma 6.1, at least one of assumptions a) and b) is always satisﬁed, and if the
matrix C is ﬁlled with integers, then so is one of assumptions a) and c) as well.
Corollary 6.4. Assume that p(Wi) ≤ p̂ and p(CWi) ≤ p˜ for two integers p̂ and p˜ and for all i.
Furthermore let θ ≤ 1
n
. Then we have the uniform upper bound max{p(U0), p˜ + log2 nn−1} on the
precision p(Ui+1) of the representation of all matrices Ui+1 for all i. If the matrix C is ﬁlled with
integers, then we also have the upper bound max{p(U0), p̂ + log2( nn−1 ||C||)}. The logarithmic terms
disappear from both bounds if θ ≤ 1n+1 for all i.
Remark 6.2. Iterative reﬁnement converges linearly right from the start if θ ≤ 1n . If, say, θ ≤ 1/2,
then log2 log2 k Newton’s loops (9.1) in Section 9 would ensure the bound θ ≤ 1/k for any k ≥ 2.
The corollary implies that iterative reﬁnement succeeds for a ﬁxed bounded precision p in the
case of well conditioned matrices C, which is in good accordance with the vast empirical data
accumulated by the users of iterative reﬁnement [GL96, Section 3.5.3].
6.3 The Congujate Gradient (CG) algorithm
Many iterative algorithms for linear systems of equations involve no approximate inverse and thus
save ﬂops for its computation. The Congujate Gradient (CG) algorithm below (cf. [G97, Algorithm
2], [GL96, Section 10.2], [TB97, Algorithm 38.1]) is among the most eﬀective ones in this class. It
begins with a very crude approximate solution x0 = 0. Then it recursively selects a direction for
improvement and makes a step of the optimal length into this direction.
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Algorithm 6.2. The Congujate Gradient (CG) algorithm.
Input: a Hermitian positive deﬁnite matrix C ∈ Cn×n, a vector b ∈ Cn, and a positive scalar τ .
Output: an approximate solution vector x such that ||Cx− b|| ≤ τ ||b||.
Initialization: Set x0 = 0, p0 = r0 = b, k = 1. Compute the value ρ0 = bHb.
Computations:
1. Compute the scalar αk =
rHk−1rk−1
pHk−1Cpk−1
(deﬁning the length of the step from xk−1 into the
ﬁxed direction pk−1).
2. Compute the approximate solution vector xk = xk−1 + αkpk−1.
3. Compute the residual vector rk = rk−1−αkCpk−1 and the scalar ρk = rHk rk. If ρk ≤ τ2,
then output the vector x = xk and stop.
4. Otherwise compute the scalar βk = ρk/ρk−1, which measures the improvement at the k-th
CG loop.
5. Compute the vector pk = rk + βkpk−1 of the new search direction, set k ← k+ 1, and go
to Stage 1.
Let R(v1 , . . . ,vh) denote the linear space spanned by the linear combinations of the vectors
v1, . . . ,vh (so that R(v1, . . . ,vh) = R(V ) for V = (v1, . . . ,vh)) and let Kk(C,b) denote the
Krylov space R(b, Cb, . . . , Ck−1b). The CG algorithm has the remarkable properties that rHj rk =
pHj Cpk = 0 for j < k and that for all k the vector y = xk minimizes the C-norm of the error
function eC(y) = (y−x)HC(y−x) = yHCy−2yHb+xHb over all vectors y ∈ Kk(C,b); moreover
for all k we have Kk(C,b) = R(x1, . . . ,xk) = R(p0, . . . ,pk−1) = R(r0, . . . , rk−1) [G97], [GL96],
[TB97].
Correctness of the CG algorithm follows from the equations rk = b−Cxk that hold for all k and
from the fact that rk = 0 for k ≥ n [G97], [GL96], [TB97]. The latter equations mean convergence
in at most n CG loops. This property is proved assuming error-free computations in the exact
arithmetic. Rounding errors generally invalidate this upper bound n on the number of the CG loops
required for convergence, but one can employ the following bound instead,
eC (xk) ≤ 2
√
cond(C) − 1√
cond(C) + 1
eC(xk−1) ≤ 2
(√cond(C) − 1√
cond(C) + 1
)k−1
eC(x0) for all k. (6.2)
Generally this upper bound is sharp, but for some classes of inputs the CG algorithm converges
faster. The following more fundamental estimate implies bounds (6.2),
eC(xk) ≤ min
pk−1(x)∈Pk−1
max
j=1,...,n
(1 + σj(C)|pk−1(σj(C))|)eC(xk−1). (6.3)
Here Pk−1 is the class of polynomials pk−1(x) of degree at most k − 1.
One can deduce from (6.3) that eC (xk) ≤ 2(
√
σh(C)/σn(C)−1√
σh(C)/σn(C)+1
)k−heC(x0) for h = 1, 2, . . . , k pro-
vided σ1(C) ≥ σ2(C) ≥ · · · ≥ σn(C) (cf. [G97]).
The CG algorithm is applied to Hermitian positive deﬁnite matrices. One can extend it to general
nonsingular matrices M based on the symmetrizations M =⇒ C = MHM or M =⇒ C = MMH ,
which can be performed implicitly. In both cases cond(C) = (cond(M))2, and bounds (6.2) can be
rewritten to express the convergence rate in terms of cond(M) as follows,
eM (xk) ≤ 2cond(M)− 1cond(M) + 1eM (xk−1) ≤ 2
(cond(M) − 1
cond(M) + 1
)k−1eM (x0
)
for all k. (6.4)
In these implementations the CG loop for general linear system My = b essentially amounts to
multiplication of the two matrices M and MH by two vectors.
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Equation (6.4) implies that
eM (xk) ≤ 2es eM (x0) for k = 0.5(1 + cond(M))h, e = 2.7182818 . . . , and s = 1, 2, . . . (6.5)
We also recall that ||y|| ≤ ||M−1|| ||b|| and deduce that
eM (x0) = yHMy ≤ ||M || ||M−1||2bHb. (6.6)
Consequently eM (x0) ≤ (cond(M))2bHb if the matrix M is normalized so that ||M ||= 1.
The more general bound (6.3) can be extended to reveal faster convergence of the CG algorithm
for some rather special classes of matrices M , in particular for matrices whose all singular values lie
in a small number of clusters. Moreover, empirically some other iterative methods such as GMRES
exhibit faster convergence for general nonsingular linear systems. In the next sections, however, we
apply just the simple bounds in (6.4)–(6.6).
6.4 Comparison of iterative refinement and the CG algorithm; precondi-
tioning with an approximate inverse
Let us assume rounding to a ﬁxed reasonably large precision p (cf. Section 6.2) and compare
performances of extended iterative reﬁnement and the CG algorithm applied to general linear system
Cy = b.
In both algorithms every loop essentially amounts to multiplication of two matrices by two vectors
and takes O(n2) ﬂops. Unlike iterative reﬁnement, the CG algorithm computes no approximate
inverse, thus saving order of n3 ﬂops (performed in a precision p of the order log(n cond(C))). Both
agorithms converge linearly, with the convergence coeﬃcient 2cp/ cond(C) for a positive constant c in
the case of iterative reﬁnement using a precision p of the order log2(n condC) (see Fact 6.1), versus
1− 21+cond(C) in the case of the CG algorithm. Typically the latter coeﬃcient is by far smaller and
convergence of the CG algorithm can be more easily destroyed by rounding errors unless the matrix
C is suﬃciently well conditioned. Thus preconditioning improves performance of both algorithms
but is more critical in the CG case.
If, however, a close approximate inverse X ≈ C−1 is available, then one can reduce the original
linear system Cy = b to the equivalent linear systems XCy = Xb or CXz = b such that y = Xz
with coeﬃcient matrices XC and CX, respectively, both lying very close to the identity matrix I. In
this case both iterative reﬁnement, CG algorithms, GMRES, an even Jacobi iteration very rapidly
converge to the solution (cf. [GL96]).
6.5 Computational complexity estimates: the case of general matrices
Recall that cond(A) ≈ ||INPUT ERROR||||OUTPUT ERROR|| in computing the inverse A−1 and the solution vector
y = A−1b of a linear system Ay = b (cf. Theorem 2.1). Then in virtue of Corollary 2.1 one needs
an input precision of at least
ps ≥ pt + log(n cond(A,b)) +O(1) (6.7)
bits to support the output precision of pt bits. Therefore at least 0.5mps bit-operations (e.g., at
least 0.5mps/p ﬂops in a precision p) are required to process the m input values where m = n2 + n
for a nonsingular linear system of n equations with general coeﬃcient matrix.
For comparison, Gaussian elimination solves general nonsingular linear system Ay = b of n
equations by using
fge =
2
3
n3 + O(n2) (6.8)
ﬂops in the precision ps to produce the output with the precision pt. The upper bound exceeds the
lower bound by the factor n.
Let us compare these bounds with the estimates supported by randomized additive preprocessing
A =⇒ C = A+ UV H that yields a well conditioned matrix C (cf. Section 5).
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Theorem 6.4. Assume a nonsingular ill conditioned linear system of n equations Ay = b where
the matrix A has a positive numerical nullity r. Allow preprocessing A =⇒ C = A + UV H and
furthermore assume that
1. U and V are n× r matrices ﬁlled with numbers in a low precision p−,
2. C is a nonsingular well conditioned matrix,
3. pt is the output precision,
4. p−, ps, pt, and p are four integers such that log2 condC < p ≤ ps, 3p− < p,
5. the precision p supports Fact 6.1 for a ﬁxed positive c (say for c = 0.2), and
6. ps is deﬁned by equation (6.7).
Then one can compute the solution vector y with the output precision pt by applying O(n3+rn2ps/p)
ﬂops in precision p.
Proof. (Outline.) Preprocessing takes 2n2r ﬂops with low precision numbers (see assumption 1 of
the theorem). Perform these ﬂops error-free by using precision p.
Compute the solution y by applying the SMW formula and iterative reﬁnement.
The computation of an approximate inverse X by a direct algorithm takes finv = O(n3) ﬂops. We
can perform them in precision p of the order log(n cond(C)), ensuring the bound ||I −CX|| ≤ 2−cp
(see assumption 5 of the theorem).
Every loop of iterative reﬁnement in Algorithm 6.1 for the r + 1 linear systems involves O(rn2)
ﬂops and decreases all the r+1 residual norms by at least the factor 2−cp. One can support an output
precision p¯s by using the order of p¯s/p loops of the algorithm, thus involving fref = O(rn2p¯s/p) ﬂops.
Choose a precision p¯s that ensures approximation of the solution y = A−1b within the relative
error norm 2−pt . In the SMW formula we can use precision p¯s ≈ pt + log2 cond(A) + 2 log2 cond(C)
(cf. (3.3) and (3.4)), and then p¯s ≈ ps because the matrix A is ill conditioned, but the matrix C is
well conditioned, so that cond(A)	 cond(C). Consequently fref = O(rn2ps/p).
We compute an approximate inverse X by involving 2
3
n3 +O(n2) ﬂops (cf. (6.8)); overall we use
O(n3 log r + rn2ps/p) ﬂops in precision p where we are given the numerical nullity r. Taking into
account O(log r) steps of the binary search for it, we increase this estimate to
fir = O(n3 log r + rn2ps/p). (6.9)
With the CG algorithms we need
fCG = O((r log r)n2ps/ log(1− 21 + cond(C) )) (6.10)
ﬂops in precision p.
The above estimates show that iterative reﬁnement performed with a precision p is superior to
the CG algorithm where p− log2 cond(C) 	 log2(1 − 21+cond(C) ), but the CG algorithm becomes
more competitive where the matrix C is well conditioned, e.g., in our algorithms in Section 8 (cf.
Remarks 8.1 and 8.2).
Remark 6.3. Recall that µ(q) = O((q log q) log log q) bit operations are suﬃcient for a ﬂop with
a precision q [AHU74], [F07]. Then bounds (6.9) and (6.10) extend to firµ(p) = O((n3 log r +
rn2ps/p)µ(p)) and fcgµ(p) = O(µ(p)(r log r)n2ps/ log(1 − 21+cond(C))) bit-operations, respectively,
versus the order of n3µ(ps) in the solution by means of Gaussian elimination and the information
lower bound 0.5n2ps.
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6.6 Computational complexity estimates: the case of sparse and special
matrices
Our algorithms are intensive in matrix-by-vector mltiplications and therefore perform faster in the
case of sparse or structured inputs, for which this operation is fast. To specify the acceleration,
let I(M) and v(M) denote the number of ﬂops required for the inversion of a matrix M and its
mulltiplication by a vector, respectively. Then we can extend our estimates (6.9) and (6.10) as
follows,
fir = O(I(C) log r + rv(C)ps/p) for p > log2 cond(C), (6.11)
fCG = O((r log r)v(C)ps/ log(1 − 21 + cond(C) )). (6.12)
Now recall that v(UV H) = 4nr−n−r for n×r matrices U and V , v(A) ≤ 2f−n for an n×n matrix
having f nonzero entries, and v(A) = O(n logn) for an n× n multilevel Toeplitz or Hankel matrix.
Furthermore the latter bound decreases to O(n) in typical applications to algebraic and geometric
computations, due to sparseness of the input [MP00], [EP02]. Consequently our algorithms based
on the the CG iterations are dramatically accelerated in the case of such matrices provided they
have a small positive numerical nullity r. Generally the inversion of these matrices takes the order
of n3 ﬂops, however, and we cannot yield similar speedup based on iterative reﬁnement.
We have no this restriction for the large and highly important class of matrices having dis-
placement structure. This class includes Toeplitz matrices T = (ti−j)ni,j=1, Hankel matrices H =
(hi+j)ni,j=1, Vandermonde matrices V (t) = (t
j
i )
n
i=1,j=1, Cauchy matrices C(s, t) = (
1
si−tj )
n
i,j=1,
and matrices with Toeplitz-like, Hankel-like, Vandermonde-like and Cauchy-like structures of sim-
ilar types. Each of the four classes is associated with displacement operators M =⇒ L(M),
L(M) = M − AMB or L(M) = AM − MB for a pair of operator matrices A and B of shift
or scaling such that the displacement L(M) has a small rank d, called the displacement rank of M .
(d ≤ 2 for Toeplitz and Hankel matrices, d = 1 for Vandermonde and Cauchy matrices.)
The n×n displacement L(M) of a rank d and the matrixM itself can be readily expressed via 2dn
parameters rather than n2 entries. Furthermore v(M) = O(dn logh n) where h = 1 for the structures
of Toeplitz and Hankel types, h ≤ 2 for the two other structures (see, e.g., [P01]). Substitute
this bound into equations (6.11) and (6.12) and obtain that iterative reﬁnement involves fref =
O((rdn logh n)ps/p) ﬂops in a low precision p (not counting O(I(C) log r) ﬂops for computing an
approximate inverse) and the CG based solution requires O((r log r)(dn logh n)ps/ log(1− 21+cond(C) ))
ﬂops. In the case of small positive integers d and r this is close to the information lower bound of
0.5nps/p ﬂops in a precision p on processing n input entries represented with a precision ps ≥ p.
Inversion of an n × n matrix M with displacement rank d can be reduced to solving 2d linear
systems with matrices M and MT , and so for r > d we can decrease the above bounds by the
factor r/d provided the input structure is preserved in the transition A =⇒ C = A + UV H . This
requirement, however, restricts the number of random parameters involved to the order O(dr),
and the question arises whether our randomized structured preprocessing still has regularization
and preconditioning power under this restriction. One can prove that the regularization power is
extended [PW08], but proving the extension of preconditioning power is an open problem. This
is because we cannot extend the Smoothed Analysis in [SST06], [ST02] to proving that random
structured matrices tend to be well conditioned. Empirically we observe this property for random
Toeplitz and Hankel matrices (see Tables 12.1–12.4).
In Section 8 we avoid these problems by using an alternative deterministic approach.
Finally, low precision computation of the inverse does not dominate the overall arithmetic cost
because of the following estimates, I(M) ≤ cdn2, I(M) ≤ clarged2n log2 n for a moderate constant
c and a considerable constant clarge (see [B85], [GKO95], [P01], [P10], [R06], and [VBHK01, Intro-
duction], and the references therein).
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7 A randomized Toeplitz solver
Let us specify our approach for the inversion of Toeplitz matrices by using some explicit formulae
for the inverse.
Let J = Jk = (ek, . . . , e1) denote the k × k reﬂection matrix, J2 = I, JT and TJ are Hankel
(resp. Hankel-like) matrices where T is a Toeplitz (resp. Toeplitz-like) matrix, whereas JH and HJ
are Toeplitz (resp. Toeplitz-like) matrices where T is a Hankel (resp. Hankel-like) matrix. Therefore
matrix algorithms with Toeplitz (resp. Toeplitz-like) inputs for matrix inversion or solving linear
systems of equations can be immediately extended to Hankel (resp. Hankel-like) inputs and vice
versa.
An n × n lower triangular Toeplitz matrix Z(v) is completely deﬁned by its ﬁrst column v =
Z(v)e1.
The Gohberg–Semencul formula expresses the inverse T−1 of a nonsingular n×n Toeplitz matrix
T via its two columns T−1e1 and T−1en under the mild restriction that eT1 Te1 = 0 (see [GS72],
[T90]). This restriction was avoided in the Heinig’s modiﬁcation in [H79] and [HR84].
Here are two alternative formulae from [GS72] (cf. [BGY80, Theorem 7]) and [GK72], which
express the inverse T−1 via two columnsK−1e1 andK−1en+1 of the inverse K−1 of an (n+1)×(n+1)
Toeplitz matrix K that has T as its block submatrix.
Theorem 7.1. Suppose K = (ti,j)ni,j=0 is a nonsingular (n + 1) × (n + 1) Toeplitz matrix, write
T = (ti,j)n−1i,j=0, v̂ = (vi)
n
i=0 = K
−1e1, v = (vi)n−1i=0 , v
′ = (vi)ni=1, ŵ = (wi)
n
i=0 = K
−1en+1,
w = (wi)n−1i=0 , and w
′ = (wi)ni=1. (a) If v0 = 0, then the matrix T = (ti,j)n−1i,j=0 is nonsingular
and v0T−1 = Z(v)ZT (Jw′) − Z(w)ZT (Jv′). (b) If vn = 0, then the matrix T10 = (ti,j)n,n−1i=1,j=0 is
nonsingular and vnT−1 = Z(w)ZT (Jv′)− Z(v)ZT (Jw′).
Proof. Part (a) was proved in [GS72], part (b) in [GK72].
The ﬁrst and the last columns of the matrix K−1 turn into one another up to reﬂection, that
is K−1e1 = Jn+1K−1en+1, where the matrix K is real symmetric because in this case the inverse
K−1 is both symmetric and persymmetric. Then part (a) of Theorem 7.1 expresses the matrix T−1
via the ﬁrst column of the matrix K−1 alone.
Remark 7.1. For any ﬁxed positive integer q we can embed a nonsingular n× n Toeplitz matrix T
into a nonsingular (n + q)× (n + q) Toeplitz matrix Tn+q that has the n× n leading principal block
T . Then we can recursively apply part (a) of Theorem 7.1 to express the inverse T−1 via the two
column vectors T−1n+qe1 and T
−1
n+qen+q. We can similarly employ part (b) of the theorem.
Let us apply Theorem 7.1 to support our randomized augmentation techniques for solving a
nonsingular Toeplitz linear system Ty = b of n equations in the case where the matrix T has
numerical nullity one.
To compute the solution vector y = T−1b, we ﬁrst embed the matrix T into an (n+1)× (n+1)
Toeplitz matrix K =
(
w vT
f T
)
. In virtue of the Toeplitz structure of the matrix K we have
w = eT1 Te1 and the vectors f = (fi)ni=1 and v = (vi)
n
i=1 are ﬁlled with the respective entries of the
matrix T , except for the two coordinates fn and vn, which we choose at random and then scale to
have the ratio ||K||||T || neither large nor small (cf. [GS72]).
In virtue of Corollary 4.2 this policy is likely to produce a nonsingular matrix K whose inverse
is likely to have a nonzero entry eT1 K−1e1. These two implications of Corollary 4.2 were in good
accordance with our test results, in which the matrix K was also consistently well conditioned (even
though we used only two random parameters).
Part (a) of Theorem 7.1 expresses the inverse T−1 via the ﬁrst column v = K−1e1 and the last
column w = K−1en+1 of the inverse matrix K−1.
Summarizing we reduce the solution of the original ill conditioned Toeplitz linear system Ty = b
to computing highly accurate solutions of two linear systems Kx = e1 and Kz = en+1, both
expected to be well conditioned. (High accuracy is needed to counter magniﬁcation of the input and
rounding errors, expected in the case of ill conditioned input.)
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To solve the two latter systems, we ﬁrst employ the eﬀective algorithms in [KV99], [V99],
[VBHK01], and [VK98] and then apply iterative reﬁnement with double precision. We refer to
the resulting algorithm as Algorithm 7.1.
For any positive integer q < n we can follow Remark 7.1 to reduce the solution of a nonsingular
Toeplitz linear system Ty = b of n equations to the computation of two columns of the inverse of
the associated (n+ q)× (n+ q) Toeplitz matrix; we expect that it has condition number of the order
σ1(T )/σn−q(T ).
One can readily extend this approach to the case of Toeplitz-like, Hankel and Hankel-like inputs.
In the important special case where the Toeplitz matrix T is real symmetric, we can choose real
scalar w and a single real vector f = v to yield a real symmetric matrix K =
(
w vT
v T
)
. Then
Algorithm 7.1 is simpliﬁed because w = K−1en+1 = Jn+1v = Jn+1K−1e1, and we only need to
solve a single linear system with the matrix K. In Section 11.3 we test the resulting algorithm for
solving an ill conditioned real symmetric Toeplitz linear system.
8 Continuation methods for structured matrix inversion
In this section we present our determinstic continuation algorithms for structured matrix inversion.
Their convergence and complexity depend on the condition number of the input matrix, but not on
its numerical nullity r. In the case of a small positive nullity r they run as fast as our randomized
algorithms up to factor logn, but do not slow down when the numerical nullity increases or becomes
undeﬁned (see Remark 2.1) unless the condition number of the input matrix increases.
In Sections 8.1–8.3 we assume Hermitian positive deﬁnite input matrix M with a structure of
Toeplitz type. In Section 8.4 we extend this study to Hermitian indeﬁnite and non-Hermitian Toep-
litz-like inputs C and to the inputs with the structures of Hankel, Vandermonde and Cauchy types.
8.1 A continuation algorithm
We begin with ﬁxing a positive scalar t0 and a readily invertible matrix M0 = M + t0I where the
ratio ||M ||
t0
is noticeably less than one. Then we write M−1 = t0I, choose parameters t0, t1, · · · , tq
such that t0 > t1 > · · · > tq > tq+1 = 0, and recursively invert the matrices Mk = M + tkI,
for k = 0, 1, . . . , q + 1, by using the initial approximations M˜−1k−1 ≈ M−1k−1 and applying iterative
reﬁnement or any alternative method (see Remark 8.2 and Section 9). By choosing proper scalars
t0, t1, · · · , tq we yield suﬃciently small initial residual norms ||I − M˜−1k−1Mk|| and therefore ensure
fast convergence to the inverse M−1k at the kth continuation step for k = 1, . . . , q. This leads us to
our next algorithm. We present it for Hermitian positive deﬁnite Toeplitz-like input matrices M ,
for which it is most eﬀective.
Algorithm 8.1. Inversion based on continuation.
Input: two small positive tolerance values δ and τ , an n×n Hermitian positive deﬁnite Toeplitz-like
matrix M (in the class Td for a small integer d), and a Subroutine INVERT that computes
reﬁnements X1, X2, . . . of an approximation X0 to the inverse of a nonsingular matrix W ,
stops at the m-th step as soon as ||I −WXm|| ≤ τ , and then outputs the matrix W˜−1 = Xm.
(Such a subroutine can rely on iterative reﬁnement or Newton’s iteration in Section 9.)
Output: an approximate inverse X such that ||I −MX|| < δ.
Initialization: Choose two positive scalars t0 and u such that τ < u < 1 and t0u ≥ ||M ||, compute
the matrix M0 = M + t0I, and write k = 0 and M˜−1−1 =
1
t0
I.
Computations:
1. Apply the Subroutine INVERT to the matrix W = Mk by using the initial approximate
inverse X0 = M˜−1k−1. Let M˜
−1
k denote the output matrix. Compute the scalar tk − tk+1 =
min{0, u−τ||M˜−1k ||}.
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2. If tk − tk+1 > 0, compute the matrix Mk+1 = Mk + (tk+1 − tk)I, increment k by one, that
is set k ← k + 1, and reapply Stage 1.
3. If tk+1 − tk = 0, apply the Subroutine INVERT to the matrix W = M by using the initial
approximate inverse X0 = M˜−1k+1 and stop where ||I−MXm|| ≤ δ, that is change the tolerance
from τ to δ in the stopping criterion of the subroutine. Output the computed approximation
Xm = M˜−1 and stop.
8.2 Analysis of the algorithm and a modification
The two following theorems together imply correctness of the algorithm.
Theorem 8.1. At the k-th application of the Subroutine INVERT in Algorithm 8.1 the initial
residual norm ||I −MkM˜−1k−1|| does not exceed u for all k.
Proof. We have M˜−1−1 =
1
t0
I, and the deﬁnition of the parameters u and t0 implies that ||I −
M0M˜
−1
−1 || = 1t0 ||M || ≤ u. This proves the theorem for k = 0.
For a positive k we have Mk = Mk−1 + (tk − tk−1)I, and so I −MkM˜−1k−1 = I −Mk−1M˜−1k−1 +
M˜−1k−1(tk−1−tk), ||I−MkM˜−1k−1|| ≤ ||I−Mk−1M˜−1k−1||+ ||M˜−1k−1(tk−1− tk)|| ≤ τ+ ||M˜−1k−1|| (tk−1− tk).
By the deﬁnition of the value tk−1− tk at Stage 1 of Algorithm 8.1 we have tk−1− tk ≤ u−τ||M˜−1k−1|| .
Substitute this inequality into the above bound on the norm ||I−MkM˜−1k−1|| and obtain the theorem
for a positive k.
Theorem 8.2. For a suﬃciently small scalar τ , Algorithm 8.1 arrives at equation tq+1 = 0 for
some integer q such that
q log
1
1− u ≤ log
cond(M)
u2
. (8.1)
The proof of the theorem employs some auxilairy matrices Pk = M−1k Mk+1 and Vk = M
−1
k M
and uses the step sizes t0− t1, t1− t2, . . . deﬁned by policy (8.2) below. These steps are independent
of the matrices M1,M2, . . . and are not larger than in Algorithm 8.1, but still support bound (8.1).
Theorem 8.3. For a matrix M ∈ Cn×n deﬁne positive scalars t0, uk such that uk < 1, and
tk+1 = tk(1− uk) = t0
k∏
j=0
(1− uj) (8.2)
and the matrices Mk = M + tkI, Pk = I − tkukM−1k , for k = 0, 1, . . .. Suppose the matrices Mk are
nonsingular for all k. Then for k = 0, 1, . . . we have
(a) Mk+1 = MkPk = PkMk = PkPk−1 · · ·P0M0 = M0P0P1 · · ·Pk,
(b) M = Pk−1 · · ·P0M0Vk where Vk = M−1k M , and
(c) I − Vk = tkM−1k .
Note that M−1k P
−1
k = P
−1
k M
−1
k because Pk = I − tkukM−1k . Furthermore we have Vq =
I − tqM−1q and M−1 = V −1q M−10 P−10 · · ·P−1q .
Theorem 8.4. Under the assumptions of Theorem 8.3, let a matrix M have the spectrum Λ(M) =
{λ1, . . . , λn}. Then we have
Λ( 1t0M0 − I) = {λit0 }ni=1,
Λ(I − Pk) = { tkuktk+λi }ni=1, k = 0, 1, . . . , q− 1,
Λ(I − Vq) = { tqλi+tq }ni=1.
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Corollary 8.1. Under the assumptions of Theorem 8.3, suppose M is a Hermitian and positive
deﬁnite matrix, t0 > 0, and
λ+ ≥ λ1 ≥ λ2 ≥ · · · ≥ λn ≥ λ− > 0.
Then
(a) the matrices M0, 1t0M0 − I, Pk, I − Pk (for k = 0, 1, . . . , q− 1), Vq and I − Vq are Hermitian
and positive deﬁnite,
(b) ||I − 1
t0
M0|| ≤ λ1t0 ≤ λ
+
t0
, ||I − Pk|| = ||I −M−1k Mk+1|| < uk, k = 0, 1, . . . , q − 1,
||I − Vq || ≤ 11+λn/tq ≤ 11+λ−/tq , tq = t0
∏q−1
i=0 (1 − ui),
(c) cond(M0) = 1 + λ1−λnt0+λn < 1 +
λ1
t0
≤ 1 + λ+t0 ,
cond(Pk) =
1−(tkuk)/(tk+λ1)
1−(tkuk)/(tk+λn) <
1
1−uk , k = 0, . . . , q − 1,
cond(Vq) =
1−tq/(λ1+tq)
1−tq/(λn+tq) < 1 +
tq
λn
≤ 1 + tqλ− .
Corollary 8.2. Under the assumptions of Theorem 8.3, write κ+ = λ
+
λ− , t0 = λ
+/u, and uk =
u, for a scalar u such that 0 < u < 1 and for k = 0, 1, . . . , q − 1. Then ||I − 1t0M0|| ≤ u,
||I − Pk|| = ||I −M−1k Mk+1|| < u, k = 0, 1, . . . , q − 1, ||I − Vq|| = ||I −M−1q M || ≤ κ+( 1u − 1)q,
cond(M0) ≤ 1+u, cond(Pk) < 11−u for all k, cond(Vq) < 1+κ+( 1u −1)q. If q log 11−u ≥ log(κ+/u2),
then ||I − Vq|| = ||I −M−1q M || ≤ u and cond(Vq) < 1 + u, so that in Corollary 8.1 none of the
residual norms exceeds u and none of the condition numbers exceeds 11−u .
Remark 8.1. Instead of applying Algorithm 8.1 we can successively compute the matrices t0M˜−10 ,
Pk = M˜−1k Mk+1, P˜
−1
k ≈ P−1k , M˜−1k+1 = P˜−1k M˜−1k for k = 0, 1, . . . , q, Vq = M˜−1q M , V˜ −1q ≈ V −1q , and
M˜−1 = M˜−1q V˜ −1q . Hereafter we refer to the resulting variation of Algorithm 8.1 as Algorithm 8.2.
Remark 8.2. Corollary 8.1 implies that the matrices 1t0M0 (for t0 > λ1), Pk and Vk for all k are
diagonally dominant under the 2-norm distance || · || and moreover share the approximate inverse
I with the residual norm of at most u = maxk uk. Consequently they can be inverted by means of
a number of eﬀective algorithms, including iterative reﬁnement, Jacobi’s, Gauss–Seidel’s, CG and
GMRES iterations, and for all of them global linear convergence (right from the start) is ensured.
Corollary 8.2 includes the bounds ||I −M−1k Mk+1|| < u, k = 0, 1, . . . , q, which show that the
step sizes tk−1 − tk deﬁned by equation (8.2) for uk = u and k = 0, 1, . . . are not larger than in
Algorithm 8.1 (for a suﬃciently small tolerance τ ) and that tq+1 = 0 for q satisfying bound (8.1).
This implies Theorem 8.2 because we have κ+ = cond(M) if we set λ+ = λ1 and λ− = λn.
Remark 8.3. One can slightly modify Algorithm 8.1 by deﬁning step sizes tk−1 − tk by equation
(8.2). This policy could a little increase the overall number of continuation steps but would still keep
it within bound (8.1).
Example 8.1. Approximate the norm M by applying the known eﬀective bounds or algorithms
(see, e.g., [D83], [GL96, Section 2.2.2, 2.2.3], [S98, Section 5.3.3]) and choose t0 ≥ 2||M || and
uk = u ≤ 1/2 (resp. t0 ≥ 4||M || and uk = u ≤ 1/4) for all k. Then all the residual norms in
Corollary 8.2 are at most 1/2 (resp. 1/4), and under the choice of the initial approximate inverse
X0 = I iterative reﬁnement linearly converges to the matrices t0M−10 , M
−1
1 , . . . ,M
−1
q , and M
−1
provided
q log
1
1− u ≥ log
κ+
u2
. (8.3)
Furthermore Corollary 8.2 implies that cond(M0) < 1.5, cond(Pk) < 2 for all k, and cond(Vq) < 1.5
(resp. cond(M0) < 1.25, cond(Pk) < 43 for all k, and cond(Vq) < 1.25).
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To calculate a desired number of steps q satisfying bound (8.3) we need an upper bound κ+ on
the condition number condM . We can apply the known condition estimators, but we can adopt a
less costly alternative policy of generating and inverting the matrices Mk in Algorithm 8.1 or the
matrices Mk and Pk in Algorithm 8.2 for k = 0, 1, . . . until we yield tk+1 = tk in Algorithm 8.1 or
until we observe that the norm ||I − M˜−1k M || is small enough in Algorithm 8.2. In the latter case
we would set q = k and compute the inverse M−1 by using the initial approximation M˜−1q .
Remark 8.4. Suppose we need to invert a nonsingular ill conditioned Hermitian positive deﬁnite
Toeplitz matrix M . Then our continuation process can employ the Gohberg–Semencul’s formulae,
thus fully exploiting this structure, whereas additive preprocessing would generally require to invert
a non-Toeplitz matrix with displacement rank four, and the augmentation M =⇒ K =
(
M UH
U W
)
would have no preconditioning power if the augmented matrix K is Hermitian and positive deﬁnite
(see Remark 5.2).
Remark 8.5. Our policy in Example 8.1 is actually quite eﬀective. Indeed observe the following
lower bound on the number l of continuation steps, q+1 > logκ cond(M) for every scalar κ exceeding
the condition numbers of the matrices M0, P0, . . ., Pq−1, and Vq. This bound is implied by the
inequality cond(M) ≤ cond(M0) cond(Vq)
∏q−1
k=0 cond(Pk).
8.3 Complexity estimates
Choose the step sizes as in Example 8.1, so that q = O(log condM) continuation steps are suﬃcient.
Choose τ = 0.5u in the Subroutine INVERT. Then the estimates for the residual norm ||I−MkM˜−1k ||
in the proof of Theorem 8.1 imply that at the kth continuation step we just need to decrease the initial
value of this norm by twice, and for this task a ﬁxed constant number of the iterative reﬁnement
(or CG) loops would suﬃce. In fact we need O(log(dn)) loops because the transition from an n× n
Toeplitz-like matrix to the displacement of its inverse can increase the residual norm by the factor
dn [P92], [P93], [P93a], [P01, Sections 6.4–6.6]. In Section 9 we propose a heuristic approach to
avoiding this transition in the case of a Toeplitz input matrix. If succeeds, this approach would
imply acceleration by the factor log(dn)).
At the ﬁnal continuation step we set τ = t = 2−pt where pt is the required output precision.
Summarizing we need O((logn) log condM + pt) loops of iterative reﬁnement overall, that is
O(((log(dn)) log condM)+pt)dn logn) ﬂops in the case of Toeplitz-like or Hankel-like input matrices
having a displacement rank d. This bound is deterministic, involves no assumption about numerical
nullity of the input matrix, and is still very close to the information lower bound in Section 6.6.
8.4 Extensions to Hermitian indefinite and non-Hermitian matrices and
to matrices with the structures of Hankel, Vandermonde and Cauchy
types
By choosing a random trajectory {t0, t1, . . . , tq, tq+1 = 0} on the complex plain we can ensure with
a high probability that all auxiliary matrices that we invert have condition numbers not much larger
than condM even where we relax the assumption that the input matrix is Hermitian and positive
deﬁnite. Then our analysis and cost estimates can be extended (under a probabilistic model).
To extend our study to the cases of Hermitian indeﬁnite matrices M by using no randomization, it
is suﬃcient to modify the matrices Mk and Pk in Algorithms 8.1 and 8.2 by replacing tk ← tk
√−1 for
all k. To extend our study to non-Hermitian matrices C we can apply the standard symmetrizations
N =
(
O CH
C O
)
, M = CHC or M = CCH based on the matrix equations N−1 =
(
O C−1
C−H O
)
,
C−1 = (CHC)−1CH = CH(CCH)−1. We refer the reader to [PKRK06, Section 7] on some other
extensions of the continuation techniques to the case of non-Hermitian input matrices.
If the input matrix M has structure of Toeplitz/Hankel type or the rank (semiseparable, qua-
siseparable) structure [EG99], [VVM07], [VVM08], then so do the matrices Mk, Pk, and Vk for all
k as well, and we can accelerate the computations respectively at every continuation step. If the
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matrix M has a non-Toeplitz displacement structure, we can extend it to the matrices Mk for all
k (and consequently also to the matrices Pk and Vk for all k) simply by redeﬁning the matrices:
Mk ←M + tkN where the matrix N shares the structure with the matrix M . E.g., for a Hankel-like
matrix M , we can choose N equal to the matrix γ||M ||J for a ﬁxed γ > 1 (e.g., for γ ≈ 2) and the
reﬂection matrix J , deﬁned in Section 7. For matrices M having the structure of Vandermonde or
Cauchy type, we can choose N being a ﬁxed scaled Vandermonde or Cauchy matrix, respectively,
associated with the same displacement operator as the input matrix M .
There is also an alternative. Given a nonsingular Hankel-like matrix M , we can recall that
MJ and JM are Toeplitz-like matrices, invert one of them, and then obtain the inverse M−1 =
J(MJ)−1 = (JM)−1J . Likewise, to invert a nonsingular matrix M having the structures of Van-
dermonde or Cauchy types, we can ﬁrst compute the matrix N = V MW where each of V and W
can be either an appropriate Vandermonde matrix, the inverse or transpose of such a matrix, or the
identity matrix. Then the matrix equation M−1 = W−1N−1V −1 would reduce the original inversion
problem to the case of a Toeplitz-like matrix N . To this matrix we would apply our continuation
process based on Theorem 8.3. Such a technique of displacement transformation is due to [P90] (cf.
[P01, Sections 1.7, 4.7–4.9], was extensively studied by G. Heinig since 1995, and is most widely
known because of its eﬀective application to practical solution of Toeplitz and Toeplitz-like linear
systems of equations in [GKO95] and the subsequent papers [CGLX], [CGSXZ], [G98], [P10], [R06].
9 Newton’s structured iteration and preconditioning
Recall Newton’s iteration for matrix inversion
Xi+1 = Xi(2I −CXi), i = 0, 1, . . . . (9.1)
Its i-th loop squares the residual I −CXi, that is, we have
I − CXi+1 = (I −CXi)2 = (I − CX0)2i+1 . (9.2)
Therefore
||I −CXi+1|| ≤ ||I − CXi||2 = ||I − CX0||2i+1, i = 0, 1, . . . , (9.3)
so that the approximationsXi quadratically converge to the inverse C−1 right from the start provided
that ||I −CX0|| < 1.
We can ensure that ||I − CX0|| ≤ 1− 2n(cond(C))2(1+n) by choosing X0 = 2nC
H
(1+n)||C||1||C||∞ [PS91].
Such a map C =⇒ X0 preserves the matrix structure of Toeplitz or Hankel type, but is the
structure maintained throughout the iteration? Not automatically. In fact a Newton’s loop can
triple the displacement rank of the matrix Xk. The structure can be maintained, however, via
recursive compression of the displacement (also called recompression), in which case we arrive at
Newton’s structured iteration. In particular we can periodically set to zero the smallest singular
values of the displacements of the matrices Xi wherever the length of the displacements exceeds the
tolerance t equal to or a little exceeding the displacement rank of the input matrix C.
We refer the reader to [P01, Chapter 6] on the history, variations, and analysis of this ap-
proach, ﬁrst proposed and analyzed in [P92], [P93], and [P93a]. In particular according to the
estimates in [P01], the structured iteration converges quadratically right from the start provided
||I − CX0|| < 1(1+||Ze||+||Zf ||) cond(C) ||L−1||, ||L−1|| ≤ ce,fn, L denotes the operator ∇Ze,Zf (C) for
e = f or ∆Ze,ZTf (C) for ef = 1, and ce,f is a constant deﬁned by e and f .
It can be beneﬁcial to combine Newton’s iteration with our preprocessing. We pointed out one
direction of linking the two techniques in Remark 6.1. One can also try to apply preconditioning
to avoid or to accelerate the stage of slow start of Newton’s iteration, observed where the initial
residual norm ||I−CX0|| is close to one. In this case preconditioning is a natural way to decreasing
this norm, that is, with our preconditioning we can ensure that ||I−CX0|| ≤ u for a constant u < 1,
then apply O(logn) loops of iterative reﬁnement to satisfy the above initialization bound, and ﬁnally
shift to Newton’s structured iteration. In this case we must perform extra reﬁnement steps (to yield
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the output with high accuracy), but these steps are noncostly in the case of structured Newton’s
iteration.
At the initial application of iterative reﬁnement (the stage of slow start), we put up with linear
convergence, but the experiments reported in [P01, Table 6.21] suggest that we can avoid this stage
at least in the case of Toeplitz matrices C. Namely these experiments show global convergence
of Newton’s structured iteration with compression (right from the start) in about 25% of tests,
including the cases where the initial residual norm ||I − CX0|| was very close to one.
This motivates concurrent applications of a number of variations of Newton’s structured iteration
(including variations of its compression policy (cf. [PS91], [P01, Chapter 6], and [PVW04])) to a
number of scaled randomized small rank modiﬁcations and small size augmentations of the input
matrix. As soon as one of these applications produces the inverse, we can recover the inverse of the
original matrix via the SMW formula (also see Theorem 3.2 for augmetations). Likewise we can
apply the iteration to (n − r) × (n− r) block submatrices of the matrix C for small integers r and
to the matrices Mk in Algorithm 8.1 under various policies of choosing the step sizes tk.
Of course it is interersting whether this approach can also work for other classes of structured
matrices.
Remark 9.1. Fast convergence of Newton’s iteration implies rapid increase of the number of correct
bits computed per an output value. If at some stage this number exceeds the selected precision p, one
should either extend this precision or compute the output values as the sums represented implicitly
by p-precision summands.
10 Solution of a linear system of equations via nmb compu-
tation
Theorem 3.3 reduces the computation of null vectors and nmbs to the solution of some nonsingular
linear systems of equations. Let us point out three converse reductions.
1. The solution of a nonsingular linear system of n equations Ay = b can be expressed via the
null vector
(
y
−1/β
)
of the matrix K = (A, βb) for a nonzero scalar β. If the matrix A has numerical
nullity one and if the ratio ||A||/||βb|| is neither large nor small, then on the average vector b the
map A =⇒ K serves as preconditioning [PQa].
2. The solution of a linear system Ay = b can be reduced to the nmb computation based on
part (a) of Theorem 3.4.
Assume that the n×n nonsingular input matrix A has a small positive numerical nullity r (that
is the ratio σ1(A)σn−r (A) is not large, whereas σ1(A)	 σn−r+1(A)) and devise the following randomized
algorithm for its preconditioning.
Algorithm 10.1. Preconditioning by using nmbs.
Input: Two integers n and r, 0 < r < n, a nonsingular matrix A ∈ Cn×n having numerical rank
n− r and scaled so that ||A|| = 1, and a Subroutine LIN·SOLVE that solves a linear system of
equations if it is nonsingular and well condtioned or outputs FAILURE otherwise.
Output: FAILURE or four matrices K0, L0 ∈ Cn×(n−r) and K1, L1 ∈ Cn×r such that W =
(K0, K1)HA(L0, L1) =
(
W00 W01
W10 W11
)
and with a probability near one the block submatrix
W00 = KH0 AL0 is nonsingular, well conditioned, and strongly dominant, that is ||W00|| 	
max{||W01||, ||W10||, ||W11||}.
Initialization: Generate four standard Gaussian random matrices S, T ∈ Cn×(n−r), U, V ∈
Cn×r.
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Computations:
1. Compute the matrix C = A + UV H (expected to be nonsingular and well condtioned
according to the study in Section 5).
2. Apply the Subroutine LIN·SOLVE to compute and to output the matrices K1 = C−HV
and L1 = C−1U . Stop and output FAILURE if so does the subroutine.
3. Compute and output the matrices K0 = AHS and L0 = AT and stop.
Correctness of the algorithm follows because the value σn−r(W00) is likely to have the order of
σn−r(A) in virtue of Theorem 4.7, whereas the matrices W01, W10, and W11 have the norms of at
most the order of σn−r+1(A) because in virtue of part (a) of Theorem 3.4 the matrices K1 and
L1 are approximate nmbs of the matrices AH and A, respectively, and because the matrix A has
numerical nullity r (which implies that σn−r(A)	 σn−r+1(A), whereas the ratio σ1(A)/σn−r(A) is
not large).
Having the dominant, nonsingular and well conditioned block W00 in the 2× 2 block matrix W ,
we can apply block Gaussian elimination and readily factorize the matrix W as follows,
W =
(
I O
W10W
−1
00 I
)(
W00 W01
O G
)
where G = W11 −W10W−100 W01 is called the Gauss tranform and Schur complement [GL96].
Based on this factorization, one can immediately reduce the inversion of the matrices W and A
and the solution of a linear system Ay = 0 to the similar operations with the matrices W00 and G
of smaller sizes, expected to be nonsingular and better conditioned. This dramatically improves the
quality of the solution (see Tables 12.7 and 12.8).
Remark 10.1. The O(n2r) ﬂops involved in the computation of the (2n− r)r entries of the blocks
W01, W10, and W11 (which are the r/n fraction of all ﬂops used) must be performed in extended
precision to counter the expected cancellation of the leading digits of the input values.
Remark 10.2. To work with fewer random parameters one can generate a single n × q standard
Gaussian random matrix for q ≥ max{r, n− r} and then reuse its columns while deﬁning the four
auxiliary random matrices U , V , K0, and L0.
3. The solution of a linear system Ay = b can be reduced to the nmb computation based on
part (b) of Theorem 3.4, which employs dual additive preprocessing and leads to a dual version of
Algorithm 10.1. In this version a crude approximation to the norm A−1 of an ill conditioned input
matrix A is required (see [D83] on fast randomized computation of such an approximation), but no
matrix inversion is involved, except for the inversion of an auxiliary q× q matrix H , expected to be
close to the identity matrix Iq .
Algorithm 10.2. Dual preconditioning by using nmbs.
Input: Two integers n and q, 0 < q < n, a nonsingular matrix A ∈ Cn×n having numerical rank q
and scaled so that ||A−1|| = 1 (and consequently the norm ||A|| is small since the matrix A is
ill conditioned under the above assumption), and a Subroutine LIN·SOLVE that solves a linear
system of equations if it is nonsingular and well condtioned or outputs FAILURE otherwise.
Output: FAILURE or four matrices K0, L0 ∈ Cn×q and K1, L1 ∈ Cn×(n−q) such that W =
(K0, K1)HA(L0, L1) =
(
W00 W01
W10 W11
)
and with a high probability the block submatrix W00 =
KH0 AL0 is nonsingular, well conditioned, and strongly dominant, that is
||W00|| 	 max{||W01||, ||W10||, ||W11||}.
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Initialization: Generate four standard Gaussian random matrices S, T ∈ Cn×(n−q), U−, V− ∈
Cn×q.
Computations:
1. Compute the matrix H = Iq +V−AUH− (expected to be close to the identity since the norm
||A|| is small).
2. Apply the Subroutine LIN·SOLVE to compute the matrix H−1. Stop and output FAILURE
if so does the subroutine.
3. Compute the matrix C− = A −AU−H−1V H− A.
4. Compute and output the matrices K0 = CH− V− and L0 = C−U−.
5. Compute and output the matrices K1 = AHS and L1 = AT and stop.
Both Algorithms 10.1 and 10.2 can be extended to the block factorization of rectangular inputs A.
Remarks 10.1 and 10.2 can be readily extended. We only specify an extension of Remark 10.1.
Remark 10.3. The O((n − q)n2) ﬂops involved in the computation of the (2n − q)q entries of the
blocks W01, W10, and W11 (which are the (n− q)/n fraction of all ﬂops used) must be performed in
extended precision to counter the expected cancellation of the leading digits of the input values.
11 Numerical Experiments
Our numerical experiments with random general, Hankel, Toeplitz and circulant matrices have been
performed in the Graduate Center of the City University of New York on a Dell server with a dual
core 1.86 GHz Xeon processor and 2G memory running Windows Server 2003 R2. The test Fortran
code was compiled with the GNU gfortran compiler within the Cygwin environment. Random
numbers were generated with the random number intrinsic Fortran function, assuming the uniform
probability distribution over the range {x : −1 ≤ x < 1}.
11.1 Conditioning tests
Table 12.1 displays the average computed values of the 1- and 2-norms of the matrices A and their
inverses as well as the ratios of the 1-norm and the 2-norm. We performed our tests with n × n
general, Toeplitz, and circulant matrices A for n = 32, 64, . . . , 1024. We sampled the matrix entries
at random in the range of −1 ≤ x < 1 and performed m = 100 conditioning tests for each matrix
class and each size.
Besides we computed the condition numbers of n × n random general matrices for n = 2k,
k = 5, 6, . . . , with the entries sampled in the range [−1, 1) as well as complex general, Toeplitz, and
circulant matrices whose entries had real and imaginary parts sampled at random in the same range
[−1, 1). We performed m = 100 tests for each dimension n and represented the test results in Tables
12.1–12.4. The last four columns of each table display the average (mean), minimum, maximum,
and standard deviation of the computed condition numbers of the input matrices, respectively.
Speciﬁcally we computed the values cond(A) = ||A|| ||A−1|| for general and circulant matrices A
and the values cond1(A) = ||A||1 ||A−1||1 for Toeplitz matrices A.
11.2 Preconditioning tests
Table 12.5 reproduces some results of testing preconditioning power of additive preprocessing in
[PIMR10]. The tests covered the input matrices constructed as follows.
1n. Nonsymmetric matrices of type I with numerical nullity ν. A = SΣνTH are n× n matrices
where G and H are n×n random orthogonal matrices, that is, the Q-factors in the QR factorizations
of random real matrices; Σν = diag(σj)nj=1 is the diagonal matrix such that σj+1 ≤ σj for j =
1, . . . , n − 1, σ1 = 1, the values σ2, . . . , σn−ν−1 are randomly sampled in the semi-open interval
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[0.1, 1), σn−ν = 0.1, σj = 10−16 for j = n − ν + 1, . . . , n, and therefore condA = 1016 (cf. [H02,
Section 28.3]).
1s. Symmetric matrices of type I with numerical nullity ν. The same as in part 1n, but for
G = H .
The matrices of six other classes were constructed in the form of A||A|| + βI where the recipes for
deﬁning the matrices A and scalars β are speciﬁed below.
2n. Nonsymmetric matrices of type II with numerical nullity ν. A = (W,WZ) where W and Z
are random orthogonal matrices of sizes n× (n− ν) and (n − ν)× ν , respectively.
2s. Symmetric matrices of type II with numerical nullity ν. A = WWH where W are random
orthogonal matrices of size n× (n− ν).
3n. Nonsymmetric Toeplitz-like matrices with numerical nullity ν. A = c(T, TS) for random
Toeplitz matrices T of size n× (n− ν) and S of size (n− ν)× ν and for a positive scalar c such that
||A|| ≈ 1.
3s. Symmetric Toeplitz-like matrices with numerical nullity ν. A = cTTH for random Toeplitz
matrices T of size n× (n− ν) and a positive scalar c such that ||A|| ≈ 1.
4n. Nonsymmetric Toeplitz matrices with numerical nullity one. A = (ai,j)ni,j=1 is an n × n
Toeplitz matrix. Its entries ai,j = ai−j are random for i− j < n − 1. The entry an,1 is selected to
ensure that the last row is linearly expressed through the other rows.
4s. Symmetric Toeplitz matrices with numerical nullity one. A = (ai,j)ni,j=1 is an n× n Toeplitz
matrix. Its entries ai,j = ai−j are random for |i− j| < n− 1, whereas the entry a1,n = an,1 is a root
of the quadratic equation detA = 0. We have repeatedly generated the matrices A until we arrived
at the quadratic equation having real roots.
The scalar β was set equal to 10−16 for the symmetric matrices A, in the classes 2s, 3n, and 4s,
so that cond(A) = 1016+1 in these cases. For the nonsymmetric matrices A the scalar β was deﬁned
by an iterative process such that ||A|| ≈ 1 and 10−18||A|| ≤ cond(A) ≤ 10−16||A|| (cf. [PIMR10,
Section 8.2]).
The table displays the average values of the condition numbers cond(C) for the matrices C =
A + UUT over 100,000 tests for the inputs in the above classes, ν = r in the range {1, 2, 4, 8} and
n = 100. The additive preprocessor UUT was deﬁned by a normalized n × r matrix U = U/||U ||
where UT = (±I, Or,r ,±I, Or,r, . . . , Or,r,±I, Or,s), the integer s was chosen to obtain n×r matrices
U , and the signs for the matrices ±I were chosen at random.
In our further tests the condition numbers of the matrices C = A+10pUV T for p = −10,−5, 5, 10
were steadily growing within the factor 10|p| as the value |p| was growing. This showed the impor-
tance of proper scaling of the additive preprocessor UV T .
11.3 Solution of a real symmetric Toeplitz linear system of equations
with randomized augmentation
We solved 100 real symmetric linear systems of equations Ty = b for each input class where we used
vectors b with random coordinates from the range [−1, 1) and Toeplitz matrices T = S+10−9In for
an n×n singular symmetric Toeplitz matrices S with nullity one, generated according to the recipe
in [PQ10, Section 10.1b].
Table 12.6 shows the average CPU time of the solution by our Algorithm 7.1 and (for comparison)
based on the QR factorization and SVD, which we computed by applying the LAPACK procedures
DGEQRF and DGESVD, respectively.
The abbreviations “Alg. 7.1”, “QR”, and “SVD” point out to the respective algorithms. The
last two columns of the table display the ratios of these data on the CPU time.
We measured the CPU time with the mclock function by counting cycles. One can convert them
into seconds by dividing their number by a constant CLOCKS PER SEC, which is 1000 on our
platform. The table entries are marked by a ”-” where the tests required too long runtime and were
not completed.
We obtained the solutions y with the relative residual norms of about 10−15 in all three algo-
rithms, which showed that Algorithm 7.1 (employing iterative reﬁnement) was as reliable as the QR
and SVD based solutions (but ran much faster).
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11.4 Solution of general linear systems of equations
We chose n = 32, 64 and r = 1, 2, 4 and for every pair (n, r) generated m = 100 instances of vectors
b and matrices A, U , and V as follows.
We generated (a) random vectors b of dimension n, (b) the matrices A as the error-free products
SΣTH where S and T were n× n random real orthonormal matrices (generated with double preci-
sion), Σ = diag(σj)nj=1, σn−j = 10
j−17 for j = 1, . . . , r, and σn−j = 1/(n− j) for j = r+1, . . . , n−1
(cf. [H02, Section 28.3]), and (c) n×r random matrices U and V such that ||U | = ||A|| and ||V || = 1.
For every choice of these matrices we solved the linear systems Ay = b based on Algorithm
10.1. We ﬁrst generated n× (n − r) random matrices K0 and L0 and then computed the matrices
C = A + UV T (which always was nonsingular and well conditioned in our tests), K1 = C−TV ,
L1 = C−1U , and W = (K0, K1)TA(L0, L1) =
(
W00 W01
W10 W11
)
. In all our tests the (n − r) × (n − r)
leading principal (n− r)× (n− r) block W00 = KT0 AL0 was strongly well conditioned and strongly
dominated the three other blocks W01, W10, and W11 in the 2× 2 block matrix W , as we expected
based on our analysis in Section 10. (We computed the dominated blocks W01, W10, and W11 with
extended precision.) Then we solved the linear system Wx = (K0, K1)Tb. We ﬁrst applied Gaussian
elimination with no pivoting to eliminate the subdiagonal block. Then we readily computed the
solution of the resulting block triangular linear system, whose both diagonal blocks were expected
(and indeed turned out) to be much better conditioned than the original matrix A. Finally we
computed and output the vector y = (L0, L1)x.
Table 12.7 shows the average (mean), minimum and maximum values of the relative residual
norms ||Ay− b||/||b|| of the output vectors y as well as the standard deviations observed in these
tests.
For comparison we solved the same linear systems by applying the Subroutine MLDIVIDE(A,B)
for Gaussian elimination from MATLAB. Table 12.8 shows the respective data on the relative residual
norms in these computations.
12 Discussion
Our algorithms for linear system solving and matrix inversion can be immediately extended to nu-
merical computation of determinants based on equations in (3.7) and (3.9) (see [BEPP], [PY99/01],
[EP03/05], and the bibliography therein on important applications to geometric and algebraic com-
putations). On various other applications of our randomized preprocessing to fundamental matrix
and polynomial computations see [PGMQ], [PQ10], [PQa], [PQZa], [PQZC].
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