The authors investigated the cue dependency of source and item memory. Individuals listened to words spoken by a man or a woman and later determined whether a test word was previously presented by a man or by a woman, or whether it was a new word. Cue dependent effects were assessed by presenting test words with (a) the same voice (match condition) that originally presented the word, (b) a different but familiar voice (mismatch condition), (c) a novel test voice (novel condition), and (d) no test voice (control condition). Compared with the control condition, source recollection was facilitated in matchingcontext conditions, disrupted in mismatching-context conditions, and not affected in novel test conditions. By contrast, item recognition was not affected by the match-mismatch manipulation but was significantly worse in novel test voice conditions. The authors propose an associative source interference view to account for the voice match-mismatch effects observed in source recollection.
How do contextual cues presented during retrieval affect memory performance? Mandler (1980) described an everyday experience in which a butcher is more difficult to recognize when seen on a bus compared with when he is seen in the market. In other words, remembering is often cue dependent (Tulving, 1974) . Many theories of human memory suggest that the likelihood of remembering past events is influenced by a match between cues established during learning and those retrieved at test (e.g., Anderson, 1983; Bower, 1967; Hintzman, 1986; Johnson, Hashtroudi, & Lindsay, 1993; McGeoch, 1942; Raaijmakers & Shiffrin, 1981; Tulving, 1983) . Indeed, cue dependent effects appear to be a fundamental principle of human memory as exemplified by the encoding specificity principle (Tulving, 1974; Tulving & Thomson, 1973) and by the prevalence of transfer-appropriate process* ing effects (Morris, Bransford, & Franks, 1977; Roediger, Weldon, & Challis, 1989) .
The role of contextual cues on memory retrieval has been studied under many different conditions. For instance, in a classic experiment, divers were asked to learn word lists on land or underwater and then were given tests of word recall in the same or different environment in which the words were learned (Godden & Baddeley, 1975) . The divers recalled 46% more words when tested in the same environment compared with recalling words in a different environment. Since this seminal study, memory performance has been shown to be affected by a variety of contextual effects, such as changes in room environment (Dalton, 1993; Mayes, Meudell, & Som, 1981; Parker & Gellatly, 1997; Russo, Ward, Geurts, & Scheres, 1999; Smith, 1985; Smith, Glenberg, & Bjork, 1978) , background music (e.g., Balch, Bowman, & Mohler, 1992; Balch & Lewis, 1996; Smith, 1985) , background odors (Cann & Ross, 1989; Herz, 1997; Schab, 1990) , or word pairs (e.g., Clark & Shiffrin, 1992; Light & Carter-Sobell, 1970) . In an interesting study, Levy (1987) reported that pilots were better able to remember events surrounding an accident when a replica of the plane was placed in front of the pilot as a cue to remembering. Cue dependent effects have also been observed as a result of changes in cues that are more directly associated with item information. For example, performance has changed after manipulating between study and test such variables as the mode of presentation (visual or auditory; Naveh-Benjamin & Craik, 1995) , visual features (the type case, color, or stimulus location; Dougal & Rotello, 1999; Kirsner, 1973; Murnane & Phelps, 1993 , 1994 , or presentation voice (Craik & Kirsner, 1974; Geiselman & Glenny, 1977; Goldinger, 1996; Palmeri, Goldinger, & Pisoni, 1993; Sheffert & Fowler, 1995) . In general, these context effects can be subtle, and they are more often observed on tests of recall than on tests of recognition memory (Fernandez & Glenberg, 1985; Godden & Baddeley, 1980; Parkinson & Aggleton, 1994 ; for reviews see Bjork & Richardson-Klavehn, 1989; Smith, 1988) .
For recognition responses, Murnane and Phelps (1993 , 1994 , 1995 have specified how global matching models predict that context effects will take the form of an increased likelihood of judging test items as "old" (see also Dougal & Rotello, 1999) . A basic assumption of these models is that the probability of recognizing a test item is related to the overall degree of match or similarity between the test item and memory (search of associative memory [SAM] , Gillund & Shiffrin, 1984; MINERVA 2, Hintzman, 1986; Matrix, Humphreys, Bain, & Pike, 1989 ; theory of distributed associative memory [TODAM] , Murdock, 1989; com- posite holographic associative recall model [CHARM] , MetcalfeEich, 1982) . Global matching models predict that a studied item will be more likely to be judged "old" when it is tested in a context that matches the study context rather than when it is tested in a completely novel context. Specifically, the studied item will generate a certain amount of activation when it is tested in a matching context because the test probe matches memory on / features about the item and on C features about the context. By comparison, a studied item produces a lesser amount of activation when it is tested in a completely novel context because the test probe matches memory on only / features about the item; the novel test context produces little activation because it is novel (and assuming that it is not similar to anything in memory). For similar reasons, new distractor items are predicted to have a higher probability of being judged "old" when they are tested in a matching context than in a novel context. In contrast to testing items in a novel context, context effects are smaller when items are tested in a familiar but mismatching context (Murnane & Phelps, 1994) .
To what extent is source memory cue dependent? That is, does the reinstatement of stimulus cues affect memory for source information, such as the mode of presentation, gender of speaker, or some other feature of an event (e.g., Johnson et al., 1993) ? Cue dependent effects on source information have not been studied extensively. In one study (Craik & Kirsner, 1974) , people heard a series of words spoken by a male or a female voice. A continuous recognition memory paradigm was used in which some words were repeated, and participants judged whether a word was "new" or "old." The repeated words were presented by the original voice or by a different voice. In addition to old-new judgments, a source test was administered-that is, for words identified as "old," participants judged whether the word was previously presented by the same or different voice. Item recognition performance was better for same-voice repetitions than for different-voice repetitions. However, source recognition was not affected by the cue used during the second presentation. Craik and Kirsner (1974) concluded that in terms of source memory, "it does not seem that the voice of the second presentation acted as a 'retrieval cue' since same-voice repetitions were no better than different-voice repetitions" (p. 279).
Using a similar procedure, Palmeri et al. (1993) attempted to replicate the results of Craik and Kirsner (1974) . They also extended the procedure by using more voices (from 2 to 20 different voices used during a session) and longer lags (up to 64 intervening trials). Palmeri et al. successfully replicated the benefit of item recognition memory for same-voice repetitions compared with different-voice repetitions. Yet, unlike Craik and Kirsner, they also demonstrated a same-voice benefit for source recognition. That is, memory for the original voice was better when the same voice was used during the second presentation than when a different voice was used. Recently, Senkfor and Van Petten (1998) used a study phase-test phase procedure and also found an impairment in source memory for items that were tested with the different voice rather than the same voice as when they were studied. Thus, although cue dependent effects can be readily observed on tests of item recognition, there are inconsistencies in the effect on tests of source recognition.
As a result of the equivocal findings of cue dependency on tests of source recognition, we investigated item and source memory as a function of the kinds of cues presented at test. In four experiments, participants were presented words that were spoken by a male or a female voice. At test, participants were administered a source test in which they were asked to judge whether a test item was originally presented by a male voice or by a female voice, or as a new item. On some test trials, the test cue consisted of a word presented by the same voice that presented the word during the study phase (voice match condition). On other trials, the test cue consisted of a word presented by a different voice (voice mismatch condition). This paradigm permitted analyses of both item (oldnew) and source (male-female) recognition performance. Importantly, the data obtained in these experiments were amenable to a multinomial modeling approach previously used to assess source memory performance (Batchelder & Riefer, 1990; Bayen, Murnane, & Erdfelder, 1996; Dodson, Holland, & Shimamura, 1998; Dodson, Prinzmetal, & Shimamura, 1998; ). These models have been successful in distinguishing various effects on performance, such as item discrimination, source recognition, and test bias, and thus, they offer a more detailed analysis of source memory performance.
Experiment 1
In Experiment 1, participants were presented words that were spoken by a male or a female voice. Source and item recognition were assessed for test words that were presented only visually, with the same study voice, or with a mismatched voice. The purpose of this experiment was to examine the degree to which voices presented at test would affect source memory for the original study voice.
Method
Participants. Forty-five paid volunteers were recruited from the student population of the University of California, Berkeley.
Design and materials. The stimulus materials consisted of 90 fiveletter words (all nouns) presented in the auditory mode and spoken by a male or a female voice. An Apple Macintosh computer and the SoundEdit (1992) program were used to digitize and record the words. We recorded the entire set of 90 words twice: once by a man and once by a woman. During the experiment, these words were presented at volumes corresponding to normal conversational levels.
The words were divided equally into three 30-word sets that were matched for word frequency (M = 93; Francis & Kucera, 1982) . Across participants, these sets were counterbalanced and rotated across three conditions: (a) study words spoken by a man, (b) study words spoken by a woman, and (c) new words not presented at study. Thus, the study phase consisted of the presentation of 60 target words, half spoken by a male voice and the other half spoken by a female voice. These words were presented in a random order with the constraint that words spoken by the same voice would not occur consecutively more than three times. Five additional words were presented at the beginning of the list, and 5 words were presented at the end to reduce primacy and recency effects. In addition to the auditory presentation of the words, participants were also presented the word visually on each trial.
Immediately following the study phase, we assessed memory for the 60 old words (30 presented by a male voice, 30 presented by a female voice) and the 30 new words. Participants were asked to determine if a test word had been spoken by a man at study or by a woman at study, or if it was a new word. The words were presented in a random order with the constraint that words from the same condition would not appear consecutively more than three times. In addition to these 90 test words, 10 words were assessed at the beginning as a way to familiarize the participants with the testing procedure. These 10 words came from the buffer items that were presented at the beginning and at the end of the study list.
In the test phase, we manipulated the cue presented on each trial. On one third of the trials, the test cue was simply the word presented visually on the computer monitor (no test voice condition). For another one third of the trials, participants heard the test word spoken by the female voice that was used during the study phase, along with the visual presentation of the word (female test voice condition). For the remaining one third of the test words, participants heard the test word spoken by the male voice that was used during the study phase, along with the visual presentation of the word (male test voice condition). Specifically, the 30 items in each stimulus set ("male", "female", and "new") were tested 10 times without any accompanying voice, 10 times with the male voice, and 10 times with the female voice. Across participants, the specific words used in each test condition were counterbalanced.
Procedure. In the study phase, the items were presented in an incidental fashion. Participants were told that the purpose of the experiment was to study the ability to perceive and imagine voices. No mention was made of a later memory test. Participants were instructed that they would hear words spoken by a man (identified as "Eric") and by a woman (identified as "Julie"), and immediately after presentation they were instructed to imagine hearing the same person saying the word again. Participants were directed to rate on a 7-point scale how easy it was to imagine the word being spoken by that voice (1 = very easy, 7 = very difficult). The first five words were practice trials used to demonstrate the task to the participants.
After the study phase, participants were given a surprise source memory test. They were told that the test cues would consist of both new words as well as old words that had been spoken by the two speakers. Participants were instructed to determine the speaker of the test word if it had been presented earlier or to decide that the test word was new. All test words appeared visually in the center of the screen with the response options of "Julie," "Eric," or "new" appearing 2 cm below the word. The keys A, ;, and the spacebar were labeled with the names of the response options "Julie," "Eric," and "new," respectively. Participants were directed to push the labeled keys corresponding to their response. After each response, the screen cleared and was followed by a 1-s delay before the presentation of the next word.
Participants were instructed that the test words would appear in one of three ways: spoken by the male voice, spoken by the female voice, or not spoken. They were told, however, that the test voice would not necessarily correspond to the voice that originally presented the word. It was emphasized that participants must try to remember the voice that presented the word during the study phase if the test word was judged to have been presented previously. Table 1 displays memory performance for the three source conditions (male, female, new) across the three test conditions (male test voice, female test voice, and no test voice). The striking pattern in these results is that the match between voices presented at study and at test particularly affected source memory. Averaged across the two genders, correct source recognition percentages were 57% when the voices between study and test matched, 39% when the voices between study and test did not match, and 48% when no voices were presented at test.
Results and Discussion
Participant-based analyses. For item recognition, we examined hit rates, false-alarm rates, and the nonparametric measure, A', which has a range of 0 to 1 with chance recognition of .5 (see Donaldson, 1992; Snodgrass & Corwin, 1988) . Separate 2 (male and female study words) X 3 (male test voice, female test voice, and no test voice) factor repeated measures analyses of variance (ANOVAs) were conducted on the mean hit rates and on the mean A' scores. Both ANOVAs yielded no significant main effects or interactions across conditions (all Fs < 1). However, planned comparisons were conducted on the hit rates and on the A' scores in the matching, familiar mismatching, and no test voice condi- Note. Numbers in boldface refer to the correct response.
tions. As seen in Table 2 , hit rates were no different between either the matching and familiar mismatching conditions (F < 1) or between the familiar voice conditions (averaged across the matching and mismatching conditions) and the no test voice condition (F < 1). Likewise, A' scores were not significantly different in each of the prior two comparisons. Thus, hit rates and overall old-new discrimination were comparable across the matching, the familiar mismatching, and the no test voice conditions. Finally, a one-factor (test voice) ANOVA of the false-alarm rates to the new words in the different test voice conditions yielded no significant effect (F < 1).
To assess source identification performance, we computed conditional source scores for each condition. These scores were based on the proportion of items judged correctly for source from all of the items identified as old. For example, this source score for the female study items was calculated with the following formula: P("female"|female)/[1 -P("new"|female)], in which P("new"|female) refers to the probability of responding "new" to a word that was actually spoken by the female voice in the study phase (see Murnane & Bayen, 1998 , for further discussion of source scores). When there are two study sources, these scores range from 0 to 1, with chance performance at .5. Figure 1 displays the source scores for the study words in the different test voice conditions. A 2 (male and female study words) X 3 (male test voice, female test voice, and no test voice) factor ANOVA revealed no significant main effects, but there was a significant interaction between study voice and test voice, F(2, 88) = 22.0, p < .001, MSE = 0.055. Planned comparisons confirmed the essential finding: Source identification was significantly better in voice match conditions (i.e., same voices between study and test) than in the voice mismatch conditions (i.e., different voices between study and test), F(l, 88) = 43.98, p < .001, MSE = 0.055. Relative to performance in the no test voice conditions, the match conditions were significantly better, F(l, 88) = 9.04, p < .01, MSE -0.055, and the mismatch conditions were significantly worse, F(l, 88) = 13.14, p < .001, MSE = 0.055. Table 1 suggests that the proportion of new items misjudged as coming from a particular voice during the study phase was influenced by the test voice. To assess more fully the effect of test voice on source memory judgments, we applied multinomial models such as those developed by Batchelder and Riefer (1990; Riefer et al., 1994) . These models are especially valuable for analyzing data from our paradigm because they separately measure the influences of test bias and memory. We analyzed the data with two-high-threshold multinomial models of source monitoring Bayen et al., 1996) . Figure 2 presents a tree diagram of a two-high-threshold model that represents the processes that are associated with responding to studied items (i.e., male source and female source) and new items on the source test. The model includes parameters for item recognition, source identification, and various guessing processes. For example, with probability D m , participants recognize an item associated with the male source as "old." Then, participants correctly remember the source of the item with probability d m (and respond "male"), or they fail to remember any source identifying information about the item and either guess the male source with probability a or guess the female source with probability 1 -a. If participants fail to recognize a studied item as "old" (with probability 1 -D m for male source items), they may still guess that the item is "old" with probability b. Then, participants may guess either the male source with probability g or guess the female source with probability 1 -g. Studied items that are neither recognized as "old" nor guessed "old" are then considered to be "new." The bottom tree in Figure 2 displays the diagram for responding to new items. Just as studied items are recognized as "old" with probability D, new items are detected as "new" with probability D n . 
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Female Source "Male"
New Source Tree diagrams for the two-high-threshold model of source memory, with separate trees for study items spoken by the man and the woman and for new items on the test. D m -probability of detecting male study items as old; D f = probability of detecting female study items as old; D n = probability of detecting new test items as new; d m = probability of identifying the correct source of detected male study items; d f = probability of identifying the correct source of detected female study items; a = probability of guessing that a detected but not-identified item is a male study item; g = probability of guessing that a not-detected item is a male study item; b = probability of guessing that an item is old.
"new," then they guess either that the item is "old" with probability b, and subsequently assign the item to the male source with probability g and to the female source with probability 1 -g, or they guess that the item is "new" with probability 1 -b. In summary, the two different memory states are represented by the parameters D for item recognition and d for source identification. The various guessing processes are represented by the parameter b for the tendency to guess that items are "old" and by the parameters a and g for the tendency to guess that an item is from a particular source when that item either has or has not been recognized as "old," respectively. Our modeling strategy was to choose the model that had the fewest parameters and that fit the data. We used the method of maximum likelihood and the loglikelihood statistic, G 2 , to assess the fit of the model and to estimate parameter values (e.g., Batchelder & Riefer, 1990; Bishop, Fienberg, & Holland, 1975; see Dodson, Prinzmetal et al., 1998 , for a discussion of the strategy of model fitting and parameter estimation, and for a step-by-step description of how to model source data).
In our model-based analyses, we modified the two-highthreshold multinomial model to reflect biases associated with the test voice conditions. As shown in Figure 2 , the model defines performance in terms of eight parameters:
and b. In our experiment, the no test voice condition is exactly the kind of experimental paradigm for which this multinomial model was intended (see Batchelder & Riefer, 1990; Bayen et al., 1996) . We refer to the eight parameters derived from the no test voice condition as the neutral (n A total of 24 parameters (8 parameters for each of the three test conditions) defined the full multinomial model for the data set. With 6 degrees of freedom for the data from each test condition, there were a total of 18 degrees of freedom in this data set. To avoid overdetermination of the parameter space, we reduced the number of parameters by equating various parameters within each test condition (e.g., Batchelder & Riefer, 1990; Dodson, Prinzmetal et al., 1998) . First, we equated item recognition for the three sources (D f = D m = D n ) in each test condition. Thus, each test voice condition included a single parameter for item recognition in the neutral condition (£>"), in the male test voice condition (Z) m ), and in the female test voice condition (Dy). We also equated the two source guessing parameters (a = g), which we identify as a/g. As a result of these reductions, the number of parameters within each test condition was reduced to 5 parameters (D, d m , d f a/g, and b) .
Further reduction of the parameter space was accomplished by equating parameters among test conditions. First, the item recognition parameters for all three test conditions were reduced to a single D parameter (£>" = D m = Dj). Also, the b parameters for these test conditions were equated (£>" = b m = by). Next, we defined parameters associated with source conditions in which the test voice matched or did not match the study voice. Specifically, we defined rf^^ as the combination of the two source identification parameters for which the study and test voice matched (d mm = dg). Next, we defined d mismatch as the combination of the two source parameters for which the study and test voice did not match (d mf = d^. The source memory parameters for the neutral condition were also combined (d mn = d^,) and identified as d neutral .
In the typical multinomial model, the guessing parameters a and g (or the combined a/g parameter) refer to the bias to guess that an item came from a particular source when no source information is present. In Figure 2 , the a and g parameters refer to the probability of guessing that an item was presented by a male voice. Thus, the probability of guessing that an item was presented by a female voice is 1 -a or 1 -g. In our reduced model, we combined the a and g parameters so that this probability can be defined as 1 -a/g. In our model, we further reduced the a/g parameters by combining these parameters across the two test voice conditions. That is, we reformulated the a/g parameter to reflect guessing bias in terms of the test voice condition. This parameter reflects the bias of guessing that a man presented the item in the male test voice condition and the bias of guessing that a woman presented the item in the female test voice condition (a/g m = 1 -alg f ). We refer to this parameter as the guessing bias toward the test voice (alg voice ). We then compared this guessing bias with the same parameter associated with the no test voice condition (a/g neutral ). In sum, the entire data set was reduced to a total of seven parameters: one associated with overall item memory (£>), three associated with source memory (d^,,^, d mismatclv d neMral ), two associated with source guessing bias (a/g voice , a/g neMral ), and one associated with the overall false-alarm guessing bias (b).
It is important to note that there is a different seven-parameter model that fits the data equally well. This bias model assumes that there are no differences in source memory in the match and mismatch conditions (i.e., d^,,^ = d mismatch ) but, instead, that the results are due to different guessing rates at which studied words and new words are attributed to the male and female sources; that is, the a voice parameter ^ g voice parameter. Specifically, the seven-
gvotc* algneutroK and b. As Riefer et al., (1994) have discussed, it is impossible to distinguish this bias model from the previously alg neutral , and b) with designs like ours that have three sources of information (e.g., words presented at study by the man and woman, together with new words on the test). However, in line with the suggestions of Riefer et al., we resolved this identifiability problem with an expanded design in Experiment 2. Experiment 2 demonstrates that source memory is worse in the mismatch conditions than in the match conditions with a model that is also able to measure differences between the a voice and g voice guessing parameters. Because Experiment 2 indicates that source memory is different in the match and mismatch conditions, we use the memory model in the present experiment.
Our seven-parameter memory model fit the entire data set, G 2 (l 1) = 8.37, p > .65. The fit of the model was not significantly better when we added parameters to measure differences in item recognition in the match, mismatch, and no test voice conditions (i.e., G 2 [9] = 6.74). Thus, paralleling the results from the ANOVAs, item recognition, as indexed by an overall D parameter, was equivalent in all conditions (D = .49), and it was reasonable to equate the false-alarm guessing parameter across all three test conditions (b = .47). The model-based analyses did demonstrate a significant source guessing bias (a/g) in the test voice conditions (fllgvoice = -59) compared with the bias in the no test voice condition (alg neutral = .51). That is, a model in which these two parameters are equated produced a poor fit, G 2 (l) = 4.22, p < .05, indicating a significant guessing bias when voices were presented at test. Table 3 displays the d parameter values associated with source identification in the match, mismatch, and no test voice conditions. On the basis of these values, we found that source memory was marginally better in the match (d^,,^ = .61) than in the mismatch (Cm«rt = -32) conditions, G 2 (l) = 3.21, p = .07. Source memory in the no test voice condition (rf neurra/ = .46) was better than performance in the mismatch condition, G 2 (l) = 2.85, p < .10, but was not different from performance in the match condition, G 2 (l) = 1.15, p > .25.
The model-based analyses generally confirmed the basic findings from the ANOVA. Moreover, they suggest that guessing biases toward the test voices do occur but that these biases cannot completely account for disruptions in source memory. In particular, source memory appears to be especially disrupted when the study and test voices do not match. Interestingly, the match or mismatch between study and test voice did not affect item recognition.
Experiment 2
In the first experiment, the presentation of matched or mismatched voice cues at study and at test affected source recollec- tion. In Experiment 2, we attempted to replicate this source matchmismatch effect and added a third study condition in which words were presented only visually, without any voice. At test, word cues were presented by a male voice, a female voice, or no test voice. A four-choice source recognition test was used. Participants were required to determine if a word presented at test had been previously accompanied by a male voice, accompanied by a female voice, presented without any voice or was a new word that had not been previously presented. Moreover, the inclusion of an additional source in this experiment increases the number of degrees of freedom in the data set so that a multinomial model can be used to measure the effects of matching and mismatching study/test conditions on both bias and memory processes. This allows us to determine whether matching or mismatching conditions affect source identification because of changes in either source memory, in bias to respond with a particular source, or in both of these processes.
Method
Participants. Thirty-six paid volunteers were recruited from the student population of the University of California, Berkeley.
Materials. The materials and procedure were essentially the same as those used in Experiment 1. The primary difference was the addition of study words that were presented only visually (the no study voice condition). Stimulus materials consisted of 120 five-letter words (all nouns). The words were divided into four sets of 30 that were matched for frequency (M = 71; Francis & Kucera, 1982) . These sets were counterbalanced across the four stimulus conditions: (a) male study words, (b) female study words, (c) no study voice, and (d) new words. At study, 5 buffer words were presented at the beginning of the study list, and 5 were presented at the end to reduce primacy and recency effects.
The source test consisted of 120 test words (90 old words randomly mixed with 30 new words). As in Experiment 1, 10 additional practice words were presented at the beginning of the test. The test voice manipulation was exactly the same as in Experiment 1. Specifically, the test words were equally divided into three test conditions: (a) male test voice, (b) female test voice, and (c) no test voice.
Procedure. As in Experiment 1, study words were presented in an incidental manner. Participants were instructed that the experiment was concerned with the ability to perceive and imagine stimuli. The memory test was not mentioned. Participants were told during the study phase that they would be presented a series of words. Some of these words would either be spoken by a male voice, by a female voice, or not spoken by anyone. Participants were instructed to rate how easily they could imagine hearing the speaker say the word. They were told to imagine themselves saying the word when the word was not spoken by the female or male voice. The test procedure was identical to the one used in Experiment 1. Table 4 displays memory performance for the items from the four sources (male voice, female voice, no study voice, and new words) across the three test conditions (male test voice, female test voice, and no test voice). As in Experiment 1, we observed a source match-mismatch effect on source memory performance. That is, source memory was significantly affected by the match between voices presented at study and at test. Averaged across the two voices, correct source recognition percentages were highest for voice-match conditions (45%), lowest for voice-mismatch conditions (34%), and intermediate for when no voices were presented at test (39%). Interestingly, the test voice manipulation did not Note. Numbers in boldface refer to the correct response.
Results and Discussion
affect source memory performance for words that were presented without a voice at study (i.e., the unspoken source). Participant-based analyses. We analyzed the A' old-new recognition scores and hit rates to studied items with separate 3X3 repeated measures ANOVAs, with study source (male words, female words, and unspoken words) and test voice (male voice, female voice, and no voice) as factors. As seen in Table 2 , item memory was comparable across all conditions, as there were no significant main effects or interactions for the A' scores (all Fs < 1) and for the hit rates (all Fs < 2.06). There was no significant effect in the planned comparison between performance in the match and familiar mismatch conditions: for A' scores, F < 1; for hit rates, F(l, 140) = 1.28, p > .25. Likewise, there were no differences in the hit rates and A' scores between performance in the test voice conditions versus the no test voice condition: for A' scores, F < 1; for hit rates, F(l, 140) = 1.98, p > .25. Lastly, the false-alarm rate to the new items was no different in the test voice versus the no test voice conditions, F(2, 70) = 2.31, p > .10.
We subjected the conditional source identification data to a 3X3 ANOVA with study source (male words, female words, and unspoken words) and test voice (male voice, female voice, and no voice) as factors. The analysis revealed no significant main effects for either study source or test voice (Fs < 1). There was, however, a significant Study Source X Test Voice interaction, F(4, 140) = 4.05, p < .01, MSE = 0.043. As seen in Figure 3 , source recognition performance was affected by the relationship between the study voice and the test voice. Source identification was significantly better when the study voice (male or female) matched the test voice compared with conditions in which there was a mismatch between study and test voice, F(l, 140) = 15.78, p < .001. Source recognition performance in the no test voice condition was significantly poorer than performance in the voice-match condition, Fl, 140) = 4.60, p< .05, and was marginally better than performance in the voice-mismatch condition, F(l, 140) = 3.34, p < .07. For words presented only as visual stimuli at study (i.e., unspoken words), there were no differences in source memory performance in the no test voice condition as compared with the male and the female test voice conditions, F(l, 140) < 1.
For the unspoken words at study, participants were asked to imagine the words spoken in their own voice. Geiselman and Glenny (1977) also asked participants to imagine words in their own voice and found that subsequent old-new recognition did not vary as a function of whether the gender of the participant matched or mismatched the gender of the test voice. We analyzed these data with respect to the gender of the participant as a factor. Specifically, we analyzed the A' recognition scores with a 2 (participant gender) X 3 (study source) X 3 (test voice) ANOVA, which yielded no effect of the gender of the participant, F(l, 34) = 1.37. Also, all other effects were not significant (all Fs < 1.70). This result replicates Geiselman and Glenny's findings. For the same three-factor ANOVA of the source memory scores, there was no significant main effect of participant gender, F(l, 34) < 1, nor did the gender of the participant interact with the other factors: Test voice X Gender, F(2, 68) = 1.38; Study Source X Gender, F(2, 68) = 2.05; and Test Voice X Study Source X Gender, F(4, 136) < 1. Thus, the gender of the participant did not affect the basic match-mismatch effect on source memory.
Model-based analyses. In this experiment, the multinomial model required the inclusion of a third study source (i.e., unspoken study items), which we refer to as the unspoken («) condition. A three-source model has been developed by Riefer et al. (1994) , and we used a modified two-high-threshold version of this model (see Bayen et al., 1996) . Figure 4 illustrates the full parameter set associated with the three-source model. Note that, in comparison with the two-source model shown in Figure 2 , there are now separate a and g parameters associated with guessing biases toward each of the three sources. As such, this model defines a total of 14 parameters: 4 parameters for item discrimination (£>",, D f /)", £>"), 3 parameters for source discrimination (<C d f d u ), 3 a-guessing parameters (a m , a p aj, 3 g-guessing parameters (g m , g f g u ), and 1 ^-guessing parameter (b). Because the a and g parameters must sum to 1 (e.g., a m + a f + = 1), only 2 out of the 3 parameters (i.e., 2 a parameters and 2 g parameters) can freely vary. Therefore, there are 12 parameters that can vary in the model. As our study included three such data sets (one for each test voice condition), the full model can be expressed with 36 free parameters.
As in Experiment 1, we reduced the number of free parameters. First, we equated all of the item discrimination parameters (D m = D f =D u = £>") for all three test conditions. We reformulated the source discrimination parameters (d) for the male and female source items in terms of d m , and , ch (see Experiment 1). Within the three different test conditions, we reduced the a parameters by equating the two voice parameters (a m = a}) and defined a u as 1 -(a m + a^). Thus, the three a parameters were reduced to a single free parameter. The g parameters were fixed in the same manner
. Across the three different conditions, we found that the best fitting model occurred when the a parameters (i.e., those that are free to vary) were equated for all three of the test conditions. In the same manner, we equated the g parameters across the three test conditions. We equated the b parameters for the male and female test voice conditions (b voice ). For the no test voice condition, we left the b neutrai parameter to vary. In sum, the number of free parameters for the entire data set was reduced to nine parameters:
source, nine-parameter model fit the data set, G 2 (27) = 21.68, p > .75.
The results replicated the pattern of results in Experiment 1. Item discrimination, as measured by the D parameter, was the same for all items in all of the conditions (D = .53). There was a larger bias to call items "old" in the male and female test voice conditions than in the no test voice condition (b voice = .41 and bneutral ~ -34). Equating these two parameters significantly affected the fit of the model, G 2 (l) = 5.67, p < .05. In all test conditions, there was a stronger bias to attribute studied words (a = .42) as compared with new words (g = .32) to the male and female sources, G 2 (l) = 13.59,/? < .001.
Unspoken Sourcê
Male"
, a m -"Male" -a { -"Female"
• g "unspoken" Tree diagrams for the two-high-threshold model of source memory in Experiment 2, with separate trees for study items spoken by the man and the woman, for unspoken study items, and for new items on the test. D m = probability of detecting male study items as old; D t = probability of detecting female study items as old; D u = probability of detecting unspoken study items as old; D n = probability of detecting new test items as new; d m -probability of identifying the correct source of detected male study items; d f = probability of identifying the correct source of detected female study items; d u = probability of identifying the correct source of detected unspoken study items; a m = probability of guessing that a detected but not-identified item is a male study item; Of = probability of guessing that a detected but not-identified item is a female study item; a a -probability of guessing that a detected but not-identified item is an unspoken study item; g m -probability of guessing that a not-detected item is a male study item; g f = probability of guessing that a not-detected item is a female study item; g a = probability of guessing that a not-detected item is a female study item; b -probability of guessing that an item is old. Table 3 presents source identification performance for the male and female study items in the different test voice conditions. Performance was better in the match {d match = .51) than in the mismatch conditions {d mismatch = .23), G 2 (l) = 16.35, p < .001. Source identification was worse in the mismatch condition than in the no test voice condition {d neMraI = .40), G 2 (l) = 7.77, p < .01, and was better in the match condition (d match = .51) than in the no voice condition {d neMra , = .40), G 2 (l) = 3.20, p = .07. Source memory for the unspoken items was equivalent in all of the test voice conditions id lmspoken = .44). The unspoken items were remembered better than were words in the mismatch condition, G 2 (l) = 10.34, p < .01, but were not significantly different from either the words in the match condition, G 2 (l) = 1.25, or the words in the no test voice condition, G 2 (l) < 1.
Taken together, Experiments 1 and 2 demonstrate that source memory is sensitive to test context. Source recognition performance was enhanced when participants heard a test word presented by the same voice as the one that was used at study. However, when the study and test voices did not match, source memory performance was dramatically disrupted. In short, in both experiments, source identification performance obeyed the following ordinal pattern in the different test conditions: d^,^ > d mMml
mismatch'
Importantly, the neutral no test voice condition provides a baseline measure of source memory in the absence of any matching or mismatching contextual cues. This baseline condition is crucial for determining whether the difference between the match and mismatch conditions is a result of facilitative effects of reinstatement in the match condition, detrimental effects of the mismatch condition, or both. Our experiments indicate that the benefit of test cues that match properties in the memory trace is roughly equivalent to the impairment in source memory that results from a mismatch between the test cue and memory. Thus, apparently both facilitative and detrimental processes contribute to the source match-mismatch effect.
Across the match, mismatch, and no test voice conditions, there were no differences in the hit rates to studied words, the falsealarm rates to new words, or the A' old-new recognition scores. These results replicate those of Experiment 1. Both experiments support Murnane and Phelps's (1994) prediction that there is either a small difference or no difference in the hit rates to studied words in the match and familiar mismatch conditions (which they referred to as the AB-A design).
Experiment 3
Experiments 1 and 2 confirmed a source match-mismatch effect when source cues, such as study voices, are presented during the test phase. This effect could not be fully explained by simple test biases toward the test voice. Also, test biases observed for the false-alarm rate to new items could not account for the dramatic influence of matching and mismatching test cues on memory for who initially spoke the word at study. Interestingly, in both experiments, the manipulation of source cues at test did not affect item recognition.
Experiment 3 explored the source match-mismatch effect by addressing three questions. First, is source memory disrupted by the presence of any voice during the test? That is, to what extent does the effect depend on the re-presentation of a "familiar" voice? In Experiments 1 and 2, a mismatching voice at test was a voice that had been heard during the study phase, but it was not the one that initially presented the word (i.e., familiar mismatch). In Experiment 3, we included test items spoken by novel voices (i.e., voices presented only during the test phase). If novel voices produce a mismatch effect, then one could conclude that the effect involves a problem in retrieving source information under conditions of general auditory interference. Alternatively, if novel voices do not affect the retrieval of source memory, then a more specific view of source interference is warranted. That is, familiar but inappropriate cues at retrieval may interact more directly with memory representations associated with source information. By this view, the mismatch effect is due to the activation of competing representations by the familiar but mismatched test voice. Novel test voices would not affect source memory performance because these voices have no preexisting associations with other study words that could be activated and thus would not interfere directly with source recollection.
The second question addressed in this experiment concerns the lack of a source match-mismatch effect on item recognition memory. Will novel voices presented at test affect item recognition? Several studies have examined the role of context-specific effects, as measured by item recall and recognition. For example, it has been shown that novel, unfamiliar test contexts can affect item memory (e.g., Geiselman & Glenny, 1977; Murnane & Phelps, 1993 ,1994 Smith, 1979) . In one study (Murnane & Phelps, 1994) , individuals studied colored words with different locations on a screen and with particular colored backgrounds. In that experiment, context was defined as the combination of word color, word location, and background color. At test, the stimuli could be presented in recombined word colors, locations, and background colors. In addition, some test items were presented using entirely novel colors and locations. The rate at which studied words were judged "old" was no different when these items were tested in either the same study context or in recombined (i.e., familiar) but mismatched contexts. However, word recognition was lower when words were presented in a novel test context. On the basis of these findings, it is expected that in our experiment item recognition would be affected by the presentation of novel voices at test, even though in Experiments 1 and 2 it was not affected by the presentation of mismatched but familiar voices.
The third question addressed the durability of the source matchmismatch effect. Is this effect transient or long lasting? One possible explanation for the source match-mismatch effect is that the presentation of a voice at test is registered in working memory, activating memory representations associated with the voice. Thus, the source match-mismatch effect would be dependent on actually hearing the voice at test. In this experiment, we assessed source memory a second time without any voices presented at test. To the extent that the source match-mismatch effect is due to influences of working memory processes, performance on the second test should be free of the activation of extraneous memories, and thus source memory should change considerably between tests. In particular, one could expect a "release" from interference (i.e., improved performance) in the second test for those items that were previously in a voice-mismatch condition. However, if the source match-mismatch effect produces durable changes in the representation (e.g., overwriting earlier memories), then performance on the second test should show the same test voice effects that were observed on the first test.
To summarize, individuals were presented words by a male or female voice at study. At test, four different voices were used to present test items: (a) the familiar male voice used at study, (b) the familiar female voice used at study, (c) a novel male voice, and (d) a novel female voice. For each test cue, participants determined whether the word was previously presented at study by the male voice or by the female voice, or as a new word. After completing the source test, participants received a second source test containing the same items, but in this test the items were presented without any test voices (i.e., items were presented only visually).
Method
Materials and design. The stimuli consisted of 120 five-letter nouns divided into three sets of 40 words that were matched for frequency (A/ = 80; Francis & Kucera, 1982) . The three sets were counterbalanced across the three stimulus conditions: male voice at study, female voice at study, and new words. The design of the study phase was the same as that used in Experiment 1.
In the source test, 120 words (80 old words with 40 new words) were presented in a random order, with an additional 10 practice words at the beginning of the test. On all test trials, participants saw the visual form of the test word displayed in the center of the screen. There were four test voice conditions: (a) familiar male test voice (voice used at study), (b) familiar female test voice (voice used at study), (c) novel male voice, and (d) novel female voice. The study and test voice conditions were fully crossed so that a quarter of each study set (i.e., 10 words in each set) were tested in each of the four test voice conditions. Participants indicated their response as to the source of the word by selecting one of three keys labeled "Julie," "Eric," or "new."
Following the first source memory test, a second source test was administered. In the second test, we assessed source memory performance for the same 120 words but without any test voices. All of the test items were presented only visually, and participants were asked to determine if the word was presented in the study phase by "Julie" or by "Eric," or as a new word. The words were presented in a randomized order. The 10 practice items at the beginning of the second test were identical to the practice items in the previous test.
Procedure. The study procedure was the same as the one used in Experiment 1. During the first source test, participants were told that the test words would be spoken by one of four voices: the male voice used at study, the female voice used at study, a novel male voice, or a novel female voice. It was emphasized that participants must try to remember the voice ("Julie" or "Eric") that initially presented the word during the study phase or respond "new" if the test word was never heard before. During the second test, participants were told that they would see the same items that they just saw on the previous test. They were directed to try to remember the person who initially presented the word during the study phase or to indicate that the word was not heard at study. Table 5 displays the percentages of responses to study words and new words in the familiar male, familiar female, novel male, and novel female test voice conditions. We first describe the findings from Test 1, in which voices presented the test items. As in the previous experiments, source identification performance on Test 1 was poorest when a familiar but mismatching voice presented the test item. Specifically, averaged across the two familiar voices (male and female), source identification performance was 54% when study and test voices matched and 38% when study and test voices mismatched. For novel test voices, there was only a small effect on source memory. Averaged across the two novel voices, source recognition was 46% when the gender of the study Table 2 shows that the hit rate was slightly lower in the novel voice conditions than in the familiar test voice conditions. Averaged across the two study voice conditions (i.e., the match and familiar mismatch conditions), the hit rate was 76% when familiar voices were presented at test and 71% when novel voices were used at test. Participant-based analyses. As in the previous experiments, we analyzed hit rates to studied items, false-alarm rates to new items, and old-new recognition scores (i.e., A' scores). The hit rates were analyzed with a 2 X 4 repeated measures ANOVA with study voice (male and female) and test voice (familiar male, familiar female, novel male, and novel female) as factors. There was a main effect of test voice, F(3, 105) = 3.25, p < .05, MSE = 0.026, and no other significant effects or interactions. We specifically analyzed performance in the familiar and the novel test voice conditions because of the hypothesized difference in these conditions based on other studies (see Murnane & Phelps, 1993 , 1994 . Planned comparisons confirmed that hit rates were higher in the familiar than in the novel test voice conditions, F(l, 105) = 5.18, p < .05. There was no difference in hit rates in the familiar match and the familiar mismatch conditions, F(l, 105) < 1. A 2 (study voice) X 4 (test voice) ANOVA of the A' scores yielded no significant effects (all Fs < 1.55). However, planned comparisons confirmed that recognition performance was worse in the novel test voice conditions (.82) than in the familiar test voice conditions (.84), F(l, 105) = 6.71, p = .01, MSE = 0.004, though numerically this effect is rather small. There was no difference in the A' scores between performance in the match and the familiar mismatch conditions, F(l, 105) < 1. A one-factor (test voice) ANOVA of the false-alarm rates to the new words in the different test voice conditions was not significant, F(3, 105) = 1.11. The planned comparison between the familiar and the novel test voice conditions was not significant, F(l, 105) < 1.
Results and Discussion
To assess the degree to which source memory was affected by familiar and novel test voices, we analyzed the source memory scores by using a 2 X 4 ANOVA with study source (male words, female words) and test voice (familiar male, familiar female, novel male, and novel female) as factors. This analysis did not show a main effect of study source, F(l, 35) = 2.70, nor did it show a main effect of test voice, F(3, 105) < 1. However, there was a significant Study Source X Test Voice interaction, F(3, 105) = 9.04, p < .001, MSE -0.059. As in the previous experiments and as shown in Figure 5 , source identification was better in conditions when the test voice matched the study voice than in conditions when the study and test voices mismatched, F(l, 105) = 22.75, p < .001. Performance in the novel test voice conditions was intermediate: that is, poorer than performance in the match conditions, F(l, 105) = 7.39, p < .01, yet better than performance in the mismatch conditions, F(l, 105) = 7.78, p < .01. There was, however, a gender match-mismatch effect with the novel voices, such that source memory was better when the gender of the novel voice matched, rather than mismatched, the study voice (e.g., novel male saying male words vs. novel male saying female words), F(l, 105) = 3.85, p = .05.
Model-based analysis of test voice effect. The multinomial model in this experiment was similar to the model used in Experiment 1. The only modifications were the addition of the two novel test voice conditions and the absence of a no test voice condition.
• Performance in the novel male and novel female data sets was similarly represented by two additional sets of 8 parameters. Thus, a total of 32 parameters (8 parameters for each of the four test conditions) defined the full multinomial model for the data in this experiment.
We reduced the parameter space by equating various parameters within each test condition. First, we equated item recognition for the three source conditions (D f = D m = £>"). Each test voice condition included a single parameter for item recognition in the familiar male test voice condition (Dfam m ), the familiar female test voice condition (Dfamj), the novel male test voice condition (Dnovel^, and the novel female test voice condition (Dnovety. We also equated the two source guessing parameters (a = g), which are identified as alg. As a result of these reductions, the number of parameters within each test voice condition was reduced to five parameters (£>, d m , d f alg, and b) .
We further reduced the parameter space by equating parameters between test voice conditions. First, to replicate the conditions in Experiment 1, the item recognition parameters for the familiar male and familiar female test voice conditions were reduced to a single D fam parameter. Similarly, item recognition parameters in the novel male and novel female conditions were reduced to a single D noveI parameter. Also, the b parameters for the four test conditions were equated. Next, we followed the strategy in Experiment 1 and defined the source memory parameters associated with the conditions in which the test voice matched or did not match the study voice: d match refers to the two source identification parameters for which the study and test voice matched, and d mismaKh refers to the two source identification parameters for which the study and familiar test voice did not match. The source memory parameters for the novel male and the novel female conditions were combined and identified as d novft . As in Experiment 1, the a/g-guessing parameter reflects the bias toward the gender of the test voice, that is, the bias of guessing that a man presented the item in the familiar male and the novel male test voice conditions and that a woman presented the item in the familiar female and the novel female test voice conditions.
In sum, the entire data set was reduced to a total of seven Table 3 presents the values of the source memory parameter. We replicated the results of Experiments 1 and 2 and found that source memory was poorer in the familiar mismatch condition than in the match condition (d mlsmatch = .10 vs. ^, cA = .50), G 2 (l) = 13.53, p < .001. In fact, source memory in the familiar mismatch condition was no different from chance performance (i.e., d = 0), G 2 (l) = 2.32. Source memory in the novel voice conditions did not vary as a function of the match or mismatch between the gender used in the study phase and that used in the test phase. That is, the best fitting model included only a single parameter to represent source memory in novel test voice conditions; there was no gender match-mismatch effect. Source memory performance in novel test voice conditions was better than source memory in the familiar mismatch condition, G 2 (l) = 6.01, p < .05, but poorer than source memory in the match condition, G 2 (l) = 5.81, p < .05 WL«* (-50) > <C ve , voice (.30) > d mismatch (.10)] . Although there was a source impairment effect in the novel test voice conditions, this effect was not as large as that observed in the match versus familiar mismatch conditions. The pattern of source memory performance in the match, novel voice, and mismatch conditions indicates that the source interference in the familiar mismatch condition is not a result of some general confusion but is related to the familiarity of the test voice. We further discuss these results in the General Discussion.
Test 1 versus Test 2 performance. but there was no difference between the two tests in the hit rates for the female study words (.74 vs. .73, respectively) . A 2 (test) X 4 (Test 1 voice) ANOVA of the false-alarm rates to the new words yielded a significant effect of test, F(l, 35) = 25.02, p < .01, MSE = 0.040, and no other significant effects. Not surprisingly, the false-alarm rates to the new words were much higher on Test 2 than on Test 1 (.33 vs. .22, respectively). Lastly, a three-factor (Test X Study Source X Test 1 Condition) ANOVA of the A' recognition scores yielded a significant main effect of test, F(l, 35) = 22.06, p < .0001, MSE = 0.018, but no other significant effects (all Fs < 2.82, all ps > .10). The drop in old-new recognition performance on Test 2 (A' = .78) as compared with Test 1 (A' = .83) is expected. Because the new items on Test 2 had been seen earlier on Test 1, they were more similar-familiaritywise-to the old items. The greater similarity between the old and new items on Test 2 reduced recognition performance and increased the false-alarm rate to the new items.
Another three-factor ANOVA was performed on the conditional source scores, with test, study source, and Test 1 condition as factors. This analysis yielded a significant interaction between the Test 1 condition and study source, F(3, 105) = 12.79, p < .0001. No other main effects or interactions were significant (all Fs < 2.08, all ps > .10). On both tests, source memory was better in the study-test match conditions than in the familiar mismatch conditions, F(l, 105) = 24.37, p < .0001. There was also a significant novel gender match-mismatch effect, suggesting that source memory was influenced in the direction of the gender of the novel test voice, F(l, 105) = 13.48, p < .01.
To address our question about the impact of a second test on the match-mismatch effect, we performed analyses comparing source memory on Test 1 and Test 2. Source memory was no different on the two tests for words that had been in the match condition (. than it was on Test 1 for words presented by either the familiar test voices (.55), G 2 (l) = 39.01, p < .0001, or the novel test voices (.49), G 2 (l) = 14.17, p < .01. Similarly, there was a much larger bias to call new items "old" on Test 2 (b = .54) than on Test 1 (b = .45), G 2 (l) = 25.89, p < .001. In contrast to old-new recognition, source memory performance on Test 2 (dt2 = .40) was four times better for words that had been in the mismatch condition on Test 1 (d = .10), G 2 (l) = 15.34, p < .001. The words that had been in the study-test match condition in Test 1 had slightly lower, but not significantly, source identification scores on Test 2 (d^,^ = .50 vs. dtl = .40), G 2 (l) = 1.50. Source memory performance for words presented by the novel voices on Test 1 were slightly better, but not significantly, on Test 2 (d novet = .30 on Test 1 and d = .40 on Test 2, G 2 [l] = 2.83). Lastly, there was no difference between Tests 1 and 2 in the bias to attribute items to a particular source (alg is .54 on Test 1 and .57 on Test 2, G 2 [l] = 1.91).
In summary, there were three key findings from Experiment 3. First, on Test 1, novel test voices did not influence source memory performance as much as did familiar (matched or mismatched) test voices. Second, both hit rates and old-new discrimination on Test 1 were worse in novel test voice conditions than in familiar test voice conditions. Third, contrasting effects of item and source memory were observed across Test 1 and Test 2. Item memory declined from Test 1 to Test 2, whereas source memory generally improved between the two tests. The "rebound" effect of source memory was primarily due to the dramatic improvement in performance for items assessed in Test 1 under familiar mismatched conditions but tested without voices in Test 2.
Experiment 4
An important finding from Experiment 3 was that source memory was particularly affected when familiar test voices were presented as compared with novel test voices. Moreover, the source memory impairment in the mismatch condition was a transient phenomenon that disappeared on a second test that did not involve interfering voices. In Experiment 4, we attempted to replicate the basic findings of Experiment 3. We also added a control test condition in which word cues were presented without test voices on Test 1. The no test voice condition allowed us to compare the effects of novel test voices with reference to a neutral condition in which no test voice was presented. If the novel test voices have minimal effect on source memory, as they did in Experiment 3, then there should be little difference in source identification performance between the novel and no test voice conditions.
Method
Participants. Seventy-five paid volunteers were recruited from the student population of the University of California, Berkeley.
Materials. The design and stimuli used in the study phase were identical to those used in Experiment 3. Specifically, 80 words were presented in a random order, half by a male voice and half by a female voice. Two source tests were administered. The only difference between the design of the test used in this experiment and the one used in Experiment 3 is the addition of a no test voice condition in Test 1. A total of 120 words (80 old words randomly mixed with 40 new words) were presented on each of the source tests, with an additional 10 practice words at the beginning of each test. On the first test, one fifth of the test words were spoken by the familiar male voice, one fifth were spoken by the familiar female voice, one fifth were spoken by a novel male voice, one fifth were spoken by a novel female voice, and one fifth were presented with no test voice. These five test voice conditions were distributed evenly within each source condition (male study voice, female study voice, and new words). Across participants, the words and voices used in each study and test condition were counterbalanced.
The second source test was composed of the same 120 target words used in the first source test. These words were presented in a different random order than was used in the first test. Ten practice items at the beginning of the second test were identical to the practice items used in the first test. Words were presented only visually, and thus participants did not hear any voices during the second test.
Procedure. Other than the changes described above, the study and test procedures were the same as those used in Experiment 3. Note. Numbers in boldface refer to the correct response. Table 7 displays the percentages of responses to study words and new words in the five test conditions: familiar male voice, familiar female voice, novel male voice, novel female test voice, and no test voice conditions. Participant-based analyses. As in Experiment 3, we first analyze performance on Test 1 and then describe findings concerning differences in performance between Test 1 and Test 2. We subjected the hit rates from Test 1 to a 2 (study source) X 5 (test voice) ANOVA. There was a main effect of test voice, F(4, 296) = 2.43, p < .05, MSE = 0.026, and no other significant effects. As in Experiment 3 and as shown in Table 2 , hit rates were higher in the familiar (averaged across the match and familiar mismatch conditions) than in the novel test voice conditions, F(l, 296) = 9.36, p < .01. Hit rates were no different in the match and the familiar mismatch conditions, F(l, 296) < 1. A one-factor (test voice) ANOVA of the false-alarm rates was not significant, F(4, 296) = 1.36. Planned comparisons revealed that the false-alarm rates were no different in the familiar and novel test voice conditions (F < 1). Lastly, we analyzed the A' recognition scores with a 2 (study source) X 5 (test voice) ANOVA. There was a main effect of test voice, F(4, 296) = 3.50, MSE = 0.014, p < .01, and no other significant effects (all Fs < 1.45). As in Experiment 3, old-new discrimination was poorer in the novel test voice conditions than in the familiar test voice conditions, F(l, 296) = 6.80, p < .01.
Results and Discussion
A 2 X 5 ANOVA of the source scores, with factors of study source and test voice, yielded a significant interaction, F(4, 296) = 23.18, p < .0001, but no other significant effects (all Fs < 1). As seen in Figure 7 , we replicated our basic match-mismatch effect: Source memory performance in conditions when the test voice matched the study voice was better than performance in familiar mismatch conditions, F(l, 296) = 76.20, p < .0001. Performance in the no test voice conditions was worse than performance in the match conditions, F(l, 296) = 23.89, p < .0001, but better than performance in die familiar mismatch conditions, F(l, 292) = 14.76, p < .001. Thus, source memory performance in these test conditions replicated the previous experiments: match voice > no test voice > familiar mismatch voice.
For novel test voices, there was a gender match-mismatch effect. That is, source memory was biased toward the gender of the novel test voice such that match gender cues produced better source memory scores than did mismatch gender cues, F(l, 296) = 11.12, p < .001. To some extent, this bias was evident when novel voice conditions were compared with the no test voice condition. That is, performance in gender match conditions was better than performance in the no test voice condition, F(l, 292) = 3.80, p < .05. However, performance in the gender mismatch conditions was no different from performance in the no test voice condition, F(l, 292) = 1.92.
Model-based analyses of test voice effect. The multinomial model in this experiment was very similar to the model used in Experiment 3, except for the addition of the no test voice condition. A total of 40 parameters (8 parameters for each of the five test conditions) defined the full multinomial model for the data set, which has a total of 30 degrees of freedom. We reduced the number of parameters by following the procedure used in the previous experiments. Like the model in Experiment 3, we used separate item recognition parameters, D fam and D noveI , to represent item memory for familiar and novel test voice conditions. We added a £>",,",",/ parameter to reflect item recognition in the no test voice condition. The b parameters for the five test conditions were equated. As in the previous experiments, the d match parameter referred to the two source identification parameters for which the study and test voice matched, and the d mismatch referred to the two source identification parameters for which the study and test voice did not match. The d novel parameter referred to source memory in the novel male and female test voice conditions, and d neMral referred to source memory in the no test voice condition. We used the a/g voices parameter as a measure of the guessing bias in the familiar and novel test voice conditions; the o/g neM , r<J / parameter was a measure of this bias in the no test voice condition. The entire parameter space was reduced to only 9 free parameters: D fam , "noveV "match-"mismatch-"novel-^neutral' ^Svotces-^Sneutraf an^ b.
The model fit the data, G 2 (21) = 22.66, p > .35. As in Experiment 3, adding additional free parameters did not significantly improve the fit of the model. The 10-parameter model that includes separate a/g-guessing parameters for the familiar and novel test voice conditions has a fit of G 2 (20) = 21.70. On the basis of our multinomial modeling analysis, old-new recognition was worse in the novel than in the familiar test voice conditions (.49 vs. .53, respectively), G 2 (l) = 6.71, p < .01. Also, item recognition was the same in the no test voice and familiar test voice conditions (D = .53 in both conditions). These findings were identical to the ANOVAs and to the findings observed in our previous experiments. Table 3 presents the values of the d source memory parameter in the match, familiar mismatch, novel, and no test voice conditions. Source memory was better in the match (d match = .54) than in the familiar mismatch conditions (d mismatch = .15), G 2 (l) = 22.08, p < .0001. The source memory parameter for the no test voice condition {d neMral = .25) was significantly lower than the parameter associated with the match conditions, G 2 (l) = 16.28, p < .0001. Although it was numerically greater than the parameter associated with the familiar mismatch conditions, the difference between source memory in the no test voice and familiar mismatch conditions was not significant, G 2 (l) = 2.19, p = .14. The source memory parameter for the novel test voice conditions (d novel = .32) was lower than the parameter associated with the match condition, G 2 (l) = 10.48, p < .01, and greater than the parameter associated with the familiar mismatch conditions, G 2 (l) = 8.89, p < .01. The source memory parameters for the novel voice conditions and the no test voice conditions were comparable, G 2 (l) = 1.70, p = .19. In short, the source memory findings in this experiment replicate those of the previous experiments and obey the following general pattern: match > neutral = novel > mismatch.
Test 1 versus Test 2 performance. As in Experiment 3, we first examined item memory on Tests 1 and 2 and then examined source identification on the two tests. Table 8 displays the percentage responses to studied and new items on Test 2. We analyzed hit rates on Tests 1 and 2 by using a 2 X 2 X 5 ANOVA, with factors of test, study source, and Test 1 condition. There was a main effect of test, F(l, 74) = 5.10, p < .05, MSE = 0.047, indicating that hit rates were lower on Test 2 than on Test 1, and a marginally significant effect of study source, F(l, 74) = 3.52, p = .06, MSE = 0.023, indicating that the male study words (.71) had slightly lower hit rates than did the female study words (.73). There was a significant interaction between test and Test 1 condition, F(4, 296) = 4.82, p < .01, MSE = 0.017, and there were no other significant effects (Fs < 1). As in Experiment 3, the hit rates were lower on Test 2 (.70) than on Test 1 (.75) for words in the familiar test voice conditions, F(l, 296) = 20.81, p < .001, and for words in the no test voice condition (.68 vs. .73, respectively), F(l, 296) = 10.23, p < .01. However, there was no difference across the two tests in the hit rates to words that had been in the novel test voice conditions (.71 on Test 1 and .72 on Test 2), F(l, 296) < 1. We also analyzed the false-alarm rates to new words with a 2 (test) X 5 (Test 1 voice) ANOVA. There was a main effect of test, F(l, 74) = 67.24, p < .001, MSE = 0.053, indicating that Note. Numbers in boldface refer to the correct response.
false-alarm rates were higher on Test 2 (.36) than on Test 1 (.22), and there were no other significant effects (Fs < 1.34). Lastly, we analyzed the A' recognition scores from both tests with a 2 (test) X 2 (study source) X 5 (Test 1 voice) ANOVA. There was a significant effect of test, F(l, 74) = 67.52,p< .0001. As in Experiment 3, recognition performance was worse on Test 2 (A' = .74) than on Test 1 (A' = .84). There was a marginally significant effect of test voice, F(4,296) = 2.00, p < . 10. This was produced by the lower overall recognition rates in the novel female test voice condition than the other test voice conditions. There were no other significant effects in this analysis (all Fs < 1.82).
The same three-factor ANOVA was performed on the conditional source scores. This analysis yielded two significant effects: a Test 1 Condition X Study Source interaction, F(4,292) = 26.16, p < .001, MSE = 0.058, which was modified by the three-way interaction of test, Test 1 condition, and study source, F(4, 296) = 5.31, p < .001, MSE = 0.046. There were no other significant effects. There was no change in source memory on Tests 1 and 2 for words in the no test voice condition (.60 vs. .63, respectively), F(l, 296) = 1.20, and for words in the novel test voice condition (.61 vs. .58, respectively), F(l, 296) = 2.20. In contrast, the words in the match condition had lower source scores on Test 2 (.65) than on Test 1 (.74), F(l, 296) = 11.92, p < .001. The words in the familiar mismatch condition had higher source scores on Test 2 (.57) than on Test 1 (.49), F(l, 296) = 9.07, p < .01. In sum, the results from Tests 1 and 2 replicate those from Experiment 3: Old-new recognition is worse on Test 2 than it is on Test 1. Source memory for words that had been in the familiar mismatch condition in Test 1 improved dramatically on Test 2. Source memory for words in the match condition was slightly worse on Test 2 than on Test 1. Source memory was better on Test 2 than on Test 1 for words that had been in either the no test voice or the novel test voice conditions. It is important to note that, in retrospect, there may be a drawback to our including the identical items on Test 2 and Test 1. That is, the old-new recognition data from Test 2 should be interpreted with some caution because the same new items occurred on both tests. Although the hit rates for words spoken by the familiar voices on Test 1 were significantly lower on Test 2, the stunning drop in overall old-new discrimination on Test 2 (as indexed by the A' scores and the D parameter) could be due primarily to a bias to respond "old" to the new items.
General Discussion
In four experiments, cue dependency effects were assessed by cuing memory at test with a word spoken by the same voice that originally presented the word at study or by a different voice. In some cases, we also included control conditions in which either study words or test cues were presented visually without any voices. Strong and reliable cue dependency effects were observed on measures of source recollection. Indeed, people were five times more likely to remember who spoke an item when the test voice matched the study voice (d = .50) than when it did not match the study voice (d = .10; Experiment 3). Source recollection was at chance levels on some occasions when a mismatched voice presented a test word. These rather dramatic effects of cue dependency suggest that source recollection can be severely influenced by the type of cuing at retrieval. In comparison with a control condition in which test words are presented without any voice (no test voice condition), it is apparent that the source matchmismatch effect is due to both facilitative and detrimental effects. That is, source recollection performance followed the general pattern: voice match condition > no test voice condition > voice mismatch condition.
Can this pattern be explained by response biases? As these analyses were based on source recollection parameters obtained from multinomial models {d parameters), they provide evidence against the argument that the source match-mismatch effect is due to mere response bias. That is, guessing parameters {a and g parameters) were estimated, in part, from false-alarm rates to determine the degree to which participants were biased to respond with the source that corresponds to the test voice. These guessing biases were factored out of the measure of source recollection. However, in Experiments 1, 3, and 4, it is possible that response bias could account for the source match-mismatch effect if we chose the incorrect model to analyze the data in these experiments. Because of the limited degrees of freedom in these experiments, it was necessary to make a simplifying assumption about the multinomial model. As we described in Experiment 1, we chose a model that assumed that the bias to respond with a particular source in the test voice conditions was equivalent for old test items and new test items incorrectly considered old. Specifically, in these experiments we used models that assumed that the a voice parameter was equal to the g voice parameter, so we referred to them as the aJg voice parameter. For this question about the role of response bias, Experiment 2 is especially important because it has a data set with enough degrees of freedom so that it was not necessary to make any simplifying assumptions about the multinomial model. The model results from Experiment 2 replicate the other experiments and unambiguously show that source memory is best in the match condition, worst in the mismatch condition, and in between these two values in the no test voice control condition. Overall, these findings indicate that the source match-mismatch effect is caused by factors that directly influence the recollection of source information rather than it being caused by changes in response bias.
Further evidence to suggest that the source match-mismatch effect directly influences source recollection can be found in conditions in which either a novel (i.e., never heard before) male test voice or a novel female test voice presented the items. Specifically, novel test voices had little effect on source recollection. Thus, the cue dependency effect on source recollection depended on the presentation of familiar voices. Adding the novel test voice condition (Experiments 3 and 4) produced the following general pattern of performance: voice match condition > novel voice condition = no test voice condition > voice mismatch condition.
Another critical finding is the transient nature of the source match-mismatch effect. On a second source test, in which all words were tested without any test voices, source recollection dramatically improved for words that had been in the mismatch condition on the first source test (Experiments 3 and 4). This increase in source recollection occurred despite the fact that oldnew item recognition declined between the first and the second test. This finding suggests that the accessibility of source information is extremely sensitive to the presence of relevant sensory cues (i.e., matching or mismatching test voices) at test. As a result, a release of the impairment effect was readily apparent when participants were given the opportunity to retrieve source information in the absence of inappropriate source cues.
The finding of reliable cue dependency effects for source recollection resolves previously observed conflicting findings. Across all four experiments, we observed dramatic effects of cue dependency on source recollection. Our findings are consistent with the source match-mismatch effects obtained by Palmeri et al. (1993) and by Senkfor and Van Petten (1998) . Our findings are not consistent with those of Craik and Kirsner (1974) , who used a similar continuous recognition procedure as that used by Palmeri et al. Palmeri et al. suggested that the lack of a source matchmismatch effect in the study by Craik and Kirsner may have been due to a lack of statistical power. When compared with the Palmeri et al. study, the Craik and Kirsner study involved shorter lags, fewer trials, and fewer participants.
In our experiments, cue dependency effects for old-new item recognition were quite different from those observed for source recollection. Indeed, the effects were essentially just the opposite! Old-new item recognition performance, as measured by hit rates and A' scores, was not affected by familiar test voices that matched or mismatched study voices. Across these conditions, old-new recognition performance was essentially the same, despite the fact that in these same conditions significant cue dependency effects were observed for source recollection. For item recognition, performance in the familiar match and mismatch conditions was the same as that observed in control conditions (i.e., no test voice conditions). However, both hit rates and item discrimination (i.e., A' scores) were sensitive to one manipulation-namely, when either of the two novel voices presented the test items (Experiments 3 and 4). Thus, the context effects on item recognition occurred for novel test voice conditions, despite the fact that in these conditions no cue dependency effects were observed for source recollection. These findings strengthen the differential effects that can be observed between item and source memory (see also Johnson, Kounios, & Reeder, 1994; Jurica & Shimamura, 1999; Senkfor & Van Petten, 1998) .
Overall, the pattern of a significant context effect on item recognition in the novel test voice condition (i.e., novel vs. match conditions) and the absence of this effect in the familiar test voice conditions (i.e., familiar mismatch vs. match conditions) corresponds with Murnane and Phelps's (1994) predictions and findings about hit rates. However, in contrast to Murnane and Phelps, we found that the false-alarm rates to the new items were the same in all of the conditions, whereas they predicted and found that new items were more likely to be called "old" in familiar rather than novel test contexts. The reason for this discrepancy between our study and theirs is likely due to one (or both) of the following procedural differences: First, our source test may orient participants to examine their memory in a different manner than does the old-new recognition test used in Murnane and Phelps's study, such as by searching for and assessing source information rather than assessing the overall familiarity of the test item. These two tests have produced different outcomes in other situations, such as the eyewitness testimony paradigm (e.g., Lindsay & Johnson, 1989; Zaragoza & Lane, 1994) . Second, Murnane and Phelps manipulated environmental context (e.g., foreground and background color) that was incidental to the task at study and at test. By contrast, the voices that can be viewed as the context in our paradigm are the focus of both the encoding task and the memory test (i.e., who spoke this item earlier?). Thus, the centrality of the context or the degree to which item and context information are bound together may contribute to the cue dependency of recognition discrimination. Along these lines, Murnane, Phelps, and Malmberg (1999) have proposed an ICE theory, which details the influence of item, context, and "ensemble" information, that is, combined item and context information, on the cue dependency of recognition memory. Assuming that our voice and item information corresponds to ensemble information, our results appear to confirm this theory as it predicts that recognition discrimination will be cue dependent when matching ensemble information occurs at study and test. Of course, further research will need to examine how the type of test or the centrality of the context modulate item recognition.
What processes mediate the kinds of cue dependency effects observed here for source memory? The failure to observe source recollection deficits in the novel test voice conditions suggests that the mere presentation of mismatching voices does not affect retrieval of source memory. That is, the source match-mismatch effect does not reflect a general problem of trying to remember source information under conditions of auditory interference. The fact that cue dependency was specific to familiar voices (i.e., the match and familiar mismatch conditions) indicates that it is the association between test cues and source memory that mediates the effect. We suggest that familiar test cues activate memories of this familiar voice speaking other items. In the familiar mismatch condition, the activation of inappropriate associations interferes with the correct identification of the source of the test item. By contrast, reinstating the study context at test in the match condition is beneficial to source identification because the converging activation from the item and voice cues corresponds with the correct identification of the test item. In short, the same activation mechanism enhances or disrupts source recollection depending on the appropriateness of the test cue. Because novel test voices have no preexisting associations, there is no interference. Put another way, if you hear an unfamiliar person (i.e., novel test voice condition) say the phrase "here's looking at you, kid," you should be just as likely to remember the movie and context in which this phrase was spoken as compared with reading this phrase all by itself (i.e., no test voice condition). Because the unfamiliar person's voice is novel, there are no preexisting memories of this voice that could be activated and that would interfere with your ability to remember the context in which this phrase occurred. However, you may have a harder time remembering details about this phrase if you hear Bill Clinton say it (i.e., familiar mismatching condition). Hearing Bill Clinton's voice activates other memories of Bill Clinton and things that he has said. These memories interfere with your ability to remember that Humphrey Bogart spoke this phrase.
This source activation account can help to explain the transient nature of the cue dependency effect. That is, we observed a release from cue dependency effects when no test voices were presented on the second test (Experiments 3 and 4). When familiar voices were presented during Test 1, they activated either appropriate or inappropriate memories associated with studied items. This activation either makes source information more or less accessible depending on the validity of the test cue. When performance was tested again without test voices, and thus without the concurrent activation of other memories, then the source match-mismatch effect disappears.
This kind of inaccessibility of source memory is reminiscent of the detrimental effect of dividing attention during retrieval of source information (e.g., Dodson, Holland, et al., 1998; Jacoby, 1991) . That is, in both the voices-context paradigm and the distractor-task paradigm, remembering source information is hindered by interfering activity: by the activation of other source memories in the familiar mismatch condition and by the monitoring of another task in the divided-attention paradigm. Interestingly, the presence or absence of a distractor task, like the effects of matching versus familiar mismatching test voices, only affects source memory and does not affect item recognition. These findings suggest that strategic retrieval processes are disrupted in the familiar mismatching condition, which would account for the impaired source memory and the lack of an effect on item recognition.
These results can be related to neuropsychological findings associated with source recollection. Patients with frontal lobe dysfunction exhibit impairment in source memory, despite good performance on tests of item memory (Glisky, Polster, & Routhieaux, 1995; Janowsky, Shimamura, & Squire, 1989; Shimamura, Janowsky, & Squire, 1990) . Moreover, functional neuroimaging findings suggest that activation in the prefrontal cortex is related to the retrieval of episodic information (Nolde, Johnson, & D'Esposito, 1998; Tulving et al., 1994; Wheeler, Stuss, & Tulving, 1997) . The findings presented here suggest that source recollection is highly sensitive to inadvertent or inappropriate retrieval cues. Shimamura (1995 Shimamura ( ,1996 suggested that a prominent role of the frontal lobes is the control and monitoring of many aspects of information processing. For example, patients with frontal lobe lesions exhibit severe memory retrieval problems when it is necessary to inhibit extraneous or irrelevant information (Baldo & Shimamura, 1998; Shimamura, Jurica, Mangels, Gershberg, & Knight, 1995) . Thus, source memory, per se, does not appear to be housed or specifically represented in the frontal lobes. Instead, source recollection depends critically on the control and monitoring of various aspects of information processing, including memory retrieval. This interpretation is consistent with other findings suggesting the role of the prefrontal cortex in selective attention and working memory (Baddeley, 1986; Cohen, Perlstein, Braver, & Nystrom, 1997; D'Esposito, Detre, Alsop, & Shin, 1995) .
In sum, dramatic cue dependency effects were observed on tests of source recollection. The presence of appropriate or inappropriate retrieval cues at test significantly affected the likelihood of successful source recollection. This source match-mismatch effect occurred for familiar test cues but not for novel ones. By contrast, item recognition was not affected by variations in familiar cues, but it was significantly affected by the addition of novel cues (e.g., unfamiliar test voices). We interpret these findings in terms of a confusion in the access of sensory memories (i.e., memory for voices) due to the familiar test cues' activation of preexisting associations. As such, these effects point to the critical role of selective attention and strategic control in the retrieval of source information.
