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The fractionalization of microscopic degrees of freedom is a remarkable manifestation of strong
interactions in quantum many-body systems. Analytical studies of this phenomenon are primarily
based on two distinct frameworks: Field theories of partons and emergent gauge fields, or coupled
arrays of one-dimensional quantum wires. We unify these approaches for two-dimensional spin
systems. Via exact manipulations, we demonstrate how parton gauge theories arise in microscopic
wire arrays and explicitly relate spin operators to emergent quasiparticles and gauge-field monopoles.
This correspondence allows us to compute physical correlation functions within both formulations
and leads to a straightforward algorithm for constructing parent Hamiltonians for a wide range of
exotic phases. We exemplify this technique for several chiral and non-chiral quantum spin liquids.
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I. Introduction
Determining the ground state of interacting spin sys-
tems is a quintessential problem in quantum condensed
matter physics. Generic lattice Hamiltonians that are
solely restricted by symmetries and locality typically
yield ground states that spontaneously break one or more
microscopic symmetries. Moreover, these phases exhibit
only short-range entanglement and are therefore consid-
ered conventional. The tendency towards triviality can
be avoided when additional ingredients, such as geomet-
ric frustration, prevent the formation of classical order
and instead promote so-called quantum spin liquid (QSL)
ground states.1–5 These phases of matter are not charac-
terized by any local order parameter. Instead, their prin-
cipal feature is the existence of low-energy excitations
that carry fractional quantum numbers and/or exhibit
fractional statistics. In the cases of gapped QSLs, this
definition can be sharpened into the notion of topologi-
cal order,6 which manifests itself in a universal non-local
contribution to the ground state entanglement7–9 and a
ground state degeneracy on non-trivial manifolds.
Various solvable models have unambiguously demon-
strated the possibility of QSL ground states10–14. How-
ever, the exact solution relies on rather fine-tuned in-
teractions. In more generic models, strong evidence of
QSL ground states has been found numerically using
exact diagonalization,15,16 quantum Monte Carlo,17–19
variational Monte Carlo,20–25 and density matrix renor-
malization group.26–33 Finally, several recent experi-
ments provide tantalizing evidence for QSLs. No-
table examples include κ − ET2,34–38 Pd (dmit)2,38–41
Herbertsmithite,42–44 and α− RuCl3.45,46
A major theoretical challenge towards studying QSL
candidate Hamiltonians is the intrinsic non-locality of
their fractional excitations. Well-known examples of such
quasiparticles are spinons, neutral spin-1/2 excitation
that may be bosons or fermions. In conventional mag-
nets, two such spinons can only appear together and form
spin-1 magnons. By contrast, individual spinons become
liberated in QSLs. Both the non-locality of spinons and
their ability to appear in isolation can be encoded via
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2an emergent gauge field under which they are charged.
Individual spinons are not gauge invariant and thus not
directly accessible to any (local) probe. Still, they may
constitute bona fide quasiparticles when the gauge field
is in a deconfined phase.
The primary workhorse for analytically describing such
phases is known as parton construction (see, e.g., Refs. 47
and 48). There, parton creation operators ψ†~r,σ are intro-
duced on the lattice scale and used to express the spin
operators, e.g., S+~r = ψ
†
~r,↑ψ~r,↓. In a constrained Hilbert
space with exactly one parton per site, these operators
can be used to faithfully represent any microscopic spin
Hamiltonian. Temporarily ignoring this constraint, and
allowing an arbitrary number of partons per site, per-
mits new mean-field Ansa¨tze that are highly non-trivial
in terms of microscopic spins. Refining the mean-field
theory to include fluctuations reveals the expected gauge
structure. A key feature of this approach is its versatility
in capturing various gapped and gapless QSLs as well as
conventional phases. Its main drawback is an intrinsic
difficulty to relate a given QSL phase to a specific spin
model. The most tangible connection between parton
constructions and microscopic Hamiltonians is through
projected wave functions.49 However, such analyses are
biased by the choice of mean-field and are computation-
ally expensive.
Over the past years, an alternative technique that
shines precisely at this Achilles’ heel of parton ap-
proaches has gained in popularity. In ‘coupled-wire con-
structions’, microscopic parent Hamiltonians for strongly
correlated phases are constructed explicitly. Addi-
tionally, creation operators of fractional quasiparti-
cles are expressible in terms of microscopic degrees
of freedom. This approach was pioneered by Kane,
Mukhopadhyay, and Lubensky for fractional quantum
Hall states.50 Recently, it has been extended to capture
many other topological or strongly correlated phases,
including: (i) a wider range of fractional quantum
Hall51–58 and quantum spin Hall59 states, (ii) Chern
insulators60–62 and superconductors,63–68 (iii) exotic sur-
face states of symmetry protected topological phases,69,70
(iv) correlated states in twisted bilayer graphene,71
(v) three-dimensional topological orders,72–77 (vi) Weyl
semimetals78,79 and (vii) several QSLs.80–87 Further-
more, coupled-wire methods have been used to construct
anyon models,88,89 classify symmetry protected topologi-
cal phases,90,91 and derive field-theoretic dualities in 2+1
dimensions.92,93 For an introduction and overview of this
approach, see also Ref. 94.
A natural starting point for applying this technique to
QSLs is given by a spin system where all couplings in
the yˆ direction, say, have been switched off. The result-
ing model may be profitably viewed as an array of one-
dimensional spin-chains (aka wires) along the xˆ direction.
Each spin-chain is then taken to form a gapless one-
dimensional QSL. The corresponding long-wavelength
degrees of freedom form a coarse-grained basis for reintro-
ducing inter-wire couplings. When these interactions are
FIG. 1. Microscopic inter-wire processes and the fermionic-
parton counterparts onto which they map: (a) spin exchange
between neighboring wires translates to fermion hopping by
two dual wires, (b) the indicated combination of dimer-dimer
and Ising interactions translates to fermion umklapp scatter-
ing on the corresponding dual wire.
strongly relevant in the renormalization group sense, they
may drive the system into a bona fide two-dimensional
phase. Unfortunately, no general principle for the con-
struction of parent Hamiltonians within this framework
is known. Instead, it has to be done on a laborious case-
by-case basis. Consequently, only a limited number of
QSLs have been accessed in this manner.80–87
We present a framework that unifies the two ap-
proaches based on the well-known particle-vortex dual-
ity of bosons in (2+1) dimensions.95–97 Its recent im-
plementation in the coupled-wire formalism93 allows us
to transcribe field-theoretic insights into explicit mod-
els and thereby achieve the desired connection between
parton and coupled-wire methods. We find remarkably
simple relationships between microscopic degrees of free-
dom, such as the Ne´el vector, ~Ny(x), or the valence-bond
operator, y(x), and parton operators in a suitable gauge.
For example, we show that∑
y˜
f†y˜,σ,χσfy˜−2,σ,χσ + H.c. =
∑
y
N+y+1N
−
y + H.c. , (1)∑
y˜
f†y˜,σ,Rfy˜,σ,L + H.c. =
∑
y
[
y+1y −Nzy+1Nzy
]
, (2)
where f†y˜,σ,χ creates a fermionic parton with chirality χ =
R/L and spin σ =↑ / ↓ on the ‘dual’ wire y˜ = y + 1/2.
In the first equation, χσ = R(L) for σ =↑ (↓) and χσ =
L(R) is the opposite chirality.
3Crucially, any coupled-wire model that separately con-
serves the two parton species maps onto a local spin
model. Parent spin Hamiltonians for a wide range of
non-trivial phases can thus be generated by constructing
weakly correlated two-dimensional band insulators or su-
perconductors of partons. An example of such a model
is shown in Fig. 2, which illustrates the spin Hamilto-
nian for a Z2 QSL obtained from a superconductor of
fermionic partons. Moreover, coupled-wire models for
various strongly correlated states of bosons and fermions
are also known in the literature.51,52,54–63,65–70. Each of
these corresponds to a local spin model as well. These
models realize QSLs that are not describable by a parton
mean-field ansatz but require a further fractionalization
of the partons.
FIG. 2. The parent Hamiltonian of a Z2 spin liquid can be
obtained by translating the coupled-wire model that realizes
a BCS superconductor of fermionic partons. The gray and
white diamonds represent the indicated interaction between
spins at their corners. These terms are reminiscent of those re-
alizing Kitaev’s toric code.10 However, the present model con-
serves Sz and realizes a phase with dynamical matter fields.
See Sec. V B 5 for the derivation and a detailed discussion.
In addition to constructing parent Hamiltonians for
specific gapped phases, we use the exact transformation
between spins and partons to derive the gauge theory
for the latter. We explicitly relate monopoles in the
emergent gauge field to spin operators and determine
the action of microscopic symmetries. These properties
demonstrate the desired unification of partons and cou-
pled wires. They, moreover, indicate that the same ap-
proach may be extended to gapless states in the future.
The rest of this paper is organized as follows: In
Sec. II, we briefly summarize some key elements of par-
ton constructions. In Sec. III, we review some well-known
properties of spin-1/2 chains and their description using
bosonization. We then describe how a two-dimensional
easy-plane antiferromagnet (AFM), valence bond solid
(VBS), and Ising-AFM are realized upon introducing
inter-wire couplings and discuss their topological defects.
In Sec. IV and Sec. V, we introduce bosonic and fermionic
partons, respectively, as combinations of the aforemen-
tioned defects. We derive the gauge theory that results
when the spin-model is rewritten in terms of these non-
local degrees of freedom and tabulate their symmetries.
We then analyze several phases in both their spin and
parton representations, with particular attention to the
fate of the emergent gauge field in the latter. We con-
clude with a summary of our results and an outlook on
possible extensions in Sec. VI. Finally, the appendices
discuss non-universal terms that are required for micro-
scopically exact mappings but do not affect long-distance
properties. They also reproduce several known proper-
ties of the pertinent gauge theories within concrete wire-
based calculations.
II. Parton construction
In this section, we briefly review partons in the con-
text of interacting spin systems. Two widely-used par-
ton constructions are based on the Schwinger-boson or
Abrikosov-fermion representations of spin-1/2, i.e.,
S+ = ψ†↑ψ↓ , S
z =
1
2
(
ψ†↑ψ↑ − ψ†↓ψ↓
)
. (3)
Here ψσ are either bosonic or fermionic annihilation op-
erators subject to the constraint of a single parton per
site, nˆ ≡∑σ ψ†σψσ = 1. The expression of spins through
partons has built-in redundancy, i.e., physical spin oper-
ators are invariant under phase rotations ψσ → ψσeiφ.
A. Mean-field theory
The representation Eq. (3) allows expressing generic
Hamiltonians with Sz-conserving two-spin interactions as
H =
∑
r,r′
J⊥r,r′ψ
†
↑,rψ↑,r′ψ
†
↓,r′ψ↓,r + H.c.
+
∑
r,r′
Jzr,r′
∑
σ
ψ†σ,rψσ,r′ψ
†
σ,r′ψσ,r . (4)
The absence of quadratic terms implies that nˆr on each
site is conserved, i.e., individual partons are immo-
bile. Still, parton-hopping may emerge at low energies,
which can be captured by mean-field Ansa¨tze such as〈
ψ†σ,rψσ′,r′
〉
= χr,r′δσ,σ′ . The corresponding mean-field
Hamiltonian is
HMF =
∑
r,r′,σ
(
χr,r′ψ
†
σ,r′ψσ,r + H.c.
)
+ µ
∑
r
nˆr , (5)
where J⊥r,r′ and J
z
r,r′ were absorbed into the definition
of χr,r′ . We also included a chemical potential that
enforces, on average, the now-violated single-occupancy
constraint. The mean-field Hamiltonian also breaks the
local redundancy: under ψσ,r → ψσ,reiφr the mean-field
parameter acquires a phase
χr,r′ → χr,r′ exp [−i (φr − φr′)] . (6)
Both flaws can be remedied by allowing for local fluctu-
ations in χr,r′ and µ on top of the mean-field values.
B. Compact gauge fluctuations
The replacement χr,r′ → χr,r′ exp [−iar,r′ ] can restore
the redundancy if ar,r′ acquires a shift under phase ro-
4tations. Specifically, it must transform like the spatial
components of a gauge field, i.e., ar,r′ → ar,r′+φr−φr′ .
Allowing fluctuations of ar,r′ and encoding fluctuations
of the chemical potential via a temporal component,
µ→ µ+ ia0,r, results in the (Euclidean) action
Sparton =
ˆ
τ
∑
r,σ
ψ†σ,r (∂τ − ia0,r − µ)ψσ,r (7)
+
ˆ
τ
∑
r,r′,σ
(
χr,r′ψ
†
σ,r′e
−iar,r′ψσ,r + H.c.
)
.
A crucial aspect of this theory is its periodicity in ar,r′ ,
which permits ‘monopole’ events where the flux ∆ × a
changes by 2pi. The gauge field is thus compact.98 Equiva-
lently, any induced Maxwell term generated by integrat-
ing out ψ inherits the periodicity of the minimal cou-
pling and is of the form cos (∆× a). By contrast, a
bare Maxwell term ∝ (∆ × a)2, which arises, e.g., in
the particle-vortex duality,95–97 would exclude isolated
monopoles; for a recent review including modern develop-
ments, see Ref. 99. The same conclusion may be reached
after taking the continuum limit by analyzing the micro-
scopic operator that corresponds to the emergent gauge
flux. In the present case, it is given by the scalar spin
chirality100
~Sr1 ·
(
~Sr2 × ~Sr3
)
−→
cont. limit
∇× a , (8)
which is not conserved in most microscopic spin models.
Consequently, monopole events exist in the correspond-
ing gauge theory. By contrast, in particle-vortex duality,
the gauge flux is identified with the microscopically con-
served boson density. Monopoles are thus absent in that
case, i.e., the gauge field is non-compact.
To study compact gauge theories, it is often convenient
to separate the gauge field into a monopole-free part,
~a0, and a singular part, ~aM, that contains monopoles of
strength 2piqi at space-time points ~ri = (τi, ri), i.e.,
~∇ · (~∇× ~aM) = 2pi
∑
i
qiδ(~r − ~ri) . (9)
This separation is useful, e.g., for assessing the relevance
of monopoles in the presence of matter fields ψ. The
monopole-monopole correlation function is
CM~r1−~r2 =
´ D [ψ, a0µ] e−S[ψ,a0µ+aMµ ]´ D [ψ, a0µ] e−S[ψ,a0µ]
=
〈
eS[ψ,a
0
µ]−S[ψ,a0µ+aMµ ]
〉
0
. (10)
Here, the singular gauge field ~aM must satisfy Eq. (9)
with two opposite monopoles, q1 = −q2 = 1, but is oth-
erwise arbitrary.
While conceptually straightforward, the evaluation of
CM based on this formula is a formidable task, only
achievable in specific limits. Extensive studies of com-
pact gauge theories in 2 + 1 dimensions have found that
their infrared behavior falls into one of three categories:
TABLE I. Symmetry action on bosonized degrees of freedom,
with asterisks denoting anti-unitary symmetries (i→ −i).
Symmetry Φ Θ
U(α) U(1) spin rot. Φ + α Θ
Πy pi rot. around Sy −Φ + pi −Θ
Tx : x→ x+ 1 x-translation Φ + pi Θ + pi2
Ty : y → y + 1 y-translation Φ + pi Θ + pi2Ix : x→ −x x-inversion (site) Φ −Θ + pi2Iy : y → −y + 1 y˜-inversion Φ + pi Θ + pi2T ∗ : τ → −τ Time-reversal (TR) Φ− pi −Θ
T ′∗ ≡ Ty · T AFM-TR Φ −Θ− pi2
1. Confining : When all matter fields trivially gapped,
the low-energy theory is a pure gauge theory.
There, monopoles always proliferate and result in
confinement.98
2. Gapped : Confinement is avoided when the gauge
field becomes massive due to the formation of a con-
densate (Higgs mass) or a topologically non-trivial
insulator (Chern-Simons mass).
3. Gapless: The presence of gapless matter, e.g., in
the form of a large number of Dirac-fermion species
or a Fermi surface, can render monopoles irrele-
vant. Such systems behave like non-compact gauge
theories.101–103
III. Coupled-wire approach
Consider a two-dimensional array of antiferromagnetic
spin-1/2 chains (aka wires) with conserved Sz. The long-
wavelength properties of each chain, labeled by an integer
y and extending along xˆ, can be efficiently described us-
ing Abelian bosonization.104,105 This framework is, more-
over, convenient for including inter-wire couplings and
studying their effect. We thus introduce a pair of conju-
gate variables Θy(x),Φy(x) and describe the spin-chain
array by a Euclidean path integral Z = ´ DΦDΘe−S .
The action S contains both intra-wire terms and cou-
plings between different chains; both will be specified
below. In our convention, smooth and staggered com-
ponents of the microscopic spins, ~Sr = ~Jr + (−1)x+y ~Nr,
are encoded as
Jzr =
1
pi
∂xΘy , N
z
r ∼ sin (2Θy) ,
J+r ∼ eiΦy sin (2Θy) , N+r ∼ eiΦy .
(11)
The transformation of Θ and Φ under microscopic sym-
metries can be readily deduced from these expressions;
we summarize the ones pertinent to this work in Tab. I.
5FIG. 3. (a) The fundamental quasiparticle excitations of a
one-dimensional VBS and an Ising-AFM are domain walls
between the two degenerate ground states. In both cases, the
bosonic variable Θ(x) changes by pi/2, from one minimum
to the next, over a distance set by the correlation length d∗.
Consequently, such defects carry spin-1/2 and cost a finite
energy ∝ 1/d∗. When the correlation length is comparable to
the lattice spacing, the domain wall can be depicted in terms
of microscopic spins as shown in (b) for a VBS, and (c) for
an Ising-AFM. The spin-1/2 associated with this excitation
becomes readily apparent in this limit.
A. Decoupled spin-1/2 chains
We describe the long-wavelength properties of each
spin chain by Lchain = LLL + L4pi, where
LLL = i
pi
∂xΘy∂τΦy +
vK
2pi
(∂xΦy)
2 +
v
2piK
(∂xΘy)
2 , (12)
L4pi = g4pi cos (4Θy) . (13)
The Luttinger-liquid Lagrangian LLL is perturbed by the
non-linear L4pi, which introduces 4pi phase slips into S+.
Its scaling dimension at the Gaussian fixed point, ∆4pi =
4K, determines the nature of the phase. For K > 1/2
phase slips are irrelevant, and the ground state is gapless,
with power-law correlations in Sx,y,z and the VBS order
parameter
r = (−1)x S+r S−r+xˆ + H.c. ∼ (−1)y cos (2Θy) . (14)
An array of spin-chains in this phase is easily destabilized
by various types of inter-wire couplings and will thus be
our starting point for accessing two-dimensional phases.
It is, however, useful to briefly review the opposite case
of relevant L4pi. We begin by introducing a dimension-
less coupling constant, whose bare value at the micro-
scopic length d0 is g˜4pi ≡ 16piKd20g4pi/v. For K < 1/2 it
grows under renormalization and reaches order unity at
a length d∗. For small |g˜4pi| and K, the scaling dimension
of the cosine implies d∗ ' d0|g˜4pi|1/(4K−2). Beyond this
scale, each field Θy become trapped around a minimum
of the cosine. To describe the low-energy fluctuations we,
therefore, expand the cosine to quadratic order and write
L4pi = g˜4piv
16piKd20
cos (4Θy)→ v
2piKd2∗
(
Θy −Θ(ny)y,0
)2
.
(15)
Here Θ
(ny)
y,0 denote the minima of the cosines, labeled by
the integers ny. To identify the ground state, it is suf-
ficient to replace Θy → Θ(ny)y,0 in all observables. For
negative g˜4pi, the minima are at Θ
(ny)
y,0 = piny/2, and
there is VBS order r ∝ (−1)ny+y. For positive g˜4pi we
instead have Θ
(ny)
y,0 = piny/2 + pi/4 reflecting Ising-Ne´el
order, i.e., Nz ∝ (−1)ny . We denote the two possible
ground states, ny even and ny odd, by VBS1(Ising1) and
VBS2(Ising2), respectively. In both cases, they are re-
lated by x-translations (cf. Tab. I) and one is selected
spontaneously when that symmetry is broken. The uni-
versal properties of these gapped phases are insensitive to
the value of d∗, which may be viewed as a new parameter
that replaces g˜4pi.
Consider now a domain wall where the state of the y0th
wire is characterized by ny0 for x < x0 and by ny0 + 1
for x > x0. Near the domain wall, Θy changes smoothly
by pi/2 over a distance ∼ d∗ to avoid incurring a large
elastic energy cost (see Fig. 3). The precise form of this
interpolation is not essential for our purposes; a sample
function is δΘDW (x0) = tan
−1 [e(x−x0)/d∗]. The total
spin associated with introducing an N -fold domain wall,
Θy0(x)→ Θy0(x) +NδΘDW(x0), is
Sztot ≡
1
pi
ˆ
x
∑
y
∂xΘy =
N
pi
ˆ
x
∂xδΘDW =
N
2
. (16)
Crucially, this value is universal and only depends on the
asymptotic behavior of Θ. Moreover, the associated en-
ergy cost takes a finite non-universal value proportional
to d−1∗ (see App. A for details). By contrast, a ‘half do-
main wall’, i.e., N = 1/2, which formally carries spin 1/4,
costs a finite energy density for all x > x0. Consequently,
the total energy diverges linearly with the system size,
i.e., such configurations are confined.
B. Coupled spin-chain arrays
To describe two-dimensional phases, we initially ne-
glect 4pi phase slips in the action of the decoupled array
Sdecoupled =
ˆ
x,τ
∑
y
Lchain . (17)
Instead, we perturb Sdecoupled by inter-wire couplings
that drive the system to a new fixed-point and analyze
the effect of 4pi phase slips there. The leading coupling
terms between neighboring wires that are compatible
with the symmetries in Tab. I are
Lt =gt cos (Φy+1 − Φy) , (18a)
Lu =gu cos (2Θy+1 + 2Θy) . (18b)
6FIG. 4. The lowest-order coupling terms between neighbor-
ing spin-chains drive the two-dimensional array either into an
easy-plane AFM or into a gapless ‘sliding Ising/VBS’ state.
Phase slips are irrelevant in the former, but strongly relevant
in the latter, where they lead to a fully gapped VBS phase.
A third cosine, cos (2Θy+1 − 2Θy), has the same scal-
ing dimension at the decoupled fixed point as the one in
Lu. However, it can be obtained by combining the latter
with 4pi phase slips and thus need not be treated indepen-
dently. The cosines in Eq. (18) compete to drive the wire
array into different symmetry-broken states. Their topo-
logical defects are crucial for relating spins to the bosonic
or fermionic partons. We, therefore, briefly discuss how
their key properties arise within the coupled-wire frame-
work.
1. Easy-plane antiferromagnet (AFM)
Consider K  1 such that Lt of Eq. (18a) is strongly
relevant while Lu of Eq. (18b) flows to zero. As in
Sec. III A, we introduce a dimensionless coupling con-
stant with bare value g˜t ≡ pid20gt/vK < 0. The flow of g˜t
to strong coupling permits us to replace
Lt = vKg˜t
pid20
cos (Φy+1 − Φy)→ vK
2pid2∗
[∆Φ]
2
y˜ , (19)
where ∆y˜,y′ ≡ (δy+1,y′ − δy,y′) is the discrete y-
derivative, naturally centered on a dual wire y˜ = y+1/2.
The scaling dimension of the cosine at the decoupled fixed
point implies d∗ ' d0 |g˜t|1/(K
−1−4)
for small g˜t, but that
is not essential for our purposes.
On a finite array of Nw wires, only Nw − 1 of the
differences ∆Φ are linearly independent, and the sys-
tem remains gapless. The missing linear combination
N−1w
∑
y Φy cannot be pinned due to the global U(1)
spin-rotation symmetry (cf. Tab. I). This property re-
flects the presence of a Goldstone mode due to sponta-
neous U(1) symmetry breaking. The effective action
LSF = LLL + vK
2pid2∗
[∆Φ]
2
y˜ , (20)
can be brought to a more familiar form by performing
the Gaussian integral over Θy. Additionally taking the
FIG. 5. Two vortex configurations, shown in terms of the Ne´el
vector ~N , may have significant differences in trial energies but
are topologically equivalent. For formal manipulations the
precise choice is unimportant, and the more anisotropic limit
ξ → 0 turns out to be the most convenient in the present case.
continuum limit, d−1∗ ∆→ ∂y, results in
SSF = K
2piv
ˆ
τ,x,y
[
(∂τΦ)
2 + v2 (∇Φ)2
]
. (21)
It is straightforward to verify that 4pi phase slips are ir-
relevant at this new fixed point and that it exhibits Ne´el
order, 〈N+r 〉 6= 0.
For the topological defects, the periodicity of Lt is
paramount. The number of domain walls in a given co-
sine is Ny˜ ≡ 12pi
´
x
[∆∂xΦ]y˜ ∼ 12pi
fl
Γ
dl · ∇Φ, where Γ
encloses the plaquette containing y˜. Consequently, Ny˜
is precisely the number of magnetic vortices contained
within this plaquette, or equivalently on the dual wire. A
sample configuration that contains an isolated vortex is
δΦvortex,ξy (x) = arg [(x− x0) /ξ + i (y − y˜0)]. According
to Eq. (20), its energy exhibits the familiar logarithmic
divergence with system size (see App. A). For the formal
manipulations below, it is convenient to use the ξ → 0
limit of the above expression, i.e.,
δΦvortexy (x) = pisgn (y˜0 − y)H (x− x0) , (22)
with H(x) the Heaviside step function. In this con-
figuration, all phase-winding is concentrated along one-
dimensional lines rather than uniformly spread as in the
isotropic one. A vortex in the form of Eq. (22) is created
by the operator
V †y˜0(x0) ≡ exp
[
i
∑
y
sgn (y − y˜0) Θy (x0)
]
, (23)
which satisfies V †ΦV = Φ + δΦvortex. The same form of
this vortex operator was used in Ref. 93 to implement
dualities between bosons and Dirac fermions on coupled-
wire arrays. Vortex configurations in both limits are il-
lustrated in Fig. 5.
72. Intra-wire valence bond solid (VBS)
For K  1/4, it is Lu of Eq. (18b) that is strongly
relevant while Lt of Eq. (18a) flows to zero. We focus
on positive gu and express it in terms of a dimensionless
coupling constant. To describe low-energies, we replace
Lu = vg˜u
4piKd20
cos (2Θy˜+1 + 2Θy˜)
→ v
2piKd2∗
(
[SΘ]y˜ − pi2
)2
, (24)
where Sy˜,y′ ≡ (δy+1,y′ + δy,y′) is naturally centered on
a dual wire. This Lagrangian is identical to Eq. (19)
upon replacing Θy ↔ (−1)y (Φy + piy/2) and K ↔ K−1,
which does not affect the kinetic inter-wire terms. Conse-
quently, the analysis of the easy-plane AFM carries over.
The ground state exhibits Ising-Ne´el and/or VBS or-
ders according to
〈Nz〉 ∝ sin (2Θ0) , 〈〉 ∝ cos (2Θ0) , (25)
with a spontaneously chosen Θ0. Around a topological
defect, Θ0 winds smoothly by pi. Such defects are illus-
trated in Fig. (6) and will be referred to as dislocations.
Around them, the state of the system changes from Ising1
first to VBS1, then to Ising2, next to VBS2, and finally
returns to the Ising1 configuration. The creation opera-
tor in the extreme vertically-deformed limit is
b†y˜0(x0) ≡ exp
[
i
2
∑
y
sgn (y − y˜0) (−1)y Φy (x0)
]
, (26)
which satisfies b†Θb = Θ − (−1)y δΘvortex with δΘvortex
as in Eq. (22).
At this fixed point (referred to as sliding Ising/VBS
in Fig. 4), the previously neglected 4pi phase-slip term,
Eq. (13), is strongly relevant. Its flow to strong cou-
pling eliminates the zero-energy mode Θy(x)→ Θy(x) +
(−1)yα and results in a gapped phase. As in the case
of decoupled chains, a VBS is realized for negative g4pi,
while positive g4pi leads to an Ising-AFM. In both phases,
the energy cost of creating an isolated dislocation di-
verges linearly with the system size (see App. A). Tightly
bound dislocation—anti-dislocation pairs are thus the
fundamental low-energy excitations. When the two are
located on neighboring plaquettes, they form precisely
the staggered component of the microscopic spin opera-
tors
b†y−1/2by+1/2 =
{
N+y y even ,
N−y y odd .
(27)
Notice the similarity to the parton decomposition S+ =
ψ†↑ψ↓ in Eq. (3). To make this connection manifest, we
introduce the redundant label σ =↑, ↓ for odd and even
y˜, respectively. We then define b†y˜,σ = e
iϕy˜,σ and the
associated dislocation density ρy˜,σ =
1
pi∂xθy˜,σ with
ϕy˜,σ =
1
2
∑
y sgn (y − y˜) (−1)y Φy , (28a)
θy˜,σ =σ (Θy+1 + Θy) . (28b)
The total number of bσ–bosons (dislocations centered on
even or odd dual wires) is
Qσ ≡
ˆ
x
∑
y˜
ρy˜,σ =
1
pi
ˆ
x
∑
y˜
∂xθy˜,σ = σS
z
total , (29)
with Sztotal as defined in Eq. (16). Crucially, when S
z
total
is microscopically conserved, then the number of each of
these boson species is separately conserved.
To conclude the discussion of this phase, we want to
point out a close connection between dislocations and
magnetic vortices. Consider a vortex in bσ only, but not
in bσ¯. To construct its creation operator, one need only
replace Θ→ θσ in Eq. (23). Explicitly, we introduce
ϕ˜σ,y˜ ≡
{
−∑y˜′ even sgn (y˜ − y˜′) θσ,y˜′ σ =↓ (y˜ odd) ,
−∑y˜′ odd sgn (y˜ − y˜′) θσ,y˜′ σ =↑ (y˜ even) .
(30)
Using Eqs. (23) and (28b) we find that V2y˜ = e
iϕ˜↑,2y˜ and
V2y˜+1 = e
iϕ˜↓,2y˜+1 . Dislocations are thus dual to magnetic
vortices in this precise sense.
IV. Bosonic partons from coupled wires
To access a wider range of phases, including QSLs, we
now develop a dual description of the coupled-wire model
in terms of the topological defects described above. Such
a reformulation of spin-1/2 models in terms of magnetic
vortices has already been used in Ref. 106 to access, e.g.,
a putative ‘deconfined’ quantum critical point between
Ne´el and VBS orders. To connect coupled-wire and par-
ton techniques, we instead focus on dislocations and ar-
gue that they form a bosonic-parton representation of the
microscopic spins.
As discussed at the end of the previous section, bσ
possess several of the relevant bosonic-parton proper-
ties. Moreover, while the combination b†↑b↓ is local in
terms of microscopic operators, and carries spin 1, in-
dividual bσ are non-local and do not have well-defined
spin. This property closely relates to the local gauge
redundancy of conventional parton decompositions dis-
cussed in Sec. II B. Even though bσ are non-local, the
inter-wire couplings introduced in Eq. (18) remain local
under the mapping. Translating them via Eq. (28), we
find an intra-species nearest neighbor tunneling term and
an umklapp term
Lt = gt cos (ϕy˜+2,σ − ϕy˜,σ) ∼ b†y˜+2,σby˜,σ + H.c. , (31a)
Lu = gu cos (2θy˜,σ) ∼ b†y˜,σby˜,σU(x) , (31b)
where U(x) = U(x + 1) is a weak periodic potential.
By contrast, the intra-wire interactions of the micro-
scopic spin-chains are non-local in bosonic-parton vari-
ables. They have a natural interpretation in terms of an
emergent gauge field, as we will now explain.
8FIG. 6. Four fundamental domain boundaries between VBS1, Ising1, VBS2, and Ising2 regions terminate in a dislocation that
carries spin-1/2. This topological property holds irrespective of the detailed configuration. It becomes apparent in the strongly
anisotropic limits, where either the Ising or the VBS phases extend only along a one-dimensional line. There, the properties of
the dislocation can be inferred from the one-dimensional domain walls illustrated in Fig. 3. In our formulation, bosonic partons
in a specific gauge are introduced as the extreme vertically-deformed dislocations; they carry spin-1/2 and live on dual wires.
A. Gauge theory
To derive the action governing the bosonic partons, we
invert the mapping in Eq. (28) and insert them into the
microscopic wire-array model in Eq. (17). It is conve-
nient to include, on top of Lchain, the symmetry-allowed
quadratic inter-wire couplings
Linter = uB
2pi
[S∂xΘ]
2
y˜ +
uV
8pi
[∆∂xΦ]
2
y˜ . (32)
In the limit of weakly coupled wires, these arise as the
leading renormalizations of the kinetic energy due to
Eq. (18), but in generic cases, uB and uV should be
viewed as independent parameters.
While Lt, Lu, and Linter [Eqs. (18) and (32)] are
local in terms of partons, the intra-wire interactions
Lchain are highly non-local. This non-locality can be en-
coded exactly through an emergent gauge field ~a, just
as in the case of the boson-vortex duality (see App. B
for details).93 We express the resulting gauge theory as
Sb =
´
x,τ
∑
y˜ [Lb + LMaxwell + Lint]. The first two con-
tributions contain parton and gauge-field kinetic terms
as well as the coupling between the two, i.e.,
Lb = i
pi
∂xθy˜,σ(∂τϕy˜,σ − a0,y˜) + vB
2pi
(∂xϕy˜,σ − a1,y˜)2
+
uB
2pi
(∂xθy˜,σ)
2
, (33)
LMaxwell = κv˜
4pi
[∆a1]
2
y +
κ
4piv˜
[∆a0]
2
y . (34)
The parameters vB , uB , v˜, and κ are non-universal. For
their expression in terms of microscopic spin-chains pa-
rameters, see App. B. There, we also specify the last
term, Lint, which contains exponentially decaying inter-
wire density-density and current-current interactions.
The gauge-field Lagrangian LMaxwell describes an
anisotropic Maxwell term in the a2 = 0 gauge but miss-
ing the ∝ (∂τa1,y˜ − ∂xa0,y˜)2 contribution. Such a term
will be generated upon integrating out matter fields at
high energies. We demonstrate this in Sec. IV B 1 for the
case of trivially-gapped partons. Finally, it is instructive
to express the bosonized model in terms of bσ as
L′b =b†y˜,σ (∂τ − ia0 − µ) by˜,σ +
vB
2ρ0
|(∂x − iax)by˜,σ|2 , (35)
where ρ0 = pi is the boson density. This Lagrangian has
the expected structure for bosonic partons [cf. Eq. (7)].
Monopoles
The 4pi phase slips in Eq. (13) are also non-local in
bosonic parton variables. To interpret them, we intro-
duce the operator
M̂r ≡ exp [2i (−1)y Θy] = exp
[
i
∑
y˜
sgn(y − y˜)θy˜
]
= exp [−iϕ˜σ,y˜ − iϕ˜σ¯,y˜−1] . (36)
For both bosonic partons, M̂r0b†σM̂†r0 → b†σeiα(r−r0),
where α(r) winds counter-clockwise by 2pi around the
origin. M̂r can thus be viewed as the insertion of a
2pi monopole in the emergent gauge field at position r.
Since it is odd under lattice translations (cf. Tab. I), 4pi
monopoles created by M̂2r are the minimal ones allowed
by symmetries.
It is useful to disentangle the monopoles from the mat-
ter fields. We, therefore, write M† = eiφM and replace
9Eq. (13) by
L4pi =g4pi
2
[M2r +M2†r ]
− i
pi
∂xλy(φM,y − ϕ˜σ,y˜ − ϕ˜σ¯,y˜−1) , (37)
where λ is a Lagrange multiplier, and φM is now an in-
dependent variable in the functional integral. A simple
shift a0,y˜ → a0,y˜ −
∑
y′ sgn (y
′ − y˜)λy decouples the La-
grange multiplier from the matter fields and moves it into
the gauge-field action. Integrating it out then yields our
final form of the monopole Lagrangian
LM = gM
2
[
M2~r +M2†~r
]
− κ
4piv˜
[
∆a0 − iv˜
κ
∂xφM
]2
y
,
(38)
with parameters κ, v˜ as in Eq. (34) and where we have
relabeled g4pi → gM. For gM = 0, the Gaussian integral
over φM is a complete square and does not affect any
gauge-field or matter correlation function.
Symmetries
To complete the description of the parton-gauge the-
ory, we now specify how the microscopic symmetries of
Tab. I are implemented. The straightforward applica-
tion of the mapping between spins and partons leads to
the symmetry properties summarized in Tab. II. Addi-
tionally, we introduce an external probing field ~A that
minimally couples to the conserved Sz of the microscopic
spins. In its presence, the theory for the decoupled spin-
chain is augmented to Lchain → Lchain + LA with
LA = − i
pi
∂xΘyA0,y − vK
pi
∂xΦyA1,y +
vK
2pi
A21,y . (39)
Re-deriving the bosonic parton action with these terms
(see App. B) amounts, at lowest order in ∆, to replacing
aµ,y˜ → aµ,y˜ − 14 (−1)y˜ [SAµ]y˜ in Eqs. (33) and (35).
Alternative perspective
An alternative route to the parton gauge theory be-
gins with rewriting the wire array in terms of magnetic
vortices [see Eq. (23)]. On a lattice, these vortices ex-
perience an average flux of pi per plaquette.107,108 Their
band structure thus exhibits two valleys, which amounts
to two vortex flavors at low energies. To see how this is
reflected in the wire framework, consider the inter-wire
couplings of Eq. (18). The XY spin exchange Lt trans-
lates into 2pi phase slips for the vortex Vy˜ while
Lu = guV †y˜+2Vy˜ + H.c. (40)
TABLE II. The action of microscopic symmetries on bosonic
partons and their interpretation in the parton gauge theory.
Anti-unitary symmetries (i→ −i) are indicated by asterisks.
Microscopic
b†↑b↓ ρσ M
Parton
symmetry interpretation
U (α) eiαb†↑b↓ ρσ M Global Q↑ −Q↓
gauge transform.
Πy −b†↓b↑ −ρσ M† Particle-hole (PH)
Tx : x→ x+ 1 −b†↑b↓ ρσ −M x-translation
Ty : y˜ → y˜ + 1 −b†↑b↓ −ρσ¯ −M† PH + spin-flip
Ix : x→ −x b†↑b↓ −ρσ −M† x-inversion
Iy : y˜ → −y˜ −b†↑b↓ ρσ −M† y˜-inversion
T ∗ : τ → −τ −b†↓b↑ −ρσ M PH∗
T ′∗ : τ → −τ b†↓b↑ ρσ¯ −M† TR
The wire-array model LLL +Lu +Lt can thus be equiva-
lently expressed in terms of two separately conserved vor-
tex flavors that reside on even or odd dual wires. More-
over, all vortices are coupled to the same non-compact
gauge field ~avortex whose flux represents the conserved
Sz. (The derivation of this gauge theory within the wire
framework is identical to the one performed above for
bosonic partons.) Performing separate dualities for the
two vortex flavors results in two species of bosonic par-
tons (cf. the final paragraph of Sec. III B 2) coupled to
a single gauge field ~a that is, likewise, non-compact. Its
flux corresponds to the difference between the numbers
of Veven and Vodd vortices. This difference ceases to be
conserved in the presence of the 4pi phase slips. Indeed,
L4pi = g4piV2y˜V2y˜V †2y˜+1V †2y˜+1 + H.c. (41)
allows vortex pairs to switch their flavor. Such processes
change the flux of the gauge field ~a by 4pi and, thereby,
render it compact.
B. Phases of bosonic partons / spins
To demonstrate the generality of the formalism devel-
oped above, we now apply it to several concrete examples.
In the spirit of most parton constructions, we primarily
consider phases that are trivial at the mean-field level,
i.e., in the absence of gauge fluctuations. These include
Mott insulators, superfluids, and integer quantum Hall
states. Coupled-wire models that realize such phases are
either known in the literature or can be constructed rela-
tively easily.51,55,69,90 The mapping in Eq. (28) then im-
mediately provides a corresponding coupled-wire model
in terms of the microscopic spin variables. We carefully
examine both representations of each phase—in terms of
partons and of spins—and demonstrate their equivalence.
We analyze the parton models as follows: First, we de-
termine the ground state and excitations of Lb+δL at the
mean-field level, i.e., by treating ~a as static. Second, we
reintroduce the gauge-field dynamics and determine how
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they are affected by the matter fields. If the gauge field
remains massless, we analyze the effect of monopoles.
Third, we examine the quasiparticle content of the gauge
theory. Finally, we perform a conventional analysis of
the equivalent coupled-wire model in terms of the micro-
scopic spin variables, L = LLL+δL [Φ,Θ], and verify that
its properties match the ones obtained from the parton
gauge theory.
1. Mott insulator / Intra-wire VBS
Mean field—A trivial Mott insulator of partons forms
when the umklapp term of Eq. (31b) gaps the bosons on
each wire separately. This interaction does not contain
ϕy˜,σ, which can, therefore, be integrated out trivially.
The parton Mott insulator is thus described by
LMott = 1
2pivB
(∂τθy˜,σ)
2
+
uB
2pi
(∂xθy˜,σ)
2
+ gu cos (2θy˜,σ)
+
i
pi
θy˜,σ (∂xa0,y˜ − ∂τa1,y˜) . (42)
At sufficiently long length scales, each field θy˜,σ becomes
trapped around the minima of the cosine, as in Sec. III A.
Integrating out the massive fluctuations around these
minima yields Lind ∝ (∂τa1,y˜ − ∂xa0,y˜)2, which modi-
fies the dielectric constant of the (static) gauge field ~a.
The periodicity of the cosine implies that θy˜,σ winds by
pi at a fundamental domain wall. Such a configuration
describes an isolated parton, created by the operator b†σ.
At the mean-field level, these spin-1/2 excitations are the
elementary quasiparticles.
Gauge fluctuations—We now reinstate the dynamics of
the gauge field and supplement its bare action, Eq. (34),
by Lind. The effective Lagrangian is thus
LMW = κ
4piv˜
{
[∆a0]
2
y + v˜
2 [∆a1]
2
y + d
2
∗ (∂xa0,y˜ − ∂τa1,y˜)2
}
,
(43)
where the non-universal length scale d∗ encodes the flow
of gu to strong coupling. Recall that in our formulation, ~a
is a non-compact gauge field, and monopoles are included
through LM [cf. Eq. (38)]. In their absence, bosonic par-
tons would interact logarithmically via the gauge field.
(The interaction potential is readily obtained from 〈a0a0〉
at ω = 0.)
However, it is well-known that compact U(1) gauge
theories may be unstable to monopole proliferation, i.e.,
confinement. The relevance of monopoles can be as-
sessed from their correlation function. For an iso-
lated monopole—anti-monopole pair at locations Ri =
(xi, d∗yi) and equal time, it is given by
CMR1−R2 ≡
〈
M†y1(x1)My2(x2)
〉
=
´ D [a, φM] eiφM,y1 (x1)−iφM,y2 (x2)e−Sgauge−SM´ D [a, φM] e−Sgauge−SM . (44)
For gM = 0, the theory is Gaussian and performing the
integral over φM yields
CMR = exp
{
κd∗
4pi2v˜
ˆ
k,ω
cos (k ·R)− 1
k2x
[
1− κd
2
∗
2piv˜
〈|ε2|2〉]} .
(45)
Here ε2 = ∆a0/d∗ is the y-component of the emergent
electric field, 〈. . .〉 denotes the Gaussian average over ~a,
according to LMW, and k = (kx, ky). The momentum ky
is expressed in units of d−1∗ , i.e., the Fourier transform
is defined as fy (x, τ) =
√
d∗
(2pi)3/2
´
k,ω
eik·R+iωτ F˜ (k, ω). In-
serting the ε2 correlation function and evaluating the in-
tegral for large |R|, we find CMR ∼ exp
[
κd∗
2|R|
]
.
Since CMR approaches a non-zero constant at long dis-
tances, monopoles are strongly relevant. Beyond a length
scale l∗, we thus expand the cosine in LM to quadratic
order. Integrating out φM then results in a modified
theory for ~a given by
Lconfining = LMW + κ
4piv˜
[∆a0]y
1
l2∗∂2x − 1
[∆a0]y , (46)
with LMW as in Eq. (43). The corresponding analytically
continued gauge-field propagator has poles at real fre-
quencies ω = ±v˜
√
k2x + k
2
y + l
−2∗ , i.e., there are no gap-
less gauge-field modes for finite l∗.
Alternatively, CMR can be obtained from LMW alone
via Eq. (10), i.e., by externally imposing the desired sin-
gularities on ~a. For specificity, consider ~aM such that
(∂τa
M
1 − ∂xaM0 ) = ∆aM1 = 0 and
∆aM0 = 2pi [δy,0H (x)− δy,y0H (x− x0)] δ (τ) . (47)
This configuration is depicted in Fig. 7. It describes two
flux tubes emanating from x =∞ and extending, at fixed
y = 0 and y = y0, to x = 0 and x = x0, respectively.
Inserting this expression into Eq. (10), with the gauge-
field action of Eq. (43), we reproduce CMR in Eq. (45).
Quasiparticles—In the presence of a confining gauge
field, individual partons seize to be finite-energy quasi-
particles. It would be tempting—but incorrect—to com-
pute their interaction potential directly from the effective
gauge theory in Eq. (46). To obtain Lconfining, we ex-
panded gM cos (2φM) around a specific minimum. This
restriction to a single topological sector is innocent in
the special case of partons on the same dual wire. There,
only the trivial sector contributes, and we can indeed use
Lconfining to find
V (x)− V (0) ∼ v˜
κd∗
ˆ
k
1− cos (kxx)
k2x
(
1 + l2∗k2y
) ∼ v˜
βd∗l∗
|x| . (48)
In the generic case, a careful sum over different sectors,
as performed in App. A, is required. The result is linear
confinement in all directions: It is impossible to isolate
any excitation charged under the emergent gauge field
without incurring a diverging energy cost. Consequently,
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FIG. 7. A singular gauge-field configuration with monopoles
of opposite signs can be realized via two flux tubes that extend
from infinity at fixed τ and y. Each x–τ plane represents
a dual wire at coordinate y˜ = y + 1/2, and monopoles are
located at y, i.e., between wires.
finite-energy excitations can only be created as combina-
tions of the gauge-neutral quasiparticles b†σbσ, carrying
spin 0, and b†σbσ¯ carrying spin 1.
Spin model—There are two complementary routes to
identifying the microscopic phase: through symmetry
considerations and by direct translation to a microscopic
model. For the former, recall how monopoles transform
under the microscopic symmetries (see Tab. II). The non-
zero expectation value acquired by M implies that x-
translation symmetry is reduced to translations by two
sites. Furthermore, for gM < 0, the site-centered x-
inversion is also broken, while bond-centered inversion is
preserved. Other symmetries, in particular time-reversal
and U(1) spin-rotation, remain intact. These properties
identify the microscopic phase as an intra-wire VBS. We
arrive at the same conclusion by using the transformation
from parton to spin variables. The gauge theory maps
onto LLL +Lu, which we already analyzed in Sec. III B 2.
Its gapped ground state exhibits VBS order, 〈εr〉 6= 0,
with integer-spin excitations, exactly as we found in the
gauge theory above.
2. Superfluid / Easy-plane AFM
Mean field—Consider now a superfluid phase where
both partons condense. Recall that the parton number
is separately conserved for both species. The correspond-
ing U(1) symmetries are spontaneously broken when the
tunneling term of Eq. (31a) flows to strong coupling. We
proceed as before and expand
Lt = vB g˜t
4pid20
cos (ϕy˜+2,σ − ϕy˜,σ)→ vB
8pid2∗
[∆2ϕσ]
2
y˜ , (49)
where (∆2)y,y′ = δy+2,y′ − δy,y′ . The field θy˜,σ does not
enter Lt and can thus be integrated out trivially. Addi-
tionally taking the long-wavelength limit, d−1∗ ∆2 → 2∂y,
we arrive at the action SSFb =
´
τ,x,y
∑
σ LSF,σ, with
LSF,σ = vB
2pi
[
1
c2
(∂τϕσ − a0)2 + (∇ϕσ − a)2
]
. (50)
This low-energy theory describes two fields that disperse
linearly with velocity c =
√
uBvB—Goldstone modes as-
sociated with the two condensed parton species. Inte-
grating out ϕσ results in the familiar Meissner response
LMeissner = vB
2pi
a¯µ
[
δµν − p
µpν
~p · ~p
]
a¯ν , (51)
where ~p = (ωc , kx, ky) and ~¯a = (
a0
c , a1, a2). Finally, the
periodicity of the original cosine in Eq. (49) permits 2pi
vortices in either condensate, which are logarithmically
confined as in Sec. III B 1.
Gauge fluctuations—We reinstate the gauge-field dy-
namics, governed by LMW + LM of Eqs. (34) and (38).
The induced Meissner term renders the gauge field mas-
sive and, thereby, monopoles strongly irrelevant. We ver-
ify this explicitly by integrating out ~a to obtain the ef-
fective monopole Lagrangian. In the limit of small fre-
quencies and momenta, we find
LM,eff = v˜
4piκ
[
1 +
κc2d2∗
2vB v˜
(
ω2
c2
+ k2y
)]
k2x |φM|2 . (52)
The corresponding monopole-monopole correlation func-
tion decays faster than exponentially, i.e.,
CMR ∝
{
e−x
2/ξ21 y = 0 ,
e−L/ξ2 y 6= 0 , (53)
where L is the wire length, and ξ1,2 are non-universal
length scales.
Quasiparticles—To determine the fate of the partons,
we focus on one species and integrate out the other. Re-
call that the gauge field ~a lives on all dual wires, while
each parton species resides on wires with a specific par-
ity. We, therefore, integrate out b↓ and the gauge field on
even wires to obtain the effective gauge theory for b↑ on
odd wires. The long-wavelength expansion of the gauge-
field action reproduces the form of LMeissner, in Eq. (51),
with rescaled fields and momenta (see App. D for the
exact wire-based calculation). Integrating out the mas-
sive gauge fluctuations does not qualitatively change the
low-energy theory for b↑. In the present case, it is of the
form LSF in Eq. (20), and vortices in the phase of b↑ are
logarithmically confined.
It is instructive to analyze the role of the external prob-
ing field as introduced in Sec. IV A. At the mean-field
level, the partons couple to ~A with charges (e↑, e↓) =
(1/2,−1/2). Condensation of either species forces the
flux of ~A to be quantized in units of 4pi. However, in the
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FIG. 8. When one species of bosonic partons condenses, the
gauge field acquires a Higgs mass. Moreover, the conden-
sate renders the second parton species local and identifies it
with the microscopic spin-raising operator. (a) Condensa-
tion of the second species results in a magnetically ordered
phase with 〈S+〉 6= 0. The corresponding inter-wire terms
are precisely the ones discussed for the easy plane AFM in
Sec. III B 1. (b) When the second parton species forms a
Mott insulator, a non-magnetic state arises. The parton the-
ory that realizes this phase maps onto the couple-wire model
of an inter-wire VBS.
gauge theory, a simple shift aµ,y˜ → aµ,y˜ + 14 [SAµ]y˜ leads
to (e↑, e↓) = (1, 0) and, consequently, 2pi quantization.
This apparent ambiguity disappears when gauge fluctu-
ations are accounted for. Indeed, integrating out ~a and
b↓ in the presence of ~A, we find an effective field theory
for b↑ with e↑ = 1. Further integrating out the remain-
ing parton, b↑, yields a Meissner response in the form of
Eq. (51) for ~A (see App. D for details). Consequently,
U(1) spin-rotation symmetry is spontaneously broken.
Spin model—The microscopic phase breaks U(1) spin-
rotation as well as time-reversal symmetries (see Tab. II).
Moreover, the discrete translation symmetries in the xˆ
and yˆ directions are both reduced to steps of two. These
properties identify the microscopic phase as the easy-
plane AFM described in Sec. III B 1. Indeed, the par-
ton gauge theory maps onto LLL + Lt, which was stud-
ied there in detail. We found the same gapless ground
state, topological excitations, and, implicitly, the same
2pi quantization of flux.
3. Correlated Mott insul. / Inter-wire VBS
Mean field—Consider now a superfluid phase of one
parton species and a Mott insulator of the other, i.e.,
δL = gt cos (ϕ2y˜+2,↓ − ϕ2y˜,↓) + gu cos (2θ2y˜+1,↑). The
mean-field analysis is the same as in the two previous
cases; the low energy theory contains the Goldstone mode
of the condensed b↓ and individual b↑ as finite energy
excitation. Vortices in the b↓–condensate, created by
Vodd ∼ e−iϕ˜↓ [cf. Eq. (30)], are logarithmically confined.
Gauge fluctuations—As in the parton superfluid phase,
Sec. IV B 2, the gauge field acquires a Higgs mass through
the b↓ condensate. Consequently, monopoles can again
be safely discarded.
Quasiparticles—The effect of gauge fluctuations on the
mean-field excitation b↑ can be inferred, as in the last sec-
tion, by successively integrating out b↓ and ~a. Exciting a
single b↑ boson above the Mott gap thus correspond mi-
croscopically to a spin 1 excitation. In addition, vortex
excitations Vodd turn into local spin 0 quasiparticles. For-
mally this follows from the qualitatively different behav-
ior of the correlation function 〈[∆2ϕ↓]2y˜+1[∆2ϕ↓]2y˜′+1〉
at zero frequency: At the mean-field level, it falls off
quadratically with distance, but in the gauge theory, it
decays exponentially. (For an explicit calculation of the
vortex energy, see App. A.)
Spin model—In this phase, y-translation symmetry is
broken, but y˜−inversion is preserved (cf. Tab. II). More-
over, U(1) spin-rotation, time-reversal, and x-translation
symmetries all remain intact. These symmetry proper-
ties, along with the quasiparticle content, imply an inter-
wire VBS. To verify this explicitly, we transcribe the
cosines in δL to spin variables
δLinter−VBS = gt cos
(
[∆Φ]2y˜+1
)
+ gu cos
(
2 [SΘ]2y˜+1
)
. (54)
One readily verifies that the arguments of the two cosines
commute. Consequently, the two terms can simultane-
ously reach strong coupling. In the resulting fixed-point
Hamiltonian, only pairs of wires are coupled. To charac-
terize the ground state, it is thus sufficient to analyze a
two-leg ladder.
We diagonalize the interaction by introducing new con-
jugate variables Φ± = 12 (Φ2 ± Φ1) and Θ± = (Θ2 ±Θ1).
The fields Φ− and Θ+ get trapped around the minima of
their respective cosines, and small fluctuations are mas-
sive. Fundamental domain walls in the two are created
by D+ = e
iΦ+ and D− = eiΘ− . The former is identi-
fied with the spin-raising operator, i.e., D+ ∝ S+1/2, with
a proportionality factor determined by the pinned Φ−.
The latter similarly describes 2pi phase slips in S+, i.e.,
D− ∝ e∓2iΘ1,2 . Consequently, the two types of defects
carry spin 1 and spin 0, respectively. Alternatively, the
spin can be computed via the general expression
δSztot. [D] =
ˆ
x
∑
y
〈
D
[
Szy , D
†]〉 . (55)
In the present case,
∑
y S
z
y =
1
pi∂xΘ+ and we again find
δSztot. [D−] = 0 and δS
z
tot. [D+] = 1.
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4. Quantum Hall states / Chiral spin liquids
Mean field—As the first example of a fractionalized
phase, consider a bilayer quantum Hall state of bosonic
partons. At filling factor ν = 2/n, it can be realized with
the inter-wire coupling
δLQH = gQH cos (ϕy˜+1,σ − ϕy˜−1,σ − 2nθy˜,σ¯) . (56)
This wire construction was proposed in Ref. 51 for micro-
scopic bosons eiϕ and analyzed in detail. Adapted to the
present context, the resulting phase hosts two species of
spin-1/2n excitations that are self-bosons but exhibit mu-
tual statistics pi/n, i.e., the corresponding K-matrix is n
times the Pauli matrix σx. To find K, we calculate the re-
sponse to ~a by replacing δLQH with its quadratic expan-
sion and integrating out the matter fields (see App. D).
The leading contribution at long wavelength is
LCS = i
2pin
[Sa1]y [∆a0]y ∼
i
2pin
µνaµ∂yaν , (57)
where µν is the antisymmetric tensor. Endowing ~a with
a (redundant) spin label according to the dual-wire par-
ity, the induced action for ~aσ takes the expected form.
In the continuum limit, we find
SCS = i
4pi
ˆ
x,y,τ
∑
σ,σ′
µνκaµ,σ
[
K−1
]
σσ′ ∂νaκ,σ′ , (58)
in the gauge a2 = 0 and with K = nσx.
Gauge fluctuations—We restore the status of ~a as dy-
namical, with fluctuations governed by the sum of the
induced Chern-Simons and bare Maxwell terms. The lat-
ter contains the contribution ∝ [∆aµ]2, which translates
into ∝ (aµ,↑ − aµ,↓)2. This term renders the antisymmet-
ric combination of aµ,σ massive, while the Chern-Simons
term results in a gap for the symmetric combination.
Consequently, monopoles are strongly irrelevant and can
be safely discarded.
The Chern-Simons action, Eq. (57), implies that both
microscopic and bosonic-parton time-reversal symmetries
are broken. To see the latter, it is convenient to compute
the response to the external probing field ~A. Including
it amounts to replacing aµ,y˜ → aµ,y˜ − 14 (−1)y˜ [SAµ]y˜ in
the induced action (but not in the bare one). Integrating
out the emergent gauge field we find the response
LA−CS = − i
8pin
[SA1]y˜ [∆A0]y˜ ∼ −
i
8pin
µνAµ∂yAν . (59)
Consequently, these phases are chiral and must exhibit
topologically protected edge states.
Quasiparticles—To identify the quasiparticles, we
transform the partons into new composite bosons.
Specifically, we attach to each parton n fluxes of the
opposite one. On the operator level, this procedure
amounts to introducing bosons βy˜,σ = e
−iηy˜,σ with ηy˜,σ ≡
ϕy˜,σ + nϕ˜σ¯,y˜. Such manipulations often become more
transparent in a schematic description that specifies only
the couplings between particle currents, ~jb,σ, and gauge
fields. The bosonic-parton theory in Eqs. (33) and (34)
is then expressed as
Lb = i
∑
σ
~jb,σ ·
(
~a+ σ2
~A
)
+ · · · , (60)
where the ellipsis denotes kinetic terms for partons and
dynamical gauge fields as well as short-range interactions
( ~A, as always, is an external probing field). Attaching n
mutual fluxes amounts to replacing Lb → Lβ with
Lβ = i
∑
σ
~jβ,σ ·
(
~cσ + ~a+
σ
2
~A
)
− i
2pin
c↑dc↓ . (61)
Finally, we shift ~cσ → ~cσ − ~a to decouple ~a from the
matter fields and integrate it out to obtain
L′β = i
∑
σ
~jβ,σ ·
(
~cσ +
σ
2
~A
)
+ i
(c↑ − c↓)d(c↑ − c↓)
8pin
.
(62)
In terms of composite bosons, the inter-wire coupling
reads δLQH = gQH cos (ηy˜+1,σ − ηy˜−1,σ), i.e., βσ form a
superfluid. At the mean-field level, the excitations are
two flavors of logarithmically confined vortices in the
phases of βσ. In the presence of the dynamical gauge
fields ~cσ, these turn into finite-energy excitations subject
to the constraint that (−2pi) flux of ~cσ must be accom-
panied by σ/2n charge of each boson, i.e.,
ρβσ = −
1
4pin
~∇× ~cσ + 1
4pin
~∇× ~cσ¯ . (63)
Since ρβσ is related to the physical spin [charge under
~A,
see Eq. (62)] via Sz = (ρβ↑ − ρβ↓ )/2, the composites carry
a total spin of 1/2n. Moreover, a clockwise exchange
results in a statistical phase pi/2n.
Spin model—The response to the external probing
field, Eq. (59), implies that the microscopic phase is a
chiral QSL with topological edge states and fractional-
ized quasiparticles in the bulk. Translating the inter-wire
coupling in Eq. (56) to microscopic variables we find
δLCSL = gQH cos
(
[∆Φ]y˜ + 2n [SΘ]y˜
)
. (64)
Precisely this coupling, with n = 1, was proposed in
Refs. 81 and 82, where it was shown to realize the
Kalmeyer-Laughlin chiral spin liquid; the generalization
to arbitrary integers n is straightforward. (The same
coupling term also describes a bosonic Laughlin state at
filling factor ν = 1/2n, see Ref. 51). In particular, bulk
quasiparticles carry spin 1/2n and acquire phases pi/2n
upon (clockwise) exchange.
5. Pair condensate / Z2 spin liquid
As the final example with bosonic partons, we con-
struct a time-reversal-invariant gapped QSL. Here, the
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emergent gauge field must acquire a Higgs mass without
condensation of either of the two species (which would
lead to a symmetry-broken phase as discussed in Secs.
IV B 2 and IV B 3). These requirements are satisfied
when composites with higher emergent gauge charges,
such as parton pairs, condense.
Mean field—In the coupled-wire framework, realizing
such a phase is straightforward. To form a superfluid of
parton pairs Ψ2y ≡ b2y˜,↓b2y˜−1,↑ ≡ ei2ϕ
+
2y , we introduce
the inter-wire coupling
δLpair = gpΨ†2y+2Ψ2y + H.c. = gp cos
(
2
[
∆2ϕ
+]
2y+1
)
. (65)
Once this term flows to strong coupling, Ψ spontaneously
acquires an expectation value (cf. Sec. IV B 2). Indi-
vidual partons, however, are not condensed. To de-
scribe their properties, we introduce ε2y = e
−iϕ−2y with
ϕ−2y ≡ (ϕ2y˜,↓ − ϕ2y˜−1,↑) /2. The expectation value ac-
quired by the pair field relates ε2y ∝ b2y˜,↓ ∝ b†2y˜−1,↑. A
gapped phase where neither bσ condense is realized by
including the interaction
δLMott−ε = gq cos
(
2θ−2y
)
= gq cos (2θ2y˜,↓ − 2θ2y˜−1,↑) . (66)
Elementary domain walls in this cosine are created by
individual partons, which constitute the fundamental
quasiparticles at the mean-field level. Vortices in the
pair condensate, created by m†2y+1 ≡ ei(ϕ˜↑,2y˜+1+ϕ˜↓,2y˜)/2,
are logarithmically confined.
Gauge fluctuations—We reinstate the gauge-field dy-
namics and integrate out the matter fields. The pair
condensate leads to a Higgs mass for the emergent gauge
field, ~a, as in Sec. IV B 2. Consequently, monopoles are
again strongly irrelevant and can be safely discarded.
Quasiparticles—The analysis of quasiparticle excita-
tions closely mirrors the one in Sec. IV B 3. Integrating
out both θ+, ϕ+ and the gauge field ~a results, to lowest
order in ∆, in
Leffε = i
pi
∂xθ
−
2y
(
∂τϕ
−
2y +
1
2
A0,2y
)
+
v¯
2pi
(
∂xϕ
−
2y +
1
2
A1,2y
)2
+
u¯
2pi
(
∂xθ
−
2y
)2
+ gq cos
(
2θ−2y
)
, (67)
with renormalized parameters v¯ and u¯. Consequently,
ε ∼ 〈b†↑〉ϕ+,~a ∼ 〈b↓〉ϕ+,~a creates a deconfined bosonic
spin-1/2 excitation, as in the mean-field discussion. In
addition, the dynamical gauge field liberates vortices, m,
from their logarithmic confinement as in Sec. IV B 3; they
become bona fide spin-0 bosonic quasiparticles.
To infer the mutual statistics between the two quasi-
particles, consider the hopping of ε. It stems from the
microscopic term
N+2y+1N
−
2y = e
iϕ+2y+2−iϕ
+
2yε†2yε2y+2 ≡ t2y,2y+2ε†2yε2y+2 , (68)
i.e., the hopping amplitude is set by the pair condensate.
In the absence of vortices, t is uniform. For a static
vortex—anti-vortex pair, there is instead a branch cut
connecting the two, across which the phase of t jumps
by pi (see Fig. 9). For dynamical quasiparticles m and ε,
this property implies mutual semionic statistics.
FIG. 9. In the parton-pair condensate, a static configuration
of m quasiparticles modifies the hopping amplitudes of ε ex-
citations. An m quasiparticle-quasihole pair at x1 and x2 is
connected by a branch cut (wavy line), across which the phase
of ε-hopping changes by pi. Consequently, the ε quasiparti-
cle acquires a minus sign upon encircling m, i.e., the two are
mutual semions.
Spin model—The quantum numbers and braiding
properties of quasiparticles are characteristic of a Z2
QSL. Time-reversal symmetry is preserved in this phase,
but translation symmetry in the yˆ direction is reduced to
translations by two wires. To analyze this phase in terms
of microscopic spin variables, we translate the intra-wire
couplings of Eqs. (65) and (66), finding
δLZ2 =gp cos (Φ2y+2 − 2Φ2y+1 + Φ2y) (69)
+ gq cos (2Θ2y+1 + 4Θ2y + 2Θ2y−1) .
The two cosines do not compete, and their arguments
can thus be pinned simultaneously. For an even number
of wires with periodic boundary conditions in the yˆ di-
rection, there are as many linearly independent pinned
fields as there are wires. Consequently, a fully gapped
phase can form.
The microscopically allowed operator ei2Θ2y incre-
ments the arguments of two adjacent gp-cosines by 2pi,
i.e., it creates a pair of fundamental domain walls. Sim-
ilarly, e−i2Θ2y+1 creates a strength-2 domain wall in a
single gp-cosine. Consequently, a domain wall and an
anti-domain wall on the wires 2y2 + 1 and 2y1 − 1 are
created by
Om2y1−1,2y2+1 ≡ exp
[
−2i
∑
2y1≤y≤2y2
Θy
]
(70)
= exp [iΘ2y1−1] exp [−iΘ2y2+1] sm2y1,2y2 .
The string operator sm2y1,2y2 is comprised solely of the
pinned combinations Θ2y+1 +2Θ2y +Θ2y−1 and acquires
a non-zero expectation value. Domain walls are thus de-
confined in the yˆ direction. Additionally, one readily ver-
ifies that Om2y1−1,2y2+1 ∝ m†2y2−1m2y1+1 in the ground
state. To move the domain wall along the wire direction,
one need only apply Om2y0−1(x1, x2) = e
−i ´ x2
x1
dx∂xΘ2y0−1 .
These domain-wall excitations are thus precisely the m
quasiparticles discussed in the gauge-theory analysis.
Similarly, we construct a second species of deconfined
excitations via the operator ei(−1)
yΦy . A quasiparticle-
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quasihole pair on wires 2y2 and 2y1 is created by
Oε2y1,2y2 ≡ exp
[
i
∑
2y1<y≤2y2
(−1)y Φy
]
(71)
= exp
[− i2Φ2y1] exp [ i2Φ2y2] sε2y1+1,2y2−1 .
The string operator sε2y1+1,2y2−1 is also expressible in
terms of pinned fields only, specifically the combination
Φ2y+2−2Φ2y+1 +Φ2y. Consequently, Oε2y1,2y2 ∝ ε†2y2ε2y1
in the ground state and ε is deconfined in the yˆ direction.
Finally, Oε2y0(x1, x2) = e
i
2
´ x2
x1
dx∂xΦ2y0 moves ε along xˆ.
The spin of m and ε can be inferred from the operators
that terminate the strings in Om and Oε using Eq. (55).
The m quasiparticle is spinless while ε carries spin 1/2.
Finally, we compute the exchange statistics of the quasi-
particles. Since all terms in Eq. (IV B 5) commute, m has
trivial self-statistics, i.e., it is a boson. The same holds
for ε. Their mutual statistics can be read off from
ei2α = U1U2U
†
1U
†
2 , (72)
where U1 = Om2y0−1 (x1, x2) and U2 = Oε2y1,2y2 (x0).
Braiding occurs when the paths of ε and m interlink,
i.e., for y0 ∈ [y1, y2] and x0 ∈ [x1, x2]. In that case, we
find ei2α = −1, which implies that the two quasiparticles
are mutual semions. Consequently, they can combine to
form a fermion, schematically Oψ ∼ OεOm. We will
see that these fermions exactly coincide with the partons
that are the focus of the next section.
V. Fermionic partons from coupled wires
Above, we have seen that the topological defects in
a VBS form a bosonic-parton representation of spins.
We now show that fermionic partons can also be con-
structed from topological defects, specifically as compos-
ites of magnetic vortices and dislocations. This route
to fermionic partons is closely related to the well-known
flux attachment109,110 (see also Refs. 99, 111–113 for re-
cent refinements). Recall that b†↑ is dual to one flavor
of magnetic vortices, V↑ = eiϕ˜↑ , while b↓ is dual to the
other, V↓ = eiϕ˜↓ [see discussion near Eq. (30)]. There-
fore, fermions can be constructed as fσ = bσVσ, i.e., by
attaching 2piσ flux to the bosonic partons. Schematically
this transformation can be expressed as
i
∑
σ
~jb,σ · ~a→ i
∑
σ
~jf,σ · (~cσ + ~a) + σ
4pi
cσdcσ . (73)
Performing the shift cµ,σ → cµ,σ−aµ and integrating out
aµ yields the constraint ~c↑ = ~c↓ ≡ ~c. The resulting theory
has the same structure as the bosonic one: two species
of fermions that are minimally coupled to an emergent
gauge field ~c, which obeys Maxwell dynamics.
To implement these manipulations in the wire array,
we introduce new variables
ϕf,y˜,σ = ϕy˜,σ +
σ
2 (ϕ˜σ,y˜+1 + ϕ˜σ,y˜−1) , (74a)
θf,y˜,σ = θy˜,σ , (74b)
FIG. 10. Magnetic vortices and dislocations are dual to each
other, similar to bosons and vortices in a superfluid. Combi-
nations of the two defects, therefore, exhibit fermionic statis-
tics. These composite fermions inherit their species from the
dislocation, i.e., σ =↑ or σ =↓ depending on the dual-wire par-
ity. The relative orientation of magnetic vortex and disloca-
tion determines the chirality of the fermion, as in the coupled-
wire implementation of conventional flux attachment.93
where ϕ˜σ was defined in Eq. (30). The linear combina-
tions φχσ = ϕσ + χθσ, with χ = R/L = +/−, satisfy[
φχy˜,σ(x), φ
χ′
y˜′,σ′(x
′)
]
= ipiδσσ′
{
χδχχ′δy˜y˜′sgn(x− x′)
+ σsgn(y˜′ − y˜) + δy˜y˜′χχ′
}
, (75)
with the convention that sgn(0) = 0. These commutators
imply that the operators f†y˜,σ,χ ∼ eiφ
χ
y˜,σ anti-commute
for equal σ. The associated densities ρy˜,σ,χ ≡ χ2pi∂xφy˜,σ,χ
are chiral; they describe right- and left-movers for χ = R
and χ = L, respectively. Moreover, the total density on
the y˜th dual wire, ρy˜,σ = ρy˜,σ,R + ρy˜,σ,L =
1
pi∂xθf,y˜,σ, is
identical to that of bosonic partons. Consequently, the
particle-number of each species, Qσ, is separately con-
served [cf. Eq. (29)] and particles created by f↑ and f↓ are
distinguishable. Their exchange phase, which is trivial
according to Eq. (75), is merely a gauge choice.114 Only
phases acquired during full braiding processes carry sig-
nificance; in the present case, they are also trivial. These
properties identify fσ with the fermions obtained via the
schematic flux attachment described by Eq. (73).
To translate generic inter-wire couplings, the following
identities are useful
ei(2Θy+1+2Θy) =
{
f†y˜,↓,Lfy˜,↓,R y˜ even ,
f†y˜,↑,Rfy˜,↑,L y˜ odd ,
(76a)
ei(Φy+1−Φy) =
{
f†y˜+1,↑,Rfy˜−1,↑,L y˜ even ,
f†y˜−1,↓,Rfy˜+1,↓,L y˜ odd .
(76b)
In particular, the inter-wire couplings in Eq. (18), which
generate the AFM and VBS phases, become simple hop-
ping terms for the fermions∑
y
Lt =gt
∑
y˜
f†y˜+σ,σ,Rfy˜−σ,σ,L + H.c. , (77a)∑
y
Lu =gu
∑
y˜
f†y˜,σ,Rfy˜,σ,L + H.c. (77b)
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As in the case of bosonic partons, trivial umklapp pro-
cesses are allowed, which implies unit filling. When it
is the most relevant term, Lu opens a band gap, as
would be the case for weakly interacting fermions. In the
present case, such a trivial phase can be avoided by sev-
eral mechanisms: Firstly, it stands in competition with
a quantum Hall insulator generated by Lu. Secondly,
interactions can render correlated processes strongly rel-
evant and drive the partons to a new fixed point where
umklapp processes are irrelevant. Lastly, in certain mi-
croscopic spin models Lu, is altogether absent. This is
the case, e.g., on a triangular lattice due to geometric
frustration.115
Finally, destroying a parton of spin ↓ and creating one
with spin ↑ yields the smooth component of the micro-
scopic spin-raising operators
f†2y˜+1,↑,Rf2y˜↓,R = J
+
2y+1,R ≡ eiΦ2y+1+2iΘ2y+1 , (78a)
f†2y˜−1,↑,Lf2y˜,↓,L = J
+
2y,L ≡ eiΦ2y−2iΘ2y , (78b)
similar to the parton decomposition of Eq. (3). The anal-
ogous expression for bosonic partons instead gives the
staggered component of the spin. Of course, both contri-
butions must be encoded in either parton representation.
The respective missing ones are encoded non-locally in
monopole operators, as we will see below.
A. Gauge theory
To derive the action for fermionic partons, we proceed
as we did for the bosons in Sec. IV A. We find Sf =´
x,τ
∑
y˜ [Lf + LMaxwell + Lint] with
Lf = i
pi
∂xθf,y˜,σ(∂τϕf,y˜,σ − a0,y˜) + vF
2pi
(∂xϕf,y˜,σ − a1,y˜)2
+
uF
2pi
(∂xθf,y˜,σ)
2
, (79)
LMaxwell = κ
8piv˜
[∆a0]
2
y +
κv˜
8pi
[∆a1]
2
y . (80)
The final term, Lint, contains exponentially decaying
inter-wire terms (see App. C for a detailed derivation
and expressions for vF , κ and v˜). It is instructive to
express Lf in terms of the non-chiral fermions fy˜,σ =
fy˜,σ,Re
ikF x + fy˜,σ,Le
−ikF x. We find
L′f =f†y˜,σ (∂τ − ia0 − µ) fy˜,σ +
vF
2kF
|(∂x − ia1) fy˜,σ|2 .
(81)
To determine the chemical potential µ, notice that the
value of kF only carries significance relative to another
length. In the present case, this scale is given by the
lattice spacing of the underlying spin-chain, which enters
the fermionic theory through Eq. (77).
Monopoles
The 4pi phase-slip term of Eq. (13) is non-local in terms
of fermionic partons. In the discussion of bosonic par-
tons, we expressed phase slips through the operator M̂
[cf. Eq. (36)]. Since θσ = θf,σ, it again acts as the inser-
tion of a fundamental (2pi) monopole in the emergent
gauge field ~a. Microscopically, monopoles encode the
Ne´el vector through N+y = M̂yJ+y,χ, with χ = (−1)y,
and where J+ is expressed using fermion operators in
Eq. (78). The same procedure as for bosonic partons
(cf. Sec. IV A) leads to the monopole Lagrangian
LM = gM
2
[M2r +M2†r ]− κ8piv˜
[
∆a0 − i2v˜
κ
∂xφM
]2
y
,
(82)
with parameters κ, v˜ as in Eq. (80). As before, when
gM = 0, the monopole field φM does not affect any
gauge-field or matter correlation function.
Symmetries
We conclude the description of the parton gauge theory
by discussing how microscopic symmetries are encoded.
One significant difference from the case of bosonic par-
tons is, that certain microscopic symmetries are realized
non-locally. This property may be readily understood
from the flux-attachment interpretation of fermionic par-
tons: Time-reversal flips the winding of dislocations,
cf. Fig. 6, but not of magnetic vortices. Consequently,
it transforms fσ = bσVσ onto a dual set of fermions
dσ ≡ b†σVσ. The same dual fermions also arise under
translation along yˆ, which takes bσ → σb†σ¯ (cf. Tab. II).
We summarize the actions of all previously discussed
microscopic symmetries on the fermionic partons in
Tab. III. As in the case of bosonic partons, it is conve-
nient to keep track of the U(1) spin-rotation symmetry
by introducing the appropriate external probing field ~A
[see Eq. (39)]. To lowest order in ∆, it enters Lf and L′f
by replacing aµ,y˜ → aµ,y˜ − 14 (−1)y˜ [SAµ]y˜.
B. Phases of fermionic partons / spins
We now apply the formalism developed above to sev-
eral specific phases of the fermionic-parton gauge the-
ory. Following the same steps as for bosonic partons in
Sec. IV B, we first study mean-field states without gauge-
field dynamics. We then include gauge fluctuations and
determine the quasiparticle content. Finally, we analyze
the corresponding microscopic model.
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TABLE III. The action of microscopic symmetries on the
fermionic partons, and their gauge-theory interpretation.
Certain symmetries such as time-reversal act non-locally as
dualities, i.e., transform fσ into dσ. As before, asterisks de-
note anti-unitary symmetries.
Microscopic
f†↑,Rf↓,L f
†
σ,Rfσ,L
Parton
symmetry interpretation
U (α) eiαf†↑,Rf↓,L f
†
σ,Rfσ,L Global Q↑ −Q↓
gauge transform.
T ∗ −d†↑,Ld↓,R d†σ,Ldσ,R Duality
Πy −f†↓,Lf↑,R f†σ,Lfσ,R PH
Tx f
†
↑,Rf↓,L f
†
σ,Rfσ,L x-translation
Ty d
†
↓,Rd↑,L d
†
σ¯,Rdσ¯,L TR + Duality
T ′∗ f†↓,Lf↑,R f†σ¯,Lfσ¯,R TR
Πy · Ty · Ix f†↓,Lf↑,R f†σ¯,Lfσ¯,R x-inv. + spin-flip
Πy · Ty · Iy −f†↓,Rf↑,L f†σ¯,Rfσ¯,L y˜-inv. + spin-flip
1. Trivial band insulator / Intra-wire VBS
The fermionic partons are at unit filling and can form
a trivial band insulator. To generate it, we perturb the
parton gauge theory with the umklapp term of Eq. (77b).
The resulting theory has the same form as the one de-
scribing Mott-gapped bosonic partons (see Sec. IV B 1),
and its analysis is identical. In particular, we obtain the
same microscopic model.
2. Spin Hall insulator / Easy-plane AFM
Mean field—Consider a quantum spin Hall insulator of
partons realized by the inter-wire couplings
δLQSH = gQSH
∑
σ
f†R,y˜+σ,σfL,y˜−σ,σ + H.c. , (83)
where spin σ =↑ (↓) fermions reside on odd (even) dual
wires. This model describes a fermionic band structure
with gap ∝ gQSH. The induced Lagrangian for ~a, to
lowest order in ∆2, is
Lind = i
4pi
µν
[
S2a
s
µ
]
2y
[∆2a
c
ν ]2y ∼
i
2pi
µνa
s
µ∂ya
c
ν , (84)
where (S2)y,y′ = δy+2,y′ + δy,y′ , and we have introduced
the ‘charge’ and ‘spin’ gauge fields ~ac,s, which couple to
ρc2y+1 = (ρ2y˜+1,↑+ρ2y˜,↓) and ρ
s
2y+1 = (ρ2y˜+1,↑−ρ2y˜,↓)/2,
respectively.
This response reflects the well-known property of quan-
tum spin Hall systems that a 2pi flux is accompanied by
a spin 1.116 To see this explicitly, consider a configura-
tion of ~a that includes a single 2pi flux tube penetrating
through the plaquette delimited by y˜0 and y˜0 + 1. In the
a2 = 0 gauge, such a configuration satisfies
ffi
plaquette
dl ·∇× a =
ˆ
dx [∆a1]y0+1 = −2pi . (85)
FIG. 11. (a) Adiabatically threading magnetic flux generates
an electromotive force that creates an inwards current of ↓
and an outwards current of ↑ partons. When 2pi flux is intro-
duced in this manner, a single ↓ particle and ↑ hole are pulled
in. (b) Accordingly, fundamental monopoles become dressed
by f†↓f↑ and carry spin 1. Their proliferation thus results in
a phase with (spontaneously) broken U(1) spin-rotation sym-
metry, i.e., magnetic order.
Shifting ϕf,y˜ → ϕf,y˜ +
´ x
dx′a1,y˜(x′) transfers a1 from
the kinetic term in Eq. (81) to Eq. (83). In bosonized
form, the latter becomes
δLQSH =
∑
σ
cos
(
2θ¯y˜,σ + σ
ˆ x
dx′∆2a1,y˜
)
, (86)
with θ¯y˜,σ =
(
φRy˜+σ,σ − φLy˜−σ,σ
)
/2. During an adiabatic
flux insertion, the argument of the cosine remains locked
to its minimum and thus θ¯y˜,σ → θ¯y˜,σ−σ
´ x
dx′∆2a1,y˜/2.
The resulting change in the parton numbers is δQσ = σ;
recall Qσ are the same as for bosonic partons and given
by Eq. (29). Inserting 2pi flux thus pulls in an ↑ parton
and a ↓ hole, which together carry physical spin 1.
Gauge fluctuations—Upon reinstating the status of ~a
as a dynamical gauge field, we find its universal long-
distance behavior to be unaffected by Lind. The field
~as describes modes near momentum q = pi, which are
massive according to the bare Maxwell term, LMaxwell,
and thus do not affect long-wavelength fluctuations. To
lowest order in ∆ and for frequencies and x-momenta
small compared to the QSH gap, ~a is governed by
LMW =LMaxwell + 1
2pivF
[∆a0]
2
y˜ +
uF
2pi
[∆a1]
2
y˜
+
κd2∗
8piv˜
(∂xa0,y˜ − ∂τa1,y˜)2 . (87)
Here, LMaxwell is the bare gauge-field action of Eq. (81)
and d∗ is a non-universal length scale proportional to
the inverse QSH gap. While this effective action de-
scribes a propagating photon, the monopole operatorM
is strongly irrelevant. Its correlation function, according
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to Eq. (44), is
CMR = exp
{
κd∗
8pi2v˜
ˆ
k,ω
cos (k ·R)− 1
k2x
[
1− κd
2
∗
4piv˜
〈|ε2|2〉0]}
(88)
with ε2 as in Sec. IV B 1 andR = (x, d∗y). The Gaussian
average 〈. . .〉0, with respect to LMW, is readily evaluated;
we find the asymptotic behavior of CMR is as given in
Eq. (53) (see App. D for details).
The reason for the rapid decay is, that M attempts
to introduce a gauge flux without the accompanying spin
discussed above. Consider instead the ‘dressed’ monopole
Mdressed ∼ f†↓f↑M. Its correlation function reproduces
Eq. (45), i.e., approaches a non-zero constant at long
distances, andMdressed spontaneously acquires an expec-
tation value. Notice, however, that a term of the form
δL ∼ (Mndressed + H.c.) would explicitly break U(1) spin-
rotation symmetry for any n 6= 0 and is therefore disal-
lowed. The gauge field thus remains gapless in this phase,
unlike in the trivial parton Mott insulator. For the de-
tails of these calculations, see App. D. In particular, the
dressed monopole correlation function coincides with the
one obtained by evaluating Eq. (10) using the singular
configuration introduced in Sec. IV B 1.
Quasiparticles—The above analysis implies that, con-
versely, spin-s operators must be accompanied by 2pis
gauge flux. Since 2pi is the fundamental monopole, there
are no low-energy excitations with half-odd integer spin.
Spinless excitations, such as f↑f↓, are charged under the
emergent gauge field. They are thus subject to logarith-
mic confinement (cf. Sec. IV B 1).
Spin model—The parton QSH breaks the microscopic
time-reversal symmetry as well as translations by a single
site in the xˆ or yˆ direction. It also exhibits spontaneous
breaking of U(1) spin-rotation symmetry and an associ-
ated linear spectrum, as well as logarithmically confined
neutral excitations. These properties exactly match the
ones of an easy-plane AFM. Indeed,
∑
y˜ δLQSH maps
onto
∑
y Lt, which generates the easy-plane AFM de-
scribed in Sec. III B 1.
3. Mixed insulators / Inter-wire VBS
Mean field—Consider now an integer quantum Hall
state for one parton while the second forms a trivial band
insulator. This is achieved, e.g., by introducing
δLMI = gtf†2y˜+2,↓,Lf2y˜,↓,R + guf†2y˜+1,↑,Rf2y˜+1,↑,L + H.c.
(89)
At the mean-field level, the fermionic partons constitute
gapped spin 1/2 quasiparticles. The induced action for
the gauge field ~a is
LCS-odd = i
4pi
[S2a1]2y˜+1 [∆2a0]2y˜+1 , (90)
as expected for a quantum Hall state at unit filling.
Gauge fluctuations—When the gauge field ~a is pro-
moted to a dynamical variable, it acquires a mass through
the Chern-Simons term. Monopoles are thus strongly
irrelevant and can be safely discarded. The external
probing field ~A can be included in Eq. (90) by replac-
ing aµ,2y˜ → aµ,2y˜ + 14 [SAµ]2y˜ (without modifying the
bare Maxwell term). Integrating out aµ does not re-
sult in a Chern-Simons term for ~A, which raises the
possibility that the microscopic time-reversal symmetry
is preserved. Indeed, it translates into the combination
of fermionic time-reversal and y-translation symmetries
(cf. Tab. III), which is preserved by the parton band
structure in Eq. (89).
Quasiparticles—The Chern-Simons term in Eq. (90)
attaches 2pi emergent gauge flux to the fermionic mean-
field excitations, converting them into bosonic quasipar-
ticles. The way that ~A enters in Eq. (90) (see above)
implies that the flux of ~a carries physical spin 1/2. There
are, thus, two types of bosonic quasiparticles, one with
spin 1 and one with spin 0.
Spin model—The y-translation symmetry is broken,
while y˜-inversion is preserved (cf. Tab. II). Moreover,
U(1) spin-rotation, time-reversal, and x-translation sym-
metries all remain intact. These symmetry properties,
along with the integer-spin quasiparticles, identify the
phase as an inter-wire VBS. Indeed, translating δLMI to
the microscopic spin variables, we find the wire construc-
tion of Eq. (54), which realizes an inter-wire VBS.
4. Generic K-matrix / Chiral spin liquid
Mean field—Consider now quantum Hall states char-
acterized by a non-singular 2× 2 K-matrix
K =
(
m↑ m0
m0 m↓
)
, (91)
where mσ are odd integers and det [K] 6= 0. The cor-
responding wire construction was worked out in Ref. 51
and is given by
δLK = g˜ cos
(
[∆2ϕf,σ]y˜ −mσ [S2θf,σ]y˜ − 2m0θf,y˜,σ¯
)
. (92)
For generic mσ,m0 such a state exhibits a quantum Hall
effect (associated with the total charge), a spin quantum
Hall effect (associated with the relative charge), and a
quantum spin Hall effect that connects the total and rela-
tive charges. In terms of qT = (1, 1) and sT = (1, −1)m,
these are given by νcc = q
TK−1q, νss = sTK−1s, and
νcs = q
TK−1s, respectively. Integrating out the matter
field we find, at leading order in ∆2,
LCS−K = i
4pi
∑
i,j=c/s
νij
[
S2a
i
0
]
2y+2
[
∆2a
j
1
]
2y+2
, (93)
where we have introduced ‘charge’ and ‘spin’ gauge fields
~a
c/s
2y+1 = (~a2y˜+1 ± ~a2y˜) /2. The quasiparticles, at the
mean-field level, are anyons and carry fractional charges
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under ~a. They can be determined by a standard K-
matrix analysis (see, e.g., Ref. 47).
Gauge fluctuations—Upon reinstating the dynamics
of ~a, governed by LMW + LCS−K , we find two dis-
tinct cases. For νcc = 0, the gauge field remains gap-
less, and monopoles are important. The assumption of
non-singular K implies a non-zero spin Hall response.
Therefore, U(1) spin-rotation symmetry is spontaneously
broken, as in the special case m0 = 0 and mσ = σ
(cf. Sec. V B 2). By contrast, for non-zero νcc, the gauge
field is massive, and monopoles can be safely discarded.
Recall, that the microscopic time-reversal symmetry
acts as a duality transformation on the partons. Specifi-
cally, it attaches −2piσ flux to the fermions (followed by
particle-hole transformation, see Sec. V). Therefore, K-
matrix states for the fσ fermions and for the dual dσ
fermions are related by −Kf = Kd − 2σz. For non-
zero νcc, the two K-matrices cannot coincide, and time-
reversal symmetry is broken explicitly. To obtain the
physical response, we include the external probing field
~A in Eq. (93), according to aµ,y˜ → aµ,y˜− 14 (−1)y˜ [SAµ]y˜.
Integrating out the emergent gauge field we obtain
LA−CS = − i
8pin
[SA1]y˜ [∆A0]y˜ ∼ −
i
8pin
µνAµ∂yAν , (94)
where n ≡ νcc det [K] /2. Consequently, the phase is chi-
ral with topologically protected edge states.
Quasiparticles—To characterize the quasiparticles for
n 6= 0, we adopt the strategy employed in Sec. IV B 4. To
each fermion, we attach mσ fluxes of their own species
and m0 fluxes of the opposite one; on an operator level,
we define ηy˜,σ = ϕf,y˜,σ − mσ2 [S2ϕ˜f,σ]y˜ −m0ϕ˜f,σ¯,y˜. The
corresponding βσ = e
−iησ particles are bosons; they are
governed by the schematic Lagrangian
Lβ = i
∑
σ
~jβσ ·
(
~cσ +
σ
2
~A
)
− i (c↑ − c↓)d(c↑ − c↓)
8pin
. (95)
Notice that this Lagrangian is the same as Eq. (62). The
quasiparticles thus carry spin 1/2n and acquire statisti-
cal phases of pi/2n upon clockwise exchange. The case
n = 0 can be analyzed as in Sec. V B 2. In particular,
these phases feature linearly dispersing Goldstone modes
associated with the broken U(1) spin-rotation symmetry
and logarithmically confined topological excitations.
Spin model—The response to the external probing
field, Eq. (94), implies that the microscopic phase is a chi-
ral QSL. Translating the inter-wire coupling in Eq. (92)
to microscopic variables, we find
δL′CSL = g˜ cos ([∆Φ]y˜ − 2m0 [SΘ]y˜ +my˜ [S2SΘ]y˜) , (96)
with m2y±1/2 = m↑/↓∓1. For non-singular K 6= σz, these
inter-wire couplings explicitly break time-reversal sym-
metry. The arguments of all cosines in δL′CSL commute
and can flow to strong coupling simultaneously. They
are, moreover, linearly independent and can thus gener-
ate a gapped phase for non-zero n, i.e., my˜+my˜+1 6= 2m0.
To identify its quasiparticles and edge structure, we in-
troduce chiral modes
φ˜χ,y = Φy + χ2nΘy + 2my+1Θy+1 − 2myΘy−1 , (97)
which satisfy[
∂xφ˜χ,y, φ˜χ′,y′
]
= iχ4pinδy,y′δχ,χ′δ (x− x′) . (98)
Crucially, this change of variables preserves the locality
of both the intra- and inter-wire terms; the latter take
the form δL′CSL = cos (φ˜R,y+1 − φ˜L,y). Domain walls
in these cosines carry spin 1/2n and acquire exchange
phases of pi/2n.
Finally, for n = 0 the system is gapless, which can be
seen by summing the arguments of all cosines in Eq. (96),
i.e.,
∑
y[φ˜R,y+1 − φ˜L,y] = 4n
∑
y Θy. This particular lin-
ear combination thus remains unpinned for n = 0. Its
conjugate describes the Goldstone mode associated with
the spontaneously broken U(1) spin-rotation symmetry,
precisely as in Sec. III B 1.
5. BCS superconductor / Z2 spin liquid
Mean field—As a final example, consider now a BCS
superconductor of fermionic partons. To generate pair-
ing, we introduce inter-wire hopping for the Cooper-pair
operator Ψf-pair,2y+1 ≡ f2y˜+1↑,Rf2y˜,↓,L, i.e.,
δLf-pair =gf-pairΨ†f-pair,2y+1Ψf-pair,2y−1 + H.c. (99)
When gf-pair flows to strong coupling, Ψf-pair sponta-
neously acquires an expectation value (cf. Sec. III B 1).
Vortices in the phase of this condensate, created by
m2y = e
−i(ϕ˜f,↑,2y˜+ϕ˜f,↓,2y˜−1)/2, are logarithmically con-
fined. While δLf-pair renders the umklapp term in
Eq. (77b) irrelevant, the back-scattering term
δLbs = gbsf†2y˜+1,↑,Rf2y˜+1,↑,Lf†2y˜,↓,Lf2y˜,↓,R + H.c. , (100)
can flow to strong coupling. When it does, a fully gapped
phase with fermionic spin-1/2 quasiparticles, fσ, obtains.
Gauge fluctuations—Since Ψf-pair carries emergent
gauge charge, its condensation leads to a Higgs mass.
Monopoles are, therefore, strongly suppressed and can
be safely discarded. Importantly, Ψf-pair is neutral un-
der the external probing field ~A, so the microscopic U(1)
spin-rotation symmetry is preserved. Indeed, the re-
sponse to ~A is, at leading order in derivatives, described
by a Maxwell action.
Quasiparticles—Gauge field fluctuations that are ren-
dered massive by a Higgs term do not affect the status
of fσ as fermionic quasiparticles. They do, however, pro-
mote vortices m to deconfined bosonic spin-0 quasipar-
ticles. Being superconducting vortices, they are experi-
enced as pi flux by the fermions, i.e., the two are mu-
tual semions. Consequently, the two can combine into
ε = fχ,σm
†, a spin-1/2 quasiparticle with bosonic self-
statistics.
Spin model—The quasiparticle content characterizes
a Z2 spin liquid that is, moreover, non-chiral and spin-
rotation symmetric. Translating δLf-pair and δLbs to mi-
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croscopic spin variables, we find
δL′Z2 =gbs cos
(
2STSΘ2y−1
)
+ gf-pair cos
(
∆T∆Φ2y + 2S
TSΘ2y−1
)
. (101)
The arguments of these cosines are linear combinations
of those in Eq. (69). Consequently, they lead to the same
Z2 spin liquid phase (see full analysis in Sec. IV B 5).
VI. Summary and discussion
We have introduced exact, non-local mappings be-
tween arrays of spin-1/2 chains and parton gauge the-
ories. Any parton model that separately conserves both
species maps onto a local spin Hamiltonian. The chal-
lenge of deriving spin models that realize exotic ground
states is thereby reduced to constructing parent Hamil-
tonians for simple phases of bosons or fermions. Con-
versely, any Sz-conserving coupling between spins trans-
forms into a distinct interaction or hopping term for par-
tons. The latter are obtained without reference to a
specific mean-field ansatz. They, therefore, retain not
only information about the symmetries of the underlying
spin model, but also about more subtle aspects, such as
geometric frustration. In its presence, some symmetry-
allowed terms in the dual parton description are absent.
Geometric frustration may thus take the form of an emer-
gent symmetry and, thereby, stabilize phases that would
not readily form in more generic situations.
To demonstrate the versatility of this method, we
showed how to recover trivial states and access topolog-
ically ordered ones. Relatively simple phases of partons
already correspond to fractionalized ground states. As
examples, we derived microscopic parent Hamiltonians
for Abelian chiral spin liquids and a non-chiral Z2 QSL.
The latter corresponds to an s-wave BCS superconductor
of fermionic partons. If they instead form a topological
superconductor, such as px ± ipy, the resulting QSL will
be non-Abelian.
When the partons themselves form non-trivial phases,
an even wider range of exotic microscopic ground states is
realized. The framework introduced here applies to such
cases with no additional difficulties, once a (coupled-wire)
parent Hamiltonian of the parton phase is known. We
have illustrated this capability by the example of a gen-
eral 2 × 2 K-matrix state of fermionic partons. Explicit
parent Hamiltonians for even more exotic states, such
as the non-Abelian Read-Rezayi sequence of fractional
quantum Hall states, are also known and can likewise be
used to generate concrete spin models.
We primarily focused on fully gapped states. How-
ever, the dual description of spin-chain arrays in terms
of fermions may be able to capture exotic gapless phases
and unconventional quantum phase transitions as well.
One example of the latter arises at the transition be-
tween the easy-plane AFM and the intra-wire VBS. It
maps onto a coupled-wire model of compact QED3 with
two boson or fermion species. This is precisely the effec-
tive field theory that was derived using different methods
in Ref. 106. Its fate in the infrared is thought to be con-
fining (and consequently the transition to be first-order).
A stable gapless theory may instead arise in various ways:
(i) At a transition between different phases. (ii) In the
presence of emergent symmetries of the parton field the-
ory that may arise due to geometric frustration. (iii)
When the emergent fermions are doped to form a Fermi
surface that suppresses monopole events. All three sce-
narios should be amenable to exploration within the for-
malism developed here.
Finally, we mention two possible generalizations of the
methods developed here. The first is to itinerant elec-
tron systems. There, decomposing microscopic electron
operators as cσ = bfσ allows exploration of many ex-
otic ground states. Extending our approach to wire ar-
rays with both spin and charge modes may allow well-
controlled access to those phases, and provide concrete
model systems where they arise. A second interesting
direction is given by spin models that do not conserve
Sz, such as the celebrated Kitaev honeycomb model.11
Systems without U(1) symmetries are not readily de-
scribable within Abelian bosonization. Instead, coupled-
wire techniques based on non-Abelian bosonization have
been used successfully in similar contexts.70,84 Generaliz-
ing our methods to these systems could provide a much-
desired bridge between fine-tuned solvable models and
mean-field studies of generic ones.
Acknowledgments
It is a pleasure to thank Jason Alicea, Olexei
Motrunich, and Chong Wang for many illuminating dis-
cussions. This work was supported by the Israel Science
Foundation and by the Minerva foundation with funding
from the Federal German Ministry for Education and Re-
search. Part of this research was performed at the Aspen
Center for Physics, which is supported by National Sci-
ence Foundation grant PHY-1607611.
1 P. A. Lee, “An end to the drought of quantum spin liq-
uids,” Science 321, 1306 (2008).
2 L. Balents, “Spin liquids in frustrated magnets,” Nature
464, 199 (2010).
3 L. Savary and L. Balents, “Quantum spin liquids: a re-
view,” Reports on Progress in Physics 80, 016502 (2016).
4 Y. Zhou, K. Kanoda, and T.-K. Ng, “Quantum spin liq-
uid states,” Rev. Mod. Phys. 89, 025003 (2017).
21
5 C. Broholm, R. J. Cava, S. A. Kivelson, D. G. Nocera,
M. R. Norman, and T. Senthil, “Quantum spin liquids,”
Science 367 (2020).
6 X.-G. Wen, “Quantum orders and symmetric spin liq-
uids,” Phys. Rev. B 65, 165113 (2002).
7 A. Hamma, R. Ionicioiu, and P. Zanardi, “Bipartite en-
tanglement and entropic boundary law in lattice spin sys-
tems,” Phys. Rev. A 71, 022315 (2005).
8 M. Levin and X.-G. Wen, “Detecting topological order
in a ground state wave function,” Phys. Rev. Lett. 96,
110405 (2006).
9 A. Kitaev and J. Preskill, “Topological entanglement en-
tropy,” Phys. Rev. Lett. 96, 110404 (2006).
10 A. Kitaev, “Fault-tolerant quantum computation by
anyons,” Annals of Physics 303, 2 (2003).
11 A. Kitaev, “Anyons in an exactly solved model and be-
yond,” Annals of Physics 321, 2 (2006).
12 H. Yao and S. A. Kivelson, “Exact chiral spin liquid with
non-Abelian anyons,” Phys. Rev. Lett. 99, 247203 (2007).
13 V. Chua, H. Yao, and G. A. Fiete, “Exact chiral spin liq-
uid with stable spin Fermi surface on the kagome lattice,”
Phys. Rev. B 83, 180412 (2011).
14 R. Moessner and K. S. Raman, “Quantum dimer mod-
els,” in Introduction to Frustrated Magnetism: Materi-
als, Experiments, Theory , edited by C. Lacroix, Philippe
Mendels, and F. Mila (Springer Berlin Heidelberg, Berlin,
Heidelberg, 2011) p. 437.
15 D. N. Sheng and L. Balents, “Numerical evidences of frac-
tionalization in an easy-axis two-spin Heisenberg antifer-
romagnet,” Phys. Rev. Lett. 94, 146805 (2005).
16 C. Hickey and S. Trebst, “Emergence of a field-driven U(1)
spin liquid in the Kitaev honeycomb model,” Nature Com-
munications 10, 530 (2019).
17 S. V. Isakov, Y. B. Kim, and A. Paramekanti, “Spin-
liquid phase in a spin-1/2 quantum magnet on the kagome
lattice,” Phys. Rev. Lett. 97, 207204 (2006).
18 L. Dang, S. Inglis, and R. G. Melko, “Quantum spin
liquid in a spin- 1
2
XY model with four-site exchange on
the kagome lattice,” Phys. Rev. B 84, 132409 (2011).
19 Y. Kamiya, Y. Kato, J. Nasu, and Y. Motome, “Magnetic
three states of matter: A quantum Monte Carlo study of
spin liquids,” Phys. Rev. B 92, 100403 (2015).
20 O. I. Motrunich, “Variational study of triangular lattice
spin-1/2 model with ring exchanges and spin liquid state
in κ−(ET)2Cu2(CN)3,” Phys. Rev. B 72, 045105 (2005).
21 D. N. Sheng, O. I. Motrunich, and M. P. A. Fisher, “Spin
Bose-metal phase in a spin- 1
2
model with ring exchange
on a two-leg triangular strip,” Phys. Rev. B 79, 205112
(2009).
22 M. S. Block, D. N. Sheng, O. I. Motrunich, and M. P. A.
Fisher, “Spin Bose-metal and valence bond solid phases
in a spin-1/2 model with ring exchanges on a four-leg
triangular ladder,” Phys. Rev. Lett. 106, 157202 (2011).
23 Y. Iqbal, F. Becca, and D. Poilblanc, “Valence-bond crys-
tal in the extended kagome spin- 1
2
quantum Heisenberg
antiferromagnet: A variational Monte Carlo approach,”
Phys. Rev. B 83, 100404 (2011).
24 R. V. Mishmash, J. R. Garrison, S. Bieri, and C. Xu,
“Theory of a competitive spin liquid state for weak Mott
insulators on the triangular lattice,” Phys. Rev. Lett. 111,
157203 (2013).
25 W.-J. Hu, S.-S. Gong, and D. N. Sheng, “Variational
Monte Carlo study of chiral spin liquid in quantum anti-
ferromagnet on the triangular lattice,” Phys. Rev. B 94,
075131 (2016).
26 S. Yan, D. A. Huse, and S. R. White, “Spin-liquid ground
state of the S = 1/2 kagome Heisenberg antiferromagnet,”
Science 332, 1173 (2011).
27 S. Depenbrock, I. P. McCulloch, and U. Schollwo¨ck, “Na-
ture of the spin-liquid ground state of the S = 1/2 Heisen-
berg model on the kagome lattice,” Phys. Rev. Lett. 109,
067201 (2012).
28 Y.-C. He, D. N. Sheng, and Y. Chen, “Chiral spin liq-
uid in a frustrated anisotropic kagome Heisenberg model,”
Phys. Rev. Lett. 112, 137202 (2014).
29 S.-S. Gong, W. Zhu, and D. N. Sheng, “Emergent chiral
spin liquid: Fractional quantum Hall effect in a kagome
Heisenberg model,” Scientific Reports 4, 6317 (2014).
30 Z. Zhu and S. R. White, “Spin liquid phase of the S = 1
2
J1−J2 Heisenberg model on the triangular lattice,” Phys.
Rev. B 92, 041105 (2015).
31 W.-J. Hu, S.-S. Gong, W. Zhu, and D. N. Sheng, “Com-
peting spin-liquid states in the spin- 1
2
Heisenberg model
on the triangular lattice,” Phys. Rev. B 92, 140403 (2015).
32 S.-S. Gong, W. Zhu, L. Balents, and D. N. Sheng, “Global
phase diagram of competing ordered and quantum spin-
liquid phases on the kagome lattice,” Phys. Rev. B 91,
075112 (2015).
33 Y.-C. He, M. P. Zaletel, M. Oshikawa, and F. Poll-
mann, “Signatures of Dirac cones in a DMRG study of
the kagome Heisenberg model,” Phys. Rev. X 7, 031020
(2017).
34 Y. Shimizu, K. Miyagawa, K. Kanoda, M. Maesato, and
G. Saito, “Spin liquid state in an organic Mott insulator
with a triangular lattice,” Phys. Rev. Lett. 91, 107001
(2003).
35 Y. Kurosaki, Y. Shimizu, K. Miyagawa, K. Kanoda,
and G. Saito, “Mott transition from a spin liquid to
a Fermi liquid in the spin-frustrated organic conductor
κ−(ET)2Cu2(CN)3,” Phys. Rev. Lett. 95, 177001 (2005).
36 S. Yamashita, Y. Nakazawa, M. Oguni, Y. Oshima, H. No-
jiri, Y. Shimizu, K. Miyagawa, and K. Kanoda, “Ther-
modynamic properties of a spin-1/2 spin-liquid state in a
κ-type organic salt,” Nature Physics 4, 459 (2008).
37 M. Yamashita, N. Nakata, Y. Kasahara, T. Sasaki,
N. Yoneyama, N. Kobayashi, S. Fujimoto, T. Shibauchi,
and Y. Matsuda, “Thermal-transport measurements in
a quantum spin-liquid state of the frustrated triangular
magnet κ−(BEDT−TTF)2Cu2(CN)3,” Nature Physics 5,
44 (2009).
38 B. J. Powell and R. H. McKenzie, “Quantum frustration
in organic Mott insulators: from spin liquids to unconven-
tional superconductors,” Reports on Progress in Physics
74, 056501 (2011).
39 M. Yamashita, N. Nakata, Y. Senshu, M. Nagata, M. Ya-
mamoto, H, R. Kato, T. Shibauchi, and Y. Matsuda,
“Highly mobile gapless excitations in a two-dimensional
candidate quantum spin liquid,” Science 328, 1246
(2010).
40 S. Yamashita, T. Yamamoto, Y. Nakazawa, M. Tamura,
and R. Kato, “Gapless spin liquid of an organic triangular
compound evidenced by thermodynamic measurements,”
Nature Communications 2, 275 (2011).
41 R. Kato, “Development of pi-electron systems based on
[M(dmit)2] (M = Ni and Pd; dmit: 1,3-dithiole-2-thione-
4,5-dithiolate) anion radicals,” Bulletin of the Chemical
Society of Japan 87, 355 (2014).
42 J. S. Helton, K. Matan, M. P. Shores, E. A. Nytko, B. M.
22
Bartlett, Y. Yoshida, Y. Takano, A. Suslov, Y. Qiu, J.-
H. Chung, D. G. Nocera, and Y. S. Lee, “Spin dy-
namics of the spin-1/2 kagome lattice antiferromagnet
ZnCu3(OH)6Cl2,” Phys. Rev. Lett. 98, 107204 (2007).
43 T.-H. Han, J. S. Helton, S. Chu, D. G. Nocera, J. A.
Rodriguez-Rivera, C. Broholm, and Y. S. Lee, “Fraction-
alized excitations in the spin-liquid state of a kagome-
lattice antiferromagnet,” Nature 492, 406 (2012).
44 M. R. Norman, “Colloquium: Herbertsmithite and the
search for the quantum spin liquid,” Rev. Mod. Phys. 88,
041002 (2016).
45 Y. Kasahara, K. Sugii, T. Ohnishi, M. Shimozawa, M. Ya-
mashita, N. Kurita, H. Tanaka, J. Nasu, Y. Motome,
T. Shibauchi, and Y. Matsuda, “Unusual thermal Hall
effect in a Kitaev spin liquid candidate α−RuCl3,” Phys.
Rev. Lett. 120, 217205 (2018).
46 H. Takagi, T. Takayama, G. Jackeli, G. Khaliullin, and
S. E. Nagler, “Concept and realization of Kitaev quantum
spin liquids,” Nature Reviews Physics 1, 264 (2019).
47 X.-G. Wen, Quantum Field Theory of Many-Body Sys-
tems, Oxford Graduate Texts (OUP Oxford, 2004).
48 P. Coleman, Introduction to Many-Body Physics (Cam-
bridge University Press, 2015).
49 C. Gros, “Physics of projected wavefunctions,” Annals of
Physics 189, 53 (1989).
50 C. L. Kane, R. Mukhopadhyay, and T. C. Lubensky,
“Fractional quantum Hall effect in an array of quantum
wires,” Phys. Rev. Lett. 88, 036401 (2002).
51 J. C. Y. Teo and C. L. Kane, “From Luttinger liquid
to non-Abelian quantum Hall states,” Phys. Rev. B 89,
085101 (2014).
52 J. Klinovaja and D. Loss, “Integer and fractional quantum
Hall effect in a strip of stripes,” The European Physical
Journal B 87, 171 (2014).
53 T. Meng, P. Stano, J. Klinovaja, and D. Loss, “Helical
nuclear spin order in a strip of stripes in the quantum
Hall regime,” The European Physical Journal B 87, 203
(2014).
54 E. Sagi, Y. Oreg, A. Stern, and B. I. Halperin, “Im-
print of topological degeneracy in quasi-one-dimensional
fractional quantum Hall states,” Phys. Rev. B 91, 245144
(2015).
55 Y. Fuji, Y.-C. He, S. Bhattacharjee, and F. Pollmann,
“Bridging coupled wires and lattice Hamiltonian for two-
component bosonic quantum Hall states,” Phys. Rev. B
93, 195143 (2016).
56 C. L. Kane, A. Stern, and B. I. Halperin, “Pairing in
Luttinger liquids and quantum Hall states,” Phys. Rev.
X 7, 031009 (2017).
57 Y. Fuji and A. Furusaki, “Quantum Hall hierarchy from
coupled wires,” Phys. Rev. B 99, 035130 (2019).
58 Y. Imamura, K. Totsuka, and T. H. Hansson, “From
coupled-wire construction of quantum Hall states to wave
functions and hydrodynamics,” Phys. Rev. B 100, 125148
(2019).
59 J. Klinovaja and Y. Tserkovnyak, “Quantum spin Hall
effect in strip of stripes model,” Phys. Rev. B 90, 115426
(2014).
60 E. Sagi and Y. Oreg, “Non-Abelian topological insulators
from an array of quantum wires,” Phys. Rev. B 90, 201102
(2014).
61 T. Meng and E. Sela, “Time reversal symmetry bro-
ken fractional topological phases at zero magnetic field,”
Phys. Rev. B 90, 235425 (2014).
62 R. A. Santos, C.-W. Huang, Y. Gefen, and D. B. Gutman,
“Fractional topological insulators: From sliding Luttinger
liquids to Chern-Simons theory,” Phys. Rev. B 91, 205141
(2015).
63 R. S. K. Mong, D. J. Clarke, J. Alicea, N. H. Lindner,
P. Fendley, C. Nayak, Y. Oreg, A. Stern, E. Berg, K. Sht-
engel, and M. P. A. Fisher, “Universal topological quan-
tum computation from a superconductor-Abelian quan-
tum Hall heterostructure,” Phys. Rev. X 4, 011036 (2014).
64 I. Seroussi, E. Berg, and Y. Oreg, “Topological supercon-
ducting phases of weakly coupled quantum wires,” Phys.
Rev. B 89, 104523 (2014).
65 A. Vaezi, “Superconducting analogue of the parafermion
fractional quantum Hall states,” Phys. Rev. X 4, 031009
(2014).
66 E. Sagi, A. Haim, E. Berg, F. von Oppen, and Y. Oreg,
“Fractional chiral superconductors,” Phys. Rev. B 96,
235144 (2017).
67 M. J. Park, S. Raza, M. J. Gilbert, and J. C. Y. Teo,
“Coupled wire models of interacting Dirac nodal super-
conductors,” Phys. Rev. B 98, 184514 (2018).
68 K. Laubscher, D. Loss, and J. Klinovaja, “Fractional
topological superconductivity and parafermion corner
states,” Phys. Rev. Research 1, 032017 (2019).
69 D. F. Mross, A. Essin, and J. Alicea, “Composite Dirac
liquids: Parent states for symmetric surface topological
order,” Phys. Rev. X 5, 011011 (2015).
70 S. Sahoo, Z. Zhang, and J. C. Y. Teo, “Coupled wire
model of symmetric Majorana surfaces of topological su-
perconductors,” Phys. Rev. B 94, 165142 (2016).
71 X.-C. Wu, C.-M. Jian, and C. Xu, “Coupled-wire descrip-
tion of the correlated physics in twisted bilayer graphene,”
Phys. Rev. B 99, 161405 (2019).
72 T. Meng, “Fractional topological phases in three-
dimensional coupled-wire systems,” Phys. Rev. B 92,
115152 (2015).
73 E. Sagi and Y. Oreg, “From an array of quantum wires
to three-dimensional fractional topological insulators,”
Phys. Rev. B 92, 195137 (2015).
74 T. Iadecola, T. Neupert, C. Chamon, and C. Mudry,
“Wire constructions of Abelian topological phases in three
or more dimensions,” Phys. Rev. B 93, 195136 (2016).
75 E. Sagi, A. Stern, and D. F. Mross, “Composite Weyl
semimetal as a parent state for three-dimensional topolog-
ically ordered phases,” Phys. Rev. B 98, 201111 (2018).
76 T. Iadecola, T. Neupert, C. Chamon, and C. Mudry,
“Ground-state degeneracy of non-Abelian topological
phases from coupled wires,” Phys. Rev. B 99, 245138
(2019).
77 S. Raza, A. Sirota, and J. C. Y. Teo, “From Dirac
semimetals to topological phases in three dimensions:
A coupled-wire construction,” Phys. Rev. X 9, 011039
(2019).
78 M. M. Vazifeh, “Weyl semimetal from the honeycomb ar-
ray of topological insulator nanowires,” EPL (Europhysics
Letters) 102, 67011 (2013).
79 T. Meng, A. G. Grushin, K. Shtengel, and J. H. Bar-
darson, “Theory of a 3+1d fractional chiral metal: Inter-
acting variant of the Weyl semimetal,” Phys. Rev. B 94,
155136 (2016).
80 A. A. Nersesyan and A. M. Tsvelik, “Spinons in more than
one dimension: Resonance valence bond state stabilized
by frustration,” Phys. Rev. B 67, 024422 (2003).
81 T. Meng, T. Neupert, M. Greiter, and R. Thomale,
23
“Coupled-wire construction of chiral spin liquids,” Phys.
Rev. B 91, 241106 (2015).
82 G. Gorohovsky, R. G. Pereira, and E. Sela, “Chiral spin
liquids in arrays of spin chains,” Phys. Rev. B 91, 245139
(2015).
83 A. A. Patel and D. Chowdhury, “Two-dimensional spin
liquids with Z2 topological order in an array of quantum
wires,” Phys. Rev. B 94, 195130 (2016).
84 P.-H. Huang, J.-H. Chen, P. R. S. Gomes, T. Neupert,
C. Chamon, and C. Mudry, “Non-Abelian topological
spin liquids from arrays of quantum wires or spin chains,”
Phys. Rev. B 93, 205123 (2016).
85 P.-H. Huang, J.-H. Chen, A. E. Feiguin, C. Chamon, and
C. Mudry, “Coupled spin- 1
2
ladders as microscopic mod-
els for non-Abelian chiral spin liquids,” Phys. Rev. B 95,
144413 (2017).
86 P. Lecheminant and A. M. Tsvelik, “Lattice spin mod-
els for non-Abelian chiral spin liquids,” Phys. Rev. B 95,
140406 (2017).
87 R. G. Pereira and S. Bieri, “Gapless chiral spin liquid from
coupled chains on the kagome lattice,” SciPost Phys. 4,
004 (2018).
88 Y. Oreg, E. Sela, and A. Stern, “Fractional helical liquids
in quantum wires,” Phys. Rev. B 89, 115402 (2014).
89 E. M. Stoudenmire, D. J. Clarke, R. S. K. Mong,
and J. Alicea, “Assembling Fibonacci anyons from a Z3
parafermion lattice model,” Phys. Rev. B 91, 235112
(2015).
90 Y.-M. Lu and A. Vishwanath, “Theory and classifica-
tion of interacting integer topological phases in two di-
mensions: A Chern-Simons approach,” Phys. Rev. B 86,
125119 (2012).
91 T. Neupert, C. Chamon, C. Mudry, and R. Thomale,
“Wire deconstructionism of two-dimensional topological
phases,” Phys. Rev. B 90, 205101 (2014).
92 D. F. Mross, J. Alicea, and O. I. Motrunich, “Explicit
derivation of duality between a free Dirac cone and quan-
tum electrodynamics in (2 + 1) dimensions,” Phys. Rev.
Lett. 117, 016802 (2016).
93 D. F. Mross, J. Alicea, and O. I. Motrunich, “Symme-
try and duality in bosonization of two-dimensional Dirac
fermions,” Phys. Rev. X 7, 041016 (2017).
94 T. Meng, “Coupled-wire constructions: A Luttinger liquid
approach to topology,” The European Physical Journal
Special Topics 229, 527 (2020).
95 M. E Peskin, “Mandelstam-’t Hooft duality in Abelian
lattice models,” Annals of Physics 113, 122 (1978).
96 C. Dasgupta and B. I. Halperin, “Phase transition in a
lattice model of superconductivity,” Phys. Rev. Lett. 47,
1556 (1981).
97 M. P. A. Fisher and D. H. Lee, “Correspondence between
two-dimensional bosons and a bulk superconductor in a
magnetic field,” Phys. Rev. B 39, 2756 (1989).
98 A. M. Polyakov, Gauge Fields and Strings, Contemporary
concepts in physics (Taylor & Francis, 1987).
99 T. Senthil, D. T. Son, C. Wang, and C. Xu, “Duality be-
tween (2+1)d quantum critical points,” Physics Reports
827, 1 (2019).
100 X.-G. Wen, F. Wilczek, and A. Zee, “Chiral spin states
and superconductivity,” Phys. Rev. B 39, 11413 (1989).
101 L. B. Ioffe and A. I. Larkin, “Gapless fermions and gauge
fields in dielectrics,” Phys. Rev. B 39, 8988 (1989).
102 M. Hermele, T. Senthil, M. P. A. Fisher, P. A. Lee, N. Na-
gaosa, and X.-G. Wen, “Stability of U(1) spin liquids in
two dimensions,” Phys. Rev. B 70, 214437 (2004).
103 S.-S. Lee, “Stability of the U(1) spin liquid with a spinon
Fermi surface in 2 + 1 dimensions,” Phys. Rev. B 78,
085129 (2008).
104 T. Giamarchi and Oxford University Press, Quan-
tum Physics in One Dimension, International Series of
Monogr (Clarendon Press, 2004).
105 A. O. Gogolin, A. A. Nersesyan, and A. M. Tsve-
lik, Bosonization and Strongly Correlated Systems (Cam-
bridge University Press, 2004).
106 T. Senthil, A. Vishwanath, L. Balents, S. Sachdev, and
M. P. A. Fisher, “Deconfined quantum critical points,”
Science 303, 1490 (2004).
107 C. Lannert, M. P. A. Fisher, and T. Senthil, “Quan-
tum confinement transition in a d-wave superconductor,”
Phys. Rev. B 63, 134510 (2001).
108 S. Sachdev and K. Park, “Ground states of quantum anti-
ferromagnets in two dimensions,” Annals of Physics 298,
58 (2002).
109 F. Wilczek, “Magnetic flux, angular momentum, and
statistics,” Phys. Rev. Lett. 48, 1144 (1982).
110 E. Fradkin, “Jordan-Wigner transformation for quantum-
spin systems in two dimensions and fractional statistics,”
Phys. Rev. Lett. 63, 322 (1989).
111 N. Seiberg, T. Senthil, C. Wang, and E. Witten, “A
duality web in 2+1 dimensions and condensed matter
physics,” Annals of Physics 374, 395 (2016).
112 A. Karch and D. Tong, “Particle-vortex duality from 3d
bosonization,” Phys. Rev. X 6, 031043 (2016).
113 J. Murugan and H. Nastase, “Particle-vortex duality in
topological insulators and superconductors,” Journal of
High Energy Physics 2017, 159 (2017).
114 A redefinition f↑ → f↑eipiQ↓ results in the anti-
commutation of f↑ and f↓ without affecting the action
or the full-braiding phase.
115 A. A. Nersesyan, A. O. Gogolin, and F. H. L. Eßler,
“Incommensurate spin correlations in spin-1/2 frustrated
two-leg Heisenberg ladders,” Phys. Rev. Lett. 81, 910
(1998).
116 X.-L. Qi and S.-C. Zhang, “Topological insulators and
superconductors,” Rev. Mod. Phys. 83, 1057 (2011).
24
A. Energy cost of topological defects
Energy cost of domain walls in the VBS phase of a one-dimensional spin-chain
To describe the VBS phase, consider the bosonized action of a U(1) spin chain given by
SVBS =
ˆ
x,τ
[
1
2pivK
(∂τΘ)
2
+
v
2piK
(∂xΘ)
2
+
vg˜4pi
16piKd20
cos (4Θ)
]
, (A1)
with K such that the dimensionless coupling constant g˜4pi < 0 flows to strong coupling. The minima of the cosine
potential, Θmin = pin/2, correspond to different topological sectors, labeled by the integer n. On length scales larger
than d∗, where g˜4pi has become of order unity, it is appropriate to expand the cosine in a single topological sector,
i.e., replace vg˜4pi
16piKd20
cos (4Θ) → v2piKd2∗ (Θ − pin/2)
2. To find the energy cost of domain walls, we allow the system to
transition between different topological sectors as a function of space, i.e., n→ nx and
Seff [n] = 1
2pivK
ˆ
x,τ
[
(∂τΘ)
2
+ v2 (∂xΘ)
2
+
v2
d2∗
Θ2 − piv
2
d2∗
Θnx +
pi2v2
4d2∗
n2x
]
. (A2)
The energy cost of forcing the system into different topological sectors, relative to the uniform n = 0 vacuum, is given
by
∆E [n] =− limT→0 T log
(Z[n]
Z[0]
)
= − limT→0 T log
〈
eS[0]−S[n]
〉
0
=
piv
8Kd2∗
ˆ
x
n2x −
v2
8K2d4∗
ˆ
x,x′
nxnx′ 〈ΘxΘx′〉0
∣∣
ω=0
=
v2
8K2d2∗
ˆ
x,x′
nxnx′ 〈∂xΘx∂x′Θx′〉0
∣∣
ω=0
, (A3)
where the last equality uses the specific form of the correlation function 〈ΘxΘx′〉 according to Eq. (A2). For a generic
configuration of domain walls parameterized by n(x) =
∑
i αiH(x− xi) with αi ∈ Z, the energy is given by
∆E [{α}] = v
2
8K2d2∗
∑
i,j
αiαj
〈
ΘxiΘxj
〉
0
∣∣
ω=0
=
piv
16Kd∗
∑
i,j
αiαje
−|xi−xj |/d∗ . (A4)
In particular, the energy cost of a single domain wall is given by the prefactor ∆EDW =
piv
16Kd∗
.
The trial function provided in the main text, ΘDW(x) = tan
−1 [e(x−x0)/ξ], produces a variational energy cost of
∆EDW [ξ] =
v
4piK
(
1/ξ + ξ/d2∗
)
, for the renormalized action, i.e., Eq. (A1) with g˜4pi → −d20/d2∗. Its minimal value,
attained for ξ = d∗, is given by ∆EDW = v2piKd∗ and is parametrically the same as the result of Eq. (A4). The
somewhat smaller numerical value relative to the previous calculation arises because there, the cosine was replaced
by a parabolic potential centered around the nearest minimum.
Energy cost of magnetic vortices in the easy-plane AFM
We follow the same strategy as for the one-dimensional VBS domain walls. Expanding the cosine of Eq. (18a) in
topological sectors, denoted by nx,y+1/2, we obtain
Seff [n] = K
2piv
ˆ
x,τ
∑
y
[
(∂τΦy)
2
+ v2 (∂xΦy)
2
+
v2
d2∗
(
[∆Φ]y+ 12
− 2pinx,y+ 12
)2]
, (A5)
where d∗ is the length-scale at which g˜t = 2pid20gt/vK reaches order unity. In this case, n can be interpreted as
counting the magnetic flux tubes in an external probing field. Consider a magnetic field B(x) in the gauge A1 = 0,
i.e., A2 =
´
x
B(x). Incorporating the probing field via minimal coupling amounts to replacing ∆Φ → ∆Φ − A2
above, which identifies n = 12pi
´
x
B(x). The energy cost for a given configuration n can be computed as in the
one-dimensional case, i.e.,
∆E [n] = 2v2K2d−2∗
ˆ
x,x′
∑
y,y′
nx,y+ 12nx′,y′+
1
2
〈∂xΦx,y∂x′Φx′,y′〉0
∣∣∣
ω=0
. (A6)
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Parameterizing n in terms of strength αi vortices at positions (xi, y˜i), i.e., nx,y+ 12 =
∑
i αiδy,yiH (x− xi), we arrive
at the final expression
∆E [{α}] = 2v2K2d−2∗
〈(∑
i
αiΦxi,yi
)2〉
0
∣∣∣
ω=0
=
vK
2pid∗
∑
i,j
αiαj
ˆ
kx,ky
cos [k · (Ri −Rj)]
k2x +
∣∣∆ky ∣∣2 , (A7)
with Ri = (xi, d∗y˜i) and k = (kx, ky). The y-momentum ky is measured in units of d−1∗ and ∆ky ≡
(
eid∗ky − 1) /d∗.
If the total number of vortices Nv ≡
∑
i αi 6= 0, the energy diverges logarithmically with the size of the system. When
Nv = 0, the energy cost is finite; for a single vortex—anti-vortex pair we find
lim
|R1−R2|→∞
∆ER1,R2 =
2vK
d∗
log
( |R1 −R2|
2d∗
)
. (A8)
Importantly, this calculation does not make any reference to a specific form of the vortex. Instead, it fixes the
topological properties and lets the functional integral over Φ find the optimal configuration. The same result can be
obtained by considering a ‘trial’ configuration of the form
Φtrial = arg [(x− x1) /ξ + i (y − y˜1)]− arg [(x− x2) /ξ + i (y − y˜2)] , (A9)
where ξ is a variational parameter. Computing the corresponding energy at large vortex—anti-vortex separation, one
finds
Etrial[ξ] =
K
2piv
ˆ
x
∑
y
[
v2 (∂xΦtrial)
2
+
v2
d2∗
[∆Φtrial]
2
]
=
2vK
d∗
d2∗ + ξ
2
2ξd∗
log
( |Ri −Rj |
2ξ
)
+O(1) , (A10)
with Ri = (xi, ξyi). To optimize ξ within logarithmic accuracy, it is sufficient to focus on the prefactor of the
logarithm; it is minimized for ξ = d∗ where Eq. (A10) reduces to the result provided in Eq. (A8).
Energy cost of dislocations / bosonic partons in the intra-wire VBS
To generate the two-dimensional VBS with dimers along the wire direction, xˆ, we introduce two different cosines
per wire pair. We introduce dimensionless coupling constants, g˜u > 0 and g˜4pi < 0, and write
δLintra−VBS = − vg˜u
4piKd20
cos (2 [∆Θ]y+1/2) +
vg˜4pi
16piKd20
cos (4Θy) , (A11)
where, for convenience, we have redefined Θy → (−1)y (Θy + piy/2). Beyond the length scales d∗ and l∗, where the
coupling constants renormalize to order unity, we expand the action in topological sectors. Labeling said sectors by
integers n and p, we obtain
Seff [n, p] = 1
2pivK
ˆ
x,τ
∑
y
[
(∂τΘy)
2
+ v2 (∂xΘy)
2
+
v2
d2∗
(
[∆Θ]y+ 12
− pinx,y+ 12
)2
+
v2
l2∗
(
Θy − pi2 px,y
)2]
. (A12)
As before, we parameterize the integer functions n and p by the locations and strengths of topological defects, i.e.,
n =
∑
i αiH (x− xi) δy˜,y˜i , and p =
∑
i βiH (x−Xi) δy,Yi . The energy cost for a general configuration naturally de-
composes into a manifestly local, system-size independent contribution, and a non-local one that may be IR divergent,
i.e., ∆E [n, p] = ∆Elocal [n, p] + ∆Enon-local
[
n− 12∆p
]
with
∆Elocal =
v2
2K2d2∗
∑
i,j
αiαj
〈
Θxi,yiΘxj ,yj
〉
0
∣∣
ω=0
+
v2
8K2l2∗
∑
i,j
βiβj
〈
Θxi,yiΘxj ,yj
〉
0
∣∣
ω=0
, (A13)
∆Enon-local =
v2
2K2d2∗l2∗
ˆ
x,x′
∑
y,y′
(
nx,y+ 12 −
1
2 [∆p]x,y+ 12
)(
nx′,y′+ 12 −
1
2 [∆p]x′,y′+ 12
)
〈Θx,yΘx′,y′〉0
∣∣∣
ω=0
. (A14)
A priory, n and p are independent, and the lowest energy cost for a given n must be found by optimizing over all
possible p. Fortunately, this minimization can be avoided when the density of defects n is low; there, the optimal p
can be inferred based on general considerations.
Consider a single dislocation—anti-dislocation pair defined by α1 = 1 and α2 = −1, i.e., nx,y˜ = H (x− x1) δy˜,y˜1 −
H (x− x2) δy˜,y˜2 . The corresponding p can be deduced as follows: (i) To avoid energies that diverge with system size,
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the topological sectors must match asymptotically, i.e., limx→∞(nx,y˜ − [∆p]x,y˜ /2) = 0. (ii) The minimal number of
p-defects within this constraint has exactly one of strength βi = 2 for each wire Yi ∈ [y˜1, y˜2]. (iii) Their optimal
locations are along the line connecting r˜1 = (x1, y˜1) and r˜2 = (x2, y˜2). To determine the energy for distances much
larger than l∗, we approximate
〈Θx,yΘx′,y′〉0
∣∣
ω=0
=
Kd∗
4piv
ˆ
kx,ky
cos [k · (R−R′)]
k2x +
∣∣∆ky ∣∣2 + l−2∗ ≈
piKl2∗
v
δ(x− x′)δy,y′ , (A15)
where R = (x, d∗y). [When appearing in discrete sums as in ∆E, δ (xi − xj) is to be understood as d−10 δxi,xj , where
the microscopic length-scale d0 acts as a UV cutoff.] In this limit we find simplified expressions for the local and
non-local contributions to the energy, which in case of a single dislocation—anti-dislocation pair give
∆Elocal =
pivl2∗
2Kd0d2∗
∑
i
α2i +
piv
8Kd0
∑
i
β2i =
pivl2∗
Kd0d2∗
+
piv
2Kd0
(y˜2 − y˜1) , (A16)
∆Enon-local =
piv
2Kd2∗
ˆ
x
∑
y
(
nx,y+ 12 −
1
2 [∆p]x,y+ 12
)2
=
piv
2Kd2∗
(x2 − x1)
1 + (y˜2 − y˜1)−1
. (A17)
Topological defects in the intra-wire VBS phase are thus linearly confined. As for the case of magnetic vortices, the
same conclusion can be reached by studying appropriate trial states. For the Ising-AFM phase, the sign of g˜4pi in
Eq. (A11) is reversed, but the analysis is otherwise identical, i.e., defects are also linearly confined.
Energy cost of bosonic parton vortices in the correlated Mott insulator
In the correlated Mott insulator (cf. Sec. IV B 3), there are two cosines per wire pair, i.e.,
δL↓ + δL↑ = vB g˜u
pid20
cos ([∆2ϕ↓]2y˜+1) +
uB g˜t
pid20
cos (2θ2y˜+1,↑) . (A18)
Beyond the length scales d∗ and l∗, where coupling constants renormalize to order unity, we expand the action in the
topological sectors. Labeling said sectors by the integer functions n and p, we write
Seff [n, p] = S0 +
ˆ
x,τ
∑
y˜
[
2vB
d2∗
(
pin2x,2y˜+1 − [∆2ϕ↓]2y˜+1 nx,2y˜+1
)
+
2uB
l2∗
(
pip2x,2y˜+1 − 2θ2y˜+1,↑px,2y˜+1
)]
, (A19)
where S0 is the effective action of the trivial topological sector with n = p = 0. Vortex—anti-vortex pairs are encoded
in n, so we set p to zero. To evaluate the energy cost for a given n, we need the Green function of ∆ϕ↓ within the
Gaussian theory S0[ϕσ, θσ, a]. Its leading order in kx and ∆ky is
〈|∆2kyϕ↓|2〉
∣∣
ω=0
=
piα2
vBd2∗
1 + α2d2∗
∣∣∆ky ∣∣2
k2x +
∣∣∆ky ∣∣2 + α2d2∗ , (A20)
where the dimensionless parameter α2 = 4vBκv˜ encodes the ratio of boson and gauge-field velocities. For a single
vortex—anti-vortex pair at positions Ri = (xi, d∗y˜i), with y˜i odd and |R1 −R2|  d∗ we find
∆ER1,R2 =
vB
2pid∗
ˆ
kx,ky
2− 2 cos [k · (R1 −R2)]
k2x +
∣∣∆ky ∣∣2 + α2d2∗ =
2vB
d∗
f
(
α2
)− 2vB
d∗
√
pid∗
2α|R1 −R2|e
−α|R1−R2|/d∗ . (A21)
Here, the dimensionless integral f(x) = 12
´ pi
−pi dθ
1√
x+2−2 cos(θ) diverges logarithmically for x → 0 but is otherwise
finite. The energy required for creating an isolated vortex is thus vB/d∗ times a number of order unity.
B. Derivation of the bosonic-parton field theory
The equivalence between the microscopic coupled-wire model described in Sec. III B and the gauge theory for
bosonic partons introduced in Sec. IV A can be shown using the methods of Refs. 92 and 93. We begin with the gauge
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theory S = ´
x,τ
∑
y [Lb + LMaxwell + L′b] in the a2 = 0 gauge, where
Lb = i
pi
∂xθy˜ (∂τϕy˜ − a0,y˜) + vB
2pi
(∂xϕy˜ − a1,y˜)2 + uB
2pi
(∂xθy˜)
2
(B1)
LMaxwell = κ
4piv˜
[∆a0]
2
y +
κv˜
4pi
[∆a1]
2
y . (B2)
We here omit the redundant label σ = (−1)y+1 to lighten the notation. The final term, L′b, contains exponentially
decaying inter-wire interactions. Specifically, density-density and current-current interactions
L′b =
∑
y′
{
[∆∂xθ]y (W1)y,y′ [∆∂xθ]y′ + [∆∂xϕ]y (W2)y,y′ [∆∂xϕ]y′
}
, (B3)
where Wi decay exponentially with |y − y′|. Crucially, L′b is short-ranged in both parton and spin variables and thus
does not affect the structure of the gauge theory. Performing the Gaussian integrals over aµ and expressing ϕ, θ in
terms of Φ,Θ using Eq. (28), we find S = ´
x,τ
∑
y
[Lspins + L′spins] with
Lspins = i
pi
∂xΘy∂τΦy +
vK
2pi
(∂xΦy)
2
+
v
2piK
(∂xΘy)
2
+
uB
2pi
[S∂xΘ]
2
y˜ , (B4)
where K = κ2
√
vB
vB+2κv˜
and v = 2v˜K/κ. The term L′spins contains exponentially decaying inter-wire interactions, i.e.,
L′spins =
v2K2
2pivB
∑
y˜′
[∆∂xΦ]y˜
[
1− vK
vB
∆T∆
]−1
y˜,y˜′
[∆∂xΦ]y˜′ +
∑
y′
∂xΦy (PW2P )y,y′ ∂xΦy′
+
∑
y′
[
STS∂xΘ
]
y
(PW1P )y,y′
[
STS∂xΘ
]
y′ , (B5)
where Py,y′ = (−1)y δy,y′ . Since vKvB < 14 for any choice of parameters, all terms in L′spins decay exponentially with|y − y′|; a suitable choice of Wi in Eq. (B3) can thus be used to achieve L′spins = 0. Alternatively, Wi can be chosen
such that L′spins = uV8pi [∆∂xΦ]2y˜, which is the result stated in the main text, i.e., Eqs. (12) and (32).
External probing field
Before concluding this appendix, we include the external probing field ~A that minimally couples to the conserved
Sz of the microscopic spins. Translating LA of Eq. (39) to bosonic parton variables we find
LA = i
pi
(−1)y˜∂xθy˜
[
S−TA0
]
y˜
+
vK
pi
(−1)y˜∂xϕy˜ [SA1]y˜ +
vK
2pi
A21,y , (B6)
where S−Ty˜,y is the inverse-transpose of Sy˜,y. To cast the coupling into a more revealing form, we shift aµ according to
a0,y˜ → a0,y˜ − 1
4
(−1)y˜ [SA0]y˜ + (−1)y˜
[
S−TA0
]
y˜
, (B7a)
a1,y˜ → a1,y˜ −
(
1
4
− vK
vB
)
(−1)y˜ [SA1]y˜ . (B7b)
This shift completely cancels LA; the external probing field instead appears in Lb of Eq. (B1) through the replacement
aµ,y˜ → aµ,y˜ − 14 (−1)y˜ [SAµ]y˜ and in higher-order couplings to the emergent gauge field given by
La−A = K
piv
(−1)y [∆T∆A0]y [∆a0]y + vK4pi (−1)y [∆T∆A1]y [∆a1]y . (B8)
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C. Derivation of the fermionic-parton field theory
To derive the gauge theory for the fermionic partons, we follow the same steps as for the bosonic partons. Specifically,
we consider the action S = ´
x,τ
∑
y
[
Lf + LMaxwell + L′f + L′
]
with
Lf = i
pi
∂xθf,y˜ (∂τϕf,y˜ − a0,y˜) + vF
2pi
(∂xϕf,y˜ − a1,y˜)2 + uF
2pi
(∂xθf,y˜)
2
(C1)
LMaxwell = κ
8piv˜
[∆a0]
2
y +
κv˜
8pi
[∆a1]
2
y . (C2)
The first ’primed’ term, L′f , contains inter-wire interactions between fermion densities and currents, that decay
exponentially with the wire separation, |y − y′|. This term is not essential for understanding the structure of the
gauge theory. For completeness, we still provide an explicit treatment below. The final term is
L′ = i
4pi
α (−1)y [∆a1]y [∆a0]y . (C3)
It has an alternating sign and thus does not affect the long-distance behavior of the photon propagator (see App. D
below). However, as we will see, it is essential for the microscopic time-reversal symmetry of the spin system. To
understand its origin, recall that the fermionic partons are obtained by attaching fluxes of opposite sign to the two
bosonic-parton species. In the schematic continuum manipulations described by Eq. (73), the two Chern-Simons
terms that implement this flux attachment exactly cancel. By contrast, in the wire regularization, the two species of
fermionic partons reside at different locations (even vs. odd dual wires). Consequently, the cancellation is imperfect,
and a residual term LCS,even + LCS,odd ∝ L′ + (−1)y˜O(∆4) remains.
To map the gauge theory to spin variables, we perform the Gaussian integrals over aµ and express ϕf , θf in terms
of Φ, Θ using
ϕf,y˜ =− (−1)y˜
[
S−TΦ
]
y˜
+ 2
[
∆−TΘ
]
y˜
− [∆Θ]y˜ , (C4)
θf,y˜ =− (−1)y˜ [SΘ]y˜ , (C5)
with
(
∆−T
)
y˜,y′ the inverse-transpose of ∆y˜,y′ . We find S =
´
x,τ
∑
y
[Lspins + L′spins + L′′spins], where
Lspins = i
pi
∂xΘy∂τΦy +
vK
2pi
(∂xΦy)
2
+
v
2piK
(∂xΘy)
2
+
uV
4pi
[∆∂xΦ]y˜ +
uF
2pi
[S∂xΘ]
2
y˜ , (C6)
with parameters K = α2κ
√
κvF
κvF+(α2+κ2)v˜
, v = 2v˜κK/α, uV = vF
(
αv˜
2αv˜+κvF
)2
, and uF = uF + 4vK. The term L′spins
contains exponentially decaying inter-wire terms whose explicit form is provided below. Crucially, a suitable choice
of the L′parton results in L′spins = 0, and can additionally be used to tune the parameters uV and uF in Eq. (C6). The
final term
L′′spins =
v
2pi
(−1)y ∂xΘy∂xΦy , (C7)
with v = 4vK
(
2α
α2+κ2 − 1
)
, cannot be eliminated by any choice of L′parton, which contains only higher orders in ∆.
Moreover, it violates the microscopic time-reversal symmetry. To preserve this symmetry, we must, therefore, choose
α in the gauge theory of Eq. (C3) such that v = 0, namely, α = 1 ± √1− κ2 ≡ α0. Having eliminated L′spins and
L′′spins, the action matches Eqs. (12) and (32) with the parameters specified above.
Explicit form of short-range interactions
We include generic short-range density-density, current-current and density-current interactions for the fermionic
parton in the form
L′parton =
∑
y˜′
{
[∆∂xθf ]y (W1)y,y′ [∆∂xθf ]y′ +
[
ST∆∂xϕf
]
y˜
(W2)y˜,y˜′
[
ST∆∂xϕf
]
y˜′ + [∆∂xθf ]y (W3)y,y′ [P∆∂xϕf ]y′
}
,
(C8)
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where Wi decay exponentially with |y − y′|. It is straightforward to express these in terms of Φ,Θ and combine them
with the exponentially decaying interactions stemming from the Gaussian integrals over aµ. We find
L′spin =
vF
2pi
∑
y˜′
{
[S∂xΘ]y˜ (W˜1)y˜,y˜′ [S∂xΘ]y˜′ + [∆∂xΦ]y˜ (W˜2)y˜,y˜′ [∆∂xΦ]y˜′ − [S∂xΘ]y˜ (W˜3)y˜,y˜′ [P∆∂xΦ]y˜′
}
, (C9)
with exponentially decaying W˜i. We are interested in v = 0, for which these Kernels are given by
W˜1 =S
(
V2 −∆TW2∆ + PW1P + PW3P
)
ST + 4W2 − 2PW3P − 4g , (C10)
W˜2 =V1 + PW2P , (C11)
W˜3 =2
[
V2 +
(
2−∆T∆)W2 + 1
2
PW3P
]
, (C12)
where g = vKvF , V1 = g
3∆T
[
1− g∆T∆]−1 ∆, and V2 = g1−4g [1 + g1−4g∆T∆]−1. A choice of exponentially decaying
Wi that results in L′spins = 0 is given by
W1 =2g
(
1− 2g − 2g2 + g2∆T∆− 1
2
g2∆T∆∆T∆
)[
1− g∆T∆]−1 , (C13)
W2 =− g
3
1− 4gS
TS
[
1 +
g
1− 4g∆
T∆
]−1
, (C14)
W3 =− 2g
[
1 + g2∆T∆
(
2−∆T∆)] [1− g∆T∆]−1 . (C15)
External probing field
Before concluding the derivation, we also include an external probing field ~A that minimally couples to the conserved
Sz of the microscopic spins. We thus supplement the action of the gauge theory action by LA as given in Eq. (39).
In terms of the fermionic parton variables
LA = i
pi
(−1)y˜ ∂xθf,y˜
[
S−TA0
]
y˜
+
vK
pi
(−1)y˜ ∂xϕf,y˜ [SA1]y˜ −
vK
pi
∂xθf,y˜
[(
2−∆T∆)∆−TA1]y˜ + vK2pi A21,y . (C16)
To cast this into a more revealing form, we shift aµ according to
a0,y˜ → a0,y˜ − 1
4
(−1)y˜ [SA0]y˜ + (−1)y˜
[
S−TA0
]
y˜
+ ivK
[(
2−∆T∆)∆−TA1]y˜ (C17a)
a1,y˜ → a1,y˜ −
(
1
4
− vK
vF
)
(−1)y˜ [SA1]y˜ . (C17b)
This completely cancels LA; the external probing field instead appears in Lf of Eq. (C1) through the replacement
aµ,y˜ → aµ,y˜ − 14 (−1)y˜ [SAµ]y˜ and in higher-order couplings to the emergent gauge field given by
La−A =− K (2− α) (−1)
y
8piv
[
∆Ta0
]
y
[
∆T∆A0
]
y
− vK (2 + α) (−1)
y
8pi
[
∆Ta1
]
y
[
∆T∆A1
]
y
− iK
2
4pi
[
∆Ta0
]
y
[
∆T∆A1
]
y
+
iα
16pi
[
∆Ta1
]
y
[
∆T∆A0
]
y
. (C18)
D. Gauge-theory calculations
Bosonic parton superfluid
To analyze the implications of a condensed bosonic parton, first recall that the gauge theory is of the form L =∑
σ Lσ
[
bσ, aσ +
σ
2Aσ
]
+ LMaxwell[a↑, a↓], where ~Ay˜ ≡
(
~Ay˜−1/2 + ~Ay˜+1/2
)
/2 and we have endowed ~a and ~A with the
(redundant) spin label corresponding to the dual-wire parity. The two species couple only through the Maxwell term
LMaxwell = κ
4pi
{
1
v˜
[
(a0,2y˜,↓ − a0,2y˜−1,↑)2 + (a0,2y˜+1,↑ − a0,2y˜,↓)2
]
+ v˜
[
(a1,2y˜,↓ − a1,2y˜−1,↑)2 + (a1,2y˜+1,↑ − a1,2y˜,↓)2
]}
. (D1)
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(Additional short-range interactions between opposite species can always be subsumed by adding higher-order deriva-
tives to the Maxwell term). Condensation of b↓ corresponds to δL↓ = gt cos (ϕ2y˜+2,↓ − ϕ2y˜,↓) reaching strong coupling
first. We introduce a dimensionless coupling constant with bare value g˜t = pid
2
0gt/vB and replace
δL↓ = vB g˜t
pid20
cos ([∆2ϕ↓]2y˜+1)→
vB
2pid2∗
[∆2ϕ↓]
2
2y˜+1 . (D2)
Here, d∗ is the length scale at which the coupling constant renormalized to order unity. Upon integrating out θ↓ the
Lagrangian governing ϕ↓ is given by
L↓ + δL↓ = 1
2piuB
∣∣iωϕ↓ − a0,↓ + 12A0,↓∣∣2 + vB2pi ∣∣ikxϕ↓ − a1,↓ + 12A1,↓∣∣2 + vB2pi ∣∣∆kyϕ↓∣∣2 , (D3)
where we have Fourier-transformed using a two-wire unit cell. Further performing the Gaussian integral over ϕ↓ we
obtain Lind
[
a↓ − 12A↓
]
= 12pi (a
∗
↓ − 12A∗↓)µΠindµν (a↓ − 12A↓)ν with
Πind =
1
ω2 + uBvBk2x + uBvB |∆ky |2
(
vBk
2
x + vB |∆ky |2 −vBωkx
−vBωkx vBω2 + uBv2B |∆ky |2
)
. (D4)
This induced action supplements the bare LMaxwell, which in Fourier space reads
LMaxwell = κ
4pi
[
1
v˜
(∣∣a0,↓ − e−id0kya0,↑∣∣2 + |a0,↑ − a0,↓|2)+ v˜ (∣∣a1,↓ − e−id0kya1,↑∣∣2 + |a1,↑ − a1,↓|2)] . (D5)
We now shift aµ,σ → aµ,σ + 12Aµ,↓ such that Aµ,↓ is eliminated from Lind. It instead enters L↑ and, at subleading
order |∆ky |2Aµ,↓, the Maxwell term LMaxwell. Finally, performing the integral over aµ,↓ and retaining only the leading
orders in ∆ky we arrive at the effective action Leff = L↑[b↑, a↑ + A↑+A↓2 ] + 12piγµa∗µ,↑
[
Π(0) + Π(2)
]
µν
γνaν,↑ with
Π(0) =
1
ω2 + c2xk
2
x + c
2
y
∣∣∆ky ∣∣2
(
c2xk
2
x + c
2
y
∣∣∆ky ∣∣2 −cxkxω
−cxkxω c2y
∣∣∆ky ∣∣2 + ω2
)
, (D6)
Π(2) =
∣∣∆ky ∣∣2
4
[
ω2 + c21k
2
x + c
2
2
∣∣∆ky ∣∣2]
κuBv˜ [c21k2x + c22 ∣∣∆ky ∣∣2 + u˜B+v˜κuB ω2] c1kxω
c1kxω
κv˜
vB
[
vB+κv˜
κv˜ c
2
1k
2
x + c
2
2
∣∣∆ky ∣∣2 + ω2]
 , (D7)
where c2x =
vB v˜(κuB+v˜)
vB+κv˜
, γ0 =
√
κ
(κuB+v˜)
, c2y =
vB
γ20
, and γ1 = γ0cx. The analytically continued gauge-field propagator
has poles at real frequencies ω = ±
√
v˜2k2x + vBuB
∣∣∆ky ∣∣2 + 4vB v˜κd2∗ . For any finite d∗, the gauge field ~a↑ is gapped;
integrating it out results in L↑[b↑, 12A↑ + 12A↓], up to renormalization of parameters and short-range interactions.
Crucially, b↑ now couples to the external probing field with unit charge, i.e., carries spin 1.
Finally, consider the case where the second parton also condenses, i.e., where δL↑ ∼ cos (ϕ2y˜+1,↑ − ϕ2y˜−1,↑) flows
to strong coupling as well. Treating δL↑ in the same way as δL↓ and integrating out b↑, we find
LMeissner = vB
2pi
A¯µ
[
δµν − p
µpν
~p · ~p
]
A¯ν +O(p2) , (D8)
where ~¯A =
(
A0
1√
uBvB
,A
)
and ~p =
(
ω√
vBuB
, kx, ky
)
. This response to the probing field ~A implies, that the U(1)
spin-rotation symmetry is spontaneously broken.
Bosonic-parton quantum Hall state
The Lagrangian for the quantum Hall state of bosonic partons, described in Sec. IV B 4, is
LQH = i
pi
∂xθy˜ (∂τϕy˜ − a0,y˜) + vB
2pi
(∂xϕy˜ − a1,y˜)2 + uB
2pi
(∂xθy˜)
2
+ gQH cos
(
ST∆ϕy˜ − 2nθy˜
)
+ LMaxwell , (D9)
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with LMaxwell = κ4piv˜ [∆a0]2y + κv˜4pi [∆a1]2y. To integrate out the bosonic partons, we introduce new conjugate variables
that diagonalize the inter-wire interaction, i.e., θ¯y˜ =
1
2
(
ST∆ϕy˜
)
+ nθy˜ and ϕ¯y˜ =
1
nϕy˜. In terms of θ¯ and ϕ¯, the
Lagrangian is
LQH = i
pi
∂xθ¯y˜ (∂τ ϕ¯y˜ − a0,y˜) + vB
2pi
(n∂xϕ¯y˜ − a1,y˜)2 + uB
2pin2
(
∂xθ¯y˜
)2
+ gQH cos
(
2θ¯y˜
)
+
i
2pi
ST∆∂xϕ¯y˜a0,y˜ +
uB
8pi
(
ST∆∂xϕ¯y˜
)2 − uB
2pin
∂xθ¯y˜S
T∆∂xϕ¯y˜ + LMaxwell . (D10)
We introduce the dimensionless coupling constant g˜QH = 8pid
2
0gQH/vB and replace
vB g˜QH
8pid20
cos
(
2θ¯y˜
)→ vB2pid2∗ θ¯2y˜, where
d∗ is the length scale at which it renormalizes to order unity. Performing the Gaussian integral over ϕ¯ we find, to
lowest order in derivatives,
L′QH =
i
pin
θ¯y˜ (∂xa0,y˜ − ∂τa1,y˜) + vB
2pid2∗
θ¯2y˜ +
i
2pin
[Sa1]y [∆a0]y +
1
2pivBn2
[∆a0]
2
y +
uB
2pin2
[∆a1]
2
y . (D11)
Finally, we perform the integral over θ¯ and obtain the effective gauge theory
Lgauge = i
2pin
[Sa1]y [∆a0]y +
(
κ
4piv˜
+
1
2pivBn2
)
[∆a0]
2
y +
(
κv˜
4pi
+
uB
2pin2
)
[∆a1]
2
y +
d2∗
2pivBn2
(∂xa0,y˜ − ∂τa1,y˜)2 .
(D12)
Fermionic partons QSH
To assess the relevance of monopoles in the QSH phase of fermionic partons we compute their correlation function
within the monopole-free theory. The corresponding Lagrangian was introduced in Sec. V B 2; it is given by LQSH =
Lmatter + Lgauge with
Lmatter = i
pi
∂xθf,y˜,σ (∂τϕf,y˜,σ − a0,y˜) + vF
2pi
(∂xϕf,y˜,σ − a1,y˜)2 + uF
2pi
(∂xθf,y˜,σ)
2
+
v˜
8piκd2∗
[S2θf,σ − P∆2ϕf,σ]2y˜ (D13)
Lgauge = κ
8piv˜
[∆a0]
2
y +
κv˜
8pi
[∆a1]
2
y +
i
4pi
α (−1)y [∆a1]y [∆a0]y , (D14)
where, as usual, d∗ is the length scale beyond which the quadratic approximation of the cosine is appropriate. (For
the last term in Lgauge, cf. App. C.) It is straightforward to integrate out the matter fields and obtain the induced
gauge-field action. Upon expanding in frequencies and x-momenta small compared to the QSH gap, EQSH ≡
√
4v˜vF
κd2∗
,
we find
Lind = 1
8pivF
[∆2a0]
2
y˜ +
uF
8pi
[∆2a1]
2
y˜ +
κd2∗
8piv˜
(∂xa0,y˜ − ∂τa1,y˜)2 + i
4pi
(−1)y˜ [S2a1]y˜ [∆2a0]y˜ + L′ind . (D15)
Here L′ind contains terms suppressed by at least two additional powers of ∆2. These contributions can easily be
retained but do not affect any long-wavelength properties; we, therefore, discard them. In the absence of oscillatory
terms ∼ (−1)y˜ in the total gauge-field action, Lgauge + Lind, we approximate ∆2 = 2∆ + ∆2 ≈ 2∆ for describing
long-wavelength properties. We thus obtain the effective gauge-field action
Leffgauge =
κ
8pi
{
1
v˜
γ2 [∆a0]
2
y + v˜η
2 [∆a1]
2
y + d
2
∗
1
v˜
(∂xa0,y˜ − ∂τa1,y˜)2
}
, (D16)
where γ2 = 1+ 4v˜κvF = and η
2 = 1+ 4uFκv˜ . Oscillatory terms ∼ (−1)y˜ couple gauge fields at y-momenta ky and ky+pi/d∗.
We obtain the long-wavelength action in that case, by integrating out modes at momenta |ky| > pi/2d∗. Returning to
real space, we again find Leffgauge, but with modified parameters γ2 = κ
2+(2−α)2
κ2 +
4v˜
κvF
, η2 = κ
2+(2+α)2
κ2 +
4uF
κv˜ .
To compute the correlation function of a probing monopole in this theory, we supplement Leffgauge by the monopole
action of Eq. (82) and integrate out aµ. At leading order in ∆ky , we find
LM,eff =
 v˜
2piκ
+
v˜
2piκγ2
η2v˜2
∣∣∆ky ∣∣2 + ω2
η2v˜2
∣∣∆ky ∣∣2 + ω2 + η2γ2 v˜2k2x
 k2x |φM|2 + gM2 [M−~kM~k +M†−~kM†~k] . (D17)
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The monopole-monopole correlation function, evaluated within a monopole-free background gM = 0, is given by
CMR = exp
{
− κd∗
8pi2v˜
γ2
γ2 + 1
ˆ
k,ω
[2− 2 cos (k ·R)]
[
1
k2x
+O (1)
]}
∼
e
− 4pi γ
2
γ2+1
( xd∗ )
2
y = 0 ,
e
− 2pi
√
κv˜
vF
γ2
γ2+1
f(y) Ld∗ y 6= 0 ,
(D18)
where L is the wire length, and the ω and kx integrals are cut off by EQSH and v
−1
F EQSH, respectively. The function
f (y) ≡ 1 − sin(piy/2)piy/2 is bounded from below by 1 − 2/pi ≈ 0.36 for non-zero y. At long distances, this correlation
function decays faster than exponential. Monopoles described by M are thus strongly irrelevant.
We now turn to dressed monopoles, which were introduced in Sec. V B 2 via the short-hand Mdressed ∼ f†↓f↑M.
Their explicit expression is
Mdressed,r =
{Mrf†r− 12 yˆ,↑,Lfr+ 12 yˆ,↓,L y even ,
Mrf†r+ 12 yˆ,↑,Rfr− 12 yˆ,↓,R y odd .
(D19)
It is instructive to relate its correlation function to configurations of the emergent gauge field ~a. We therefore write
CMdressed,r−r′ =
〈
M†dressed,rMdressed,r′
〉
≡
´ D [fσ, a, φM]M†dressed,rMdressed,r′e−SM−SQSH´ D [fσ, a, φM] e−SM−SQSH , (D20)
and perform the integrals over both the fermions and the monopole field φM. To lowest order in kx, we find
CMdressed,R = exp
{
− κd∗
16pi2v˜
γ2
ˆ
k,ω
2− 2 cos (k ·R)
k2x
[
1− κ
4piv˜
γ2d2∗
〈|ε2|2〉0]} , (D21)
where 〈. . .〉0 is evaluated with respect to Eq. (D16) and ε2 = ∆a0/d∗ is the y-component of the emergent electric
field in the a2 = 0 gauge. Consequently, the long-distance behavior of the dressed monopole-monopole correlation
function matches the form obtained by evaluating Eq. (10) with the appropriate singular configuration, ~aM (cf. Fig. 7).
Explicitly, we find
CMdressed,R ∼ exp
 κηd∗
4
√
x2 +
(
d∗y
γ
)2
 . (D22)
We conclude by pointing out that CM can also be expressed in the form of Eq. (D21) but with γ2 replaced by
γ2− 4v˜κvF . This apparently innocuous change spoils the cancellation between the bare k−2x singularity and the 〈|ε2|2〉0
term, which requires its prefactor to match the one in Leffgauge—changing one but not the other results in qualitatively
different long-distance behavior [cf. Eq. (88), where we discarded oscillatory terms and hence found Eq. (D21) with
γ = 1]. The presence or absence of the oscillatory terms in the total gauge-field action, Lgauge + Lind, changes both
of these factors equally and, therefore, does not qualitatively affect the monopole-monopole correlation function.
