Intrinsic arrested nanoscale phase separation near a topological
  Lifshitz transition in strongly correlated two-band metals by Bianconi, Antonio et al.
ar
X
iv
:1
40
9.
57
70
v2
  [
co
nd
-m
at.
str
-el
]  
19
 O
ct 
20
14
Intrinsic arrested nanoscale phase separation near a topological Lifshitz transition in
strongly correlated two-band metals
Antonio Bianconi,1, 2 Nicola Poccia,1, 3 A. O. Sboychakov,4 A. L. Rakhmanov,4, 5, 6 and K. I. Kugel4
1RICMASS - Rome International Center for Materials Science Superstripes, via dei Sabelli 119A, 00185 Rome, Italy
2Institute of Crystallography, CNR, via Salaria Km 29.300, 00015 Monterotondo, Rome, Italy
3MESA + Institute for Nanotechnology, University of Twente, P.O. Box 217, 7500AE Enschede, Netherlands
4Institute for Theoretical and Applied Electrodynamics,
Russian Academy of Sciences, Izhorskaya Str. 13, Moscow, 125412 Russia
5Moscow Institute of Physics and Technology (State University),
Institutskii Lane 9, Dolgoprudnyi, Moscow Region, 141700 Russia
6All-Russia Research Institute of Automatics, Moscow, 127055 Russia
(Dated: June 4, 2018)
The arrested nanoscale phase separation in a two-band Hubbard model for strongly correlated
charge carriers is shown to occur in a particular range in vicinity of the topological Lifshitz transition,
where the Fermi energy crosses the bottom of the narrow band and a new sheet of the Fermi surface
related to the charge carriers of the second band comes into play. We determine the phase separation
diagram of this two-band Hubbard model as a function of two variables, the charge carrier density
and the energy shift between the chemical potential and the bottom of the second band. In this
phase diagram, we first determine a line of quantum critical points for the Lifshitz transition and
find criteria for the electronic phase separation resulting in an inhomogeneous charge distribution.
Finally, we identify the critical point in presence of a variable long-range Coulomb interaction where
the scale invariance of the coexisting phases with different charge densities appears. We argue that
this point is relevant for the regime of scale invariance of the nanoscale phase separation in cuprates
like it was first observed in La2CuO4.1.
PACS numbers: 74.72.-h, 71.27.+a, 64.75.Jk
I. INTRODUCTION
The mechanism driving the emergence of a quantum
macroscopic order that is able to resist to the decoher-
ence effect of high temperatures remains a major topic
of research in condensed matter. The realization of this
macroscopic quantum phase in doped cuprates close to
the Mott insulator regime has stimulated a large amount
of investigations on the physics of strongly correlated
metals. Most of theoretical papers treated models of a
homogeneous system made of a single electronic band (or
models of multiple hybridized bands reduced to a single
effective band), with a large Hubbard repulsion. There
is a growing agreement that the solution of the problem
of high-Tc superconductivity requires the correct descrip-
tion of the normal state where spin, charge, orbital, and
lattice degrees of freedoms compete, with the formation
of nanoscale puddles of spin density wave stripes, puddles
of charge density wave stripes, and/or puddles of ordered
mobile oxygen interstitials.
A lot of researchers feel very strongly that the min-
imum model to capture the essential physics of high-
temperature superconductors needs to take into account
both the presence of “two electronic components with dif-
ferent orbital symmetry”1–9, and a “nanoscale phase sep-
aration”10–18 involving also the spatial segregation of the
charge density, the orbital symmetry, and the lattice local
symmetry22–34. Therefore, a multiband model is needed
to describe the functional superconducting phase emerg-
ing in a complex system with multiple electronic com-
ponents.35–40 The effects of strong correlations in multi-
band systems were actively treated using the Hubbard
model.41–48 A particular interesting feature of the multi-
band Hubbard model is that it predicts the emergence of
phase separation.48–51
In 1994 a topological Lifshitz transition52–54 was first
proposed to appear around 1/8 doping in cuprates55–57
and a theory for high-Tc superconductivity based on the
shape resonances between a BCS-like superconducting
gap and a second gap in the BEC-BCS crossover regime
in the new appearing band was formulated.58–62 There
is now compelling experimental evidence that the high
temperature superconductivity emerges in the proximity
to a topological Lifshitz transition.63–70
Here we provide a theoretical model for the phase dia-
gram region where the nanoscale phase separation emer-
gences in a two-band scenario of two strongly correlated
electronic fluids in the proximity of a topological Lif-
shitz transition (so called 2.5 order transition). This
simple model captures the key physics of the anoma-
lous normal phase in cuprates exhibiting the phase sep-
aration as a function of charge density and the energy
splitting between the two bands. This provides an ad-
ditional insight into specific features of superconduct-
ing phases in different cuprate families, i.e., the new 3D
phase diagram where the critical temperature depends on
the doping and misfit strain between the active atomic
layers and the spacer layers.25,71–73 There exists an ev-
idence of two types of phase separation in cuprates (a)
the phase separation in the underdoped regime, near the
2Mott phase, between a hole-poor antiferromagnetic phase
and a metallic hole-rich phase and (b) the phase sepa-
ration between two metallic phases, namely, between a
hole-poor phase with doping close to 1/8 and a hole-rich
phase with doping close to 1/4. The cuprates at opti-
mum doping present the second type of phase separation
as we have proposed before.74,75 Recently it has been
found that some cuprate systems like La2CuO4.1 show
scale invariance of the distribution of oxygen interstitials
that suggests a scale invariant phase separation typical of
a system near the critical point. Therefore, it is possible
that the criticality in La2CuO4+y results from a quantum
critical point.28 We discuss the phase diagram of a two-
band system as a function of two variables: the charge
density and the energy shift between the two bands. In
this phase diagram, we first determine a line of quan-
tum critical points for a Lifshitz transition of the type
“appearing of a spot” of a new sheet of the Fermi sur-
face when one more band comes into play. Second, we
identify the electronic phase separation for two strongly
correlated bands in the proximity of the line of Lifshitz
transition. Finally, we identify the critical point, where
the phase invariance in the coexistence of the two phases
appears. This last point is proposed to be a possible ex-
planation for the regime of scale invariance in nanoscale
phase separation in high-Tc superconductors.
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II. THE MODEL
The existence of the two types of the strongly cor-
related charge carriers in cuprates can be described in
terms of the two-band Hubbard model. The Hamilto-
nian of such a system can be written as51
H = −
∑
〈nm〉α,σ
tαa
†
nασamασ −∆E
∑
nσ
nnbσ − EF
∑
nα,σ
nnασ
+
1
2
∑
nα,σ
Uαnnασnnασ¯ +
U ′
2
∑
nα,σσ′
nnασnnα¯σ′ . (1)
Here, a†
nασ and anασ are the creation and annihilation op-
erators for electrons corresponding to bands α = {a, b} at
site n with spin projection σ, and nnασ = a
†
nασanασ. The
symbol 〈. . . 〉 denotes the summation over the nearest-
neighbor sites. The first term in the right-hand side of
Eq. (1) corresponds to the kinetic energy of the conduc-
tion electrons in bands a and b with the hopping integrals
ta > tb. In our model, we ignore the interband hopping.
The second term describes the shift ∆E of the center of
band b with respect to the center of band a (∆E > 0 if
the center of band b is below the center of band a). The
last two terms describe the on-site Coulomb repulsion of
two electrons either in the same state (with the Coulomb
energy Uα) or in the different states (U ′). The bar above
α or σ denotes not α or not σ, respectively. The assump-
tion of the strong electron correlations means that the
Coulomb interaction is large, that is, Uα, U ′ ≫ tα, ∆E.
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Figure 1: Schematics of the band structure of Hamilto-
nian (1). There is a wide (a) and a narrow (b) correlated
(lower Hubbard) bands shown by the solid cosine-like curves.
The half-widths of these bands are w¯α = gαwα (α = a, b),
where wα = ztα are half-widths of the bare (non-correlated)
bands shown by the dotted cosine curves, and gα are given
by Eq. (4). The center of the wide band is chosen as zero
energy. The center of the narrow band is shifted by the value
−∆E. The Lifshitz parameter h is defined as the position of
the Fermi level EF relative to the bottom of the narrow band
E2 (in units of wa).
The total number n of electrons per site is a sum of elec-
trons in the a and b states, n = na + nb, and EF is
the Fermi energy potential. Below, we consider the case
n ≤ 1 relevant to cuprates. The model Eq. (1) predicts a
tendency to the phase separation in a certain range of pa-
rameters, in particular, in the case when the hopping in-
tegrals for a and b bands differ significantly (ta > tb)
51,76.
This tendency results from the effect of strong correla-
tions giving rise to dependence of the width of one band
on the filling of another band. In the absence of the elec-
tron correlations (n ≪ 1), the half-width wa = zta of
a band is larger than wb = ztb (z is the number of the
nearest neighbors of the copper ion). Due to the elec-
tron correlations, the relative width of a and b bands can
vary significantly51. The schematic band structure and
all notation are presented in Fig. 1.
Following Ref. 51,74 we considered the limit of strong
correlations and introduce the one-particle Green’s func-
tion,
Gασ(n− n0, t− t0) = −i〈Tˆ anασ(t)a
†
n0ασ(t0)〉, (2)
where Tˆ is the time-ordering operator. The equa-
tions of motion for the one-particle Green’s function
with the Hamiltonian Eq. (1) include the two-particle
Green’s functions. However, in the limit of strong on-
site Coulomb repulsion, the presence of two electrons at
the same site is unfavorable, and the two-particle Green’s
function is of the order of 1/U , where U ∼ Uα, U
′. In
turn, the equation of motion for the two-particle Green’s
functions includes the three-particle terms, which are of
the order of 1/U2 and so on. We use for the two-particle
Green’s functions the Hubbard I approximation and ne-
glect the terms of the order of 1/U2. In so doing, we get a
closed system for the one- and two-particle Green’s func-
3tions51,74. This system is solved in a standard manner
by passing from the space–time (r, t) to the momentum–
frequency (k, ω) representation. In the case of super-
conductors the number of electrons per site n ≤ 1. The
upper Hubbard sub-bands are empty, and we can proceed
to the limit Uα, U ′ → ∞. In this case, the one-particle
Green’s function is independent of U and can be written
in the form51,74
Gασ(k, ω) =
gασ
ω + EF +∆Eα − gασwαζ(k)
, (3)
where ∆Ea = 0, ∆Eb = ∆E,
gασ = 1−
∑
σ′
nα¯σ′ − nασ¯, (4)
nασ = 〈nnασ〉 is the average number of electrons per
site in the state (α, σ), and ζ(k) is the spectral function
depending on the lattice symmetry. In the main approx-
imation in 1/U , the magnetic ordering does not appear
and we can assume that nα↑ = nα↓ = nα/2 and gα↑ =
gα↓ ≡ gα. For simplicity and for more direct comparison
with the results of Ref. 51, we use here the dispersion law
corresponding to the tight-binding band in the simple cu-
bic lattice, ζ(k) = −
[
cos (k1d) + cos (k2d) cos (k3d)
]
/3,
where d is the lattice parameter. We checked that the
qualitative results do not significantly affected by the spe-
cific choice of the dispersion law. However, for a more
detailed comparison of the model predictions with the
actual experimental data, it is necessary to use realistic
electronic characteristics. This work is now in progress.
It follows from Eqs. (3) and (4) that the filling of
band a depends on the filling of band b and vice versa.
Really, using the expression for the density of states
ρα(E) = −pi
−1Im
∫
Gα(k, E + i0)d
3
k/(2pi)3, we get the
expression for the numbers of electrons in bands a and b
nα = 2gαn0
(
EF +∆E
α
gαwα
)
, (5)
where51,74
n0(µ
′) =
∫ µ′
−1
dE′ρ0(E
′), (6)
and ρ0(E
′) =
∫
δ[E′ − ζ(k)]d3k/(2pi)3 is the density of
states for free electrons. The Fermi level, EF , in Eq. (5)
is found from the equality n = na(EF ) + nb(EF ).
In iron-based superconductors, as it was shown in
Refs. 60,61,77, the region of high Tc appears in the neigh-
borhood of the Lifshitz transition where the local Fermi
surface spot disappears. The Lifshitz transition is a com-
mon feature of many types of superconductors and in its
neighborhood the standard BCS approach is hardly ap-
plicable. The situation here bears a similarity with the
BEC–BCS crossover widely studied in the physics of ul-
tracold atomic systems. In the specific case of strongly
correlated electron systems including two bands (two
types of charge carriers), the shift of the chemical po-
tential due to the relative shift of the bands and/or the
variation of charge density implies the relevant renormal-
ization of the effective width of both bands. This strongly
nonlinear renormalization leads to the electronic phase
separation. Since in the high-Tc superconductors an in-
crease of the critical temperature occurs at a substan-
tiable distance from the Lifshitz transition, it is tempt-
ing to associate the region of the phase separation with
that corresponding to high values of the critical tempera-
ture. The experimental evidence suggests that the phase
separation goes together with the high-Tc superconduc-
tivity. In this paper, we calculate the region of the phase
separation as a function of the Lifshitz parameter.
III. RESULTS
Poles of the Green’s function Eq. (3) give two energy
bands of our model. The Lifshitz parameter h = (EF −
E2)/wa determines how far is the position of the Fermi
level EF from the bottom E2 of the narrow band b (see
Fig. 1). For h > 0 the charge carriers of the b type exist in
the system. At fixed doping level δ = 1−n = 1−na−nb,
the occupation numbers, na and nb depend on the value
of h. The dependence of the filling of bands a and b on the
Lifshitz parameter is non-trivial for strongly correlated
bands because the widths of these bands, in turn, depend
on the fillings na and nb. We calculate the dependence of
na and nb on the Lifshitz parameter h according to the
approach developed in Refs. 50,51. The obtained curves
for three different doping levels δ are shown in Fig. 2.
These dependences are qualitatively similar. Electrons
appear in band b if h > 0. Simultaneously, the number
of electrons in the a band starts to decrease and it goes
to zero at some critical value of the Lifshitz parameter.
We postulated that the ground state of the system
is homogeneous when obtaining the above results. The
analysis performed in Refs. 50,51 shows, however, that
this is not so in general case. Indeed, the energy of the
system in the homogeneous state, Ehom, is the sum of
electron energies in all filled bands. We can write Ehom
in the form74
Ehom = 2
∑
α
g2αwαε0
(
EF +∆E
α
gαwα
)
,
ε0(µ
′) =
∫ µ′
−1
dE′E′ρ0(E
′). (7)
The analysis of these equations reveals that within a
certain n range the system compressibility is negative,
∂2Ehom∂n
2 < 0,74 which means a possibility for the
charge carriers to form two phases with different electron
concentrations.
The electronic phase separation occurs in a wide range
of model parameters and doping levels. At fixed dop-
ing, the phase-separated state is the ground state of the
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Figure 2: Evolution of the occupation numbers na and nb of
the bands a and b at different doping levels δ = 1− n in the
absence of phase separation. The region of phase separation
lies between two vertical dotted lines. There we have two
phases: Pa, including mostly a charge carriers and Pb with
dominant b carriers. The content of different types of carriers
in Pa and Pb is given by the intersections of na and nb curves
with left and right dashed vertical curves, respectively. The
change in the volume fraction p of phase Pa in the phase
separation region is shown by the (green) dot-dashed line. An
irregular shape of the p(h) (green) curve in panel (a) is due
to small difference between the energies of the homogeneous
and the phase separated state at low doping.
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Figure 3: (Color online) Distance h between the Fermi level
and the bottom of the upper narrow band (Lifshitz parame-
ter) versus the shift ∆E between two bands at different doping
δ = 1− n.
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Figure 4: (Color online) The phase separation region for the
ratio of the band widths wb/wa = 0.3.
system if the Lifshitz parameter lies within definite lim-
its h1 < h < h2 (see vertical lines in Figs. 2a-c). The
separated phases are Pa with total (a and b) electron
concentration n1, and Pb having a different electron con-
centration n2. For the phase a (b) the electrons of a (b)
type are dominant, that is, na ≫ nb (nb ≫ na). The
volume fraction p of the phase Pa, as well as concentra-
tions n1 and n2, can be found by the minimization of
the system’s energy, Eps = pEhom(n1)+ (1− p)Ehom(n2)
with the condition 1− δ = pn1+ (1− p)n2. The value of
p decreases from p = 1 down to zero for h changing from
h1 to h2 as shown in Fig. 2.
The Lifshitz parameter depends both on the doping
δ (via the position of the Fermi level) and the energy
shift between the centers of two bands ∆E. At fixed
doping level, there is one-to-one correspondence between
∆E and h. Typical curves h (∆E/wa) are shown in Fig. 3
for different δ. The phase separation exists in the region
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Figure 5: The phase separation region in the phase diagram
of model Eq. (1) at the ratio of band widths wb/wa = 0.3.
The charge neutrality breaking in the phase separated state
substantially reduces this region. It shrinks with the growth of
v = V/wa, that is, with the growth of the long-range Coulomb
interaction.
restricted by two black dotted curves. In Ref. 51, the
phase diagram of the two-band Hubbard model (1) in
the plane (n,∆E) has been obtained in the limit of large
U . Using these results and the relation between h and
∆E for different doping levels, we can rebuild this phase
diagram in the plane (h,δ). The result is shown in Fig. 4.
The phase separation exists within the region restricted
by the (red) solid contour.
The phase separation discussed above gives rise to the
breaking of the local charge neutrality since the charge
carrier concentration is different in different phases.
Thus, we should take into account an additional elec-
trostatic contribution in the free energy, EC , which is
governed by the long-range Coulomb interaction (this
contribution has been neglected in the above discussion).
This term in the Wigner–Seitz approximation was cal-
culated in Refs. 51,74,78. If p < 0.5, it can be writ-
ten as EC = V (n1 − n2)
2(R/d)2u(p), where u(p) =
2pip(2 − 2p1/3 + p)/5, V = e2/εd is the characteristic
energy of the intersite Coulomb interaction, e is the ele-
mentary charge, ε is the long-range permittivity, and R
is the radius of the spherical droplet of the phase Pa sur-
rounded by the shell of the phase Pb. In the case p > 0.5,
we should replace n1 ↔ n2 and p↔ 1− p.
The value of EC decreases with decreasing a spatial
scale of the inhomogeneous state. However, the smaller
is the characteristic size of inhomogeneity, the higher is
the energy of the phase interface ES . We assumed above
that the phase with lower volume fraction p forms spheres
of the radius R located in the matrix of another phase.
In this case, the energy of the phase interface ES can be
written as ES = 3pσd/R, where σ is the interface tension,
which we calculate using the Balian–Bloch perturbative
approach79. Such calculations are described in detail in
Ref. 51. Minimizing ECS = EC + ES with respect to R,
we obtain the characteristic scale of the phase-separated
state and get more realistic estimate for the free energy
H1__ D1__, V1__, ( )
h d
v
Figure 6: The three-dimensional phase diagram of model (1)
generalizing the data presented in the previous figures.
of the inhomogeneous system49,78. The optimized value
of ECS is given by the following relation
51:
ECS =
3
2
[
18p2σ2(n1 − n2)
2u(p)V
]1/3
. (8)
As follows from this formula, the new contribution to
the total free energy depends on the long-range Coulomb
repulsion parameter as ECS ∝ V
1/3. The region of pa-
rameters, where the phase separation is favorable, shrinks
with the increase of ECS , that is, with the growth of the
long-range Coulomb repulsion V and disappears if this
value is above some threshold.
In other words, the long-range Coulomb interaction in-
duces a shrinkage of the phase separation region together
with the scale of the phase separation. Hence we can say
that here we deal with the frustrated (or arrested) phase
separation. Note that the term “frustrated phase separa-
tion” was first introduced by Emery and Kivelson80 for
strongly correlated electron systems and is rather widely
used in this field (see, e.g. Refs. 49,81,82), whereas the
synonym of this term, namely, “arrested phase separa-
tion” has been used long before but mainly in relation
to colloidal solutions and gels (see, e.g. Refs. 83–85) and
now it is used in a more general context.86,87 We believe
that the word “arrested” is more adequate here and pre-
fer to use it.
The phase separation region is shown in Fig. 5 in
the plane (δ,∆E/wa) for different values of v = V/wa.
The long-range Coulomb repulsion affects significantly
the phase separation region (if v > 10−3 for the chosen
range of parameters). The area of the inhomogeneous
state rapidly shrinks (if v > 0.005 in Fig. 5) and totally
disappears if v > vc (vc ≈ 0.03 in Fig. 5). The values
V/w in Fig. 5 are realistic for high-Tc cuprates.
75
The phase separation in the two-band model is possible
only in the vicinity of the Lifshitz transition, that is, in
6definite range of parameter h. In Fig. 5 the lines of con-
stant h are shown by dotted lines. The phase separation
is evidently possible only if h > 0. In Fig. 6, the region of
the phase separation is shown in three-dimensional phase
diagram in the space (h,δ,v). This figure summarizes the
results of our calculations. The inhomogeneous state ex-
ists in a definite region of doping and Lifshitz parameter.
This region decreases with the increase of the long-range
Coulomb repulsion parameter v = V/wa and shrinks to
zero if v > vc. We can say that the shrinkage of the
phase-separation region allow the charge carrier densi-
ties in the phase-separated state to be closer to the line
of Lifshitz transition.
IV. DISCUSSION
Now the point is where high Tc occurs in a two-band
scenario. The detailed discussion of this issue is given
in Refs. 60 and 61. Let us move the bottom E2 of the
second band relative to the Fermi level and we shall deal
with the following two regimes.
1. The system is boson-fermion regime with a low
Tc, where a first “BCS condensate” resonates with a
“BEC condensate”, for the negative Lifshitz parameter,
−w0/wa < h < 0, where h = (EF − E2)/wa, w0 is the
cutoff energy for the pairing interaction, and wa is the
width of the first band.
2. At the “shape resonance” in an optimum regime,
where a first “BCS condensate” in an electron-rich band
resonates with a second “condensate at the BEC-BCS
crossover” occurring for a positive values of h, the critical
temperature starts increasing and attains maximum at h
of the order of w0/wa.
Now the problem is that in this range of the tuning
of the chemical potential, the phase separation also oc-
curs. Moreover, in oxygen doped system we have identi-
fied, where the critical point for phase separation appears
and it is quite near to the w0/wa = h range. There-
fore the distance in energy (h in our notation) of the
critical point from the band edge could be a measure of
the unknown energy cutoff for the pairing interaction in
cuprates. These ideas are illustrated by the figures pre-
sented in the previous section. The undoped state of the
cuprates corresponds to one electron per site (n = 1) in
the model used in Ref. 51. The number of itinerant holes
δ is related to n as δ = 1−n. In general, the relationship
between n and δ could be more complicated7, however,
for the present considerations such corrections are not of
principal importance.
In conclusion, we can say that our simplified model
provides a good illustration for general ideas that high-
Tc superconductivity is an inherent feature of functional
“heterostructures at atomic limit” made of atomic units,
where four essential ingredients are well tuned. (1) Two
or more electronic components give multiple Fermi sur-
face spots with different symmetry so that (a) single elec-
tron interband hopping is forbidden while (b) interband
exchange-like pair transfer is allowed. (2) The Fermi en-
ergy of one of the components is close to the band edge
so the system is close to the 2.5 order Lifshitz (metal-to-
metal) transition. (3) The lattice and electronic struc-
ture show the complex granular “superstripes” matter:
a nanoscale phase separation made of superconducting
puddles coexisting with normal stripes with charge order
(CDW) and/or magnetic puddles with spin order (SDW),
which does not suppress but enhances the stability of the
macroscopic quantum order. (4) Intragrain high-Tc su-
perconductivity is controlled by the “shape resonances”
between a first BCS condensate and a second condensate
in the BEC-BCS crossover. Therefore, further essential
details are needed to investigate in the scenario of multi-
condensates superconductivity in the regime of percola-
tion superconductivity corresponding to establishing the
long-range coherence in scale-free networks.13,14
In this work, we have shown that the synthesis of a two-
band strongly correlated “multi-condensate supercon-
ductor”, where a first BCS condensate in a large Fermi
surface coexists with a second condensate at the BEC-
BCS crossover in a new appearing small Fermi surface
(like in cuprates and iron-based superconductors)56–63
should also exhibit an intrinsic arrested nanoscale phase
separation. In fact, this type of complex superconductiv-
ity appears in a two-bandmetal at a critical distance from
the topological Lifshitz transition. Moreover, the control
of long-range Coulomb interaction74,75, determined by
the screening in the different materials surrounding metal
units, is a needed key parameter to bring the system to
a self-similar phase32–34, which will also promote13,14 the
high-Tc superconductivity.
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