Abstract
Introduction
Distributed systems are an active and important field with applications ranging from distributed heterogeneous computing systems [9] to mobile sensor networks [12] . In such systems, resource and task allocation are important in order to provide performance efficiently. Many current solutions to these problems focus on a centralised approach. However, there is growing feeling that the size of some distributed systems is growing to the point where decentralised approaches may become a necessity [6] . Note that a decentralised solution to a problem in principle cannot be better than the best centralised solution. At minimum a central controller could issue instructions causing agents to act as they would have under the autonomous rules of the best decentralised solution. In fact, access to global information and the ability to coordinate agents should allow better performance than any collection of individuals. However, limitations on resources such as computational power and/or communication costs [10] mean that centralised solutions are not efficient in practice. This is particularly true for large systems as the calculation time of an optimal allocation of tasks becomes a major limitation [6] . Large systems also decrease the effectiveness of global inter-agent communication. Shehory et al. [16] point out that if n agents are communicating with each other, this involves a total of O(n 2 ) communications, potentially "overwhelming" the communication network.
Rana et al. [15] suggest that many practical applications will require large numbers of agents, and because of this the poor scalability of centralised systems rules them out as solutions to these problems. The challenge, therefore, is to design decentralised solutions (involving only simple local interactions) with a performance close to the best centralised solution.
The parallels between multi-agent systems and social insects are well established and have inspired many algorithms [2] . When taken at colony level, social insects can be seen as examples of a self-organising multi-agent system and, within these systems, behaviour has been observed which fits well with the desirable properties described above. Of particular interest is the fact that, within a colony, the fraction of individuals engaged in particular tasks changes in response to demand, which Beshers et al. [1] describe as "one of the most prominent features of social insect colony behaviour". Additionally, Grassé [8] explained that this behaviour emerges due to individuals acting to modify the local environment and these modifications causing a change in local behaviour. This mechanism, known as stigmergy, involves no centralised control and no global communication, such that any task allocation algorithms based on this principle should avoid problems of scalability.
In this paper, we study a task allocation problem from a decentralised perspective in which agents must travel to distributed task sites and perform tasks under certain constraints. As previous work on this problem indicated that the efficiency of any solution is greatly limited when agents cannot build up preferences towards task sites [7] , we introduce a system of memory to allow agents to specialise in particular localities. We then test the performance of the algorithm, its dependence on model parameters, and its scalability through a series of simulations.
The rest of the paper is organised as follows. In section 2, we introduce the problem and identify the ways in which performance can be lost. We then select the base unit of agent decision making and define how it applies to our problem. In section 3, we define conditions which a good solution to the problem should fulfil and introduce a system of agent memory designed to meet these conditions. Next in section 4, we present simulation results of the system, and compare them to both theoretical and practical results of memoryless algorithms. Finally in section 5, we summarise and draw conclusions from our results, discuss the assumptions behind our approach, and give an outlook to future research.
The Model
We propose a solution to a generic distributed task allocation problem, the mail processing problem, introduced by Bonabeau et al. [3] and developed into its current form by Price et al. [13, 14] . In this problem, there is a set of N c cities, each of which is capable of producing and storing one batch each of N m mail types. The cities are served by a set of N a agents, each of which has an associated mail processing centre. Agents must travel to a city, choose a batch of mail and take this batch to their processing centre, before repeating this process. There are, however, differences between the mail types and each agent a, has a mail-specialisation σ a , indicative of the mail type its processing centre can efficiently process. Processing mail of this type takes the centre a fixed time t p , while the centre must undergo a changeover in order to process mail of type m = σ a , taking a total time t c > t p . After the changeover, the centre is specialised to deal efficiently with mail type m.
Each centre also has a mail queue in order to buffer the immediate effects of changeovers. This queue is capable of holding up to L q batches of mail and, while there is space in the queue, the agent continues to collect mail (i.e. remains active). When a processing centre finishes processing a batch of mail, it will immediately start processing the next batch in its queue (i.e. the batch which was collected the longest time ago), thus freeing a space in the queue. As centres must process mail in the order in which it was collected, σ a denotes the mail type last taken by agent a and will be the specialisation of the centre when it comes to process the next collected piece of mail.
In order to simulate this system, we discretise time into steps of the amount of time it takes an agent to visit a city and return with mail. This allows us to define our measure of an algorithms performance, i.e. the efficiency, as the average amount of mail processed per agent per time step. During each time step the following happens:
1. Each city which is missing a batch of mail of any type produces a new batch of mail of this type.
2. Each active agent chooses and visits a city without prior knowledge of the state of the mail at the city or the city choices made by other agents.
3. Each city randomly determines the order in which its visiting agents are allowed to act.
4. Each agent examines the available mail at the city in a random order, selecting or rejecting each batch individually until either one is selected or all are rejected.
5. Each agent returns to its processing centres and deposits any mail it has collected in the queue.
6. Each processing centre either processes the next piece of mail in its queue, or continues its changeover.
Note that the definition of this problem as "mail processing" is completely arbitrary. Cities are merely localised task-sites, and the mail types are just different types of tasks. The processing centres and their behaviour can be seen as a generic way to introduce a cost into switching task type. In fact Campos et al. [5] study an almost identical problem but describe it as one of truck painting.
The problem of efficiency maximisation can also be seen as minimisation of loss of efficiency, and in [7] we have identified the causes for agents to fail take up mail. For an agent with specialisation σ a , the possible efficiency loss sources are:
The agent is inactive due to a full queue.
( .2) The visited city has mail of type σ a , but the agent rejects all mail.
( .3) The visited city has some mail, but none of type σ a , and the agent rejects all mail.
( .4) The visited city has no available mail at the time of the agent's action.
Task Allocation Methods
While a fair proportion of the loss sources (in particular .4) is determined by the agent's city choice, an agent still needs an efficient method to decide whether to take up mail once it has arrived at a city. In particular, a method that strikes a good balance between .1 (caused by repeated change overs) and .3 (rejection of non-specialised mail types), is necessary. Current approaches to this kind of decentralised task allocation focus on two methods, which we summarise here.
Market based algorithms [5] work on the basis of mediated auctions. Agents competing to undertake a task submit a bid to some mediator (i.e. a selected agent, a city). These bids can indicate things such as the suitability of the agent for the task (i.e if it has specialisation matching the mail type it bids for), its desire to undertake a task (high if it has not taken mail recently) or the task's priority. The mediator then allocates the task to the individual which has submitted the highest bid.
Implementing a market based algorithm, however, would require some changes to the problem. Steps 3 and 4 in the algorithm above would be replaced by an auction in which all agents at a city would bid on each piece of mail available, removing the independence of the agents. Additionally, either agents or cities would have to become mediators and some kind of local communication mechanism would have to be implemented.
This approach can in principle lead to both desirable and undesirable behaviour. On the one hand, while an agent has no allocated task, it will keep bidding rendering .2 and .3 impossible, and for a properly chosen bidding function tasks are very likely to be allocated to an appropriately specialised agent, thus minimising the chance of unnecessary changeovers. On the other hand, if such allocation is impossible, the fact that the task must be allocated means that a changeover will be forced.
The threshold model [4] is a social-insect inspired method of task allocation developed by Bonabeau et al. [4] in order to explain the flexibility of social insect colonies. It postulates that tasks can be split into distinct types and that each individual within a colony has a threshold θ for each type of task which determines its likelihood of engaging in that task. Each instance of a task has a stimulus s, which indicates the priority of the task for completion. Upon encountering a task with stimulus s, the individual compares it with its corresponding threshold. It will engage in the task with high probability if s >> θ, low probability if s << θ, and probability close to 0.5 if s ≈ θ.
The threshold model was then developed into the variable threshold model by Theraulaz et al. [17] , in which individuals undertaking a task increase their probability of undertaking similar tasks by decreasing their threshold for this type of task and by increasing their thresholds for all other task types. This allows for the population to have a distribution of specialisations that follows demand.
It has been shown that the variable threshold model offers a good solution to this particular problem [13, 14, 7] . Following an initial period in which agents adjust their thresholds to fit demand, agents tend to gain a strong stable specialisation minimising .1 and .2. However, as agents act independently they may reject mail at a city even if their rejection implies that mail will not be taken at all.
Both market and threshold based methods provide a framework in which good global behaviour is emergent from local interactions. We can see from comparative studies [5, 11] that both provide comparable efficiency in problems similar to mail processing. However, market based algorithms perform better when flexibility in mail choice is required, whereas threshold based algorithms minimise changeovers, with agents gaining strong, stable specialisations. As stable specialisations will be an important requirement of our algorithm, we have opted to base our method of task selection on the threshold model.
Variable Threshold Model
In order to apply the threshold model to our problem, we define each mail type to be a different type of task. A batch of mail is seen as an instance of a task and the stimulus is taken to be the amount of time it has been waiting at a city. When a batch of mail is created, it is assigned a waiting time of 1 and this time increases by 1 every time step. Each city c, therefore, has a set of waiting times Each agent a is given a set of thresholds θ a = (θ a,1 , ...θ a,Nm ), where θ a,m is the agent's threshold for taking mail type m. Upon encountering a task of type m with stimulus w, the probability of an agent a accepting is determined by its threshold θ a,m and its threshold function Θ(θ a,m , w). Here, we have opted for the exponential threshold function [7] :
where λ is some appropriately chosen positive exponent. Both the efficiency and the the flexibility (the capacity of the system to adapt to new situations) are determined by the mechanism in which the agents adapt their thresholds. Initially an agent takes its thresholds uniformly in the interval [θ min , θ max ]. Upon taking mail, the agent applies an update rule to each of its thresholds. Here, we use the switch-over (SO) update rule [7] which has been shown to give near optimal efficiency in the case of random city choices. Upon accepting mail of type m an agent a updates its thresholds as follows:
Memory
While both standard methods presented in section 2.1 can provide a good solutions to the mail processing problem at a given city, they are always limited by the likelihood of poor city choices. An agent choosing a city at random is no more likely to visit a city which has no other agents visiting it than it is to visit a city which has already had all its mail taken, thus leaving the first city unserved and the agent without mail. The upper limit this puts on the efficiency can be calculated [7] analytically in the limit N a → ∞, and is given by:
where χ k (t) is the proportion of cities with exactly k available pieces of mail at the beginning of time step t, and where P R a/c is the Poisson distribution with parameter R a/c (the ratio of agents to cities). Since in the current setting cities always replace any taken mail, we have that χ k (t) = δ k,Nm , where δ is the Kronecker delta.
For fixed resources (number of agents) and environment (number of cities and mail types) the only way to improve on this limit is to change the profile of agents visiting cities, and hence the way in which agents choose cities. When designing an efficient method for agents to visit cities, it is useful to establish some conditions on how agents should be allocated to cities in ideal circumstances: In an attempt to fulfil these conditions while maintaining the decentralised nature of the algorithm (no knowledge of the state of cities before agents visit them), and the relative simplicity of its component agents, we propose a Stimulus Based (SB) system of agent memory in which taking mail from a city increases an agent's chance of revisiting the city in the future.
Each agent a is assigned a memory M a , consisting of a set of μ a paired variables M a ≡ {(C a, , W a, ), = 1, .., μ a }, where C a, is a city which the agent has taken mail from in the past, and where W a, is a weight assigned to this memory.
An agent a either bases its selection of city on its memory M a with probability ρ a , or chooses one randomly with probability 1 − ρ a . The parameter ρ a ∈ [0, 1] allows us to move continuously from a memoryless scenario (ρ a = 0), to one completely dominated by the memory (ρ a = 1). The total probability that agent a visits city c is given by
where M (c| M a ) is the probability that city c is visited given that memory M a is used. Initially, the probability for choosing a specific city from the memory was taken to be its normalised weight
. However, we encountered the problem that self-reinforcement tends to lead to one weight becoming so much larger than all the others that it completely dominates, thus making stable multiple city-specialisation virtually impossible. In general, this may lead to some cities being well served while others are neglected in violation of condition c.3 (for similar reasons values of ρ a < 1 are needed). This effect can be avoided by the introduction of a maximum usable weight L a , and by replacing the W a, with min(W a, , L a ), such that
Nc otherwise. This allows for uniform probabilities in a small subset of cities (needed for c.3), while allowing the weights themselves to become large (giving the agents' city choices stability). Note that although this stability is an advantage in the current scenario, it would leave the agent vulnerable if a breakdown were to occur at a city for which it has built up a large weight.
In a similar spirit to the threshold model, we propose a memory weight update that is stimulus based. In SB memory, cities do not occur more than once in an agent's memory, such that an agent can remember up to μ a cities. Each city in the agent's memory is assigned an individual weight which increases when an agent takes mail from that city proportionally to the stimulus (waiting time) of the taken mail, and decreases when it does not. We loosely define a city to be well-served if it has a set of agents which return to it repeatedly and ensure that all types of mail are taken from it with regularity. Specialisation of any new agent in a city which is already well-served adds nothing to c.1, c.2, and should be avoided. As agents have no direct knowledge of other agents' memories and specialisations, they must infer it from the only available information at a city, namely the waiting times. Mail at well-served cities will tend to have low waiting times compared to poorly served cities, such that it makes sense to make the increase in weights proportional to the waiting time of taken mail. Upon taking mail with waiting time w from city c the agent's memory is updated as follows:
1. If C a, = c (city c is already in the agent's memory), then its weight is increased by w:
2. Otherwise if w is at least as big as the least weight W a, then city c replaces this lowest weighted element.
Note that in case of multiple equal minimum weights, only the city which was last visited the longest time ago is replaced.
3. All unmodified, non-zero weights decay.
Note that if no mail is taken, all non-zero weights decay. We define an agent which has a weight of at least L a in a city is city-specialised in that city. Note that an agent a can in principle be city-specialised in up to μ a cities. Now, we can formalise the definition of a well-served city as a city which has an agent a specialised in it with mail specialisation σ a = m for every mail type m, such that c.1, c.2 are fulfilled locally.
If it persists, a well-served city can be seen as an example of emergent cooperation between agents. Each agent minimises the waiting time of its given mail type which decreases the chance of changeovers for other city-specialised agents. In return its own chance of a changeover is decreased by the low waiting times of all other mail types. This situation resolves the conflict between .1 and .3 and could, in principle, lead to perfect efficiency. Note that the persistence of a well-served city relies on both the stability of the serving agents' memory and their specialisations. This justifies the use of the threshold model over a market based approach to task allocation.
Assuming that N m , R a/m and μ a are fixed and finite, both the memory requirements to implement this algorithm, and the number of operations per time step, scale linearly with the system size N a . An agent's behaviour (including memory) is only affected by the stimulus detected at cities and this is independent of N a : hence, each agent performs O(1) operations. Cities must perform N m operations to increase their waiting times and in the worst case (all agents visiting a single city) must perform N a − 1 operations to randomly order the agents.
Results
While the full optimisation of the model's parameters for particular circumstances is beyond the scope of this paper, we do study the influence of some key parameters on the system's qualitative behaviour. Parameters that are not explicitly varied, are set to some default values, which we take to be the same as in [7] for comparison with memoryless algorithms. Hence, we take N m = 2 which is the most interesting case, as the distribution of agents to cities becomes more uniform with increasing N m such that the upper limit on the efficiency (3) tends to 1. Furthermore, we take R a/m = 1, as this is both the minimum ratio at which all cities could in principle be served perfectly, and the maximum ratio at which all agents could take mail every iteration (no wasted resources). We also set N a = 5 × 10 4 and have shown in [7] that this is sufficient to neglect finite size effects. For the threshold function (1), we take λ = 2 and set θ min = 0 in order to minimise .2, and θ max = 50 sufficiently high to avoid most repeated changeovers. Finally, for the memory parameters, we take μ a = 10, L a = 10 and ρ = 0.95. Figure 1 shows the performance of the algorithm over the course of a single run. We see that within the first 50 iterations the efficiency quickly tends to a high value while .1-.4 all take small values. This is followed by a slow increase in the efficiency to its asymptotic value which is mainly due to a corresponding decrease in .2. We see the reason behind this in the specialisation behaviour, with almost all cities being well-served by either singly or doubly specialised agents, fulfilling c.3. Subsequently, some of the remaining unspecialised agents gain specialisation in a city being served by a doubly specialised agent, which then loses its second specialisation, This fulfils c.1 and c.2 and allows further increases in efficiency. Figure 2 shows the influence of ρ on the efficiency. The efficiency is a monotonically increasing function of ρ, with the most marked increase taking place for ρ > 0.5. This increase can be explained by the specialisation behaviour, with city-specialisation starting to become prevalent at this point, as agents return often enough to cities for their average weights to increase. Although specialisation in up to 10 cities is in principle possible, we observe that most agents specialise in a single city. Double city-specialisations also occur for intermediately high values of ρ, but for ρ ≈ 1 the chances of a specialised agent to visit another city become so small that very few doubly specialised agents emerge. We note, furthermore, that although the overall efficiency is maximised for ρ = 1, this is clearly not optimal for the fraction of well-served cities or the maximum waiting times. With increasing ρ a smaller and smaller fraction of agents visit cities at random, such that not well-served cities are less and less likely to be visited. The sharp increase after ρ > 0.95 is due to the fact that city-specialised agents not only never choose cities at random, but also stop specialising in multiple cities.
In figure 3 we compare efficiency with the upper bound on efficiency of any algorithm using random city choices, given by equation 3. At low values of R a/m high .1 leads to low efficiency compared to the limit as high average waiting times overwhelm the selectivity of the threshold function, leading to multiple changeovers. Note that this is a consequence of our choice of θ max : higher values would lead to increased efficiency at low R a/m (due to lower .1) and decreased efficiency at high R a/m (due to higher .2, .3). As R a/m increases, .1 decreases without much of an increase in .2-.4 as city specialisation becomes useful. Note that the average number of city specialisations becomes approximately R −1 a/m meaning that the agents are acting to serve approximately all the mail. This leads to most cities being well-served well before R a/m = 1, fulfilling c. 3 and allowing efficiency to surpass the memoryless limit. The proportion of singly specialised agents continues to increase, fulfilling c.1 and c.2, but this does not lead to increased efficiency as it is inherently limited by the fact that there are less batches of mail than there are agents. Efficiency decreases as .2-.4 increase, with these increases caused by both the lack of mail and the low average waiting times of the remaining batches. This means that less agents specialise in cities and efficiency approaches the memoryless limit, which also tends to the true upper limit R Figure 4 shows the influence of θ max on the efficiency. We observe that (too) low values for θ max cause a high probability of changeovers (high .1). The efficiency increases sharply initially, peaking at approximately θ max = 20, after which it decreases due to increases in .2. These increases are due to higher average initial thresholds which lower the probability of initial mail uptake and hence specialisation. The behaviour is markedly different from that found in a memoryless system, for which much lower values of θ max are optimal [7] . The increase in the optimal value of θ max is due to the increased need to avoid changeovers. At a well-served city an agent that undergoes a changeover must not only cope with the penalty in processing time, but must now also compete for mail with another agent with whom it was previously cooperating. Table 1 . Comparison of the efficiency of the best threshold based memoryless algorithm with the theoretical limit for any memoryless algorithm and for the algorithm with memory (ρ = 1). Starting from uniform initial conditions and with no city-specialised agents, the efficiency is averaged over 500 iterations and the final efficiency is averaged over a subsequent 100 iterations.
In order to test the ability of the system to cope with abrupt changes, we allow it to converge over 1500 iterations. That half of the population with greatest specialisation (lowest thresholds) in mail type 2 is then removed and the remaining agents continue to process mail for 1500 more iterations. We see in figure 5 that after the removal of agents the efficiency initially increases, due to the increase in mail per agent, before changeovers cause an increase in .1 and corresponding sharp decrease in efficiency. Changeovers then decrease and efficiency steadily increases, reaching its long term value around 200 iterations after the removal of agents.
The (re-)specialisation behaviour highlights the causes behind the variations in efficiency. Note that since immediately after the removal no specialised agents in mail type 2 remain, the fraction of well-served cities decreases to 0. The increased waiting times in type 2 mail, combined with the fact that agents are generally specialised in a single city, causes over half of the population to switch mail-specialisation to type 2 within the first 50 iterations. As agents then gain additional city-specialisations, stable cooperation emerges and the proportion of each mailspecialisation returns to 0.5. This allows the re-emergence of well-served cities, decreasing .1 and allowing efficiency to return to a high level. Although the details differ, similar results are obtained if agents are randomly removed independently of their specialisations. Table 1 compares the best actual efficiency for a fully optimised, threshold based, memoryless algorithm [7] , the theoretical upper limit of memoryless efficiency, and the best efficiency obtained in this paper using SB memory with partially optimised parameters. Note that we use efficiency as the measure of performance and so take ρ = 1 even though this dramatically increases maximum waiting times and is not optimal for other measures such as the fraction of well-served cities. The values in the left column include the initial phase in which the agents have to (self-) organise their behaviour, and as such are also indicative for the adaptability and the speed at which this organisation takes place. The values in the right column give the all out performance once the self-organisation is more or less completed. We see that memory provides a large boost in efficiency, and an even larger boost in the final efficiency. Note that the final efficiency of the only partially optimised SB memory system is at 98.6%, which is indeed very close to perfect efficiency.
Discussion
In this paper, we have introduced the SB model of agent memory as a solution to a problem of distributed task selection. The performance of this model has been investigated under the variation of key parameters and is close to that of the best centralised solution, while retaining the necessary conditions for good scalability such as a (very) limited information flow, localised decision making and relatively simple agents. In particular, the elimination of random city choices allows the system to exceed the theoretical upper limit on memoryless efficiency, an upper limit on the performance of the standard methods, by 35.3% after convergence and to obtain near perfect efficiency. This is partially due to emergent cooperation between the agents, which resolves the conflict between the need for agent flexibility, and the constraints of the model. While the threshold model is well studied and has been shown to be applicable to various problems of task allocation, here we have made several modelling choices which may have affected the performance of memory: Local task sites -In the current model tasks are clustered within distinct, identifiable locations. Information about the state of the tasks at a location can only be identified by visiting it. If tasks were instead distributed within an area of which an agent could gain some local overview then the agent could avoid visiting areas in which all mail had already been taken. A lack of memory would, however, still lead to unbalanced numbers of agents within different areas resulting in competition for mail. Geometry -We have assumed that each agent's processing centre is equidistant from each city and, therefore, that the time taken to visit a city and collect a batch of mail is independent of the city chosen. In a more realistic model, agents should take longer to travel to some cities than others. This should actually lead to an additional benefit of memory, as memories in distant cities should decay faster than an agent can build them up, driving agents to visit local cities and decreasing average travel time. Static environment -Currently mail is produced constantly and uniformly at all cities. Studies have been done in which mail batches are produced with constant probabilities less than 1 [5] and with variable probability [7] . The current system of memory does not differentiate between cities visited recently and those visited a longer time ago, which have a greater chance to have produced new mail batches. Building some repression of memory in recently visited cities into the model should allow agents to specialise in multiple cities in a more efficient way and thus solve these problems. Breakdowns -While we have seen that the system can adjust to compensate for the breakdown of agents, it cannot quickly readjust after breakdowns in cities. The stability of established city-specialisations means that agents will return to cities long after they have ceased to produce mail. As for dynamic environments, a way to solve this problem would be to build some time dependence into the model, with memories decaying faster when not reinforced regularly.
In addition to the above issues (in particular the design of a viable memory for dynamic environments), topics of future research include the limitation on the performance by both the (not fully optimised) choice of agent parameters, and by the rules for decision making (SO update rule and exponential threshold function). Hence, a genetic algorithm to find optimal parameters and genetic programming to find improved rules, should lead to even better results.
