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In this work, we establish a moderate deviation principle for the L1-error of empirical
measures on partitions. As an application, themoderate deviation principle for the L1-error
of the histogram density estimator is also obtained.
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1. Introduction
Let X1, X2, . . . be a sequence of independent randomelementswith common sample probability space (X,B, µ). Denote
by µn the empirical measure based on the sample X1, X2 . . . , Xn, i.e., µn := 1n
∑n
k=1 δXk . Let An = {An,j, j = 1, 2, . . .} be a
measurable partition of the spaceX and σ(An) be a σ -field, based on the partitionAn. In this note, we mainly consider the
test statistic
Jn =
∑
j
|µn(An,j)− µ(An,j)|. (1.1)
Recently, to study the Bahadur exact slopes of the test hypothesis, many authors were interested in the large deviations
of statistics Jn. For the case of finite partitions {An,1, An,2, . . . , An,mn}n≥1 of Rd, Beirlant et al. [1] gave the large deviation
principle under the following conditions:
max
j
µ(An,j)→ 0 and mn log nn → 0 as n→∞.
For the more general setting where the space X is arbitrary and the partitions An are not necessarily finite, Esaulova [2]
obtained a Chernoff-type large deviation result for the L1-error of empirical measures on partitions under the following
weaker conditions:
(i) For any set B ∈ B and any ε > 0, for all large enough n there exists Bn ∈ σ(An) such that |µ(Bn)− µ(B)| < ε.
(ii) For anyM > 0,
lim
n→∞µ
 ⋃
j: µ(An,j)≤Mn
(An,j)
 = 0.
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In this work, we are interested in the moderate deviation principle for the statistic Jn for an arbitrary space X and not
necessarily finite partitionsAn. In what follows, we assume that the moderate deviation scale (bn) satisfies
bn →∞ and bn√n → 0, as n→∞. (1.2)
In Section 2, we will show the moderate deviation principle for the test statistic Jn. As an application, the moderate
deviation principle for the histogram density estimator will be given in Section 3.
2. Moderate deviation principle for Jn
2.1. Lower bound of moderate deviation
In this subsection, we will give the lower bound of the moderate deviation principle for the test statistic Jn and find that
the condition (i) mentioned in the above section is the sufficient condition for the lower bound.
Theorem 2.1. For the sequence of partitionsAn, assume that the condition (i) in Section 1 holds, i.e., for any set B ∈ B and any
ε > 0, for all large enough n there exists Bn ∈ σ(An) such that |µ(Bn)− µ(B)| < ε. Then we have
lim
n→∞
1
b2n
log P
(√
n
bn
Jn ≥ r
)
≥ − inf
{µ(B):B∈B}
r2
8µ(B)(1− µ(B)) . (2.1)
Proof. It is easy to see that
Jn = 2 sup
C∈σ(An)
(µn(C)− µ(C)).
For any given B ∈ B, by the assumptions of the theorem, we can choose the sequence Bn ∈ σ(An) such thatµ(Bn)→ µ(B).
Thus, for any r > 0
P
(√
n
bn
Jn ≥ r
)
≥ P
(√
n
bn
(µn(Bn)− µ(Bn)) ≥ r/2
)
.
Next we will show that the following relation holds:
lim
n→∞
1
b2n
log P
(√
n
bn
(µn(Bn)− µ(Bn)) ≥ r/2
)
= − r
2
8µ(B)(1− µ(B)) . (2.2)
By the Gärtner–Ellis theorem (cf. Dembo and Zeitouni [3]), it is enough to show that, for any λ ∈ R,
lim
n→∞
1
b2n
logE exp
(
λbn
√
n(µn(Bn)− µ(Bn))
) = λ2µ(B)(1− µ(B))
2
. (2.3)
By Taylor’s formula, we know
E exp
(
λbn
√
n(µn(Bn)− µ(Bn))
) = E exp(λ bn√
n
n∑
k=1
(
δXk(Bn)− µ(Bn)
))
=
[
E exp
(
λ
bn√
n
(
δX1(Bn)− µ(Bn)
))]n
=
(
1+ λ bn√
n
(
EδX1(Bn)− µ(Bn)
)+ λ2b2n
2n
E
(
δX1(Bn)− µ(Bn)
)2 + o(b2n
n
))n
=
(
1+ λ
2b2n
2n
µ(Bn)(1− µ(Bn))+ o
(
b2n
n
))n
. (2.4)
Furthermore, by condition (i), we know that, for any ε > 0 and n large enough,
µ(B)− ε ≤ µ(Bn) ≤ µ(B)+ ε.
Thus we have(
1+ λ
2b2n
2n
(µ(B)− ε)(1− µ(B)− ε)+ o
(
b2n
n
))n
≤
(
1+ λ
2b2n
2n
µ(Bn)(1− µ(Bn))+ o
(
b2n
n
))n
≤
(
1+ λ
2b2n
2n
(µ(B)+ ε)(1− µ(B)+ ε)+ o
(
b2n
n
))n
. (2.5)
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From the above discussions, we obtain the following inequalities:
λ2(µ(B)− ε)(1− µ(B)− ε)
2
≤ lim
n→∞
1
b2n
logE exp
(
λbn
√
n(µn(Bn)− µ(Bn))
)
≤ λ
2(µ(B)+ ε)(1− µ(B)+ ε)
2
. (2.6)
Since ε is arbitrary, (2.3) becomes obvious. And the arbitrariness of B yields the following inequality:
lim
n→∞
1
b2n
log P
(√
n
bn
Jn ≥ r
)
≥ − inf
{µ(B):B∈B}
r2
8µ(B)(1− µ(B)) . (2.7)
This completes the proof of Theorem 2.1. 
2.2. Upper bound of moderate deviation
Theorem 2.2. For the sequence of partitionsAn, assume for any M > 0,
µ
 ⋃
j: µ(An,j)≤anM
(An,j)
 = o( bn√
n
)
, (2.8)
where (an, n ≥ 1) is a non-increasing positive real number sequence such that
anb2n → c, (2.9)
where c ∈ (0,∞]. Then for any r > 0,
lim
n→∞
1
b2n
log P
(√
n
bn
Jn ≥ r
)
≤ − inf
{µ(B):B∈B}
r2
8µ(B)(1− µ(B)) .
Proof. For someM , denote the sets Sn, Qn and Dn as follows:
Sn = {j : µ(An,j) > anM}, Qn = {j : µ(An,j) ≤ anM}, Dn =
⋃
j∈Qn
An,j.
Then
Jn =
∑
j∈Sn
|µn(An,j)− µ(An,j)| +
∑
j∈Qn
|µn(An,j)− µ(An,j)| = In + IIn.
Next we will discuss the parts In and IIn separately. First, we consider the part In, i.e.
∑
j∈Sn |µn(An,j) − µ(An,j)|. Denote
the partitionsΠn of the spaceX byΠn = {An,j : j ∈ Sn} and letΘn consist of all subsets ofΠn. Then∑
j∈Sn
|µn(An,j)− µ(An,j)| =
∑
B∈Πn
|µn(B)− µ(B)| = 2 sup
B∈Θn
(µn(B)− µ(B)).
As in the proof of (2.3), by the Gärtner–Ellis theorem, for any r > 0 and any B ∈ Θn,
lim
n→∞
1
b2n
log P
(
2
√
n
bn
(µn(B)− µ(B)) ≥ r
)
= − r
2
8µ(B)(1− µ(B))
≤ − inf
{µ(B):B∈B}
r2
8µ(B)(1− µ(B)) .
Hence, it is easy to get
lim
n→∞
1
b2n
log P
(√
n
bn
∑
j∈Sn
|µn(An,j)− µ(An,j)| ≥ r
)
≤ lim
n→∞
1
b2n
log
∑
B∈Θn
P
(
2
√
n
bn
(µn(B)− µ(B)) ≥ r
)
≤ lim
n→∞
1
b2n
log Card(Θn)− inf{µ(B):B∈B}
r2
8µ(B)(1− µ(B)) .
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From the definition ofΘn, Card(Θn) = 2CardΠn ≤ 21/(anM). If anb2n →∞, we have
lim
n→∞
1
b2n
log P
(√
n
bn
∑
j∈Sn
|µn(An,j)− µ(An,j)| ≥ r
)
≤ − inf
{µ(B):B∈B}
r2
8µ(B)(1− µ(B)) . (2.10)
In the case of anb2n → c ∈ (0,∞), the arbitrariness ofM yields that (2.10) still holds.
Now we turn to dealing with the part IIn and we will show that IIn can be neglected in the sense of moderate deviation.
That is to say, for any r > 0,
lim
n→∞
1
b2n
log P
(√
n
bn
∑
j∈Qn
|µn(An,j)− µ(An,j)| ≥ r
)
= −∞. (2.11)
We know, for any λ > 0,
P
(√
n
bn
∑
j∈Qn
|µn(An,j)− µ(An,j)| ≥ r
)
≤ P
(
µn(Dn) ≥ rbn√n − µ(Dn)
)
≤ e−λ
(
rbn√
n
−µ(Dn)
)
E exp{λµn(Dn)}
= e−λ
(
rbn√
n
−µ(Dn)
) (
1+ (e λn − 1)µ(Dn)
)n
≤ exp
{
−λ
(
rbn√
n
− µ(Dn)
)
+ nµ(Dn)(e λn − 1)
}
.
Minimizing the last formula at λ = n log
(
rbn√
nµ(Dn)
− 1
)
, we have
1
bn2
log P
(√
n
bn
∑
j∈Qn
|µn(An,j)− µ(An,j)| ≥ r
)
≤ −
(
r
√
n
bn
− nµ(Dn)
bn2
)
log
(
rbn√
nµ(Dn)
− 1
)
+
(
r
√
n
bn
− 2nµ(Dn)
bn2
)
.
Since we have the condition (2.8), Eq. (2.11) can be obtained.
From the definition of In and IIn, we know that
1
b2n
log P
(√
n
bn
Jn ≥ r
)
≤ max
{
1
b2n
log P
(√
n
bn
In ≥ r/2
)
,
1
b2n
log P
(√
n
bn
IIn ≥ r/2
)}
. (2.12)
Letting n tend to infinity and then using the arbitrariness ofM in (2.12), we complete the proof of Theorem 2.2 with (2.10)
and (2.11). 
3. Moderate deviation for the histogram density estimator
Given a measurable space (X,B,m), where the measure m is σ -finite, let X1, X2, . . . be a sequence of independent
random elements with common distribution µ and taking values inX. Denote by µn the empirical measure based on the
sample X1, X2 . . . , Xn. Introducing a partitionAn = {An,j : j ≥ 1} ofX, then the histogram density estimator is defined by
fn(x) = µn(An(x))m(An(x)) ,
where An(x) = An,j if x ∈ An,j.
For any probabilitymeasureµ, ν, ifµ and ν are absolutely continuouswith respect to a σ -finitemeasuremwith densities
f and g respectively, then
‖f − g‖1 :=
∫
|f − g|m(dx) = 2V (µ, ν).
Here V (µ, ν) denotes the total variation distance between µ and ν, which is defined by
V (µ, ν) = sup
C∈B
|µ(C)− ν(C)|.
Hence for any density estimator the L1-consistency implies the consistency in total variation.
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For the asymptotic properties of the kernel estimate ‖fn − f ‖1, Devroye and Györfi [4] gave the L1-consistency. Louani
[5] derived large deviation results for a kernel density estimator in terms of the sup-norm distance. Several assumptions
are required for this case, such as the boundedness of the density, and the results depend strongly on the bandwidth
parameter. Louani [6] showed a large deviation limit for the L1-error of the kernel estimate. Recently, there have beenmany
developments in different cases for the classic kernel density estimate: Devroye [7] (i.i.d. case), Lei and Wu [8] (φ-mixing
case) and Lei and Wu [9] (uniformly ergodic Markov case).
Noting the following fact:
‖fn − f ‖1 = 2V (µn, µ) = 2 sup
C∈σ(An)
|µn(C)− µ(C)|,
then by Theorems 2.1 and 2.2, we have the following results.
Theorem 3.1. For the sequence of partitionsAn, assume the following conditions satisfied:
(C1) For any set B ∈ B and any ε > 0, for all large enough n there exists Bn ∈ σ(An) such that m(B∆Bn) < ε, where∆ denotes
the symmetric difference of two sets.
(C2) For any M > 0 and any set C of a finite measure m,
m
 ⋃
j: m(An,j∩C)≤anM
(An,j ∩ C)
 = o( bn√
n
)
, (3.1)
where (an, n ≥ 1) is a non-increasing positive real number sequence such that
anb2n → c, (3.2)
where c ∈ (0,∞].
Then we have, for any r > 0,
lim
n→∞
1
b2n
log P
(√
n
bn
‖fn − f ‖1 ≥ r
)
= − inf
{µ(B):B∈B}
r2
8µ(B)(1− µ(B)) .
Acknowledgements
The authors are very grateful to the anonymous referees for their valuable comments which improved the presentation
of this work.
References
[1] J. Beirlant, L. Devroye, L. Györfi, I. Vajda, Large deviations of divergence measures on partitions, J. Statist. Plann. Inference 93 (2001) 1–16.
[2] V. Esaulova, Large deviations of L1-error of empirical measures on partitions, Statist. Probab. Lett. 69 (2004) 439–445.
[3] A. Dembo, O. Zeitouni, Large Deviations Techniques and Applications, second ed., Springer, New York, 1998.
[4] L. Devroye, L. Györfi, Nonparametric Density Estimation: The L1 View, Wiley, New York, 1985.
[5] D. Louani, Large deviations limit theorems for the Kernel density estimator, Scand. J. Statist. 25 (1998) 243–253.
[6] D. Louani, Large deviations for the L1-distance in Kernel density estimation, J. Statist. Plann. Inference 90 (2000) 177–182.
[7] L. Devroye, The equivalence of weak, strong and complete convergence in L1 for kernel density estimates, Ann. Statist. 11 (1983) 896–904.
[8] L.Z. Lei, L.M. Wu, The exponential convergence of kernel density estimator in L1 for φ-mixing processes, Ann. I.S.U.P. 48 (2004) 59–68.
[9] L.Z. Lei, L.M. Wu, Large deviations of kernel density estimator in L1 for uniformly ergodic Markov processes, Stochastic Process. Appl. 115 (2005)
275–298.
