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The frustrated Heisenberg J1−J2 model on a square lattice is numerically investigated by variational Monte
Carlo simulations. We propose a antiferromagnetic fermion resonating-valence-bond (AF-fRVB) state that has
ability to examine the entire phase diagram in the J1 − J2 model. Two phase transition points, the second
order around J2/J1 = 0.45 and the first order around J2/J1 = 0.6, can be extracted more clearly than
the conventional bosonic RVB state. At the maximally frustrated point (J2/J1 = 0.5), the AF-fRVB state
shows the variational ground-state energy in the thermodynamic limit very close to the one estimated by the
projected entangled pair state at the largest bond dimension available. On the other hand, in the frustrated
regime 0.4 <∼ J2/J1 ≤ 0.5, AF-fRVB states with s+− (using the terminology in the field of iron-based
superconductors) and dxy pairing symmetries are degenerate in the thermodynamic limit, implying the existence
of gapless Dirac excitations in the spinon spectrum.
PACS numbers: 75.10.Kt,75.10.Jm,71.10.Hf
Introduction. Frustration is one of the simplest concepts
to induce a quantum phase transition in magnetic systems.
Quantum spin liquids, searched for both theoretically and ex-
perimentally over decades, could be one of the products in
frustrated spin models1,2. Notably, studies of quantum phase
transitions between spin-liquid phases and adjacent magnet-
ically ordered phases are important to understand quantum
spin liquids. To tackle the problem about the quantum phase
transition, a systematic analysis of the detailed ground-state
phase diagram of frustrated spin systems is required. The
zero-temperature phase diagram of the spin-1/2 J1−J2 square
lattice model has been reported by exact diagonalization (ED)
calculations3,4 and large-scale density matrix renormalization
group (DMRG) studies5,6. It is well known that the ground
state displays a checkerboard antiferromagnetic (AF) order at
small J2/J1 and a collinear AF order at large J2/J1. How-
ever, the existence of a gapless or gapful quantum spin liquid
between checkerboard and collinear AF ordered phases has
still remained unsolved.
To date, most of variational Monte Carlo (VMC) studies
of the J1 − J2 model mainly focus on the maximally frus-
trated regime (J2/J1 ∼ 0.5) and search a possible quantum
spin liquid by using either Schwinger bosonic or fermionic
resonating-valence-bond (RVB) wave functions7–13. The RVB
theory is the first proposal by Anderson to describe the quan-
tum spin liquid in a two-dimensional (2D) spin-1/2 Heisen-
berg model14. Aftermentioned, the bosonic RVB wave func-
tion, categorized by the projective symmetry group15, has
been widely used to study different spin models16–18. On the
other hand, the fermionic RVB wave function, constructed by
the Gutzwiller projection onto BCS mean-field states, has pre-
dicted the existence of a gapless spin liquid in several different
lattice structures19–21. However, both bosonic and fermionic
RVB states fail to demonstrate the quantum phase transition
involving the long-range magnetic order.
Recently, a tremendous numerical effort using the projected
entangled pair states (PEPS) has been performed. The nu-
merical result shows some missing data in a large part of
the collinear regime22. It can be expected that when the
ground state is on the verge of various instabilities around
critical points23, it is very difficult to distinguish the PEPS
with similar energies but different physical properties. On
the other hand, since the Gutzwiller projection enables the
ground state to recover symmetries lost in the BCS Hamil-
tonian, a Gutzwiller-projected BCS wave function is invariant
with respect to the SU(2) transformation implying high de-
generacies after the projection. An ideal Gutzwiller-projected
wave function for the 2D frustrated Heisenberg model can be
thus obtained by using gap functions with different pairing
symmetries24.
In this work, we simply extend the Gutzwiller-projected
BCS wave function to construct the fermionic RVB state
which has explicit AF magnetic orders, e.g. checkerboard or
collinear long-range patterns. We call it the AF fermion RVB
(AF-fRVB) state. The variational framework can demonstrate
the phase transition between the magnetic order and quan-
tum spin disorder. Thus, this idea allows us to determine the
ground-state phase diagram of the J1−J2 model by using the
VMC technique. Our main findings are the following: (1) the
zero-temperature phase diagram is successfully reproduced by
the AF-fRVB wave function; (2) a continuous phase transi-
tion near J2/J1 ∼ 0.45 and clear first-order phase transition
at J2/J1 = 0.6 are numerically confirmed; (3) a much less
computational cost in the AF-fRVB wave function than the
PEPS is performed. In particular, at J2/J1 = 0.5, the best
energy obtained from the AF-fRVB state is very close to the
one reached by the PEPS with rather large bond dimension;
(4) in the highly frustrated regime, the next-nearest-neighbor
pairing symmetry of the AF-fRVB state can be either dxy or
s+−. The SU(2) symmetry suggests that the BCS Hamilto-
nian with Dirac nodes reflects the gapless nature of the physi-
cal excitation spectrum.
Numerical Method. We begin with the Hamiltonian,
H = J1
∑
<i,j>
Si · Sj + J2
∑
i,j
Si · Sj , (1)
where < i, j > and i, j  denote nearest and next-nearest
neighbors, respectively. Si is the spin operator at site i, and
J1 ≡ 1, J2 > 0. We consider the L×L square lattice with pe-
riodic boundary condition of size L = 8, 16, 20, 24. The AF-
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2fRVB wave function we used here is based on the fermionic
projective ansatz. The Gutzwiller-projected wave function in
the J1 − J2 model for 0 ≤ J2 ≤ 1 is given by
|ΨAF−fRV B〉 = PˆJ PˆG|Ψ0〉, (2)
where PˆG ≡
∏
i (1− nˆi↑nˆi↓) and PˆJ is the spin-spin Jastrow
correlator. nˆiσ = c
†
iσciσ is the local density. The mean-field
wave function |Ψ0〉 is constructed by diagonalizing the mean-
field Hamiltonian,
HMF = −
∑
<i,j>,σ
tijc
†
iσcjσ +
∑
i,j
∆ijc
†
i↑c
†
i↓ +H.c.
+
∑
i,σ
σmic
†
iσciσ. (3)
Here we only consider the nearest neighbor hopping and
tij ≡ 1. The real pairing amplitude ∆ij is taken as the nearest
neighbor (∆1) term and the next nearest neighbor (∆2) term.
They can have different values along directions mutually per-
pendicular, e.g. ∆1,x,∆1,y and ∆2,x+y,∆2,x−y .
Based on the pairing symmetry, the projected state with the
constraint of one fermion per site can describe different spin
liquids with the gapped or gapless spinon spectrum15. De-
pending on the sign structure of ∆1 and ∆2 along both per-
pendicular directions, we can have different pairing symme-
tries for ∆1 and ∆2: (1) dx2−y2 (∆1,x∆1,y < 0) and s++
(∆1,x∆1,y > 0) for ∆1; (2) dxy (∆2,x+y∆2,x−y < 0) and
s+− (∆2,x+y∆2,x−y > 0) for ∆2. Notations of s++ and s+−
are often used in the field of iron-based superconductors25.
The AF order parameter mi can have two spatial patterns:
checkerboard (J2 = 0) or collinear (J2 = 1). Once the pat-
tern is given, the amplitude of the order parameter would be
homogeneous at each site, namely, |mi| ≡ m. The variational
degree of freedom from the AF order can help capture the ex-
act phase diagram in contrast to the simple fermionic RVB
states.
The spin-spin Jastrow correlator PˆJ is defined as
e
∑
i<j
κij Sˆ
z
i Sˆ
z
j , (4)
where κij ≡ ln(rβijwδj,i+γγ ). Here rij is the chord length of
|~ri − ~rj | and Sˆzi is the spin operator along the z-direction at
site i. In addition to the parameter β controlling long-range
spin correlations, we further consider the other three param-
eters wγ for the nearest (γ = 1), second-nearest (γ = 2)
and third-nearest (γ = 3) neighbor spin-spin correlation. The
Jastrow correlator PˆJ can describe the ferromagnetic (antifer-
romagnetic) correlation if Szi S
z
j > 0 (< 0). In the case of
wγ < 1, for example, the short-range ferromagnetic (anti-
ferromagnetic) correlation would be suppressed (enhanced).
On the other hand, the factor rβij controls the short-range
(rij < 1) and long-range (rij > 1) correlation in an op-
posite way. In the long-range case, for instance, it would
decrease (increase) ferromagnetic (antiferromagnetic) corre-
lation if β < 0. In the following, we would illustrate that
only seven variational parameters are needed to optimize en-
ergy, which are ∆,∆′,m,wγ=1,2,3, β, and almost reach the
FIG. 1: (a) The optimized energy per site of the AF-fRVB states on
the lattice with N = L × L sites versus J2. (b) The variational
phase diagram for the J1 − J2 model on the square lattice. Filled
(Empty) symbols represent the checkerboard (collinear) AF magne-
tization 〈MCH〉 (〈MCO〉). Different colors denote different lattice
size as shown in (a).
same energy as the tensor-network state with a large number
of variational parameters.
Results. Fig. 1(a) reveals the optimized energy of the
AF-fRVB state with both RVB correlations and magnetic or-
ders. The fermionic ansatz for the ground-state wave func-
tion including the RVB pairing and the long-range AF or-
der successfully reproduces the frustration-induced maximum
of the ground-state energy versus J2 obtained by several ED
results4,26,27. The optimized energy shows much weaker size
dependence than the magnetization in the intermediate regime
(0.3 ≤ J2 ≤ 0.5), as shown in Fig.1(b). For two extreme
cases: J2 ∼ 0 and J2 ∼ 1, the AF-fRVB wave function
can approach the AF state associated with the checkerboard
or collinear pattern.
Two interesting phenomena should be emphasized. First,
the finite size calculation shows that the checkerboard AF
phase would survive from J2 = 0 to 0.5. At a first glance this
result seems to be inconsistent with the ground-state phase di-
agram obtained by ED and DMRG. However, in the regime
of 0.3 ≤ J2 ≤ 0.5 the magnetization 〈MCH〉 is obviously
reduced by increasing the size of a lattice. It is necessary to
conclude the position of the transition point by further exam-
ining the larger lattice size. In addition, the collinear AF phase
suddenly appears at J2 = 0.6, implying a possible first-order
transition. Secondly, the AF-fRVB wave function would go
back to the fermionic RVB state without any magnetic order
in the highly frustrated regime, 0.5 < J2 < 0.6, which dis-
plays the typical behavior of the quantum spin liquid.
3FIG. 2: Finite-size scaling of (a) the checkerboard AF magnetization
〈MCH〉 for different J2 and (b) the variational ground-state energy
at J2 = 0.5.
In order to examine the phase transition point, we calcu-
late the finite size scaling of the magnetization. In Fig.2(a),
it is obvious that the checkerboard AF magnetization 〈MCH〉
approaches zero at J2 = 0.45 in the thermodynamic limit, in
contrast to cases of J2 = 0.3 and 0.4. Thus the transition point
between the checkerboard AF state and the spin liquid can be
clearly estimated around J2 = 0.45 which is closer to recent
DMRG results6. On the other hand, at the strongest frustra-
tion point (J2 = 0.5), Fig.2(b) shows that the ground-state
energy per site is extrapolated to −0.4932(1) by using size
scaling with the finite exponent, −2.3. The ground-state en-
ergy of the AF-fRVB state only with seven parameters is very
close to −0.4943(7) obtained by the PEPS with rather large
bond dimension in the thermodynamic limit22, and also much
lower than −0.4893(2) acquired by the Schwinger bosonic
RVB wave function13. Moreover, the AF-fRVB wave func-
tion on a 16 × 16 lattice system surprisingly shows much
lower optimized energy (−0.4917(4)) at J2 = 0.5 than other
tensor network states, such as the entangled-plaquette state
(−0.46299(3))9 and the renormalized tensor product state
(−0.45062)28. Therefore, the fermionic ansatz for the ground
state of the J1−J2 model not only reproduces the whole phase
diagram but also obtains a reasonable energy to further under-
stand the behavior of the quantum spin liquid in the interme-
diate regime.
As pointed out in Ref. 10, they compute the static spin
structure factor to demonstrate that a fully gapped bosonic
RVB state can capture the critical points of the J1−J2 model
in which the spin liquid is connected to the checkerboard AF
phase through a continuous transition at J2 = 0.4 and to the
collinear AF state through a first-order transition at J2 = 0.6.
Here we emphasize that the AF-fRVB state can easily reach
qualitatively similar conclusion as the bosonic RVB state, but
is much more accurate than the bosonic one near the magnet-
ically ordered regime. In Fig.3(a), either the nearest-neighbor
energy (EJ1 ) or the next-nearest-neighbor energy (EJ2 ) con-
tinuously changes around J2 = 0.45 where the checkerboard
AF magnetization 〈MCH〉 drops down to zero, thus exhibiting
a second-order transition to the spin liquid at J2 = 0.45. How-
ever, the energy encounter a sudden jump when the collinear
AF phase appears at J2 = 0.6, which obviously indicates a
first-order phase transition.
On the other hand, variational parameters about the pair-
FIG. 3: (a) The nearest-neighbor energy EJ1 and the next-nearest-
neighbor energy EJ2 in the J1 − J2 model as a function of J2. (b)
The optimized parameter for the nearest-neighbor pairing ∆1 and the
next-nearest-neighbor pairing ∆2 of the AF-fRVB state vs J2. The
size of the lattice is 20× 20.
ing of the AF-fRVB state also display the peculiar behavior
as these magnetic phases are transited to the spin-liquid state.
In Fig.3(b), we show that the pairing parameter ∆2 with dxy
symmetry is nonzero in the regime J2 >∼ 0.45 and rapidly
increased beyond J2 = 0.6. More explicitly, the nonvanish-
ing ∆2 of the AF-fRVB wave function breaks the U(1) gauge
symmetry, and makes the Z2 symmetry for the quantum spin
liquid. Furthermore, the pairing ∆1 with dx2−y2 symmetry
shows a bump in the spin-liquid regime (0.45 ≤ J2 ≤ 0.6)
which would favor to stabilize the spin-liquid phase. Together
with the vanishing magnetization, therefore, these two opti-
mized pairings ∆1 and ∆2 of the AF-fRVB state give evi-
dence for the existence of quantum spin liquid in the frustrated
regime of the J1 − J2 model.
In order to investigate possible pairing symmetries in the
spin-liquid phase of the frustrated model, we also consider dif-
ferent pairing structures of the AF-fRVB state. Due to the pat-
tern of the local Hamiltonian, we examine both s++/dx2−y2
symmetry for the nearest-neighbor pairing ∆1 and s+−/dxy
for the next-nearest-neighbor ∆2. It is worth pointing out
that the variational energy cannot be optimized if we con-
sider s++ symmetry in ∆1 (not shown). The reason is that
the dx2−y2 singlet pair would avoid the on-site Coulomb re-
pulsion so that the dx2−y2 symmetry is more favorable than
s++ in the Heisenberg model29. As for ∆2, interestingly, the
s+− symmetry always competes with the dxy symmetry for
J2 ≤ 0.4 as shown in Fig.4(a).
In the intermediate regime (0.4 < J2 ≤ 0.5), nevertheless,
the AF-fRVB wave function with s+− symmetry shows much
4FIG. 4: (a) The percentage of the energy difference between
dx2−y2 + dxy (d + d) and dx2−y2 + s+− (d + s) AF-fRVB states
as a function of J2 for different lattice size. (b) dxy and s+− pairing
structures plotted in the first Brillouin zone. The black diamond is
the spinon Fermi surface. White (Blue) regions present the positive
(negative) pairing gap. Red lines mean the nodal line.
lower energy than the one with dxy symmetry in finite-size
calculations. Notably, a further finite-size analysis illustrates
that the energy difference becomes smaller as increasing the
size of lattice. Thus it is reasonable to infer that the AF-fRVB
wave functions with s+− and dxy symmetry are always de-
generate in the thermodynamic limit. Since Fig.2(a) shows
that there is no long-range magnetic order (mi = 0) in the in-
termediate regime (0.4 < J2 ≤ 0.5), Eq.(3) is just the mean-
field BCS Hamiltonian that can be easily diagonalized,
Ek =
√
ε2k + ∆
2
k, (5)
where εk = −2 (cos(kx) + cos(ky)) and ∆k is the gap
function consisting of both the nearest-neighbor pairing ∆1
and the next-nearest-neighbor pairing ∆2. According to the
spinon spectrum Ek, the degeneracy can be understood by
their equivalent nodal structures if we simply shift the spinon
Fermi surface (black diamond, εk = 0) by (pi, pi) shown in
Fig.4(b). Note that plus the dx2−y2 -wave form factor, the en-
ergy dispersion Ek with both dx2−y2 and s+− pairing sym-
metries (d+ s) clearly displays four nodes at (±pi/2,±pi/2).
Therefore, the spin-liquid state should be gapless because
of the mean-field spinon spectrum with four Dirac points at
(±pi/2,±pi/2) for the d+ s pairing structure.
Conclusions. We have numerically studied the ground-state
phase diagram of the J1 − J2 Heisenberg model on a square
lattice based on the AF-fRVB wave function. The fermionic
ansatz with long-range AF orders has successfully reproduced
the ground-state phase diagram from ED4 and DMRG5 calcu-
lations. The AF-fRVB wave function also captures a second-
order transition at J2 = 0.45 and a first-order transition at
J2 = 0.6 that is consistent with the conclusion made by the
bosonic RVB states10. The AF-fRVB state naturally solves the
problem that the purely fermionic RVB state cannot describe
the magnetic ordered state for J2 < 0.45 and J2 > 0.6. We
have shown that the AF-fRVB wave function with few vari-
ational parameters can reach almost the same energy as the
PEPS with very large bond dimension. In addition, although
the mean-field spinon spectrum is gapful for dx2−y2 + dxy
symmetry, the degeneracy from s+− and dxy pairing sym-
metries in the frustrated regime suggests that the spin-liquid
phase can also exhibit Dirac spinon spectrum as a result of
d+ s pairing symmetry.
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