Abstract. We introduce a new technique, which we call the boundary method, for solving the semi-discrete optimal transport problem, a special, but quite general, type of optimal transportation. We provide mathematical justification, convergence analysis, algorithmic development, and testing.
Introduction
In this work, we consider a new solution method for optimal transport problems. Numerical optimal transport has applications in a wide range of fields, but the scaling properties and ground cost restrictions of current numerical methods make it difficult to find solutions for many applications.
Key challenges in numerical optimal transport are: (a) the design of numerical methods capable of handling general ground costs (b) efficient computation of the Wasserstein metric, and (c) solutions of three (or higher) dimensional problems. We propose the boundary method below to address these concerns for a broad class of optimal transportation problems: semi-discrete transport. Semi-discrete formulations can be used to approximate solutions to fully continuous problems, and the semi-discrete optimal transport problem is of practical relevance itself.
1.1. Description of optimal transport: the Monge-Kantorovich problem. The theory of optimal transport dates back to the work by Monge in 1781, [21] . In the 1940s, Kantorovich's papers [16, 17] relaxed Monge's requirement that no mass be split, creating we now know as the Monge-Kantorovich problem. where P(X × Y ) is the set of probability measures on the product space, and define the primal cost function P : Π(µ, ν) → R as P (π) := X×Y c(x, y) dπ(x, y).
( 1.2)
The Monge-Kantorovich problem is to find the optimal primal cost P * := inf π∈Π(µ, ν)
P (π), (1.3) and an associated optimal transport plan and an optimal dual pair is given by (ϕ * , ψ * ) := arg sup We have W 1 (µ, ν) = P * = D * , and hence, we may refer to any of these as the Wasserstein distance, the optimal transport cost, or simply the optimal cost. Remark 1.3. W p (µ, ν) is often written as W p , with µ and ν implied. Furthermore, as Equation (1.9) makes clear, W p (µ, ν) always depends on the ground cost function c(x, y). In the literature, W 1 is sometimes used as a default notation when the ground cost is given by the Euclidean distance x − y 2 (e.g., see [19] ), and W 2 2 is occasionally used to indicate that the ground cost is the squared-Euclidean distance x − y 2 2 . Definition 1.4 (Monge problem). In certain cases, there exists at least one solution to the semi-discrete Monge-Kantorovich problem that does not split transported masses. In other words, there exists some π * such that π * (x, y) = π where T * : X → Y is a measurable map called the optimal transport map. When such a π * exists, we say the solution also solves the Monge problem.
If the Monge problem has a solution, we can assume without loss of generality that every π ∈ Π(µ, ν) satisfies π(x, y) = π T (x, y) := µ(x) δ[y = T (x)], (1.11) for some measurable transport map T : X → Y , and that the primal cost can be written
(1.12)
1.2. Numerical approaches to the MK problem. Applications of optimal transport are found in many areas of research, including medicine, economics, image processing, machine learning, physics, and many others; e.g., see [22, 7, 14, 10, 6] . For that reason, many people have focused their research on numerical approximation of the Monge-Kantorovich problem. The current approaches can be broadly separated into two classes: (1) discrete methods, which ignore the continuity implicit in the product space, and (2) continuous methods, which use the continuity of the product space to speed computation.
Discrete methods fully discretize both (X, µ) and (Y, ν), and solve the resulting minimization problem using network flow minimization techniques. As described in [18] , there are over 20 established methods for solving such problems, and at least seven software packages capable of handling one or more of these methods.
More recent development has focused on continuous methods. The Monge-Kantorovich dual problem can be reformulated as a Monge-Ampère-type partial differential equation:
− ∇ · (a∇u) = f, where |∇u| ≤ 1, a ≥ 0, and |∇u| < 1 =⇒ a = 0.
( 1.13) If the ground cost function is strictly convex, or satisfies the regularity conditions described in [20] , the problem is well-posed. To date, this has largely restricted the application of continuous methods to wellbehaved cost functions such as a squared or regularized Euclidean distance. Continuous methods currently in use apply finite difference, gradient descent, or Bregman's method, all attempting to map X to a fully discretized Y [12, 15, 2] . In both approaches, the problem is fully discretized, and the complexity of the approach is relative to the size of the discretization. For purposes of evaluating complexity, assume we discretize X into W d elements, and Y into N elements. The resulting network has W d + N ∼ O(W d ) nodes and W d N arcs. Discrete approaches have been applied to optimal transport since the mid-20th century, and most have well-understood complexity bounds. The minimum cost flow approaches described in [18] all have complexity O(W 2d N ) or worse; e.g., see [23] . Continuous approaches focus less on complexity analysis, but a typical claim is the O(W 2d ) (i.e., quadratic) complexity described in [10] .
1.3. Semi-discrete problem. The semi-discrete optimal transport problem is the Monge-Kantorovich problem of Definition 1.1, with restrictions on µ and ν, and c: Remark 1.5. We assume n ≥ 2 because if n = 1 the optimal transport solution is trivial: T (x) ≡ y 1 for all x ∈ X, and
(1.14) Definition 1.6 (Admissible ground cost). An admissible ground cost function is a measurable, continuous, function c( 15) then c is an admissible ground cost function. These results can be obtained by elementary algebraic manipulation.
For all c and all
Remark 1.8. The semi-discrete problem has interesting applications in its own right. Recent developments include work on the semi-discrete principal-agent problem and systems of unequal dimension; see [11, 8] .
There are also obvious similarities between the semi-discrete problem and (generalized) Voronoi diagrams, similarities that are clearly recognized in [26] . These similarities notwithstanding, the semi-discrete optimal transportation problem is considerably more general, and our numerical method departs from any used in the context of Voronoi tessellations.
1.3.1. Semi-discrete transport and the Monge problem. Because c is continuous and µ is nonatomic, at least one solution to the semi-discrete Monge-Kantorovich problem also satisfies the Monge problem, described in Definition 1.4; see [24] . Thus, by applying Equation (1.11), we can assume without loss of generality that any transport plan π partitions A into n sets A i , where A i is the set of points in A that are transported by the map T to y i . Using this partitioning scheme in combination with Equation (1.12) allows us to rewrite the primal cost function for the semi-discrete problem as
(1.17)
1.4. Shift characterization for semi-discrete optimal transport. Using this idea of sets A i , we are ready to describe the shift characterization of the semi-discrete optimal transport problem. The definition of the characterization, which follows, is based on one given by Rüschendorf and Uckelmann in [25, 26] .
be a set of n finite values, referred to as shifts. Define
For i ∈ N n , where N n = {1, . . . , n}, let
The problem of determining an optimal transport plan π * is equivalent to determining shifts {a i } n i=1 such that for all i ∈ N n , the total mass transported from A i to y i equals ν(y i ).
Remark 1.10. The shift characterization has seen some application in the literature of numerical optimal transport. Of particular note for us is the work [26] , where Rüschendorf and Uckelmann report on numerical experiments with ground costs given by the Euclidean distance taken to the powers 2, 3, 4, and 10. They assume that µ is the uniform distribution, and test various weights and placements for the set {y i } n i=1 . When an exact solution cannot be directly determined, they fully discretize the problem and use a linear programming solver. Rüschendorf and Uckelmann are well aware of the large computational expense of this approach, which may explain why they restrict approximation of solutions to one-dimensional distributions and problems in R 2 with relatively few y i 's (n ≤ 15). In [26] , Rüschendorf and Uckelmann do not discuss approximating the Wasserstein distance, even for problems where an exact optimal transport map is known.
The shift characterization is also discussed in [1] . 1 This paper of Barrett and Prigozhin proposes a new numerical method for the optimal transport problem with ground cost given by the Euclidean distance. Starting with an alternative form of Equation (1.13), taken from [5] , Barrett and Prigozhin develop a mixed formulation of the Monge-Kantorovich problem, which they solve using a standard finite element discretization. In the numerical examples, a single set of five y i 's is given, solved exactly with a i ≡ 0 for all i, and then approximated with µ and ν both uniform distributions (continuous and discrete, respectively). Aside from the complexity of Barrett and Prigozhin's approach, including the difficulties inherent in the mesh selection process and the sensitive limiting process in the regularization parameter, they are not able to adequately resolve the region boundaries, which are at best blurred; see [1, Figure 3 ]. Like Rüschendorf and Uckelmann, Barrett and Prigozhin's paper does not concern itself with the Wasserstein distance.
Boundary Method
Here, we introduce our new method: the boundary method . At a high level, the idea of the method is simple: track only the boundaries between regions, without resolving the regions' interiors. To do this in practice and obtain an efficient technique, we must account for the interplay between discretization, a mechanism for discarding interior regions, and a fast solver.
2.1. Boundary identity and system of equations. For all i, j ∈ N n such that i = j, let
The boundary set is defined as
and for each i ∈ N n , let the strict interior of A i be defined as
For all i, j ∈ N n such that i = j, define g ij : X → R as
By Corollary 3.13 below, B = ∅ and for each x ∈ B there exist i, j ∈ N n , i = j, such that x ∈ A ij . Because x ∈ A i , we have F (x) = a i − c(x, y i ), and because x ∈ A j , we have F (x) = a j − c(x, y j ). Combining and rearranging these, we get
(2.5) Thus, Equation (2.5) implies that A ij is a subset of a level set of g ij ; the value a i − a j is constant, regardless of which x ∈ A ij is chosen. Using this information, for each i, j ∈ N n , i = j, such that A ij = ∅, we can define the constant shift difference
Given a sufficiently large set of functionally independent equations of the form given in Equation (2.6), one could determine most or all of the shifts {a i } n i=1 . As we show in Theorem 3.15, it is possible to obtain exactly (n − 1) functionally independent equations of the desired form, but a set of n such independent equations does not exist.
Since we know that the set of shifts allows exactly one degree of freedom, the boundary method's approach is to obtain (n − 1) well-chosen a ij values, fix one a i , and use functionally independent equations of the form (2.6) to solve for the remaining (n − 1) shifts. The crucial observation is that for the a i 's, there is no need to retain information about interior of the regions.
The Wasserstein distance can also be computed without saving region interiors. Once we have determined that R ⊂ A i for some region R, the (partial) Wasserstein distance corresponding to R is equal to
and the total Wasserstein distance P * is equal to the sum of all such partial distances P R , computed over every A i .
Recognizing these facts, inherent in the shift characterization, inspired both the boundary method's name and its guiding principles, summarized below:
Do not approximate the entire transport plan over A; rather, identify approximate region boundaries and determine (n − 1) shift differences a ij .
2.2. The boundary method. As described below, the boundary method generates a grid A r approximating the unevaluated region of A, and uses it to determine the subgrid B r containing the boundary set B. This subgrid is determined by approximating an optimal transport solution from the grid A r to the point set
Although not strictly necessary, we will restrict ourselves to A = [0, l] d and apply a Cartesian grid over that region. At the r-th refinement level of the algorithm, the grid will thus consist of a collection of boxes with width w r in each dimension of our discretization. By a slight abuse of notation, we use x r to refer to such a box, centered at the point x. Thus, µ(x r ) refers to the µ-measure of the box of width w r centered at x.
Neighboring boxes are those with center points that differ by no more than one unit in any discretization index. The set of neighbors of x is denoted N (x) (defined in Equation (3.11), below). Because regions of µ-measure zero need not be transported to any particular y i , boxes of positive weight that are adjacent to such regions are always retained. We refer to such a box as an edge box. Thus, the set of edge boxes is edg(A r ) := {x ∈ A r | µ(x) > 0 and µ(x n ) = 0 for some x n ∈ N (x)}. 
-Reduce the value ofν(y i ) by µ(x r ). -Remove x from int(A r ). The sets edg(A r ) and the reduced set int(A r ) combine to form B r . (3) Is the desired refinement reached?
• If not: -Refine B r to create A r+1 , increment r, and go to Step (1). Once the desired refinement level is reached: (4) Use B r to identify (n − 1) appropriate shift differences {a ij } and solve for the shifts
. (5) [optional] Use P and B r to approximate W 1 (µ, ν).
Because A contains the support of µ, every box (of positive mass) that is adjacent to the boundary of A is an edge box. A box whose neighbors and itself all have positive measure is referred to as an internal box. The set of internal boxes is
Boxes of µ-measure zero are not part of edg(A r ) or int(A r ) and they are discarded when the optimal transport problem is solved. We need not be concerned about losing a region A i due to this discard process, since this would imply µ(A i ) = 0 (and hence ν(y i ) = 0, which is not possible).
Region interiors are identified by comparing the destination of each x ∈ int(A r ) to the destinations of its neighbors. Edge boxes are never considered part of a region interior, so they are passed directly to B r . In order to remove identified region interiors, we also maintain a running total of the untransported mass, given by partial measureν. To preserve the balance of the transport problem, each time a region x r is transported from A to y i , the remaining amount that can be transported to y i ,ν(y i ), must be reduced by µ(x r ). We can approximate the Wasserstein distance P * by generating a running total over region interiors: P . This P is an increasing function of r, and for all r, P * ≥ P . The Wasserstein distance over any remaining boundary region is evaluated at completion.
Remark 2.1. Further approximations may be required for a truly general algorithm. Depending on µ, it may be necessary to approximate the mass of each box, µ(x r ). Depending on µ and c, the Wasserstein distance over each box, given by
, may also require approximation. However, in this work we assume that the integrals can be computed exactly. In practice, this is not a significant limitation. Most numerical applications focus on the exactly-computable cases where µ is uniform and c is the Euclidean or squared-Euclidean distance. Furthermore, as we show in Section 4, the set of exactly-computable options is quite large.
To illustrate the iterative portion of the boundary method, Steps (1) and (2), we present the following example.
2 . Assume µ is the uniform probability density, so for all measurable sets S ⊆ A, µ(S) = |S|, and that ν has uniform discrete probability density, so ν(y i ) = 1/n for 1 ≤ i ≤ n. Take n = 5, with the five points where ν has nonzero density distributed as shown in Figure 1 .
Let c be the squared Euclidean norm, y − x 2 2 . Suppose a discretization with width 2 −5 is sufficient to provide the desired accuracy and that we apply the boundary method with initial width 2 −4 . Figure 1 shows the state of the boundary method during the first iteration. In Figure 1 (a), we have just completed Step (1): the approximate transport map has been computed, but we have not identified interior points or added anything to the partial transport cost P . Figure 1(b) shows the state of the algorithm after
Step (2): the interior regions have been identified (shown in gray), and the partial transport cost has been computed for those regions, giving us P = 0.01387.
Step (1):
Step (2): P = 0.01387
Figure 2 shows the state of the boundary method algorithm during the second iteration. In Figure 2 (a), Step (1) has just been completed. As can be seen by comparing Figure 1 (b) to Figure 2 (a), the boundary and interior regions are the same ones that we had at the end of the first iteration, but refining the boundary set to width w 2 = 2 −5 allows us to compute a more refined transport map. Because
Step (1) does not add to the identified interior regions, the partial Wasserstein distance P is also unchanged from Figure 1 (b).
After
Step (2) of the second iteration, shown in Figure 2 (b), more of the interiors have been identified. The partial transport cost shows a corresponding increase: we now have P = 0.02898. Because we have achieved our desired refinement, a width of 2 −5 , we move on to Step (4), ending the iterative process.
Step (2): P = 0.02898
Next, we discuss the key elements of the algorithm: Steps (1), (4), and (5).
2.2.1.
Step (1): solving the discrete optimal transport problem.
Step (1) of the algorithm clearly emphasizes the characteristics required of an ideal transport solver for the boundary method: it needs only to approximate the correct solution, since misdirected points will be included in B r , and their associated regions will be assigned after the next grid refinement. However, the approximation algorithm must be fast and possess reasonable scaling properties. To satisfy these requirements, and to bypass the shortcomings of standard discrete approaches, we have turned to the distributed relaxation methods known as auction algorithms; see [3] and [4] . We chose to apply a new auction algorithm, the general auction, which we developed and presented in [29] . The general auction is so named because it is based directly on the (more general) real-valued transport problem, rather than the integer-valued assignment problem which forms the foundation of other auction algorithms. As described in [29] , it offers significant performance advantages over other auction algorithms. Public domain C ++ software implementing the general auction can be found on the Internet at [27] .
2.2.2.
Step (4): computing individual shift differences. Once we have reached a desired level of refinement for the boundary, we use the set B r to identify (n − 1) shift differences a ij . Suppose we have chosen to compute a specific shift difference a ij . (The choice of i and j is discussed in Section 2.2.3 below.) In
Step (1), we determined a map T showing us which x ∈ B r were transported to y i . During
Step (2), we used T to consider which of the neighbors of those points x were transported to y j . Thus, we can create the set of unordered pairs
If A ij = ∅, then by Theorem 3.29 (below), we must have A r ij = ∅. As pointed out in Equation (2.6), all x ij ∈ A ij give us the identical exact value of a ij . Hence, we can use any pair {x i , x j } ∈ A r ij to compute an approximate shift differencẽ
In general, A r ij contains many pairs, and so our approximation of a ij is significantly overdetermined. By considering one or more carefully-selected points from A r ij , we can minimize the error associated with the approximationã ij .
2.2.3.
Step (4): computing the shifts. As a consequence of (2.5), we know that each a ij satisfies a ij = a i −a j , and therefore a i = a j + a ij . (2.12) For all i ∈ N n , letã i = a i + α i , where γ i is the shift error. The first shift is assigned a value, and is therefore exact:ã k = a k . Now suppose we use Equation (2.12) to approximate the value of some unknown shift a i . If a j is approximated withã j = a j + α j , and a ij is approximated withã ij = a ij + α ij , theñ
Thus, the error in our approximation of a i could be as large as |α j | + |α ij |. Inductively, the longer the path in our spanning tree H from v k (the vertex corresponding to our initial shift) to v i (the vertex corresponding to our target shift), the more error terms must be taken into account when approximating a i . For this reason, we recommend computing the shifts using a greedy approach that always chooses the one with the largest number of adjacent regions whose shifts are still unknown.
correspond to a transport map giving the exact optimal solution of our semi-discrete problem. The approximated shifts {ã i } n i=1 , unless generating the same shift differences, correspond to a transport map giving the exact optimal solution to a different semi-discrete problem, one whose measure ν at each y i , i ∈ N n , corresponds to the value of µ(Ã i ).
2.2.4.
Step (5): approximating the Wasserstein distance. By the time we reach Step (5), the partial Wasserstein distance P includes the exact cost of all the identified interior regions. What remains is to approximate the cost of the regions associated with B r . Using the transport map T obtained during Step (1) of the r-th iteration, the approximated Wasserstein distance over x r is given by
For each x ∈ B r we can determine the set
The maximum and minimum possible Wasserstein distance over x r equal
respectively. Hence, the error bound for the approximated Wasserstein distance over x r equals
Summing over all B r , the approximate Wasserstein distance equals 18) and the error bound for the approximate Wasserstein distance is
In this section, we provide mathematical support for the boundary method, assuming that all computations are solved exactly: both the discrete optimal transport problems handled by the general auction and the determinations of mass and Wasserstein distance for individual boxes (see Remark 2.1). We present three types of results: on the shift characterization, on our system of equations, and, finally, on the boundary method itself. For convenience, we use the following notation for a large class of possible ground cost functions. 
Then the ground cost may be written as c = q p . We refer to the set of ground costs
as the p functions, and write c = p with q = 1 implied.
3.1. Semi-discrete optimal transport and the shift characterization. Here we examine the features of the shift characterization, defined in Section 1. 4 , and consider what they can tell us about the semi-discrete optimal transport problem itself. First, in Lemmas 3.2 and 3.3, we develop theoretical support for the boundary method.
Lemma 3.2. Fix i ∈ N n . If x ∈ A i and j ∈ N n , j = i, then the following hold:
Proof. Let us show Equation (3.3) . By the definitions of A i and F ,
Rearranging terms gives c(x, y i ) − c(x, y j ) ≤ a i − a j . To show Equation (3.4), first note that Section 2.1 already explains how x ∈ A ij implies g ij (x) = a i − a j . Consider the converse: Assume that g ij (x) = a i − a j . Rewriting, we find that a j − c(x, y j ) = a i − c(x, y i ) = F (x). This implies x ∈ A j , and since x ∈ A i , therefore x ∈ A ij . Equation (3.5) is a consequence of Equations (3.3) and (3.4). 
Proof. For Part (a), because c satisfies the triangle inequality, for all x ∈ A,
Because F is defined as the maximum such difference, this implies a i − c(x, y i ) = F (x), and so x ∈ A i . Further, since x is an element of A i and A j ,
Proof. The ground cost c is defined as a continuous function in X × Y . Thus, for all i ∈ N n , a i − c(x, y i ) is a continuous function of x. Since F is the maximum of a finite set of continuous functions, F is itself a continuous function of x. Definition 3.5 (F µ-partitions A). Let F be as defined in Equation (1.18), and the sets A i as defined in Equation (1.19) for i ∈ N n . Then one says F µ-partitions the set A, or F is called a µ-partition, if
Theorem 3.6. Suppose one has a semi-discrete transport problem, as described in Section 1.3. Let F be as defined in Equation (1.18), and the sets A i as defined in Equation (1.19) for i ∈ N n . Then F µ-partitions A if and only if µ(B) = 0.
Proof. If F µ-partitions A, by Definition 3.5, µ(B) = 0. For the converse, assume F and the sets A i are defined as given. Because µ is a probability density function, µ(A) = 1 < ∞. Because µ is a non-negative measure, µ(B) = 0 implies that, for all i, j ∈ N n , i = j µ(A ij ) = 0.
For any µ-measurable set S ⊆ X, S = S 1 ∪ S 2 ,
and since µ(X) < ∞,
Thus,
For all i, j ∈ N n , i = j, µ(A i ∩ A j ) = 0, and therefore µ(A i ) = ν(y i ).
Definition 3.7. We say a transport plan π is Monge under the shift characterization if π has an associated transport map T , a function F , as described in Equation (1.18), and sets {A i } n i=1 , as described in Equation (1.19) , such that for all x ∈ A,
In other words, F µ-partitions A and T agrees with F on A \ B.
Theorem 3.8 (The optimal transport map is unique µ-a.e.). Given a semi-discrete transport problem, let π * andπ * be optimal transport plans that are both Monge under the shift characterization. If T is a transport map associated with π * , and T a transport map associated withπ * , then T = T except on a set of µ-measure zero.
Proof. Assume to the contrary that T and T differ on a set of µ-positive measure. We will show that the difference between the Wasserstein distances P ( π * ) and P (π * ) must be non-zero, thereby establishing the desired contradiction: at least one of π * and π * is not optimal. Because T is Monge under the shift characterization, there exist F and {A i } n i=1 that satisfy the definitions in Equations (1.18) and (1.19) . Similarly, we have F and
be the set of shifts associated with F , and {ã i } n i=1 the shifts associated with F . For all i, j ∈ N n , i = j, define
Since F µ-partitions A, µ(A ij ) = 0. The Wasserstein distance is only affected by sets of positive measure, so without loss of generality assume X ij ∩ A ij = ∅.
With respect to the transformation from π * to the mapπ * , the change in Wasserstein distance over the set X ij equals
, with equality if and only if µ(X ij ) = 0. Let
If i, j, and k are pairwise distinct, by definition X ij ∩ X ik = ∅. Therefore
By the definition of the shift characterization, we must have µ(A i ) = µ(Ã i ). Thus,
and because the sets are disjoint, this implies
, and therefore µ(X i ) = n j=1 j =i µ(X ji ).
Since T and T differ on a set of positive measure, we know there exists at least one pair i, j ∈ N n such that i = j and µ(X ij ) > 0. For that i and j, ∆P ij > (a j − a i )µ(X ij ), which implies
By rearranging terms and indexing appropriately
Thus, ∆P > 0, which implies P (π * ) > P (π * ). This contradicts the definition ofπ * as optimal. Therefore T and T must differ only on sets of µ-measure zero.
Remark 3.9. Given our definition of the semi-discrete problem, Corollary 4 of [9] gives a sufficient condition for the existence of a Monge solution that is unique µ-a.e.:
If Equation (3.8) is satisfied, µ(B) = 0, and thus the transport problem is Monge under the shift characterization. However, a transport problem can be Monge under the shift characterization, and have the unique µ-a.e. Monge solution implied by Theorem 3.8, without satisfying Equation (3.8).
If a transport problem uses a ground cost c = p with p ∈ (1, ∞), the problem is necessarily Monge under the shift characterization; see [28] .
3.2. Existence of functionally independent boundary equations. To prove the existence of (n − 1) functionally independent equations of the form shown in Equation (2.6), we will investigate the structure of the boundary set using a connected graph G defined as follows: Definition 3.10. Let G be a graph with n vertices v 1 , . . . , v n . The edge (v i , v j ) is contained in the edge set of G if and only if A ij is non-empty. We refer to G as the adjacency graph of our transport problem. Proof. Assume to the contrary that G is not a connected graph. Then we can write G as the union of two disjoint subgraphs, G = G 1 ∪ G 2 , such that no vertex v 1 in G 1 has a path connecting it to any vertex v 2 in G 2 .
Define
A j .
Because G 1 and G 2 are disjoint, and no paths connect them, it follows that A 1 ∩ A 2 = ∅. Since the union of
A is a closed and bounded set, and the definition given in Equation (1.19) implies that A i and A j must also be closed and bounded. Thus, A i and A j are disjoint compact sets in the Hausdorff space R d . This implies A i and A j are separated by some positive distance ij . Because this is true for all A i ⊆ A 1 and A j ⊆ A 2 , there exists > 0, the minimum over all such ij . Let x 1 ∈ A 1 , x 2 ∈ A 2 , and for all t ∈ [0, 1], define
This contradicts the convexity of A. Hence, G is connected.
Corollary 3.12. If i ∈ N n , there exists j ∈ N n , such that j = i and A ij = ∅.
Proof. Assume the contrary for some i. Since n ≥ 2, G includes at least two vertices, and v i is disconnected from the rest of G, which contradicts Theorem 3.11.
Corollary 3.13. The boundary set B is nonempty, and for each x ∈ B, there exist i, j ∈ N n such that i = j and x ∈ A ij .
Proof. This follows from Corollary 3.12 and the definition of B in Equation (2.2).
Theorem 3.14. Let G be the adjacency graph of the transport problem, and let H be a subgraph of G that includes all n vertices. Define the system of equations
The system of equations S is functionally independent with respect to the shifts {a i } n i=1 if and only if H contains no cycles.
. . .
Because det(M ) = 0, we know S is functionally dependent.
(⇐=) Suppose instead that S is functionally dependent. Given the form of the equations in S, we can assume without loss of generality that S contains the equations a ij ij+1 = a ij − a ij+1 , ∀j ∈ N k−1 , and that a i1i k = a i1 − a i k is also in S. By the definition of S, these equations imply that the edges
, and (v k , v 1 ) are contained in H. Together, these edges generate the cycle (v i1 , v i2 , . . . , v i k , v i1 ), so H contains at least one cycle. Theorem 3.15. There exists at least one system of exactly (n − 1) equations of the form a i − a j = a ij that is functionally independent with respect to the set of shifts {a i } n i=1 . No system of n independent equations exists.
Proof. Because G is a connected graph, we can always create a spanning tree H that is a subgraph of G. Let S be the corresponding set of linear equations, defined as described in (3.9). As a spanning tree, H contains (n − 1) edges and H has no cycles, so by Theorem 3.14, we know S contains exactly (n − 1) functionally independent equations.
Suppose a set S of n functionally independent equations exists, all of the form a i − a j = a ij . Because there are n unknowns in the set of shifts, there is exactly one solution set
is also a solution to S. This contradicts the uniqueness of {a i } n i=1 , and therefore no such set of n functionally independent equations exists.
3.3. Discretization for the boundary method. In the first two subsections below, we give some results on how the grid-points interact with the underlying space. In sections 3.3.3 and 3.3.4 we present error bounds. In section 3.3.5 we consider issues of volume and containment: here we ensure that one can have B ⊆B r for all r, and show that |B r | → 0 as r → ∞. Finally, Section 3.3.6 puts bounds on the error for the Wasserstein distance approximation.
3.3.1. Discretization definitions. As described in Section 2.2, we discretize the region A using a regular Cartesian grid, and refine the grid over multiple iterations, with the aim of refining only the grid region containing the boundary set.
Let r ∈ N be the current discretization level, and w = w r be the width of the discretization at level r. Let A r be the r-th point set, the set of points x included in the r-th discretization of A. Since we discard boxes of µ-measure zero during the transport step, assume without loss of generality that µ(x r ) > 0 for all x ∈ A r . Let A r i = A i ∩ A r for i ∈ N n . Let V be the set of adjacency vectors for all discretizations of A. The adjacency vectors must satisfy the following essential properties:
(
We choose V to be the set of linear combinations of the standard unit vectors, e 1 , . . . , e d , with coefficients restricted to ±1. To satisfy Property (2), we specifically exclude the zero vector from the set, and so
The properties of the adjacency vectors are required in order to assure that, for all r and all x ∈ A r , the points in A r that are adjacent to x constitute a subset of the neighbors of x,
Proof. This follows from Equation (3.11) and Property (3) of the adjacency vectors.
We now formalize our idea of the r-th interior and boundary point sets used in our discretization. For all i ∈ N n , define the r-th iteration interior point set associated with A i as
Define the r-th boundary point set as
and let B r i := B r ∩A i for all i ∈ N n . The r-th evaluation region, the subset of A enclosed by the discretization A r , is defined asĀ r := { x r | x ∈ A r }, (3.14) and the r-th boundary region, the subset of A enclosed by the boundary point set B r , is given bȳ
3.3.2. Distance bounds. Though the discretization is fully defined, it still needs to be related back to the sets A ij and the boundary set B. To do this, we first bound the distance separating B r and A ij . , either x i ∈ edg(A r ) or there exists a point x j = x i + w r v, with v ∈ V, such that x j ∈ B r j for some j = i. Thus, if x i / ∈ edg(A r ), the distance from x i to the set A ij , as measured with respect to the ground cost c, is bounded above by c(x i , x j ).
. By the definition of B r , there exists x j = x i + w r v ∈ A r j ∪ N (x 0 ) for some j = i. By Lemma 3.16, x i ∈ N (x j ), and since x i ∈ A r i , we have x j ∈ B r j . Thus, x i ∈ A and x j ∈ A, and because A is convex, this implies
By Lemma 3.4, F is continuous on A. Therefore, because x i ∈ A i and x j ∈ A j , there exists t * ∈ [0, 1] such that b = t * x i + (1 − t * )x j ∈ A ij . Note that b = x i + (1 − t * )w r v, so all three points are collinear. Applying the 2 norm, we have
Since c is an admissible cost function and b − x i 2 ≤ x j − x i 2 , this implies c(
Because we can bound the ground cost between the points in B r \ edg(A r ) and the set A ij in terms of the ground cost between neighboring points, it is worth identifying a bound on that ground cost between neighbors.
First, we ensure that some bound exists for every ground cost function and iteration r.
Lemma 3.18. For all x i ∈ B r i and x j ∈ B r j , where i, j ∈ N n and i = j, if x j ∈ N (x i ), then c(x i , x j ) < M r for some bounded value M r . Proof. Let x i and x j be defined as above. By applying the definition given in Equation (3.13), x j = x i +w r v for some v ∈ V. Further, we can assume without loss of generality that c(x i , x j ) is maximized among the finite set of neighbors of x i . Let M r be defined as the maximum of all such ground costs over the set of points in B r :
Because M r is the maximum of a finite set of finite values, M r < ∞.
We can give a specific ground cost bound in terms of w r for neighbors x 0 and x 1 when V is our Cartesian grid and c is a polynomial combination of p functions with positive coefficients. 
3.3.3.
Error bounds for shift differences. In order to bound the error on the Wasserstein distance, we merely require a finite bound on the errors for the individual shift differences, a ij . However, accurately computing the shift differences themselves is also important, and for that reason, we also present theorems that more finely bound the error on a ij for important ground cost functions. Because estimates are generated using one or more computations of g ij (x), the magnitude of these errors is dependent on the point(s) chosen.
Theorem 3.20. Let x ∈ A and i, j ∈ N n such that i = j. The error resulting from approximating a ij at x is bounded above by |α ij (x)|, where 19) and b is the point in A ij nearest to x with respect to the ground cost.
Proof. Assume b ∈ A ij is the closest point in A ij to x. Then
For every x ∈ A, there exists some α ij (x) ∈ R such that c(x, y i ) − c(x, y j ) = a ij + α ij .
By rearrangement and substitution, we have
Theorem 3.21. Suppose V is our Cartesian grid and c is a polynomial combination of p functions with positive coefficients, as defined in Equation (3.17). For any x ∈ A and i, j ∈ N n such that i = j, |α ij (x)| < ∞.
Proof. Because all costs are nonnegative, and achieve their maximum with c(0, l1 d ),
Theorem 3.22. Assume that, in addition to satisfying the ground cost properties, c satisfies the triangle inequality. If a ij is estimated using x ∈ A, then |α ij (x)| ≤ 2c(x, b), where b is the point in A ij nearest to x with respect to the ground cost.
Proof. Applying (3.19),
Since c satisfies the triangle inequality,
, and, by a similar line of reasoning, |c(b, y j ) − c(x, y j )| ≤ c(x, b). Therefore,
In addition to bounding the error for individual points x, we can also establish meaningful global bounds. Definition 3.23. Let α max be the maximum value of |α ij (x)| over all x ∈B r and i, j ∈ N n , such that: (1) i = j, (2) x ∈ x r i for some x i ∈ B r i , and (3) B r j ∩ N (x i ) = ∅. Lemma 3.24. Suppose V is our Cartesian grid and c is a polynomial combination of p functions with positive coefficients, as defined in Equation (3.17) . Then α max < ∞.
Proof. As shown in Theorem 3.21, for all appropriate x, i, and j,
Since this bound is independent of x, i, and j, it follows that
Theorem 3.25. If c is a norm, then α max ≤ 2δ, where δ is the maximum ground cost for a pair of neighboring points in the grid discretizing A.
Proof. For any iteration r, A can be covered by a finite number of boxes of width w r . This implies that a finite number of grid points discretize A, and hence, that some finite δ exists. Suppose x ∈B r . By the definition of our grid, x is contained in some G = Conv(S), where S is a finite set of neighboring grid points. For each x a , x b ∈ S, x b ∈ N (x a ), and hence c(x a , x b ) ≤ δ. Because x a and x b were arbitrarily chosen, this is true of every pair of vertices of G. By the definition of G, x can be written as a convex combination of the points in S. Therefore, for any fixed x 0 ∈ S, c(x, x 0 ) ≤ δ.
Because x ∈B
r , Conv(S) ∩ B r must be nonempty. Assume without loss of generality that x 0 = x i ∈ B r i for some i ∈ N n . By Theorem 3.22, there must exist a point x j ∈ B r j , a neighbor of x i , with j = i, and a point b ∈ A ij such that c(x i , b) ≤ c(x i , x j ) ≤ δ. Applying the triangle inequality, we find that
Therefore, c(x, B) ≤ 2δ.
3.3.4.
Error bound for ground costs. In preparation for bounding the Wasserstein distance error, we now bound the error on the ground cost c with respect to individual points inB r .
Theorem 3.26. Letπ * be an approximated transport plan with associated transport map T . Suppose π * is an optimal transport plan with associated map T , and let x in A such that T (x) = y i , but T (x) = y j . Then the error in the ground cost at the point x is equal to |g ij (x)|. Furthermore, if c is a polynomial combination of p functions with positive coefficients, then there exists γ max such that, for all x ∈ A, if T (x) = y i and T (x) = y j for some i = j, then
Proof. Let x ∈ A such that T (x) = y i , but T (x) = y j . Then the error in the ground cost at x equals
Now suppose c is a polynomial combination of p functions with positive coefficients, defined as described in Equation (3.17) . Because all costs are nonnegative, and achieve their maximum with c(0, l1
Lemma 3.27. If c is a norm, then γ max ≤ κ max + 4δ, where
and δ is the maximum ground cost for a pair of neighboring points in the grid discretizing A.
Proof. Let x ∈B r and i, j ∈ N n such that i = j. As a consequence of Theorems 3.20, 3.22, and 3.25:
Because the result is independent of x, i, and j, γ max ≤ κ max + 4δ.
3.3.5. Volume and containment for the boundary region. As shown in Section 3.3.4, the ground cost error for individual points is finitely bounded over a wide range of admissible ground cost functions. By definition, the measure µ is bounded. We propose to identify the largest possible region in which the ground cost error can be non-zero, and to show that the area of that region goes to zero as r goes to infinity. With this, we will show that the boundary method converges with respect to the Wasserstein distance. In Equation (3.15), we defined a regionB r based on the point set B r . For this, we need to know that we can choose an initial width w 1 such that, for all iterations r, B ⊂B r . Fortunately, we can discretize A with respect to the Lebesgue measure and Euclidean distance in R d .
Theorem 3.28. There exists an initial width w 1 such that, for all w r such that w r ≤ w 1 , x ∈Å r i implies x r ⊆Å i , the strict interior of A i , as defined by Equation (2.3).
Proof. Assume the contrary and consider what happens as the region volumes go to zero. Given our initial assumptions, for the theorem to be false, we must have some point p ∈ A i , surrounded by an open hollow sphere in A j of radius δ > 0. Let the hollow sphere be given by
By the continuity of F , we have p ∈ A ij . Thus, p is a point on the level set g ij (x) = a i − a j . Define
S g is the union of two disjoint, nonempty open sets
+ exists solely in A, and not on the product space, we can once again rely on the Euclidean distance in R d .
Theorem 3.30. Let the regionB
For all r,B r ⊆B r + . Proof. By definition,B r ⊆ A. Suppose x ∈B r . Because we are applying the Euclidean norm, by Theorem 3.25, we know that x − B 2 ≤ 2δ. Let x 0 and x 1 ∈ N (x 0 ) be elements of the r-th discretization grid of the set A. By the definition of neighbors, we can write x 1 = x 0 + w r v for some v ∈ V. Thus,
Because x 0 and x 1 were arbitrarily chosen, this is true of every pair of neighbors. This implies δ ≤ w r √ d. Proof. We know Br
be the closed ball of radius ρ centered at x, and write
where Vol d (ρ) is the volume of the d-dimensional sphere of radius ρ. By using the Γ function, this volume can be written as
Because the volume is independent of the point x ∈ A, we therefore have
where
Remark 3.32. The interplay between B, B r ,B r , andB r + is nontrivial. Figure 3 helps to visualize it properly. In Figure 3 (a), we show placement of some boundary set B r . It is crucial that the subgrid created by B r completely surrounds B, because that is the only way to ensure that B ⊆B r . One can see in this image how a (very degenerate) choice of c, coupled with the right arrangement of y i 's, might allow a small and sharply curved boundary set to slip unnoticed between points.
As Figure 3(b) illustrates, each point in B r appears as the center of its corresponding box, and the boxes completely cover the boundary set.
The regionB r + is deliberately constructed to entirely cover all the boxes inB r . As Figure 3 (c) shows, its volume can be significantly larger than that of the boxes it contains. However, the worst-case "thickness" given toB r + ensures that it will always enclose both B andB r .
(a) B r surrounding B (b) boxesB r covering B (c) regionB r + coveringB r Theorem 3.33. Let P * be the Wasserstein distance and let M be the maximum value of µ on A. Suppose B ⊆B r , and that there exists some L such that |B r | = w d r L < ∞ with respect to the d-dimensional Lebesgue measure. If γ max < ∞ is the maximum error of the ground cost in the setB r , and P * is the Wasserstein distance approximation obtained with the boundary method, then: 23) where the bound equals the maximum possible volume ofB r multiplied by the maximum value of µ and the maximum error of the ground cost.
Proof. If x ∈ A \B r , then x has been identified as being in the interior of A i for some i ∈ N n . Thus, the cost error associated with the points outsideB r is zero. Suppose instead that x ∈B r . By definition, the absolute value of the difference between the correct and approximated ground costs at x is less than or equal to γ max .
Therefore, the error on the Wasserstein distance is bounded above by
Remark 3.34. The bounds in Theorems 3.31 and 3.33 indicate that the approximation error in computing the boundary set and the Wasserstein distance decreases linearly with the volume of the boxes. When Theorem 3.31 applies, we expect a quadratic (in R 2 ) or cubic (in R 3 ) decrease of the error. These decreases are clearly observed in practice, see Section 5.
Test conditions
As mentioned in Remark 2.1, certain choices of µ may make it necessary to approximate µ(x r ) or
However, the majority of numerical studies we have seen restrict to simple choices of µ (most often uniform). For this reason, we restricted our examples to cases where the cost and mass integrals can be written in a closed form.
4.1.
The closed-form mass µ(x r ). The integral of µ over some box can be written as:
Since µ is a probability density function, we must have A dµ = 1. For convenience, letμ denote an unnormalized version of µ, and similarly forM . Using the linearity of the integral, one can use linear combination of simple functions for which exact solutions are known. We can also construct more complex measures by partitioning A into disjoint subsets. In this case, however, we add an additional restriction in order to be sure that exact solutions can always be found: We µ-partition A into subsets S 1 , . . . , S σ , such that the boundaries of each S s fall on the initial set of grid lines. Assume that for each set S s , there exists a density functionμ s that is exactly solvable on S s . From these, we considerμ (andM ) to be the piecewise functions defined on each S s asμ s (andM s , respectively).
Most of our computations were performed in two-dimensions. For such problems, given iteration r and x = (x 1 , x 2 ) ∈ A,μ(x r ) can be written aŝ
The closed-form choices used in our numerical tests are shown in Table 1 . As described above, we used the table entries as building blocks in the construction of more complex measures. Table 1 . Closed-form options for μ
The closed-form Wasserstein distance over x r . We performed many tests where µ could be computed exactly but the Wasserstein distance could not; see Section 5 for details. In such cases, we made no attempt to approximate P * , choosing instead to focus on the accuracy of the µ-partition generated by the approximate shift set {ã i } n i=1 . However, there were a number of cases in two dimensions where the choice of µ and c allowed for closedform computations. In those cases, because the combination of c and µ gives us an exact solution, there exists C : X × Y → R ≥0 such that
As in Section 4.1, we writeĈ when working withμ.
. When µ(x r ) = 0, the Wasserstein distance on x r is also zero. For those boxes where µ(x r ) > 0, we can take advantage of the uniformity to define the functionĈ in terms of a single variable: the component-wise distance between points given by (∆ 1 , ∆ 2 ), where ∆ 1 = |x 1 − y 1 |, ∆ 2 = |x 2 − y 2 |. When the Wasserstein distance over x r can be computed and is non-zero, it takes the form
is an explicit function. Table 2 gives Wasserstein distance functionsĈ for c = 2 and all c = p p with p > 0. By leveraging the linearity of the integral and subdividing A into disjoint sets, we can build combinations of ground costs and measures with closed form C. We used this to perform tests in R 2 , with µ being either uniform or zero in relevant boxes. Table 2 . Closed-form options for C when µ is uniform or zero on A cĈ(u, v)
5. Numerical results
5.1.
Accuracy of the Wasserstein distance.
5.1.1.
When exact values are known. When µ is uniform, we use the formula for c = 2 , given in Table 2 , to compute exact values for the two problems shown in Figure 4 . For two points on the Northwest-Southeast diagonal, placed as shown in Figure 4 (a), the exact Wasserstein distance is equal to
≈ 0.3159707808963017. 8.42 × 10 Table 3 (b) shows the absolute error for various choices of w * . Again, the observed error decrease is roughly quadratic in w * : | P * − P * | ≈ 5.254(w * ) 1.999 . For both problems, we also know the exact shift values: since every point in A goes to the nearest y i , the shift differences are all zero, which means every shift must be identical. In the 4 × 4 problem, the shift values are identical for every choice of w * . This is a result of computing regions that exactly correspond to the structure of our grid. The shift values for the NWSE problem show that the decrease in shift error is roughly linear with respect to w * : |ã 2 −ã 1 | ≈ 0.339(w * ) 1.008 . When w * = 2 −16 , the shift error is about 4.83 × 10 −6 .
5.1.2.
When exact values are not known. As Section 3.3.6 shows, even if the Wasserstein distance is unknown, the Wasserstein approximation error at the end of the r-th iteration is bounded above by
where i and j, i = j refer to the destinations of x and some neighbor. As w r → 0, max x0∈x r g ij (x 0 ) → |a ij | for each i = j, and µ(B r ) → 0. Hence, if the boundary method is working effectively, at worst we can expect to see these error values decreasing linearly with respect to µ(B r ).
We considered the change in the approximated Wasserstein distance for Example 2.2 using three canonical p ground costs: 1 , 2 , and For each ground cost, we computed the Wasserstein approximation error in two ways:
(1) The worst-case error bound given by applying (5.2).
(2) The rate of change with respect to a reference approximation,
In all three cases, the worst-case error is roughly linear in w * , and the rate of change ∆ P * 16 is roughly quadratic in w * . Specific results are given in Table 4 . 5.2.1. Uniform and non-uniform measures µ and ν. We include three examples of variations on µ and ν, shown in Figure 5 . All three assume c is the Euclidean distance. In Figure 5 (a), we assume µ is the uniform continuous probability distribution on A, and ν is the uniform discrete distribution with n = 5. The five points where ν = 1/5 are placed in the positions used in [1] . Starting from the points shown in Figure 5 (a), we next take the point y 4 and split it into four new points, each of one quarter-mass, positioned equidistantly from the point's original location. This gives us a non-uniform ν with four points of weight 1/5 and four of weight 1/20. We keep µ uniform. The resulting µ-partition is shown in Figure 5(b) .
In Figure 5 (c), we choose the nonuniform probability density µ(x 1 , x 2 ) = Figure 6 shows the results. In Figure 6 (a), we see the boundary set used to generate the solution. Points between regions are retained, as are points adjacent to regions of measure zero. No computations are done on the lower-left region, because any destination is equally valid on boxes of µ-measure zero.
However, when the shift definition is applied to the semi-discrete optimal transport problem, there is only one valid shift-characterized solution over A. Figure 6(b) shows that solution. The unique shift differences force the selection of a unique boundary set B, even in the region where µ is zero. Figure 6 (c) shows the shift characterization again, but here the region of µ-zero measure is shaded, helping to confirm visually that the regions have equal measure. Figure 6 (c) also shows the locations of intersection points we identified using the boundary method.
5.2.3.
Norms as ground cost functions. The computations in Sections 5.2.1 and 5.2.2 all assume the ground cost function equals the Euclidean distance. In fact, we can apply the boundary method to a wide range of polynomial p ground costs. Using the same problem solved with the Euclidean distance in Figure 5 (a), we generated µ-partitions for a wide range of p -norm ground costs. Results for the 1 , 10 , and ∞ norms are shown in Figure 7 .
5.2.4.
Other ground costs c. The computations above all assume that the ground cost function is a norm. However, the boundary method works equally well on much more general ground cost functions. Three examples are shown in Figure 8 . is not a norm, we were only able to make the most general mathematical claims regarding its behavior. However, the boundary method has no trouble with it. In fact, its convergence behavior is practically identical to that of the norms 1 and 2 .
As Figure 8 (b) illustrates, even p costs with p < 1 can be approximated; when p < 1, the regions become discontinuous, as typified by the "spikes" on the exterior walls. (The spike on the lower right is part of the region coupled with y 3 , while the other four spikes are coupled with y 2 .) Note that 1/2 is a concave function. Such functions are directly applicable to transport problems involving economies of scale; e.g., see [13] ). 
µ-Partitions in R
3 . As we showed in Section 3, there is no theoretical obstacle to applying the boundary method to higher-dimensional problems, though of course visualization is complex.
The image in Figure 9 was generated by taking c = 2 , µ the uniform continuous probability density, and ν the uniform discrete probability density with five randomly-placed non-zero points in [0, 1] 3 . Even in this relatively simple case, it is impossible to find a single point-of-view that clearly shows all five non-zero points while clearly illustrating the boundaries of the µ-partitions. However, even though clear illustration is problematic, the computations made with the boundary method were completely successful.
Scaling behavior.
One important advantage to the boundary method is its reduction of the complexity of the discretized problem, compared to traditional methods. Before considering the numerical results, it is worth developing a generalized comparison that puts this reduction in perspective: Suppose for the sake of argument that a discretization with width 2 −M is required to solve a problem in R 2 with N positive points in Y . Generating the full grid would create a product space X × Y of size 2 2M N . Say the boundary method is used instead, with a fixed initial discretization width of 2 −4 . Each application of
Step (2) of the boundary method algorithm removes approximately half the points in A r , so by discarding interiors the method constructs a product space of size 2 M +4 N . Figure 9 . Three-dimensional semi-discrete solution with n = 5
Assume that we compute solutions for both the boundary method and the full product space using the same linear solver (e.g., the network simplex method). Using it to solve the largest boundary problem of size 2 M +4 N , we have V = 2 M +4 + N vertices and E = 2 M +4 N edges. Solving over the full product space gives V = 2 2M + N vertices and E = 2 2M N edges. Hence, even if we assumed a solver with complexity O(V ) (and no such solver exists), the ratio would be approximately 2 M to M . Typically, it is closer to 2 2M to M . Of course, this improved complexity would be irrelevant if the constant factor was excessively large. Fortunately, that this is not the case, as our next section illustrates.
5.4.1.
Scaling on the plane with respect to W = 1/w * . Here we consider scaling on the plane with respect to W = 1 w * . We used Example 2.2, with µ and ν be uniform and c = 2 . The locations of the 5 points where ν = 1/5 were fixed as depicted in Figure 5 (a). We defined target widths w * = 2 −m , m ∈ N, and computed the time taken by the boundary method. By repeating this process for a few different location sets (and averaging them), we estimated the average scaling behavior of the boundary method with respect to W . The test results are shown in Table 5 (a), and the scaling equations are on the left side of Table 6 . 11 was fixed and µ and ν were uniform. The N = n points where ν = 1/n were placed at random locations in A. Because the resulting time data was highly dependent on point placement, it was extremely noisy. Thus, we did ten runs for each N and took the median. We started with N = 128, increasing by eights up to to N = 192, for a total of 100 tests. The results are shown in the right-hand columns of Table 5 (b). See the right side of Table 6 for scaling equations with respect to N .
5.4.3.
Scaling interaction of W and N on the plane. Increasing N means one must consider the scaling behavior of the boundary method with respect to N , as described in Section 5.4.2, above. However, there is another relevant limiting factor for large N : the decreasing area size µ(A i ) = n −1 runs up against the accuracy of the reconstruction. For the problem shown in Figure 10 , the area of each region is 5.0 × 10 −3 . When w * = 2 −11 , the maximum error for the area of the partition regions is 8.34 × 10 −4 . This is 16.7%, about one-sixth of the size of each region. If all we desire is the Wasserstein distance or the boundary set, this error need not be a concern. However, if we want an accurate set of shifts, large N requires that we increase W to match. Hence, we wanted to consider what happens as W and N increase in tandem.
As it turns out, the scaling we observe is consistent with the product of the two scaling behaviors already determined: O(W N log W log N ) with respect to time, and O(W N 1/2 ) with respect to storage. See Table 7 for approximate equations. 5.4.4. Scaling in three dimensions and extrapolation to R d . The computations described above can be repeated in three dimensions. We scale W separately by taking a projection of Example 2.2 into the center of the cube [0, 1] 3 . Then we consider the median of tests when W = 2 7 and N ranges from 8 to 80. Finally, we scale W and N together, and consider their combined behavior. Approximate scaling equations are given in Table 8 .
Taking the combined scaling equations for two and three dimensions, and extrapolating to arbitrary dimension d ≥ 2, we anticipate scaling of 
Conclusions and future work
In this work, we presented the boundary method , a new technique for approximating solutions to semidiscrete optimal transportation problems. We gave an algorithmic description and mathematical justification. As we showed, by tackling only the boundary of the regions to be transported, the method has very favorable scaling properties. Under the assumption that all computations are exact, we gave sharp convergence results and presented several examples to highlight performance of the method. We showed that accurate approximations of the partition regions and the Wasserstein distance can be obtained for a multitude of cost functions. Our future work will consider applications of the boundary method to fully continuous mass transportation problems, and consider the impact of estimated computations on convergence.
