Introduction to multistate reliability theory
Fortunately the traditional reliability theory, where the system and the components are always described simply as functioning or failed, is now being replaced by a theory for multistate systems of multistate components. Recent reviews of this development are given in . However, there is a need for several convincing case studies demonstrating the practicability of the generalizations introduced. One such study could be of an offshore pipeline system where one lets the system state be the amount of oil running through a crucial point.
In this paper we will study an electrical power generation system for two nearby oilrigs. The amount of ~ver, that may possibly be supplied to the two oilrigs, are considered as system states. Before proceeding to this study we give a short introduction to some main concepts in multistate reliability theory.
Let S = {0,1, .
•. ,M} be the set of states of the system; the M+1 states representing successive levels of performance ranging from the perfect functioning level M do\m to the complete failure level 0.
Let furthermore, C = {1, ... ,n} be the set of components and s. {i=1,· ... ,n) the set of states of the ith component. He claim J. {O,H} c:= Si ~ s. Hence the states 0 and t-1 are chosen to represent the endpoints of a performance scale that might be used for both the system and its components. Let x. (i=1, ... ,n) J. denote the state or performance level of the ith component and x = (x 1 , ... ,xn). It is assumed that the state, ~' of the system is given by the structure function ~ = ~(~). In this paper we consider the follo\'ling type of mul tis tate systems for which a series of results can be derived:
A system is a multistate monotone svstem (HHS) iff its structure ~ satisfies i)
is nondecreasing in each argument ii)
The first assumption roughly says that improving one of the components cannot harm the system, whereas the second says that if all components are in the complete failure (perfect functioning) state, then the system is in the complete failure (perfect functioning) state.
In the following y < x means Y· < X· - 
Note that h~(I) + g~(I) < 1, with equality for the case I = [t,t ].
In Funnemark and Natvig (1985) bounds for hj(I) and gj(I) are $ ~ arrived at, based on corresponding information on the multistate components, generalizing earlier work by the first present author for the case M=1 . The components are assumed to be maintained and interdependent. Such bounds are of great interest when trying to predict the performance process of the system noting that exact expressions are obtainable just for trivial systems. It is the aim of this paper to give such bounds for our power generation system.
2. An offshore electrical power generation system
In Figure 1 an outline of an offshore electrical power generation system is given. Note that as an approximation we have for these generators chosen to describe their supply capacity on a discrete scale of three points.
The supply capacity is not a measure of the actual amount of power delivered at a fixed point of time. There is a continuous powerfrequency control to match the generation to actual load, keeping electrical frequency within prescribed limits.
The control unit S has the states 0:
s will by mistake switch the main generators Al and A3 off without switching A2 on 2:
s will not switch A2 on when needed 4:
s is functioning perfectly. Let us now for simplicity assume that the mechanism that distributes the power from ~ to platform 1 or 2 is working pefectly. Furthermore, as a start, assume that this mechanism is a simple one either transferring no power from A 2 to platform 2, if A 2 is needed at platform 1, or transforming all power from A 2 needed at platform 2.
Let now ~1 (S,A 1 ,A 2 )= The amount of power that can be supplied to platform 1 ~2 (s,A 1 ,L,A 2 ,A 3 ) = The amount of power that can be supplied to platform 2
~1
will now just take the same states as the generators whereas ~2 in addition can take the following states.
:
The amount of power that can be supplied is maximum 1 2. 5 Mv1
3:
The amount of power that can be supplied is maximum 37. Hence it is obvious that both are structure functions of an ~1HS.
Let us still assume that the mechanism that distributes the power from ~ to platform 1 or 2 is working perfectly. However, let it now be more advanced transferring excess power from A 2 to platform 2 if platform 1 is ensured a delivery corresponding to state 4. Of course in a more refined model this mechanism should be treated as a component. The structure functions are now given by noting that max(A 1 +A 2 I(S=4)-4,0) is just the excess power from A 2 which one tries to transfer to platform 2.
Note that the above analysis can easily be more refined. Let Furthermore,
with states {0,1,2, ... ,4n 2 }. Note that the structure functions are still of th~ MMS type.
Returning to the case where M=4 we list in Tables 1, 2 , 3, 4 the Minimal path and cut vectors to the various levels of 4» 1 and 4» 2 . Note that the same vector may be a minimal path vector to more than one level. The same is true for a minimal cut vector. Returning to the components of the preceding section, with set of states {0,2 14}, introduce the matrices
1=0,214
Furthermore, assume that Hence, the choice of just three possible states of the components has the advantage of leading to a second order equ'ation for these eigenvalues.
Straightforward algebra now gives:
By specializing (0, 4)
and p~2 ,0)(t), we get l.
and p~2 ,0) {o}(t). Similarly by specializing l.
(4, 2)
~~4 ,0) = 0 in p~2 , 4 ) (t) and p~0, 4 ) (t), we get p~2 , 4 ) { 4 }(t) and
P~o, 4) {4} (t).
l.
From (3.1) and (3.2) we see that we have calculated all that is needed: •s see Barlow and Proschan (1975) . As an p.
1<P
q.
. ) . By specializing M=1
and I = [t,t] . 1 ~ ~= the bounds reduce to the familiar ones from binary theory as given in Barlow and Proschan (1975) .
To apply the theorem one has to check that the marginal pe.rformance process of each component is associated in I. ~fuen these processes are Markovian, a convenient sufficient condition for this to hold, in terms of the transition intensities, is given in Hjort, Natvig and Funnemark (1985) . For the set of states of our components this condition reduces to
which is satisfied by the transition intensities of Table 5 .
By assuming the marginal performance processes of A 1 ,A 2 ,A 3 ,s and L to be independent in [0,=), using the minimal path and cut vectors of $ 1 and <P 2 in Tables 1-4 and the availabilities and unavaila-bilities of the components in We see that the bounds are very informative for I=[0.1,0.11 J corresponding to an interval of 36 days. However, for I= [3, 4] , corresponding to an interval of a whole year, bounds are giving close to nothing. To handle this case study and more sophisticated ones, involving for instance modular decompositions, several cpmputer programs are developed by S¢rmo (1985) . Some improvements are necessary and will hopefully be carried through in the near future.
