Supervised learning has tremendous applications in cancer prediction, patient treatment, business, and engineering. Datasets for supervised learning are often corrupted by noise and non-biological effects, leading to model-overfitting and performance degradation in current methods of binary classification. In this research, we develop a new classification method that fully exploits unique characteristics, such as persistent outliers, anomalies from a batch effect, and hidden relationships between features and their classes in the datasets, hence improving classification performance of current methods. The proposed method, called dynamic multi-hyperplane partitioning (DMP), learns the model by using subclassifiers, which are random in number and each of which uses multiple hyperplanes for decision boundaries. We also develop a method to transform samples to improve classification performance of DMP. We prove that, under a mild condition, accuracy of DMP is as good as or supersedes that of support vector machine (SVM). We test DMP on comprehensive datasets and compare accuracy, sensitivity, specificity, F-measure, and the receiver operating characteristic of DMP to those of competitive baselines, including SVM, random forest, Bayes classifier, gradient boosting tree, and deep-belief nets and neural nets. From statistical tests, DMP is the most accurate or one of the most accurate classifiers in nine out of eleven benchmark datasets. The DMP learning method is accurate, simple to implement, and does not require fine-tuning of parameters, making it attractive for binary classification.
I. INTRODUCTION
Binary classification is a fundamental task that appears in many applications. The task involves deciding one class-out of two possible classes-to which the measurement data belong. For example, in cancer detection, a physician needs to diagnose from biopsies and medical tests whether a patient has a particular cancer or not. The two classes are ''having a cancer'' and ''not having a cancer.'' In a risk management, a creditor needs to evaluate from financial and personal information whether a potential lender can pay back a loan. In localization, a person inside a complex building needs to decide from characteristics of wireless signals whether he or she locates in a particular room. Binary classification enables
The associate editor coordinating the review of this manuscript and approving it for publication was Mingjun Dai . more complicated tasks, such as classification on multiple classes, and is at a forefront of enabling technology.
Binary classification is a challenging task due to a variety of measurement data and a complex relationship between samples and classes. Samples are corrupted by such anomalies as the time when sample values were measured, handling errors that cause outliers, and measurement noise. Oftentimes, a relationship between samples and classes is not explicitly known, preventing the use of a statistical model. Furthermore, a sample in its original form might be unsuited for classification and requires preprocessing. These challenges and a myriad of applications demand a versatile method of binary classification Recent approaches to binary classification have been turned toward supervised learning. A procedure of supervised learning starts from tagging each sample with one of two possible labels, and then training a classifier on the samples and labels. A task of labelling may optionally be followed by data transformation and feature selection. As an end result, supervised learning produces a classifier that predicts a class of an unseen testing sample. A main goal of supervised learning is to achieve high classification performance.
Several measures of classification performance have been in used. These include accuracy, specificity, sensitivity, F-measure, the receiver operating characteristic (ROC), and the area under the ROC curve (AUC) [1] - [12] . Accuracy has been used by many bodies of work [1] - [7] , sometimes along with a statistical test, such as t-test on two population means [13] - [15] , to compare significance of improvement. While it is an important metric, accuracy alone is not a complete characterization when samples are imbalanced. Imbalanced datasets call for metrics such as specificity, sensitivity, F-measure, ROC, and AUC [16] - [19] . Despite metrics' complementary strengths, few bodies of research consider them at once.
State of the art has improved classification performance by data transformation, feature selection, classification (i.e., modeling), or any of these methods combined. Data transformation tackles raw samples that are unsuited for classification. The idea in data transformation is to change sample values into new values to enhance classification. Methods of data transformation include discretization, such as [20] , which turns continuous values into discrete values of −2, 0, 2, based on the z-scores of sample values; and normalization, such as the z-score, attribute construction (AC) [21, Sec. 5.2] , unity-based normalization with min-max interval (UBMI) [13] , which translate, scale, take a certain function of sample values, or constrain the transformed values in an interval. A choice of data transformation is often paired with specific feature selection or classification to further improve classification performance.
Another category of effort is in feature selection [14] , [15] , [21] - [25] . Work in this area overcomes features that are irrelevant for classification. Feature selection chooses only suitable features for training a classifier and discards the remainders. In one characterization [15] , methods of feature selection include (i) wrapper-based methods-such as support-vector-machine recursive featureelimination (SVM-RFE) [21] , SVM-RFE with maximum Pearson correlation [14] , and polygon-based cross validation [15] -which select a subset of features by optimizing a classifier's performance and (ii) filter-based methods-such as minimum Redundancy Maximum Relevance (mRMR) [26] and relief feature selection (ReliefF) [27] -which rank features according to certain criteria and select high-ranking features for classification. Feature selection can be embedded as a part of training a classifier such as a convolutional neural network [28] , [29] .
Yet another major effort is devoted to training a classifier or the classification step, leading to a model that relates the samples to their classes. Important classifiers include random forest (RF) [30] , SVM [31] , Bayes classification [32] , deep-belief nets and neural nets (DBN-NN) [33] , and gradient boosting tree (GBT) [34] . RF constructs an ensemble of uncorrelated decision trees [25] , [35] . Each decision tree is learned from subsamples that are randomly drawn, with replacement, from the training samples, to avoid correlation. SVM partitions the feature space into two regions, using a hyperplane or other surfaces that separate the training samples with a maximum margin. Bayes classification learns the joint probability distribution of a sample and a class, assuming that values of features are conditionally independent, given a class. To classify a testing sample, Bayes estimates the posterior probability of each class and takes the most probable class for prediction. DBN-NN trains a deep belief network with available samples and labels, resulting in initial weights of the structure; then takes the initial weights to be the weights of a neural network and trains the model again for improvement. GBT constructs an ensemble of decision trees in stages, each stage leading to a better tree than the previous ones. To improve a decision tree, GBT takes a new treeviewed as a function on the feature space-in the negative direction of the gradient [34, Sec. 4.3] [36] . The approaches on data transformation, feature selection, and classification form a major effort on binary classification.
Existing methods of supervised learning are limited in a fundamental way. They do not fully account for various relationships of samples and class labels in a generic dataset. For example, SVM uses a hyperplane or a non-linear kernel to partition the training samples, leading to a low accuracy when samples from different classes cannot be separated by a single kernel. RF uses a decision tree that divides samples with horizontal and vertical hyperplanes. The division is rigid and disallows a slope to be added to hyperplanes for better partitioning. Bayes performs well under the samples from a mixture-of-Gaussian distribution, an assumption that is invalid for many datasets. DBN-NN requires a dedicated step to tune the parameters for a specific datasets at hand, making DBN-NN difficult to use. GBT requires significant computational resources, as the number of iterations increases [36, Sec. 7.2] . Furthermore, classification is usually a standalone effort, not pairing specifically with data transformation to enhance classification performance. A new learning method that performs well across datasets will have enormous benefits and advance applications of binary classification.
In this paper, we design a method, called DMP, for supervised learning and develop a method of data transformation to pair with DMP. We prove under a mild condition that accuracy of DMP is as good as or larger than accuracy of SVM, confirming analytically an advantage of DMP. Furthermore, we test DMP against competitive baselines, which are SVM, RF, Bayes, DBN-NN, and GBT on comprehensive datasets. Finally, we perform statistical tests to generalize performance of DMP. The main contributions of this paper are • a supervised-learning method, called DMP, for binary classification • analysis of DMP's performance • evaluation of DMP, together with the proposed transformation, on comprehensive datasets and metrics. As it will be apparent shortly, compared to baselines, DMP is the most accurate and most consistent classifier across datasets.
Before describing DMP in details, we overview its attributes. DMP combines in a non-trivial way strong aspects of SVM and RF; addresses overfitting; and simplifies parameter tuning. In particular, DMP creates a set of subclassifiers, each of which is a binary tree, having a linear discriminant function at each node. To prevent overfitting, DMP grows a random number of subclassifiers, appropriately terminates a tree structure, and combines predictions of individual subclassifiers in a unique way. An overall prediction is either the most-frequent or the least-frequent label-predictions of subclassifiers, depending on the nature of training samples. DMP is neither SVM nor RF, and the numerical examples confirm performance improvement over the two.
The remainder of paper is organized as follows. Section II specifies the system model and problem statement. Section III describes a method for data transformation. Section IV designs a method, called DMP, for binary classification. Section V analyzes accuracy of DMP. Section VI compares DMP to other classifiers on comprehensive datasets and metrics. Section VII concludes the paper and summarizes important findings. Fig. 1 is a procedure to learn a classifier and evaluate its performance. Inputs to the procedure are n sam samples, each of which is a column vector of n fea rows. The ith row contains a numerical value of the ith feature, for i = 1, 2, . . . , n fea . Every sample has been labelled to a binary value in the data-labelling step. The samples, along with their labels, are partitioned into two sets, by a method of k-fold cross validation, in the validation step. The first set consists of training data, which serve to create a classifier. The second set contains testing data, which serve to evaluate the classifier's performance.
II. SYSTEM MODEL
The training data undergo data transformation and feature selection, taken to be a well-known SVM-RFE. Output from feature selection is a subset F top ⊆ {1, 2, 3, . . . , n fea } of features that are most relevant or suitable for classification. The transformed training data and the feature set F top are two inputs-depicted by two incoming arrows-to the classification step. The output of classification is a classifier, which predicts a label of an unseen testing sample, using only the features in F top .
The testing data undergo the same data transformation that were applied to the training data, and then undergo error estimation, which evaluates the classifier's performance. A procedure of learning and evaluation is then complete.
The goal of this paper is to develop a method of data transformation and a method of classification that together achieve high classification performance. Performance measures are taken to be frequently-used metrics: accuracy, sensitivity, specificity, F-measure, and ROC. In the next two sections, we describe the proposed methods of data transformation and of learning.
III. PROPOSED METHOD OF DATA TRANSFORMATION
The transformation method that will pair with the proposed learning algorithm consists of three sub-transformations in series, as shown in Fig. 2 . The first sub-transformation is an AC method, where every sample value u is transformed to a new value v, for v = c atan(u/c) and c = 2 [21, Sec. 5.2] . The second and third sub-transformations are the UBMI and the standard normalization with trimmed mean (SSTM), respectively, which we have developed in [13] . The UBMI transforms a sample value v into a new value w, where Although each sub-transformation is a known method, a contribution here is to combine them in a way that enhances their overall ability. A reason to transform the samples this way can be explained in simple terms. Different transformation methods have different strengths that can be combined, in this case by cascading them in a proper order. Intuitively, the AC method amplifies the difference of two sample values that are close to zero, while reduces the difference of two sample values that are very negative or very positive. In essence, the AC method mitigates a detrimental effect of outliers or samples with extreme values. The UBMI spreads out the sample values to a symmetric interval, aiming to better distinguish the −1 samples from the +1 samples. The SSTM reduces distances from outliers to the other samples. Putting the three methods in a series, we further differentiate samples of different class labels.
The proposed transformation enhances a classification performance. For example, Fig. 3 shows the gene-expression values of three genes, chosen to illustrate the point, from a colon-tumor dataset [37] . Before transformation, in Fig. 3a , a hyperplane cannot separate well the samples of one class from the samples of the other class. In contrast, after transformation, in Fig. 3b , a hyperplane can separate the samples well, as only are few samples on a wrong side of and misclassified by the separating hyperplane. The proposed method of data transformation improves classification performance and pairs with the proposed learning algorithm in the next section.
IV. PROPOSED ALGORITHM OF SUPERVISED LEARNING
We organize details of the proposed algorithm into six subsections. In subsection IV-A, we overview the proposed supervised-learning algorithm, called DMP. Then, we explain the algorithm in subsection IV-B, with an important point that a DMP classifier consists of several subclassifiers, each of which is called multi-hyperplane partitioning (MP). In subsection IV-C, we describe a method to train an MP subclassifier. In subsection IV-D, we describe a method to test a sample using an MP subclassifier.
In subsection IV-E, we fuse predictions of several MP subclassifiers into an overall prediction of the DMP classifier. Finally, in subsection IV-F, we derive running-time complexities of proposed training and testing algorithms.
As it will be apparent shortly, DMP is similar to, but fundamentally different from, RF. Both classifiers use subclassifiers to form an overall prediction. Major distinctions, however, are in the method to train subclassifiers, to select subclassifiers from the candidates, and to fuse decisions of subclassifiers. As summarized succinctly in [25] , RF uses a fixed number of trees. In contrast, DMP has a random number of MP subclassifiers, avoiding a cumbersome step of tuning the number of subclassifiers. 2 RF typically uses horizontal and vertical hyperplanes as decision boundaries. In contrast, DMP uses hyperplanes of arbitrary slopes as decision boundaries. Finally, RF takes the overall decision to be the majority vote of individual trees. In contrast, DMP has a reversal mechanism to prevent overfitting and may take the minority vote of subclassifiers' predictions. DMP and RF are distinct methods.
A. OVERVIEW OF THE PROPOSED LEARNING ALGORITHM
Key ideas of the DMP learning algorithm, depicted in Fig. 4 , rely on repetitive partitioning and fusion. The first type of partitioning occurs with the training samples at the input to classification. The training samples will be fully utilized to prevent overfitting if some samples are reserved for testing the model and some samples are discarded. This idea leads to a random partition of the training samples into three subsamples, used for creating a subclassifier, testing a subclassifier, and to be discard (shown in Fig. 4 as a group of three matrices, marked ''Train,'' ''Test,'' and ''Discard''). The procedure of random partition is repeated several times, to yield subclassifiers-φ 1 , φ 2 , . . . , φ M in Fig. 4 -whose predictions are fused to a final classification decision. 2 The number of candidates is a binomial number n sam round(0.6n sam ) ,
where n sam is the number of training samples. This counting comes from a description of the DMP training algorithm in Sec. IV-B and from (1). An idea of random partitioning and discarding some samples is inspired by the out-of-bag (OOB) estimate in RF and the leave-one-out cross-validation. Repeated partitioning mitigates a problem of model overfitting, and controls samples that poorly predict the class labels or suffer from the batch effect. Partitioning the training samples into three subsamples in each round is a unique approach to the proposed algorithm. 3 The second type of partitioning occurs in learning a subclassifier from training subsamples and their class labels. The proposed learning algorithm recursively partitions the feature-space R n fea by using linear discriminants of SVMs. The first call to SVM partitions the space R n fea into two sets: the set of feature-vectors predicted to be class −1 and the analogous set for class +1. Each one of the two sets is partitioned recursively by SVMs. The recursion terminates when the number of training samples has reached an appropriate threshold, to prevent model overfitting. An end result is a subclassifier, which is referred to as MP and is represented by a decision tree.
A procedure to train an MP subclassifier is illustrated in Fig. 5 . In this example, the training algorithm receives five 3 A reason to partition the training sample into three subsamples is to prevent overfitting. The subsample that was discarded increases a chance of throwing samples that suffer from measurement noise or handling errors, and would otherwise reduce classification performance of DMP. The testing subsample quantifies an error rate of a subclassifier. Given the error rates, DMP training algorithm knows when to stop growing the number of subclassifiers and whether to reverse the individual predictions of MP subclassifiers, preventing an overfitting. The three subsamples contribute to classification performance of DMP that we observe in Section VI on experiments. samples of class +1 and five samples of class −1. Each sample consists of n fea = 2 features, denoted by the x-and y-axes. The first call to SVM produces a separating hyperplane, or a straight line in the two-dimensional space, in Fig. 5a . Samples that locate on each side of the separating line are recursively partitioned, as depicted in Figs. 5b-5d. The recursion stop when a termination condition is met, yielding the final decision regions in Fig. 5e . Given the decision regions, the MP classifier predicts a sample to be class +1 iff the sample falls into the shaded region of Fig. 5e . MPs can handle the samples that have a complex relationship with their class labels, including the samples that cannot be separated by a single hyperplane.
The two types of partitions lead to several MP classifiers, which may give conflicting predictions on the class label of a testing sample. In the proposed method, conflicting predictions are fused into a single prediction by a majority vote together with a rule to possibly reverse the majority decision, as depicted in the bottom of Fig. 4 . The rule to reverse the majority decision is decided from an estimate e m -made possible by testing subsamples that are reserved during a partitioning step-of an error rate of each MP subclassifier φ m . A reversal of the decision is needed for extremely noisy measurements, where the training samples are poorly associated with their class labels.
DMP uses several methods to overcome overfitting. First, the overall procedure in Fig. 1 employs a k-fold cross validation. Second, the number of MP subclassifiers is random, depends on the training dataset, and is carefully controlled to yield classification performance and avoid overfitting. Third, the number of nodes in each MP subclassifier is also random and carefully controlled. An MP subclassifier stops recursion when the number of undivided samples is too small or when the samples belong to one class. Finally, the overall decision of the MP subclassifiers can be reversed. If the reversal happens, DMP will take the least-frequent predictions-or the minority vote-of MP subclassifiers. These approaches in preventing overfitting have functioned well on benchmark datasets in Section VI.
Although an MP subclassifier repeatedly calls SVM, the proposed learning algorithm offers novelties. Each MP subclassifier forms a decision boundary from multiple hyperplanes, as opposed to a single hyperplane of SVM. A fundamental difference between DMP and SVM will also be clear in the analysis section, Sec. V, where we prove that DMP is more accurate than or as accurate as SVM under a broad condition. Performance difference between DMP and SVM in the experiment section, Sec. VI, further validates that DMP is not a simple extension of SVM or any other classifiers.
B. THE PROPOSED LEARNING ALGORITHM
The DMP learning algorithm appears in Algorithm 1. The algorithm takes as inputs the training data D and a set F top of selected features. The training data consists of n sam ordered pairs of training samples and the associated class labels: D = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n sam , y n sam )}. The set of features consists of n fea numbers, which are indices of the selected features: 4 F top = {i 1 , i 2 , . . . , i n fea }, where, by a convention, 1 ≤ i 1 < i 2 < · · · < i n fea ≤ n fea . Each training sample, x j , is a real-valued vector of n fea rows, for j = 1, 2, . . . , n sam . An element at the rth row is a value of the i r th feature, for r = 1, 2, . . . , n fea . Finally, y j is the class label of x j , where y j ∈ {−1, 1} for each j = 1, 2, . . . , n sam . The algorithm can learn the model from any binary-labelled samples.
The output of the algorithm is a classifier, which is represented by a tuple ( , b, F top ). The first element of the tuple is a list of MP subclassifiers, whose predictions will be fused into a single prediction for an unseen testing sample. The second element b is a boolean, indicating whether predictions of MP subclassifiers should be reversed, in order to jointly form a better prediction. The third element F top comes directly from the input and specifies the features that will be 4 As a special case, when every feature is used for classification, the set F top equals the set {1, 2, . . . , n fea } of all features.
Algorithm 1 DMP Training
Calculate the error rate e m of subclassifier φ m on the testing subsamples D (m) test 9:
Append φ m to list 10: Append e m to list E 11:
if e m > 2ē then 13: m bad = m bad + 1 14: end if 15: if e m ≥ 0.5 then 
used in classifying a testing sample. The tuple ( , b, F top ) combines necessary quantities for classification into a single notation.
The DMP learning algorithm is divided into four parts. The first part covers Lines 1-3 of the algorithm and aims to initialize variables. The second part, in Lines 4-17, appends MP subclassifiers to the list . The third part, in Line 18, checks a termination condition. The fourth part, in Lines 19-23, VOLUME 8, 2020 determines a value of the boolean b. Each one of the four parts is explained in more detail below.
In the first part, the algorithm initializes variables that serve the following purposes. Variable C is a margin of the SVM. Variables m upper and m lower are the maximum and minimum numbers, respectively, of MP subclassifiers at the output . Variable m bad counts the number of underperformed MP subclassifiers. Variable m rev counts the number of MP subclassifiers whose error rates are at least 0.5. Variable m counts the current number of MP subclassifiers. Variable n stop is the minimum number of samples to continue a recursion in learning an MP subclassifier. Variable E is a list of error rates. Line 3 initializes variables to specific values, where ''round'' rounds the argument to the nearest integer and ''[ ]'' is an empty list. Variables that cannot be decided with certainty are C and m upper . These two variables will be initialized later using trial and error in subsection VI-B.
In the second part, the algorithm iterates and appends MP subclassifiers to the list . In line 6, the training data D are partitioned into three random sets: D disc , to be discarded. The superscript ''m'' emphasizes that the partition is random and may differ from one iteration to the other. Each one of the three sets contains random elements drawn from D. The number of elements in each set equals either 60%, 30%, or 10%, with rounding, of the training-sample size:
where |D| denotes the number of ordered pairs in set D. In Line 7, training subsamples D (m) train form an input to a learning algorithm, whose pseudocode appears in subsection IV-C, yielding an MP subclassifier φ m . In Line 8, testing subsamples D (m) test produce the error rate e m , defined to be the ratio of misclassified samples to the sample size, of MP subclassifier φ m :
The current MP subclassifier and the current error rate are appended to the lists and E, respectively, ending the second part of the algorithm.
In the third part, the algorithm checks for termination. In line 11, the algorithm averages the error rates of subclassifiers in list . If the error rate e m is larger than twice of the average, MP subclassifier φ m will be deemed underperformed, leading to an increase of m bad by one, in line 13. In line 18, the algorithm terminates when any of these two conditions occurs. 5 In the first condition, depicted in Fig. 6a , the number of MP subclassifiers is within a desirable interval but the number of underperformed MP subclassifiers is too large. In the second condition, depicted in Fig. 6b , the number of MP subclassifiers exceeds the limit. Termination conditions control the number and performance of MP subclassifiers at the output.
In the fourth part, the algorithm initializes value of variable b. At line 19, m rev equals the number of MP subclassifiers whose error rates are at least 0.5. Variable m rev counts the number of MP subclassifiers that would have classified samples more accurately if their predictions had been reversed. 6 At Line 20, if m rev > 0.5m lower , variable b will be set to true, meaning that predictions of MP subclassifiers will be reversed. Otherwise, b will be false. After this step, a classifier ( , b, F top ) is returned as the output. The proposed learning algorithm terminates.
C. TRAINING AN MP SUBCLASSIFIER
In Algorithm 1, a crucial step appears at line 7, when the algorithm learns an MP subclassifier from training subsamples. The procedure for learning a subclassifier appears in Algorithm 2 and is explained in this subsection.
A key idea of the algorithm is to call a binary classifier-in this case, SVM-take a recursion, and grow a decision tree. The algorithm takes as inputs a subset D (m) train of training data and a minimum number n stop of samples to continue a recursion. The MP learning algorithm recursively partitions the feature space; and terminates the recursion when the number of samples is ≤ n stop or when all samples belong to one class. The algorithm outputs an MP classifier φ, which is represented by a binary tree.
Details of the algorithm are as follows. In line 1 of Algorithm 2, the algorithm obtains the SVM classifier from the training data D train . Lines 2-4 initialize φ to be a single-noded binary tree, whose payload is the SVM classifier and whose left and right children are empty. Then, in line 3, the training data D train is partitioned into two sets, according to the prediction of SVM:
Lines 5-10 check the termination conditions and perform a recursion if needed. If the training set D left contains more than n stop samples and contains both +1 and −1 samples, the left child is assigned recursively to the MP subclassifier that is trained from D left . Similarly, if the training set D right meets analogous conditions, the right child is assigned recursively to the MP subclassifier that is trained from D right . Finally, the algorithm returns φ, which is a pointer to the root of a binary tree. A binary-tree structure of φ can be used to predict a class of an unseen sample, using a method in the next subsection.
D. USING AN MP SUBCLASSIFIER TO TEST A SAMPLE
To test a sample, we follow Algorithm 3. The algorithm takes as inputs an MP subclassifier and a sample x. The output is a predictionŷ of the class of x, whereŷ ∈ {−1, +1}.
The algorithm traverses the binary-tree structure of φ until it reaches a leaf node. In line 1, the algorithm initializes a pointer p to the root φ. In lines 4-8, the pointer moves to either the left-subtree or the right-subtree, depending on the prediction of the SVM classifier stored in the payload of the pointer. If the prediction is −1, the pointer will move to the left. Otherwise, it will move to the right. The pointer moves until it reaches a null. The algorithm returns the predictionŷ ∈ {−1, +1} given by the most-recent call of SVM.
Power of the MP subclassifiers occurs when they are used jointly to predict a class label of a single testing sample, a topic of the next subsection.
E. FUSING THE PREDICTIONS OF SEVERAL MP SUBCLASSIFIERS
Predictions of MP subclassifiers can be fused by using Algorithm 4. The algorithm takes as inputs a classifier ( , b, F top ) and a testing sample X. The classifier ( , b, F top ) is constructed by Algorithm 1, the DMP learning algorithm. The testing sample X is a real-valued vector of n fea rows. 7 The output of Algorithm 4 is a predicted class-labelŷ of the testing sample X.
Algorithm 4 initially takes a majority vote of the individual MP predictions and, if needed, reverses the predictions. In line 1, the algorithm initializes x to contain only the features selected from testing sample X according to the feature set F top . 8 Line 2 initializes m size to be the number of MP subclassifiers in list . Lines 3-6 iterate the list of MP subclassifiers φ m 's and classify sample x using φ m 's. At the end of iteration, variablesŷ 1 ,ŷ 2 , . . . ,ŷ m hold predicted classlabels, taking values from a set {−1, +1}. Line 7 assigns an initial predictionŷ init to the most frequently-occurring value-the mode ofŷ 1 ,ŷ 2 , . . . ,ŷ m size . If the values −1 and +1 occur equally frequently, any rule to break a tie can be applied, for example, by taking the smallest value of −1 as in our implementation. Lines 8-13 examine the value of variable b; reverse the initial prediction if b is false; and Algorithm 4 DMP Testing Input: Classifier ( , b, F top ), a testing sample X Output: A predicted class labelŷ of the testing sample 1: Initialize x = the sample whose features are selected from sample X and feature set F top 2: Initialize m size = the number of MP subclassifiers in the list 3: for m = 1 to m size do 4: Put φ m = the mth element of list 5: Putŷ m = MPTest(φ m , x) 6 : end for 7: Computeŷ init = mode(ŷ 1 ,ŷ 2 , . . . ,ŷ m size ) 8: if (b equals true) then 9:ŷ = −ŷ init 10: else 11:ŷ =ŷ init 12: end if 13: returnŷ returnŷ as an output. The algorithm to fuse predictions of MP subclassifiers, as well as descriptions of DMP training and testing algorithms, is complete. 
where n iter is the maximum number of iterations in an SVMtraining algorithm [ = O(n fea (n sam ) 2 ), which is (i) the number, 0.3n sam , of testing subsamples, multiplied by (ii) the maximum height of a decision tree for any MP subclassifier, multiplied by (iii) a running-time complexity of each SVM prediction, i.e., of a dot product between two n fea -dimensional vectors. The running-time complexity of Algorithm 1 is the number of iterations, multiplied by the running-time complexity per iteration:
which reduces to (2) . A duration to train a DMP classifier grows with the product, n fea (n sam ) 2 , between the number of selected features and a square of the number of training samples. A running-time complexity of Algorithm 4 is
To derive (3) which reduces to (3) . A duration to run the DMP-testing algorithm grows with the product, n fea n sam , between the number of selected features and the number of training samples. In summary, a running-time complexity of each algorithm appears in Table 1 .
V. PERFORMANCE ANALYSIS
This section analyzes accuracy of DMP classifiers. The challenge in analysis comes from an absence of a joint probability distribution of a sample and a class. To circumvent this challenge, we compare DMP to a closely-related classifier, namely SVM, and consider testing samples that are similar to training samples. As it will become apparent shortly, the main conclusion is that DMP is more accurate than or at least as accurate as SVM. In what follows, we begin with definitions and end with a main theorem.
A dataset D is defined to be a finite set of ordered pairs,
where the first element of a pair is an n-dimensional vector representing a sample and the second element is a binary representing the class of the sample. The dimension n can be any positive integer. In binary classification, n equals the total number n fea of features when all features participate in classification; or equals the number n fea of selected features when feature selection is in use.
For notational convenience, we use a subscript to confine a dataset D to certain sets based on the samples or the classes. In particular, for any set R ⊆ R n and for any binary c ∈ {−1, +1}, we let D| R , D| c , and D| R,c denote the three datasets whose elements are filtered out from the original dataset D in the following ways: In other words, filtration happens on the samples, on the class, or on both.
In supervised learning, a classifier is learned from a training dataset and later used to classify a testing sample. A common assumption is that an actual class of a testing sample can be inferred from the training dataset. In other words, a training dataset and a testing sample are related or consistent in a certain way. The definition below makes precise a notion of consistency.
Definition 1 (Systematic Consistency): A testing dataset D test is systematically consistent with a training dataset D train iff 1) D test ⊆ D train and 2) For any finite intersection R ⊆ R n of half-spaces and for any SVM classifier φ SVM that learns from a training dataset D train | R , the training and testing samples that belong to region R satisfy both conditions below:
Here, R − and R + are decision regions of the SVM classifier on R:
. Systematic consistency requires that the testing dataset be a subset of the training dataset. In addition, training samples are thinned out to yield the testing samples. The two conditions intuitively mean that the proportion of testing samples in class −1 to testing samples in class +1 approximately equals the analogous proportion on the training samples. Systematic consistency ensures that a classifier learned from a training dataset will perform well on a testing dataset.
In performance analysis, a measure of classification performance is the error rate, which is defined below and equals 1 subtracted by accuracy:
Definition 2 (Error Rate of a Classifier): The error rate of a classifier φ on a dataset D is defined to be the ratio of the number of samples that φ incorrectly classifies to the total number of samples:
The theorem below is a main result on performance analysis. The theorem is applicable to large, homogenous trainingdatasets. An application comes from a hypothesis of a single MP subclassifier, learning from an entire training dataset. As a result, the theorem needs to be carefully applied. According to Algorithm 1, a DMP classifier consists of several MP subclassifiers, each of which is learned from approximately 60% of the sample-and-class pairs in the training dataset. The hypothesis of a single MP subclassifier from an entire training dataset approximates the situation when the training dataset is large and homogenous. In that case, every subset that randomly includes 60% of training samples leads to a subclassifier that is similar in performance-as if one subclassifier were learned from an entire training dataset. The hypothesis is natural, given a lack of statistical model for the sample-and-class relationship, and restricts the theorem to specific situations.
According to the theorem, under systematic consistency, DMP classifiers outperform or perform as well as SVM classifiers that learn from the same training dataset. Intuitively, performance of DMP is better than or at least as good as SVM's when the training dataset is large and homoge- nous; and when a testing dataset is similar to the training dataset. The theorem analytically guarantees accuracy of DMP classifiers under a broad condition. To further quantify performance of DMP, we will consider specific datasets and benchmark DMP against several classifiers in the next section.
VI. EXPERIMENTS
In this section, we compare accuracy, sensitivity, specificity, F-measure, ROC, and AUC of DMP to those of baselines, which include SVM, RF, Bayes classifier, DBN-NN, and GBT. We account for the number of top-ranked features from feature selection and generalize comparison results by using a statistical test of difference. What remains in the section is a description of the datasets, parameters for classifiers, performance on individual datasets, and statistical test of difference.
A. DATASETS
Eleven datasets, from four disciplines, are used in performance evaluation. Five datasets come from cancer prediction, three from patient treatment, one from business, and two from engineering. The datasets are prepared by existing research and are available for public use.
Basic information about the datasets appears in Table 2 . Datasets for cancer prediction cover colon tumor [37] , leukemia [39] , lung cancer [40] , gastric cancer [41] , and breast cancer [42] . In every cancer-prediction dataset, samples are patients. In colon, leukemia, lung, and gastric datasets, features are human's genes; sample values are the gene expression-values from microarrays. In breast-cancer dataset, features are characteristics, such as clump thickness, uniformity of cell sizes, and uniformity of cell shapes, of tumors that appear in patients' breasts; sample values are integers from 1-10 that rate appearances and conditions of the tumors. Binary classes indicate whether a patient has a tumor in his or her colon-for the colon-tumor dataset-indicate whether a patient has a breast cancer-for the breast-cancer dataset-and indicate subtypes of cancer-for each of the remaining datasets. Classification of these datasets leads physicians to a fast diagnosis and treatment of patients with cancers.
Datasets for patient treatment cover an interferon-beta therapy protocol for clinical use in patients [43] , Simvastatin-treated lymphoblastoid cell lines [44] , and voice rehabilitation [45] . In these datasets, samples are patients, and features are genes. Sample values are gene-expression values. Binary classes indicate the time of data collection: before the treatment, or after the treatment. Classification of these datasets has applications to drug development and patient rehabilitation, and helps physicians create personalized medicine and select appropriate treatments for patients.
A dataset for business covers a risk-management of credit-card payments [46] . Samples are credit-card holders, and features are characteristics, such as gender, level of education, marital status, and personal loan, of each credit-card holder. Binary classes indicate whether a credit-card holder pays bills on time or not. The original dataset consists of 23 features. But we take 9 features, which are categorial variables and are relevant for classification. Classification of the credit-card dataset has applications to risk management, helping financial institutes predict ability of borrowers to pay back loans and preventing a debt crisis.
The datasets for engineering include banknote authentication [42] and wireless signals [47] . In the banknote dataset, samples are banknote images, and features are the variance, skewness, and kurtosis in a wavelet domain, as well as the entropy, of a banknote image. Binary classes indicate whether an image is of a genuine or forged banknote. Classification of the banknote datasets has applications to forge detection. In the wireless-signal dataset, samples are locations in a building, and features are characteristics of ultra-wide bandwidth signals, received at each location. The original measurements [47] are collected for the purpose of channel modeling and do not explicitly provide features for the purpose of classification. Here, we use twenty-one features: three features from [47] and eighteen features from our own construction. 9 Binary classes indicate the rooms-room H or 9 At each designated location in the building, a received signal is measured and sampled to yield sample values, r 1 , r 2 , . . . , r n rec of size n rec = 6000. Given the sample {r 1 , r 2 , . . . , r n rec }, the paper [47] suggests three features: an energy, a rise time, and a mean excess delay of the received signal. We further add eighteen features: the sample maximum; the sample minimum; the sample standard deviation; the sample mean; the pth sample moments, 1 n rec n rec i=1 r p i , for p = 2, 3, . . . , 9; the trimmed mean where 5% of the maximum sample-values and 5% of the minimum sample-values are removed; the sample mode; the sample median; the average of {tanh(r 1 ), tanh(r 2 ), . . . , tanh(r n rec )}; the proportion of non-negative sample-values; and the sample kurtosis. room P in the setup of [47] -where the received signals were collected. Classification of the wireless signals has applications to localization, where a person infers his or her indoor location from characteristics of received wireless signals. The eleven datasets cover diverse fields and demonstrate a range of applications.
The datasets are also diverse in terms of their class ratios. The class ratio is defined to be the number of samples in the most prevalent class, divided by the number of samples in the least prevalent class. We will consider a dataset imbalanced if its class ratio is ≥ 1.5. Of the eleven datasets in Table 2 , six datasets have imbalanced classes. The datasets in this experiment aim to test different aspects of the proposed classifier and the baselines.
B. PARAMETERS
In this subsection, we describe a method to assign and tune parameters for the baselines and the DMP classifier. The first description is for the baselines. SVM takes the soft-margin parameter of C = 10. RF has 100 trees initially. An implementation of RF comes from [48] . GBT also has 100 trees, and an implementation comes from [49] [50] . DBN-NN has a single input layer of n fea neurons [33] . The input layer is followed by a hidden layer that consists of four neurons, followed by another hidden layer, which consists of two neurons, and finally followed by an output layer that consists of a single neuron for the predicted class label. Values of parameters for the baselines are appropriate and standard.
The second description is on the DMP implementation. The validation step of Fig. 1 employs a widely-used k-fold cross-validation, where k = 5. The choice of k = 5 is standard and means that 1 k or 20% of samples are reserved for testing. Given the 5-fold cross validation, the entire samples are partitioned, once, into five sets. Each one of the five sets takes turn to play a role of the testing dataset, while the other four sets collectively play a role of the training dataset. The training dataset produces a classifier. The testing set tests the classifier on accuracy, sensitivity, specificity, F-measure, ROC, and AUC. 10 Data transformation is a common technique to enhance classification performance. For the baseline classifiers, the transformation is the AC method in Section III, which is common and widely-used. For the DMP classifier, the transformation is a series of the AC, UBMI, and SSTM that we describe in Section III. Once a choice of transformation is made, the same transformation is used on both training samples and testing samples. 10 In a software implementation, accuracy, sensitivity, specificity, and F-measure are estimated from entries of a 2 × 2 contingency table, which counts the number of class-i samples that were classified to be class j, for i, j ∈ {−1, +1}. After every one of the k = 5 sets takes turn to become a testing dataset, the contingency table produces empirical values of the aforementioned metrics. To estimate the ROC [51] , [52] , we take a score of DMP to be the proportion of subclassifiers that predict a testing sample to be class 1:
m size , using notations of Algorithm 4.
Feature selection is a classic SVM-RFE, which exhibits robust performance across datasets and classifiers. The SVM-RFE produces a ranking of features from the most to the least favorite ones. Top-ranked features become an input to the classification step.
To further improve classification accuracy, an optimal number n fea of top-ranked features, to be used in classification, is obtained by trial and error. Trial and error is a standard procedure here, but it could be time consuming. To control the processing time, we select a linear number of top-ranked features for a small dataset and a logarithmic one for a large dataset. More precisely, in a dataset whose total number of features is n fea ≤ 10, the number of top-ranked features increases sequentially, covering n fea ∈ {1, 2, 3, . . . , n fea }. In a dataset whose number of features exceeds 10, the number of top-ranked features increases exponentially, covering n fea ∈ {2, 4, 8, . . . , 2 log 2 n fea } ∪ {n fea }, where · is the floor function. The threshold of 10 comes from rule of thumb. Among the eleven datasets, breast cancer, credit card, and banknote each take a linear increment. The remainders each take an exponential one.
The classification employs the proposed DMP in Algorithm 1 and tunes parameters C and m upper , again, by trial and error. Although time consuming, trial and error is a standard approach and applied only once during the learning process. Parameter C is selected one by one from the set {1, 5, 10, 20, . . . , 100}, where ''. . . '' denotes an increment by ten. Parameter m upper is selected one by one from the set {5, 50, 100}. The total number of ordered pairs (C, m upper ) is 12 × 3 = 36, which compromises an overall running time and a chance to discover optimal values of parameters.
For each one of the thirty-six pairs (C, m upper )'s, classification and error estimation progress as in Fig. 1 . In classification, the DMP learning algorithm assigns C and m upper , at lines 1-2 of Algorithm 1, to the values from the current pair and returns a classifier as an output. In error estimation, the classifier is tested on the testing samples, which come from each one of the k = 5 folds. A pair (C, m upper ) that yields a highest empirical value of classification accuracy, averaged on all of the five folds, is chosen to be the parameter values. The approach to adjust C and m upper is systematic and has a benefit of not requiring human intervention. The approach leads to consistent classification performance that we have observed across the datasets in the next subsection.
C. PERFORMANCE ON INDIVIDUAL DATASETS
Figs. 7-9 depict classification performances of DMP in comparison with the baselines. 11 The figures consist of 11 × 5 = 55 subfigures, organized in eleven rows for the eleven datasets and five columns for the five performance measures: accuracy, sensitivity, specificity, F-measure, and AUC. The x-axis of each subfigure is the number n fea , in a linear or logarithmic scale, of top-ranked features. The y-axis is one of the five performance measures, depending on the column of subfigures. The six graphs in each subfigure are the six methods of classification: DMP, SVM, RF, Bayes classification, DBN-NN, and GBT. The higher the graph, the better the performance. The subfigures help to visualize an overall performance across all measures and datasets. 12 We can draw several conclusions from the individual subfigures. In Figs. 7a-7e for the colon tumor, DMP is 12 Using graphs to depict performance is a common approach [53]- [55] . consistently more accurate, more sensitive, and has a higher F-measure across all numbers of top-ranked features, than any baseline. DMP achieves specificity of 87-90%, which is similar in value to sensitivity of the baselines. The AUC of DMP is also similar in value to AUCs of the baselines except DBN-NN, which has the smallest AUC. At first glance, DBN-NN has an impressive specificity of 100% when the number n fea of top-ranked features is 2 1 , 2 5 , 2 10 , or 2000. However, sensitivity of DBN-NN is 0%, leading to a zero F-measure, at those values of n fea . In other words, DBN-NN always predicts a sample to be class 1 or not to have a colon tumor, a deterministic and poor approach, at those values. As a result, DBN-NN is less accurate than DMP.
In Figs. 7f-7j for the leukemia, DMP is one of the most accurate classifier when all features are used in classification. Other top performers are SVM and GBT, which achieve the same level of accuracy of approximately 99% using 2 12 top-ranked features and using all features, respectively. DMP is consistently accurate, sensitive, and specific across most numbers of top-ranked features. In addition, DMP consistently has a large value of F-measure and AUC across the top-ranked features. In contrast, DBN-NN has extreme performances: 100% sensitivity and 0% specificity. DBN-NN always predicts a sample, taken from a leukemia patient, to be class +1 or to have the ALL type of leukemia. Accuracy of 65% from DBN-NN is consistent with a direct calculation: the proportion of class +1 samples in the leukemia dataset, according to Table 2 , is 47 72 ≈ 0.65. F-measure of approximately 79% from DBN-NN is also consistent: the harmonic mean of sensitivity, of 1, and precision, of 47 72 , is 78.99%. For the leukemia dataset, the best classifier is DMP, which uses all features in classification and achieves the highest accuracy, sensitivity, specificity, F-measure, and AUC.
In Figs. 7k-7o for the lung cancer, DMP is one of the most accurate classifiers. DMP achieves 100% accuracy, using 2 9 , 2 10 , 2 11 , 2 12 , or 2 13 top-ranked features or using all features. SVM and RF also achieve 100% accuracy, although RF requires 2 10 top-ranked features, a larger number than 2 9 for DMP. DMP, SVM, and RF are accurate, sensitive, and specific consistently across all number of top-ranked features. These classifiers achieve 100% F-measure and AUC when pairing with top-ranked features. A runner-up is GBT, which has high values of accuracy, sensitivity, specificity, F-measure, and AUC. On the other hand, Bayes and DBN-NN are not consistent in performance. Their sensitivity moves in the opposite direction of specificity. As a result, Bayes and DBN-NN are not as accurate as DMP. Furthermore, F-measures and AUCs of Bayes and DBN-NN are smaller, across top-ranked features, than other classifiers'. An extreme classifier in this dataset is DBN-NN, which is 0% sensitive and 100% specific, for most top-ranked features; DBN-NN predicts every sample to be of class −1, or type ADCA of lung cancer, a deterministic and poor decision. In Fig. 7k , accuracy of 0.83 for DBN-NN agrees with the proportion, 150 181 , of class −1 samples in the lung-cancer dataset in Table 2 . For the lung dataset, DMP and SVM are the top classifiers, achieving 100% accuracy while using the least number of top-ranked features.
In Figs. 7p-7t for the gastric cancer, DMP is one of the most accurate classifiers. DMP, SVM, and RF achieve 90% accuracy, using {2 7 , 2 15 }, {2 10 , 2 11 , . . . , 2 15 , 54 675}, and {2 12 , 2 13 , 2 14 } top-ranked features, respectively. DBN-NN, Bayes, and GBT are not as accurate as DMP, SVM, or RF; they achieves accuracy of 85% using 2 3 , 2 8 In Figs. 8a-8e for the breast-cancer dataset, DMP is not the most accurate classifier. The best performer is DBN-NN, which has an accuracy of approximately 97% using eight top-ranked features. The most accurate to the least accurate classifiers are DBN-NN; RF, using eight top-ranked features for 93% accuracy; GBT, using eight top-ranked features for 92% accuracy; Bayes, using eight top-ranked features for 91% accuracy; DMP, using one top-ranked features for 85% accuracy; and SVM, using one top-ranked features for 75% accuracy. Accuracy and other performance measures of DMP and SVM are lower than the remaining classifiers, implying that one or more hyperplanes cannot separate well the samples of different classes. In contrast, DBN-NN is designed and tuned specifically for the breast cancer. As a result, DBN-NN is a top performer in this dataset.
In Figs. 8f-8j for the interferon-beta dataset, DMP is the most accurate classifier and significantly outperforms the baselines. DMP has accuracy of approximately 84% using 2 5 top-ranked features. In contrast, the baselines have accuracies less than 50% for most numbers of top-ranked features.
In the interferon-beta dataset, which has 50% of class +1 samples, accuracy of 50% is a trivial achievement and can be obtained by always predicting the class to be +1. DMP also has highest values of sensitivity, specificity, F-measure, and AUC. In this dataset, an impressive performance of DMP comes from reversal of the prediction when DMP detects a weak relationship between samples and class labels. In the interferon-beta dataset, the DMP is a clear winner.
In Fig. 8k-8o for the Simvastatin dataset, DMP is again a clear winner. DMP achieves 100% accuracy using 2 12 top-ranked features, 2 13 top-ranked features, or all 10, 195 features. Other classifiers have accuracy below 52%. DBN-NN has a relatively constant accuracy across all numbers of top-ranked features. DBN-NN's accuracy is close to, but lower than, 52%. In the Simvastatin dataset, 50% accuracy is a trivial achievement and can be achieved by always predicting the class to be +1. In contrast, accuracies of SVM, RF, Bayes, and GBT tend to decrease with the number of top-ranked features and then level off. In the Simvastatin dataset, the more features, the more difficult for SVM, RF, Bayes, and GBT to accurately learn the predictive model. In contrast, accuracy, sensitivity, specificity, F-measure, and AUC of DMP tend to increase with the number of top-ranked features, eventually reaching 100%. DMP can learn from the weak relationship between samples and class labels, resulting in an impressive performance.
In Figs. 8p-8t for the voice dataset, DMP is the most accurate classifier, with accuracy of approximately 90% using 2 8 top-ranked features. SVM is a close runner-up, achieving the accuracy of almost 90% with 2 8 top-ranked features. DMP, RF, SVM, Bayes, and GBT have accuracies in the range of 81%-91% across all numbers of top-ranked features. In contrast, DBN-NN is less than 70% accurate and exhibits an extreme behavior: a sensitivity of 0% and specificity of 100% for the top-ranked features. DBN-NN predicts every sample to be class −1 for those top-ranked features, resulting in a poor accuracy of 67%, a poor F-measure of 0%, and AUC that is significantly lower than the other classifiers'. In this dataset, DMP is a winner in terms of accuracy, sensitivity, F-measure, and AUC.
For the credit-card dataset in Figs. 9a-9e, DMP is not the most accurate classifier, but it performs well. DMP achieves accuracy of approximately 78%, using six or more top-ranked features. This level of accuracy is second to a level of 81% accuracy, which is achieved by RF, at seven top-ranked features, and GBT, at nine top-ranked features. DBN-NN and Bayes achieve accuracies of approximately 78% and 76%, respectively. SVM is absent from comparison because it cannot learn a classification model, making SVM the worst classifier in this dataset. DMP has the highest F-measure of 51% at six or more top-ranked features, and has the fourth highest AUC, after RF, GBT, and Bayes. The difficulty of the credit-card dataset is in the features and samples. The number of features is small, at nine features. The number of samples of each class is large, in thousands. The sample values are categorial values. And the samples of different classes are scattering without a clear structure in the nine-dimensional feature space. In the credit-card dataset, DMP performs reasonably well, but is not the top performer.
In Figs. 9f-9j for the banknote dataset, DMP significantly outperforms the other classifiers. DMP is 99% accurate, using all four features. RF, GBT, Bayes, SVM, and DBN-NN are faraway runner-ups, achieving accuracy of approximately 77%, 77%, 74%, 72%, and 56%, respectively. Using four features, DMP achieves the highest values on accuracy, sensitivity, specificity, F-measure, and AUC. In contrast, DBN-NN has a poor performance on every metric. In this dataset, DMP is a clear winner.
In Figs. 9k-9o for the wireless-signals dataset, DMP is one of the most accurate classifiers. DMP and SVM both achieve 100% accuracy using four top-ranked features. RF, Bayes, GBT, and DBN-NN are close runner-ups, achieving accuracy of 99% using 2 1 , 2 1 , 2 1 , and 2 4 top-ranked features, respectively. The use of just two top-ranked features to achieve 99% accuracy is impressive. A trade-off is in accuracy, which is below perfection achieved by DMP. Except DBN-NN, other classifiers consistently achieve high performance measures across every top-ranked features. In contrast, DBN-NN has a fluctuating performance and is vulnerable to selection of top-ranked features. For the wireless-signals dataset, DMP is a winner.
A succinct way to summarize classification performance is by Tables 3-4 . The tables identify the number of top-ranked features that yield a best performance, 13 along with the corresponding quantities on accuracy, sensitivity, specificity, F-measure, and AUC. The tables also contain P-values of statistical tests, which will be explained in more details in the next subsection. A bold font in the tables denotes the highest values of accuracy, sensitivity, specificity, F-measure, and AUC in each dataset. The tables compare classifiers at their best performance and, by using the P-values, generalize the comparison to an unseen testing sample.
From Tables 3-4 , DMP has notable advantages over the other classifiers. DMP is most accurate in nine datasets, more number of datasets than the combined total from other classifiers. The nine datasets are colon, leukemia, lung, gastric, interferon-beta, Simvastatin, voice, banknote, and wireless signals. SVM is most accurate in four datasets, namely leukemia, lung, gastric, and wireless signals. RF is most accurate in three datasets, namely, lung, gastric, and credit card. Bayes is not the most accurate classifier in any dataset. DBN-NN is most accurate in one dataset, the breast cancer. GBT is most accurate in one dataset, the leukemia. Judging from accuracy, DMP performs well across various datasets.
Sensitivity and specificity of DMP are consistently high. DMP achieves highest sensitivity in ten datasets, a greater number of datasets than any of the other classifiers. On the other hand, SVM is most sensitive in five datasets, RF in three datasets, Bayes in one dataset, DBN-NN in two datasets, and GBT in one dataset. For specificity, DMP is most specific in eight datasets, again a greater number than any of the other classifiers. SVM is most specific in five datasets, RF in four datasets, Bayes in two datasets, DBN-NN in six datasets, and GBT in three datasets. Overall, DMP is accurate, sensitive, and specific.
F-measure and AUC of DMP are also consistently high. DMP achieves a highest F-measure in ten datasets, a greater number of datasets than any of the other classifiers. On the other hand, SVM achieves a highest F-measure in four datasets, RF in two datasets, Bayes in none, DBN-NN in one dataset, and GBT in one dataset. For AUC, DMP has a highest AUC in seven datasets, again, a greater number of datasets than any of the other classifiers. On the other hand, SVM has a highest AUC in five datasets, RF in two datasets, Bayes in none, DBN-NN in one dataset, and GBT in none. In these 13 We select the number of top-ranked features in the following way. For a given number of top-ranked features, we average the accuracy, sensitivity, and specificity; and select the number of top-ranked features with a largest average. In case of a tie, we pick a smaller number of top-ranked features. An average is appropriate when accuracy alone is not a comprehensive measure; when the three metrics are equally important; when F-measure and AUC are viewed as consequential. An average can be replaced by other summary statistics that suit an application. Table 4 (''. . . '' = the difference is not statistically significant). eleven datasets, DMP is a champion in accuracy, sensitivity, specificity, F-measure, and AUC. Fig. 10 shows ROCs of DMP and of baselines, on eleven datasets using the top-ranked features in Tables 3-4 . The ROC of DMP is strictly above ROCs of every baseline in the Simvastatin and banknote datasets, in Figs. 10g and 10j . In other words, DMP outperforms the baselines in these two datasets, a finding that is consistent with statistical tests in the next section. In Fig. 10f for the interferon-beta dataset, the ROC of DMP is above the ROCs of baselines at most values of false positive rates on the x-axis. In every dataset except the breast cancer, the ROC of DMP stays close to ROCs of top-performing classifiers. In Fig. 10e for breast cancer, the ROC of DMP is strictly below the ROC of DBN-NN, which is a top performer. Overall, by inspecting the ROCs, DMP has impressive performance on almost all datasets.
DMP overcomes a problem of one-sided prediction that DBN-NN suffers. For some datasets, DBN-NN predicts the samples to be of class −1 or class +1 deterministically, resulting in 0% sensitivity, 0% specificity, or 0% F-measure. For example, in the leukemia dataset, DBN-NN is 100% sensitive, at the expense of specificity at 0%, implying that DBN-NN always predicts a testing sample to be class +1. In the lung, voice, and credit-card datasets, DBN-NN is 100% specific at some top-ranked features, at the expense of sensitivity at 0%, implying that DBN-NN always predict a testing sample to be class −1. In contrast, DMP never produces 100% sensitivity in pair with 0% specificity, or vice versa. DMP is more versatile than DBN-NN.
Another clear benefit of DMP is an ease of training. Unlike DBN-NN and SVM, DMP has a systematic approach to tune the parameters that affect classification performance. DMP can learn from the credit-card dataset, for which SVM fails to produce a classifier. This characteristic of DMP leads to consistent and high values of accuracy, sensitivity, specificity, F-measure, and AUC across the datasets. DMP outperforms the baselines under the diverse datasets that we have selected as a benchmark.
D. STATISTICAL TEST OF DIFFERENCE
Numerical values of accuracy, sensitivity, specificity, F-measure, and AUC can further be analyzed by statistical test of difference. For a given dataset, we apply t-test to decide whether accuracy of DMP is statistically greater Table 3 (''−'' = the method is unable to learn from the training samples). than accuracy of each baseline classifier. We also apply t-test on the remaining metrics, testing whether DMP is statically greater, in either sensitivity, specificity, F-measure, or AUC, than each baseline classifier. The type of t-test is the one-tailed test, where the null hypothesis states that a performance measure of DMP is greater than that of a baseline. The alternative hypothesis states the opposite, that a performance measure of DMP is less than or equal to that of a baseline. The choice of t-test is reasonable since sample sizes of most datasets exceed 40, a general guideline of threshold for applying t-test. Under a statistical test of difference, mean values of accuracy, sensitivity, specificity, F-measure, and AUC-as well as their sample standard deviations-are used to make an interference and generalize a comparative result. The conclusion of the test will help to confirm whether DMP will likely be a top-performer on unseen testing samples.
The results of t-test are P-values in Tables 3-4 . We use the symbols ''. . . ,'' ''0.05,'' ''0.01,'' and ''0.001'' to indicate conclusions of the test. The symbol ''. . . '' means that the P-value of the test is larger than 0.05, a typical threshold in a hypothesis testing. In other words, accuracy, sensitivity, specificity, F-measure, or AUC of DMP is not better than that of a baseline, at the significance level of 0.05. The symbol ''0.05'' means that accuracy, sensitivity, specificity, F-measure, or AUC of DMP is better than that of a baseline, at the significance level of 0.05. Similarly, ''0.01'' and ''0.001'' have an analogous meaning, at the significance level of 0.01 and 0.001, respectively. A difference that is statistically significant, either at 0.05, 0.01, or 0.001, gives a strong evidence that DMP has a higher accuracy, sensitivity, specificity, F-measure, or AUC than a baseline has.
According to Table 3 , comparative performance of DMP falls into one of the four categories. Here, for illustration, accuracy will be a key performance metric, since sensitivity and specificity can be manipulated to perfection, by always predicting class +1 or class −1, respectively. In the first category, DMP is a sole champion, judging from the numerical values of accuracy alone, and is significantly more accurate than the other baselines, judging form the t-test. DMP behaves in this fashion on two datasets-Simvastatin and banknote-for which significances of difference are at least 0.001. DMP performs exceptionally well and statistically exceeds the other classifiers in performance in these datasets.
Second, DMP is the most accurate classifier or one of the most accurate classifiers, judging from the numerical values of accuracy alone, and is significantly more accurate than some, but not all, classifiers, judging from the t-test. DMP behaves in this fashion on five datasets: colon, leukemia, lung, interferon-beta, and voice. As a generalization, when testing on an unseen sample from each of these five datasets, the use of DMP is recommended, and DMP is likely one of the most accurate classifiers.
Third, DMP is the most accurate classifier, judging from numerical values of accuracy alone. But statistical test cannot confirm significance of difference. DMP performs in this fashion on two datasets: gastric and wireless signals. When testing on an unseen sample from each one of these two datasets, DMP may or may not be the most accurate classifier. There is not enough evidence to claim a victory of DMP on the gastric and wireless-signals datasets.
Fourth, DMP is not the most accurate classifier, judging from numerical values of accuracy alone. DMP performs in this fashion on two datasets: breast and credit card. Furthermore, an additional t-test indicates that DMP is significantly less accurate than a top classifier in each one of these two datasets. In breast-cancer dataset, DMP is less accurate than a top performer, DBN-NN, at a significance level of 0.001. In credit-card dataset, the DMP is less accurate than a top performance, RF, also at a significance level of 0.001. When testing an unseen sample from a breast-cancer or credit-card dataset, DMP is likely not the most accurate classifier.
All in all, DMP is an outstanding classifier, especially when applied to non-categorial datasets. DMP is statistically the most accurate classifier or one of the most accurate classifiers in seven out of eleven datasets, an impressive figure. Two datasets that DMP poorly performs are the breast cancer and credit card. Sample values of the two datasets are categorial values, which likely reduce accuracy of geometric-based DMP and diminish a benefit of the proposed data transformation. 14 To achieve classification accuracy, a person who collects data should not discretize the sample values. This broad guideline at an early stage of data collection will further increase accuracy of DMP.
A tradeoff of DMP's accuracy and superior performance is in the running time. Running-time complexity of DMP is reported in Section IV-F. Training DMP is computationally more expensive than training SVM, since DMP uses SVM as a building block. From an experiment on the eleven benchmark datasets, absolute running time of DMP tends to be larger than SVM's; be in the same order of magnitude as GBT's, RF's, and DBN-NN's; and be smaller than Bayes's. For example, on a test computer and for a large dataset of gastric cancer, running times are approximately 100 seconds for SVM, 250 seconds for DMP, 350 seconds for GBT, 360 seconds for RF, 590 seconds for DBN-NN, and 4,500 seconds for Bayes. While absolute running times may change from computer to computer, they approximate relative performances of classifiers.
Throughout the paper, several methods are in use, to ensure that the paper is technically sound. The paper contains • a proof of DMP's performance in Section V; • experiments involving diverse datasets, comprehensive performance metrics, and competitive baselines, in Section VI-C;
• agreement between classification performance from an experiment and classification performance from a direct 14 From DMP training algorithm, we can infer that DMP will have a disadvantage on certain datasets. Since DMP uses SVM as a building block, DMP will perform not well if the training samples of the two classes scatter randomly in the feature spaces. For that type of datasets, each recursive call to SVM generates a poor separating hyperplane. The resulting DMP classifier will have a low classification performance. calculation, when a baseline classifier predicts only one class, in Section VI-C;
• statistical tests of difference to generalize classification performance to unseen testing samples, in Section VI-D.
Overall, the results point to the same direction, that DMP is a versatile and high-performing classifier.
VII. CONCLUSION
Binary classification is a difficult task that has applications in several fields. The difficulties come from a lack of statistical model for the sample-and-class relationship; measurement noise; and a small number of samples or features in a training dataset, to name a few. One important approach for binary classification is to learn the relationship of samples and classes from a training dataset, leading to a classifier that predicts a class of an unseen testing sample. A general goal of learning a classifier is to achieve accuracy, sensitivity, specificity, F-measure, and AUC in classification.
In this paper, we design a binary classifier, as well as an accompanying method to transform samples, for classification performance. The proposed method of transformation consists of three individual sub-transformations-AC, UBMI, and SSTM methods-in series. Together, the three sub-transformations amplify the difference between samples of different classes. The proposed method of classification is named DMP and consists of several subclassifiers. Each subclassifier is a binary tree and uses multiple hyperplanes as the decision boundaries. The decision tree has a suitable height provided by the learning algorithm, to avoid model overfitting and to achieve classification performance. To predict the class of a given sample, DMP fuses and perhaps reverses the predictions of individual subclassifiers. A rule to reverse or not is learned from the training samples. DMP is simple to implement and easy to tune.
We quantify performance of DMP in three aspects: analysis, experimentation, and statistical test. An analysis establishes a comparative performance between DMP and SVM under a broad condition. When a testing dataset is systematically consistent with a large and homogenous training dataset, accuracy of DMP is better than or at least as good as accuracy of SVM, indicating a benefit of DMP. Experimentation serves to compare DMP with five competitive baselines-SVM, RF, Bayes, DBN-NN, and GBT-under comprehensive datasets. DMP is found to be accurate, sensitive, specific, and has large F-measure and AUC across datasets and across the number of top-ranked features. Under each benchmark dataset, DMP never predicts testing samples to be of one class, implying that DMP is robust to class imbalance and a small number of training samples. Statistical tests further generalize performance of DMP for unseen testing samples. According to t-tests, DMP is statistically the most accurate classifier or one of the most accurate classifiers in seven out of eleven datasets, an impressive performance. Given its robustness and classification performance, DMP is suitable for diverse tasks of binary classification.
APPENDIX PROOF OF THEOREM 1 ON SYSTEMATIC PERFORMANCE
By a hypothesis of the theorem on a single MP subclassifier learning from an entire training dataset, a DMP classifier takes the class prediction, without reversal, of the MP subclassifier as an output. As a consequence, the DMP classifier can be represented by the same binary tree that represents the MP subclassifier. Let m denote the number of nodes in the binary tree. We prove the theorem by induction on m = 1, 2, 3, . . . .
In a base case of m = 1, a DMP classifier predicts the same class as an SVM classifier predicts, since the binary tree consists of a single node. Hence, error rates of DMP and SVM on any testing dataset are equal.
In an inductive step, we assume as an inductive hypothesis that, for some m ≥ 1, the theorem statement on the error rates holds for any DMP classifier that is represented by a binary tree of m nodes. We want to prove the statement for any DMP classifier with m + 1 nodes.
Let φ DMP denote a DMP classifier that consists of a single MP subclassifier, being learned from an entire training dataset D train and represented by a binary tree of m + 1 nodes. We remove any leaf node from the binary tree of m+1 nodes, yielding a binary tree of m nodes. The binary tree of m nodes is a decision tree of a certain MP subclassifier φ, which learns from an entire training dataset D train . Let φ rem denote the DMP classifier that consists of a single MP subclassifier φ. By the inductive hypothesis, the error rate of φ rem does not exceed that of SVM classifier: the error rate of φ rem on the testing data D test ≤ the error rate of φ SVM on the testing data D test . (4) We will show that the error rate of φ DMP on the testing data D test ≤ the error rate of φ rem on the testing data D test , (5) which, together with (4), establishes the theorem.
To prove inequality (5), we define important quantities derived from the binary tree for φ DMP , illustrated in Fig. 11 . Let L denote the number of edges from the root to the leaf node that was removed from the binary tree. Let b denote the direction of the th edge in the path from the root to the removed leaf node: b = −1, if the th edge is toward the left subtree 1, if the th edge is toward the right subtree, for = 1, 2, . . . , L. By convention, b 1 is defined for the edge connected to the root, while b L is for the edge connected to the leaf node. Furthermore, let φ ( ) SVM denote the SVM classifier at the th node in the path from the root to the leaf node, for = 1, 2, . . . , L + 1. Again, by convention, = 1 is the root, while = L + 1 is the removed leaf node. Let R denote a subset of R n :
x : x ∈ R n and φ ( ) SVM (x), we treat each classifier as a function that maps a sample to a predicted class label. To establish (5), we consider two separate cases. Case 1: b L = −1, i.e., the leaf node that was removed is on a left subtree.
By construction of the binary tree for φ rem , the value of φ rem (x) and the value of φ DMP (x) may differ only for a sample x that belongs to region R. For any x ∈ R, the classifier φ rem predicts the class of x to be φ rem (x) = −1, but DMP classifier φ DMP may predict the class of x to be either φ DMP (x) = 1 or φ DMP (x) = −1.
The difference in the error rates of φ DMP and φ rem comes from the difference in the predictions of samples that belong to R. Since (R − , R + ) partitions R, the difference in the error rates is (the error rate of φ DMP on D test ) − (the error rate of φ rem on D test )
Now, consider two subcases. First, if D train | R + ,−1 = 0, the term in (6) will satisfy (the error rate of φ rem on D test ) − (the error rate of φ DMP on D test ) ≤ 0.
Second, if D train | R + ,−1 > 0, we will bound the difference in the error rates:
(the error rate of φ rem on D test ) − (the error rate of φ DMP on D test )
≤ 0.
In (8), a denominator D train | R + ,1 is not zero because, by construction, the DMP algorithm terminates before training samples belong to a single class. The inequality in (9) comes from a property of SVM classifier, which learns from the training sample D train | R and predicts class +1 for any sample in region R + ; the number of training samples that have class 1 and belong to region R + is greater than or equal to the number of training samples that have class −1 and belong to region R + :
The inequality in (10) comes from Condition 2 of a systematically-consistent dataset D test . Inequalities (7) and (10) imply inequality (5) for Case 1. Case 2: b L = 1, i.e., the leaf node that was removed is on a right subtree. The classifier φ rem predicts that sample x, where x ∈ R, has class φ rem (x) = 1. Hence, the difference in the error rates equals (the error rate of φ DMP on D test ) − (the error rate of φ rem on D test )
Now, consider two subcases. First, if D train | R − ,1 = 0, the term in (11) will satisfy (the error rate of φ rem on D test ) − (the error rate of φ DMP on D test ) ≤ 0. (12) Second, if D train | R − ,1 > 0, we will bound the difference in the error rates:
Similar to Case 1, a property of DMP learning algorithm and a property of SVM classifier imply that
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