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引入梯度导引似 p范数约束的稀疏信道估计算法 
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摘  要：为克服 l0和 l1范数约束的最小均方算法在不同信道稀疏程度下对稀疏信道估计中出现的收敛性能起伏较
大等缺点，提出一种新的似 p 范数约束的最小均方算法，通过在最小均方算法代价函数中引入 p 值可变的似 p 范
数约束以适应信道的不同稀疏程度，并在验证代价函数凸性的基础上导出 p 值的梯度导引寻优。最后给出仿真实
验及其讨论，实验结果表明了新算法的优越性。 
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Abstract: The l0 and l1 norm constrained least mean square (LMS) algorithm can effectively improve the performance of 
the sparse channel estimation, but the convergence performance of such algorithms will considerably vary when the 
channel exhibits different sparisity. A novel p-norm like constraint LMS algorithm to accommodate the various sparisity 
of the channels through the introducing of the variable p-value was presented. Furthermore, the gradient guided optimiza-
tion of the p-value was derived. Numerical simulation results are given to demonstrate the superiority of the new algorithm. 
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的 LMS 约束算法(l1 范数和 l0 范数)进行了有效统
一。最后给出了算法的仿真实验结果和讨论。 
2  算法推导 
本节先介绍几种传统算法，包括标准 LMS 算
法、l1 范数约束的 LMS 算法和 l0 范数约束的 LMS
算法，在现有算法的基础上推导出新算法。 
2.1  传统算法回顾 
设自适应信道估计器的输入向量为 ( )n x  
[ ( ),x n T( 1), , ( 1)]x n x n L   ，权系数向量为 ( )n w  
T
0 1 1[ ( ), ( ), , ( )]Lw n w n w n ，其中，L 为滤波器长度，
n 表示离散时间，则自适应滤波器的输出与实际信道
输出信号的估计误差表示为 ( ) ( )e n d n  T( ) ( )n nx w ，
对于标准 LMS 算法，其代价函数 ( )n 为 
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文献[3,7]将 l1 范数和 l0 范数约束项作为零吸引因子
引入标准的 LMS 算法中以提高其对稀疏系统的估
计性能。 
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n e n n   w  (3) 
其中， 0  为约束项和估计误差之间的平衡因子。
2
( )e n 与标准 LMS 定义相同，
1
( )nw 表示 l1 范数，
滤波器权系数迭代更新式[7]为 
 ( +1)= ( ) ( ) ( ) sgn[ ( )]i i iw n w n e n x n - i w n    (4) 
其中，  ， sgn[ ( )]iw n 为符号函数，定义为 
1,      ( ) 0
sgn[ ( )] 1,    ( ) 0,      0 <
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n e n n   w  (6) 
式(6)与式(3)不同之处在于变为了 l0范数约束，
l0 范数用于计算 ( )nw 中的非零项个数。其滤波器权
系数迭代更新式为[3] 
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  (8) 
其中，  为零吸引常数。 
2.2  似 p范数约束的 LMS算法 
受传统范数约束的 LMS 算法启发，同时考虑到
似 p 范数可用于稀疏性测量，本文将似 p 范数引入
LMS 算法代价函数中，并期待其满足以下要求： 
1) 能将现有的范数约束算法统一在一个框架
下(l1 范数和 l0 范数约束的 LMS 算法)。 
2) 由于似 p 范数中的 p 值可调整，希望能通过

















氏范数 lp 不同，所以称为似 p 范数。很明显，似 p
范数不是真正的范数。而一般意义的范数通常指欧













 x ≥  (10) 
在似 p 范数的约束下，将传统的 LMS 的代价
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其中， 0  是用于平衡似 p 范数约束项和估计误差
之间的常数。因此滤波器权系数迭代更新式为 
1
ˆ( +1)= ( )-
             = ( )+ ( ) ( )
sgn[ ( )]
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其中， 0   。为避免式(14)最后一项中的分母
若为 0 时算法进入病态，将式(13)变为 
1
( +1)= ( )+ ( ) ( )
sgn[ ( )]
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其中， 0 1  。 




的定义确知 p 值在[0, 1]变化，仍希望其能根据实际
信道的特性进行自适应寻优。很显然，直接建立 p
的优化值与信道不同稀疏程度之间的关系既复杂
也不必要，因此，通过 p 值对代价函数 ( )n 的优化
来适应信道不同的稀疏程度，即采取对代价函数求
相对 p 值的梯度来指导 p 寻优。然而，在此之前必
须先确保代价函数能对 p 值全局收敛，即先必须验
证代价函数对 p 的凸性。 
代价函数对 p 的梯度记为 Gp，定义为 
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再将 ( )pG n 对 p 求偏导，得到 
 2
( )
( ) [ln( ( ) )]
















LMS 算法对 p 是凸性的。也确保了代价函数对 p
值的全局收敛性。为简化 p 的寻优计算，采用将
Gp 取符号来指导 p 的迭代更新，考虑到 
 sgn( ( )) sgn( ( ) 1)pG n n w  (17) 
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算法 1  新算法的 MATLAB 伪代码 
Given  , , , , , ,p L T     
Initial   zeros ,  1Lw ; 
For  n =1,2,… 
Input new ( )nx  and ( )d n ; 
T( ) ( ) ( ) ( )e n d n n n  x w ; 
1








    w ; 
sgn abs( )( ) ( ) /( ( () 1( ))nT Tn i if n w pp w n n    ; 
( +1)= ( )+ ( ) ( ) ( ), 0 <i iw n w n e n x n i f n i L    ≤ ; 
End 
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经典范数概念中，l0 范数定义为向量 x 非零元
素的个数，表达式为 
  (0)0 ( ) ( ) # : [ ] 0l E i x i  x x  (20) 
其中，符号 # 表示计算滤波器非零抽头的个数。
直接求 l0 范数涉及到优化问题上的 NP 难问题
[3,8]。为确保代价函数连续可微，一般采用其他连
续函数来近似计算 l0 范数。文献[3]中，l0 范数近
似估计函数为 
 0 ( ) 1 e
tl t    (21) 
其中， 0  为一个与零吸引范围相关的参数。 
本文算法中的 p 值可以在(0,1]区间任意取值。
且本 p 值取为 0 和 1 时分别对应于经典算法 l0 范数
































p 的选择：式(16)已表明 p 是全局收敛的，并可




























































  时， [ ( )]E nv 收敛，其中 max 是
矩阵 ( )RI 的最大特征值[4]。由式(20)可以看出，













4  仿真实验 
为考察本文算法的优越性，通过仿真将本文算
法与标准 LMS 算法，l1 范数约束 LMS 算法
[4,6]及




范围内随机分布、幅度在−1 至 1 之间随机分布，其
他抽头值为 0。然后每隔 3 000 次迭代该稀疏信道
增加 2 个非零抽头，其位置仍在信道响应范围内随
机分布、幅度同样在−1 至 1 之间随机分布。定义稀
疏比为非零抽头值个数与系统总抽头个数之比(SR, 
sparsity ratio)，则仿真信道的稀疏比在算法迭代过
程逐渐发生变化，从 2/60 至 4/60 至 6/60。输入仿
真稀疏信道的信号为零均值单位方差的高斯序列，
背景噪声为加性高斯白噪声，参考信号的信噪比设
为 20 dB。仿真中各算法所用的参数如表 1 所示，
各算法参数均按照达到同等稳态误差进行设置。 
表 1 各类算法所采用的参数 
算法       T  
LMS 0.005 2 NA NA NA 
l0 - LMS 0.006 6 0.000 33 NA NA 
l1 - LMS 0.006 0 0.000 30 NA NA 
p-norm-like - LMS 0.013 0 0.000 65 0.01 10 
 
对于本文算法，初始 p 值分别设置为 0.3 和
0.9 以测试梯度导引迭代对 p 的优化效果。算法进
行 100 次独立仿真得的 p 值优化结果如图 1 所示，
可以看出在 2 种初值的情况下 p 值都能收敛到较
为稳定的值，在 2 次信道稀疏性发生改变后 (稀疏
比从初始的 2/60 到 4/60 再到 6/60)， p 值的最优值
也相应调整，验证了不同的信道稀疏条件下 p 值的
梯度导引调整机制。实验中平滑时间窗 T 参数和步
长因子 在表 1 中给出。 
为考察新算法引入p值调整后其性能对信道稀疏
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特性变化的敏感性，分别将 l0范数约束 LMS 算法，
l1范数约束LMS 算法以及本文似 p 范数约束LMS 算
法与标准 LMS 算法进行比较。图 2 给出仿真过程中
信道稀疏比分别为 2/60、4/60、6/60 时各算法 3 000
次迭代的误差曲线，定义算法失调量 MSD 为 
 
2T= ( ) ( ) ( )MSD d n n n x w  (23) 
其中， n表示信号的时刻，w(n)表示各算法获得的
权值。从图 2 可以看出，在相同稀疏比下，引入范





2(a)、图 2(b)所示)，由于引入 p 值的梯度导引调整，
本文 p 范数约束 LMS 算法比 l1 范数约束 LMS 算法
及 l0 范数约束 LMS 算法在收敛性能上相对信道的
不同稀疏特性有更好的稳健性(如图 2(c)所示)。 
 






=E[ ]MSE w h  (24) 





3 所示，可以看出，引入 l0、l1 范数约束的 LMS 算
法在稀疏比较小时，性能比标准 LMS 算法优越，而
当信道稀疏比增加时，l0、l1 范数约束的 LMS 算法
的 MSE 有所增加，甚至大于 LMS 算法此时的 MSE。
而似 p 范数约束的 LMS 算法能缓和这一趋势，进一
步说明范数约束的 LMS 算法适于估计稀疏信道。 
表 2 各类算法所采用的参数 
算法       T  
LMS 0.004 NA NA NA 
l0 - LMS 0.004 0.000 2 NA NA 
l1 - LMS 0.004 0.000 2 NA NA 
p-norm-like - LMS 0.004 0.000 3 0.01 10 
 
 
(a) 与 l0 算法对比 
 
(b) 与 l1 算法对比 
 
(c) 与新算法对比 
图 2  LMS 算法与各类算法在不同稀疏比下的学习曲线 
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图 3  各类算法在不同信道下的 MSE 曲线 
5  结束语 
为提高稀疏信道辨识的性能，本文将可变似
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