Abstract
Introduction
Suppose there are Ò jobs and Ò machines and it costs to execute job on machine . An assignment (or a matching) is a one-to-one mapping, In this paper, we prove Parisi's conjecture by two different but related strategies. Both involve establishing the exponentiality of the increments of the weights of matchings. The first builds on the work of Sharma and Prabhakar [22] and establishes Parisi's conjecture by showing that certain increments of weights of matchings are exponentially distributed with a given rate and are independent. The second method builds on the work of Nair [18] and establishes the Coppersmith-Sorkin conjectures. It does this by showing that certain other increments are exponentials with given rates; the increments are not required to be (and, in fact, are not) independent.
The two methods mentioned above use a common set of combinatorial and probabilistic arguments. For ease of exposition, we choose to present the proof of the conjectures in [22] first. We then show how the arguments also resolve the conjectures in [18] . Before surveying prior work, it is important to mention that simultaneously and independently of our work Linusson and Wästlund [15] have also announced a proof of the Parisi and Coppersmith-Sorkin conjectures based on a quite different approach.
Background and related work
There has been a lot of work on determining bounds for the expected minimum cost, Ò , and calculating its asymp-totic value. Assuming, for now, that Ð Ñ Ò Á ´ Ò µ exists, let us denote it by £ . We survey some of the work; more details can be found in [24, 6] . Early work uses feasible solutions to the dual linear programming (LP) formulation of the assignment problem for obtaining the following lower bounds for £ :1 · ½ µ by Lazarus [13] , 1.441 by Goemans and Kodialam [8] , and 1.51 by Olin [20] . The first upper bound of 3 was given by Walkup [26] , who thus demonstrated that Ð Ñ ×ÙÔ Ò ´ Ò µ is finite. Walkup's argument was later made constructive by Karp et al [12] . Karp [10, 11] made a subtle use of LP duality to obtain a better upper bound of 2. Coppersmith and Sorkin [6] have further improved the bound to 1.94.
Meanwhile, it had been observed through simulations that for large Ò, ´ Ò µ ½ ¾ [4] . Mézard and Parisi [16] used the replica method [17] of statistical physics to argue that £ ¾ . (Thus, Parisi's conjecture for the finite random assignment problem is an elegant restriction, for i.i.d.
exp (1) costs, of the asymptotic result to the first Ò terms in the expansion:
More interestingly, their method allowed them to determine the density of the edgeweight distribution of the limiting optimal matching. These sharp (but non-rigorous) asymptotic results, and others of a similar flavor that they obtained in several combinatorial optimization problems, sparked interest in the replica method and in the random assignment problem.
Aldous [1] proved that £ exists by identifying the limit as the value of a minimum-cost matching problem on a certain random weighted infinite tree. In the same work he also established that the distribution of affects £ only through the value of its density function at 0 (provided it exists and is strictly positive). Thus, as far as the value of £ is concerned, the distributions Í ¼ ½ and ÜÔ´½µ are equivalent. More recently, Aldous [2] has established that £ ¾ , and obtained the same limiting optimal edgeweight distribution as in [16] . He also obtains a number of other interesting results such as the asymptotic essential uniqueness (AEU) property-which roughly states that almost-optimal matchings have almost all their edges equal to those of the optimal matching.
Another notable paper on the infinite random assignment problem is due to Talagrand [25] . He considers a version of the assignment problem in the "very high temperature" regime and rigorously establishes that the structure of the solution is indeed as predicted by the replica method. This work constitutes a part of a larger program Talagrand has initiated on rigorizing the replica method for combinatorial optimization problems.
Generalizations of Parisi's finite conjecture have also been made in other ways. Linusson and Wästlund [14] conjecture an expression for the expected cost of the minimum -assignment in an Ñ ¢ Ò matrix consisting of zeroes at some specified positions and ÜÔ´½µ entries at all other places. Indeed, it is by establishing this conjecture in their recent work [15] that they obtain proofs of the Parisi and Coppersmith-Sorkin conjectures. Buck, Chan and Robbins [5] 
Preliminaries
We introduce some notation that will be used in the pa- To avoid an explosion of notation, we shall use the same symbol for both the name of a matching and for its weight. For example, the Ì ½ defined above might refer to the smallest matching as well as to its weight. we use a different generalization in this paper, involving a subtle randomization step, to prove Conjecture 1.
A Sketch of the Proof
Our proof of Conjecture 1 is inductive, and follows the steps below. Step 1: Obtain Ä Ò ½ , a matrix of size´Ò ½µ¢Ò,
Step 2: Establish that the entries of Ä Ò ½ are i.i.d.
ÜÔ´½µrandom variables.
This completes the induction step since Ä Ò ½ satisfies the induction hypothesis for the next iteration.
In
Step 2 we also show the following: 2 The symbol ' ' stands for 'is distributed as' and the symbol ' ' stands for 'is independent of'.
Remark: The randomization procedure alluded to earlier is used in obtaining Ä Ò ½ from Ä Ò and ensures
We state some combinatorial properties regarding matchings in Section 3 that will be useful for the rest of the paper. Section 4 establishes the above induction, thus completing the proof of Conjecture 1. We extend the method used in Section 4 to prove the Coppersmith-Sorkin conjecture in Section 5. Due to page limitations the proofs of the combinatorial properties and some lemmas in Section 4 have been removed. The interested reader can find them in the full version of the paper, [19] . 
Some combinatorial properties of matchings

Proof of Conjecture 1
We shall execute the two steps mentioned earlier. can be denoted Ì £´Ò µ . However, this creates a needless clutter of symbols. We will instead denote Ä £ Ò and Ì £´Ò µ simply as Ä £ and Ì £ , respectively. Table 1 summarizes the notation we shall use, with the matrix, its dimensions and notation for its T-matchings given in the first, second and third rows respectively. ¥ Remove the last row from Ä (i.e., the row containing ½ and appended to the bottom in operation £) to obtain the matrix Ä Ò ½ .
Lemma 7
The following statements hold: Since the values of T-matchings are invariant under row and column permutations, part´ µ follows from the fact that Ä is a row permutation of Ä £ .
To complete
Step 2 of the induction we need to establish that Ä Ò ½ has the following properties. 3 The random variable is used to break the tie between the two match- Case 2: Please refer to [19] for the proof of this case. 
Let ¥ ¥ ½´Ä Ò ½ µ be the pre-image of Ä Ò ½ under ¥, and let £ £ ½ ¥ ½´Ä Ò ½ µ. Now £ is a random map, whose action depends on the value taken by . In turn, this is related to whether ½ and ¾ are on the same row or not. Therefore we may write £ as the disjoint union of the sets × £ and £ , which respectively correspond to ½ and ¾ belonging to the same and to different rows. Proof Please refer to [19] for a proof.
Let × ¥ and ¥ be the subsets of matrices in ¥ that satisfy Conditions´ µ and´ µ of Lemma 9, respectively. Clearly ¥ is the disjoint union of × ¥ and ¥ . (The superscripts × and are mnemonic for whether ½ and ¾ occurred in the same row or in different rows.)
Now that we have identified ¥ explicitly in Lemma 9, Proof Please refer to [19] for a proof. Remark: Note that is added to precisely ´Ò µ entries in Å in each of the two cases above.
Lemma 11
Ë ½ Ë ¾ .
Proof Please refer to [19] for a proof. Continuing, we can partition into the two sets × and as below:
Observe that whenever Å ¾ × , we have¨´Å µ ¾ × 
Thus, × Ú denotes the sum of all of the entries of Ä Ò except those in Ü. As noted in the remark preceding Lemma 11, the value was added to precisely ´Ò µ entries. We have
The factor Note that there are only choices available to Ü since it has to occur in a column other than the one in which Ó occurs.
We summarize the above in the following lemma.
Lemma 12 The following hold:
From Lemma 8 we know that the increments Ì ·½ Ì are a function of the entries of Ä Ò ½ . Given this and the independence of Ä Ò ½ and Ì ·½ Ì from the above lemma, we get the following corollary.
In conjunction with Lemma 12, Corollary 4 completes the proof of Conjecture 1. It has been shown in [22] that establishing Conjecture 1 proves Parisi's conjecture.
The Coppersmith-Sorkin Conjecture
As mentioned in the introduction, Coppersmith and Sorkin [6] have conjectured that the expected cost of the minimum -assignment in an Ñ ¢ Ò matrix, È , of i.i.d.
exp (1) entries is:
Consider the matrix È and w.l.o.g. assume that Ñ Ò. We have grouped the increments according to size. That is, the Ø group consists of the differences in the weights: The rest of the Section is devoted to establishing Conjecture 2 for the Ø group.
Proof of Conjecture 2
We will establish the conjectures for the Ø group inductively, as in Section 4. Consider a matrix, È Ñ ·½ , of sizé Inductive Hypothesis:
Assume the increments satisfy the following combinatorial identities
¯The entries of È Ñ ·½ are i.i.d. ÜÔ´½µ random variables.
Induction
Step:
Step 1: From È Ñ ·½ , form a matrix È Ñ of size´Ñ µ ¢ Ò with the property that
Step 2: Establish that the entries of È Ñ are i.i.d.
ÜÔ´½µrandom variables.
This completes the induction step since È Ñ satisfies the induction hypothesis for the next iteration. 5 We regret the cumbersome notation; but we must keep track of three indices: one for the number of rows in the matrix (of size Ñ · ½ ¢ Ò), one for the size of the matching, Õ, and one for the rank of the matching, Ô, among matchings of size Õ.
In Step 2 we also show that Î ·½ Ñ ·½ ¾ Î ·½ Ñ ·½ ½ ÜÔ´Ñ · ½µ´Ò · ½µµ and hence conclude from equation (7) that Î ·½ Î ÜÔ´´Ñ · ½µ´Ò · ½µµ.
The induction starts at ½ and terminates at ½.
Observe that the matrix È satisfies the inductive hypothesis for ½ trivially.
Proof of the Induction:
Step 
