The classical concept of martingales and compensators bases on the monotony of filtrations. This paper looks at the situation where innovations can have an expiry date such that the information dynamics becomes non-monotone. By focussing on the properties that martingales and compensators show on infinitesimally small intervals, the classical martingale concept is extended and corresponding martingale representations are developed. The extended representations make it possible to generalize Thiele's equation in insurance mathematics to situations where information restrictions apply.
Introduction
The classical definition of a martingale starts from a filtered probability space, i.e. a framework where information is always increasing and never decreasing with respect to time. This very successful concept has countless applications, but it fails to model situations where some pieces of information do not only have a start date but also an end date such that the information dynamics becomes non-monotone. For example, such an information deletion can be motivated by legal restrictions, data privacy, or model simplifications. A very recent example is the newly introduced General Data Protection Regulation 2016/679 of the European Union, which includes in Article 17 a so-called 'right to erasure'. A typical example of model simplification is a restriction to Markov type of information even though the Markov property is not satisfied. This paper primarily studies stochastic processes of the form
where X is a bounded random variable and (G t ) t≥0 is a non-monotone sequence of sigma-algebras generated by the difference of two connected jump processes. The two jump processes describe the emergence and deletion of observations. In case that (G t ) t≥0 is monotone, the dynamics of (1.1) can be described by a martingale representation. In this paper we extend the classical martingale representation approach to non-monotone sequences (G t ) t≥0 . The idea is to focus on the properties only that martingales and compensators show on infinitesimally small intervals. We call this the 'infinitesimal approach'. In principle, the infinitesimal approach is not restricted to jump process frameworks, but a fully general theory is beyond the scope of this paper. Given that (X t ) t≥0 is an infinitesimally adapted (see Definition 2.1) and bounded càdlàg process, our representation results are further extended to processes of the form t → E[X t |G t ], t ≥ 0.
( 1.2)
The study of jump process martingales and their representations largely dates back to the 1970s, see e.g. Jacod (1975) , Boel et al. (1975) , Chou & Meyer (1975) , Davis (1976) and Elliott (1976) . Since then extensions have been developed in different directions, see e.g. Last & Penrose (2011) and Cohen (2013) . All of theses papers stay within the framework of filtrations, i.e. the information dynamics is monotone. To our knowledge, this paper is the first attempt to go beyond the framework of filtrations. An elegant way to derive the classical martingale representation is a bare hands approach that starts with the Chou and Meyer construction of the martingale representation for a single jump process, followed by Elliott's extension to the case of ordered jumps. In this paper we also use a bare hands approach, but the classical stopping time concept is not applicable in our non-monotone information setting, which means that we need to develop alternative tools.
Jump process martingale representations play an important role in finance and insurance applications. In finance, jump processes are commonly used for the modelling of high-frequency data. In insurance, claim events naturally have a jump process structure. In life insurance, martingale representations are a central tool for deriving the Thiele equation, cf. Møller (1993) and Djehiche & Löfdahl (2016) . Our extended martingale approach makes it possible to extend the Thiele equation to frameworks with non-monotone information.
The infinitesimal approach
This section explains the basic ideas of the infinitesimal approach, which is in principle not restricted to jump process frameworks. In order to show this generality of the concept, we avoid technical assumptions here, but they follow later on when we formally introcude a jump process framework.
Let (Ω, A, P ) be a complete probability space and let N ⊂ A be its null sets. Let F = (F t ) t≥0 be a right-continuous and complete filtration on this probability space. We interpret F t as the observable information on [0, t] . Suppose that certain pieces of information expire after a finite holding time. By subtracting from F t all pieces of information that have expired until time t, we obtain the admissible information at time t. We assume that this admissible information is represented by a right-continuous sequence of sigma-algebras G = (G t ) t≥0 ,
which may be non-monotone in t. Additionally, we assume that there exist left limits F − = (F t− ) t>0 and G − = (G t− ) t>0 of F and G.
A process X is said to be adapted to F if X t is F t -measurable for each t ≥ 0. Likewise we can say that a process X is adapted to G if X t is G t -measurable for each t ≥ 0. Different from this classical concept, we take an infinitesimal perspective here and aim for some kind of G t -measurability of the increment dX t at each time t. For example, in finance and insurance applications, the process X might describe an aggregated cash flow, and the current payments dX t at time t shall be somehow adapted to the current information G t . If an integrable process X is adapted to F, then in particular it holds that
almost surely for each t ≥ 0, where T n := {t k := tk/2 n |k = 0, . . . , 2 n } is a sequence of partitions of [0, t]. We can write this fact intuitively as E[dX t |F t ] = dX t .
Definition 2.1 (infinitesimally adapted processes). We say that a process X is infinitesimally forward/backward adapted (IF/IB-adapted) to G if
almost surely for each t ≥ 0 and
almost surely for each t ≥ 0, respectively, given that the expectations and limits exist. 
almost surely for each t ≥ 0. We can write the latter fact intuitively as E[dX t |F t− ] = 0.
Definition 2.2 (infinitesimal martingales). We say that an F-adapted process X is an infinitesimal forward/backward martingale (IF/IB-martingale) with respect to G if
almost surely for each t ≥ 0 and lim n→∞ Tn
almost surely for each t ≥ 0, respectively, given that the expextations and limits exist. The intuitive notations are E[dX t |G t− ] = 0 and E[dX t |G t ] = 0.
A random time τ is called a stopping time with respect to F if {τ ≤ t} ∈ F t for all t ≥ 0, which is equivalent to {τ < t} ∈ F t for all t ≥ 0 since F was assumed to be right-continuous. Each stopping time τ uniquely corresponds to an F-predictable càglàd process I = (I t ) t≥0 of the form
which we call a stopping process here. For any semimartingale X with respect to F, we can then define the τ -stopped semimartingale X τ as
In this paper we need a more flexible definition of stopping processes that harmonises with the infinitesimal approach.
Definition 2.3 (infinitesimal stopping processes). An infinitesimal forward/backward stopping process (IF/IB-stopping process) with respect to G is a càglàd/càdlàg process that takes values in {0, 1} only and is adapted to G − /G.
For each ω ∈ Ω the path of (2.2) is non-zero on some interval, whereas the paths of the stopping processes according to Definition 2.3 are non-zero on Borel sets. For any finite variation process X and IF/IB-stopping process I we define a corresponding I-stopped process X I by
An important application of stopping times is to define properties of processes locally. We say that a sequence of IF/IB-stopping processes (I n ) n∈N increases to 1 almost surely if
Definition 2.4 (local infinitesimal martingales). We say that a process X is a local IF/IBmartingale with respect to G if there exists a sequence of IF/IB-stopping processes (I n ) n∈N increasing to 1 almost surely such that X I n is an IF/IB-martingale for each n ∈ N.
Suppose now that X is an F-adapted counting process. The so-called compensator C of X is the unique F-predictable finite variation process starting from C 0 = 0 such that X − C is a local F-martingale. In particular, C satisfies the equation
almost surely for each t ≥ 0, n ∈ N and some suitable sequence of IF-stopping processes (I n ) n∈N increasing to 1 almost surely, see Karr (1986, Theorem 2.17) . The intuitive notation for (2.4) is E[dX I n t |F t− ] = dC I n t . Furthermore, one can show that the F-predictability of C implies that
5)
which means that C is locally IB-adapted with respect to F, see Definition 2.1. We can write (2.5) intuitively as E[dC I n t |F t− ] = dC I n t . Equation (2.5) motivates the following definition. Definition 2.5 (infinitesimally predictable processes). We say that a process X is infinitesimally forward/backward predictable (IF/IB-predictable) with respect to G if it is infinitesimally backward/forward adapted to G.
By combining (2.4) and (2.5), we obtain lim n→∞ Tn
almost surely for each t ≥ 0 and n ∈ N, i.e. the process X − C is a local IF-martingale with respect to F, see Definition 2.4.
Definition 2.6 (infinitesimal compensators). We say that a process X has the infinitesimal forward/backward compensator C (IF/IB-compensator) with respect to G if there exists a sequence of IF/IB-stopping processes (I n ) n∈N increasing to 1 almost surely such that the processes C I n are IF/IB-predictable with respect to G and the processes X I n − C I n are local IF/IB-martingales, respectively.
In intuitive notation, an IF-compensator C of X satisfies E[dX I n t −dC I n t |G t− ] = 0. Since the IFcompensator C is assumed to be locally IF-predictable, we moreover have E[dX I n t |G t− ] = dC I n t . The latter relation implies that IF-compensators are unique. Similarly, for each IB-compensator C of X we get E[dX I n t |G t ] = dC I n t .
3 Jump process framework
In the literature, we can find different approaches for defining a jump process framework. One way is to start with a marked point process (T i , Z i ) i∈N on (Ω, A, P ) with some measurable mark space (E, E), i.e.
• the T i : (Ω, A) → ([0, ∞], B([0, ∞])), i ∈ N are random times,
• the Z i : (Ω, A) → (E, E) are random variables giving the marks.
For simplicity, we assume here that (E, E) := (R d , B(R d )) for some d ∈ N. Moreover, let Ω be a polish space and A its Borel sigma algebra. Note here that (T i , Z i ) i∈N can indeed be embedded into the polish space (R 1+d ) N . We interpret Z i as a piece of information that can be observed from time T i on. As motivated in the introduction, we additionally assume that some information pieces Z i are deleted after a finite holding time. Therefore, we expand the marked point process
Let S i be the deletion time of information piece Z i . We generally assume here that
In particular this means that E[ ∞ j=1 1 S j ≤t ] < ∞ since S j ≥ T j , j ∈ N. Moreover, assumption (3.1) implies that for almost each ω ∈ Ω we observe at most a finite number of random times T i and S i on compact intervals. Furthermore, let
i.e. we do not observe simultaneous jumps on [0, ∞). Based on the sequence (T i , Z i , S i ) i∈N 0 we generate random measures µ and µ via
The measures {µ(·)(ω)|ω ∈ Ω} and {µ(·)(ω)|ω ∈ Ω} generated by their values on
For each time t ≥ 0 the quantities µ([0, t] × · × ·) and µ([0, t] × · × ·) count the innovations and deletions until and including t, and the difference (µ − µ)([0, t] × · × ·) describes the set of admissible observations at time point t. Additionally, we may include further information I ⊂ A that is observable and admissible at any point in time. All in all, the observable information on [0, t] is then given by the filtration
which lets the random times T i , S i , i ∈ N, be stopping times. Here the symbol '∨' denotes the sigma algebra that is generated by the union of the involved sets. The admissible information at t is given by the sequence of complete sub-sigma-algebras
Note here that the random times T i , S i , i ∈ N, are not necessarily stopping times with respect to G. Moreover, we define a left limit of G t by
Remark 3.1 (pseudonymized indices). The sigma algebra G t as defined above does not only give the set of all admissible observations at t but also tells us the indices i of the admissible observations. If we want to hide the information on the indices, we should replace the G t 's by the smaller sigma-algebras
For example, if we have a model where T 1 < T 2 < · · · , then G t tells us among other things the exact number of deletions that have happened until t. This can be an unwanted feature if the number of past deletions is itself a non-admissible piece of information. Nevertheless, in many situations we can still work with G t instead of G t by redefining the model such that the ordering of the indices is non-informative. For example, if the marked point process is of finite length (i.e. there exists an n ∈ N such that P (T i < ∞) = 0 for all i > n), then we randomly permutate the ordering of (T i , Z i , S i ) i=1,...,n by drawing a permutation of the numbers (1, . . . , n) from the discrete uniform distribution of permutations on (1, . . . , n). In this permutated model the observed indices are non-informative as regards the number of deletions in the past.
Optional projections
Suppose that X = (X t ) t≥0 is a càdlàg process that is locally integrable, i.e. there exists a sequence of stopping times (τ n ) n∈N increasing to infinity and such that
is integrable. Then there exists a unique càdlàg process X F , the so-called optional projection of X with respect to F, such that
almost surely for each t ≥ 0. We say that a process is unique if it is unique up to evanescence. In this section, we expand the concept of optional projections to non-monotone information.
Definition 4.1 (optional projection). Let X be a locally integrable càdlàg process. If there exists a unique càdlàg process X G such that
almost surely for each t ≥ 0, then we call X G the optional projection of X with respect to G.
In the following we will show that the optional projection in Definition 4.1 always exists if the process X is bounded. Let
be the set of all finite subsets of the natural numbers and
Since Ω is a polish space and A its Borel sigma algebra, there exist regular conditional distributions P (·|H M ) on (Ω, A) for each M ∈ M. As the set M is countable, all these conditional distributions are simultaneously unique up to a joint exception zero set. In this paper the notation
always refers to an arbitrary but fixed regular version of these conditional expectations, and for any integrable random variable Z we define
that we obtain by integrating Z with respect to the fixed regular versions that we picked for P M (·), P M ( · |K),
For each M ⊂ N and t ≥ 0, let
Based on these G t -measurable sets, we define stochastic processes I M = (I M t ) t≥0 by
we can analogously show that the second equation in (4.3) holds. By applying the first equation in (4.3) twice and using
analogously to the above arguments we can show that
Together with (4.6) we can conclude that the third equation in (4.3) holds. The proof of the fourth equation in (4.3) is similar.
For the sake of a convenient notation, in the following we use the convention that
( 4.7) and similarly for the corresponding conditional expectations.
Lemma 4.3. For each M ∈ M, j ∈ N and each bounded càdlàg process X, the stochastic processes Proof. Apply the dominated convergence theorem pathwise for each ω ∈ Ω.
Theorem 4.4. Let X be a bounded càdlàg process. Then the optional projection X G according to Definition 4.1 exists. Moreover,
Proof. Motivated by Proposition 4.2, we set
, t ≥ 0.
In the following we show that this defines indeed a càdlàg process. Note that there are at most a countable number of conditional expectations involved, so the corresponding regular versions are simultaneously unique up to evanescence. is finite because of assumption (3.1). Therefore, by applying Lemma 4.3 we get
for almost each ω ∈ Ω, since X has càdlàg paths. Similarly, we can show that Y t := E[X t− |G t− ] has the left-continuous modification
Furthermore, by using similar arguments as above, we obtain lim ε↓0
As any right-continuous process is already uniquely defined by its values on separable subsets of the real time line, our choice for X G is the only possible (up to evanescence) right-continuous modification of (E[X t |G t ]) t≥0 .
Infinitesimal compensators for the generating jump measures
We start with a technical lemma on path properties of the stopping processes I M , which will be fundamental for all following results. 
Since (τ, σ) ∈ A ω implies that (τ ′ , σ ′ ) ∈ A ω for any τ ′ ≤ τ and σ ′ ≥ σ, the interior points int(A ω ) of A ω can be covered by the countable union
Thus, by using the sigma-sub-additivity of the probability measure P H (·)(ω) we obtain
LetÃ ω := A ω \ int(A ω ). Suppose that (τ 0 , σ 0 ) is a limit point ofÃ ω . Note that this implies (τ 0 , σ 0 ) ∈ int(A ω ). We necessarily have P H (T < u < S)(ω) ≥ const > 0 on all closed subsets [a, b] ⊂ (τ 0 , σ 0 ), because otherwise we can show that (τ 0 , σ 0 ) ∈ int(A ω ), which contradicts the fact that (τ 0 , σ 0 ) ∈ int(A ω ). Let C ω be the set of all limit points ofÃ ω . Suppose that
In particular, this means that the elements of C ω are separated and cannot have limit points. Thus,Ã ω is countable, and we get
All in all, we have that (5.2) is zero for each ω ∈ Ω, which implies that (5.1) holds almost surely. The property (5.1) stays true if we replace I s by I s := ∞ k=0 1 {T k ≤s<S k } for arbitrary random times (T k ,S k ) k∈N such that the intervals [T k (ω),S k (ω)), k ∈ N, are all disjoint for almost each ω ∈ Ω. The reason is that 
for t ≥ 0, B ∈ E, j ∈ N. 
for almost each ω ∈ Ω. By applying the monotone convergence theorem we get 
For each m ∈ N and t ≥ 0 we define the measurable sets
Based on these sets, we define stochastic processes I m = (I m t ) t≥0 by
which have càdlàg paths since lim s↑t A m s = A m t− and lim s↓t A m s = A m t .
Lemma 5.3. The sequence (I m ) m∈N is a sequence of IB-stopping processes with respect to G that increases to 1 almost surely. The corresponding left limit versions are IF-stopping processes.
Proof. The processes I m are adapted to G by definition. Similarly to (4.2) we can show that they are càdlàg. Hence, they are IB-stopping processes according to Definition 2.3. Since A m t ↑ Ω, the sequence (I m ) m∈N increases to 1 almost surely. The left limit version I m t− are càglàd processes that are adapted to G − by definition, and they increase to 1 almost surely because of A m t− ↑ Ω.
For I m as defined in (5.7), we define IF-stopped versions of µ as the random measures given by
In the same way, we define ν I m and ν I m as IF-stopped versions of ν and ν. For µ, ρ, ρ we take a backward perspective. We define IB-stopped versions of µ as the random measures given by
In the same way, we define ρ I m and ρ I m as IB-stopped versions of ρ and ρ. Note here that the random measures µ I m and µ I m are bounded by m.
Proposition 5.4. For each C = B × N ∈ E × B(N) and m ∈ N, the processes
are IF-predictable and the processes
are IB-predictable with respect to G.
By applying Proposition 4.2, we get (d(u, e) ).
(5.8) (d(u, e) ) .
By applying the Fubini-Tonelli Theorem, we can rewrite this to 
for almost each ω. We now show that the second addend on the right hand side of (5.10) equals zero almost surely. For each M ∈ M and almost each ω, the fraction I M t k /P (A M t k |H M ) has a finite upper bound because of Lemma 5.1. Therefore, it suffices to show that lim n→∞ Tn
is almost surely zero for each M . Because of (5.9) we may apply the dominated convergence theorem, leading to
almost surely. Applying the dominated convergence theorem again, using (5.5) and Lemma 5.1, the latter term equals zero since I M t k IM u− → 0 for t k ↑ u and M =M . All in all, we can conclude that
for almost each ω, which means that the process t → ν I m ([0, t] × C) is IF-predictable with respect to G according to Definition 2.5. The proofs for the other three processes are similar.
Theorem 5.5. The random measures ν and ν are IF-compensators of µ and µ with respect to G, respectively. The random measures ρ and ρ are IB-compensators of µ and µ with respect to G, respectively.
Proof. According to Proposition 5.4, the random measures ν I m , ν I m are IF-predictable and the random measures ρ I m , ρ I m are IB-predictable with respect to G. It remains to show that the processes for t k , t k+1 ∈ [0, t] and almost each ω ∈ Ω. Because of Lemma 5.1 and µ I m ((t k , t k+1 ] × C) ≤ m, we can apply the Dominated Convergence Theorem, leading to lim n→∞ Tn
for almost each ω ∈ Ω, since M t is finite for almost each ω and since
for t k ↑ u according to the Dominated Convergence Theorem, cf. Lemma 4.3. Thus, the process
is an IF-martingale with respect to G. The proofs for the other three processes are similar.
Infinitesimal martingale representations
Suppose that λ is the compensator of µ with respect to F. For each integrable random variable ξ, the classical martingale representation theorem yields that the martingale X t := E[ξ|F t ] can be represented as
where G(u, e, j)(ω) is jointly measurable in (u, e, j, ω) and adapted to F u− , see e.g. Karr (1986) . The intuitive notation for this martingale representation is
In this section we will show that
where G(s, t, e, j)(ω) and G(s, t, e, j)(ω) are jointly measurable in (s, t, e, j, ω), the mappings G(t−, t, e, j)(ω), G(t−, t, e, j)(ω) are adapted to G t− , and the mappings G(t, t, e, j)(ω), G(t, t, e, j)(ω) are adapted to G t . Equation (6.2) is a generalization of (6.1): Suppose that S i = ∞ and T i ∈ σ(Z i ) for all i ∈ N. Then we have G = F and (6.2) should simplify to (6.1). This is indeed true, since S i = ∞ implies that the second and fourth line of (6.2) equal zero, and since the fact E[µ(dt × de × {j})|F t ] = µ(dt × de × {j}) implies that the third line of (6.2) is zero, too. If we skip the assumption T i ∈ σ(Z i ), i ∈ N, but keep the property S i = ∞, i ∈ N, then G is a filtration but the process t → µ([0, t] × ·) is not necessarily adapted. As a consequence, the third line in (6.2) appears. This section still uses the convention (4.7). Moreover, we generally assume here that the following condition holds. Assumption 6.1. Let T i (ω) = S j (ω) for all i, j ∈ E and ω ∈ {T i < ∞, S j < ∞}.
In the next section we will show that this assumption can be relaxed, but for the sake of simplicity we use it in this section. Lemma 6.2. Let ξ be a real-valued and bounded random variable. Then, for t ≥ 0 we have (d(u, e) ).
(6.3)
Proof. Let the random time U t k describe the first occurrence of a jump T j , S j , j ∈ N, after time
With the help of (6.7) we can moreover show that
.
Moreover, by applying Proposition 4.2, we obtain (6.6).
The first and third addend on the right hand side of (6.5) together describe the innovations of µ and µ. The second and fourth addend on the right hand side of (6.5) together describe the loss of information (reversed innovations).
Suppose that Y is a bounded and F-adapted càdlàg process, and let
for t ∈ [0, T ] by applying the martingale representation theorem on the martingale
The following theorem generalizes this result to non-monotone information.
Theorem 6.4. Let X be a bounded càdlàg process that is IF-adapted with respect to G. Then there exist mappings G(s, t, e, j)(ω) and G(s, t, e, j)(ω) that are jointly measurable in (s, t, e, j, ω), càdlàg in s for each (t, e, j, ω) , and G-adapted in (s, ω) for each (t, e, j) ∈ E × N, respectively, and such that
almost surely for each t ≥ 0. In particular, for s, u ≥ 0, e ∈ E, j ∈ N we almost surely have
14)
If we replace the assumption that is IF-adapted by the assumption that X is IB-adapted with respect to G, then (6.13) and (6.14) still hold but with each X u− replaced by X u in (6.14).
Proof. Since X is IF-adapted with respect to G, we have
By applying Theorem 6.3 for each addend E
) is equal to (6.5) but with G and G replaced by
By using the càdlàg property of X and applying the dominated convergence theorem pathwise for almost each ω ∈ Ω, we end up with (6.13) and (6.14). Recall here that the measures µ, µ, ν, ν, ρ, ρ are locally finite for almost each ω ∈ Ω.
If X is IB-adapted, then we have
By using the càdlàg property of X and applying the dominated convergence theorem similarly to above, we obtain (6.13) and (6.14) but with X u− replaced by X u .
Simultaneous innovations and deletions
In the previous section we assumed that T i = S j for all i, j ∈ E in case of T i < ∞ and S j < ∞. This assumption can be dropped by using joint infinitesimal compensators for the jump measures µ and µ. In this section we give a brief sketch on how to expand our results from the previous sections to models with simultaneous innovations and deletions.
For the sake of a simple notation, we expand the mark space to E = E ∪ {o} and encode the marks of separate jumps of µ and µ as (e 1 , o) and (o, e 2 ) for e 1 , e 2 ∈ E, whereas the mark of a simultaneous jump is encoded as (e 1 , e 2 ). Let µ be the random measure uniquely defined by
where t ≥ 0, B ∈ E 2 , and i = (i 1 , i 2 ) ∈ N 2 . The measure µ merges the innovations of µ and µ. Let R i := (T i 1 , S i 2 , Z i 1 , Z i 2 ), i ∈ N 2 . Under the convention 0/0 := 0 let 
for any B 1 , B 2 ∈ E, and let ν be zero else. In the same way we define a mapping ρ but with A M u− ,
Analogously to Lemma 5.2 we can show that ν and ρ have unique extensions to random measures on ([0, ∞)× E 2 × N 2 , B([0, ∞))⊗ E 2 ⊗ B(N 2 )). Analogously to Theorem 5.5 we can prove that ν and ρ are the IF-compensator and IB-compensator of µ with respect to G, respectively. More precisely,
for each C ∈ E 2 ×B(N 2 ) and m ∈ N. Similarly to Theorem 5.4 we can verify that t → ν I m ([0, t]×C) is IF-predictable and that t → ρ I m ([0, t] × C) is IB-predictable.
Suppose that X is a bounded càdlàg process that is IF-adapted with respect to G. Similarly to Theorem 6.3 and Theorem 6.4 we can then show that there exists a mapping G(s, t, e, i)(ω) that is jointly measurable in (s, t, e, i, ω), càdlàg in s for each (t, e, j, ω) , and G-adapted in (s, ω) for each (t, e, i) and such that
almost surely for each t ≥ 0. In particular, we almost surely have
G(s, u, (e 1 , e 2 ), i) = E[X u− |σ(G s \ σ( R i )), R i = (u, u, e)] − E[X u− |G s , N u = 0] (7.2) for s, u ≥ 0, e = (e 1 , e 2 ) ∈ E 2 , i = (i 1 , i 2 ) ∈ N 2 , where N t := µ({t} × E 2 × N 2 ). Analogously to Theorem 6.4, equation (7.1) holds also for any bounded càdlàg process X that is IB-adapted with respect to G, but then in (7.2) we have to replace each X u− by X u .
Example 7.1. An important example is the case where T 1 = 0, T i < T i+1 = S i , i ∈ N, i.e. the observations are ordered and at each time t only the last observation is admissible information. Here, G describes a Markov type of information structure, although our jump process model is not necessarily Markovian. This case occurs for example in German health insurance, where the admissible information is reduced to Markov type of information due to legal restrictions, although the empirical data shows non-Markovian patterns, see e.g. Helwich (2008) .
Thiele's equation under information restrictions
Based on Theorem 6.4 we generalize Thiele's equation to situations where information restrictions apply. Suppose that B t describes the aggregated benefit cash flow of a life insurance contract on [0, t], including sojourn benefits with rate b M (t) at time t in case of I M t = 1, M ∈ M, and transition benefits b(t, e, j) in case of (T j , Z j ) = (t, e), j ∈ N, i.e. The mappings b M (t)(ω), M ∈ M, shall be jointly measurable and G-adapted in (t, ω), and b(t, e, j)(ω) shall be jointly measurable in (t, e, j, ω) and G-adapted in (t, ω) for each (e, j). Let m < ∞ be the maximum duration of the insurance contract, i.e. b M (t) and b(t, e, j) are constantly zero for all t > m.
Given a constant interest intensity of r per year, the bounded random variable L t := (t,m] e −r(s−t) dB s describes the discounted future liabilities of the insurer seen from time t. As the bounded càdlàg process L = (L t ) t≥0 is neither adapted to F nor adapted adapted to G, an insurer has to work with the optional projection instead, i.e. the insurer aims to calculate
in case that all observable information is admissible or
in case that information restrictions apply. By applying (6.12) we obtain
where G(t, e, j) =E[L t− |σ(F t− \ σ(R j )), R j = (t, e)] − E[L t |F t− , N t = 0], which conforms to the stochastic Thiele equation in Møller (1993) and to the linear Thiele BSDE (bachward stochastic differentical equation) in Djehiche & Löfdahl (2016) . By applying Theorem 6.4, we can derive an analogous result for the case with information restrictions. for s, t ≥ 0, e ∈ E, j ∈ N.
Proof. Let X t := e −rt L t . This process is IF-adapted with respect to G, which follows from Lemma 8.1 by using the fact that dX s = −e −rs dB s . Now apply Theorem 6.4 in order to calculate an extended martingale representation for X G . Then apply Ito's Lemma on L G t = e rt X G t in order to rewrite the representation for X G to a representation for L G .
The first two integrals in (8.1) are IF-martingales that correspond to the innovations of µ and µ. The third and fourth integral in (8.1) are IB-martingales that describe possible loss of information.
