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Abstract
Several physical problems such as the ‘twin paradox’ in curved
spacetimes have purely geometrical nature and may be reduced to
studying properties of bundles of timelike geodesics. The paper is a
general introduction to systematic investigations of the geodesic struc-
ture of physically relevant spacetimes. The investigations are focussed
on the search of locally and globally maximal timelike geodesics. The
method of dealing with the local problem is in a sense algorithmic
and is based on the geodesic deviation equation. Yet the search for
globally maximal geodesics is non-algorithmic and cannot be treated
analytically by solving a differential equation. Here one must apply
a mixture of methods: spacetime symmetries (we have effectively em-
ployed the spherical symmetry), the use of the comoving coordinates
adapted to the given congruence of timelike geodesics and the conju-
gate points on these geodesics. All these methods have been effectively
applied in both the local and global problems in a number of simple
and important spacetimes and their outcomes have already been pub-
lished in three papers. Our approach shows that even in Schwarzschild
spacetime (as well as in other static spherically symetric ones) one can
find a new unexpected geometrical feature: instead of one there are
three different infinite sets of conjugate points on each stable circu-
lar timelike geodesic curve. Due to problems with solving differential
equations we are dealing solely with radial and circular geodesics.
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1 Introduction
This paper serves as a generic introduction to and a formulation of a sys-
tematic research programme for studying the geodesic structure of a class
(as wide as possible) of curved spacetimes which are physically interesting
and relevant. Actually the present paper had first appeared as an arXiv
preprint (arXiv:1402.3976v1[gr-qc]) and preceded two published papers [1],
[2] containing detailed results on the structure in a few simplest spacetimes.
After publishing these two papers and after some discussions we have real-
ized that some items in the formulation of the programme and first of all, in
the applied methods, should be made more precise. These concern the use of
Gaussian normal geodesic (GNG) coordinate system; we have also found that
our investigation of circular timelike geodesics in Schwarzschild spacetime,
published in our first work initiating the programme, [3], was incomplete.
For these reasons we revise the preprint version. We have endeavoured to
make the paper self–contained and readable, therefore it is written in an ex-
pository style and contains a lot of auxiliary material which may be found
elsewhere. A substantially abridged version of the paper, presenting only the
original results, has been published as [4].
The programme of investigating the geodesic structure of various space-
times has originally been motivated by the famous ‘twin paradox’ (being
obviously a historical misnomer since there is no contradiction at all). The
paradox may be considered on three levels of comprehending: on the lowest
level one merely asks of why there is at all the asymmetry between the twins
and most textbooks on special relativity do not go beyond this question, on
the higher level one tries to explain why the accelerated twin is younger than
the twin staying all the time in one inertial frame and here one invokes the
reverse triangle inequality. Ultimately one may study the paradox in curved
spacetimes and this problem has recently been discussed [5], [6], [7], [8], [9].
It turns out that when the gravitational field is present, then contrary to the
conjecture stated in [9], no general rule is valid concerning of which twin is
younger and one must study each case separately. The problem is of purely
geometrical nature and consists in computing the lengths of various timelike
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curves having common points. Assuming that these curves are worldlines
of a number of twins (or more adequately ‘siblings’) one easily sees that if
the number of worldlines connecting the two given endpoints is unlimited,
then there is no youngest twin because the shortest timelike curve does not
exist —the lower limit of their lengths is zero and it is inaccessible. Yet the
problem: which timelike curve with the given endpoints is the longest one,
is meaningful and directly leads to searching the geodesic structure of the
spacetime and this is why it is worth studying.
According to global Lorentzian geometry we only deal with timelike curves
(though some global theorems also include null geodesics) and we will not
mark it each time. The problem of maximally long curves actually consists of
two separate problems: local and global. In the local version of the problem
one considers a bunch of infinitesimally close timelike curves emanating from
the given initial point p and intersecting at the endpoint q. If the bunch con-
tains a timelike geodesic denoted by γ, this geodesic is the longest curve in
the bunch provided the segment pq of γ does not contain a point conjugate
to p. Here the key notion is that of conjugate points and in paper [3] we
present four propositions relevant to the problem, taken from two advanced
textbooks [10], [11]. Applying them one finds the locally longest timelike
curve between the given endpoints, i.e. in the bunch of neighbouring timelike
curves.
The global problem consists in searching for the longest curve in the whole
space of all timelike curves with common endpoints. If a geodesic γ is locally
the longest, it needs not be globally the longest one since there may exist
a timelike curve σ which beyond the common endpoints is far from γ and
longer than it. A timelike geodesic γ is globally maximal on a segment pq if
the segment does not contain a future cut point of p.
The conclusion one draws from the brief summary given in Section 3 of the
global Lorentzian geometry concerning the maximal length curves is that
the current knowledge of the subject provides no analytic tools to establish
if the given (geodesic) curve is globally maximal or to find out the maximal
geodesic emanating from the given point. This is clearly the direct conse-
quence of the nonlocal nature of the maximal curve: one cannot use a local
tool, such as a differential equation, to identify it. Only in spacetimes with
some high symmetries one can directly apply a global theorem to recognize
the cut points (or their absence) and identify the maximal curves. In most
cases one must take into account all geodesics with the given endpoints.
For this reason we mainly deal with a more tractable problem of finding out
locally maximal curves since there is a well developed analytic method of
searching them applying Jacobi vector fields and conjugate points on time-
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like geodesics. In some cases, which are presented in detail below, we indicate
which segments of special timelike geodesics are globally maximal.
The general question concerning Jacobi fields and cut points was put for-
ward by Steven Harris: ‘What are the conditions on the various ingredients
that go to make up a static spacetime, that guarantee the existence (or ab-
sence) of conjugate points along timelike geodesics?’1. Our results up to now,
based on a number of special spacetimes, apparently do not indicate that a
general and unique answer to this question does exist. Even in the class of
static spherically symmetric (SSS) spacetimes we find diverse properties and
a general rule remains elusive. This may be decided only after the research
programme is completed by investigations of a sufficiently large number of
diverse spacetimes. (This does not suggest that the programme will last in-
finitely long.)
We emphasize that in the search for locally maximal worldlines one must
solve the geodesic deviation equation (GDE) and to this end one must know
an explicit parametric representation of the given geodesic, xα = xα(τ),
α = 0, 1, 2, 3, where τ is a scalar parameter, possibly in terms of elementary
functions and this occurs rather exceptionally. Complete sets of analytic
solutions to the gedesic equation are known in very few spacetimes, e.g. for
Schwarzschild metric [12], [13] and only recently these solutions were found in
Schwarzschild–(anti)–de Sitter spacetimes [14], [15] (and references therein).
It is not explicitly stated in these papers, nevertheless one concludes from
them that at least in the case of Schwarzschild metric the timelike geodesics
(both the bound and unbound orbits) may be given in the parametric form
with xα(τ) being known transcendental functions. The radial and circular
geodesics (also in a general static spherically symmetric spacetime) are ex-
ceptional in that the parametric description is in terms of simple elementary
functions. Besides these two special cases the geodesic deviation equation is
either intractable or so difficult that it is reasonable to first learn about the
geodesic structure of a wide class of spacetimes by investigating the radial
and circular geodesics and only after that to attempt to deal with generic
geodesic curves. We also notice that the problem for general geodesics is
more tractable in the very special class of ultrastatic spherically symmetric
spacetimes and in [2] we discussed the general formalism in this case and
presented one example. We shall come back to these spacetimes in a forth-
coming paper. In this work we focus our attention on radial and circular
geodesics in general SSS spacetimes.
The paper is organized as follows. In section 2 we present the analytic
1Presented in a private communication to L.M.S.
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method for determining of which segments of the given geodesic are locally
maximal: the GDE for Jacobi vector fields is recasted in the form of three
ordinary equations for the three Jacobi scalars together with their first inte-
grals generated by Killing vectors. The following two sections are devoted to
the global problem. Section 3 contains six theorems in global Lorentzian ge-
ometry which are relevant in the search for globally maximal timelike curves,
quoted from the fundamental monograph [16]. Our experience shows that
this subject is rather little known in the community of relativists. We do not
directly employ all the theorems in our present calculations, rather we quote
some of them just to give the ‘flavour’ of what is expected and what may be
effectively done in the global problem. And we expect that these theorems
will be useful in our future work. In section 4 we apply the fact that it is easy
to show that if the given geodesic may be presented in the Gaussian normal
geodesic (GNG) coordinates as a line of the coordinate time (spatial coor-
dinates along it are constant), then the segment of the geodesic which lies
in the coordinate domain is globally maximal (provided the chart domain
is sufficiently large); this makes the GNG coordinates a useful tool in the
search for these segments. These coordinates exist in any spacetime, how-
ever in most cases it is rather hard to find out the transformation from the
coordinate system in which the metric is given to the GNG coordinates that
are adapted to the given geodesic. The transformation may be effectively
found in static spherically symmetric (SSS) spacetimes for radial geodesics
(which do exist in these manifolds) and in section 4 we derive it and find
the domain of the GNG chart for a number of metrics. In sections 5 and
6 we return to the local problem. The equations for the Jacobi scalars on
the radial geodesics in SSS spacetimes are studied in section 5. Section 6 is
devoted to Jacobi fields and conjugate points on circular geodesics in these
spacetimes. Our approach allows one to find two new infinite sets of conju-
gate points on stable timelike circular geodesics. In a generic SSS spacetime
timelike circular and radial geodesics are geometrically different, whereas in
de Sitter and anti–de Sitter spaces their difference vanishes. Brief conclusions
are contained in section 7.
For concreteness and as a trace of the original twin paradox, we assume
that a circular geodesic is followed by the twin B and the radial one is a
worldline of the twin C. When considering circular geodesics in static spher-
ically symmetric spacetimes we shall also introduce the static nongeodesic
twin A which appeared in the previous papers.
5
2 Locally maximal timelike curves: Jacobi
fields and conjugate points
A timelike curve connecting points p and q is locally maximal in a set of
nearby curves if it is a geodesic and if there are no conjugate points to p on
its segment pq. The conjugate points are determined by zeros of any Jacobi
vector field on the geodesic. All the necessary propositions concerning the ex-
istence and properties of the conjugate points are contained in the books [10]
and [11] and are briefly summarized in [3].
We recall that a Jacobi field on a given timelike geodesic γ with a unit
tangent vector field uα(s) is any vector field Zµ(s) being a solution of the
geodesic deviation equation on γ,
D2
ds2
Zµ = Rµαβγ u
α uβ Zγ , (1)
which is orthogonal to the geodesic, Zµ uµ = 0. Geometrically Z
µ is a
connecting vector joining γ to an infinitesimally close geodesic γε given
by x¯µ(s, ε) = xµ(s) + εZµ(s), where xµ(s) are coordinates of points of γ
and |ε| ≪ 1. The GDE is derived in the linear approximation in ε. If
Zµ(0) = 0 = Zµ(s0) for s0 6= 0 and Zµ does not vanish identically, then
it is said that γε intersects γ at points γ(0) and γ(s0). Actually γε needs
not to intersect γ at γ(s0) and Z
µ(s0) = 0 means that for s = s0 the two
geodesics are close of order higher than ε. A geodesic nearby to the given γ
for not very small ε may be determined by expanding the difference between
its coordinates and the coordinates of γ in a series of deviations,
x¯µ(s, ε) = xµ(s) + εZµ(s) +
1
2!
δ2xµ(s) + . . .+
1
n!
δnxµ(s) + . . . ,
where the n−th deviation δnxµ is of order εn and for n > 1 it is not a vector.
Using this expansion analytic expressions for perturbed circular geodesics
(geodesics close to a circular one) in Schwarzschild and Kerr spacetimes were
found [17], [18]. Yet in the search for locally maximal curves the equation (1)
derived in the lowest approximation and the conjugate points determined by
its solutions are fully sufficient. (It is also worth noticing that this equation
also describes in a similar way the motion of nearby free test particles in
spacetimes of any dimension D > 4 [19].) Due to the presence of the second
absolute derivative D2/ds2 the GDE is very complicated and one can simplify
it by removing this derivative and replacing it by the ordinary ones. To this
end one expands Zµ in a basis consisting of three spacelike orthonormal vector
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fields ea
µ(s), a = 1, 2, 3 on γ, which are orthogonal to γ and are parallelly
transported along the geodesic, i.e.
ea
µ ebµ = −δab, eaµ uµ = 0, D
ds
ea
µ = 0. (2)
(Since we are dealing with timelike curves it is convenient to apply the metric
signature +−−−.) Then Zµ = ∑a Zaeaµ and the covariant vector equation
(1) is reduced to three scalar second order ODEs for the scalar functions2
Za(s) (Jacobi scalars),
d2
ds2
Za = −eaµRµαβγ uα uβ
3∑
b=1
Zb eb
γ. (3)
A general Jacobi field depends on 6 integration constants appearing as a re-
sult of solving (3).
Any Killing vector field Kµ of the spacetime generates a first integral of
eq. (1) of the form [20]
Kµ
D
ds
Zµ − Zµ D
ds
Kµ = const. (4)
One verifies by a direct calculation that the function on the LHS of (4) is
constant along the given geodesic. The integral of motion may be recast in
terms of the scalars Za. To this end one introduces a spacetime tetrad eA
µ,
A = 0, 1, 2, 3, along γ consisting of the spacelike vectors ea
µ(s) supplemented
by e0
µ ≡ uµ. The tetrad is orthonormal,
eA
µ eBµ = ηAB = diag(1,−1,−1,−1) (5)
and parallelly transported along γ. Expanding Zµ and Kµ =
∑3
A=0KA eA
µ
in the tetrad and inserting them into (4) one gets
3∑
a=1
(
Za
dKa
ds
− dZa
ds
Ka
)
= const, (6)
where Ka = −Kµ eaµ. If the spacetime admits n linearly independent Killing
vector fields one gets n integrals of motion (6). In some cases we find that
some of these integrals generated by independent Killing vectors turn out to
be dependent. In general, besides few simple spacetimes, such as the maxi-
mally symmetric ones, the first integrals (6) are essential in solving equations
2The vector index of a Jacobi vector field will always be written as a superscript and
the number of the Jacobi scalar — as a subscript.
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(3).
There are two approaches to finding the Jacobi vector fields. Baz˙an´ski
[21] gave a generic algorithm for solving the geodesic deviation equation in
cases where one knows a complete integral of the Hamilton-Jacobi equation
for timelike geodesics. In a subsequent work [22] the formalism was applied
in Schwarzschild spacetime. This case shows that this beautiful formalism
is of restricted practical use: it does not apply to circular geodesics. If one
wishes to apply the algorithm to a particular type of geodesic lines, e.g. radial
ones, it is necessary to first find the general solution of the geodesic devia-
tion equation and then carefully take appropriate limits in it to this type,
what makes the procedure rather cumbersome. Furthermore, at least in the
Schwarzschild metric, the algorithm works in the case of radial geodesics only
for worldlines escaping to the spatial infinity, what excludes finite geodesics,
such as worldlines considered in the twin paradox [3]. This is why our ap-
proach is closer to that of Fuchs, who directly solved the geodesic deviation
equation in static spherically symmetric spacetimes [23]. A general formula
for the Jacobi field is given in his work in terms of four integrals of expres-
sions made up of Killing vectors and constants of motion they generate. It is
our experience that employing this formula is not considerably simpler than
solving the equation for radial geodesics from the very beginning. Also the
Fuchs’ formula does not apply to the circular geodesics and this case must
be dealt with separately [24]. We therefore have not employed the Fuchs’
integral solutions and solve the GDE independently in each case under study.
To summarize, the procedure is as follows.
— Choose an interesting spacetime with some isometries (Killing vectors).
— Choose a geometrically interesting (and possibly simple, e.g. radial or
circular) timelike geodesic γ explicitly given, xα = xα(τ), where τ is a scalar
parameter. In SSS spacetimes τ is the arc length s for circular geodesics,
whereas τ is different from s on radial curves.
— Choose the spacelike triad ea
µ(s) on γ with the properties (2). It is clear
that the triad is not uniquely determined by eqs. (2) and should be properly
chosen as to render the equations (3) as simple as possible.
— Solve the GDE (3) applying the first integrals and find a generic solution
Za(τ). If τ 6= s one must appropriately transform the LHS of (3).
— Consider all possible special solutions with Za(0) = 0 and seek for their
zeros, Za(τ0) = 0 for τ0 > 0.
Then the geodesic γ with xα = xα(τ) is uniquely locally maximal on the
segment 0 ≤ τ < τ0 and is non–uniquely locally maximal on the segment
0 ≤ τ ≤ τ0. If τ1 > τ0, then there is a timelike curve (not necessarily
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geodesic) joining the points γ(0) and γ(τ1) which is longer than γ.
This is an algorithmic and effective procedure for checking whether the given
geodesic is the unique locally longest curve between its fixed endpoints. We
emphasize that the procedure is algorithmic in the sense that one has to
do a finite number of definite steps culminating with solving GDE and it is
effective providing that one is capable to solve the concrete GDE. Clearly
solving this equation is not an algorithmic process and limitations in finding
out the solution are the main obstacle in determining locally maximal curves.
3 Global versus local
Some confusion might have arised due to the fact that the Proposition 4.5.8
in [10] actually deals with timelike geodesics which attain a local maximum
of length while we have quoted it as Proposition 2 in [3] in a version sug-
gesting that it establishes a necessary and sufficient condition for the global
maximum of length. In consequence what has been shown there is that the
radial timelike geodesic in Schwarzschild spacetime is locally maximal, while
that it is globally maximal is proved in the present work in section 4.
The difference between the global and local maximum of length of a time-
like curve is essential both conceptually and in practice, i.e. in our ability
to computationally establish a maximal curve. We recall that propositions
4.4.2 and 4.5.8 in [10] establish under what conditions conjugate points exist
on a geodesic (provided it can be sufficiently extended) and that a geodesic
segment free of conjugate points is locally the longest one.
Yet the case of globally maximal length is quite different. Here one takes
into account all timelike curves connecting p and q in the spacetime (ac-
tually the rigorous definitions and theorems require to take all the future
directed nonspacelike curves from p to q; for our purposes it is usually suf-
ficient to include only future directed timelike curves). Let Ωp,q denote the
path space of all future directed timelike piecewise smooth curves between p
and q; each curve λ has then the well defined length s(λ) > 0. Here the key
notion is that of Lorentzian distance function d(p, q) of any two points. It is
defined as follows ([16], Chap. 4). If q does not lie in the causal future J+(p)
of p, then d(p, q) = 0 and if q is in J+(p), then d(p, q) ≡ sup{s(λ) : λ ∈ Ωp,q}.
The distance is nonzero, d(p, q) > 0, if and only if q is in the chronological
future I+(p) of p. The distance function is nonsymmetric, d(p, q) 6= d(q, p)
and if 0 < d(p, q) < ∞, then d(q, p) = 0; in some spacetimes, e.g. Reissner-
Nordstro¨m one, there are points such that d(p, q) =∞ and in totally vicious
spacetimes there is d(p, p) = ∞ for all p. The curve λ ∈ Ωp,q is said to
be globally maximal (or shortly maximal) if it is the longest one in the set
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Ωp,q, i.e. if s(λ) = d(p, q). The maximal curve (usually non unique) is al-
ways a timelike geodesic (Theorem 4.13 of [16]). The definition does not
imply that in an arbitrary spacetime the maximal geodesic does exist be-
tween any chronologically related points, as the counterexample of anti–de
Sitter spacetime shows. Yet in globally hyperbolic spacetimes for any pair
of chronologically related points p and q (p ≺≺ q) there is a maximal future
directed geodesic segment γ ∈ Ωp,q with s(γ) = d(p, q) (Theorem 6.1 in [16]);
usually it is not unique.
If a timelike geodesic is complete (it is defined for all real values of the
canonical length parameter, −∞ < s < +∞), it usually is not maximal
beyond some segment from p to q. A Riemannian example: a great circle arc
on a sphere emanating from the north pole is maximal (in this case ‘maximal’
means ‘globally the shortest’) on the half-circle up to the south pole since
points on the arc lying beyond this segment may be connected to the north
pole by a shorter geodesic. This gives rise to the notion of the cut point
on a geodesic. Let γ : [0, a) → M be a future directed, future inextendible,
timelike geodesic parameterized by its proper length s in a spacetime (M, g).
Set
s0 ≡ sup{s ∈ [0, a) : d(γ(0), γ(s)) = s}.
If 0 < s0 < a, then γ(s0) is said to be the future timelike cut point of γ(0)
along γ. For all 0 < s < s0 the geodesic γ is the unique globally maximal
timelike curve from γ(0) to γ(s) and is globally maximal (not necessarily
unique) on the segment from γ(0) to γ(s0), while for s1 > s0 there exists a
future directed timelike curve σ from γ(0) to γ(s1) with s(σ) > s(γ). In other
terms s0 is the length of the longest maximal segment of the given geodesic
(for a fixed initial point).
Theorem 1 (Theorem 9.10 in [16]) A timelike geodesic is not maxi-
mal beyond the first conjugate point, or equivalently: the future cut point of
p = γ(0) along γ comes no later than the first future conjugate point to p.
A closer connection between conjugate and cut points is revealed in
Theorem 2 (Theorem 9.12 in [16]) Let (M, g) be globally hyperbolic. If
q = γ(s0) is the future cut point of p = γ(0) along the timelike geodesic γ
from p to q, then either one or possibly both of the following hold:
i) the point q is the first future conjugate point to p;
ii) there exist at least two future directed maximal timelike geodesic segments
from p to q.
Now consider the set of all future directed timelike geodesics emanating
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from any point p. In general each of them has the cut point. The future
timelike cut locus C+t (p) of p in (M, g) is defined to be the set of cut points
along all future directed timelike geodesic segments issuing from p.
One may ask whether the cut locus contains a point q which is the closest
one to p, i.e. d(p, q) ≤ d(p, r) for all r ∈ C+t (p). It turns out that
Theorem 3 (Theorem 9.24 in [16]) If a point p in a globally hyperbolic
spacetime has a closest cut point q, then q must be a point conjugate to p on
a geodesic.
In a noncompact complete Riemannian manifold at each point there is a
direction (a tangent vector) such that the geodesic emanating from this point
in this direction has no cut points. Something analogous occurs in specific
spacetimes.
Theorem 4 (Theorem 9.23 in [16]) i) In a strongly causal (M, g) at each
point there is a future directed nonspacelike direction such that the geodesic
issuing in this direction has no cut point.
ii) In a globally hyperbolic spacetime given any point p, there is no farthest
nonspacelike cut point of p.
Some Riemannian manifolds are distinguished by satisfying the topo-
logical condition of being simply connected. For Lorentzian manifolds one
introduces an analogous notion of a spacetime being future one-connected if
for all pairs of chronologically related points, p ≺≺ q, any two future directed
timelike curves from p to q are homotopic through smooth future directed
timelike curves with fixed endpoints p and q. An example (R. Geroch, quoted
in [16]3) shows that the topological simple connectedness does not imply that
the spacetime is one-connected.
Finally one deals with properties of Jacobi vector fields on a geodesic. Let
Jt(γ) denote the vector space of smooth Jacobi vector fields Z
µ(s) along the
timelike geodesic γ : [a, b]→ M with Zµ(a) = Zµ(t) = 0 for some a < t ≤ b.
Then the order of the conjugate point γ(t) to p on the timelike geodesic γ
with γ(a) = p is defined as dimJt(γ). Applying these two notions two theo-
rems were proved.
Theorem 5 (Theorem 10.30 in [16]) Let (M, g) be future one-connected
and globally hyperbolic. Suppose that for some p in M the first future con-
jugate point on every timelike geodesic emanating from p is of order two or
greater. Then the future timelike cut locus of p and the locus of first fu-
ture timelike conjugate points to p coincide. Equivalently: all future timelike
3It is hard to find the original reference.
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geodesics from p are maximal up to the first future conjugate point.
Theorem 6 (Theorem 11.16 in [16]) Let (M, g) be a future one-connected
globally hyperbolic spacetime with no future nonspacelike conjugate points.
Then given any p, q ∈ M with p ≺≺ q, there is exactly one future directed
timelike geodesic from p to q (and is clearly maximal).
These six theorems express our basic current knowledge about maximal
timelike geodesics in various spacetimes. These are mathematical ‘existence
theorems’ stating the presence of some global properties if some global condi-
tions are satisfied. They are not ‘constructive’ in the sense that they do not
indicate a computationally effective procedure for obtaining the interesting
object, as is seen in the two most important cases. Firstly, given two chrono-
logically related points p and q, one may indicate a geodesic connecting them
and its segment is maximal if and only if the cut point of p is at q or farther.
However, the location of the cut point cannot be found by investigating solely
this geodesic. One then may find by geometrical and/or physical arguments
a number or a continuous narrow class of geodesics joining p and q and by the
direct computation get the longest curve (one or more), that free of conjugate
points on the segment. In this way one determines the locally longest curve
and nothing more, even if the set under consideration contains curves distant
from this one. In fact, the absence of conjugate points on the locally longest
segment does not imply that it does not contain cut points and the distant
curves belonging to the set may not include the maximal geodesic. There is
no general way out of the problem and in the search for the maximal curve
from p to q one must deal with the whole space Ωp,q and the space cannot
be examined in a finite number of steps.
Secondly, given point p, one may ask of which timelike geodesic emanating
from p contains the longest maximal segment, i.e. which cut point q ∈ C+t (p)
is farthest from p. In an arbitrary spacetime in this problem again there is
no shortcut and one must study all geodesics emanating from the point.
In conclusion, the difficulty lies in that there is no analytic tool, such as a
differential equation, allowing one to find the cut point on the given geodesic
in a finite number of steps and this is due to the very nonlocal nature of the
notion. Quite the opposite, one should first study all geodesics in the space
Ωp,q, compute their lengths, find points where they intersect and in this way
determine their cut points. Then Theorems 2 and 6 in the first problem and
Theorems 3, 4 and 5 in the second problem (given the initial point) will turn
out to be a compact and geometrically elegant description of the results of
all the computations. Without this huge work being done, the theorems are
practically useless for any quantitative problem, e.g. the twin paradox.
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If one restricts the research to spacetimes which not only are both glob-
ally hyperbolic and future one-connected, but also have some high isometries,
the problem of globally maximal worldlines is no more hopeless. Our experi-
ence up to now shows that spherical symmetry is useful. Another approach
is based on the use of the Gaussian normal geodesic coordinates wherein
timelike geodesics may be expressed in a very simple form. By joining the
spherical symmetry to the use of the GNG coordinates one gets an effective
tool in the research.
4 Maximal segments of radial timelike geodesics
in comoving coordinates in static spheri-
cally symmetric spacetimes
The comoving, i.e. Gaussian normal geodesic (GNG) coordinates allow one
to easily establish that some segments of some timelike geodesics are globally
maximal. Consider a congruence of timelike geodesics which are orthogonal
to a spacelike hypersurface in a spacetime. These curves may be interpreted
as worldlines of freely falling point particles; the particles may be either test
ones in an external gravitational field or may be forming a self–gravitating
dust. The swarm of the particles determines their own rest frame — the
comoving frame. In this frame the particles’ worldlines coincide with the
coordinate time lines. In fact, the metric is
ds2 = dτ 2 + gij(τ, x
k) dxi dxj , (7)
where gij is the negative definite 3−metric of the spacelike hypersurfaces
x0 ≡ τ = const and τ is the time coordinate. The congruence of timelike
geodesics which are orthogonal to these hypersurfaces is given by xi = const
and their velocities, i.e. the tangent vector field, are uα = dxα/dτ = δα0 ,
hence uα = δ
0
α = ∂ατ . Denote by D the GNG chart domain. The extent
of the domain is crucial for our purpose since, as it is shown below, it is
rather obvious that some segments of the congruence geodesics lying in D
are globally maximal. As the GNG coordinates may be introduced in any
spacetime and for any hypersurface orthogonal timelike geodesic congruence,
one gets a universal tool for determining maximal segments in this class of
geodesic curves. (Clearly the method works only for hypersurface orthogonal
congruences and cannot be applied to a single geodesic.) The method is in-
teresting if it provides sufficiently large segments which are globally maximal.
Let a segment of the future directed geodesic γ belonging to the congruence,
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which lies in the chart domain D, be parameterized by the time τ in the
interval (τ1, τ2). Clearly the length of the segment is s(γ) =
∫
ds = τ2 − τ1.
Assume that the domain D is so large that any timelike future directed curve
σ joining points γ(τ1) and γ(τ2) lies in D. Let σ also be parameterized by τ ,
yα = yα(τ), then its length is
s(σ) = s(σ, τ1, τ2) =
∫ τ2
τ1
ds =
∫ τ2
τ1
[
1 + gij(τ, y
k)
dyi
dτ
dyj
dτ
]1/2
dτ < τ2 − τ1,
(8)
since gijdy
i/dτ dyj/dτ < 0 along σ if the curve is different from γ.
The GNG chart domain depends both on the metric and the congruence. De-
pending on the initial spacelike hypersurface, the geodesic lines of the time
eventually cross and develop coordinate singularities, therefore apart from
exceptional cases the comoving coordinates cannot cover the whole space-
time. Yet from the proof above it is clear that one is interested in using the
domain D which is the largest possible part of the manifold. This means
that the congruence must be carefully chosen since for most congruences the
globally maximal segments are uninterestingly small (it is obvious that for
any two sufficiently close points on any geodesic, the segment between them
is globally maximal). This imposes severe limitations on the applicability
of the method. Another restriction arises from the fact that the spacetime
metric is usually given in the coordinates that exhibit geometrical prop-
erties (isometries) of the manifold. For the chosen hypersurface orthogonal
geodesic congruence one must find the transformation from these coordinates
(the ,,standard” ones) to the GNG ones which are adapted to the congruence.
Usually finding out the transformation is not easy. Then one determines the
domain D either directly from the transformation or by determining possible
coordinate singularities of the analytically extended metric in the comoving
system.
In this work we consider static spherically symmetric spacetimes; in these
manifolds timelike radial and circular (if exist) geodesics (they are defined
in the coordinate system adapted to this symmetry) are singled out by their
simplicity and physical relevance. That the radial geodesics form a congru-
ence orthogonal to the constant time hypersurfaces is physically obvious and
may be verified by a direct calculation. In this section we show that one can
effectively determine the transformation law from the standard coordinates
in these spacetimes to the GNG ones adapted to the radial congruence, then
one can determine the GNG domain and ultimately the extent of the geodesic
segments. The case of circular geodesics is more complicated and it turns
out that it is more practical to determine first their locally longest segments:
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there are three infinite sequences of conjugate points showing (from Theorem
1) that globally maximal segments are rather short (see section 6).
The metric of any SSS spacetime in the standard coordinates (t, r, θ, φ)
is (c = 1)
ds2 = eν(r)dt2 − eλ(r)dr2 − F 2(r)(dθ2 + sin2 θ dφ2), (9)
where t ∈ (−∞,∞), functions ν and λ are real for r ∈ (rm, rM) and t and
r have dimension of length; we assume rm ≥ 0. ν(r) and λ(r) are given
functions and F (r) = r for a generic SSS metric and F (r) = const = a
for Bertotti–Robinson spacetime. The timelike Killing vector is Kα = κδα0
and κ = const is a normalization factor (chosen either at r = 0 or at spatial
infinity) depending on the spacetime. Let a timelike geodesic be the worldline
of a particle of mass m, then the integral of energy per unit rest mass of the
particle is k ≡ E/(mc2) > 0 and is dimensionless and one finds
t˙ ≡ dt
ds
=
k
κ
e−ν . (10)
We construct the comoving system by generalizing to any SSS spacetime the
method applied to Schwarzschild metric [25] (Lemaˆıtre coordinates). First
one chooses a constant A > 0 which depends on the specific metric, then the
method applies in the interval (r1, r2) ⊂ (rm, rM) such that eν(r) ≤ A2 <∞.
The transformation to the comoving coordinates (x′µ) = (τ, R, θ, φ) is
τ = t+
∫
e−ν f(r) dr, R = t +
∫
eλ
dr
f(r)
, (11)
where f(r) is a disposable function. The metric takes the form
ds2 = eν(1− e−ν−λf 2)−1dτ 2 − e−λf 2(1− e−ν−λf 2)−1dR2 − F 2(r)dΩ2, (12)
where as usual dΩ2 = dθ2+sin2 θ dφ2. The coordinates τ and R are comoving
if g′00 = const ≡ C2 > 0 and g′11 < 0. By solving the equation g′00 = C2 one
gets that f must be
f 2(r) = eν+λ
(
1− e
ν
C2
)
≥ 0. (13)
In the interval (r1, r2) the simplest choice is C = A and for it one gets
g′11 = −(A2 − eν) ≤ 0 ensuring that R is a spatial coordinate. Finally
one makes a linear transformation of time, τ = τ ′/A and denoting the new
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coordinate again by τ one gets the explicit form of the transformation from
the standard coordinates to the comoving ones,
τ = At +
∫
[eλ−ν(A2 − eν)]1/2 dr, (14)
R = t+ A
∫
[eλ−ν(A2 − eν)−1]1/2dr. (15)
In the comoving coordinates the SSS metric is
ds2 = dτ 2 − (A2 − eν)dR2 − F 2(r)dΩ2, (16)
where eν(r) ≤ A2. The metric does not explicitly depend on λ(r) since
this function has been absorbed in the transformation; however the metric
depends on λ implicitly and explicitly on the time τ—via the inverse trans-
formation r = r(τ, R). The latter arises from the following difference:
AR − τ =
∫
e
1
2
(ν+λ)(A2 − eν)−1/2 dr ≡ W (r, A) (17)
and this means that r is a function of AR − τ . The function W may be
either positive or negative. The transformation (14) and (15) is mathemati-
cally correct if it is reversible and this requires that W be monotonic. (The
time t may be easily recovered from τ and R when the function r = r(τ, R)
is known.) W (r, A¯) is monotonic in some interval (r1W , r2W ) ⊂ (r1, r2) with
A¯ = sup{eν(r), r ∈ (r1W , r2W )} and varies from W1 to W2 in it. This implies
that τ and R vary in the strip W1 ≤ A¯R − τ ≤ W2. One concludes that in
the given SSS spacetime the transformation to the comoving coordinates is
valid in the interval r1W < r < r2W , which in general is smaller than (r1, r2).
Yet the metric (16) may be analytically extended to a larger domain with
boundaries on which coordinate singularities develop.
Notice that the transformations (14) and (15) make sense only if ν(r) is
not identically zero (or a constant). In ultrastatic spherically symmetric
spacetimes one has ν(r) ≡ 0 and the coordinates (t, r, θ, φ) are already the
comoving ones, then A = 1 and (14) is reduced to τ = t whereas (15) be-
comes meaningless.
Below we give four examples of the function W , its reverse and the maxi-
mal analytic extension of (16) in the GNG coordinates. Clearly the first two
examples merely show of how the method works in the simplest cases.
1. De Sitter space. In the standard static coordinates covering one half of
the manifold up to the event horizon, one has
eν = 1−H2r2 = e−λ, (18)
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with 0 < r < 1/H . Since eν ≤ 1, hence A = 1 and W (r, 1) = 1
H
ln(Hr) and
W is monotonically growing from −∞ to 0 in the entire interval. Its reverse
is r = (1/H) exp[H(R− τ)] and the domain of the transformation coincides
with that of the standard coordinates, implying that the comoving ones are
valid for all τ > R. The metric is then
ds2 = dτ 2 − e2H(R−τ)(dR2 + 1
H2
dΩ2) (19)
and since g11 = −(Hr)2 in it, the domain of the GNG chart may be extended
to the entire (τ, R) plane, i.e. also for Hr > 1; this extension is useless. How-
ever applying the method in this case is impractical: usually the metric of dS
space is given in other comoving coordinates which cover the whole manifold
and, as is shown in [1], neither timelike nor null geodesics contain conjugate
points and one concludes from Theorem 11.16 in [16] (cited here as Theo-
rem 6) that each timelike geodesic (radial or not) is globally maximal between
its endpoints.
2. Anti–de Sitter space. Actually we consider the covering anti–de Sitter
(CAdS) space with the standard coordinates for the complete manifold with
eν =
1
a2
(r2 + a2) = e−λ, (20)
−∞ < t < ∞ and 0 ≤ r < ∞. eν grows monotonically from 1 to ∞ and
we choose A arbitrarily large. W (r) = a arcsin(r/α), where α2 = a2(A2− 1),
and is monotonic for 0 ≤ r/α ≤ 1. From eν ≤ A2 one gets the maximal
value of r equal r2 = a
√
A2 − 1 = α and the condition r2W/α ≤ 1 yields
r2W = r2 = α. Then r = α sin[(AR− τ)/a] and the metric reads
ds2 = dτ 2 − (A2 − 1)
[
cos2
(
AR− τ
a
)
dR2 + a2 sin2
(
AR − τ
a
)
dΩ2
]
. (21)
The transformation is valid for 0 ≤ r ≤ α and maps this interval onto the
strip 0 ≤ AR − τ ≤ pia/2. Its boundary lines are coordinate singularities
of the metric (21) and the strip cannot be extended. Any timelike radial
geodesic line R = R0, intersects this strip at points τ1 = AR0 − pia/2 and
τ2 = AR0, hence the segment of the curve belonging to the coordinate domain
has the length ∆τ = τ2 − τ1 = pia/2. Again applying the general method to
this spacetime is unnecessary: other, more convenient comoving coordinates
are well known and they show that all timelike radial geodesics emanating
from one point reconverge at a point ∆s = pia away ([10], par. 5.2). In [1] we
show that the circular and all radial (which cross r = 0) geodesics emanating
from a point do meet again at a distance ∆s = pia and this intersection point
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is their common future cut point.
3. Reissner–Nordstro¨m black hole, M2 > Q2,
eν = 1− 2M
r
+
Q2
r2
= e−λ, (22)
here r ∈ (r+,∞) with r+ = M +
√
M2 −Q2. We do not consider the
maximally extended spacetime and assume the existence of only one exterior
asymptotically flat region. One assumes A = 1 since outside the outer event
horizon 0 < eν < 1, then
W (r, 1) =
2
3
(2M)−1/2
√
r − Q
2
2M
(
r +
Q2
M
)
. (23)
W > 0 and is monotonically increasing to infinity for r → ∞, yet it cannot
be effectively reversed since one should solve an algebraic cubic equation.
For a given timelike radial geodesic R = R0 = const the proper time varies
from τ = −∞ to τ = R0 −W (r+), where
W (r+) =
r+
3M
(
r+ +
Q2
M
)
.
The domain of the comoving coordinates is the same as that of the standard
ones, i.e. r+ < r < ∞. The timelike radial geodesics R = R0 are maximal
outside the outer event horizon r = r+. Clearly the same holds for these
curves in Schwarzschild spacetime.
4. Kottler (Schwarzschild–de Sitter) black hole for Λ > 0,
eν = 1− 2M
r
− Λ
3
r2 = e−λ. (24)
The spacetime is static in some interval 0 < rm < r < rM if e
ν > 0 there
and this is possible if and only if 9M2Λ < 1. Then eν = 0 has two different
positive roots given implicitly by
(rm, rM) =
1√
Λ
(
cosα/3∓
√
3 sinα/3
)
, (25)
where cosα ≡ 3M√Λ < 1, what implies 0 < α/3 < pi/6. eν has maximum
for r = re = (3M/Λ)
1/3, hence one should separately study the resulting two
intervals.
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i) r ∈ (rm, re), where eν monotonically grows. One assumes A2 ≡ eν(re) =
1− (9M2Λ)1/3 > 0. Setting x ≡ r/re one finds
(
Λ
3
)1/2
W =
1√
3
ln
[
1
|1− x|(2x+ 1−
√
3
√
x(x+ 2))
]
+ln[x+1+
√
x(x+ 2)],
(26)
where rm/re < x < 1. In this interval W monotonically decreases from
W (rm/re) to −∞ for r = re. Along the radial geodesic R = R0 the proper
time grows from AR0 −W (rm/re) to τ = +∞.
ii) r ∈ (re, rM) and eν decreases from A2 to 0. As previously x ≡ r/re, now
1 ≤ x < rM/re and W (x) is again given in (26) with |1 − x| = x − 1. W
monotonically grows from −∞ to W (rM/re) and radial geodesics R = R0
extend from τ = AR0 −W (rM/re) to τ = +∞.
The functionW = AR−τ should be separately inverted to r =W−1(AR−τ)
in (rm, re) and in (re, rM), therefore actually there exist two different and
non–overlapping Gaussian normal geodesic charts for the spacetime in the
interval rm < r < rM . The equation (26) cannot be effectively solved with
respect to x.
5 Jacobi fields on timelike radial geodesics in
static spherically symmetric spacetimes
The method of the comoving coordinates applies only to radial geodesics,
furthermore the domain of these coordinates is usually smaller than that of
the standard spherical ones. The case of the covering anti–de Sitter space
(the standard time coordinate varies from −∞ to +∞) shows that the radial
geodesics contain conjugate and cut points [1]. We are therefore interested
here in locally maximal curves and in SSS spacetimes we consider two classes
of distinguished geodesics: radial and circular ones. In this section we derive
the geodesic deviation equation for the timelike radial geodesics; the detailed
form of the equation (and in consequence, the Jacobi vector field) depends
on the spacetime under consideration. We begin with deriving the equations
describing any timelike geodesic. We assume the metric (9) with F (r) = r
and postpone discussing the case F (r) = const = a to the next section and
recall that the special case of Bertotti–Robinson spacetime has already been
studied separately [1].
The coordinates are so chosen that a timelike geodesic lies in the two–surface
θ = pi/2, moreover there are two integrals of motion. These are the integrals
of energy k and of angular momentum. The rotational Killing field ∂/∂φ
with components ξα = δα0 is normalized as in Minkowski space and gives rise
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to conserved J = −ξαpα with pα = mcx˙α. Introducing a constant L > 0 of
dimension of length by J = mcL, one gets φ˙ ≡ dφ/ds = L/r2. The latter
expression together with (10) are inserted into the radial component of the
geodesic equation which then reads (r˙ = dr/ds)
r¨ +
1
2
λ′r˙2 +
k2
2κ2
ν ′e−(ν+λ) − L
2
r3
e−λ = 0, (27)
f ′ ≡ df/dr for any f(r). The universal integral of motion gαβ x˙αx˙β = 1 yields
r˙2 =
k2
κ2
e−(ν+λ) − e−λ
(
L2
r2
+ 1
)
. (28)
In this section we investigate radial timelike geodesics, θ and φ constant, and
as mentioned in Introduction, we assume that these are possible worldlines
of the twin C. Its angular momentum vanishes, L = 0, and (28) is reduced
to
r˙2 = e−λ
(
k2
κ2
e−ν − 1
)
. (29)
The starting point of C is r = r0, rm < r0 < rM , and the initial radial veloc-
ity is r˙(r0) ≡ u with u ≥ 0 or u < 0. The following motion depends on the
behaviour of eν .
i) eν is decreasing for r > r0 (e. g. dS metric). If u > 0, then the twin C
flies upwards and since (k2/κ2)e−ν is always greater than 1, it will escape to
the domain boundary r = rM and will never return. The same occurs for
the start from the rest, u = 0. The gravitational field is repulsive. If u < 0
the twin falls down, then in general there is the minimal height r = ρ for
which r˙(ρ) = 0. At r = ρ the trajectory C turns back and flies away to the
boundary r = rM .
ii) eν increases for r > r0 (CAdS and R–N). For r < r0 one sees from (29)
that r˙2(r) is positive and for u ≤ 0 the twin C falls down towards the lower
boundary r = rM . If u > 0 the twin flies upwards and reaches the maximal
height r = R (not to be confused with the radial coordinate in the comoving
system) for which r˙(R) = 0, then it turns back and radially falls down to rm
and further. The gravity is attractive.
The case of Kottler spacetime, where eν is not monotonic, is more compli-
cated and requires a separate study; the motion of C there depends on the
starting point and the initial velocity (or the integral of energy k).
In this section we consider the cases i) and ii), i. e. eν is monotonic
between rm and rM . In both the cases we study the more general situation:
the geodesic C consists of two segments, the incoming segment from r0 to ρ
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(and possibly lower) and the outgoing one from r0 to R (and possibly to rM).
It is convenient to parameterize the geodesic and its length with a suitably
chosen variable η, xα = xα(η) via r = f(η). f(η) is proportional to cos2 η for
R–N and CAdS metrics and to cosh η for de Sitter space. The vector tangent
to the geodesic C is
uα = x˙α = (t˙, r˙, 0, 0) =

k
κ
e−ν , εe−λ/2
(
k2
κ2
e−ν − 1
)1/2
, 0, 0

 , (30)
where ε = +1 for the outgoing segment and ε = −1 for the incoming one.
The spacetime interval along the geodesic yields
(
ds
dη
)2
= eν
(
dt
ds
ds
dη
)2
− eλ
(
dr
dη
)2
,
this may be solved with respect to ds/dη giving rise to
ds
dη
=
∣∣∣∣∣dfdη
∣∣∣∣∣ eλ/2
(
k2
κ2
e−ν − 1
)
−1/2
. (31)
Since dt/dη = (dt/ds)(ds/dη), from (10) and (31) one gets
dt
dη
=
k
κ
∣∣∣∣∣dfdη
∣∣∣∣∣ e(λ−ν)/2
(
k2
κ2
− eν
)
−1/2
. (32)
The spacelike orthonormal triad which is orthogonal to the geodesic C and
is parallelly transported along it, i. e. satisfies (2), is clearly non–unique and
we choose it in the possibly simplest form,
eα1 =

εe−ν/2
(
k2
κ2
e−ν − 1
)1/2
,
k
κ
e−(ν+λ)/2, 0, 0

 ,
eα2 =
[
0, 0,
1
r
, 0
]
, eα3 =
[
0, 0, 0,
1
r
]
(33)
with ε = ±1 as above.
The Riemann tensor of any SSS spacetime is block–diagonal, i. e. has six
nonvanishing components Rµνµν . The geodesic deviation equation for the
Jacobi scalars consists of three separated equations,
d2
ds2
Z1 =
1
4
(ν ′λ′ − 2ν ′′ − ν ′2) e−λ Z1, (34)
d2
ds2
Z2 = −
[
k2
2κ2
1
r
e−(ν+λ)(ν ′ + λ′)− λ
′
2r
e−λ
]
Z2 (35)
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and the equation for Z3 is identical with that for Z2. For a generic SSS
spacetime these equations depend on the energy k. In special spacetimes
wherein ν+λ = 0 this dependence disappears. On the RHS of these equations
one has derivatives w.r.t. r, whereas on the LHS —w.r.t. the proper time and
it is here that the use of the suitably chosen variable η is necessary. Applying
(31) one finds more complicated equations,
d2Z1
dη2
− df
dη

( df
dη
)
−2
d2f
dη2
+
λ′
2
+
k2
2κ2
ν ′
(
k2
κ2
− eν
)
−1

 dZ1
dη
=
=
1
4
(ν ′λ′ − 2ν ′′ − ν ′2)
(
k2
κ2
e−ν − 1
)
−1 (
df
dη
)2
Z1, (36)
d2Z2
dη2
− df
dη

(df
dη
)
−2
d2f
dη2
+
λ′
2
+
k2
2κ2
ν ′
(
k2
κ2
− eν
)
−1

 dZ2
dη
=
−eλ
(
k2
κ2
e−ν − 1
)
−1 (
df
dη
)2
1
2r
[
k2
κ2
e−(ν+λ)(ν ′ + λ′)− λ′e−λ
]
Z2 (37)
and the equation for Z3 is identical with (37); in the equations one sets
r = f(η). The first integrals (6) for these equations are generated by the
timelike Killing vector Kαt = κδ
α
0 and the three spacelike rotational Killing
fields, which at the points of the geodesic C take the form
Kαx = (0, 0,− sinφ0, 0), Kαy = (0, 0, cosφ0, 0), Kαz = δα3 ; (38)
obviously Kαx and K
α
y generate the same integral. In eqs. (6) one replaces
dZa/ds by dZa/dη and similarly for other derivatives. The three first integrals
are also separated. Kαt gives rise to the following integral for Z1,
1
2
eνν ′
df
dη
Z1 +
(
k2
κ2
− eν
)
dZ1
dη
= C1ε
∣∣∣∣∣dfdη
∣∣∣∣∣ e(ν+λ)/2, (39)
whereas Kαx generates
f(η)
dZ2
dη
− df
dη
Z2 = C2
∣∣∣∣∣dfdη
∣∣∣∣∣ eλ/2
(
k2
κ2
e−ν − 1
)
−1/2
(40)
and Kαz gives rise to
f(η)
dZ3
dη
− df
dη
Z3 = C3
∣∣∣∣∣dfdη
∣∣∣∣∣ eλ/2
(
k2
κ2
e−ν − 1
)
−1/2
, (41)
which is the same as (40); C1, C2 and C3 are arbitrary constants. These
equations together with their first integrals may be solved only if the func-
tions ν(r), λ(r) and r = f(η) are explicitly given. The solutions for the R–N
metric are given in [2] and for Schwarzschild field in [3].
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6 Jacobi fields on timelike circular geodesics
in static spherically symmetric spacetimes
First we should check the very existence of the circular geodesic for some
r = r0, rm < r0 < rM . If it exists, we assume that it is the worldline of
the twin B. We denote ν0 = ν(r0), λ0 = λ(r0), then ν
′
0 = dν(r0)/dr and
λ′0 = dλ(r0)/dr. First we consider the metric (9) with F (r) = a (an example
is provided by the Bertotti–Robinson spacetime). It is easy to show that
the equation replacing in this case eq. (27) implies for a circular geodesic
at r = r0 that ν
′
0 = 0 for any r0. If ν
′(r) 6= 0 as is in the B–R case,
then circular geodesics do not exist. On the other hand, if ν ′ ≡ 0, then
g00 = 1 and one deals with ultrastatic spherically symetric spacetime, whose
metric depends on one arbitrary function λ(r). These spacetimes do admit
circular geodesics. Moreover, in these spacetimes the geodesic equation may
be explicitly integrated for any timelike geodesic providing functions t(s),
φ(s) and s(r) [2]. In what follows we assume the generic case: ν ′(r) 6= 0 and
F (r) = r in (9).
For the circular geodesic the radial equation (27) reduces to an algebraic
equation expressing the integral of energy k as a function of the angular
momentum L. On the other hand the universal integral of motion (28)
expresses for the curve B the value of k2 in terms of ν0 and ν
′
0. The result is
k2 =
2κ2 eν0
2− r0ν ′0
, L2 =
r30 ν
′
0
2− r0ν ′0
. (42)
Since k2 > 0 and L2 > 0 one gets that the necessary and sufficient conditions
for circular geodesics to exist are respectively r0ν
′
0 < 2 and ν
′
0 > 0, what
implies that g00 = e
ν(r) is an increasing function around r = r0; these con-
ditions were found in a different way in [24]. From (10) and φ˙ = L/r2 one
immediately gets for B
t− t0 = k
κ
e−ν0s and φ− φ0 = L
r20
s. (43)
The length of the worldline B corresponding to one full circle is determined
by φ− φ0 = 2pi and equals
sB =
2pi
L
r20 (44)
and the corresponding interval of the coordinate time is
∆t = t(sB)− t0 = 2pik
κL
r20 e
−ν0 . (45)
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At this point a subtle problem arises in maximally symmetric (i. e. both ho-
mogeneous and spherically symmetric) spacetimes: is it possible to discrimi-
nate between radial and circular geodesics in these spacetimes? Applying an
embedding flat five–dimensional space it was shown by Calabi and Markus
[26] that both in de Sitter and anti–de Sitter spaces the two curves are identi-
cal and their apparent distinction is coordinate dependent: it is entirely due
to the choice of the origin of the standard spherical coordinates. In all other
spherically symmetric spacetimes the distinction between radial and circular
curves is geometrically meaningful.
6.1 Stable circular orbits
Here we collect for completeness some facts on stability of particles’ trajec-
tories. As is well known from the Schwarzschild case the circular orbits may
be stable or unstable. To establish a condition for the existence of stable
circular orbits we apply to a generic SSS spacetime the standard method
used in the case of Reissner–Nordstro¨m metric [27]. One interpretes r˙2 as
a ‘kinetic energy’ and expresses the integral of motion (28) as a difference
between the total energy and a ‘potential energy’, to this end one introduces
an effective potential V ,
r˙2 =
k2
κ2
− V (r, k, L), where
V (r, k, L) ≡ e−λ
(
L2
r2
+ 1
)
− k
2
κ2
(e−(ν+λ) − 1). (46)
For a circular orbit r = r0 the constants of motion k
2 and L2 are determined
by r = r0 and expressed in (42) and for these values the point is a stationary
one, dV/dr(r0) = 0. The orbit is stable if the effective potential reaches
minimum at this point, or
d2V
dr2
(r0) = − e
−λ0
2− r0ν ′0
(2ν ′0
2 − 2ν ′′0 −
6ν ′0
r0
) > 0, (47)
what amounts to
ν ′′0 − ν ′02 +
3ν ′0
r0
> 0. (48)
For the R–N metric stable circular orbits exist for sufficiently large r0 and
there is a lower limit to r0 and one expects that the same holds for other
SSS spacetimes. The minimum radius rI represents the innermost stable
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circular orbit (ISCO) and is determined by a point of inflection of the effective
potential,
d2V
dr2
(rI) = 0, or ν
′′
I − ν ′I2 +
3ν ′I
rI
= 0, (49)
here ν ′I = dν/dr(rI). For R–N metric this is a cubic equation; for the charge
Q2 = 0 (the Schwarzschild case) one gets the well known result rI = 6M
and for the extreme R–N black hole, Q2 = M2, there are two solutions:
rI =M , which coincides with the outer (and inner) event horizon and should
be rejected and rI = 4M , which gives the unique ISCO. For 0 < Q
2 < M2
the equation has one real solution rI = 2M + w + v, where
w = (P +
√
D)1/3, v = (P −√D)1/3 and
P = 8M3 + 2Q
4
M
− 9MQ2, D = 4 Q4
M2
(M2 −Q2)
(
5
4
M2 −Q2
)
> 0.
The function rI(Q) monotonically decreases from 6M to 4M and the unique
ISCO exists outside the outer event horizon [2].
For a generic SSS spacetime the condition (49) for the existence of ISCO
may be satisfied if ν ′′I is sufficiently negative since ν
′
I > 0 and rIν
′
I < 2. The
solution, if exists, is unique on physical grounds. For CAdS metric the LHS
of eq. (49) is always positive implying that each circular orbit is stable.
6.2 Equations for the Jacobi scalars
First we introduce, as in [3], a third twin, a static twin A moving on a
nongeodesic worldline r = r0, θ = pi/2, φ = φ0. The twins A and B start
from the point P0 (t = t0, r = r0, θ = pi/2, φ = φ0) and meet again at
P1(t = t0+∆t, r = r0), being the same point in the space. The length of the
worldline A between P0 and P1 is
sA(∆t) =
∫ t0+∆t
t0
eν0/2 dt =
2pik
κL
r20 e
−ν0/2 (50)
and the ratio of their worldline lengths is
sA(∆t)
sB
=
(
2
2− r0ν ′0
)1/2
> 1, (51)
this implies that the geodesic B has a point conjugate to P0 in the segment
P0P1.
As for the radial geodesic C, the spacelike basis triad on B satisfying (2)
is non–unique and we choose it in the form
eα1 = [−T sin qs,X cos qs, 0,−Y sin qs], eα2 = [0, 0,
1
r0
, 0],
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eα3 = −
1
q
d
ds
eα1 , (52)
where the constants are
T =
(
r0ν
′
0e
−ν0
2− r0ν ′0
)1/2
, X = e−λ0/2, Y =
1
r0
(
2
2− r0ν ′0
)1/2
and q =
(
ν ′0
2r0
e−λ0
)1/2
(53)
and the vector tangent to the geodesic B is
uα =
[
k
κ
e−ν0, 0, 0,
L
r20
]
. (54)
The basis triad and the velocity vector differ from the corresponding four
vectors on the radial geodesics in that they do not depend on the metric
functions and depend only on constants determined by the metric compo-
nents. Since Zµ is a vector field connecting nearby curves, one sees from
(52) and (53) that in the spherical coordinates the Jacobi scalars Za have
dimension of length and the solutions to the equations below should be mul-
tiplied by a length scale. Applying these four vectors one finds, after a longer
computation, the geodesic deviation equations for the three scalars (3),
d2
ds2
Z1 = q
2[(b cos2 qs− 1)Z1 + bZ3 sin qs cos qs], (55)
d2
ds2
Z2 = − 2q
2
2 − r0ν ′0
eλ0 Z2, (56)
d2
ds2
Z3 = q
2[bZ1 sin qs cos qs+ (b sin
2 qs− 1)Z3], (57)
where b =
2
2− r0ν ′0
(1− r0ν ′0 − r0
ν ′′0
ν ′0
). (58)
One sees that on the circular geodesics the equations for the Jacobi scalars
are universal, i. e. are the same in all SSS spacetimes, only the numerical
coefficients depend on r0 and values of λ0, ν
′
0 and ν
′′
0 . The range of b depends
on the spacetime. We exclude the case b = 0 (CAdS space) and assume
b > 0, e. g. for R–N metric 3 < b < ∞. The equations for Z1 and Z3 are
similar, but not exactly symmetric. All the functions explicitly depend on
the proper time s on the curve B.
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Again the first integrals (6) of the equations are generated by the four
Killing fields of the SSS spacetime and the vectors on the geodesic B are
Kαt = δ
α
0 , K
α
x = (0, 0,− sinφ(s), 0), Kαy = (0, 0, cosφ(s), 0), Kαz = δα3 ,
(59)
for simplicity we put κ = 1 and apply (43). The following integrals of motion
are also universal. The vectors Kαt and K
α
z generate the same first integral
of the coupled equations (55) and (57),
− dZ1
ds
sin qs+ Z1q cos qs+
dZ3
ds
cos qs+ Z3q sin qs = C1, (60)
whereas vectors Kαx and K
α
y give rise to two independent first integrals for
eq. (56),
r0
dZ2
ds
sin φ−
(
r0ν
′
0
2− r0ν ′0
)1/2
Z2 cosφ = C2,
r0
dZ2
ds
cosφ+
(
r0ν
′
0
2− r0ν ′0
)1/2
Z2 sin φ = C3, (61)
C1, C2, C3 are arbitrary constants. Eq. (56) may be immediately integrated,
yet its two first integrals allow one to solve it without any integration,
Z2 = C
′ sin
Ls
r20
+ C ′′ cos
Ls
r20
, (62)
arbitrary C ′ and C ′′ have dimension of length. The universality of the equa-
tions implies universality (modulo the values of the constants) of conjugate
points on B. Solutions giving rise to two of the three sequences of conju-
gate points on B were previously found in [3] and in [2] we presented some
properties of nearby timelike geodesics intersecting B at these points.
6.3 Conjugate points generated by the Jacobi scalar
Z2.
The deviation vector field generated by Z2 is Z
µ = Z2(s)e
µ
2 with e
µ
2 =
(1/r0)δ
µ
2 and is directed off the 2–surface θ = pi/2. To determine points
on B conjugate to P0(s = 0) one takes the vector field vanishing at P0,
Zµ = C
′
r0
δµ2 sin
Ls
r2
0
.
The field has infinite number of zeros at points Qn(sn) with
sn = npi
r20
L
= npi
[
r0
ν ′0
(2− r0ν ′0)
]1/2
, n = 1, 2, . . . . (63)
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The location of these points is found by comparing their distances to P0 with
the distance from P0 to P1, sn/sB = n/2. Thus for n even the points Qn
coincide in the space with P0 and P1, whereas for n odd they are points
antipodic in the space to P0 on the circle (they are distant by ∆φ = pi from
P0). This result is geometrically and physically quite obvious: if one rotates
in the space the 2–surface θ = pi/2 by a small angle about the axis joining the
spatial projections of P0 and Q1, then the nearby circular timelike geodesics
emanating from P0 will successively intersect at points Qn, n = 1, 2, . . ., in
the spacetime. This effect was earlier found for Schwarzschild [3]. According
to Theorem 1 of section 3 the conjugate points Qn are also future cut points
to Qn−1.
6.4 Jacobi fields spanned on the basis vectors eµ1 and
eµ3 — an infinite sequence of conjugate points
Surprisingly, there exist other points conjugate to the arbitrary point P0
besides the sequence {Qn}. The coupled equations (55) and (57) have a
complete system of basis solutions consisting of four independent pairs of so-
lutions (Z1N , Z3N), N = 1, 2, 3, 4 and the general solution to these equations
is
Z1 =
4∑
N=1
AN Z1N and Z3 =
4∑
N=1
AN Z3N (64)
with arbitrary constants AN . Since the equations for Z1 and Z3 are identical
for all SSS spacetimes, their solutions were found while investigating the
simplest (nonhomogeneous) of these, the Schwarzschild metric [3]. For the
reader’s convenience we present them here in a different, more readable order.
The third and fourth pair of the basis solutions show that the value b = 4
of the parameter is distinguished. For b < 4 it appears in the argument of
trigonometric functions in the form
√
4− bqs and for b > 4 in the argument
of corresponding hyperbolic functions as
√
b− 4qs. This implies that these
two pairs of solutions are non–analytic in b at b = 4 and appropriate solutions
for b = 4, i. e. Z13, Z14, Z33 and Z34 cannot be found from these by taking
the limit b→ 4. The first pair of solutions is independent of b and denoting
x ≡ qs it reads
Z11(s) = sin x, Z31(s) = − cosx (65)
and the second pair is valid for all values of the parameter,
Z12(b, s) = 2 cosx+ bx sin x, Z32(b, s) = 2 sin x− bx cos x. (66)
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The third and fourth pair actually consist of three distinct solutions valid for
different intervals of b,
Z13(b, s) = 2 sin x cos(
√
4− bx) +
√
4− b cosx sin(
√
4− bx),
Z33(b, s) = −2 cosx cos(
√
4− bx)−√4− b sin x sin(√4− bx) (67)
for b < 4,
Z13(4, s) = x cosx+ x
2 sin x,
Z33(4, s) = x sin x− x2 cosx for b = 4, (68)
Z13(b, s) = 2 sinx sinh(
√
b− 4x) +√b− 4 cos x cosh(√b− 4x),
Z33(b, s) =
√
b− 4 sin x cosh(√b− 4x)− 2 cosx sinh(√b− 4x) (69)
for b > 4. Finally the fourth pair,
Z14(b, s) = 2 sin x sin(
√
4− bx) +
√
4− b cosx cos(
√
4− bx),
Z34(b, s) = −2 cosx sin(
√
4− bx) +√4− b sin x cos(√4− bx) (70)
for b < 4,
Z14(4, s) = 4x
3 sin x+ 3(1 + 2x2) cosx,
Z34(4, s) = 3(1 + 2x
2) sin x− 4x3 cosx for b = 4, (71)
Z14(b, s) = 2 sinx cosh(
√
b− 4x) +√b− 4 cosx sinh(√b− 4x),
Z34(b, s) =
√
b− 4 sin x sinh(√b− 4x)− 2 cosx cosh(√b− 4x) (72)
for b > 4. From the definition (58) it follows that the critical value b = 4
corresponds to (49), i. e. the point of inflection of the effective potential, or
ISCO. The condition for a stable circular orbit, (48), implies b < 4. For
physical reasons we are interested in seeking for conjugate points on stable
orbits and expect that there are no conjugate points on unstable orbits. The
solutions show that this is the case.
The relevant Jacobi fields must vanish for s = 0 and in the case under
consideration this implies Z1(0) = 0 = Z3(0); these conditions impose re-
strictions on the coefficients AN . One separately studies the cases b > 4,
b = 4 and b < 4. For the ISCO, b = 4, the two conditions applied to (65),
(66), (68) and (71) imply A1 = 0, A4 = −2A2/3 with arbitrary A2 and A3.
The resulting Jacobi scalars Z1 and Z3 do not have common roots for s 6= 0,
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hence they do not determine conjugate points to s = 0. The analogous pro-
cedure applied to the unstable orbits, b > 4 provides the same outcome: no
common roots for s 6= 0. In the most interesting case of stable orbits, b < 4,
it turns out that the analysis performed in [3] was incomplete and here we
present its complete version. The deviation field vanishing at s = 0 depends
on arbitrary A1 and A4 whereas
A2 = −1
2
√
4− bA4, A3 = −1
2
A1, (73)
then Z1 and Z3 are linear combinations of all the basis solutions Z1N and
Z3N respectively. By substituting their explicit forms and denoting y ≡√
4− bx = √4− bqs one gets the deviation vector Zµ(s),
Z0 = T
[
−A1(1− cos y) + A4(1
2
by − 2 sin y)
]
,
Z1 = X
√
4− b
[
1
2
A1 sin y − A4(1− cos y)
]
, Z2 = 0,
Z3 = Y
[
−A1(1− cos y) + A4(1
2
by − 2 sin y)
]
=
Y
T
Z0. (74)
The vector εZµ(s) connects the circular geodesic B≡ γ(0) to a geodesic γ(ε)
which is at ε–distance from it and which emanates from P0; the spatial orbit
of this geodesic entirely lies in the surface θ = pi/2. γ(ε) is parametrically
given by xµ(s, ε) = xµ(s, 0)+ εZµ(s), where xµ(s, 0) describes B and is given
in (43). In the search for conjugate points to P0 one considers three cases
depending on values of A1 and A4. In this subsection we study two of these.
In the first case, A1 = 0 and A4 6= 0, the vector components Z0 and Z1 do
not have common roots for s 6= 0 and do not indicate conjugate points. In
the second case, A1 6= 0 and A4 = 0, one immediately sees from (74) that
Zµ(s) is zero at the infinite sequence of points Q′n(s
′
n) on B, where
s′n =
2npi
q
√
4− b , n = 1, 2, . . . . (75)
The expression is divergent for b → 4 indicating that ISCOs do not contain
conjugate points. To see whether the first conjugate point Q′1 lies within the
arc P0P1 we compute the ratio
s′1
sB
=
L
q
√
4− br20
=
(
ν ′0e
λ0
3ν ′0 − r0ν ′02 + r0ν ′′0
)1/2
. (76)
For Schwarzschild metric the ratio is s′1/sB = [r0(r0 − 6M)−1]1/2 > 1 and
qualitatively the same holds for the R–N spacetime [2]; due to arbitrariness
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of λ(r) the ratio may be arbitrary and for each SSS spacetime it should be
separately computed. The geometrical interpretation of the second infinite
sequence of conjugate points {Q′n(s′n)} on the circular geodesics is unclear.
For CAdS space b = 0 and the sequence coincides with that of conjugate
points {Qn(sn)} generated by Z2eµ2 , hence sn = s′n = npia and s1/sB = 1/2.
It is interesting to see whether some of the geodesics γ(ε) which infinitely
many times intersect B (i. e. A4 = 0) have closed orbits. To this end we
notice that all the orbits are contained between the minimal and maximal
value of the radius, rmin = r0− 12εA1X
√
4− b and rmax = r0+ 12εA1X
√
4− b.
The successive maxima of r are for yn =
√
4− bqs˜n = (2n+ 12)pi and the arc
length of γ(ε) between two successive maxima of r is
Ds ≡ s˜n+1 − s˜n = 2pi
q
√
4− b. (77)
On the other hand the angular distance between the two successive maxima
is, from (43) and (74),
Dφ ≡ φ(s˜n+1)− φ(s˜n) = 2piL
r20q
√
4− b . (78)
Yet the successive conjugate points on B, Q′n and Q
′
n+1, are at the distance
∆s ≡ s′n+1 − s′n = 2pi(q
√
4− b)−1 = Ds, hence the angular distance between
these two points is, from (43), ∆φ ≡ φ(s′n+1)− φ(s′n) = L∆s/r20 = Dφ, that
is, the angular and spacetime distances between the conjugate points on B
and the points of maximal radius of the orbit of γ(ε) are respectively equal.
The orbit of γ(ε) is closed if Dφ = 2pil/m for some integers l and m. Then
after m periods of change from rmax to rmin and back to rmax the angle
φ increases by 2pil and the orbit returns to the same point in the surface
θ = pi/2. Hence the orbit is closed if
L
r20q
√
4− b =
l
m
or inserting the values of the parameters,
ν ′0e
λ0
3ν ′0 − r0ν ′02 + r0ν ′′0
=
l2
m2
; (79)
for every SSS spacetime it is an algebraic equation for the radius of B. One
gets an infinite discrete set of values r0(l/m); for Schwarzschild metric it is
r0
(
l
m
)
=
6l2M
l2 −m2 ,
clearly l > m and r0 > 6M .
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6.5 Jacobi fields spanned on eµ1 and e
µ
3 — infinite set
of single conjugate points
Finally we study the third, general, case of search for zeros of the deviation
vector, A1 6= 0 and A4 6= 0 (this case was not studied in [3]). Since Zµ is
determined up to a constant factor, we put A1 = 2, then
Z1 = 2Z11 − 1
2
√
4− bA4Z12 − Z13 + A4Z14 (80)
and Z3 is given by the same combination of Z3N . In search of solutions of
the equations Z1 = 0 and Z3 = 0 for x 6= 0 we apply (65), (66), (67) and
(70) and replace the two equations by an equivalent simpler system (as above
y =
√
4− bx),
sin y + A4(cos y − 1) = 0,
2A4 sin y − 2 cos y − 1
2
A4by + 2 = 0, (81)
these are equations for A4 and y; clearly they are satisfied by y = 0 and any
value of A4, what corresponds to the initial point. We seek for roots y 6= 0.
For y = 2npi one gets A4 = 0 and returns to the second case and the sequence
{Q′n(s′n)}. One computes A4 from the first equation, A4 = (1− cos y)−1 sin y
for y 6= 2npi, n = 1, 2, . . ., and inserts it into the other of (81). After simple
manipulations one gets a crucial equation,
cos y +
b
8
y sin y − 1 = 0. (82)
All positive roots (excluding yn = 2npi) form an infinite sequence yn(r0) =
(2n+ 1)pi − δn(b(r0)), n = 1, 2, . . ., where δn > 0 are found numerically. The
term δ1(b) is of order unity for 0 < b < 4 and decreases for increasing b. The
sequence {δn(b)} is decreasing and for large n its terms behave as
δn → 16(2n+ 1)pi
(2n+ 1)2pi2b− 16 . (83)
Each root yn(r0) determines a separate deviation vector field
Zµ(n, r0, s) = Z1(n, r0, s) e
µ
1(s) + Z3(n, r0, s) e
µ
3(s) (84)
connecting the circular curve B(r0) to the nearby geodesic γ(ε, n, r0) which
emanates from P0(s = 0) on B, entirely lies on the 2–surface θ = pi/2 and
intersects B once at s = s¯n, where
s¯n =
yn(r0)
q(r0)
√
4− b(r0)
=
(
r0(2− r0ν ′0)eλ0
3ν ′0 − r0ν ′02 + r0ν ′′0
)1/2
yn(r0). (85)
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The denominator in (85) (and in (76)) is positive since b < 4. The ratio of
the distance to the first conjugate point of the sequence, s¯1, to the length sB
of one revolution of B is, from (44) and (42),
s¯1
sB
=
s′1
sB
y1
2pi
=
(
ν ′0e
λ0
3ν ′0 − r0ν ′02 + r0ν ′′0
)1/2
3pi − δ1
2pi
, (86)
hence it is always larger than s′1/sB. As an example we take Schwarzschild
metric:
i) for r0 = 6, 26087M one has b = 3, 92, then s¯1 = 497, 249M and s¯1/sB =
7− 4 · 10−5, what corresponds to the angular distance (from (43)) φ− φ0 =
14pi − 6 · 10−4;
ii) for r0 = 78M one has b = 3, 04 then s¯1 = 6219, 826M and s¯1/sB = 1, 4655
and φ− φ0 = 2pi + 2, 9246;
the larger r0 is, the closer (in terms of the angular distance) to P0 the con-
jugate point s¯1 is, but always φ− φ0 > 2pi.
7 Conclusions
The main result of the method developed here is that in a general static
spherically symmetric spacetime admitting circular timelike geodesics, each
stable circular geodesic contains, besides the trivial infinite sequence of con-
jugate points arising directly from the spherical symmetry, two other infinite
sets of conjugate points, whose geometrical and physical interpretation is
unclear. This outcome has already been mentioned (without derivation) in
[1], [2]. In some spacetimes, such as anti–de Sitter one, the three sets merge
into the first sequence. At least in the Schwarzschild case, the first conjugate
point of each of the two additional sequences appears after making more than
one full revolution. This unexpected result shows that the general method
for searching for locally maximal timelike curves is effective at least for SSS
spacetimes.
Due to difficulties with solving complicated differential equations, we deal
here solely with radial and circular timelike geodesics.
This paper contains no other concrete geometrical/physical conclusions since
it is a theoretical introduction to the research programme of investigations
of the geodesic structure of physically interesting spacetimes. In the search
for locally maximal geodesics one applies an ‘algorithmic’ method consisting
of a finite number of steps; the method is effectice if and only if the geodesic
deviation equation is solvable on the given geodesic curve. Yet in the global
problem an analogous procedure cannot exist and we apply a suitably chosen
33
Gaussian normal geodesic coordinate system. The use of this system, sup-
plemented by spacetime isometries such as in static spherically symmetric
manifolds and conjugate points found in solving the local problem, allows
one to determine globally maximal segments of some classes of geodesics.
At present the only general conclusion that can be drawn from our work
is that the geodesic structure of curved spacetimes, even those quite simple
(high symmetry), is richer and more complicated than it might be expected.
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