Real-world and complex problems have usually many objective functions that have to be optimized all at once. Over the last decades, Multi-Objective Evolutionary Algorithms (MOEAs) are designed to solve this kind of problems. Nevertheless, some problems have many objectives which lead to a large number of non-dominated solutions obtained by the optimization algorithms. The large set of non-dominated solutions hinders the selection of the most appropriate solution by the decision maker. This paper presents a new algorithm that has been designed to obtain the most significant solutions from the Pareto Optimal Frontier (POF). This approach is based on the cone-domination applied to MOEA, which can find the knee point solutions. In order to obtain the best cone angle, we propose a hypervolumedistribution metric, which is used to self-adapt the angle during the evolving process. This new algorithm has been applied to the real world application in Unmanned Air Vehicle (UAV) Mission Planning Problem. The experimental results show a significant improvement of the algorithm performance in terms of hypervolume, number of solutions, and also the required number of generations to converge.
I. INTRODUCTION
R EAL-world optimization problems often deal with multiple objectives that must be met simultaneously in the solutions. In most cases, objectives are conflicting, so improving one objective usually cannot be achieved unless other objective is worsened. Such problems are called Multi-Objective Optimization Problems (MOPs), the solution of which is a set of solutions representing different performance trade-off between the objectives.
Most of the existing algorithms focus on the approximation of the Pareto Optimal Frontier (POF) in terms of convergence and distribution, but always with a fixed population size, which in the end, for complex problems with many solutions, returns an amount of individuals equal or similar to this population. Nevertheless, when this approximation of the Pareto set comprises a large number of solutions, the process of decision making to select one appropriate solution becomes a difficult task for the Decision Maker (DM). Sometimes, the DM provides a priori information about his/her preferences, which can be used in the optimization process [1] , [2] . However, very often this information is not provided by the DM, and it is necessary to consider other approaches to filter the number of solutions. In opposition to the common trend of returning C. Ramirez-Atencia and S. Mostaghim are with faculty of Computer Science, Otto von Guericke University Magdeburg, Germany, e-mails: cristian.ramirez@ovgu.de, sanaz.mostaghim@ovgu.de. D. Camacho is with the Information Systems Department, Technical University of Madrid, Spain, e-mail: david.camacho@etsisi.upm.es. a more or less fix amount of solutions, it should be taken into account the hardness of decision making for every additional solution, which in the end may not be optimal enough in comparison with other solutions. So, for complex real-world problems, it should be considered to provide a lower amount of solution maintaining as much as possible of the convergence and distribution of the POF.
In the last years, finding the "knee points" [3] have been used in several algorithms [4] , [5] to deal with large POFs in convex problems when the DM does not provide preferences about the MOP. In this work, a new Multi-Objective Evolutionary Algorithm (MOEA) focused on the search of Knee Points is presented. This new algorithm changes the concept of domination to cone-domination, where a larger portion (cone region) than a typical domination criteria is considered when the solution frontier is generated. In this paper, the main novelty with respect to a previous approach [6] lies in the proposition of a new adaptive technique to find the right angle for the cone-domination which focus on reducing as much as possible the number of solutions while maintaining as much as possible the convergence and distribution of the POF.
We apply our proposed algorithm to the real-world Mission Planning Problem in which a team of Unmanned Air Vehicles (UAVs) must perform several tasks in a geodesic scenario in a specific time while being controlled by several Ground Control Stations (GCSs). In this context, there are several variables that influence the selection of the most appropriate plan, such as the makespan of the mission, the cost or the risk. Some experiments have been designed for evaluating the decrement of the number of solutions obtained, while maintaining the most significant ones. This paper has been organized as follows. Section II provides some basics on MOPs and an introduction to the main concepts of Cone Domination. Section III presents the novel Knee-Point based Evolutionary Multi-Objective Optimization approach. In Section IV-A this new algorithm is evaluated using a set of real Mission Planning Problems, and compared against our previous approach. Finally, Section V presents several conclusions that have been achieved from current work.
II. BACKGROUND
This section provides the background and related works concerning the cone-domination and metrics upon which is our proposed algorithm is based.
A. Multi-Objective Optimization
In most MOPs, it is not possible to find one single optimal solution that could be selected as the best one; so in this arXiv:2002.08867v1 [cs.NE] 20 Feb 2020 kind of problems there is usually a set of solutions that represent several agreements between the given criteria. Any minimization MOP can be formally defined as:
where x = (x 1 , x 2 , ..., x n ) T represents a vector of n decision variables, which are taken from the decision space Ω; f : Ω → Θ ⊆ R m , where f represents a set of m objective functions, and it is possible to define a mapping from n-dimensional decision space Ω to m-dimensional objective space Θ. Definition 1: Given two decision vectors x, y ∈ Ω, x is said to Pareto dominate y, denoted by x ≺ y, iff:
Definition 3: The Pareto set P S, is defined as:
Definition 4: The Pareto front P F , is defined as:
The goal of MOEA is to find the non-dominated objective vectors which are as close as possible to the P F (convergence) and evenly spread along the P F (diversity). Non-dominated Sorting Genetic Algorithm-II (NSGA-II) has been one of the most popular algorithms over the last decade in this field [7] . This algorithm generates a non-dominated ranking in order to look for the convergence, and crowding distance to assure the diversity of the solutions. Other popular algorithms are SPEA2 [8] , MOEA/D [9] and NSGA-III [10] . These last two algorithms have become very popular in the last years for their good performance on Many-Objective Optimization Problems (MaOPs).
B. Knee Points and Cone Domination
In the last decade, several MOEAs have been proposed to search for non-dominated solutions located close to a given reference point that incorporates the preference of the DM [11] . However, some a priori knowledge is require to set the reference point, which many times the DM does not have. With the aim of obtaining significant solutions when no a priori knowledge is provided, the concept of finding "knee points" [12] can be used. In this way, we reduce the size of the nondominated set and provide the DM a small set of so-called knee point solutions. When distinct knee points are present in the Pareto front, most DMs would prefer the solutions in these points, because if a near solution to a knee point (trying to improve slightly one objective) is selected, it will generate a large worsening at least in one of the other objectives. An example showing the difference between a knee point (blue) and points that are not knee points (red) is shown in Figure 1 .
The concept of using knee points has been studied before. Branke et al. [3] presented a modification of NSGA-II where the crowding distance criterion is computed using angle-based and utility-based measures for focusing on knee points. In Schütze et al. [13] two different update methods are presented, these methods are based on maximal convex bulges that allow to focus the algorithm search on the knee points. Bechikh et al. [14] extended the reference point NSGA-II so the normal boundary intersection method is used to emphasize knee-like points. Zhang et al. [5] designed KnEA, an elitist Pareto-based algorithm that uses Knee point neighbouring as a secondary selection criteria in addition to dominance relationship.
In this paper, an angle-based measure is used to guide and focus the searching process on the knee points. Therefore, the concept of domination criterion has been changed to cone-domination. The cone-domination has been defined as a weighted function that manages the set of objectives [12] . This concept can be formally described as:
where a ij is the amount of gain in the j-th objective function for a loss of one unit in the i-th objective function. The matrix a, composed of these a ij values, and with 1 values in its diagonal elements, has to be provided in order to apply the above equations.
Definition 5: A solution x is said to cone-dominate a solution y, denoted by x ≺ c y, if:
In a bi-objective problem, the two (m = 2) related objective weighted functions, can be defined as follows:
Previous equations can also be formalized as: 
In Figure 2b it is shown the contour lines for our previous two linear functions when these pass through a solution P in objective space. The set of solutions inside those contour lines (the "cone-dominated region") will be dominated by P according to the previous definition of domination. It is specially interesting to remark that when the standard definition of domination is used (see Figure 2a ), the region between the horizontal and vertical lines will be dominated by P . Therefore, from both figures can be concluded that using the cone-domination definition will obtain larger regions (as the angle is greater than 90 • ), so more solutions will be dominated by one solution P than when traditional definition is used. Therefore, and using the concept of cone-domination, the whole Pareto optimal front (using the traditional definition of domination), may not be non-dominated according to this new definition.
Besides, in Figure 2b it can be observed that the values a 12 and a 21 expand the ϕ angle modifying the dominated region (whose value in the original definition of Pareto dominance is 90 • ). In this example, the vertical axis is rotated by the angle of ϕ 12 , whereas the horizontal axis is rotated by ϕ 21 . As it is shown in this figure, both angles are related to the a 12 and a 21 values, respectively, as follows:
Using previous equations, the new angle for the new dominated region of point A will be ϕ = 90 • + ϕ 12 + ϕ 21 . If the values of the objectives are normalized, to make the dominated region symmetric and thus equalize the turn of both horizontal and vertical axes (i.e. ϕ 12 = ϕ 21 ), both variables of the matrix must also be equalized: a 12 = a 21 = tan ϕ−90 2 . Then, the cone-domination considers angles, (ϕ 12 , ϕ 21 
where the 90 degrees case is the common Pareto dominance, and the 180 degrees is equivalent to a weighted sum multiobjective optimization where all weights are the same (i.e. a single-objective optimization using the sum of all objectives as fitness function). In this last case, all the solutions are inside the same line of cone-domination, and the matrix a considered is filled with 1 (∀i, j a ij = 1).
In other cases, the cone domination concept can be formally defined as:
With the aim of comparing the convergence and diversity of the knee points obtained, in contrast with the Pareto front from the original approach, a study of several values of the angle ϕ ∈ (90, 180) must be carried out. Now, let extend this concept to higher dimensions. For three dimension (m = 3), in this case, having f = (f 1 , f 2 , f 3 ) T , the cone domination function Ω = af is expressed as: Figure 3a shows the 3D contour corresponding to conedominated region for a solution A in the objective space, where the bold lines converging in A represent the edges of the cone region. In dashed lines, the edges used in the normal definition of Pareto domination for A are also presented. As in the 2D case, the modified definition of domination allows a larger region to become dominated by any solution than the usual definition.
Besides, Figures 3b, 3c and 3d show the projections of this 3D region into the f 1 -f 2 plane, f 1 -f 3 plane and f 2 -f 3 plane, respectively. These projections show a similarity with the cone-domination region for 2-objectives problems (see Figure 2b ). In Figure 3b it is observable that the values a 12 and a 21 change the dominated region by expanding the α value, rotating the f1 axis an angle of α 21 and the f2 axis an angle of α 12 . On the other hand, Figure 3c shows how values a 13 and a 31 expand the β angle, rotating the f1 axis an angle of β 31 (a) Cone Dominated Region.
(b) Projection in the f1-f2 plane.
(c) Projection in the f1-f3 plane.
(d) Projection in the f2-f3 plane.
Fig. 3: Regions cone-dominated by solution A in a 3-objective problem
and the f3 axis an angle of β 13 . Finally, Figure 3d shows how values a 23 and a 32 expand the γ angle, rotating the f2 axis an angle of γ 32 and the f3 axis an angle of γ 23 . As can be seen, similarly to the 2D cone-domination, the angles described and values of matrix a can be formulated as follows:
tan α 12 = a 12 , tan α 21 = a 21 , α = 90 + α 12 + α 21 (14) tan β 13 = a 13 , tan β 31 = a 31 ,
tan γ 23 = a 23 , tan γ 32 = a 32 ,
Following this reasoning, the cone-dominated region is defined by extending the angle of the region in 2-objective problems, while in 3-objective problems it is defined by extending the three angles of the faces defining the 3D cone. When considering a higher dimension N , a hypercone region with N 2 faces (and therefore, angles) is generated. This number is the result of the pair-combinations of the N objective functions. In this case, the cone domination is expressed as:
where each value a ij with i = j, i, j ∈ {1, 2, ..., N } is related to the angle θ ij so tan θ ij = a ij . Besides, the angle θ ij of the face f i -f j of the hypercone region, is related to this angle (hence, θ ij can be calculated as θ ij = 90 + θ ij + θ ji ). Again, and in order to make the cone dominated region symmetric for every objective, and supposing that the values of the objectives are normalized, it is necessary to equalize the angles of every face of the hypercone region. The definition of this angle θ leads to the setting of the values a ij of matrix a:
C. Hypervolume and distribution of solutions
In order to evaluate the convergence and distribution of the non-dominated solutions obtained with MOEAs, some metrics have been proposed over the last decades [15] . One of the most popular is the Hypervolume (HV) [16] , which gives the volume (in the objective space) that is dominated by some reference point. Other frequently used metric is the Inverted Generational Distance (IGD) [17] , where a set of reference points is provided as an approximation of the Pareto front, and the IGD is computed as the distance from each reference point to the nearest solution in the solution set.
When the number of non-dominated solutions is large, the decision making process afterwards becomes really complex. In order to avoid this, the best outcome of the algorithm should be a small set of solutions maintaining as large as possible value for the HV or IGD. As the IGD is pretty complex to compute due to the need of a reference set, which in real problem is sometimes difficult to provide, the HV metric has been used to design a new metric that takes into account the number of solutions. We propose the hypervolume-distribution (HDist) metric, which is designed in order to evaluate this trade-off between HV and the number of solutions. This metric is defined as follows:
where P is the POF of the problem, S ⊂ P is the set of non-dominated solutions to be evaluated, and HV : R n → R represents the hypervolume of the set. In this metric, the Pareto set is needed in order to normalize the number of solutions and the hypervolume, which are then combined. The higher the value of this metric, the better distributed solutions maintaining good hypervolume.
Using this metric, our main goal is to self-adapt the conedomination angle in the evolving phase of the MOEA, so that the best set of non-dominated solutions according to the HDist metric is obtained.
III. SKPNSGA-II: A SELF-ADAPTIVE KNEE-POINT BASED EXTENSION OF NSGA-II In order to reduce the number of obtained solutions in a MOP, we propose an extension of NSGA-II, which is designed to search Knee-points instead of non-dominated solutions. To reach this goal, the cone-domination concept described in section II-B will be used instead of the standard Paretodomination. The non-dominated ranking used by NSGA-II is changed to a non-cone-domination ranking with an specific angle θ. In a previous work [6] , a first approach called Knee-Point based NSGA-II (KPNSGA-II), using cone-domination with a fixed cone angle, was proposed. In this work, we propose self-adaptive Knee-Point based NSGA-II (sKPNSGA-II), which self-adapts the cone angle according to the HDist metric proposed in previous section. In order to perform this self-adaptation, the golden section search [18] has been used. This technique is used to find the maximum value for the HDist metric through a successive narrowing of the the range of values in which the maximum point is located.
The sKPNSGA-II is presented in Algorithm 1. This novel approach, after randomly generating the initial population (Line 1), initializes the convergence factors (Lines 2-4). Following this step, the maximum and minimum values for each objective is initialized to a zero-vector q (line 5), and to the vector M of maximum objective values (Line 6), respectively. Every time the solutions are evaluated, these values are updated. Their aim is to be used in the normalization of the objective values.
The fitness function (Lines 10-14) used in the evaluation of the individuals computes the multi-objective values of the solutions, which are stored inside the fitness. Moreover, as previously mentioned, the maximum and minimum objective values are updated with the new evaluated solutions (Lines 12-13).
Based on the NSGA-II algorithm, the new offspring is updated with the buildArchive function (Algorithm 1, line 15), which is presented in Algorithm 2. This function creates an array of vectors, or fronts, storing the solutions grouped by their level of non-cone-dominance. This is done using the assignFrontRanks function (see Algorithm 3). In this levelled array, the first front is composed of the non-cone-dominated solutions of the population; the second front contains the noncone-dominated solutions among the rest of the population without considering the solutions of the first front; the third front is then composed of the non-cone-dominated solutions of the population without considering the solutions of the first and second fronts, and so on.
In order to create the array of ranked fronts, the kneeFront function is used (see Algorithm 4). This function is similar to the classical one used in NSGA-II to generate the Pareto front from a population. Nevertheless, it has been changed, so instead of the non-dominated solutions, the function will consider the non-cone-dominated solutions, as was described in Section II-B. The new approach of cone domination is described in detail in Algorithm 5. Then, kneeFront function requires a θ value indicating the angle of the cone-domination. First, the objective vectors are normalized with the maximum and minimum values. Then, the cone-domination function is computed using the Equations 5 and 18 for each objective; and the function examines if the second solution is cone-dominated by the first.
Once the array of vectors containing the ranked solutions is created, in a similar way to NSGA-II algorithm, a sparsity value (that is based on the crowding distance) is given to each is the golden ratio. Output: The Knee-Point Frontier generated 1 S ← set of λ individuals randomly generated In order to self-adapt the cone angle according to the HDist metric, the Golden Section Search has been used (Line 19). This technique is used to find the maximum of the HDist metric iteratively as the main algorithm evolves. It is described in Algorithm 6. This technique is similar to the bisection search for the root of an equation. Specifically, if in the neighbourhood of the maximum we can find three points
, then there exists a maximum between the points x A and x B . To search for this maximum, we can choose another point x D between x C and x B as shown in the figure 4. Then, depending on the value of f (X D ), the new triplet may become 11 return rankedF ronts the process is repeated iteratively until an error tolerance is reached. In order to compute these points x C and x D , the golden ratio φ is used, where each point is separated from the corner points x A and x B the distance between these corner points divided by φ.
In sKPNSGA-II, the golden section search starts working once the front has a large number of solutions or the hypervolume does not show a considerable increase with respect to previous generations. Then, the θ C cone angle value is tested in the following generation, and then the θ D in the next one. After testing both, they are compared as previously described, the triplet is updated and the process continues until the stopping criteria is met.
Following Algorithm 1, a tournament selection (Line 23) is if cone1 > cone2 then 13 return FALSE 14 return dominates used to provide the individuals that will be chosen to apply the genetic operators. The crossover operator (line 24) and the mutation operator (lines 25-26) are then applied. Finally, in this algorithm the stopping criteria considers the comparison of the non dominated solutions obtained so far at the end of each generation with the solutions from the previous generation (Lines [17] [18] . When the solutions obtained so far remain unchanged for a specific number of generations, the Input: Vector S containing the actual knee front. Angle θ being used. Angles used in the golden section search θ A , θ B , θ C and θ D . 
algorithm will stop and return the set of solutions found as the best approximation of the POF.
IV. EXPERIMENTAL EVALUATION
In order to test the proposed algorithm, a real complex problem have to be considered where decision makers actually care about the number of solutions for the decision making process. In these experiments, several real Mission Planning Problems have been designed for this. Mission Planning [19] is a complex problem that involves the assignment of several tasks to the vehicles performing them, along with the assignments of vehicles to GCSs controlling them. Some tasks are performed by just one vehicle, while others may be performed by several vehicles reducing the time needed for the task (e.g. taking a photo, monitoring a target. . . ). There exists several issues to take into account, such as the paths followed by the UAVs when there are No Flight Zones (NFZs) in the scenario, the sensors to be used by the vehicles for each task, the flight time or the fuel consumption, among others. In a previous work [20] , this problem was modelled as a Constraint Satisfaction Problem (CSP), considering the different constraints of the problem (sensors, path, time, fuel. . . ), and solved using a standard NSGA-II algorithm.
This problem is also a Multi-Objective Optimization problem, as there exist several objectives that influence the selection of the most appropriate plan. 7 objectives have been considered, that include: the total cost of the vehicles for completing the mission; the makespan or end time when all vehicles have returned and the mission is ended; or the risk of the mission, which has been calculated as an average percentage that indicates how hazardous the mission is (e.g. UAVs that end up with low fuel, UAVs that fly near to the ground or UAVs that fly close between them); the number of UAVs used in the mission, the total fuel consumption, the total flight time and the total distance traversed.
The fitness function used for this problem checks that all of the constraints considered are fulfilled for a given solution. If not, it stores inside its fitness the number of constraints fulfilled by the solution. When all constraints are fulfilled, the fitness will work as a multi-objective function minimizing the problem objectives.
The encoding considered here takes into account the different variables of the CSP model, which includes: the assignments of UAVs to tasks, the order of the tasks, the assignments of GCSs to UAVs, the flight profiles used in each path and return to the base, and the sensors used for each task performance. For this encoding, proper crossover and mutation operators have been designed, where a concrete operator is applied to each allele of the individuals. For more details about the encoding and the CSP model, may you consult previous works [19] [20] .
In these experiments, we tested the newly implemented sKPNSGA-II with 12 different scenarios, represented in Figure  5 ). In these figures, the green zones represent tasks, while the red zones represent NFZs. There are also some point tasks represented with an icon, such as photographing, tracking or fire extinguishing. These scenarios are composed of an increasing number of tasks, multi-UAV tasks, UAVs, GCSs, NFZs and temporal dependencies between tasks (see Table I ).
In the experiments, we tested these missions with the NFZs  Time  Dependencies   1  5  0  3  1  0  0  2  6  1  3  1  1  0  3  6  1  4  2  2  1  4  7  1  5  2  1  2  5  8  2  5  2  3  1  6  9  2  5  2  0  2  7  9  2  6  2  2  2  8  10  2  6  2  3  3  9  11  3  6  2  3  2  10  12  3  7  3  0  2  11  12  3  8  3  2  3  12  13  4  7  3  4  4 sKPNSGA-II algorithm developed in this work. In order to test the self-adaptation of the algorithm for the cone angle, the missions were also solved using NSGA-II and the cone-angledependant implementation KPNSGA-II [6] where the angle is fixed, using 120 • , 135 • , and 150 • angles (these approaches are names KPNSGA-II-120, KPNSGA-II-135 and KPNSGA-II-150, respectively). Each experiment has been executed 30 times, and the mean and standard deviation are presented for all the tables. On the other hand, the rest of parameters have been set to: population of the algorithm to 200, maximum number of generations to 300, the mutation probability to 5%, and the stopping criteria to 10.
A. Experimental results
To compare the results obtained, we computed the hypervolume with the normalized objectives for each solution set, taking as reference point the maximum point (1, 1, 1, ...) . These results are shown in Table II . On the other hand, Table  III shows the number of solutions obtained for each approach. In these results, it is appreciable how the hypervolume decreases with bigger angles, as well as the number of solutions. On the other hand, it is appreciable how NSGA-II gets worse results as the complexity of the problem grows (the difference of hypervolume with respect to sKPNSGA-II decreases), due to the big number of solutions composing the POF.
In order to measure these hypervolume and number of solutions together, the HDist metric (see Section II-C) is used. The values of this metric for each result are presented in Table  IV . With this, we can clearly appreciate that sKPNSGA-II gets the best results for this metric, as it has been optimized during verge for the different missions and algorithms. Here, it is shown that the runtime of the algorithm is also reduced with sKPNSGA-II compared to NSGA-II, which in most cases was not even able to converge in the maximum number of generations defined. On the other hand, the runtime of sKPNSGA-II is bigger than the approaches where the angle is fixed. Concretely, the higher the cone angle, the faster the algorithm.
In order to observe how sKPNSGA-II evolves, Figure 7 shows the evolution of Cone Angle, Hypervolume, Number of solutions obtained and HDist Metric by generation in Mission 4, and compares them with the fix angle approaches. Here, it is appreciable how the cone angle critically varies when the golden section search starts but rapidly converge to the optimum value. In the HDist graphic, it is shown how sKPNSGA-II starts with worse HDist than the other approaches as it has not determined its cone angle yet, but once it does, it get the better result. On the other hand, Figure 8 shows the parallel and radial plot of the solutions obtained by each approach. Here, it can be seen how the solutions obtained by sKPNSGA-II are spread with all the optimization variables, proving that the solutions obtained are a significant sample of the solutions of the POF.
V. CONCLUSION
In this work, we have presented an extension of the NSGA-II algorithm based on Knee Points in order to guide and focus the search process of the algorithm for significant solutions. To do that, we have presented the concept of cone-domination, which substitutes the domination concept in the algorithm. The algorithm uses a cone angle which self-adapts in the algorithm using the golden section search.
This new approach have been tested with real Multi-UAV Mission Planning Problems, which are complex and have a lot of solutions. In these problems, the mission operator has to select the best solution among all the obtained, so reducing the number of solutions and present just the most significant ones to the operator will reduce its workload.
In the experimental phase, the approach has been compared against NSGA-II and non-self-adapting approaches with three different cone angles (120, 135 and 150). The results showed that the sKPNSGA-II approach adapts the angle according to the HDist metric, which is clearly maximized when compared to the other approaches. The number of solutions returned are quite small while the most of the hypervolume is maintained compared to NSGA-II.
On the other hand, the results obtained from the experimental phase showed that the number of generations needed to converge are also improved by the new algorithm compared to NSGA-II, while the fixed angle approaches converge earlier.
In the most complex problems, NSGA-II could not find the complete POF, while sKPNSGA-II could converge.
In our future research works, and in order to improve the decision making process for the operator, we will also develop some ranker algorithm for the solutions returned by sKPNSGA-II, which allows to easily select the most interesting and relevant solutions to human operators.
