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ABSTRACT
In this thesis we present methods to optimize the design and flight character-
istics of a biologically-inspired bat-like robot. Recent work has designed the
topological structure for the wing kinematics of this robot; here we present
methods to optimize the geometry of this structure, and to compute actuator
trajectories that yield successful flight behaviors. Our approach is motivated
by recent studies on biological bat flight, which have shown that the salient
aspects of wing motion can be accurately represented in a low-dimensional
space. We use principal components analysis (PCA) to characterize the dom-
inant modes of biological bat flight kinematics, and optimize our robotic
design to mimic these. In particular, we use the first and second princi-
pal components to shape the parametric kinematics and actuator trajecto-
ries through finite state nonlinear constrained optimization. The method
yields a robot mechanism that, despite having only five degrees of actuation,
possesses several biologically meaningful morphing specializations. We have
validated our approach in both simulation and flight experiments with our
prototype robotic bat.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Biological systems from many areas of the animal kingdom have given inspi-
ration to the design and construction of new robots. This field of study is
often called biologically-inspired robotics, and it refers to robots that have
been designed and constructed based off of observation and inferences from
biological systems found in nature. The field of bio-inspired robotics has
become a rapidly growing area of research [2, 5–15], and this is likely due
to the significant benefits from studying animals to design robots. Animals
have already shown their effectiveness by living in different environments and
adapting to numerous terrains and situations. They exhibit a great versatility
in their capabilities and an expertise in their specific techniques of locomo-
tion. This is seen throughout the animal kingdom. Fish are unmatched in
their ability to traverse the oceans. Birds and bats expend minimal energy
in flight and are expert fliers. Big cats exhibit great bursts of speed in their
hunt for food. Humans have incredible efficiency in their bipedal locomotion.
These biological systems are all adept in their own areas of locomotion, i.e.
they have demonstrated mastery over the extremely challenging problem of
design and control and have unlocked many of the secrets of locomotion.
As a result, there can be great advantages from studying animals that
have already proven to be experts in their own areas of locomotion. Animals
are living and working solutions to the complex problems of kinematics, dy-
namics, and control, and therefore understanding these biological systems
can give incredible insight into designing new systems. These biological or-
ganisms can provide the framework for building a robot and implementing
its desired motion as well as give intuition for control strategies. However,
it is often difficult to incorporate the many complexities of a biological sys-
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tem when building a robot. Design of these robots is thus often focused on
finding redundancies in the structure and designing a robotic system with a
lower complexity than the original biological system. For example, the hu-
man hand is a system with over 20 Degrees of Freedom (DoF) [16]. Robotic
grippers and hands are often built to embody the unique grasping capabilities
of the human hand while having a reduced number of DoFs to minimize the
required number of actuators and to reduce computation. Thus, production
is more feasible, and implementation of robotic grippers and hands becomes
more practical. For example, the Pisa/IIT SoftHand has 19 DoFs but uses
only a single actuator for control [9,17]. Another example is the DLR-Hand
II which is a robotic gripper that was designed to have 13 DoFs, giving it a
lower dimensional configuration space than the human hand [7].
The application of flapping flight in robotics has been a growing field. In-
spiration from biology has driven the development of many different flying
platforms. There are robots designed to mimic insects [11–13], birds [14,18],
hummingbirds [15], and bats [1–3,5, 10,19]. The flight mechanisms found in
these biological creatures are often very complex, and mimicking them pre-
cisely is a significant ordeal. Thus, researchers have analyzed these biological
creatures in attempts to create an artificial system that can roughly mimic
their behaviors while having a simplified design.
Bats have a very sophisticated flight mechanism, possessing over 40 DoFs
[4]. These animals have been studied for many years, but only recently have
researchers attempted to mimic them [10,19]. Several studies were conducted
to design and construct a robotic bat based on observations of biological bats
in nature [1–3, 5]. Development of a bat-size aerial robot is constrained by
weight, size, and power limitations [20,21]. Furthermore, mimicking the kine-
matics of a biological bat is challenging because of its complex morphology.
Implementing a bat’s 40 DoFs as a robot would require a very large num-
ber of actuators. Given the strict weight requirements necessary for flapping
flight and the current limitations of technology, it is essentially infeasible
to do this. Simplifications are therefore required for flight to be possible.
These restrictions and limitations have motivated better understanding and
selection of major DoFs in biological bats.
The robotic Bat-Bot (B2) (Figure 1.1) was designed to possess the mor-
phing properties of bat wings and retain their dominant motions found in
flight while having only five Degrees of Actuation (DoA) [1–3,5]. The DoAs
2
Figure 1.1: Prototype of B2. This image is taken directly from [2].
are synchronous flapping, asynchronous folding and unfolding movements of
the wings, and stabilizing movements of the hindlimb. This low dimensional
design was formulated by first analyzing the skeletal structure of biological
bats and their dominant movements. In addition, groups of joints in bats
have been shown to move together during flight through analysis of recorded
motion capture data of bats flying in a wind tunnel [4]. B2 was designed to
exploit these groups. The resulting construction has a reduced dimensional
complexity but retains motion abilities similar to the studied organism.
1.2 Problem Statement
This thesis presents a methodology that builds upon the previous works
of designing the prototype of B2 [1–3] to optimize the existing structure
and find the ideal actuator trajectories such that the geometric structure
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and movement of the robot most closely match those of a biological bat.
We applied a synergistic design approach to match the dominant modes
of movement between B2 and the biological bat. This method employs the
fundamentals of kinematic synergies of a biological bat to shape the geometric
structure and wingbeat cycle of B2. The topological structure of the wing
skeleton of B2 is fundamentally different from that of a biological bat. We use
an optimization approach to find both the parameters for this given structure
and the trajectories of the actuators to best match the geometric behavior
over a wingbeat of the biological bat. This constrained optimization routine
compares the synergies obtained from prerecorded trajectories of markers
on a biological bat to equivalent simulated marker trajectories on B2. The
performance functional consists of the sum of squared differences between
Euclidean positions of the markers of the biological bat and B2 reconstructed
after performing Principal Component Analysis (PCA) with only the first two
components. These analyses synthesize the backbone design elements of B2’s
articulated flight mechanism and provide insight to the reference inputs to
the motors powering its flapping flight such that B2 mimics the behavior of
a biological bat.
The work in this thesis is organized as follows. Chapter 2 provides back-
ground information regarding synergies and bio-inspired robots built to mimic
synergies. An introduction to PCA is also given. In Chapter 3, PCA quan-
tifies the principal components as full wingbeat cycles to compare different
speeds of bat flight. The work presented in this chapter builds upon the
results of [4] by analyzing the periodic wingbeat cycle of a bat across trials of
varying flight speeds. Section 3.1 describes the biological bat motion capture
data which will be compared against the kinematic behavior of B2. Sec-
tion 3.2 explains the preprocessing of the data. Section 3.3 details PCA over
different flight speeds, and classification of different flight speeds is attempted
in Section 3.4. The construction and capabilities of B2 are detailed in Chap-
ter 4. Specifically, Section 4.1 provides information regarding the structural
design of B2, and Section 4.2 presents a parametric kinematic model that
expresses the markers’ positions in terms of the optimization variables, i.e.,
the position of the actuated coordinates and the physical parameters of B2.
Using this model, Chapter 5 presents a constrained optimization formulation
that finds both the actuator trajectories over the wingbeat cycle of B2 and
its structural parameters by comparing prerecorded trajectories of markers
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on a biological bat to B2’s equivalent marker trajectories. The optimization
results from simulation and the experimental results are presented in Chap-
ter 6, and concluding remarks are made in Chapter 7. It should be noted
that the works in parts of Chapter 2, Chapter 4, Chapter 5, Chapter 6, and
Chapter 7 have been published in the paper [22].
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CHAPTER 2
BACKGROUND
Kinematic synergies of biological bats are the foundation for the work in
this study as they are used to optimize B2’s behavior to that of a biological
bat. In this chapter, we review the concept of kinematic synergies. We
provide a brief literature review of the use of synergies in studying biological
organisms, and we give examples of robot designs inspired by synergies in
biology. Furthermore, this chapter delves into the procedure of PCA, its
mathematical formulation, and its implementation.
2.1 Synergies
The movement of humans and animals has been a much studied topic. The
concept of muscle synergies has proved particularly useful in these studies.
This theory of unified activations within groupings of muscles was first pro-
posed by Bernstein [23], and it is based on the assumption that it is very
difficult for the central nervous system to independently control all of the
joints of an animal independently. For example, a running human does not
individually control each of the muscles necessary to produce this motion.
Rather, the brain simultaneously coordinates groups of muscles to run. Mus-
cle movements are often coupled to each other. Most of the movements in
humans result from a cooperative effort from numerous muscles. A study on
postural control in humans analyzed EMG activity of 16 muscles in the back
and legs of humans [24]. Using nonnegative matrix factorization (NMF), it
reported that six or fewer muscle synergies were able to accurately replicate
the postural responses. Furthermore, similar synergies were seen across the
test subjects. Muscle synergies have also been studied in animals. For ex-
ample, the kicking motion in frogs was quantified with EMG signals from
the leg muscles, and an algorithm was employed to find three time-varying
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muscle synergies that best described the kicking motion [25].
The kinematic movements produced from these muscle synergies likewise
have synergies of their own. Numerous studies have been performed to quan-
tify the set of synergies of humans and animals in order to characterize their
behavior in a low dimensional space. These synergies often form a set of
basis vectors of which only the most dominant are needed to approximate
the animal’s movement. For example, one DoF in animals may correspond to
the coordinated movement of multiple joints [23]. One DoF is not necessarily
expressed only as one joint because often movements of joints are coupled
to each other. Studies have frequently used the statistical method PCA to
reduce the dimensions of a data set [26].
PCA has been successful in the study of human movement. It was demon-
strated using kinematic movement and EMG data from human walking that
by taking only a few of the principal components that account for most of the
variance, the original data can be reconstructed fairly accurately [27]. This
method has also been applied to kinematic motion capture data of human
arm movements to identify kinematic synergies that could be used as motor
primitives [28]. The gaits of animals and humans have also been explored.
For example, PCA has been effective in human gait recognition [29]. It has
been applied as well to analysis of EMG signals in muscles and kinematic
behavior in human walking and running gaits [30].
The human hand has become a widely studied kinematic structure for syn-
ergies. Santello et al. [31] showed that greater than 80% of the variance of
static grasping data can be described by the first two postural synergies, i.e.
principal components. Postural synergies have also been extracted from spa-
tiotemporal data for the reach-to-grasp motion [32]. The first two synergies
spanned 98% of the variance in the motion data. These results suggest that
the reach-to-grasp movement can be well approximated by linear combina-
tions of its first two principal components.
Like the human hand, it is imperative to recognize the sophisticated com-
plexity of the biological bat’s flight apparatus. The apparatus possesses
ball-and-socket and revolute joints that connect the bones and muscles to
one another and synthesize a metamorphic musculoskeletal system with over
40 DoFs. It is known that some of these joints are passive while some are
active [4]. Similar to the previously mentioned research, bat motion can be
described in a low dimensional space using PCA. There are three groupings
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of joints in a bat wing that move together, accounting for 14 of 20 joints
[4]. This experiment also discovered that approximating the bat’s motion
with only 16 of 46 principal components accounted for 95% of the variance
of the original behavior, and the first two principal components represent
57% of the variance. These observations of bat flight suggest that the di-
mensional complexity can be significantly reduced by making correlations
between couplings of the bat’s kinematics. By choosing only some of the
principal components, the dimensionality of the bat can be reduced without
much loss of the accuracy of reproducing the actual data.
2.2 Bio-inspired robots
The efforts in quantifying complex behavior of biological mechanisms in a
lower dimensional subspace have led to the successful design of bio-inspired
robots that can mimic their biological counterparts to a great extent in spite
of retaining fewer DoFs. Kinematic analysis of biological data of frogs jump-
ing guided the creation of the mechanical design of frog legs with fewer DoFs
[33]. Snakes have also been a topic of study. It has been shown that the kine-
matic synergies extracted from biological data of snakes can be implemented
on a snake robot that accurately reproduces the movements of the biological
snake [34]. Crickets have been analyzed with high speed video to identify
important parts of the kinematic structure of their legs [35], and this has led
to the successful design of a cricket robot [36]. Images of sequential side view
shots of kangaroos were used to create a kangaroo robot with fewer DoFs
[37]. Development of the MIT Robotic Cheetah was aided with the analysis
of tendon–bone locations of biological legged systems [38]. Tangorra et al. [8]
developed a robotic fish by first analyzing the kinematics of the pectoral fin
of a sunfish to design the robot in a low dimensional space. It used PCA in
its analysis of the sunfish to extract the three most dominant modes which
made up 67% of the variance and implemented these on the robotic fin.
Humans have been the inspiration for the design of humanoid robots and
robotic arms. A recent study optimized movement of a humanoid robot
performing reaching motions to match those of a human, and it encoded
these movements as motor primitives in the robot using PCA to identify an
appropriate low dimensional subspace [39]. Human movement primitives,
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specifically in the arm, can be expressed as linear combinations of principal
components, i.e. kinematic synergies, and they can be combined to provide
a new set of basis functions to be applied in robot movement that is very
similar to the original human movement [40]. PCA has also been used to
reduce the dimensional complexity of the EMG signals and the joint angles
of the human arm to control an anthropomorphic robotic arm [41].
Robotic hand research has been powered by representing grasping in a low
dimensional space. Based on the postural synergy findings of [31], Brown
and Asada [42] designed a robotic hand to embody the kinematic topology
of a human hand but actuated with only two motors controlling the first two
postural synergies. Similarly, Ciocarlie et al. [43] expanded upon the anal-
yses of [31] by presenting a method for grasp planning of robotic hands in
the space spanned by the first two postural synergies. The similar idea of a
postural subspace was explored in [44] in order to enable pre-grasp planning
using the synergies in this subspace to reduce dimensional and computational
complexities. This research in synergies has been further developed by the
idea of ‘soft synergies’ in order to study the effect of synergies on the distri-
bution of grasping forces [45,46]. Catalano et al. [9] implemented a modified
version of this on the Pisa/IIT SoftHand. This anthropomorphic hand has
19 DoFs but uses only a single actuator for control.
There have also been efforts to build robots that are propelled with flapping
flight. B2 was designed with kinematic synergies in mind [2]. The design was
motivated by past research that has shown kinematic couplings in joints of
flapping flight and has quantified how groups of joints in bats move together
[4].
It can be seen from many of the examples above that PCA has been a
widely applied technique in the area of studying biological data and designing
and controlling robots. This method allows data to be described in a low
dimensional space by means of a linear transformation, and it has shown
its success in the aforementioned studies. The results of PCA of biological
bat data reported by [4] offer a means for describing bat kinematics in a
low dimensional space. Furthermore, analysis of the skeletal structures of a
biological bat wing and a human hand shows great similarities between the
two structures. While grasping is not periodic, i.e. it is not a gait cycle like
flapping in bats, the structural similarities between hands and bat wings and
the success of implementing PCA for designing robotic hands are encouraging
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to the feasibility of our synergistic optimization approach to be applied to
the flight mechanism of B2.
2.3 Overview of Principal Component Analysis
PCA is a technique broadly used to reduce the dimensions of a data set.
This technique was discovered by Pearson in the early 1900s [47], and it
was later given its name in [48]. It is also known in other fields of study
as the Karhunen-Loe`ve transform [49] and Proper Orthogonal Decomposi-
tion (POD) [50]. PCA is a statistical method that attempts to achieve an
uncorrelated representation of the data by projecting it onto a set of orthog-
onal basis vectors [26]. One of the major strengths of PCA is its ability to
expose the redundancies in a data set. The dimensions of the data set can
be reduced when the first several most dominant basis vectors account for a
large variance of the data. These vectors are called the principal components
(PCs).
Intuitively, the method could be described by drawing an ellipse around a
two dimensional Gaussian distributed data set as shown in Figure 2.1. The
major axis of the ellipse is longer than the minor axis, and thus it accounts
for a higher proportion of the variance of the data. The axes of the ellipsoid
represent the PCs, i.e. orthogonal basis vectors. Each vector is proportional
to the variance of the data it covers. Any data point can be described by a
linear combination of these vectors. In higher dimensions, the ellipse becomes
an n-dimensional ellipsoid with n axes, or n PCs.
Describing the data points in this way is useful because the data set may
have a high proportion of its variance along a small subset of the PCs and
a very low amount of variance along the remainder. PCA captures this
property by inspection of the lengths of the axes of the ellipsoid. For example,
the ellipse drawn around a two dimensional data set will begin to look like
a straight line as the minor axis approaches zero length. In this case, only
one variable is needed to describe data points on a line, and thus the data
set can be described in one dimension.
In practice, the minor axis will typically not approach zero, and the rela-
tion will be that the major axis is significantly longer than the minor axis.
Thus, it can be challenging to choose the number of PCs to keep. There are
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Figure 2.1: An ellipse drawn around two dimensional Gaussian data. The
arrows represent the major and minor axes of the ellipse, which are the PCs.
no strict guidelines to decide how many dimensions of a data set to keep,
and often this number of dimensions is found from trial and error. However,
there are methods that can assist this process. After performing PCA, it
can be beneficial if the PCs that are kept have intuitive interpretations [26].
Consider the kinematics of bat flight. The first two PCs represent flapping
and folding of the wing, and so it is physically meaningful to represent flight
with only these two PCs. Another effective approach is to analyze the vari-
ance corresponding to each PC. The dimension of the ellipse in Figure 2.1
can be reduced to one if the major axis of the ellipse is much larger than
the minor axis, as the axes lengths are proportional to the variances. Data
points can be roughly approximated by this one dimension as it describes
the majority of the variance of the data set, and the other dimension does
little to distinguish between points.
11
2.3.1 Derivation of Principal Components [26]
Jolliffe [26] presents the derivation of PCs using random variables. The fun-
damental idea is that a set of correlated random variables can be transformed
to a set of uncorrelated random variables. The derivation in this section is
based upon that from Jolliffe’s book, but the notation is written from a lin-
ear algebra point of view such that the random variables are replaced with
vectors containing data samples. The data analyzed in this thesis is also in
vector format, as the distributions of the random variables are unknown, and
so this notation is used to provide a bridge between this derivation and the
data used.
Suppose for a given data set that there are m different variables x1, x2,
· · · , xm. Each variable xj has n corresponding samples written as xi,j for a
given sample i. The samples of a variable can be written as the vector
xj =
[
x1,j x2,j · · · xn,j
]>
. (2.1)
The data matrix is defined as
M =
[
x1 x2 · · · xm
]
, (2.2)
where M ∈ Rn×m such that the measured variables are along the columns
and the observations are along the rows. We shall assume for this case that
the variables are zero mean, i.e.
∑n
i=1
1
n
xi,j = 0 for each j. Thus, the columns
of M have zero mean.
The goal of PCA is to identify an orthogonal set of basis vectors, i.e. PCs
given by
V =
[
v1 v2 · · · vm
]
, (2.3)
to describe M. The data set can be transformed to a new basis by this set
of vectors with the operation
Z =MV , (2.4)
where the elements of Z are known as the PC scores, i.e. the samples trans-
formed into the new basis. The columns of Z are written as
Z =
[
z1 z2 · · · zm.
]
(2.5)
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Each xj is an original set of samples for variable xj, and each zj is the trans-
formed set of samples for the new variable zj. The new matrix Z expresses
the variables of M relative to the new basis given by V . It is simply the
projection of M onto the PCs.
The first vector of PC scores is given by z1 = Mv1, with z1 ∈ Rn and
v1 ∈ Rm. Each PC vj is selected such that the new transformed vector zj
has maximum variance. First, v1 is found by maximizing the variance of z1,
and subsequently the process is repeated for j = 2, · · · ,m. The variance of
z1 is
var (z1) =
1
n
n∑
i=1
(zi,1 − z¯1)2 (2.6)
where z¯1 is mean of z1, and it can be expanded as
var (z1) = var (Mv1) = v>1 cov (M) v1, (2.7)
with cov (M) = 1
m
M>M, because M has zero mean about the columns.
Maximization of the variance of the first PC score can be formulated as an
optimization problem by the following expression:
maximize
v1
v>1 cov (M) v1
subject to v>1 v1 = 1
. (2.8)
Here, the variance of the first PC score is maximized subject to the normal-
ization constraint of the first PC. This optimization problem is solved using
the method of Lagrange multipliers. The Lagrangian is formed as
L = v>1 cov (M) v1 − λ
(
v>1 v1 − 1
)
. (2.9)
The extremum is found by differentiating with respect to v1 and setting
d
dv1
L = 0, giving the equation
cov (M) v1 − λv1 = 0. (2.10)
This in turn can be written as
(cov (M)− λIm) v1 = 0. (2.11)
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This equation shows that the optimal solution for v1 and λ are the eigenvector
and eigenvalue pair of cov (M). The second PC is found likewise with the
added constraint that it is orthogonal with the first PC. This can be expanded
to all of the PCs with the addition of the constraints that the PCs are
orthogonal to each other, i.e. v>i vj = 0 for all i > j.
From this derivation, it can be seen that the PCs are the eigenvectors
of the covariance matrix cov (M). In other words, PCA can be performed
by taking an eigendecomposition of cov (M). The resulting eigenvectors are
the orthogonal basis vectors describing the data and give an uncorrelated
representation of the data. The eigenvalues denote the importance of the
corresponding eigenvectors. An eigenvector with a large eigenvalue covers a
large portion of the variance of the data.
This brief description of PCA was taken primarily from [26], and the re-
mainder of the derivation can be found there. Note that in the derivation,
Jolliffe [26] refers to zi as the PCs, while the description given in this the-
sis calls zi as the PC scores and vi as the PCs to be consistent with other
notation in the literature and in Matlab.
2.3.2 Singular Value Decomposition [26]
PCA can also be performed using singular value decomposition (SVD). For
a given data matrix M, SVD yields the equation
M = UΣV>, (2.12)
with U as eigenvectors of MM>, V as the eigenvectors of M>M, and Σ
as the diagonal matrix with elements as the singular values σi. The singular
values are proportional to the square root of the eigenvalues of both MM>
andM>M. The columns of U and V are orthonormal, meaning that U>U =
In and V>V = Im. Given M ∈ Rn×m, these matrices have the forms U ∈
Rn×n, Σ ∈ Rn×m, and V ∈ Rm×m. The matrix Σ will have m nonzero
singular values along the main diagonal, assuming that M is full rank. The
remaining part of the matrix, i.e. all of the rows after the main diagonal
ends, will be zeros, assuming that n > m.
SVD actually achieves the same results previously found for calculating V
from the eigendecomposition of cov (M) because V is the eigenvector matrix
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fromM>M, i.e. the eigenvectors of m · cov (M). The singular values σi are
the square roots of the eigenvalues of m · cov (M). Additionally, the product
UΣ is a scaled version of the PC score Z. SVD offers a major computational
advantage over decomposing the covariance matrix, and thus SVD will be
the preferred method for describing PCA in this thesis.
2.3.3 PCA of spatiotemporal data
The data used in this thesis is “spatiotemporal”, meaning that it consists of
samples that reside in both space and time. Cartesian positions of markers
located on a biological bat’s wing over the period of a wingbeat cycle consist
of both spatial and temporal dimensions. The PCA formulation described
previously in fact is effective in analyzing this type of data, and this section
provides the bridge to understand the implications of analyzing spatiotem-
poral data using PCA. It is important to make this connection such that one
can visualize the meaning of the principal components and their projections
of the data.
Consider a system in which the variables x1, x2, · · · , xm denote the mea-
sured positions of various parts of a mechanism. Suppose at each point in
time, a measurement for each variable is collected. If measurements are taken
at n sampling times, there will be n samples for each variable, and thus the
collected samples can be formed with vectors as x1, x1, · · · , xm such that
xj ∈ Rn contains the data samples of xj for each instant in time. Each
vector is therefore spatiotemporal, because the vectors are ordered based on
the time at which samples were taken, and each sample denotes a position in
space. These vectors are combined (in the same way as equation (2.2)) into
the matrix
M =
[
x1 x2 · · · xm
]
, (2.13)
where M ∈ Rn×m such that the measured variables are along the columns
and the observations are along the rows. The difference here is that the order
of the samples matters because it is time dependent. The sample in the first
row corresponds to the first time sample, and each following row was taken
at one time step later.
It can be observed that only the first m columns of U offer any use to the
composition of matrix M. Consider the decomposition M = UΣV> given
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by
M =
[
u1 u2 · · · un
]

σ1 0 · · · 0
0 σ2 · · · 0
...
...
...
...
0 0 · · · σm
0 0 · · · 0
...
...
...
...


v>1
v>2
...
v>m
 . (2.14)
Multiplying the terms in this expression gives
M = u1σ1v>1 + u2σ2v>2 + · · ·+ umσmv>m. (2.15)
The column vectors um+1 through un do not appear in the product; thus it
is often the case that the matrix U will appear with only m columns instead
of n and Σ will likewise have only m rows.
It is important to realize the significance of matrix U to properly analyze
the data. The above expression can be written as
M =
m∑
j=1
ujσjv
>
j . (2.16)
Expanding these terms gives
M =
m∑
j=1
σj

u1,j
u2,j
...
un,j

[
v1,j v2,j · · · vm,j
]
. (2.17)
Now consider only the first row of M, which is given by
m∑
j=1
σiu1,j
[
v1,j v2,j · · · vm,j
]
. (2.18)
This is simply the first PC v>j multiplied by a scalar coefficient. It can be
seen that σju1,j act as the weighting coefficients of v
>
j . Each PC contributes
to the summation by the amount specificied by its coefficient.
Now consider all of the rows of M. At a given column, σj multiplies all
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rows of uj, but each row of uj has its own entry. Namely, these entries of
uj depend on the instant in time when the data point was collected. For
example, the value of u1,1 might be large, signifying a strong importance of
v1 at time t1, while un,1 may be small, signifying little importance of v1 at
time tn. Thus, each ui encodes the temporal portion of the data, and each
vj encodes the spatial element of the data. This is important for analysis of
spatiotemporal data because it shows the evolution of the PCs over a period
of time. This demonstrates the need for not only the PCs, but also their
temporal behavior. As explained previously, UΣ is simply a scaled version
of Z, and thus the PC score dictates the temporal behavior of the PCs over
time.
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CHAPTER 3
DATA ANALYSIS
Collaborators at Brown University have performed experiments on bats by
recording their kinematic behavior in a wind tunnel with high speed cameras.
Specifically, they have recorded the species Tadarida brasiliensis over a range
of different flight speeds. This data has been made available to us, allowing
the analysis of these experiments in this chapter. This chapter introduces
basic notation for the kinematic data and defines the coordinate system of
the data.
Furthermore, we analyze Brown University’s motion capture data in at-
tempt to test how kinematic movement changes with respect to different
speeds of flight. It should be noted that this data analysis in the remainder
of the chapter is not used in the optimization formulation later on; PCA
on only a single trial was used for the optimization. Using PCA across the
trials of varying speeds, we find that the first two PCs account for most of
the variance. In addition, the data was projected onto the first two PCs to
see if there was clustering in the data between similar speeds. However, the
results do not give a clear relationship between the kinematics and the speed
of flight.
3.1 Biological bat motion capture data
A recent study recorded bats in a wind tunnel with markers painted on joints
of their wings and in key locations necessary for correctly describing their
motion [4]. The kinematic data set consists of the Cartesian coordinates of
these data points that were tracked by high speed cameras sampled at fs =
1000 Hz. We denote by n the number of time samples for a single wingbeat
cycle of a bat, with each sample containing the Cartesian coordinates for
np = 17 data markers placed on the bat. Figure 3.1 shows the layout of
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Figure 3.1: DoFs of a biological bat. In producing this figure, an image
from [4] is used.
the skeletal structure of the biological bat. Markers were placed on the
shoulder, elbow, wrist, metacarpal-phalangeal joints, inter-phalangeal joints,
fingertips, hip, knee, ankle, and two points of the sternum of the biological
bat. The anatomical terms of locations are shown in Figure 3.2.
Data for only the right wing of the bat is used in this experiment. The
position vectors of the markers are in the form pi =
[
xi yi zi
]>
. The data
matrix is formulated as
M =

p1(t1)
> p2(t1)> · · · pnp(t1)>
p1(t2)
> p2(t2)> · · · pnp(t2)>
...
...
. . .
...
p1(tn)
> p2(tn)> · · · pnp(tn)>
 . (3.1)
The term pi(tj) refers to Cartesian coordinate vector of marker i at time
sample j.
This experiment is based purely on the kinematics of bat flight. Only mo-
tion capture data is used to analyze how the bat moves at varying wind ve-
locities. It should be noted that previous studies have quantified the changes
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Figure 3.2: Anatomical terms of locations of a biological bat.
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in bat flight over a range of flight speeds. Hubel et al. [51] performed a study
to quantify both the kinematics and aerodynamics of Tadarida brasiliensis,
the Brazilian free-tailed bat, over different speeds of flight. However, those
studies did not use PCA to analyze the kinematics over varying speeds. Fur-
thermore, the application of PCA in [4] looks individually at different trials.
The application of PCA presented in this chapter, on the other hand, com-
bines multiple trials of different flight speeds and performs PCA on this
collection of data sets. This different method may provide insight into fun-
damental properties of the kinematic synergies of bat flight. Analysis will be
performed on Tadarida brasiliensis.
3.2 Data preprocessing
In the study performed by Riskin et al. [4], the motion capture data of the bi-
ological bat was analyzed by performing PCA on individual trials. However,
we propose to analyze the data of multiple trials with PCA. This process
requires the data matrices to be vectorized (concatenating the columns of
a matrix into a vector) and combined by stacking these vectors to form a
new matrix containing all the information from the trials. This procedure
is described in Section 3.3. The data varies across the trials because the
bat is flying at different speeds in each, and thus the number of samples in
a wingbeat cycle differs. This cross-trial comparison required several steps
of data preprocessing such that the marker coordinates of each trial will be
aligned in time, and this is outlined in Section 3.2.3.
3.2.1 Coordinate change
The original data set has a Cartesian coordinate system based on an inertial
frame of reference fixed at a point in the wind tunnel. As a result, each trial
has a data set that differs in actual position, as the bats were not flying in
the exact same location. A body-referenced coordinate frame is thus used to
solve this issue. The body-referenced frame of the bat, shown in Figure 3.3,
is set to have the origin at the anterior sternum marker. The x axis passes
from the posterior sternum marker to the anterior sternum marker. The y
axis is parallel to the xy plane in the inertial frame, and the z axis points
21
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Figure 3.3: Coordinate system for biological bat.
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up, perpendicular to the other two axes. This is the coordinate system used
by Riskin et al. [4].
For each time sample t, the marker pi in the inertial frame F0 can be
expressed relative to the body frame Fb as
[pi]F0 = Transxyz
(
[ps1]F0
)
Rotz(φ)Roty(α) [pi]Fb , (3.2)
where the rotation operations are defined by the matrices
Rotz(θ) =

cos θ − sin θ 0 0
sin θ cos θ 0 0
0 0 1 0
0 0 0 1
 and Roty(θ) =

cos θ 0 sin θ 0
0 1 0 0
− sin θ 0 cos θ 0
0 0 0 1

(3.3)
and the translation matrix is given as
Transxyz(p) =

1 0 0 x
0 1 0 y
0 0 1 z
0 0 0 1
 . (3.4)
The vector [ps1]F0 can be written as
[ps1]F0 =
[
xs1 ys1 zs1
]>
(3.5)
and it refers to the Euclidean position of the anterior sternum marker with
respect to the inertial frame. Its individual coordinates are defined as xs1,
ys1, and zs1 at the given time sample t. The posterior sternum marker is
similarly defined as [ps2]F0 . Solving for the marker in the body frame, the
relation becomes
[pi]Fb = Roty(α)
−1Rotz(φ)−1Trans−1xyz
(
[ps1]F0
)
[pi]F0 . (3.6)
The angle of attack α, i.e. the angle between the pitch of the body and the
xy plane in the inertial frame, is found from the expression
α = −atan2
(
zs1 − zs2,
√
(xs1 − xs2)2 + (ys1 − ys2)2
)
(3.7)
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where atan2 is the two argument arctangent function. The yaw angle φ is
the angle between the body frame x axis projected onto the inertial xy plane
and the inertial frame x axis. It is calculated as
φ = atan2 (ys1 − ys2, xs1 − xs2) . (3.8)
Using the coordinate transformation in equation (3.6), the data set can
be expressed relative to the body-referenced frame, with the origin at the
sternum marker and the x axis passing through the two sternum markers.
3.2.2 Period selection
Not all of the periods in a trial are uniform. For example, the first wingbeat
cycle may be slightly shorter than the second cycle. This can cause issues
when performing PCA on the data because the wingbeat cycles must line up
perfectly in order for PCA to work properly in this application. PCA returns
eigenvectors, where each element corresponds to an original variable of the
data matrix. In this case, the variables are also time dependent, and thus
the time relative to the wingbeat cycle must be equivalent for all variables.
For this reason, only one period of each trial is used in the analysis.
We select by hand the start and end points of the first period of each trial
by examining the extrema in the z coordinate columns of each case. These
appear to be the most periodic and have identifiable peaks and troughs.
The extrema of a given trial fairly accurately portray the characteristics of
the periodic waveform for the z coordinate data. In some cases, the peaks
were not as uniform, and the troughs more accurately described the periodic
waveform. As such, the troughs were chosen to dictate the start and end of
the period for each trial. Each trial is truncated to this one set period.
3.2.3 Interpolation
It is important to note that the bats were flying at different speeds in each of
the trials. Plotting the trajectories against each other shows that the periods
of the wingbeats are not the same. The z coordinate positions of the wrist
marker of a few trials are plotted in Figure 3.4 to show differences in periods.
However, the analysis here is based purely on the physical shape the wing
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Figure 3.4: Wrist marker z coordinate plots for several trials of varying
speeds. The periods of each have different lengths because of the different
flapping frequencies.
takes over a period of one wingbeat cycle relative to percent completion of
one cycle. The duration of the period is not used in this analysis, so we
disregard this. Therefore, the waveforms can be scaled such that the periods
of all the trials are unit length.
The trials were all sampled at the same rate fs, but the wings beat at
different frequencies for different speeds. Thus, the number of data points
in a wingbeat cycle across the trials differs. Other studies have addressed
different numbers of samples across trials by interpolating to a set number
of data points [28, 30]. Interpolation is needed to approximate each period
such that the sampled data points align. We interpolate the period of each
trial using the fast Fourier transform (FFT) method to n samples via the
Matlab function interpft. The process behind Fourier interpolation is to
take the Fourier transform of a signal and then to transform it back into the
time domain, but with additional samples. Hence, oversampling is achieved.
The faster wingbeat trials were oversampled appropriately.
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3.3 Cross-trial PCA
The data preprocessing method described above provides a uniform number
of data points for the wingbeat cycles of the trials. The study in [4] performed
PCA on data similar to this by finding the PCs as postures that describe a
data set. These PCs lacked the temporal component, as each corresponded
only to the position variables. In our analysis, on the other hand, we perform
PCA such that the PCs are actual wingbeat cycles, containing both spatial
and temporal elements. Namely, a PC will describe an entire wingbeat cycle
of the bat.
Our procedure differs from that in [4] because instead of using PCA on the
data matrices of the individual trials, the data matrices are first vectorized
and combined into a single matrix. Given a trial i with matrix
Mi =

p1(t1)
> p2(t1)> · · · pnp(t1)>
p1(t2)
> p2(t2)> · · · pnp(t2)>
...
...
. . .
...
p1(tn)
> p2(tn)> · · · pnp(tn)>
 (3.9)
where each row is a data point in time and each column is one of the variables
(an x, y, or z coordinate position), the rows ofM are reshaped into the row
vector
vec(Mi) ,
[
p1(t1)
> · · · pnp(t1)> p1(t2)> · · · pnp(tn)>
]
. (3.10)
The vec() operator takes a matrix and concatenates the rows of this matrix
into a vector. Then, these vectorized trial data matrices are put in a single
matrix
T =

vec(M1)
vec(M2)
...
vec(Mnt)
 . (3.11)
This matrix is then mean-centered as
Tc = T − 1ntµ> (3.12)
such that each of the columns has zero sample mean. The term 1nt is a
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column vector of 1’s with length nt, i.e. the number of trials. The row
vector µ> =
[
µ1 µ2 · · · µ3npn
]
represents the sample mean of the xyz
coordinates of the markers over all the trials, i.e. the mean of the columns of
matrix T where each column mean is calculated as µj = 1nt
∑nt
i=1 Tij. Variable
µ1 is the mean of the x coordinate of p1(t1) over all nt trials, µ2 is the mean
of the y coordinate of p1(t1), and so on. PCA is then performed using SVD
on the matrix Tc.
3.3.1 Results
PCA was performed on a set of nt = 21 trials of varying wind speeds for
Tadarida brasiliensis. The results yielded nt PCs, where each PC contains
information for a full wingbeat cycle of the bat. The first PC accounts for
41% of the variance, and the second accounts for 21% of the variance. Sta-
tistically speaking, these results suggest there is a high correlation between
the kinematic motion of different flight speeds because over 60% of the vari-
ance is encoded in two of the 21 PCs. In other words, the changes in flight
kinematics across different speeds can be well approximated with just the
first two principal components. Past research has shown that wing shape
does change with speed [51]. These minor changes in shape perhaps could be
accounted for in the first two PCs. However, analyzing the variances alone
is not necessarily a strong enough result to make conclusions about changes
in the PCs over different flight speeds.
3.4 Classification of varying flight speeds
Given the results of the previous analysis, this section seeks to further the
analysis by looking at the projections of the data onto its PCs. We utilize a
method for studying the effect of varying flight speeds of a bat by performing
classification on the kinematic data. A study on human gait performed clas-
sification on walking, running, jogging, and limping gait patterns [52]. This
experiment used a two-stage PCA technique to project the data sets into
lower dimensions and perform classification using clustering. The success of
the application of PCA to this problem demonstrates its ability to capture
the dimensional complexity of this periodic spatiotemporal data.
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Bat flight also has a periodic gait. Thus, the method of two-stage PCA
formulated in [52] is implemented in this section in an attempt to study
the kinematics at varying speeds of flight. PCA describes the data in a low
dimensional space, providing a set of fundamental synergies that describe
the kinematic motion of a bat. If bat flight speed can be determined only by
analysis of the eigenvectors of the data, this would imply that a bat’s speed
can be predicted by only these eigenvectors, or synergies.
3.4.1 Procedure
First, data preprocessing as described in Section 3.2 is performed on each of
the trials, where one trial is a full wingbeat cycle of the biological bat flying
at a certain speed. However, the trials are not vectorized and placed into
a matrix to perform PCA. Instead, PCA is first performed individually on
each of the trials each yielding 3np PCs, vi ∈ R3np , where np = 17 is the
number of markers.
The PCs in V comprise a set of orthogonal basis vectors that describe the
data set. Thus, projecting the data onto all of the PCs would simply be
a change of basis and would preserve all of the information present in the
data set, giving the PC score. On the other hand, projecting the data onto
a single PC will reduce the dimension of the data to one, retaining only the
information pertaining to this PC. In this case, it is necessary to individually
project the data onto the first two PCs such that the bat motion can be
analyzed by looking only at these PCs.
The data set of a given trial i is projected onto its corresponding first and
second PCs as
P1i =Miv1 and P2i =Miv2, (3.13)
where the vectors v1,v2 are the first two PCs ofMi, and vectors P1i ,P2i ∈ Rn
are the projections of trial i onto these PCs, i.e. the PC scores. The projec-
tions P1i ,P2i for a single trial are plotted against each other in Figure 3.5, and
all of the trials are plotted in Figure 3.6. This exhibits a D-shape manifold
also found in human gait data in [52].
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Figure 3.5: First stage PCA projections of a single data matrix Mi onto
the first two PCs. These are equivalent to the PC scores for the first two
components. Each dot on this refers to the projection of one row, i.e. one
time sample, of Mi onto the first two PCs. The x axis value is its
projection onto PC 1, and the y axis value is its projection onto PC 2. This
describes the temporal component of the data. The value of the projection
of PC 1 explains the importance of the first PC at this time sample. The
plot is a closed loop because it is periodic motion.
Similarly to Section 3.3, the projections are compiled into one matrix
Tproj =

P1>1 P2>1
P1>2 P2>2
...
...
P1>nt P2>nt
 , (3.14)
with Tproj ∈ Rnt×2n. A second stage of PCA is performed on this matrix via
SVD as
Tproj = UTprojΣTprojV>Tproj (3.15)
such that the PCs VTproj =
[
w1 w2 · · · w2n
]
are in the form
wi =
[
w1i
w2i
]
(3.16)
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with dimension wi ∈ R2n. Here, PC wi is broken up into two components:
w1i ∈ Rn and w2i ∈ Rn. The vector w1i corresponds to the variables of the
projections P1, and w2i corresponds to that of P2.
Finally, matrix Tproj is projected onto the first two PCs w1 and w2, and
the projections Tprojw1 and Tprojw2 are plotted against each other as shown
in Figure 3.7. Each point corresponds to a trial of a different flight speed.
There is significant clustering seen here, though it does not appear to be
dependent on the speed of flight.
This method can also be performed without the first stage of PCA. The
resulting matrix T from Section 3.3 is projected onto its PCs. This result
is shown in Figure 3.8. A comparison of these two figures shows that there
is more clustering of the trials when the individual trials are first projected
onto their PCs. However, the clustering does not seem to provide any infor-
mation about the flight speed of the bat. From these two methods, it can
be concluded that the PCs generated from PCA are insufficient to create
clustering between similar flight speeds.
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Figure 3.6: First stage PCA projections of data matrices Mi onto their
first two PCs for all trials. A detailed description of the meaning of one
data matrix projection is given in Figure 3.5 in order to aid in
understanding this plot. The plot shows the biological bat data projected
onto the first two PCs for each trial of a different speed. The flight speeds
are given in the legend. The dots for a given trial explain the values of the
projections at each time sample. It can be seen that the loops for all the
trials are closed because the data is periodic.
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Figure 3.7: Projection of second stage PCA data matrix Tproj onto its PCs.
The numbers listed in the figure represent the speed of the wind in the
tunnel in units of m/s. This plot shows clustering, but the clustering seems
completely unrelated to the speed of flight.
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Figure 3.8: Projection of data matrix T onto its PCs. The numbers listed
in the figure represent the speed of the wind in the tunnel in units of m/s.
There is no significant clustering in this plot.
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CHAPTER 4
CONSTRUCTION AND MODEL
In recent work, analysis of biological bats has led to the design of a flapping
robot with bat morphology [1–3]. These studies designed the structure and
capabilities of the robot with the intent to mimic the fundamental kinematic
synergies observed in biological bats. The two most dominant synergies in
a biological bat from PCA are the flapping motion of the wing and the
folding and unfolding motion of the wing. B2 was engineered to embody
these morphing capabilities as well as dorsoventral1 hindlimb motion such
that it mimics the basic movements of biological bats.
This thesis contributes to the structural design and the actuator move-
ments of the prototype developed in [2] by formulating a rigorous optimiza-
tion routine that matches the principal synergies of B2 to those found in a
biological bat. PCA is used to analyze both the movement of the biological
bat and B2 in order to quantify a representation of the synergies in each.
The synergies of the biological bat are embedded in B2 through optimization
of its structure and actuator trajectories using the biological bat data de-
scribed in Section 3.1. Thus, in this chapter we provide a description of the
construction of an initial prototype of B2 to achieve a basic understanding
of its structure, and in order to interpret the parametric representation and
the optimization routine presented in Chapter 5. The construction and capa-
bilities of the initial prototype of B2 have been documented in the previous
works [1–3].
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Figure 4.1: Hardware description of B2. This figure is taken directly from
[5].
4.1 Robotic Bat Overview [1–3]
B2, shown in Figure 4.1, is designed based on the biological findings that
emphasize the existence of functional groups of joints in bats. There are
three groups of joints that are coupled in their movements: wrist pronation2
and elbow bending; wing spreading and finger bending; and morphing of the
medial part of the wings from the combined movement of shoulders, hips, and
knees [4]. Active actuation of the wrists, fingers, and shoulders is necessary
to achieve pronating rotation in wrists, humeral rotation, flexion-extension3
1Dorsal is the direction towards the back of the bat, and ventral is pointed towards the
stomach. This is elevation-depression (up-down) movement. See Figure 3.2 for a visual
description.
2Wrist pronation is the movement of the wrist angle with respect to body pitch.
3Flexion means a bending motion that decreases the angle between two attached seg-
ments, and extension is a stretching motion that increases this angle.
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motions in digits, and abduction-adduction4 motions in digits. However, it
is not feasible to design a robotic bat to incorporate all of these Degrees of
Actuation (DoAs).
A synergistic design approach was employed to incorporate several me-
chanical linkages in the articulated flight mechanism of B2. The resulting
structure has five DoAs. This morphing mechanism requires a minimal num-
ber of actuators, while at the same time being capable of producing biolog-
ically meaningful movements. These motions include: synchronous flapping
motion of the left and right forelimbs, asynchronous mediolateral5 motion
of each wing (wing folding and unfolding), and asynchronous dorsoventral
movement of each leg.
B2 has one DoA in each of its forelimbs, shown in Figure 4.2, provid-
ing three active movements: humeral retraction-protraction, elbow flexion-
extension, and carpal abduction-adduction. These movements are seen in the
shoulder, elbow, and wrist of biological bats and thus are considered biologi-
cally meaningful movements. Also similar to a biological bat, B2’s forelimbs
provide structural support and the ability to shape the thin synthetic mem-
brane. There are nine links composing each forelimb of B2: the carpal link
(p4-p5), the three digital links, the two radial links (p3-p4), the radial sup-
port link (p5-p6), and the two humeral links (p1-p6) [2]. The humeral links
are of length h1 and h2. The two radial links have length r1 and r2, and their
support has a length of rs.
The three fingers are secured to the carpal link of length c. These thin
flexible carbon fiber tubes of lengths d1, d2, and d3 can passively flex and
extend with respect to the carpal plate as well as abduct and adduct with
respect to each other. The origin of each is at distance r from the end of the
carpal plate p5. Unlike biological bats, the digits of B2 lack joints and active
actuation. The angles of these digits with respect to the carpal plate are
fixed, measuring to be γ1, γ2, and γ3. Furthermore, B2’s carpal links have
passive rotations.
The significant movements of the ankles of a biological bat are dorsoventral
and mediolateral. In a wingbeat cycle, the upstroke portion consists of dorsal
4Abduction refers to the motion of an appendage away from the midline of the body
or another appendage, and adduction refers to moving or pulling towards the midline.
5Medial is towards the body centerline, lateral is away from it. This is side to side
motion. See Figure 3.2 for a visual description.
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motion and the downstroke consists of ventral motion of the ankle [53]. The
movement of B2’s hindlimbs is limited to dorsoventral movement because
mediolateral movement is less dominant in biological bats [4]. Additionally,
B2’s hindlimbs (p13-p14) of length of l are carbon fiber rods that lack the
knee joints present in its biological counterpart. These rods are connected
to 1-DoF revolute joints on the tail of its structure, allowing each hindlimb
to move in a plane rotated at an angle γ4 from the parasagittal plane
6. The
body length between the shoulder and hip is b.
All of these length and angle measurement parameters are lumped into a
single parameter vector
P =
[
h1 h2 r1 r2 rs c r d1 d2 d3 b l o1 o2 γ1 γ2 γ3 γ4
]>
.
(4.1)
This vector gives the exact geometric layout for the given topological struc-
ture of B2.
4.2 Parametric Flight Kinematics
The static structure of B2 is determined by the physical parameters vector P ,
but the evolution of its kinematics during flight requires characterizing the
actuators that drive its motion over a wingbeat cycle. For the purposes of
this study, only consideration of one wing is necessary as it shall be assumed
that the wings mirror each other in straight flight. The hindlimbs are used
to stabilize orientation and do not mirror each other in flight; however, they
are not considered in the optimization routine. The actuated coordinates,
which express the positions of the actuators, are denoted by
Qa =
[
xSP qFL qDV
]>
(4.2)
where xSP is the position of the spindle that moves linearly to control the
folding-unfolding of the wing; qFL is the flapping angle (the angle that wing
makes with respect to the x-y plane); and qDV is the dorsoventral angle (the
angle the hindlimb makes with respect to the x-y plane). These actuator
movements are shown in Figure 4.2.
6Plane offset from the plane dividing the body into right and left halves.
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Figure 4.2: DoFs and morphological parameters of B2. (a) Gray variables
label the marker locations, and black variables describe the structural
parameters. (b) Actuated DoFs and configuration variables. Blue arrows
denote biologically meaningful angles in the left forelimb that are not
directly actuated. Red arrows show directly actuated angles.
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Figure 4.3: Coordinate frames of B2. Green axes indicate local coordinate
frames. The local frames are found with respect to the shoulder frame Fs.
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The configuration variable vector
Q =
[
qRP qFE qAA xSP qFL qDV
]>
(4.3)
defines the shape of the wing and hindlimb as it evolves through the action
of actuated coordinates. It includes the three actuated coordinates plus
coordinates for the three passive DoFs. The terms qRP, qFE, qAA, qFL, and qDV
are the five biologically meaningful angles, as shown in Figure 4.2. The angle
qRP describes the retraction and protraction angle, qFE the radial flexion and
extension angle, qAA the abduction and adduction angle of the carpus, qFL
the flapping angle, and qDV the dorsoventral movement of the hindlimb. This
configuration variable vector together with the physical parameters vector P
defines the positions of the markers on B2.
The relationship between vectors Q and P and the marker positions is
determined from the mechanical constraints of the mechanism of B2. The
forelimb, shown in Figure 4.2, is a four-bar linkage constrained to one DoF
[2]. This mechanism is manipulated by movement of the spindle, where p3 is
constrained to move along the x axis of the body frame. The humeral link is
fixed to the shoulder, and the spindle moves the position of the radial link.
The carpal plate and humeral links attach to the radial support link with
revolute joints. Elbow flexion-extension is generated from the linear motion
of the spindle, as the radial link’s motion is dependent on that of the spindle.
Likewise, the digital links attached to the carpal plate move relative to the
radial link.
4.2.1 Stuctural Constraints
B2’s mechanical constraints define a nonlinear map
Gmech : (Qa,P) 7→ Q. (4.4)
This map defines the relationship from the set positions of the actuated angles
and the set values of the physical parameters to the configuration variable
vector Q. This mapping can in fact be solved analytically by considering
the moving lower triangle mechanism and the upper four-bar linkage. The
notation described here follows that in [54], and the derivation is included
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for ease of understanding for the reader.
The mapping Gmech is derived by imposing constraints that the kinematics
must satisfy. These emphasize that loops made by p1-p2-p3 and p2-p4-p5-p6,
as shown in Figure 4.2, are always closed. This is equivalent to forcing the
vectors traversing the linkage to sum to zero, i.e. the loop is closed. For
the lower triangle in which xSP drives the mechanism, the vector equation is
given by
−−→p1p2 +−−→p2p3 +−−→p3p1 = 0. (4.5)
These vectors can be written in two dimensions using rotation matrices to
provide the orientation of the length vectors as
Rotz (qRP)
[
h1
0
]
+ Rotz (qRP + qFE)
[
−r1
0
]
+
[
−xSP
o2
]
= 0. (4.6)
Multiplying terms in this expression provides the two equations
h1 cos qRP − r1 cos (qRP + qFE)− xSP = 0
h1 sin qRP − r1 sin (qRP + qFE) + o2 = 0.
(4.7)
These two equations can be joined by bringing r1 cos (qRP + qFE) and r1 sin (qRP + qFE)
to one side and then squaring both the right-hand side and the left-hand side
of each equation. The two equations are added together giving
x2SP + h
2
1 + o
2
2 − r21 + cos qRP (−2h1xSP) + sin qRP (2h1o2) = 0, (4.8)
using the identity cos2 (qRP + qFE) + sin
2 (qRP + qFE) = 1. This equation is
then written in the form
A cos θ +B sin θ + C = 0 (4.9)
where
A = −2h1xSP
B = 2h1o2
C = x2SP + h
2
1 + o
2
2 − r21
θ = qRP.
(4.10)
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Next, equation (4.9) is solved by substituting the half angle identities
sin qRP =
2 tan
(
qRP
2
)
1 + tan2
(
qRP
2
) and cos qRP = 1− tan2 ( qRP2 )
1 + tan2
(
qRP
2
) (4.11)
for the sin θ and cos θ terms to arrive at
(C − A) t2 + 2Bt+ (A+ C) = 0, t = tan
(qRP
2
)
. (4.12)
The roots of this quadratic equation are
t =
−B + σ√B2 − C2 + A2
C − A , (4.13)
where σ = ±1 denotes the orientation of the solution, i.e. whether the links
are in the “elbow-up” or “elbow-down” solution. The angle qRP can then be
solved for as
qRP = 2 tan
−1
(−B + σ√B2 − C2 + A2
C − A
)
, qRP ∈ [−pi, pi] . (4.14)
Subsequently qFE can be solved by dividing the two relations in equation (4.7)
to get
qFE = tan
−1
(
h1 sin(qRP) + o2
h1 cos(qRP)− xSP
)
− qRP, qFE ∈ [−pi, pi] . (4.15)
It is apparent from equation (4.13) that the solution becomes complex if
A2 +B2 < C2. The physical implication is that the triangle has stretched to
an infeasible solution given the driving spindle value xSP.
The four-bar linkage of the rectangle of B2’s forelimb can similarly be
solved. The loop equation is written
−−→p2p4 +−−→p4p5 +−−→p5p6 +−−→p6p2 = 0. (4.16)
This relation can be written as
Rotz (θ1)
[
r2
0
]
+ Rotz (θ2)
[
c
0
]
+ Rotz (θ3)
[
−rs
0
]
+ Rotz (θ4)
[
−h2
0
]
= 0,
(4.17)
where θ1 = qRP + qFE, θ2 = qRP + qFE + qAA, θ3 = qRP +ψ, and θ4 = qRP. The
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angles qRP and qFE are found by solving the triangle linkage, leaving qAA and
ψ as the only unknown angles. After multiplying terms, this simplifies to
r2 cos θ1 + c cos θ2 − rs cos θ3 − h2 cos θ4 = 0
r2 sin θ1 + c sin θ2 − rs sin θ3 − h2 sin θ4 = 0.
(4.18)
As before, these equations can be written in the form
A cos θ +B sin θ + C = 0 (4.19)
by taking solving for c cos θ2 and c sin θ2, squaring the right-hand side and the
left-hand sides of each equation, and then adding the two equations together.
The values of the coefficients are
A = 2rsh2 cos θ4 − 2rsr2 cos θ1
B = 2rsh2 sin θ4 − 2rsr2 sin θ1
C = r2s + h
2
2 + r
2
2 − c2 − 2h2r2 (cos θ1 cos θ4 + sin θ1 sin θ4)
θ = θ3.
(4.20)
The angle θ3 can be solved for as
θ3 = 2 tan
−1
(−B + σ√B2 − C2 + A2
C − A
)
ψ = θ3 − qRP, ψ ∈ [−pi, pi] .
(4.21)
The orientation of the solution is determined by σ = ±1. Finally, qAA is
found with the relation
θ2 = tan
−1
(
rs sin(θ3) + h2 sin(θ4)− r2 sin(θ1)
rs cos(θ3) + h2 cos(θ4)− r2 cos(θ1)
)
qAA = θ2 − qRP − qFE, qAA ∈ [−pi, pi] .
(4.22)
The configuration variable vector Q can now be fully defined because qRP,
qFE, and qAA are determined from the above equations in which xSP, and
qFL and qDV are known values. It should be noted that the configuration
variables qRP, qFE, and qAA are wrapped to the interval [−pi, pi]. This is
simply for plotting purposes and is not necessary for accurate computation.
However, the function atan2 is used for tan−1 to ensure that solutions in the
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third quadrant are computed correctly.
4.2.2 Forward kinematics
Given the solutions to the constraint equations, it is possible to compute
marker positions. There are 14 points on each wing that correspond to
origins of links, ends of links, and intersections between links as shown in
Figure 4.2. A detailed explanation of marker selection for comparison to the
biological bat is provided in Chapter 5. The shoulder coordinate frame Fs
has origin at O, and its x and y axes point towards the head of B2 and to
the left as shown in Figure 4.3. The humerus frame Fh likewise has origin
at p1 and its x axis is aligned with the humerus. The x axis of the radius
frame Fr is set along the radial links with origin p2, and the x axis of the
carpal frame Fc is along the carpal plate at p4. The three digital frames Fdi
have x axes aligned with each digit and have origins at p5. The hindlimb
frame Fl has the x attached along the hindlimb. The configuration variable
vector and physical parameters can be used to solve the following forward
kinematic equations
[pˆ1]Fs =
[
0 o1 + o2 0
]>
[pˆi]Fs = [pˆ1]Fs + Rotx(qFL)Rotz(qRP) [pˆi]Fh , i ∈ {2, 6}
[pˆi]Fs = [pˆ2]Fs + Rotx(qFL)Rotz(qRP + qFE) [pˆi]Fr , i ∈ {3, 4}
[pˆ5]Fs = [pˆ4]Fs + Rotx(qFL)Rotz(qRP + qFE + qAA) [pˆ5]Fc
[pˆi]Fs = [pˆ5]Fs + Rotx(qFL)Rotz(qRP + qFE + qAA + γj) [pˆi]Fdj ,
i ∈ {7, 8, 9, 10, 11, 12} , j ∈ {1, 2, 3}
[pˆ13]Fs =
[
−b 0 0
]>
[pˆ14]Fs = [pˆ13]Fs + Rotz(γ4)Roty(qDV) [pˆ14]Fl
(4.23)
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where Rotx, Roty, and Rotz are the rotation matrices with respect to the x,
y, and z axes. The Cartesian position vectors in the local coordinate frames
are defined as follows:
[pˆ2]Fh =
[
h1 0 0
]>
[pˆ3]Fr =
[
−r1 0 0
]>
[pˆ4]Fr =
[
r2 0 0
]>
[pˆ5]Fc =
[
c 0 0
]>
[pˆ6]Fh =
[
h1 + h2 0 0
]>
[pˆ7]Fd1 =
[
r 0 0
]>
[pˆ8]Fd2 =
[
r 0 0
]>
[pˆ9]Fd3 =
[
r 0 0
]>
[pˆ10]Fd1 =
[
r + d1 0 0
]>
[pˆ11]Fd2 =
[
r + d2 0 0
]>
[pˆ12]Fd3 =
[
r + d3 0 0
]>
[pˆ14]Fl =
[
l 0 0
]>
.
(4.24)
The Cartesian position vectors of B2’s markers with respect to the shoulder
frame in the form [pˆi]Fs =
[
xi yi zi
]>
will for the remainder of this thesis
be expressed as pˆi to simplify notation. It should be noted that the position
vector pˆ3 of spindle marker p3 is restricted to motion along the x axis of the
body frame because of the constraints of the mechanism.
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CHAPTER 5
METHODS
The parametric model derived in Chapter 4 provides a clear relationship of
the selected actuator trajectories Qa and the physical parameters P to the
positions of the markers on B2. In this chapter, we address the selection
of values for Qa and P . The primary objective of this thesis is to provide
the closest matching of B2’s kinematic synergies to those of the biological
bat. Identifying the appropriate values for Qa and P gives a solution to
this goal. Yet, this proves challenging because there exists a difference in
topology between the skeletons of B2 and the biological bat. Furthermore,
B2 has only five DoAs compared to the > 40 DoFs in a biological bat.
This chapter presents a method for optimizing the values for Qa and P
such that the calculated synergies of B2 most closely match those of a biolog-
ical bat. The synergies of B2 are derived from the Euclidean positions of the
points on its wing, and likewise those of the biological bat are determined
from markers painted on the wing and tracked with high speed cameras.
This method for selecting actuator trajectories and parameter values is for-
mulated as an optimization problem. We describe in detail each step of the
optimization and outline two different cost functions. The first cost function
compares the reconstructed kinematic data resulting from PCA of B2 and
the biological bat. This reconstructed data gives a low rank representation
of the simulated data of B2 and the original data of the biological bat. The
second explicitly compares the first two principal components of B2 and the
biological bat as well as the difference between their marker positions. The
latter was used as the performance functional in [22]. Both cost functions
give similar results, but the first is preferred because it uses a low rank ver-
sion of the data. Thus, this cost function is used to generate the results in
Chapter 6
It is important to note that the use of PCA in this chapter is different from
that outlined in Chapter 3. Only one trial is used in this chapter, and PCA
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is performed on this single trial. Furthermore, not all of the markers on the
biological bat are used. This procedure will be described in this chapter.
5.1 Marker selection for comparison
In order to match the synergies of B2 to those of a biological bat, it is
necessary to consider how to compare these two systems. As described in
Section 3.1, Riskin et al. presented an experiment in which marker placement
was determined to best characterize the dimensional complexity of a biologi-
cal bat [4]. It used 17 markers to capture this dimensional complexity of over
20 DoFs in one wing. Compared to this biological bat, B2 has a significantly
reduced complexity, with only five actuators contributing five DoAs to the
system. Furthermore, there are major topological differences between the
skeletal structures of a biological bat and B2. The forelimb mechanism of
each wing of B2 contains extra linkages which constrain it to one DoF. These
differences preclude exact replication of the movements and kinematics of a
biological bat in B2.
Careful consideration of the similarities between B2 and the biological bat
is thus necessary to produce meaningful comparisons between the two for
successful optimization results. The forelimb mechanism of B2 is fundamen-
tally different from the forelimb of a biological bat, so the elbow and wrist
markers were not used for this comparison. Furthermore, the hindlimbs of
B2 are used for control and are significantly longer than those of a biological
bat. Thus, the hip, knee, and ankle markers were omitted. The sternum
markers on the bat were also not matched to B2, but they were used to
define the body-referenced coordinate frame of the biological bat.
The shoulder marker corresponds well to marker p1 on B2 and was selected.
The three digits of the biological bat, with three markers on each, relate well
with the three digits of B2. However, marker selection for B2’s digits was
more challenging because the biological bat has multiple joints on a given
digit while B2 lacks digital joints. The biological bat has a marker on the
metacarpophalangeal joint1 and on the interphalangeal joint2 on each digit.
1The metacarpophalangeal joints are located between the metacarpal bones and the
phalanges on the digits.
2The interphalangeal joints are located between the phalanges on the digits.
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The digit tip also has a marker. Selection of which points to use along B2’s
digits is less obvious because there are different ways that selection can be
performed.
We selected the closest points on B2’s digits to the markers on the digital
joints and digit tips of the biological bat. A point on B2’s digit for each time
instant was chosen by looking at the closest point on B2 to the marker on the
biological bat. Mathematically, this is realized by projecting a point to a line
segment. The selected point on B2 will be the projection of a given marker
of the biological bat onto one of B2’s digits. If the projection to the line is
outside the line segment, the closest endpoint of the line segment is selected.
This new point will be the closest point on the line segment to the marker
on the biological bat for that given time instant. This can be expressed by
the equation
pˆl =
−−−−→
pˆi+6pk · −→Di∥∥∥−→Di∥∥∥2
−→
Di + pˆi+6,
−→
Di =
−−−−−→
pˆi+6pˆi+9
i ∈ {1, 2, 3}, k ∈ {4 to 12}, l ∈ {15 to 23}
(5.1)
where pˆ denotes points calculated on B2 and p denotes recorded points on
the biological bat. The term
−→
Di refers to the vector that digit i makes by
originating at the insertion to the carpal plate and ending at the digit tip.
This method compares an entire digit of B2 to that of the biological bat
instead of being limited to fixing points on the digit. The intuition behind
the result when running the optimization is that B2’s digits will ideally be
the closest lines to the markers on the biological bat.
The motion capture data of these chosen markers (of the form pi =[
xi yi zi
]>
for one wingbeat cycle) of the biological bat were combined
into the matrix
M =

p1(t1)
> p4(t1)> · · · p12(t1)>
p1(t2)
> p4(t2)> · · · p12(t2)>
...
...
. . .
...
p1(tn)
> p4(tn)> · · · p12(tn)>
 (5.2)
with identical format as equation (3.1) but with np = 10 markers instead of
17 markers. Likewise for B2, for a set of choices of Qa and P over a wingbeat
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cycle, the forward kinematics in equation (4.23) in turn with the projection
of the biological bat markers produce the marker positions for each instant
in time, and the data can be similarly compiled into the matrix
Mˆ =

pˆ1(t1)
> pˆ15(t1)> · · · pˆ23(t1)>
pˆ1(t2)
> pˆ15(t2)> · · · pˆ23(t2)>
...
...
. . .
...
pˆ1(tn)
> pˆ15(tn)> · · · pˆ23(tn)>
 . (5.3)
with the same form as equation (3.1) for the np = 10 selected markers.
It should be noted that Ramezani et al. [2] designed B2 based on the dimen-
sions of Rousettus aegyptiacus. This bat is much larger bat than Tadarida
brasiliensis (the bat used for the analyses in this thesis). Because of this
discrepancy, we scaled the data for Tadarida brasiliensis such that the out-
stretched wingspan BT.b. for Tadarida brasiliensis matches the outstretched
wingspan BR.a. of Rousettus aegyptiacus [55,56]. The subscript T.b. refers to
Tadarida brasiliensis, and the subscript R.a. refers to Rousettus aegyptiacus.
The only additional data preprocessing necessary was the coordinate change
detailed in Section 3.2.1 and the period selection described in Section 3.2.2.
The remainder of the preprocessing steps in Chapter 3 were not performed.
5.2 Constrained optimization formulation
The forward kinematics equations given by equation (4.23) establish the re-
lationship of the configuration variables and physical parameters to the posi-
tions of the markers on B2 when the constraints in Section 4.2.1 are satisfied.
Using this map, the trajectories of B2’s markers can be compared to those of
the biological bat. This comparison can be quantified as a cost function that
penalizes B2 for deviating from the movement of the biological bat. A con-
strained optimization problem is then formulated such that the minimizing
variables are the trajectories of the actuated coordinates Qa and the physical
parameter vector P .
However, not all of the parameters that describe the structure of B2 can
be changed. It is unnecessary to optimize for r because this parameter can
simply be absorbed into each of the digit lengths d1, d2, and d3. Changing r
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would not affect the length of the digits. The two offsets o1 and o2 are fixed
parameters and thus cannot be optimized. The hindlimbs of the biological
bat are not being considered because they are significantly smaller than those
of B2. Hindlimbs this small fail to stabilize B2. Thus, the body length b, the
angle γ4 on the hindlimb, and the length of the hindlimb l are not optimized.
The 12 optimized parameters h1, h2, r1, r2, rs, c, d1, d2, d3, γ1, γ2, and γ3
are combined into the vector P¯ .
Each trajectory of Qa is approximated by an nath order polynomial of the
form
a1t
na + a2t
na−1 + · · ·+ anat+ ana+1. (5.4)
We define the vector of flapping angle polynomial coefficients
AFL =
[
a1 a2 · · · ana+1
]>
, (5.5)
and the spindle coefficient vector ASP is similarly constructed. The hindlimb
is not be optimized.
The optimization process is separated into three routines. Each of the two
sets of trajectory coefficients AFL and ASP, and the structural parameters
P¯ are optimized individually using Matlab’s constrained optimization al-
gorithm fmincon with an interior-point algorithm. For a given routine, the
variable to be optimized is expressed as X ∈ {ASP,AFL, P¯}. First, the opti-
mized variable is selected to be X = AFL to find the coefficients for the flap-
ping trajectory. Equations (4.7) and (4.17), those mathematically describing
the constraints of the forelimb mechanism, are solved to find Q. From this,
the forward kinematics in equation (4.23) can be computed. Markers are
selected by projection, and this produces the marker positions of B2 at each
instant in time over a wingbeat cycle to formulate the data matrix Mˆ. PCA
is then performed to acquire the first two principal components of the given
iteration from this generated data. PCA is only performed once on the bio-
logical data, outside of the optimization routine, because it is independent of
the optimizing variables. The cost function J (defined in the following two
sections) is computed from these values. Finally, Matlab’s fmincon deter-
mines the direction of descent by numerically approximating the gradient.
The algorithm selects the best guess for the current optimized variable X ,
and the process is repeated: the value for X is used as the new guess for
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the solution and is input back into the constraint equations. This routine is
iterated until the change in the cost function or the optimization variables
drops below a set tolerance. The routines for ASP and P¯ are then succes-
sively run. Each routine is identical except that the variable being optimized
is changed and the constraints slightly differ. This sequence of consecutively
running the three optimization routines is iterated until a converging solution
is reached. About four iterations have shown to be adequate.
5.2.1 Cost Function 1
It is important to define a mathematical space in which the principal compo-
nents between B2 and the biological bat can be matched. The most obvious
choice is to directly minimize the 2-norm of the difference between principal
components. However, the principal components alone are a set of eigenvec-
tors and emphasize the dominant directions of motion. They say nothing
about the temporal component of the spatiotemporal data. The temporal
component is described by the projection of the original data onto its set
of principal components, also known as the principal component score. The
projection shows the weights of the principal components over the wing-
beat cycle, or the importance of the principal components over the time
period. The formulation presented here compares the data between B2 and
the biological bat after performing PCA and reconstructing the data. This
incorporates both the principal components as well as their projections.
Reconstruction via PCA is formulated as follows. The matrixMr refers to
the reconstruction after dimensionality reduction from PCA on the biological
bat data M. Matrix Mˆr is similarly generated from the simulated B2 data
Mˆ. Only the steps for finding Mr are included because the procedure is
identical for finding Mˆr. First, mean subtraction is performed to make each
column of M to have zero mean. This can be quantified as
Mc =M− 1nµ>. (5.6)
The term 1n is a column vector of 1’s with length n, i.e. the number of time
sample. The term µ> =
[
µ1 µ2 · · · µ3np
]
represents the sample mean of
the xyz coordinates of the markers over all the time samples, i.e. the mean
of the columns of matrix M. Variable µ1 is the mean of the x coordinate of
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p1 over all t, µ2 is the mean of the y coordinate of p1, and so on.
Next, SVD is applied to the mean-centered matrix Mc giving
Mc = UΣV>. (5.7)
The data matrices are formatted such that V =
[
v1 v2 · · · v3np
]
contains
the principal components. Thus, the jth column of V is the component
vj. Additionally, the matrix UΣ =
[
u1σ1 u2σ2 · · · u3npσ3np
]
represents
the temporal weights of the principal components over the wingbeat cycle.
We then perform dimensionality reduction by setting all except the first two
singular values of Σ equal to zero such that only the first two principal
components v1 and v2 are used to reconstruct the data. Using the mean
of the data matrix and the first two principal components, the data can be
reconstructed with the reduced order matrices given by
Mr = 1nµ> + U

σ1 0 · · · 0
0 σ2 · · · 0
0 0 0 0
0 0 · · · . . .
V> = 1nµ> + u1σ1v>1 + u2σ2v>2 (5.8)
The mean is removed from the original matrix prior to SVD, so it is added in
reconstruction as 1nµ
>. The reconstructed data for B2 is similarly derived
as
Mˆr = 1nµˆ> + uˆ1σˆ1vˆ>1 + uˆ2σˆ2vˆ>2 . (5.9)
The matrices Mr and Mˆr will be in the same format as equation (5.2) and
equation (5.3), but the vectors are replaced with the terms pr, i(t) and pˆr, i(t).
These denote the reconstructed marker positions. Both matrices will have
at most rank 3. The mean, the first principal component, and the second
principal component each contribute one dimension.
Given the matrices Mˆr and Mr, the optimization of B2 over a wingbeat
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cycle is formulated as
minimize
X
J (X ) =
∥∥∥Mˆr (X )−Mr∥∥∥2
F
subject to f1 : xmin ≤ xSP ≤ xmax
f2 : γ1 ≤ γ2 ≤ γ3
f3 : SR.a. ≤ SB2
f4 : lk ≤ P¯k ≤ uk, k = 1, . . . , 12
g1 : qa(t1)− qa(tn) = 0
g2 : q˙a(t1)− q˙a(tn) = 0
qa ∈ {xSP, qFL} .
(5.10)
The notation for this equation will be described in the following several para-
graphs. The variable being optimized is X ∈ {ASP,AFL, P¯} such that each
is optimized separately in its own routine as described above. The matrix
Mˆr is dependent on the optimization variable X because its changing values
will affect the marker positions of B2.
The objective function J implements the sum of squared differences be-
tween the Euclidean positions of the markers B2 and the biological bat that
are reconstructed from the mean and the first two principal components.
Thus, the function is written as the Frobenius norm, which is given by
‖A‖F =
√√√√ n∑
i=1
m∑
j=1
|aij|2, A ∈ Rn×m. (5.11)
These marker positions are reconstructed from the two most dominant prin-
cipal components, and thus matching the reconstructed markers of B2 to
those of the biological bat will embed the synergies found in the bat into B2.
The inequality constraint f1 enforces the mechanical limitations of the
folding-unfolding motion of B2’s forelimb by restricting the spindle position
xSP to the range between xmin and xmax. Constraint f2 prevents the dig-
its of B2 from overlapping with each other in the optimization. The third
inequality constraint f3 is necessary to prohibit B2’s maximum wing area
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SB2 (calculated at the full extension of the wing) from dropping below a
certain threshold. B2 requires a sufficient wing area to produce enough lift
during flight. This bound is selected to be SR.a., the wing area of Rousettus
aegyptiacus [55, 56].
The last inequality constraint f4 sets upper and lower bounds on the the
structural parameters. The term P¯k refers to the kth element of P¯ , and
these elements are restricted to a range with the lower and upper bounds
lk and uk on the optimization of the structural parameters. Specifically, the
digit angles γ1, γ2, γ3 are restricted to the range [−pi, pi]. The values for h1,
h2, r1, r2, rs, and c have feasible limitations for their lower bounds. The
structure would be impossible to construct for too small of values because
joints and parts would overlap. Lower bounds were chosen appropriately
based on the structural limitations. The upper bound for each was selected
to be the wingspan BR.a. of Rousettus aegyptiacus [55,56]. This is beyond any
reasonable size for these links and thus provides freedom for the optimizer
while also reducing the search space to improve computation time. The
three digit lengths were allowed to decrease to length 0, and were restricted
from lengths above that of the longest digit of Rousettus aegyptiacus [55].
This prevents B2 from having abnormally long digits and a small forelimb
structure.
The equality constraint g1 is given to ensure the periodicity of the actuator
trajectories, and g2 constrains the trajectories to have first order continuity
between periods.
Through simulations, it was found that 5th order polynomials were suffi-
cient to allow B2’s actuators to mimic the flapping and folding movements
of the biological bat without overparameterization. Repetitions of the opti-
mization procedure also indicated that there was little improvement in the
minimum value computed for the cost function when increasing the number
of principal components to more than two. Using more than only the two
most dominant principal components was redundant.
5.2.2 Cost Function 2
A second approach to compare the synergies between B2 and the biological
bat is to consider the difference between the first two principal components.
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Additionally, the difference between the marker positions of B2 and the bi-
ological bat are considered by taking a sum of squared differences between
the Euclidean positions of the markers. This is expressed mathematically as
J (X ) =
np∑
i=1
tn∑
t=t1
‖pˆi(t)− pi(t)‖2 + α
npc∑
j=1
‖vˆj − vj‖2 . (5.12)
This metric was used in [22] and was found to be very effective. The objective
function includes cost terms of the sum of squared differences between the
Euclidean positions of the markers and between the principal components to
allow for reference tracking of the markers and to embed the synergies found
in the biological bat in B2. The weighting coefficient α adjusts the impact
of the two cost terms in the objective function such that both tracking and
matching of synergies can be achieved.
However, the objective function in equation (5.10) uses a reduced form
for the original information, while equation (5.12) requires the original data
and the principal components. Dimensionality analysis of Mˆr andMr shows
that they are both at most rank 3. The mean contributes one dimension,
and the two other terms are linear combinations of the principal components,
thus adding one dimension each. The rank has been reduced from 3np to 3,
a significant reduction in dimensional complexity and a much more efficient
expression for the data. Thus, the objective function in equation (5.10) is
preferable because it offers a more efficient and compact characterization of
the data.
Not only is the optimization routine useful for matching the principal com-
ponents of B2 and the biological bat, but it also serves as validation to the
work of [4]. The success of the optimization of just two principal compo-
nents shows how the reduced system fairly accurately describes the original
behavior of the bat.
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CHAPTER 6
RESULTS
We validate the methods in this thesis through simulation and flight experi-
ments. The results of the optimization routine give the new wing structure
with optimized geometric parameters as well as the actuator trajectories of
B2 that best replicate the synergies of the biological bat. We compare the
biologically meaningful angles qFL, qRP, qFE, and qAA in B2 and the biological
bat as well as their two most dominant principal components. The simula-
tion results are validated in experiment in which the optimized structure of
B2 is assembled and tested. It should be noted that the optimized spindle
trajectory requires the folding and unfolding of the wings within a wingbeat
cycle (125ms). However, the DC motors operating the spindle mechanisms
cannot fold and extend the wing within this short period of time. Thus, the
optimization was run again for a fixed spindle position and these new parame-
ters were used to construct B2’s wings. This system was tested in untethered
flight without spindle actuation and the flight results are presented.
6.1 Simulation
We present in this section simulation results for both the case of spindle
actuation and fixed spindle position over a wingbeat cycle, for the reasons
given in the previous paragraph. The biologically meaningful angles are
plotted for only the actuated case because qRP, qFE, and qAA would have no
movement for the fixed position case. The flapping angle trajectory qFL is
nearly identical in the two cases, and thus is also not shown for the fixed
case.
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Figure 6.1: Original prototype structure (dotted black line) of B2 vs. the
resulting structure (blue line) after running optimization.
6.1.1 Actuated Spindle
The results of the optimization are given by the trajectories of the actuated
coordinates Qa and the values for the physical parameter vector P¯ . The
values found for the physical parameters are given by Table 6.1, and the
results are compared to the initial guess (the original prototype design) in
Figure 6.1. The most significant changes are the placement and lengths of
the three digits.
Similar to a biological bat in straight flight, B2’s resulting wingbeat period
includes folding-unfolding of the wings as well as elevation and depression
(vertical flapping motion) of the wings.
The performance of the optimization routine can be evaluated by the sim-
ilarity of the resulting two dominant principal components in the biological
bat and B2. These components are eigenvectors, and they form a basis in
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Figure 6.2: Trajectory results from simulation of one wingbeat cycle of
biologically meaningful angles in the forelimb of B2 (dotted red) compared
to those of the biological bat (blue). These angles in B2 are not directly
actuated as they move in response to the spindle xSP.
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Figure 6.3: Principal components visualized for biological bat (top) and B2
(bottom) with actuated spindle. Red arrows denote the first principal
component directions, blue arrows are the second principal component, and
the purple dots are the reconstructed motion of a given marker. The
dominant directions of motion are elevation-depression and
folding-unfolding of the wing. Combining these movements gives the
reconstructed motion.
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Figure 6.4: Trajectory results from simulation of one wingbeat cycle of the
biologically meaningful angle of flapping of B2 (dotted red) compared to
that of the biological bat (blue).
which the markers on B2 and the biological bat are defined. Figure 6.3 dis-
plays the similarity between the two sets of principal components. A principal
component gives the direction of motion of each data marker, and a linear
combination of all of the principal components added to the mean marker
positions reproduces the actual positions of the markers. The reconstructed
motion of the points can be determined using the principal components and
their weights over time, as shown in the figure.
The resulting evolution of the biologically meaningful angles of B2 over a
wingbeat cycle were calculated via simulation and are compared to those of
the biological bat in Figure 6.2 and Figure 6.4. Both B2 and the biological
bat have a flapping frequency of 8 Hz, giving a wingbeat period of 0.125s.
Only one wingbeat cycle is shown in the results. The flapping angle qFL
and elbow angle qFE of B2 closely track the trajectories of the angles of the
biological bat. The angles qRP and qAA do not track as well, but this is to
be expected because of the difference in topology of the two structures. The
optimization formulation depended on matching dominant principal compo-
nents, and the result gives some matching joint angle trajectories between B2
and its biological counterpart. While B2 has a significantly reduced number
of DoFs compared to a biological bat, there still exist some strong similari-
ties between the progression of their joint angles over a wingbeat cycle. This
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Parameter Original Optimized Unit
h1 3.5 2.3 cm
h2 2.0 3.0 cm
r1 4.0 3.6 cm
r2 6.5 11.4 cm
rs 5.7 8.6 cm
c 1.5 2.3 cm
r 1.0 1.0 cm
d1 10.0 14.9 cm
d2 10.0 11.8 cm
d3 10.0 11.8 cm
b 15.0 15.0 cm
l 10.0 10.0 cm
o1 0.9 0.9 cm
o2 0.6 0.6 cm
o3 1.1 1.1 cm
γ1 −37.0 −37.4 deg
γ2 0.0 −21.7 deg
γ3 37.0 32.3 deg
γ4 150.0 150.0 deg
Table 6.1: B2’s morphological dimensions. The optimized parameters are
the results when the spindle is actuated.
validates the proposed synergistic optimization approach to finding the geo-
metric parameters for the constrained topology and actuator trajectories.
6.1.2 Fixed Spindle
The folding-unfolding of wings is a motion present in the biological data, and
it is synchronized with the flapping cycle. The optimization results require
this motion to be replicated by B2. However, the DC motors operating the
spindle mechanisms that drive this folding-unfolding motion are incapable
of synchronizing the periodic folding-unfolding motion with the wingbeat
cycle, about a 125ms time interval. Therefore, the spindle action cannot
be implemented in experiments, and thus the optimization routine is rerun
using a fixed spindle position which is selected optimally in the same way as
the folding-unfolding motion is selected. The resulting structure is shown in
Figure 6.5. The new optimized parameters are given in Table 6.2.
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Parameter Original Optimized Unit
h1 3.5 2.4 cm
h2 2.0 2.9 cm
r1 4.0 3.5 cm
r2 6.5 5.3 cm
rs 5.7 3.9 cm
c 1.5 2.7 cm
r 1.0 1.0 cm
d1 10.0 15.9 cm
d2 10.0 13.0 cm
d3 10.0 12.3 cm
b 15.0 15.0 cm
l 10.0 10.0 cm
o1 0.9 0.9 cm
o2 0.6 0.6 cm
o3 1.1 1.1 cm
γ1 −37.0 −28.4 deg
γ2 0.0 −19.6 deg
γ3 37.0 39.6 deg
γ4 150.0 15.00 deg
Table 6.2: B2’s morphological dimensions. The optimized parameters are
the results when the spindle is fixed to a position.
6.2 Experiments
B2 was constructed with the optimized parameters from Section 6.1.2 because
the spindles on B2 cannot operate at the frequency required by the set of
results from Section 6.1.1. Carbon fiber rods were used for parameters h1,
r1, r2, rs, d1, d2, d3, and h1. The parameters h2 and c were included in the
dimensions of 3D printed parts.
B2 has five DoAs: one for synchronous flapping of the wings; two for asyn-
chronous folding-unfolding of the wings; and two for asynchronous dorsoven-
tral movement of its hindlimbs. The flapping mechanism is operated by a
crankshaft, so tracking a polynomial is difficult. However, it can be seen in
Figure 6.4 that the optimized trajectory for the flapping cycle is periodic, and
can be well approximated by a sinusoid. Thus, we have chosen the actuator
to drive the flapping mechanism at a sinusoidal trajectory.
We performed experiments with B2 in an open space with a length of
about 8 m. The control scheme outlined in [5] was implemented on the
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Figure 6.5: Original prototype structure (dotted black line) of B2 vs. the
resulting structure (blue line) after running optimization (when spindle is
fixed).
robot to provide closed-loop stability during the flight using the hindlimbs.
The on-board microprocessor and IMU determined the control effort of the
linear actuators on the hindlimbs to stabilize for roll and pitch. The actuator
controlling the flapping cycle was independent of the control. The spindles
were fixed in the position determined by the optimization.
B2 was thrown manually after initiating the flapping motion with the con-
trol strategy engaged. At the end of the flight, the actuator driving the
flapping of the wings is disengaged to allow for safe landing. The flight path
is shown in Figure 6.6. The orientation of B2 over the flight is shown in
Figure 6.7, and the altitude position is given by Figure 6.8. In the beginning
of each of the four flights, the controller must compensate for the roll move-
ment present from the impulse exerted on B2 during the launch. B2 is able
to correct for this initial condition and maintain stability during this flight.
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Figure 6.6: B2 exhibits stable closed-loop flight with the optimized design
and fixed spindle position for flight test 1. The flight time is approximately
1 second.
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Figure 6.7: Orientation of B2 during four flight tests. Roll, pitch, and yaw
angles are read from the IMU at 100 Hz. The yaw angle is zeroed upon
initial condition of the flight. No other post-processing is necessary. The
sensor uses a body coordinate frame with the x axis pointing toward the
nose, the y axis directed at the right wing, and the z axis pointing down
toward the underside of B2. The flight time of each test is approximately
1 second. The solid lines refer to flight test 1, the dashed lines refer to flight
test 2, the dotted lines refer to flight test 3, and the dot and dashed lines
refer to flight test 4. Flight test 1 is also shown in Figure 6.6. B2 was
manually launched for these tests. All the tests have similar behavior in
that the robot is affected by impulse from the throw and rolls significantly.
However, B2 is able to maintain control of roll and pitch before the power
for flapping is halted near the end of the flight.
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Figure 6.8: Height position of B2 for flight tests 3 and 4. Four reflective
markers were attached to the front of B2, and Vicon readings were taken at
a frequency of 100 Hz. We used linear interpolation to fill in the missing
data points. The dotted lines refer to flight test 3, and the dot and dashed
lines refer to flight test 4. It should be noted that the reflective markers
were not recorded at the beginning and end of flight 4, as the data recorded
is shorter than flight 3.
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CHAPTER 7
CONCLUSION
A bat’s morphology and dimensional complexity make the design of a bio-
mimetic robot with equivalent complexity infeasible. Given the weight limits
and power requirements necessary for flapping flight, it is currently impossi-
ble to replicate this dimensional complexity with a robot. Thus, topological
simplifications must be made to reduce this complexity while still retaining
the morphological properties of the biological bat. B2 has been constructed
with only five DoAs such that it exhibits synergies evident in biological bats.
This thesis adds to recent works on the development of B2 by presenting a
synergistic design method to further the development of the geometric struc-
ture of B2 and shape its actuator trajectories over a wingbeat cycle. Further
design has been implemented by applying optimization of these synergies to
find the behavior of B2 over a wingbeat and the physical parameters defining
the constrained topology.
This optimization routine in which the spindle was actuated achieves the
geometric structural parameters for the topology of B2 and the trajectories
of its actuators over a wingbeat. Minimizing the difference between the
motion of B2 and the biological bat reconstructed from PCA consequently
gives matching of several of their biologically meaningful angles. This result
validates the synergistic design approach outlined in this thesis and confirms
similar behavior of B2 to the biological bat through optimization of synergies.
Though B2 has a significantly reduced dimensional complexity, it exhibits
geometric movement like that of a biological bat.
It is worth noting that the resulting kinematics is not guaranteed to yield
stable flight dynamics. This optimization design procedure is based solely
on kinematic behavior; aerodynamic forces are not considered. Closed-loop
feedback is necessary and is addressed in separate works. However, in future
work we plan to incorporate aerodynamic forces in the optimization routine
to take into account flight dynamics.
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