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University of Heidelberg, Heidelburg, Germany; and §BIOBASE, Wolfenbuttel, GermanyABSTRACT The study of solutions of biomacromolecules provides an important basis for understanding the behavior of many
fundamental cellular processes, such as protein folding, self-assembly, biochemical reactions, and signal transduction. Here, we
describe a Brownian dynamics simulation procedure and its validation for the study of the dynamic and structural properties of
protein solutions. In the model used, the proteins are treated as atomically detailed rigid bodies moving in a continuum solvent.
The protein-protein interaction forces are described by the sum of electrostatic interaction, electrostatic desolvation, nonpolar
desolvation, and soft-core repulsion terms. The linearized Poisson-Boltzmann equation is solved to compute electrostatic terms.
Simulations of homogeneous solutions of three different proteins with varying concentrations, pH, and ionic strength were per-
formed. The results were compared to experimental data and theoretical values in terms of long-time self-diffusion coefficients,
second virial coefficients, and structure factors. The results agree with the experimental trends and, in many cases, experimental
values are reproduced quantitatively. There are no parameters specific to certain protein types in the interaction model, and
hence the model should be applicable to the simulation of the behavior of mixtures of macromolecules in cell-like crowded
environments.INTRODUCTIONAn important feature of living systems is the presence of
highly concentrated media consisting of many macromole-
cules immersed in solvent. Biological molecules, which
have evolved to work in crowded media, may exhibit
different kinetic and thermodynamic properties under high
concentration conditions than those observed at the low
concentration conditions typically used in in vitro (1–3)
experiments. Indeed, it has been shown that crowding leads
to nonnegligible effects on several biologically important
processes such as protein folding, macromolecular associa-
tion, and biochemical reactions, as well as on the stability of
protein structures (3–8). The study of the effects of crowders
on biological processes and the understanding of the under-
lying molecular details is challenging due to the wide range
of effects produced by crowding molecules (9). However,
due to improved computing capacity, atomically detailed
models can now be used to describe simple cell-like envi-
ronments from a molecular and structural viewpoint
(10–13).
We have developed a Brownian dynamics (BD) method
for simulating many macromolecules (102–103) described
as atomically detailed rigid bodies in a continuum solvent
in a periodic box. The model is based on that implemented
in the Simulation of Diffusional Association (SDA) soft-
ware (14). The physical model for the intermolecular forces
has been designed for general applicability (see Methods for
details). In line with recent comments by Elcock (15), weSubmitted May 19, 2010, and accepted for publication October 20, 2010.
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0006-3495/10/12/3782/10 $2.00have paid particular attention to the quantitative agreement
of our results with experimental data.
BD simulations of three different, experimentally well-
characterized, monodisperse protein solutions were carried
out to validate the model and the simulation procedure.
The proteins studied were hen egg-white lysozyme
(HEWL), bovine pancreatic trypsin inhibitor (BPTI), and
T4 lysozyme. The structural, dynamic, and thermodynamic
aspects of these systems were studied. The self-diffusion
coefficients, osmotic second virial coefficients, structure
factors, and aggregation properties were analyzed. For all
the systems studied, the experimental trends were repro-
duced and, in many cases, a quantitative agreement between
experimental and computed values was achieved.
In Methods, we first describe the protein-protein interac-
tion model for computing forces. Then, we describe how the
analysis for comparison to experimental observables was
performed. Finally, the structure preparation, system setup,
and BD simulation details are given. Results and Discussion
consists of three main subsections for the computation of
B22 values, oligomeric states, and self-diffusion coefficients,
respectively. Within each subsection, the three proteins are
discussed separately. In the Conclusions, we provide an
outlook on the future perspectives arising from this study.METHODS
Interaction energies and forces
Forces are computed as finite-difference derivatives of the pairwise free
energies of interaction between proteins. For each pair of proteins, the inter-
action free energy, DG, is defined asdoi: 10.1016/j.bpj.2010.10.035
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For computational efficiency, all interaction potentials, F, are mapped onto
cubic grids. A detailed description and parameterization of the first six
terms of Eq. 1 can be found in the literature (16,17). Briefly, the first two
terms in Eq. 1 are the interaction energies of the charges of one protein
(qi2or qj1 ) with the electrostatic potential of the other protein
(Fel1 or Fel2 ). Charges were assigned using the effective charge approxima-
tion (17).
The third and fourth terms of Eq. 1 represent the electrostatic desolvation
energy arising from the introduction of the low dielectric cavity of one
protein in the presence of the charges of the other (17,18). It is computed
as the interaction of the charges of one protein (qi2or qj1 ) with the electro-
static desolvation potential of the other protein (Fedesolv1 or Fedesolv2 ) (18),
with parameterization as in Gabdoulline and Wade (16).
The fifth and sixth terms in Eq. 1 correspond to the nonpolar interactions
due to the burial of the solvent-accessible surface areas of the surface atoms
of one protein by the other protein. This includes a factor b for converting
the calculated buried area to hydrophobic desolvation energy (16), which
was set to b ¼ 0.018 kcal mol–1 A˚–2 in this work. This value gave the
best correspondence with experimental results in all systems tested and is
the range from 0.013 to 0.019 kcal mol–1 A˚–2 used in Gabdoulline
and Wade (16) for studies of the diffusional association of plastocyanin
and cytochrome f.
The last two terms of Eq. 1 describe the soft-core repulsive potential
introduced to avoid overlaps. The soft-core potential was modeled using
the following inverse power function
EðrÞsoftcore ¼ g
X
i
1
ai
s
nexp þ r rijnexp; (2)
where ri is the center of atom i of radius ai. The termai
s
nexp
removes the singularity at jr–rij ¼ 0 and gives a smooth function. The value
of s can be tuned to vary the smoothness of the function, keeping its
asymptotic behavior. The value g is a parameter to rescale the magnitude
of the function and nexp is the exponent to set the decay. These parameters
were chosen to reproduce the pairwise radial distribution function in
lysozyme simulations, which do not include the soft-core potential. In the
latter, overlaps are avoided by checking every step for clashes and if
a move would result in a clash, trying new moves until the proteins do
not overlap (14,16,19). The parameters were set to nexp ¼ 6, s ¼ 3 A˚,
and g ¼ 64.0 kcal/mol.
Because the electrostatic desolvation, nonpolar desolvation and soft-core
potential terms are short range, the size of the corresponding grids can be
kept small. In particular, for the smaller proteins studied here (BPTI and
HEWL), the grid size was set to 603 A˚3, whereas for T4 lysozyme, the
dimension of the desolvation grid was 803 A˚3 and that of the soft-core
grid was set to 603 A˚3.
For the electrostatic potential, the grid dimensions were set to 803 A˚3 for
all systems at ionic strengths (IS) ranging from 100 to 800 mM. At 5 mM IS
(only used for HEWL), the size of the grid was increased to obtain an elec-
trostatic potential at the border of% 0.05 kcal/mol/e. Specifically, at pH 3
(net charge þ13e), the grid size was set to 2003 A˚3 whereas at pH values 6and 9 (with corresponding net charges of þ9e and þ7e, respectively), the
grid was set to 1503 A˚3.
The electrostatic potential grid was computed by solving the linearized
Poisson-Boltzmann equation using UHBD (20). The protein and solvent
relative dielectric constants were set to 2.0 and 78.4, respectively. The
protein interior was defined by the van der Waals surface. All grids were
computed using a 1.0 A˚ grid spacing.ANALYSIS
Osmotic second virial coefficient, B22
The B22 value was computed from the radial distribution
function, g(r), as (21,22)
B22 ¼ 2p
Z N
0
ðgðrÞ  1Þr2dr; (3)
where r is the distance between the centers of geometry of
the proteins. We compared computed B22 values to experi-
mental ones obtained using static light scattering, where
the Rayleigh scattering equation (23) was used to derive
second virial coefficients. Because the electrostatic interac-
tions are computed with a grid-charge formalism in the
simulations, interactions beyond the extent of the grid are
neglected. We therefore computed an analytical long-range
correction to the B22 value following Asthagiri et al. (24)
and Hill (25) and considering each protein as a single
Debye-Hu¨ckel sphere beyond the electrostatic potential
grid. Further details regarding the computation of B22 values
from simulations and the long-range correction can be found
in the Supporting Material.Oligomer analysis and clustering
An average fraction of oligomeric species was computed by
recording the occurrence of the oligomeric states at each
step of the simulation and then averaging over the total
number of steps. The criteria used to define an oligomer
and the details of the computation can be found in the Sup-
porting Material.
Cluster analysis was carried out to find the most favorable
orientations in each oligomeric species. Computational
details are described in the Supporting Material.Structure factors
Structure factors, S(q), were computed by Fourier transfor-
mation of g(r) (26).Self-diffusion coefficient
The self-diffusion coefficient was obtained from the time
evolution of the time-ensemble averaged h$itemean-squared
displacement computed as
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3784 Mereghetti et al.where N is the total number of proteins, tend is the total simu-
lation time, and ri(t) is the center of geometry of protein i at
time t.
A linear fit was performed on a closed interval [t1, t2],
and Ds was computed from the slope using the Einstein rela-
tion (see the Supporting Material).
The observed reduction of the self-diffusion coefficient
with increasing concentration was compared to two different
theoretical models. The first model, derived by Han and
Herzfeld (27), is based on scaled particle theory (28), whereas
the second model was developed by Tokuyama and Oppen-
heim (29) in deriving the short- and long-time self-diffusion
coefficients for concentrated monodisperse suspensions of
hard spheres with hydrodynamic interactions. The descrip-
tion of these models can be found in the SupportingMaterial.FIGURE 1 Plot of computed against experimental (22) B22 values for
HEWL. (IS: 5 mM, black; 100 mM, red; 500 mM, green; pH 3, squares;
pH 6, circles; and pH 9, triangles.) A reference line with gradient 1 is
dashed. The computed values are given with and without the analytical
long-range correction as open and solid symbols, respectively.Protein structure preparation
The crystal structures of the proteins used in the simulations
were downloaded from the Protein DataBank (30): 1HEL
(31), 2HEX (32), and 1L87 (33) for HEWL, BPTI, and T4
lysozyme, respectively.
Polar hydrogens were added to the structures using Hþþ
(34). Protonation states were set according to the specific pH
based on experimental pKa values. For HEWL, pKa values
at low IS were obtained from Abe et al. (35), whereas for
IS values >100 mM, pKa values from Demchuk and
Wade (36) were used. Experimental pKa values for T4 lyso-
zyme were obtained from Kuhn et al. (37), and those for
BPTI were taken from Demchuk and Wade (36). For
HEWL, the net charge of differently protonated structures
at different pH values was compared to experimental titra-
tion curves (38), obtaining a good agreement (see Fig. S1
in the Supporting Material).
Partial charges and radii were assigned to all the atoms
from the OPLS force field (39).
The structures of the S44K and S44F mutants of T4 lyso-
zyme were built using MODELER (40).
The physical properties of the proteins are given in
Table S1 in the Supporting Material.
System setup and simulations
BD simulations were carried out using 512 proteins. Each
system was subjected to 10 ms of simulation at 300 K, using
periodic boundary conditions. Further details about the
setup and simulations are described in the Supporting
Material.
BD simulations were performedwith SDAMM, a parallel-
ized program based on the SDA software (14) capable of
handling many proteins (103–104) treated as rigid bodies
in atomic detail.
Parallelization was implemented using openMP (www.
openmp.org), mainly parallelizing the loops for computa-
tion of the forces. A 1-ms simulation of 512 lysozyme mole-Biophysical Journal 99(11) 3782–3791cules in a z110 nm3 box required approximately one day
on eight shared memory 2.4-MHz Opteron processors.
For comparison with experimental data, each of the
analyzed properties (i.e., B22 and Ds values) compared
was obtained from a separate simulation under conditions
that reproduced the corresponding experimental conditions.RESULTS AND DISCUSSION
Osmotic second virial coefficients (B22 values)
Osmotic second virial coefficients (B22) appear as coefficients
in thevirial expansion of the osmotic pressure (21). A positive
value of the B22 indicates an osmotic pressure larger than that
for an ideal solution, which, at the molecular level, can be in-
terpreted to reflect an average net repulsive interaction among
the solute molecules. The opposite is true for a negative value
of B22 (11,21,41–46). Although B22 values can be computed
simply from consideration of pairwise interactions, our
purpose here was to compare B22 values derived from exper-
iments with values computed from the g(r) at low concentra-
tions (z10–20 g/L) as a means to assess our many-protein
simulations, as has been done previously (11).HEWL
Nine simulations were carried out for combinations of three
different IS and three different pH values at a protein
concentration of 10 g/L to reproduce the experimental
conditions described in Velev et al. (22). At 100 mM IS,
the computed B22 values are in good agreement with the
experimental data (see Fig. 1). At 5 and 500 mM IS, the
sign and trend of the B22 values are correct.
Fig. 1 shows the B22 values obtained with and without
adding the analytical long-range correction (see Methods).
This correction is based on the assumption that the proteins
behave as Debye-Hu¨ckel spheres beyond the boundaries of
BD Simulation of Protein Solutions 3785the electrostatic grid. The assumption is reasonable because,
for all the systems we simulated, the standard deviation of
the electrostatic potential at the grid boundaries is <10%
of the mean value. This analytical correction strongly affects
the computed B22 values at 5 mM IS, which become much
higher than the experimental values from Velev et al. (22).
However, more recent data from Asthagiri et al. (24) show
that at very low ionic strength (7 mM), the B22 values should
be much larger than the values derived by Velev et al. (22).
This result was obtained by using a different procedure for
fitting the scattering data and the use of very low protein
concentration solutions (24). All computed and experi-
mental values are given in Table S2.BPTI
Simulationswere performed at 300, 500, 700, and 800mMIS
at pH 4.9, following the experiments of Farnum and Zukoski
(47). The protein concentration was set to 20 g/L, which is
higher than the experimental one (3 g/L) but enables quicker
convergence of the g(r) with simulation time (see the
Supporting Material). Experimentally, it was found that at
300 mM IS, the B22 value is positive (47,48), meaning that
the interactions are, on average, repulsive. At 500 mM IS,
the B22 value isz0, and at higher IS values, the B22 values
are negative. This trend is reproduced qualitatively by the
computations (see Fig. 2). As for HEWL, in Fig. 2 (and in
Table S2) we also added the long-range analytical correction
to the computed B22 values, which results in an overestima-
tion of the lower ionic strength values. Analogous to the
results of Asthagiri et al. (24) for HEWL, we may expect
that the experimental values are underestimated.FIGURE 2 Plot of computed against experimental (47) B22 values for
BPTI at four different IS (mM) shown by labels. Each point corresponds
to a different IS (mM) as labeled on the plot. A reference line with gradient
1 is dashed. The computed values are given with and without the analytical
long-range correction as shaded and solid symbols, respectively.Net attractive interactions occur only above an IS of
500 mM at which the electrostatic repulsion is strongly
screened (47). Indeed, checking the average value of the
electrostatic interaction energy between one protein and
all the others in the simulations, we found that at 300 mM
IS, it is slightly positive at 0.002 5 0.289 kT, whereas at
IS R 500 mM, it is 0.03 5 0.301 kT.T4 lysozyme
Theoretical models, such as the DLVO model, and simpli-
fied computational models which do not take the atomic
details of the interacting macromolecules into account, are
very valuable for providing a phenomenological description
of the behavior of structural properties such as B22 values.
On the other hand, they cannot provide any structural inter-
pretation of such properties (10). Moreover, changes in the
magnitude or sign of B22 values due to single point muta-
tions which do not affect the net charge of the protein, or
which affect the shape of the molecule, cannot be described
by simplified models.
To test the ability of our model to describe effects due to
point mutations, we, following McGuffee and Elcock (11),
compared wild-type (WT) T4 lysozyme with three single
point mutants (S44K, S44F, and S44E) whose B22 values
have been measured (49). McGuffee and Elcock (11)
found that it was possible to qualitatively reproduce the
effect of mutations at residue 44 on the B22 values from
simulations.
Whereas the introduction of lysine or glutamic acid at
position 44 affects steric and electrostatic properties, the
S44F mutant has a bulky aromatic residue which mainly
influences steric interactions without perturbing the electro-
static interactions significantly. This implies that nonpolar
interactions and steric effects, which cannot be reproduced
by simplified models, become important.
Simulations were done at 50 mM IS, pH 7, and 20 g/L
protein concentration to reproduce the experimental condi-
tions (49). The computed B22 values reproduce the trends
observed experimentally and agree within the experimental
confidence interval (see Fig. 3). For the WT protein, the
computed B22 value is negative. For the S44K mutant, the
experimental B22 value is higher than for the WT, implying
greater repulsion between the proteins (49). This behavior is
consistent with the increase in the net charge of the protein
from þ8e for the WT to þ9e for the S44K mutant, and is
reproduced computationally.
For the S44F mutant, the B22 value was found to be nega-
tive experimentally, implying an attractive interaction
between the proteins (49). The computed B22 value captures
the change of interaction strength between the WT and the
S44F mutant. To determine whether the increased attraction
arises from formation of a nonpolar contact patch, the orien-
tation of the monomers in the dimers found in the simula-
tions was explored (see Oligomer Formation, below).Biophysical Journal 99(11) 3782–3791
FIGURE 3 Experimental (49) (black squares) and computed (circles and
triangles) B22 values for WT T4 lysozyme and the S44K and S44F mutants.
The computed values are given with and without the analytical long-range
correction as light-red triangles and dark-red circles, respectively.
3786 Mereghetti et al.For the last mutant studied, S44E, it was not possible to
obtain a reliable B22 value experimentally because of
precipitation of the mutant during purification (49). The
mutation reduces the net charge at pH 7 from þ8e in the
WT to þ7e in the S44E mutant. The computed B22 value
1:96 5 0:3   104 mL mol=g2
and
2:7 5 0:3   104 mL mol=g2
with and without the analytical correction, respectively, for
the S44E mutant is more negative than for WT, indicating
increased attraction which may be due to diminished
electrostatic repulsion between proteins.FIGURE 4 (A) Experimental structure factor, S(q), at 22 g/L HEWL,
50 mM IS, pH 7.8 (black) (51), is compared with the computed S(q) at
10 g/L HEWL, 100 mM IS, pH 6 (orange) and 9 (magenta). The experi-
mental S(q) at 15 g/L HEWL, 6 mM IS, pH 7.8 (blue), is compared to
the computed S(q) at 10 g/L HEWL, 5 mM IS, pH 6 (red) and 9 (green).
(B–D) Fractions of monomer c1 and higher oligomeric states cn observed
in HEWL (B), BPTI (C), and T4 lysozyme (D) simulations. A contact
was defined by the parameters (see Methods): N ¼ 2, dmin ¼ 6.0 A˚, and
dc ¼ 4.5 A˚.Oligomer formation
The fractions of proteins in different oligomeric states were
computed as described in Methods. The fraction of mono-
mers is given by c1, whereas the fraction of n-mers is cn.
HEWL
The aggregation and equilibrium cluster formation proper-
ties of HEWL solutions are the subject of considerable
debate (50–52). In a recent study based on neutron spin
echo and small angle neutron scattering, Porcar et al. (52)
found that, at low concentrations of lysozyme (V ¼
[0.05–0.1]), solutions consist mostly of monomers or
dimers, whereas, at high concentrations (V ¼ [0.15–0.2]),
large dynamic clusters are dominant. Porcar et al. inter-
preted the cluster peak in the SANS/SAXS pattern as due
to transient clusters, whose shape and aggregation number
fluctuate. These findings contradict previous conclusionsBiophysical Journal 99(11) 3782–3791from Shukla et al. (51), who claimed that the system
contains largely repulsive individual lysozyme proteins.
Our simulations were performed at 14, 28, 42, and 57 g/L
protein concentration, at 150 mM IS and pH 4.6 for compar-
ison was made to experimental values from Price et al. (53).
In this concentration range, in agreement with Porcar et al.
(52), we found the solution mainly consists of monomers
(70–90%) and dimers (10–20%) (see Fig. 4B).We also tested
the effect of ionic strength on the cluster formation. At 5 mM
IS, electrostatic repulsion is large and the fraction of mono-
mers was 100% in the simulations. On increasing IS, the frac-
tion of dimers increased due to the decrease of repulsive
electrostatic interactions. At 100 mM IS, the fraction of
monomers reduced to 91% and an 8% fraction of dimers ap-
peared. This change in oligomeric state can be monitored by
comparing the computed structure factors (S(q)) with the
experimental S(q) obtained by small angle scattering (51).
Although the simulations were not performed under exactly
the same conditions as these experiments, they reproduce
a similar dependence of the interference peak at low q values
on IS (see Fig. 4 A), which is consistent with a decrease in
repulsive interactions and a slightly increased attraction (51).
BPTI
The self-association of BPTI has been debated for a long
time based on SAS and DLS (54–58), NMR pulsed-gradient
spin-echo (59), crystallographic (57,60,61), and magnetic
relaxation dispersion (61) experiments. Crystal growth at
high pH (9,10), close to the isoelectric point, shows one
BPTI molecule per asymmetric unit (62,63), but more recent
studies at lower pH values (4.5–7) show crystal forms with
five or 10 BPTI molecules in the asymmetric unit, represent-
ing different stackings of a common decamer structure
(57,60). At pH 4.9, BPTI solutions were found to contain
FIGURE 5 Most common arrangements of T4 lysozyme monomers in
dimers obtained from clustering analysis of simulation snapshots: WT:
cluster 1 (A) and 2 (B); S44F mutant: cluster 1 (C) and 2 (D).
BD Simulation of Protein Solutions 3787only monomers and decamers, and the decamer was
proposed to represent the growth unit for the crystal (57,61).
We performed simulations at 300 mM IS and pH 7, and at
10, 20, 30, and 60 g/L protein concentrations, according to
Tanaka et al. (64). The fraction of oligomers was higher than
in the HEWL solutions. Over this concentration range,
c1 ¼ ½0:88 0:52 and c2 ¼ ½0:10 0:21:
Moreover, in contrast to HEWL solutions, some higher
order oligomers were detected with
c3 ¼ 0:11; c4 ¼ 0:06; and c5 ¼ 0:04 at 60 g=L
(see Fig. 4 C and Fig. S2). However, no symmetric pentam-
ers or decamers of the type found in the low pH crystal
structures were observed during the simulations. This is
not surprising, when one considers that formation of the
decamer in the crystal relies on the specific binding of
anions which alleviates the electrostatic repulsion between
basic residues in the channel inside the decamer (57,61).
This specific anion binding is inadequately described by
a continuum solvent model with Debye screening.
A cluster analysis of the dimers identified in our simula-
tions reveals that the two monomers have complementary
electrostatic interactions. A positive patch in the region of
the loop 13-18 (the essential loop for the inhibition of the
bovine trypsin) interacts with a slightly negative region
close to the C-terminus. A similar interaction is observed
in the crystal contacts in several monomeric crystal
structures of BPTI. However, the dimers formed in the simu-
lations do not correspond to the A-G dimer formed across
the twofold axis in the crystal structure which was proposed
to be the first dimer formed in the process of decamer
assembly (57). In the crystal structure, the A-G dimer inter-
face has a carboxy oxygen of D50 of monomer A 2.5 A˚ from
a carboxy oxygen of D50 of monomer G (61). Their interac-
tion relies on a change in protonation state due to a shift in
pKa (61), which is facilitated at low pH. In our simulations,
the distance between the oxygen atoms of the two aspartic
acids is always >4 A˚ and the monomers cannot orient to
allow the formation of the hydrogen-bond network that
stabilizes the dimer in the crystal structure.
Comparison of the experimental data and the simulation
data support the idea that decamer assembly is a highly
cooperative process that requires the presence of anions
and a low pH. Indeed, in general, crystallization and nucle-
ation processes have high sensitivity to environmental
conditions, and to impurities and contaminants that can be
present in solution, making them nontrivial phenomena for
both experimental and computational studies (65–67).
T4 lysozyme
Computed oligomer fractions are shown in Fig. 4 D. In
agreement with the B22 values, the S44K mutant is mainly
monomeric in solution (c1 z 0.90). The S44F and S44Emutants show similar behavior to each other, with c1 z
0.50 and c2 z 0.25. A slightly higher fraction of dimers
and higher order oligomers is found for the S44E mutant
compared to the S44F mutant, in accord with its lower B22
value.
To assess the importance of the hydrophobic patch in the
S44F mutant (49), a cluster analysis (see Methods) on the
identified dimers was performed for the S44F mutant and
for the WT. The first two of the five clusters identified for
the WT each represent 35% of the dimers. For the S44F
mutant, six clusters were identified. Each of the first four
clusters represents ~20% of the dimers. The two most popu-
lated clusters of the WT (Fig. 4, A and B) and the S44F
mutant (Fig. 4, C and D) are compared in Fig. 5. For the
WT, S44 is not involved in interactions with other proteins
in these two clusters. Both orientations are favored by
electrostatic interactions between oppositely charged
patches (Fig. S3). These contacts do not reproduce the
crystal contacts found in the x-ray structure.
For S44F, F44 is directly involved in an interprotein
contact in these two clusters. Moreover, mapping the hydro-
phobicity on the van der Waals surface of one monomer, we
found that the interaction occurs through hydrophobic
patches, confirming the importance of the hydrophobic
patch hypothesis proposed by Chang et al. (49). From the
computed atomic contact probabilities, it can be seen that
F44 is among the residues with the highest contact proba-
bility (see Fig. 6 B), in agreement with the result of McGuf-
fee and Elcock (11).
For the S44E mutant, the interaction was found to occur
mainly via E44, which shows a high contact probability
(see Fig. 6 C).
The S44K mutant, in agreement with its positive B22
value, has a very low propensity to interact, as shown byBiophysical Journal 99(11) 3782–3791
FIGURE 6 Relative atomic contact probabilities are displayed on the van
der Waals surface of T4 lysozyme. TheWT (A) and the S44F (B), S44E (C),
and S44K (D) mutants are shown.
3788 Mereghetti et al.the mapping of atomic contact probabilities on its structure
displayed in Fig. 6 D.Self-diffusion coefficients (Ds)
HEWL
The computed self-diffusion coefficients agree well with the
experimental results (see Fig. 7). Theoretical models that
describe the volume fraction dependence of the self-diffu-
sion coefficient were compared to the simulation results.
The Han and Herzfeld model (27), which is based on scaled
particle theory, is not able to correctly reproduce the
decrease of the self-diffusion coefficient with increasing
concentration. Using a more sophisticated model developed
by Tokuyama and Oppenheim (29), which takes hydrody-FIGURE 7 Dependence of the self-diffusion coefficients of HEWL on
protein concentration (150 mM IS, pH 4.5). Experimental values (53) are
shown by black circles, computed values by dark-red squares. Linear
regression lines for experimental and computed values are depicted by
a black-solid line and dark-red dot-dash line, respectively. The Han and
Herzfeld (27) and Tokuyama and Oppenheim (29) theoretical models are
shown in green-dashed and blue-dotted lines, respectively.
Biophysical Journal 99(11) 3782–3791namic interactions into account, the volume fraction depen-
dence of the diffusion coefficient can be correctly described.
Neither of these theoretical models takes the formation of
oligomers into account. This implies that the reduction of
the self-diffusion coefficient of HEWL at intermediate IS
can be described in terms of hindered diffusion arising
mostly from an excluded volume effect and hydrodynamic
interactions. These models cannot, however, be applied
when a sizeable number of dimers or higher order oligomers
form in the solutions (see next section on BPTI).
BPTI
The computed self-diffusion coefficients were compared to
experimental values from Tanaka et al. (64), which agree
with previously reported values from Gallagher and Wood-
ward (54). Both sets of diffusion coefficients were obtained
by DLS. The diffusion coefficient obtained using DLS is the
collective or mutual diffusion coefficient (Dm), which is
related to the self-diffusion coefficient via the second virial
coefficient (46,68) (see the Supporting Material).
The experimental second virial coefficient at 20 g/L and
300 mM IS is 3.3 (104 mL mol/g2). Considering a partial
specific volume of BPTI of vsp¼ 0.71 cm3/g (69), the ratio is
d ¼ Dm
Ds
¼ 1:03:
Hence, the computed self-diffusion coefficients can be
directly compared to the rescaled experimental values.
A good agreement between experimental and computed
diffusion coefficients was found, as shown in Fig. 8.
It is worth noting that the Han and Herzfeld (27) and
Tokuyama and Oppenheim (29) theoretical models fail in
the description of the concentration-dependent behavior of
the diffusion coefficient. As previously mentioned, this is
related to the lack of a description of oligomer formationFIGURE 8 Dependence of the self-diffusion coefficients of BPTI on
protein concentration (300 mM IS, pH 7). Experimental values (64) are
shown by black circles, computed values by dark-red squares. Linear
regression lines for experimental and computed values are depicted by
a black-solid line and dark-red dot-dash line, respectively. The Han and
Herzfeld (27) and Tokuyama and Oppenheim (29) theoretical models are
shown in green-dashed and blue-dotted lines, respectively.
BD Simulation of Protein Solutions 3789in these models. Particularly for the highest concentration,
a significant fraction of dimers and some high order oligo-
mers is formed (Fig. 4 C). Hence, the excluded volume
effect and the hydrodynamic interactions account only
partially for the reduction in the diffusion coefficient, and
aggregation must be considered.CONCLUSIONS
In summary, we have described a BD method for simulating
many atomically detailed rigid macromolecules in implicit
solvent. The model of the forces between macromolecules
is generally applicable to the simulation of proteins in
aqueous solution. For the tested systems, a good accord
between the calculated values and the experimental thermo-
dynamic (second virial coefficients) and dynamic (transla-
tional self-diffusion coefficients) properties was found.
The principal limitation of the simulation model is the
neglect of the internal flexibility of the macromolecules.
This limits application to association processes that do not
involve large changes in macromolecular conformation.
The effects due to hydrodynamic interactions are not as
significant as in simulations of flexible polymers. Therefore,
at the low volume fractions used in this work, they can be
neglected (11,70). Test calculations of the diffusion coeffi-
cient with inclusion of hydrodynamic interactions in the
model showed no significant difference in the computed
values (P Mereghetti and R Wade, unpublished data).
Previous simulations of systems ofmany diffusing proteins
describe the interactions using different levels of approxima-
tion, e.g., with proteins as spherical particles, a mixture of
sphere and atomic-detail representations, or in atomic detail
(11,13,44,71,72). The atomic-detail methodology of McGuf-
fee and Elcock (11,13) is most similar to ours but differs
primarily in the modeling of the intermolecular interactions.
McGuffee and Elcock (11,13) used an electrostatic term and
an adjustable hydrophobic term (Lennard-Jones potential).
The latter was fit separately for each protein studied to repro-
duce experimental thermodynamic data.
In our model, desolvation effects are included by intro-
ducing electrostatic and nonpolar desolvation terms. More-
over, none of the parameters of our model are fit to any
specific system and thus, the approach may be of value for
the prediction of static and dynamic properties of solutions
of macromolecules, at a level that is sensitive to alteration of
single amino-acid residues. For example, this approach can
be used to study cooperative aggregation or polymerization
processes as well as macromolecular diffusion and associa-
tion kinetics.SUPPORTING MATERIAL
Seven equations, two tables, three figures, and text describing the computa-
tional details of the simulations and their analysis are available at http://
www.biophysj.org/biophysj/supplemental/S0006-3495(10)01323-8.This work was supported by the Klaus Tschira Foundation and the Center
for Modeling and Simulation in the Biosciences in Heidelberg, and by
supercomputing time at the Environmental Molecular Science Laboratory
(grant No. 30994).REFERENCES
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