Abstract. Moduli spaces of hyperbolic surfaces may be endowed with a symplectic structure via the Weil-Petersson form. Mirzakhani proved that Weil-Petersson volumes exhibit polynomial behaviour and that their coefficients store intersection numbers on moduli spaces of curves. In this survey article, we discuss these results as well as some consequences and applications.
Introduction
Over the last few decades, moduli spaces of curves have become increasingly important objects of study in mathematics. In fact, they now lie at the centre of a rich confluence of seemingly disparate areas such as geometry, topology, combinatorics, integrable systems, matrix models and theoretical physics.
Smooth curves with marked points are equivalent to Riemann surfaces with punctures, and these are in turn equivalent to punctured surfaces with complete constant curvature Riemannian metrics. 1 For all but finitely many pairs (g, n), a genus g surface with n punctures admits a hyperbolic metric. Thus, we are led to the study of hyperbolic surfaces and their corresponding moduli spaces. In this article, we adopt such a hyperbolic geometric perspective, which allows for lines of thought that have no natural analogue in the realms of algebraic geometry and complex analysis.
For an n-tuple L = (L 1 , L 2 , . . . , L n ) of positive real numbers, let M g,n (L) denote the set of genus g hyperbolic surfaces with n geodesic boundary components whose lengths are prescribed by L. We require the boundary components to be labelled from 1 up to n and consider hyperbolic surfaces up to isometries which preserve these labels. The Teichmüller theory construction of this space endows it with an orbifold structure and local coordinates known as Fenchel-Nielsen coordinates. These may be used to define the Weil-Petersson symplectic form ω, thus providing the moduli space of hyperbolic surfaces M g,n (L) with a natural symplectic structure. Our primary focus will be on the Weil-Petersson volume
The foundation of this article is a result due to Mirzakhani [26] which states that the Weil-Petersson volume is given by the following polynomial. Here, ψ 1 , ψ 2 , . . . , ψ n ∈ H 2 (M g,n ; Q) are the psi-classes while κ 1 ∈ H 2 (M g,n ; Q) is the first MumfordMorita-Miller class on the Deligne-Mumford compactification of the moduli space of curves. We use α = (α 1 , α 2 , . . . , α n ) to denote an n-tuple of non-negative integers and |α| to denote the sum
For a concise exposition of intersection theory on moduli spaces of curves, including the definitions of the psi-classes and the Mumford-Morita-Miller classes, see Appendix A.
Mirzakhani originally demonstrated the polynomiality of Weil-Petersson volumes using symplectic reduction [26] . She subsequently provided an alternative proof where the main idea is to unfold the integral on M g,n (L) to a more tractable cover over the moduli space [25] . One of the tools required is a generalisation of McShane's identity which, in its original form, states that a certain sum over the simple closed geodesics on a hyperbolic once-punctured torus is constant. The end result is a recursive formula which can be used to calculate all Weil-Petersson volumes. This in turn yields a 1 We decree that all surfaces referred to in this article are to be connected and oriented. We also decree that all algebraic curves referred to in this article are to be complex, connected and complete.
recursion for intersection numbers on M g,n . As a consequence, Mirzakhani was able to deduce the celebrated Witten-Kontsevich theorem.
Some of the recent work on moduli spaces of hyperbolic surfaces has focused on the behaviour of Weil-Petersson volumes under various limits. For example, the Weil-Petersson volume polynomials exhibit interesting behaviour when one of the lengths formally approaches 2πi. This manifests as non-trivial relations between V g,n+1 (L, L n+1 ) and V g,n (L), which generalise the string and dilaton equations [14] . These can be proven using algebro-geometric arguments, but also indicate that a proof may entail the geometry of hyperbolic cone surfaces. In particular, one can interpret the evaluation L = θi as the degeneration of the corresponding geodesic boundary component to a cone point with angle θ.
A direct implementation of Mirzakhani's recursive formula produces a rather slow algorithm for the calculation of Weil-Petersson volumes. However, Zograf has managed to develop an empirically much faster algorithm and calculated enough numerical data to produce interesting conjectures concerning Weil-Petersson volumes in the large g limit [45] . Some progress on these conjectures has recently been made by Mirzakhani [28] .
It is natural to consider the asymptotic behaviour of V g,n (Nx) for a fixed x = (x 1 , x 2 , . . . , x n ) as N approaches infinity. We are thus motivated to analyse a certain normalisation of the Weil-Petersson form on M g,n (Nx) as N approaches infinity [13] . In the limit, we obtain a 2-form originally defined by Kontsevich in his proof of Witten's conjecture [20] . In this way, we obtain yet another proof of the Witten-Kontsevich theorem which makes explicit the connection between the work of Kontsevich and Mirzakhani.
The structure of the article is as follows.
In Section 2, we introduce hyperbolic surfaces and their moduli spaces via Teichmüller theory.
We discuss the Weil-Petersson symplectic structure of the space M g,n (L) and its DeligneMumford compactification. We conclude by showing how the hyperbolic geometry leads to a cell decomposition of the moduli space based on the combinatorial notion of a ribbon graph.
In Section 3, we begin the study of Weil-Petersson volumes. Some early results in the area are presented, followed by some preparatory remarks on symplectic reduction. We then show how Mirzakhani applies this technique to prove the polynomiality of Weil-Petersson volumes [26] .
In Section 4, we discuss Mirzakhani's recursion for Weil-Petersson volumes [25] . We calculate the volume of M 1,1 (0) as a motivating example. The generalised McShane identity is presented and then used as one of the main ingredients in the proof of Mirzakhani's recursive formula. We consider some applications of the recursion, including a proof of the Witten-Kontsevich theorem.
In Section 5, we analyse Weil-Petersson volumes under various limits. In particular, we examine the recent results on the behaviour of V g,n (L) as one of the lengths approaches 2πi [14] , in the large g limit [28] , and as the lengths approach infinity [13] .
Moduli spaces of hyperbolic surfaces

Hyperbolic surfaces
Consider the smooth surface Σ g,n with genus g and n boundary components. A hyperbolic surface of type (g, n) is the surface Σ g,n equipped with a complete Riemannian metric of constant curvature −1. We restrict our attention to the case when every boundary component is smooth and totally geodesic.
A mild restriction on the pair of non-negative integers (g, n) is required due to the Gauss-Bonnet theorem. In its simplest form, it states that the integral of the Gaussian curvature over a surface with Riemannian metric and totally geodesic boundary is equal to 2π multiplied by the Euler characteristic of the surface.
So for a metric of constant curvature −1 to exist, the Euler characteristic must be negative -in other words, 2 − 2g − n < 0. This is a rather mild restriction since it only prohibits the pairs (0, 0), (0, 1), (0, 2) and (1, 0) . Note that these exceptional cases are precisely the pairs (g, n) for which a Riemann surface of genus g with n punctures possesses infinitely many automorphisms.
An alternative definition of a hyperbolic surface uses the notion of an atlas. Thus, we define a hyperbolic surface to be a smooth surface covered by charts φ U : U → H 2 which map open subsets of the surface homeomorphically onto their image in the hyperbolic plane. We require that if U ∩ V = ∅, then the two charts are compatible in the sense that the transition function
is an isometry. As usual, a hyperbolic surface is defined by a maximal atlas -that is, a maximal collection of compatible charts. The two definitions provided coincide since any two-dimensional domain with a Riemannian metric of constant curvature −1 is locally isometric to a subset of the hyperbolic plane. Which to use as a working definition is largely a matter of taste, though it is advantageous to keep both viewpoints in mind.
Yet another way to define a hyperbolic surface is via its universal cover. Every hyperbolic surface S with geodesic boundary has a universal cover isometric to a convex domain in H 2 with geodesic boundary. Therefore, hyperbolic surfaces with geodesic boundary arise from taking the quotient of a convex domain in H 2 with geodesic boundary by a discrete subgroup of PSL(2, R), the group of orientation-preserving isometries in the hyperbolic plane. The following result gives one of the important properties of hyperbolic surfaces. Proposition 1. On a hyperbolic surface, non-trivial homotopy classes of closed curves have unique geodesic representatives. Furthermore, such geodesic representatives realise minimal intersection and self-intersection numbers. In particular, every simple closed curve is homotopic to a simple closed geodesic.
For an n-tuple L = (L 1 , L 2 , . . . , L n ) of positive real numbers, we define the moduli space of hyperbolic surfaces as follows.
S is a hyperbolic surface of type (g, n) with boundary components
. . , γ n ) if and only if there exists an isometry from S to T which sends β k to γ k for all k.
Note that when the length of a boundary component approaches zero, we obtain a hyperbolic cusp in the limit. By a hyperbolic cusp, we mean a subset of the surface isometric to R/Z × [2, ∞), in the Poincaré upper half-plane model for H 2 . In particular, we denote the moduli space of genus g hyperbolic surfaces with n labelled cusps by M g,n (0).
One of the goals of this article is to explain how the study of moduli spaces of hyperbolic surfaces can lead to results concerning moduli spaces of curves. This is possible through the interplay between hyperbolic surfaces, Riemann surfaces, and algebraic curves. It is well-known that the category of smooth algebraic curves is equivalent to the category of compact Riemann surfaces. Due to this equivalence, the boundary between these two fields is rather porous, with techniques from complex analysis flowing into algebraic geometry and vice versa. The uniformisation theorem then provides a one-to-one correspondence between Riemann surfaces and hyperbolic surfaces.
Theorem 2 (Uniformisation theorem).
Every Riemannian metric on a surface is conformally equivalent to a complete constant curvature metric. If the Euler characteristic of the surface is negative and we require that the curvature is −1, then the metric is unique.
From the previous discussion, a smooth genus g algebraic curve with n labelled points corresponds to a genus g Riemann surface with n labelled points, which we usually think of as punctures.
smooth algebraic curves with genus g and n marked points ←→ Riemann surfaces with genus g and n punctures
The complex structure on a Riemann surface defines a conformal class of metrics which, by the uniformisation theorem, contains a hyperbolic metric as long as 2 − 2g − n < 0. Furthermore, if we demand that the resulting surface is complete, then this hyperbolic metric is unique and gives each puncture the structure of a hyperbolic cusp. So we have the following one-to-one correspondence.
Riemann surfaces with genus g and n punctures ←→ hyperbolic surfaces with genus g and n cusps
At the moment, the moduli space of hyperbolic surfaces M g,n (L) has only been defined as a set. In Section 2.2, we will see that it possesses not only a topology, but also an orbifold structure. The equivalence above sets up a bijection between the moduli space of curves M g,n and the moduli space of hyperbolic surfaces M g,n (0). This map respects the topology of both spaces as well as the structure-preserving automorphism groups. As a result, M g,n and M g,n (0) are homeomorphic as orbifolds.
Teichmüller theory
Teichmüller theory will enable us to construct the moduli space of hyperbolic surfaces M g,n (L) and endow it with a natural symplectic structure. Begin by fixing a smooth surface Σ g,n with genus g and n boundary components labelled from 1 up to n, where 2 − 2g − n < 0. Define a marked hyperbolic surface of type (g, n) to be a pair (S, f ) where S is a hyperbolic surface and f : Σ g,n → S is a diffeomorphism. We call f the marking of the hyperbolic surface and define the Teichmüller space as follows.
T g,n (L) = (S, f ) (S, f ) is a marked hyperbolic surface of type (g, n) with boundary components of lengths L 1 , L 2 , . . . , L n ∼ Here, (S, f ) ∼ (T, g) if and only if there exists an isometry φ : S → T such that φ • f is isotopic to g.
One can informally think of Teichmüller space as the space of deformations of the hyperbolic structure on a given hyperbolic surface. For example, consider applying a hyperbolic Dehn twist to a marked hyperbolic surface. By this, we mean cutting along a simple closed geodesic, twisting the two sides relative to each other, and gluing the two sides back together. This gives a one parameter family of deformations of the hyperbolic structure. Once a full twist has been applied, the end result is a hyperbolic surface isometric to the original and hence, corresponds to the same point in the moduli space. On the other hand, the end result has a different marking to the original and hence, corresponds to a different point in the Teichmüller space.
The geometry and topology of Teichmüller space will become much more apparent once we define global coordinates, known as Fenchel-Nielsen coordinates. We use the idea that pairs of pants -spheres with three boundary components -can be used as building blocks to create surfaces with negative Euler characteristic. Start by considering a pants decomposition of the surface Σ g,n ,
which is a collection of disjoint simple closed curves whose complement is a disjoint union of pairs of pants. Alternatively, a pants decomposition is a maximal collection of disjoint simple closed curves such that no curve is parallel to the boundary and no two are homotopic. Since the Euler characteristic is additive over surfaces glued along circles, the number of pairs of pants in any such decomposition must be −χ(Σ g,n ) = 2g − 2 + n. Some simple combinatorics can be used to show that every pants decomposition of Σ g,n consists of precisely 3g − 3 + n simple closed curves.
A marking f : Σ g,n → S maps a fixed pants decomposition to a collection of simple closed curves on S, each of which is homotopic to a unique simple closed geodesic by Proposition 1. Denote these simple closed geodesics by γ 1 , γ 2 , . . . , γ 3g−3+n and let their lengths be 1 , 2 , . . . , 3g−3+n , respectively. Cutting S along γ 1 , γ 2 , . . . , γ 3g−3+n leaves a disjoint union of 2g − 2 + n hyperbolic pairs of pants. The following elementary result guarantees that the lengths 1 , 2 , . . . , 3g−3+n are sufficient to determine the hyperbolic structure on each pair of pants.
Lemma 3.
There exists a unique hyperbolic pair of pants up to isometry with geodesic boundary components of prescribed non-negative length. As usual, we interpret a geodesic boundary component with length zero as a hyperbolic cusp. The three simple geodesic arcs perpendicular to the boundary components and joining them in pairs are referred to as seams. Cutting along the seams decomposes a hyperbolic pair of pants into two congruent right-angled hexagons.
Note that the lengths 1 , 2 , . . . , 3g−3+n provide insufficient information to reconstruct the hyperbolic structure on all of S, since there are infinitely many ways to glue together the pairs of pants. This extra gluing information is stored in the twist parameters, which we denote by τ 1 , τ 2 , . . . , τ 3g−3+n .
To construct them, fix a collection C of disjoint smooth curves on Σ g,n which are either closed or have endpoints on the boundary. We require that C meets the pants decomposition transversely, such that its restriction to any pair of pants consists of three disjoint arcs, connecting the boundary components pairwise. Now to construct the twist parameter τ k , take a curve γ ∈ C such that f (γ) meets γ k . Homotopic to f (γ), relative to the boundary of S, is a unique length-minimising piecewise geodesic curve which is entirely contained in the seams of the pairs of pants and the curves γ 1 , γ 2 , . . . , γ 3g−3+n . The twist parameter τ k is the signed distance that this curve travels along γ k , according to the following sign convention. Lemma 3 guarantees that the twist parameter is independent of the choice of curve γ ∈ C.
negative twist parameter positive twist parameter
For further details, one can consult Thurston's book [38] , in which he writes the following.
"That a twist parameter takes values in R, rather than S 1 , tends to be a confusing issue . . . But, remember, to determine a point in Teichmüller space we need to consider how many times the leg of the pajama suit is twisted before it fits onto the baby's foot."
More prosaically, the length parameters and the twist parameters modulo the length parameters are sufficient to reconstruct the hyperbolic structure on S. However, to recover the marking as well, it is necessary to consider the twist parameters as elements of R. Despite the fact that the length and twist parameters -collectively known as Fenchel-Nielsen coordinates -depend on the choice of pants decomposition and the construction of twist parameters, we have the following result.
, which associates to a marked hyperbolic surface its length and twist parameters, is a bijection. In fact, if Teichmüller space is considered with its natural topology, then the map is a homeomorphism.
Clearly, there is a projection map T g,n (L) → M g,n (L) which simply forgets the marking. In fact, the moduli space is obtained as a quotient of Teichmüller space by a group action. Define the mapping class group as
, where Diff + denotes the group of orientation preserving diffeomorphisms fixing the boundary components and Diff + 0 denotes the normal subgroup consisting of those diffeomorphisms isotopic to the identity. There is a natural action of the mapping class group on Teichmüller space such that [φ] ∈ Mod g,n sends the marked hyperbolic surface (X, f ) to the marked hyperbolic surface (X, f • φ). The moduli space M g,n (L) is obtained by taking the quotient of the Teichmüller space T g,n (L) by the action of the mapping class group Mod g,n .
Proposition 5. The action of Mod g,n on T g,n (L) is properly discontinuous, though not necessarily free. Therefore, the quotient M g,n (L) = T g,n (L)/Mod g,n is an orbifold of dimension 6g − 6 + 2n.
So the moduli space of hyperbolic surfaces M g,n (L) has not only a topology, but also an orbifold structure. The orbifold group at a point is canonically isomorphic to the automorphism group of the corresponding hyperbolic surface. However, the situation is not so bad, since the following theorem -which follows from results of Boggi and Pikaart [5] -allows one to make sense of calculations on the orbifold by lifting to a finite cover. For this reason, it is convenient for us to consider the cohomology of moduli spaces with rational, rather than integral, coefficients.
We have only very briefly touched upon the vast area that is Teichmüller theory. For more information, see the Handbook of Teichmüller theory [32, 33] .
Symplectification and compactification
The Teichmüller space T g,n (L) can be endowed with the canonical symplectic form
using the Fenchel-Nielsen coordinates. Although this is a rather trivial statement, it is a deep fact that this form is invariant under the action of the mapping class group. Therefore, ω descends to a symplectic form on the quotient, namely the moduli space M g,n (L). This is referred to as the Weil-Petersson symplectic form and we will also denote it by ω. Its existence allows us to introduce the techniques of symplectic geometry to the study of moduli spaces. For all values of L, the spaces M g,n (L) are diffeomorphic to each other, but not necessarily symplectomorphic to each other. It is therefore natural to ask how the symplectic structure varies as L varies, a question which we will pursue in Section 3.3.
The uniformisation theorem allows us to deduce that the moduli spaces M g,n (L) are not only diffeomorphic to each other, but also diffeomorphic to the moduli space of curves M g,n . It is often more natural to work with the Deligne-Mumford compactification M g,n , obtained by introducing the notion of a stable algebraic curve -see Appendix A for the relevant definitions. There is an analogous construction in the hyperbolic setting, where a node of an algebraic curve corresponds to degenerating the length of a simple closed curve on a hyperbolic surface to zero. This intuition leads to the following construction of T g,n (L), the Teichmüller space of marked stable hyperbolic surfaces. Define a stable hyperbolic surface of type (g, n) to be a pair (S, M) where S is a surface of genus g with n labelled boundary components and M is a collection of disjoint simple closed curves on S, none of which are homotopic to the boundary. We require that S \ M be endowed with a finite area hyperbolic metric such that the boundary components are geodesic. It is useful to think of a stable hyperbolic surface as a collection of hyperbolic surfaces whose cusps have been formally identified in pairs. As usual, we refer to a diffeomorphism f : Σ g,n → S as a marking and define the compactified Teichmüller space as follows. 
Let us make some remarks on the Deligne-Mumford compactification. First, the compactification
is a union of submanifolds of positive codimension. Second, M g,n (0) can be canonically identified with the Deligne-Mumford compactification of the moduli space of curves M g,n via the uniformisation theorem. Hence, M g,n (0) possesses a natural complex structure, whereas the moduli space M g,n (L) does not, for L = 0. However, by the work of Wolpert, the Fenchel-Nielsen coordinates do induce a real analytic structure [1, 44] .
Wolpert [44] used the real analytic structure on M g,n (L) to show that the Weil-Petersson form extends smoothly to a closed non-degenerate form on the Deligne-Mumford compactification M g,n (L). In the particular case L = 0, he showed that this extension defines a cohomology class [ω] ∈ H 2 (M g,n , R) which satisfies the following. 
Combinatorial moduli space
An important notion in the study of moduli spaces of curves is the combinatorial structure known in the literature as a ribbon graph or fatgraph. A ribbon graph of type (g, n) is essentially the 1-skeleton of a cell decomposition of a genus g surface with n faces. We require the vertices to have degree at least three and the faces to be labelled from 1 up to n. Note that such a graph may possibly have loops or multiple edges. The orientation of the surface gives a cyclic ordering to the oriented edges pointing toward each vertex. Conversely, given the underlying graph and the cyclic ordering of the oriented edges pointing toward each vertex, the genus of the surface and its cell decomposition may be recovered. This is accomplished by using the extra structure to thicken the graph into a surface with boundaries. These boundaries may then be filled in with disks to produce a closed surface with an associated cell decomposition.
One usually draws ribbon graphs with the convention that the cyclic ordering of the oriented edges pointing toward each vertex is induced by the orientation of the page. For example, the following diagram shows a ribbon graph of type (1, 1) as well as the surface obtained by thickening the graph.
It is often useful to think of a ribbon graph in the following more precise way. Given a cell decomposition Γ of a surface, let X denote the set of its oriented edges and let s 0 be the permutation on X which cyclically permutes all oriented edges pointing toward the same vertex in an anticlockwise manner. Also, let s 1 be the permutation on X which interchanges each pair of oriented edges which correspond to the same underlying edge. The set X/ s 0 is canonically equivalent to the set of vertices of Γ while the set X/ s 1 is canonically equivalent to the set of edges of Γ. Furthermore, if
0 , then the set X/ s 2 is canonically equivalent to the set of faces of Γ. Therefore, one can alternatively define a ribbon graph to be a triple (X, s 0 , s 1 ) where X is a finite set, s 0 is a permutation on X without fixed points or transpositions, and s 1 is an involution on X without fixed points. We also require a labelling in the form of a bijection from X/ s 2 to {1, 2, . . . , n}. Define two ribbon graphs (X, s 0 , s 1 ) and (X, s 0 , s 1 ) to be isomorphic if and only if there exists a bijection
We also impose the condition that f must preserve the labelling of the boundary components. A ribbon graph automorphism is, of course, an isomorphism from a ribbon graph to itself. The set of automorphisms of a ribbon graph Γ forms a group which is denoted by Aut(Γ).
A ribbon graph with a positive real number assigned to each edge is referred to as a metric ribbon graph. The metric associates to each face in the cell decomposition a perimeter, which is simply the sum of the numbers appearing around the boundary of the face. We define the combinatorial moduli space as follows.
Here, two metric ribbon graphs are equivalent if and only if there exists an isometry between them which corresponds to a ribbon graph automorphism.
, the subset consisting of those metric ribbon graphs whose underlying ribbon graph is Γ. Note that MRG Γ (L) can be naturally identified with the following quotient of a possibly empty polytope by a finite group.
Here, e represents the lengths of the edges in the metric ribbon graph, E(Γ) denotes the edge set of Γ, and A Γ is the linear map which represents the adjacency between faces and edges in the cell decomposition corresponding to Γ. Thus, MRG Γ (L) is an orbifold cell and these naturally glue together via edge degenerations -in other words, when an edge length goes to zero, the edge contracts to give a ribbon graph with fewer edges. So this cell decomposition for MRG g,n (L)
equips it with not only a topology, but also an orbifold structure. The main reason for considering MRG g,n (L) is the following result.
Theorem 8.
The moduli spaces M g,n (L) and MRG g,n (L) are homeomorphic as orbifolds.
One can prove this fact by generalising the work of Bowditch and Epstein [7] , who consider the case of cusped hyperbolic surfaces. The main idea is to associate to a hyperbolic surface S with geodesic boundary its spine Γ(S). For every point p ∈ S, let n(p) denote the number of shortest paths from p to the boundary. Generically, we have n(p) = 1 and we define the spine as
The locus of points with n(p) = 2 consists of a disjoint union of open geodesic segments. These correspond precisely to the edges of a graph embedded in S. The locus of points with n(p) ≥ 3 forms a finite set which corresponds to the set of vertices of the aforementioned graph. In fact, if n(p) ≥ 3, then the corresponding vertex will have degree n(p). In this way, Γ(S) has the structure of a ribbon graph. Furthermore, it is a deformation retract of the original hyperbolic surface, so if S is a hyperbolic surface of type (g, n), then Γ(S) will be a ribbon graph of type (g, n).
Now for each vertex p of Γ(S)
, consider the n(p) shortest paths from p to the boundary. We refer to these geodesic segments as ribs and note that they are perpendicular to the boundary of S. The diagram below shows part of a hyperbolic surface, along with its spine and ribs. Cutting S along its ribs leaves a collection of hexagons, each with four right angles and a reflective axis of symmetry along one of the diagonals. In fact, this diagonal is one of the edges of Γ(S) and we assign to it the length of the side of the hexagon which lies along the boundary of S. Of course, there are two such sides -however, the reflective symmetry guarantees that they are equal in length. In this way, Γ(S) becomes a metric ribbon graph of type (g, n). By construction, the perimeters of Γ(S) correspond precisely with the lengths of the boundary components of S, so we have a map
It is possible, though more difficult, to construct the inverse map
and show that it preserves the orbifold structure of the moduli spaces. The omitted details may be found elsewhere in the literature [7, 12] .
The notion of the combinatorial moduli space is crucial to Kontsevich's proof of Witten's conjecture concerning intersection numbers on M g,n [20] . We remark that Kontsevich uses a different construction of the combinatorial moduli space which begins with punctured Riemann surfaces.
Metric ribbon graphs arise via the existence of Jenkins-Strebel quadratic differentials on Riemann surfaces, an observation which Kontsevich attributes to Harer, Mumford, Penner and Thurston.
Weil-Petersson volumes
Early results
By raising the Weil-Petersson symplectic form to the appropriate exterior power, one obtains the following volume form on the Teichmüller space T g,n (L).
Of course, T g,n (L) has infinite volume with respect to this form. However, the action of the mapping class group is such that the volume of M g,n (L) is finite. One way to see this is via Wolpert's observation [44] that the Weil-Petersson symplectic form extends smoothly to a closed non-degenerate form on the Deligne-Mumford compactification M g,n (L). Thus, let us define the Weil-Petersson volume
Note that we may instead choose to integrate over the Deligne-Mumford compactification, since the compactification locus is the union of submanifolds of positive codimension.
Below we present a brief selection of some early results concerning Weil-Petersson volumes. When comparing these results with those in the literature, there may be some discrepancy due to two issues. First, there are distinct normalisations of the Weil-Petersson symplectic form which differ by a factor of two. We have scaled the results, where appropriate, to correspond to the Weil-Petersson symplectic form defined in Section 2.3. Second, one must treat the special cases of V 1,1 (L 1 ) and V 2,0 with some care. This is due to the fact that every point on M 1,1 (L) and M 2,0 is an orbifold point, generically with orbifold group equal to Z/2Z. Cleaner statements of results are obtained if one considers V 1,1 (L 1 ) and V 2,0 as orbifold volumes -in this case, half of the true volumes. The upshot is that one should not be alarmed if results concerning Weil-Petersson volumes from distinct sources differ by a factor which is a power of two.
Wolpert [42, 43] 
12 and V g,n (0) = q(2π 2 ) 3g−3+n for some rational number q. This last fact is a corollary of Theorem 7, from which it follows that q = M g,n κ 3g−3+n 1 .
Penner [34] 
Zograf [45] proved that V 0,n (0) = (2π 2 ) n−3 (n−3)! a n , where a 3 = 1 and
a k+2 a n−k for n ≥ 4.
Näätänen and Nakanishi [30] calculated the Weil-Petersson volumes of the two-dimensional moduli spaces.
Näätänen and Nakanishi's result shows that
are both polynomials in the squares of the boundary lengths. That this is the case for all Weil-Petersson volumes V g,n (L) was proven by Mirzakhani in two distinct ways. In Section 3.3, we discuss the first of Mirzakhani's proofs, which uses symplectic reduction in a fundamental way [26] .
Symplectic reduction
Symplectic geometry has its origins in the mathematical formulation and generalisation of the phase space of a classical mechanical system. Physicists have often taken advantage of the fact that when a symmetry group of dimension n acts on a system, then the number of degrees of freedom for the positions and momenta can be reduced by 2n. The analogous mathematical phenomenon is known as symplectic reduction. More precisely, take a symplectic manifold (M, ω) of dimension 2d with a
action that preserves the symplectic form. Furthermore, suppose that this action is the Hamiltonian flow for the moment map µ : M → R n and that 0 is a regular value of µ. By this we mean that the Hamiltonian vector field X µ defined by the equation ω(X µ , ·) = dH(·) generates the action. Since T n must act on the level sets of µ, we can define
Theorem 9 (Marsden-Weinstein theorem). The orbit space M 0 = µ −1 (0)/T n is a symplectic manifold of dimension 2d − 2n with respect to the unique 2-form ω 0 which satisfies i * ω = π * ω 0 . Here, π : µ −1 (0) → M 0 and i : µ −1 (0) → M are the natural projection and inclusion maps.
Since 0 is a regular value, there exists an ε > 0 such that all a ∈ R n satisfying |a| < ε are also regular values. So it is possible to define symplectic manifolds (M a , ω a ) for all such a. If we think of the T n action as n commuting circle actions, then the kth copy of S 1 induces a circle bundle S k on M 0 . The variation of the symplectic form ω 0 can be described in terms of the first Chern classes φ k = c 1 (S k ).
Theorem 10. For a = (a 1 , a 2 , . . . , a n ) sufficiently close to 0, (M a , ω a ) is symplectomorphic to M 0 equipped with a symplectic form whose cohomology class is equal to
From this theorem, one obtains as a direct corollary an expression for the variation of the volume.
Corollary 11. For a = (a 1 , a 2 , . . . , a n ) sufficiently close to 0, the volume of (M a , ω a ) is a polynomial in a 1 , a 2 , . . . , a n of degree d = 1 2 dim(M a ) given by the formula
For an introduction to symplectic geometry, we recommend the book by Cannas da Silva [11] . The rich subject of T n actions on symplectic manifolds is discussed at length by Guillemin [16] .
Polynomiality of Weil-Petersson volumes
We now consider Mirzakhani's construction of a setup in which Corollary 11 may be used to produce
Weil-Petersson volumes [26] . This allows us to prove that V g,n (L) is a polynomial and, furthermore, that its coefficients store intersection numbers on the moduli space of curves M g,n . We start by considering the space M g,n = (X, p 1 , p 2 , . . . , p n ) X is a genus g hyperbolic surface withn geodesic boundary components β 1 , β 2 , . . . , β n and p k ∈ β k for all k .
There is a T n action on this space, where the kth copy of S 1 moves the point p k along the boundary β k at a constant speed in the direction given by the orientation of the surface.
We now show that M g,n has a T n invariant symplectic structure. Fix a tuple γ = (γ 1 , γ 2 , . . . , γ n ) of homotopy classes of disjoint simple closed curves on the surface Σ g,2n with genus g and 2n labelled boundary components such that γ k bounds a pair of pants with the boundaries labelled 2k − 1 and 2k. Since mapping classes act on homotopy classes of curves, elements of Mod g,2n act on γ
Equivalently, we can use the definition M * g,2n = T g,2n (0)/Stab(γ), where the stabiliser
acts on the Teichmüller space in the usual way. Since the Weil-Petersson symplectic form on the Teichmüller space T g,2n (0) is invariant under the action of the mapping class group, it must also be invariant under Stab(γ). Therefore, it descends to a symplectic form on M * g,2n .
There is a natural map f : M g,n → M * g,2n which is easy to describe. Simply take (X, p 1 , p 2 , . . . , p n ) where X ∈ M g,n (L) and, to the kth boundary component, glue in a pair of pants with two cusps labelled 2k − 1 and 2k and a boundary component of length L k . Of course, this can be done in infinitely many ways and we choose the unique way such that the seam from the cusp labelled 2k meets the point p k . The map f can be used to pull back the symplectic form from M * g,2n
to M g,n , where it is invariant under the T n action. Furthermore, by the definition of the WeilPetersson symplectic form, the canonical map
where : M g,n → R n sends a hyperbolic surface to its boundary lengths. One may check that the T n action is the Hamiltonian flow for the moment map µ :
, where L k denotes the length of the geodesic boundary component β k .
By construction, the symplectic quotient
. As usual, the T n action gives rise to n circle bundles on the symplectic quotient. Although the moment map is only regular away from 0, one obtains circle bundles S 1 , S 2 , . . . , S n on M g,n (0) by taking the limit as L → 0. Mirzakhani proved the following fact concerning the Chern classes of these circle bundles.
This proposition states that c 1 (S k ) is an element of H 2 (M g,n ; Q), even though it is apparent that S k is a circle bundle over the uncompactified space M g,n (0). However, with a little more care, all of the previous discussion generalises to the Deligne-Mumford compactifications of the moduli spaces involved. We are now ready to state and prove one of the most important results underlying this article. (Mirzakhani's theorem) . The Weil-Petersson volume V g,n (L) is given by the formula
Theorem 13
Proof. We simply apply Corollary 11 to the symplectic manifold M g,n with the moment map µ defined above. This implies that the Weil-
The coefficients are given by integrating products of Chern classes of certain circle bundles alongside powers of the reduced symplectic form. In the L → 0 limit, Proposition 12 states that these Chern classes are precisely the psi-classes on M g,n . Furthermore, the reduced symplectic form converges to the usual Weil-Petersson symplectic form in the limit. All that is required now is to invoke Corollary 11 and substitute ω = 2π 2 κ 1 , which is true in cohomology by Theorem 7. 2 We remark that Theorem 10 applied to this setup yields a generalisation of Theorem 7. The generalisation states that the de Rham cohomology class of the Weil-Petersson symplectic form on M g,n (L) satisfies
Mirzakhani's theorem shows that the Weil-Petersson volume V g,n (L) is a polynomial whose coefficients store intersection numbers on M g,n . One of the consequences is that any meaningful statement about the volume V g,n (L) yields a meaningful statement about the intersection theory on M g,n , and vice versa. In this section, we have only outlined the proof of Mirzakhani's theorem, whereas the technical details may be found in Mirzakhani's original paper [26] . 
The workaround successfully applied by Mirzakhani [25] is to unfold the integral in the following way. Let π : X 1 → X 2 be a covering map, dv 2 a volume form on X 2 , and dv 1 = π * dv 2 the pullback volume form on X 1 . If π is a finite covering, then for any function f : X 1 → R, one can construct the pushforward function π * f :
In fact, even if π is an infinite covering, then the pushforward function may still exist, provided f is sufficiently well-behaved. The main reason for considering this setup is the fact that, under mild integrability assumptions, we have
We will use this strategy to calculate the volume of M 1,1 (0), which will serve as a motivating example for the general case of M g,n (L). For this, set X 2 = M 1,1 (0) and
and γ a simple closed geodesic on X}.
Equivalently, we can use the definition M * 1,1 (0) = T 1,1 (0)/Stab(α), where α is a simple closed curve on the interior of the once-punctured torus. The stabiliser
acts on the Teichmüller space in the usual way. Using Fenchel-Nielsen coordinates, each (X, γ) ∈ M * 1,1 (0) can be described by the pair ( , τ), where denotes the length of γ and τ the corresponding twist parameter. The only redundancy in this description comes from the fact that the pair ( , τ + ) may also be used to describe the same point in M * 1,1 (0). Hence, we can write
The map π : M * 1,1 (0) → M 1,1 (0) is the obvious projection map defined by π(X, γ) = X. Through the tower of coverings T 1,1 (0) → M * 1,1 (0) → M 1,1 (0), we see that the Weil-Petersson form pulls back to π * ω = d ∧ dτ on the intermediate cover M * 1,1 (0). Let : M * 1,1 (0) → R be the geodesic length function so that (X, γ) equals the length of γ on X. Unfolding the integral and using the description above for M * 1,1 (0) yields the following equalities.
Therefore, in order to obtain the volume of M 1,1 (0), we would like an identity of the form
valid for all X ∈ M 1,1 (0). Note that the summation is over the set of simple closed geodesics on X. Such an identity had been discovered by McShane [23] prior to Mirzakhani's work on Weil-Petersson volumes.
Theorem 14 (McShane identity)
. If X is a hyperbolic torus with one cusp, then
Here, the summation is over the set of simple closed geodesics on X and (γ) denotes the length of γ.
So to complete the calculation of the volume of M 1,1 (0), take f ( ) = 2 1+exp .
However, recall that the case of M 1,1 (0) is exceptional in the sense that a generic point of the moduli space is an orbifold point with orbifold group Z/2Z. This fact arises from the existence of the elliptic involution on every hyperbolic torus with one cusp. Since we consider orbifold volumes in this article, it is necessary to divide the integral calculation above by two. Therefore, we finally have the result
McShane identities
In order to unfold the integral required to calculate V g,n (L), it is necessary to obtain a more general version of McShane's identity. The following generalisation is due to Mirzakhani [25] .
Theorem 15 (Generalised McShane identity).
On a hyperbolic surface with geodesic boundary components
Here, the first summation is over unordered pairs (α 1 , α 2 ) of simple closed geodesics which bound a pair of pants with β 1 , while the second summation is over simple closed geodesics γ which bound a pair of pants with β 1 and β k . The functions D : R 3 → R and R : R 3 → R are given by the equations D(x, y, z) = 2 log e and R(x, y, z) = x − log cosh
The main idea behind the proof is to consider, for each point x ∈ β 1 , the geodesic γ x which meets β 1 orthogonally at x. If we start at x and walk along γ x , then one of the following situations must arise.
1. The geodesic γ x intersects itself.
2. The geodesic γ x intersects β 1 without intersecting itself.
3. The geodesic γ x intersects β k for 2 ≤ k ≤ n without intersecting itself.
4. The geodesic γ x never intersects itself or a boundary component.
We now use this observation to construct a map from a subset β * 1 ⊆ β 1 to the set P 1 = embedded hyperbolic pairs of pants, one of whose geodesic boundary components is β 1 .
Note that the generalised McShane identity is not a summation over simple closed geodesics, but over P 1 . It just so happens that on a once-punctured torus, the two notions coincide. In fact, McShane's original identity -see Theorem 14 -may be recovered by using (g, n) = (1, 1), dividing both sides of the identity by L 1 , and taking the L 1 → 0 limit.
In cases (1) and (2), consider the union of β 1 and the geodesic path γ x from x to the intersection point.
For > 0 sufficiently small, the -neighbourhood of this embedded graph is topologically a pair of pants. By taking geodesic representatives in the homotopy classes of the boundary components, we obtain an embedded hyperbolic pair of pants, one of whose geodesic boundary components is β 1 .
Let f (x) ∈ P 1 denote this pair of pants.
In case (3), consider the union of β 1 , β k and the geodesic path γ x from x to the intersection point.
Again, for > 0 sufficiently small, the -neighbourhood of this embedded graph is topologically a pair of pants. By taking geodesic representatives in the homotopy classes of the boundary components, we obtain an embedded hyperbolic pair of pants, one of whose geodesic boundary components is β 1 . Let f (x) ∈ P 1 denote this pair of pants.
Thus, we have defined a function f : β * 1 → P 1 , where β * 1 is the set consisting of those points in β 1 for which cases (1), (2) or (3) occur. The points in β 1 for which f is undefined are those for which case (4) occurs. A result due to Birman and Series [4] states that the union of all complete simple geodesics on a closed hyperbolic surface has Hausdorff dimension one. By doubling the surface along its boundary, we can generalise the statement to hyperbolic surfaces with boundary and complete simple geodesics perpendicular to the boundary. Hence, we may deduce that β \ β * 1 is a subset of zero measure with respect to the hyperbolic line element µ on β 1 . In fact, Mirzakhani [25] shows that it is homeomorphic to the union of a Cantor set and countably many isolated points. The upshot of this discussion is the equation
Theorem 15 now follows from a couple of simple facts.
Lemma 16.
If P ∈ P 1 is bound by β 1 and two simple closed geodesics α 1 and α 2 , then
If P ∈ P 1 is bound by β 1 , β k and a simple closed geodesic γ, then
Note that the calculation of µ( f −1 (P)) is local in the sense that it depends only on the geometry of P and not on the geometry of the entire surface. To a hyperbolic pair of pants with geodesic boundary components α, β, γ, we associate four distinguished points on α. Such a pair of pants necessarily contains exactly four complete simple geodesics which meet α orthogonally exactly once and are disjoint from β and γ. One of them intersects α at B 1 and spirals around β one way, while another intersects α at B 2 and spirals around β the other way. Similarly, one of them intersects α at C 1 and spirals around γ one way, while another intersects α at C 2 and spirals around γ the other way. Note that the orientation reversing isometry which reflects the pair of pants through its seams interchanges B 1 with B 2 and C 1 with C 2 . This is encapsulated in the schematic diagram below.
Suppose that x ∈ α lies on the interval B 1 C 1 which does not include B 2 and C 2 or on the interval B 2 C 2 which does not include B 1 and C 1 . Then the geodesic γ x will intersect itself or α, so case (1) or (2) occurs. Therefore, we define D( (α), (β), (γ)) to be twice the length of the interval B 1 C 1 which does not include B 2 and C 2 . Now suppose that x ∈ α lies on the interval B 1 B 2 which does not include C 1 and C 2 . Then the geodesic γ x will intersect β, so case (3) occurs. Therefore, we define R( (α), (β), (γ)) to be the length of the interval C 1 C 2 which includes B 1 and B 2 . The proof of Lemma 16 now follows from these definitions.
All that remains is to explicitly compute the functions D and R. In the universal cover, the value of D( (α), (β), (γ)) is twice the distance between the projection of β and γ on α and the value of R( (α), (β), (γ)) is (α) minus the length of the projection of γ on α. We do not complete the calculation here but remark that it can be carried out by applying some elementary results from hyperbolic trigonometry. 3 There are now many variations on the McShane theme.
Bowditch used the notion of Markoff triples to give an alternative proof of McShane's identity for the once-punctured torus [6] .
Akiyoshi, Miyachi and Sakuma produced variants of McShane's identity for quasi-fuchsian punctured surface groups and hyperbolic punctured surface bundles over the circle [2] .
McShane determined an identity for simple geodesics on a closed hyperbolic surface of genus two [24] . This work capitalises on the existence of the hyperelliptic involution and Weierstrass points on a genus two surface.
Tan, Wong and Zhang gave a generalisation of McShane's identity to hyperbolic cone surfaces, where all cone points have angles bounded above by π [35] . They also found variations concerning representations of punctured torus groups to SL(2, C) [36] and also classical Schottky groups [37] .
Luo and Tan have recently found a McShane identity for all closed hyperbolic surfaces [21] .
Their proof draws some inspiration from Calegari's elegant and unified treatment of the following two results -namely, the identities of Basmajian [3] and Bridgeman [8] . These share a similar flavour with McShane identities, but pertain to hyperbolic manifolds of arbitrary dimension.
Theorem 17. Let M be a compact hyperbolic n-manifold with totally geodesic boundary ∂M and let ( 1 , 2 , 3 , . . .) denote the lengths of the orthogeodesics of M, listed with multiplicity. 4 There exist functions A n and V n depending only on n such that the following identities hold [10] .
Mirzakhani's recursion
In this section, we prove the following formula for Weil-Petersson volumes, originally due to Mirzakhani [25] . We use the convention that
Theorem 18 (Mirzakhani's recursion). The Weil-Petersson volumes satisfy the following equation for
. . , L n ) where the hat denotes omission. The function H : R 2 → R is defined by H(x, y) = 1 1 + exp
. 4 An orthogeodesic of M is a geodesic arc which is perpendicular to ∂M at its endpoints.
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The proof uses the calculation of V 1,1 (0) from Section 4.1 as a model. Our point of departure is the generalised McShane identity -see Theorem 15 -which we rewrite in the following way.
We have grouped the left hand side into terms of three distinct types.
The first type is
where the summation is over unordered pairs (α 1 , α 2 ) of simple closed geodesics which bound a pair of pants with β 1 , whose complement is a connected surface.
The second type is
where the summation is over unordered pairs (α 1 , α 2 ) of simple closed geodesics which bound a pair of pants with β 1 , whose complement is a disconnected surface. We require that one component of this disconnected surface has genus g 1 and includes only those boundary components from the original surface labelled by elements of I.
The third type is
where the summation is over simple closed geodesics γ which bound a pair of pants with β 1 and β k .
The rationale for expressing the generalised McShane identity in this way is that each term is now a summation over a mapping class group orbit. This is due to the fact that two sets of disjoint simple closed curves on a surface are in the same mapping class group orbit if and only if their complements have the same topological type and labelling of boundary components. Sums over mapping class group orbits can be expressed as pushforwards of functions on appropriate covers of the moduli space. And these are the functions which we are able to integrate over the moduli space itself.
Now take the generalised McShane identity and integrate both sides over the moduli space M g,n (L).
From the previous discussion, we know that it is possible to unfold each of the integrals using the strategy employed in Section 4.1. For example, let us concentrate on the term
In order to unfold the integral, recall that we require a covering map π : X 1 → X 2 , a volume form dv 2 on X 2 , and the pullback volume form dv 1 = π * dv 2 on X 1 . For this, set X 2 = M g,n (L) and
X ∈ M g,n (L) and γ a simple closed geodesic on X which bounds a pair of pants with β 1 and β k .
Equivalently, we can use the definition M * g,n (L) = T g,n (L)/Stab(α), where α is a simple closed curve on the surface Σ g,n which bounds a pair of pants with the boundary components labelled 1 and k. The stabiliser
acts on the Teichmüller space in the usual way. Using Fenchel-Nielsen coordinates, each (X, γ) ∈ M * g,n (L) can be described by the triple ( , τ, X) , where denotes the length of γ and τ the corresponding twist parameter. The surface X ∈ M g,n−1 ( , L k ) is simply the complement of the pair of pants bound by β 1 , β k and γ. The only redundancy in this description comes from the fact that the triple ( , τ + , X) may also be used to describe the same point in M * g,n (L). Hence, we can write
where ω is the Weil-Petersson form on the lower dimensional moduli space M g,n−1 ( , L k ). Let : M * g,n (L) → R be the geodesic length function so that (X, γ) equals the length of γ on X. Unfolding the integral and using the description above for M * g,n (L) yields the following equalities.
For the other terms in the generalised McShane identity, although the details may be different, the argument remains the same. After unfolding each of the integrals and summing, the end result is the following formula.
Note that the factor of 1 2 in front of the first two terms of the right hand side is to account for the twofold symmetry between x and y. Theorem 18 expresses the recursion in a more useful form, which is obtained by applying 2
to both sides of this equation.
Applications of Mirzakhani's recursion
The mechanism behind Mirzakhani's recursion is based on removing pairs of pants from the surface Σ g,n which contain at least one boundary component. Therefore, the calculation of any Weil-
Petersson volume can be reduced to the base cases
In the practical application of Mirzakhani's recursion, we require the following explicit integral calculations.
Here, F 2k−1 (t) is the following even polynomial of degree 2k in t.where the coefficient of t 2m is a rational multiple of π 2k−2m .
We list below the polynomials F 2k−1 (t) for the first few values of k. 
Example 19. For (g, n) = (1, 2), we obtain a contribution from only two terms on the right hand side of Mirzakhani's recursion -one involving V 0,3 and the other involving V 1,1 . This corresponds to the fact that removing a pair of pants from the surface Σ 1,2 which contains at least one boundary component must leave Σ 0,3 or Σ 1,1 .
Now integrate with respect to L 1 and divide by 2L 1 to obtain the desired result. Observe that no constant of integration appears, since V 1,2 (0, 0) is finite, as noted in Section 3.1.
Mirzakhani's recursion can be used to provide an alternative proof of the following fact, which is a direct corollary of Theorem 13.
n is a rational multiple of π 6g−6+2n−2|α| .
The symmetry of V g,n (L) is a consequence of the symmetry of the boundary labels. However, the symmetry is not present in Mirzakhani's recursion, which treats one of the boundary components as distinguished. The remainder of Corollary 20 can be proven with a straightforward application of induction on the value of 2g − 2 + n.
Mirzakhani's theorem -see Theorem 13 -shows that V g,n (L) is a polynomial whose coefficients store information about the intersection theory on M g,n . In fact, all psi-class intersection numbers on M g,n can be recovered from the top degree part of V g,n (L) alone. On the other hand, Mirzakhani's recursion -see Theorem 18 -shows that the Weil-Petersson volume V g,n (L) can be calculated in an explicit manner. So the conjunction of these two results provides an algorithm to compute all psi-class intersection numbers on M g,n . Thus, Mirzakhani was able to give a new proof of the Witten-Kontsevich theorem [26] . Although several proofs of the Witten-Kontsevich theorem now exist, there are three novel features of Mirzakhani's proof. First, she proved it by directly verifying the Virasoro constraints. Second, her proof was the first to appear which did not make explicit use of a matrix model. Third, her work uses hyperbolic geometry in a fundamental way.
Further mileage can be obtained from integration over moduli spaces of hyperbolic surfaces. For example, Mirzakhani has applied this technique to obtain the following result concerning the number of simple closed geodesics of bounded length on a hyperbolic surface [27] .
Theorem 21.
For γ a simple closed curve on X ∈ M g,n (0), let s(X, γ, N) denote the number of simple closed geodesics in the mapping class group orbit of γ whose length is at most N. Then
Here, c(γ) ∈ Q depends only on the topological type of γ and B(X) is the volume of the unit ball centred at X in the space of measured geodesic laminations.
Limits of Weil-Petersson volumes
Hyperbolic cone surfaces
Mirzakhani's recursion -see Theorem 18 -allows us to calculate Weil-Petersson volumes explicitly.
The table in Appendix B contains V g,n (L) for various values of g and n. These data suggest the striking observation that V g,1 (2πi) = 0. This statement does indeed hold true for all positive integers g, which indicates that the Weil-Petersson volume polynomials display interesting behaviour when the lengths are formally set to 2πi. Further investigation yields the following results [14] .
Theorem 22 (String and dilaton equations for Weil-Petersson volumes). For 2g − 2 + n > 0, the Weil-Petersson volumes satisfy the following relations.
These equations must follow from Mirzakhani's recursion since it uniquely determines all WeilPetersson volumes. The proof based on this observation is rather unwieldy and not so transparent [12] . An alternative proof expresses the string and dilaton equations as relations between the coefficients of V g,n+1 (L, L n+1 ) and of V g,n (L). By Mirzakhani's theorem -see Theorem 13 -this translates to relations between intersection numbers on M g,n+1 and on M g,n . Thus, we may equivalently write Theorem 22 in the following way.
Observe that ψ k on the left hand side refers to the psi-class on M g,n+1 while on the right hand side it refers to the psi-class on M g,n . These are generalisations of the string and dilaton equations -see Theorem 33 -which correspond to the case m = 0. They may be proven using standard arguments from algebraic geometry [14] . The succinct statement of Theorem 22 indicates that the Weil-Petersson volume polynomial V g,n (L) provides a useful way to package intersection numbers on M g,n .
One predicts yet another approach to the string and dilaton equations, which may prove to be the most interesting. A phenomenon often occurring in hyperbolic geometry is the fact that a purely imaginary length can be interpreted as an angle. As an example, consider the work of Tan, Wong and Zhang [35] , in which they show that the generalised McShane identity -see Theorem 15 -holds for hyperbolic cone surfaces. In fact, one need only substitute iθ into the formula to represent a cone point with angle θ. It follows that one can extend the definition of the Weil-Petersson volume polynomials to the case of moduli spaces of hyperbolic cone surfaces. Thus, it is tempting to think of the string and dilaton equations as describing the Weil-Petersson volume and its derivative as one of the boundary components degenerates to a cone point with angle 2π and hence, is removable. Unfortunately, a proof of the string and dilaton equations following this intuition is yet to be formalised. One of the main obstacles is the fact that the Teichmüller theory for hyperbolic cone surfaces breaks down when cone points have angles larger than π. Indeed, on such surfaces, it ceases to be true that every homotopy class of closed curves contains a geodesic representative.
Note that Mirzakhani's recursion does not produce Weil-Petersson volumes of moduli spaces of closed hyperbolic surfaces. One application of Theorem 22 is the computation of these numbers.
The following result is a direct corollary of the dilaton equation in the n = 0 case [14] .
Corollary 23. The Weil-Petersson volumes of moduli spaces of closed hyperbolic surfaces satisfy the formula
Another application of the string and dilaton equations is the computation of small genus WeilPetersson volumes [14] .
Proposition 24. The string equation alone uniquely determines
Similarly, the string and dilaton equations together uniquely determine
The proof of Proposition 24 is elementary and can be converted to algorithms for the computation of V 0,n (L) and V 1,n (L). These are empirically more efficient than a direct implementation of Mirzakhani's recursion, which requires V 0,k for 3 ≤ k ≤ n for the computation of V 0,n+1 .
The string and dilaton equations for Weil-Petersson volumes relate the value and derivative of
. Therefore, one might wonder whether there are similar expressions for higher derivatives. In fact, we have the following equation involving the second derivative, although it is in some sense equivalent to the string equation.
There is reason to believe that such equations for higher derivatives simply do not exist. For example, see the work of Eynard and Orantin [15] , which considers Weil-Petersson volumes as analogous to correlation functions arising from matrix models. They predict string and dilaton equations for functions which emerge from a vast generalisation of Mirzakhani's recursion.
The large g limit
Mirzakhani's recursion can in theory be used to calculate all Weil-Petersson volumes. However, a direct implementation of the recursion yields a computer program which is practical only for small genus. Zograf has provided an alternative algorithm which is empirically much faster [46] . In particular, he has managed to gather enough numerical evidence to suggest two interesting conjectures involving Weil-Petersson volumes in the large g limit. In order to state the first, we use the following notation introduced by Mirzakhani [28] to express a certain normalisation of the coefficients of the polynomial V g,n (L).
[
Proposition 25. For a fixed tuple (α 1 , α 2 , . . . , α n ) of non-negative integers,
Although stated as a conjecture by Zograf [46] , the result follows from certain Weil-Petersson volume estimates due to Mirzakhani [28] . These are obtained by rewriting her recursion -see Theorem 18 -in the following form.
Here, we have used the notation
It is particularly useful to observe that the sequence b n = ζ(2n)(1 − 1 2 2n−1 ) consists only of positive terms, is strictly increasing, and limits to the value of 1.
The second of Zograf's conjectures gives the asymptotic behaviour of V g,n (0).
Conjecture 26.
For a fixed non-negative integer n,
Although this conjecture is yet to be proven, Mirzakhani [28] has offered some supporting evidence.
Theorem 27. For a fixed non-negative integer n,
Mirzakhani has used these and other Weil-Petersson volume estimates in the large g limit to investigate the geometric properties of random hyperbolic surfaces [28] . In particular, she has obtained results concerning the length of the shortest simple closed geodesic, the diameter, and the Cheeger constant of a random surface with large genus, chosen with respect to the Weil-Petersson measure.
It is worth remarking that the g → ∞ limit for fixed n is much more difficult than the n → ∞ limit for fixed g. The latter case was investigated by Manin and Zograf, who prove the following result [22] .
Theorem 28.
There exist constants a 0 , a 1 , a 2 , . . . and C such that, for a fixed non-negative integer g,
as n → ∞.
The asymptotic Weil-Petersson form
If we are only interested in psi-class intersection numbers on M g,n , then we need only look at the top degree part of the polynomial V g,n (L). This observation leads us to consider the following asymptotics of the Weil-Petersson volume for a fixed value of x = (x 1 , x 2 , . . . , x n ).
One way to access the asymptotics of the Weil-Petersson volume is via the following map on the combinatorial moduli space.
This homeomorphism of orbifolds is the composition of two maps -the first scales the ribbon graph metric by N while the second uses the Bowditch-Epstein construction described in Section 2.4.
In one direction, this construction associates to a hyperbolic surface with boundary its spine -in other words, the set of points which have at least two equal shortest paths to the boundary. The inverse of this construction produces a hyperbolic surface S( Γ) ∈ M g,n (L) for every metric ribbon graph Γ ∈ MRG g,n (L).
The normalised Weil-Petersson form ω N 2 on M g,n (Nx) pulls back via f to a symplectic form on the combinatorial moduli space. We will be interested in the limiting behaviour of this symplectic form since we may alternatively express the asymptotics of the Weil-Peterson volume in the following way.
To obtain the second line from the first, we pull back the integral to the combinatorial moduli space and invoke the Lebesgue dominated convergence theorem to move the limit inside the integral. To obtain the third line from the second, we use the orbifold cell decomposition of the combinatorial moduli space described in Section 2.4. Recall that the combinatorial moduli space MRG g,n (x) is the disjoint union of open orbifold cells MRG Γ (x), where Γ ranges over the ribbon graphs of type (g, n).
Here, the sum is only over the set of trivalent ribbon graphs of type (g, n), since these correspond precisely to the open cells of this decomposition.
The previous discussion suggests that we should study the asymptotic behaviour of the WeilPetersson form. In order to do this, fix a trivalent ribbon graph Γ of type (g, n) and label its edges from 1 up to 6g − 6 + 3n. As noted in Section 2.4, the lengths of these edges e 1 , e 2 , . . . , e 6g−6+3n provide a set of natural coordinates on MRG Γ (x) and we can write
Here, A Γ is the linear map which represents the adjacency between faces and edges in the cell decomposition corresponding to Γ.
Theorem 29. In the N → ∞ limit, the symplectic form f * ω N 2 converges pointwise to a 2-form Ω on MRG Γ (x). There exists a (6g − 6 + 2n) × (6g − 6 + 2n) skew-symmetric matrix B Γ such that, after an appropriate permutation of the edge labels,
We can use this theorem to write the asymptotics of the Weil-Petersson volume in the following way, where pf(B Γ ) denotes the Pfaffian of B Γ .
Now we can equate the expressions appearing in Equations (1) and (2). The Pfaffian and integral in Equation (2) can be calculated explicitly in terms of the combinatorics of Γ. Upon doing so and taking the Laplace transform of both sides, we recover the following identity.
Theorem 30 (Kontsevich's combinatorial formula). For non-negative g and positive n satisfying 2 − 2g − n < 0, we have the following equality of rational polynomials in s 1 , s 2 , . . . , s n .
The sum on the right hand side is over trivalent ribbon graphs of type (g, n). For an edge e, the expressions (e) and r(e) denote the labels of the faces on its left and right. 5 This is the main identity used by Kontsevich in his proof of the Witten-Kontsevich theorem. Our proof of this result highlights the close relationship between the combinatorial methods pioneered by Kontsevich [20] and the hyperbolic geometry used by Mirzakhani [25, 26] .
It is worth making a few remarks on the proof of Theorem 29. The result appears implicitly in the work of Mondello [29] although we will discuss an alternative proof which is less computational in nature [13] . Underlying this work is the observation that a hyperbolic surface with large boundary lengths resembles a ribbon graph after appropriately scaling the hyperbolic metric. In order to make this statement precise, take a metric ribbon graph Γ and consider the surface 1 N S(N Γ) for large values of N. Here, we use the notation λX to denote the result of scaling the metric on X by a positive real number λ. By the Gauss-Bonnet theorem, the area of the surface 1 N S(N Γ) goes to zero as N increases to infinity. On the other hand, the length of the boundaries remains fixed. So in the N → ∞ limit, one expects the entire surface to collapse onto the spine Γ. The following result formalises this intuition in a precise way [13] .
Theorem 31. In the Gromov-Hausdorff topology, for every metric ribbon graph Γ, we have
5 Although the left and right of an edge are not well-defined, the expression s (e) + s r(e) certainly is.
The intuitive observation behind this result suggests a great deal about the geometry of a hyperbolic surface with large boundary lengths. For example, one expects the length of a closed geodesic on 1 N S(N Γ) to converge to a sum of lengths of edges in Γ. Furthermore, one expects the acute angle at which two closed geodesics meet to converge to 0. We recover the limiting behaviour of the Weil-Petersson form from the limiting behaviour of such lengths and angles via the following result of Wolpert [44] .
Proposition 32. Let C 1 , C 2 , . . . , C 6g−6+2n be simple closed geodesics with lengths 1 , 2 , . . . , 6g−6+2n in a hyperbolic surface S ∈ M g,n (L). If C i and C j meet at a point p, denote by θ p the angle between the curves, measured anticlockwise from C i to C j . Define the (6g − 6 + 2n) × (6g − 6 + 2n) skew-symmetric matrix X by the formula
If X is invertible, then 1 , 2 , . . . , 6g−6+2n are local coordinates at S ∈ M g,n (L) and the Weil-Petersson form is given by
A judicious choice of curves allows us to use this result to obtain Theorem 29, including a concrete description of the matrix B Γ in terms of the combinatorics of the ribbon graph Γ. Furthermore, one finds that the asymptotic Weil-Petersson form Ω coincides with the 2-form on the combinatorial moduli space introduced by Kontsevich in his proof of the Witten-Kontsevich theorem [20] . For the details of the proof of Theorem 29, consult the relevant source in the literature [13] .
A Intersection theory on moduli spaces of curves
The reader will find a wealth of information concerning moduli spaces of curves and their intersection theory elsewhere in the literature [17, 39, 40] . The aim of this appendix is to provide a concise exposition of the topic in order to keep this article reasonably self-contained.
For non-negative integers g and n satisfying the Euler characteristic condition 2 − 2g − n < 0, define the moduli space of curves as follows. the various competing options is the fact that it is modular -in other words, each point in M g,n represents an algebraic curve. The set M g,n possesses a rich geometric structure and is an example of a Deligne-Mumford stack, although one will not go too far wrong thinking of it as a complex orbifold.
A natural approach to understanding the structure of geometric spaces is through algebraic invariants, such as homology and cohomology. And so it is with moduli spaces of curves, but for the fact that its full cohomology ring is notoriously intractable in general. However, a great deal of progress can be made by calculating intersection numbers with respect to certain characteristic classes. The classes that we consider live in the cohomology ring H * (M g,n ; Q) and arise from taking Chern classes of natural complex vector bundles. 6 One obtains a more natural theory using rational, rather than integral, coefficients for cohomology due to the orbifold nature of M g,n .
Given a stable genus g curve with n + 1 labelled points, one can forget the point labelled n + 1 to obtain a genus g curve with n labelled points. The resulting curve may not be stable, but gives rise to a well-defined stable curve after contracting all unstable rational components. This yields a map π : M g,n+1 → M g,n known as the forgetful morphism, which can be interpreted as the universal family over M g,n . Thus, given a pair (C, p) consisting of a stable curve C ∈ M g,n and a point p on the curve, it is possible to associate to it a unique stable curve D ∈ M g,n+1 such that π(D) = C. In particular, the fibre over C ∈ M g,n is essentially the stable curve corresponding to C. So the point labelled k defines a section σ k : M g,n → M g,n+1 for k = 1, 2, . . . , n. The forgetful morphism can be used to pull back cohomology classes, but it will also be useful to push them forward. This is possible via the Gysin map π * : H * (M g,n+1 ; Q) → H * (M g,n ; Q), the homomorphism of graded rings with grading −2 which represents integration along fibres.
Consider the vertical cotangent bundle on M g,n+1 whose fibre at the point associated to the pair (C, p) is equal to the cotangent line T * p C. Unfortunately, this definition is nonsensical when p is a singular point of C. Therefore, it is necessary to consider the relative dualising sheaf, the unique line bundle on M g,n+1 which extends the vertical cotangent bundle. More precisely, it can be defined
B , where K X denotes the canonical line bundle on M g,n+1 and K B denotes the canonical line bundle on M g,n . Sections of L correspond to meromorphic 1-forms with at worst simple poles allowed at the nodes which also satisfy the condition that the two residues at the preimages of each node under normalisation must sum to zero.
The tautological line bundles on M g,n are formed by pulling back L along the sections σ k for k = 1, 2, . . . , n. Taking Chern classes of these line bundles, we obtain the psi-classes
Define the twisted Euler class by e = c 1 (
, where D k is the divisor on 6 Readers with a more algebraic predilection may prefer to think of these classes as living in the Chow ring A * (M g,n ).
M g,n+1 representing the image of the section σ k . Taking the pushforwards of its powers, we obtain the Mumford-Morita-Miller classes
A great deal of attention has been paid to the subring of H * (M g,n ; Q) known as the tautological ring. It has the benefit of being more tractable than the full cohomology ring and possessing a rich combinatorial structure, while still containing all known classes of geometric interest. Any top intersections in the tautological ring can be determined from the top intersections of psi-classes alone. Thus, we are motivated to study intersection numbers of the form
where |α| = 3g − 3 + n or equivalently, g = 1 3 (|α| − n + 3). The bracket notation above -originally introduced by Witten -suppresses the genus and encodes the symmetry between the psi-classes. We treat the τ variables as commuting, so that we can write intersection numbers in the form Proposition 33 (String and dilaton equations). For 2g − 2 + n > 0, the psi-class intersection numbers satisfy the following relations.
One of the landmark results concerning intersection theory on moduli spaces of curves is Witten's conjecture, now Kontsevich's theorem. In conjunction with the string equation, it allows us to calculate any psi-class intersection number from the base case τ 3 0 = 1. In order to precisely describe the result, we let t = (t 0 , t 1 , t 2 , . . .) and ø = (τ 0 , τ 1 , τ 2 , . . .) and consider the generating function F(t) = exp(t · ø) . Here, the expression is to be expanded using multilinearity in the variables t 0 , t 1 , t 2 , . . .. Equivalently, we may define There now exist several proofs of the Witten-Kontsevich theorem, due to Kontsevich [20] , Okounkov and Pandharipande [31] , Kim and Liu [19] , Kazarian and Lando [18] , and Mirzakhani [26] . That there are so many proofs, each with their own distinct flavour, is testament to the importance and richness of the result.
B Table of Weil-Petersson volumes
The following table shows some examples of Weil-Petersson volumes. We use the notation m (α 1 ,α 2 ,...,α k ) to denote the monomial symmetric polynomial
where the summation ranges over all permutations (β 1 , β 2 , . . . , β n ) of (α 1 , α 2 , . . . , α k , 0, 0, . . . , 0). For example, we have the following when n = 3. 
