Introduction
Empirical research on work hours is dominated by the massive labor supply literature, in which people choose hours at a parametric wage.
1 However, casual empiricism suggests that firms have strong preferences about employee hours, and there is a good basis in theory for believing this to be the case.
The models of Ehrenberg (1971) , Lewis (1969) , Rosen (1968 Rosen ( , 1969 , and Deardorf and Stafford (1976) emphasize the role of startup costs, fatigue, and hiring and training costs that are fixed per employee.
They also consider nonlinearities in compensation that are induced by fringe benefits, payroll taxes, and overtime pay as well as the costs of coordinating workers who work different hours. Rebitzer and Taylor (1995) , Landers et al (1996) and Sousa-Poza and Ziegler (2000) provide a different class of models in which firms regulate hours because hours influence the composition of a firm's workforce.
2
There is also substantial evidence that the hours choices of workers are in fact constrained by the employer. For example, Altonji and Paxson (1986) and recent studies by Martinez-Granado (1999) and Senesky (2000) show that the variances of changes in hours per week, weeks per year, and hours/year worked are much larger across jobs than within the job. This evidence suggests that work time is to an important extent a job specific phenomenon. 3 Studies of the labor market for older workers have stressed restrictions on going part time with one's current employer as well as a large wage penalty associated with giving up a full time job for part time work in another firm (e.g., Gustman and Steinmeier (1983, 1984) , Berkovic and Stern (1991) , Hurd (1996) , Elder (2000) ) and Aaronson and French (2004) . 4 In summary, restrictions on choice of hours in a given job appear to be a key feature of the labor market.
1 See Killingsworth (1983) , Pencavel (1986) and Blundell and MaCurdy (1999) for comprehensive surveys. Cogan (1981) , Hanoch (1980) and subsequent studies have modified the basic framework to accommodate fixed costs, so that worker preferences and budget parameters influence the form in which work hours are packaged. . Rosen (1976) , Biddle and Zarkin (1989), and Moffitt(1984) are early examples of labor supply studies in which workers choose hours and wages according to a market locus. 2 Their basic assumptions are that (1) work preferences are heterogeneous and unobserved by the firm and either directly influence productivity through current and future effort levels or turnover decisions or are simply correlated with skill and (2) pay cannot be tied directly to the productivity of individual workers. The difficulty in matching pay to productivity may arise because productivity is unobservable or because of problems in devising and enforcing multi-period contracts, particularly when turnover is a key issue. 3 The results of Altonji and Paxson (1986) as well as a substantial literature using self reported measures of unemployment, underemployment, and overemployment (eg. Ham (1982 Ham ( , 1986 , Kahn and Lang (1988, 1992) , and Altonji and Paxson (1988) ) suggest that workers face demand constraints that they cannot fully avoid by changing jobs. Research by Paxson and Sicherman (1996) on dual job holding suggests that second jobs are sometimes used to adjust hours on the margin despite the fact that they pay less per hour basis than full time jobs.
Firms regulate days of work by establishing fixed holidays, paid and unpaid vacation and personal days (hereafter, vacation days) and provisions for excused absences due to illness or family considerations, perhaps with pay. Strictly from a budget point of view, there is no meaningful economic distinction between "paid" and unpaid vacation. One can always adjust the wage rate to achieve a given level of annual compensation for a given amount of time worked over the year. However, adjusting time off without leaving an employment relationship involves adjusting vacation days. 5 Indeed, a number of countries, particularly in Europe, regulate work time by requiring employers to provide a minimum number of paid vacation days. Consequently, data on paid vacation days and other forms of regular leave provide a direct measure of the work requirements imposed on the worker by the firm or by law. Leave policy is of interest in its own right and as a window on how hours are determined in the labor market.
Analyzing it may help inform the contentious debate over whether Americans work more than the optimal amount given preferences and productivity, as is implied by some adverse selection models of hours determination. 6 Since little is known about this important job characteristic, we fill the gap by providing a set of facts about vacation leave and its relationship to hours worked, hours constraints, wage rates, worker characteristics, experience and job tenure, occupation, and labor market conditions. The paper continues with a discussion of the data in Section 2. In Section 3 we present the empirical analysis. In the conclusion we summary the main empirical findings and provide a research agenda.
Data
We have identified two U.S. household datasets with panel data on vacation time. 7 The first is the Panel Study of Income Dynamics (PSID). The PSID contains panel data on wage rates, weeks worked and hours per week on the main job, and information about hours on secondary jobs, questions about whether the individual could have worked more or could have worked less on the job, a question about whether he would have liked to have worked more, and a question about whether he would have liked to have worked less even if "you earned less money". It also contains information about union status, industry, and occupation, location, education, race, days missed due to illness, labor market experience, job seniority, quits, and layoffs.
In all years the head of household was asked, "Did you take any vacation or time off during 19XX? How much vacation or time off did you take?" We refer to this variable as VT. Wives were asked these questions in 1976, and from 1979 on. We use data for the calendar years 1975 . In the years 1975 -1977 and 1984 heads of household who are employed at the survey data are asked, "How many weeks of paid vacation do you get each year?" Wives were asked this question in 1976 and 1984. We refer to this variable as VP.
The measures of quits, layoff, job seniority, job tenure, and labor market experience are taken from Altonji and Williams (2005) . The coding of most of the other variables used in the study is reasonably straightforward and are documented in Appendix A.
Our analysis of the effects of occupation makes use of information on occupational characteristics from the Dictionary of Occupational Titles (DOT) aggregated to the three-digit level. The measure of gender composition of the occupation is the proportion of female workers in the worker's three-digit 6 See Shor (1991), Kniesner (1993) and Stafford (1992) .
Census occupational category. The estimates in the text below use the proportion female based on the 1980 Census. 8 We make limited use of the Health and Retirement Survey (HRS). The sample is composed of persons between the ages of 51 and 61 at the start of the survey and their spouses. The 1992 The , 1994 The , 1996 The , and 1998 The , 2000 The , and 2002 waves contain questions about weeks of paid vacation, the number of days of paid sick leave allowed each year, and the number of days of work missed during the previous 12 months because of health problems. The HRS also provides data on whether the person could increase hours, whether the person would like to increase hours if earnings were increased proportionately, and how many additional hours the person would like to work, as well as data on job seniority, job mobility, and secondary jobs. The information is available for both the sample member and the spouse of the sample member. The major disadvantages of the HRS for our purposes are the fact that it does not ask about weeks of vacation taken and its relatively narrow age range.
Empirical Results

The Distribution of Weeks of Paid Vacation Received and Weeks of Vacation Taken
What is the distribution of paid vacation time and unpaid vacation time? Do people use all of their paid vacation time? Is there substantial unpaid vacation time? How do the two measures interrelate? To answer these questions, we start by displaying the distribution of weeks of paid vacation and weeks of actual vacation. In section 3.2, we use regression methods to examine the relationship between the two vacation measures and work hours.
We focus on persons who work 35 or more hours per week on their main job, were between the ages of 19 and 59, had left school and not returned, had not retired, and were not self employed. We do not condition on weeks worked per year. To insure that reports of vacation time over the year refer to persons in the same job for the entire year, we also restrict the analysis to persons with at least .5 years of seniority at the time of the survey and exclude observations if the job ended prior to the next interview.
Unless stated otherwise, we use these sample restrictions through out the paper. 11.4% of the men report 0 paid weeks, 12.4% report 1 week, 36.0 % report 2 weeks, 19.2% report 3 7 In the Current Population Survey (CPS) persons who report that they were temporarily absent or on layoff "last week" are asked why they were absent. "On vacation" is one of the responses. The CPS could support an analysis of trends in vacation time but lacks the panel structure and rich set of covariates in the PSID and HRS. 8 We obtain similar results when we linearly interpolate using information from the 1980 and 1990 Censuses.
weeks, 12.9% report 4 weeks, and 6.2% report 5 weeks. These values account for 97.8% of the observations. The distribution of VT is similar. The distributions of VP and VT for women are similar to those for men ( Figure 2 ). However, 9% of all women report 8 or more weeks of vacation taken while only about 2% report 8 or more paid weeks. Figure 3 presents the distribution of the difference between vacation weeks taken and vacation weeks paid (VT-VP). The difference is 0 for 53.3% of the observations on men and 50.2 percent of the observations for women. 9 For men the distribution between the values of -4 and 4 is skewed to the left, indicating that men are more likely to take fewer weeks than they are paid for. This is also true for women, although the skew is less pronounced. Taken at face value, the figures suggest that in a given year many workers take less vacation than they are paid for. They also suggest that many men and women can take more vacation than they are paid for. Part of this is probably measurement error. Part may reflect decisions to carry over paid vacation across years and part may reflect occupations with a seasonal component to the work year. For men and women combined teachers account for only 3% of the sample but for 35 % of the cases where VT exceeds VP by more than 2 weeks.
3.2 The Relationship between Weeks of Paid Vacation and Weeks of Vacation, Weeks Worked, and Annual Hours.
The Effect of Weeks of Paid Vacation on Weeks of Vacation Taken
In Table 1 we report the mean of VT and various measures of hours worked as a function of weeks paid, VP. We use the same sample restrictions that were used for Figures 1-3 and in particular focus on persons working 35 or more hours/week in their main job.
Men who report 0 paid weeks take an average of 2.32 weeks. Surprisingly, weeks taken fall to 1.31 for persons reporting 1 paid week. Weeks taken then rise with paid weeks. Women show the same pattern. In particular, persons with 0 weeks of paid vacation report 5.04 vacation weeks taken on average.
As one can see from the table, weeks worked on the main job more or less mirror the pattern of vacation weeks taken (Column 2). The table suggests that there are some 35+ per week jobs that allow for 9 In figures A1, A2, and A3 we present the distributions of weeks paid, weeks taken, and the difference for people who work between 15 and 34 hours per week on their main job. 35.9% of the men and 44.2% of the women in this group report 0 paid weeks. About 35.9% of the men and 44.4% of the women in this group report 0 vacation weeks taken. It is unclear how part time workers interpret the question "did you take any vacation or time off?" 11 One cannot directly examine the link between vacation weeks and unemployment weeks because they are mutually exclusive categories in the survey. Effort by the PSID interviewer to insure that reports of vacation weeks, weeks worked on the main job, weeks lost due to illness, etc. sum to 52 may build in negative correlation between measurement error in VT and weeks worked. The mean of VT is . The first row of Table 1a reports OLS estimates of the coefficient of the regression of VT on VP and alternative sets of control variables for the pooled sample of men and women. To reduce the influence of outlier observations and reporting error we first recoded the approximately 1% of observations reporting more than 7 paid weeks to 7. The regression coefficient is only 0.5472 (.0205) when we exclude all controls. When we add controls for education, a quartic in experience, the interaction between education and experience), marital status, disability status, sex, race, city size, region, and the calendar year, the coefficient is falls to 0.4254. Thus, the number of weeks of paid vacation has a strong influence on weeks taken, but the effect is not 1 to 1. The coefficient falls to 0.2172 when we add controls for seniority (a cubic), government employment, and union status. Intertemporal substitution in when paid weeks are actually taken cannot easily explain the short fall, because such substitution is likely to introduce a mean 0 error into the model. However, reporting error in VP could explain the short fall.
We address reporting error in two ways. First, we have re-estimated the models in columns 1-3 using a 2 step estimator in which we first predict weeks of paid vacation using weeks of paid vacation in the previous year and the other variables in the model. The coefficient on paid weeks rises to between .6141
and .2580 depending on the control set (row 2).
Second, we exploit the fact that VP depends strongly on job tenure by re-estimating the models in columns 1 and 2 using the first 3 powers of tenure as the instrumental variables. This requires the assumption that seniority does not have a direct influence on VT given VP. The IV estimates are 0.8236 (.0415) when all controls are excluded and 1.0580 (.0459) when they are included. These results indicate that on average, VT rises one for one with weeks of paid leave even though VT fluctuates around paid 14 When we include the basic set of controls we find that hour/wk on the main job drop by -.195 (.018) hours per week with each extra week of vacation. (column 2, row 2), which translates into an annual reduction of about 10 hours for someone working 50 weeks. However, the coefficient is only -.067 when seniority, union status, and government status are controlled for. The corresponding coefficient for annual hours on extra jobs is 3.64 when the basic set of controls is included and 3.17 when the full set is included.
weeks for a given year, which is a sensible finding. We cannot rule out the possibility that the difference in the 2 step estimates using lagged VP and the IV estimates using tenure as an instrument arises because variation across firms in VP has a weaker relationship to VT than the component of variation associated with tenure. This might be the case if implicit norms about vacation time influence VT given VP and vary less than one to one with VP across firms.
Vacation Time and Hours and Weeks Worked
In the top panel of 14 The second panel of table 2 presents results using VP as the vacation measure. When the demographic controls are included the effect of VP on weeks worked is only -.087, in sharp contrast to the coefficient of -1.09 using VT. There is a similar discrepancy between the effects of VP and VT on annual hours worked on all jobs (column (6) ).
The discrepancy between the results for VP and VT is accounted for by the substantial positive difference in weeks worked between persons who receive 1 paid week and persons who receive 0 paid weeks. (See Table 1 ). When we add a dummy variable that is equal to 1 if VP is greater than or equal than 1 to the model with the basic control set, the coefficient on VP is -.76 (.05) for weeks worked and -36.6 (4.5)for annual hours on all jobs. (Table 2a , columns 1 and 6). 2SLS estimates of the effect of VP on weeks worked using the first 3 powers of tenure as the excluded instruments (Table 2a , bottom) are usually more negative than but reasonably consistent with the OLS estimates of the effect of VT in Table   2 , especially when sampling error is kept in mind. Basically, an extra week of paid vacation is associated with a reduction in weeks worked on the main job with no offset or even a small reduction in the other dimensions of work hours.
It is interesting to compare our results for vacation time at the individual level to the country level analysis of Altonji and Oldham (2002 In Table 4 we display the coefficients on personal characteristics in regressions for VT, VP, and VT -VP. Columns 1-3 exclude controls for tenure, union membership, and government employment,.
Controls for labor market experience (a cubic), city size, region, and the calendar year are included in the regression models but the coefficient estimates are not reported.
Women take .897 more weeks of vacation than men but receive only .140 more paid vacation. VP and VT are both a bit higher for married people. Blacks receive and take a bit less than 1 fewer days of vacation than whites.
Perhaps surprisingly, those with a health problem that hinders work take about .45 fewer weeks of vacation but receive about the same amount of paid vacation. One might speculate that health problems boost sick time but reduce reported vacation time for a given number of weeks of paid vacation. Paid sick leave might lead to an increase in time taken of due to illness.
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These basic results change only slightly when controls for seniority, union status, and government employment are added in columns 4-6of the table.
Interactions between Vacation Time of Husbands and Wives
Is the amount of vacation married men and women take constrained by the paid vacation time of their spouse? To investigate this, we regress VT on VP, VP of the spouse, and separate indicators for (VP ≥ 0) and (VP of spouse ≥ 1) and controls. (See control set 3 in Table 2 ). The sample is restricted to couples in which both parties work 35 or more hours per week. For husbands the coefficient on VP of the wife is .196 (.076). For wives the coefficient on VP of the husband is -.171 (.134), which is the wrong 15 The HRS lacks data on vacation time taken but does report days of work missed due to health and the number of days of paid sick leave at full pay the individual earns each year, which we have converted to 5 day weeks. The data are only obtained for persons who are with new employers or who have changed positions with an employer. In a regression of weeks lost due to illness on VP, paid sick weeks, dummies for VP >0 and control for demographic variables, government employment, union, and seniority, the coefficient on VP is -.041 (.62) and the coefficient on paid sick weeks is .214 (.032). In a regression for paid sick weeks the coefficient on paid vacation weeks is about .243 (.035).
sign but not statistically significant. In summary, VT is increasing for husbands and decreasing for wives in spouse's VP. Putting aside for the one moment the fact that coefficient for wives is statistically insignificant, it is worth noting that one can rationalize the sign pattern and the fact that the mean of VT-VP is positive for women but negative for men under the assumptions that (a) the leisure time of husbands and wives are complements, (b) husbands and wives are substitutes in home production, (c) the penalty for taking leave without pay is higher in the jobs men hold, and (d) both men and women would choose to work less if they could do so at their average wage rate. Under these somewhat questionable assumptions, wives would be more likely than men to choose VT-VP>0, which is qualitatively consistent with the evidence. An increase in VP will have a larger impact on the marginal cost of VT for men than for women. If the marginal cost of VT for women is sufficiently low, then complimentarity in leisure time might lead them to increase VT even if their husbands devote part of increased VP to home production. An increase in VP for women will increase VT for women and could lead to a reduction in VT for husbands if most of the increase in VT for wives is in home production.
The Relationship between Wage Rates and Weeks of Paid Vacation
Assume that workers are on their labor supply curves and work 50 weeks a year. Then by the envelope theorem they should be willing to reduce weeks worked by one week in exchange for a reduction in pay of about 1/50 th , or two percent. Alternatively, consider a worker choosing between a job that offers one week of paid vacation and one week of unpaid leave versus a job offering two weeks of unpaid leave. The worker will be indifferent between the two jobs if they provide the same annual compensation. This will occur if the hourly wage rate for the job with 2 paid weeks is approximately two percent lower than the hourly wage for the other job. This prediction follows from the budget constraint.
It is sharper than the predictions one normally obtains from the theory of compensating differentials because in most applications one does know how the job attribute is valued. However, the second 16 The sample sizes are only 1038 for husbands and 877 observations for wives in part because data on paid vacation for wives is only available in 1976 and 1984. We obtain similar results when we drop the 35+ hours restriction. 17 A possible explanation for the asymmetry, aside from sampling error, is that women take less unpaid leave to care for children and relatives when the husband has more paid vacation time. The asymmetry in point estimates is larger in families comparison refers to jobs in which work hours are the same. (2) wage.
In the top panel of table 3 we report estimates of the effect of paid weeks of vacation on the log hourly wage rate. The sample consists of men. Column 1-3 reports results for the combined sample of hourly and salaried workers. Columns 4-6 are hourly workers and columns 7-9 are for salaried workers.
The model in column 4 contains the dummy variable (VP > 1) and the linear term VP.
Those familiar with the sorry history of compensating differentials studies will not be surprised to learn that the prediction of a negative link between the hourly wage rate and weeks of paid vacation fails miserably in the data. In the hourly wage case the coefficient on VP is positive rather than negative: .088
(.0049). The coefficient declines to .0699 (.0058) when demographic controls, seniority, government status, and union status, are all controlled for. Results for the combined sample and for the salaried sample are similar.
Note, however, that the dummy variable on (VP > 1) is large and negative for the combined sample and for hourly workers, and the implied effect on the wage of moving from 0 paid weeks to one paid week is -.109 (.016) for the combined sample and -.166 (.018) for the hourly sample. In columns 3, 6, and 9 we report estimates of a model containing dummy variables for each vacation category, with VP = 2 as the reference category. As one can see, the move from 0 to 1 week is associated with a decrease in wages in all three samples, as predicted by theory, but the decrease is unreasonably large in two of three samples. After that, wages rise substantially with additional weeks through the 5 th week. We have already noted a surprising pattern in the behavior of weeks of vacation taken and in weeks worked in jobs with 0 weeks of paid vacation. For men 35, 13.9, and 11.0 percent of jobs with no paid vacation are in with children under 12. For this group the coefficient on min(VP,VP of spouse) is -.516 (.217) for wives and .667 (.161) for construction or agriculture, forestry and fisheries, or educational services, while only 1.3, 4.3 and 4.0 percent of jobs with paid vacation are in these industries. Men in jobs with no paid vacation have lower tenure, are less educated, are less likely to be married, are more likely to be black, and are less likely to be unionized than men who receive at least a week of paid vacation.
In the bottom panel we report results for women. We find a positive effect of VP on the wage in the sample of women. For hourly and salaried workers combined there is no anomaly associated with the first week of paid vacation. The difference between men and women appears to be related to the types of jobs they hold. Few women are in agriculture and construction, which are the source of many of the VP=0 observations for men. In contrast, for women educational services account for 37.8% of the jobs with no paid vacation but only 9.2 % of the jobs with paid vacation. Personal services accounts for 9.3% and 4.8% respectively.
Appendix Table 2 reports similar results for the HRS. For example, for male hourly workers the coefficients on VP and VP > 1 are .0707 (.0056) and -.2024 (.023) in the specification corresponding to column 5 of Table 3 .
Presumably, the positive wage coefficient in the HRS and PSID reflects bias from unobserved skills of the worker and/or characteristics of the job that influence wages and paid vacation in the same direction, although adding 2 digit occupation controls, two-digit industry controls, or both makes little difference.
The HRS sample is sufficient to permit estimation of wage change regressions of the form 0 1 2 3 4 5 6 7 8 9
where ∆ is the first difference operator, Q it is 1 if the person changed jobs between surveys due to a quit and L it is 1 if the person changed jobs due to a layoff, OCC it is a vector of occupation dummies, and Z it consists of a cubic in tenure, a quartic in experience, health limitations, marital status, government status survey year dummies, and region dummies. We also control for the survey year and estimate on the sample of job changers who were less than 60, had not retired, and worked more than 35 hours per week in both years.
Usui (2004) shows that under reasonable assumptions, a 4 is unbiased as an estimate of the relationship between VP and the wage if the wage differential associated with VP is a compensating differential for an amenity such as VP. It is downward biased if wages overcompensate for VP. The intuition is that if wages exactly compensate for VP then the reservation value of the change in the match husbands.
specific component of wages given ∆VP doesn't vary with VP. If wages over compensate (fall too little)
as VP increases, the reservation value of the change in the match specific wage component required to induce a worker to move falls with ∆VP, leading to a negative bias. Usui (2004) also shows that a 5 is an upper bound estimate under the assumption that workers who are laid off draw at random from the job offer distribution and wages overcompensate for VP.
The estimates are reported in Table 4a . As one can see from column (5), for the combined sample of hourly and salary workers the estimate of a 4 is .083 (.019) and the estimate of a 6 is .058 (.019). The corresponding values for women are .018 (.011) and .037 (.022). The estimate of a 4 has the wrong sign for both groups, and this result cannot be attributed to bias from unobserved variation in worker skill and is also hard to square with a simple story about bias due heterogeneity in wage offers across job matches for a given value of VP.
Hours Constraints and Vacation Time
We used a series of questions in the PSID about whether the individual would like to reduce hours "even if it meant less money" and whether the individual is free to reduce hours to construct an indicator of whether the individual is over employed. We also used a parallel set of questions to construct a measure of underemployment. Precise estimates from separate probit models with controls for personal characteristics, union status, government status, and job seniority and dummy for vacation time greater than or equal to 1 show that the effect of VT and VP on the probability of reporting over employment is essentially 0. Using similar questions in the HRS we find that 1 week of paid vacation raises the probability of over employment by .005 (.0025). In both the PSID and HRS the probability of reporting underemployment falls with VT and with VP. In the PSID an extra week of VP is associated with a reduction of .021 (.006) in the probability of reporting underemployment, which compares to the mean probability of .272. Consequently, we have no evidence suggesting that vacation time alleviates overemployment or exacerbates underemployment. In this section we examine the effects of experience, seniority and mobility on vacation time. In addition to measuring the effects of experience and seniority on vacation time, we provide strong evidence that vacation time is determined by employer wide policy rather than by employer/worker negotiation.
Cross Tabulations of Vacation Time by Experience and Tenure
18 In the PSID we obtain similar results for women with children under 12.
As a starting point, in Table 5 we report the mean and standard deviation of paid vacation by experience and seniority in the previous year for full time men. Aggregating across experience cells, the mean of VP rises from 1.86 weeks when tenure is less than 1 to 3.02 when tenure is greater than 15. A striking fact is that VP has little to do with experience conditional on tenure. This is consistent with the notion that vacation policy is firm wide, based on seniority, and not negotiated between the firm and individual workers. The results for women in Table 5 are similar although the sample size is small in many cells. We also obtain similar results for both men and women when we use weeks of vacation taken.
(Not shown)
For a sample of job changers, a tabulation of weeks taken (VT) on the new job by tenure on the previous job shows little systematic variation with either experience or prior tenure (not shown). This is true for quits as well as layoffs. These results indicate that seniority-based vacation on a job is usually lost when a person moves. They suggest that employees are unable or unwilling to negotiate vacation on the new job on the basis of vacation on the previous one.
OLS and Instrumental Variables Estimates of the Experience and Tenure Profiles
In Table 6 we present estimates of the effects of labor market experience and tenure on VT, VP, and VT-VP. The estimates are based on regression models that a cubic in tenure, a quartic in experience, the interaction between experience and education, and a set of control variables. We estimate separate models for men and women. Many of the same issues that arise in estimating the effects of tenure on wages are relevant for the study of the effect of tenure on vacation time.
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Column (1) Altonji and Shakotko (1987) , Abraham and Farber (1987) , Topel (1991), Williams (1998, 2005) and Farber (1999) for detailed discussions of the issues and the alternative estimation approaches. 21 Buckley (1989) presents summary tables on vacation time using the Employment Benefit Survey for an earlier year. The CPS does not appear to have ever collected information about vacation weeks.
point estimates of the effects of experience are essentially 0.
The second panel of the table reports estimates for VT for the sample used to study VP. The estimates of the effect of seniority are very similar to estimates for the full sample, although the standard errors are much larger in the IV case. (Emiko---remove the table column that display 2-step estimator)
The third panel reports estimates of the effects of tenure and experience on VP. The OLS estimates and the IV estimates are very similar for both men and women through ten years of seniority.
The IV estimates actually lie above the OLS estimates at 20 years, although the IV estimates are very noisy and the difference is not statistically significant. In general, the choice between OLS and the IV estimator makes much less difference for vacation time than wages. Paid vacation time varies very little with experience. Both the OLS and the IV estimates imply that for men paid vacation rises more rapidly with tenure and than weeks of vacation taken. The point estimates suggest the opposite for women, although standard errors are large for both groups, especially in the IV case for women. 
The Link between Vacation Weeks Across Jobs
We obtain some indirect evidence on the extent to which vacation time depends on the situation and preferences of individual employees by examining the relationship between vacation time across jobs.
If vacation time is something that can be bargained over, then workers who had long vacations on their previous job will use these as a bargaining chip for more vacation time on the new job in much the same way that wage rates on a previous job influence reservation wages for any new job. Furthermore, if the amount of paid and unpaid leave is to some extent at the discretion of an employee, then those who chose relatively long vacations on a previous job will be inclined to do so on the new job. On the other hand, if vacation time is set by rigid firm wide policy, then prior vacation time will have little influence on the vacation in the new job, other than through selection in which jobs are chosen.
In table 8 we report the coefficient of the regression of VT on current job on the average of VT during the last two years of the previous job, after controlling for current seniority and experience at the start of the job as well as a set of other control variables. 22 We average VT to reduce the effects of reporting error and random variation in when paid vacation on the previous job is taken. The coefficient on past VT is .2163 (.056). Measurement error in the two-year averages probably biases these estimates downward, while fixed heterogeneity across workers in leisure preferences or in the prevailing vacation packages in particular occupations and industries biases them upward. When we add dummies for the current 2 digit occupation, the coefficient falls to .094 (.059). When we restrict the sample to cases in which the previous job ended due to a quit, we obtain the estimates of .292 or .157 depending on whether or not we control for occupation (column 4 and 5). The results for layoffs are .216 (.090)with occupation controls excluded and .167 (.192 ) with occupation controls included. Taken at face value, the results suggests that prior vacation has only a small effect on vacation on the new job once occupation is controlled for. Some relationship would be expected to arise through the effect of vacation time in the old job on the reservation locus of job characteristics required to induce a switch. It is fully consistent the evidence mentioned above that tenure on the previous job has little to do with vacation time on the new job. Evidently, people who have a lot of vacation on a job are unable or unwilling to bargain for a similar vacation on the new job. To a large degree, vacation policy is set firm wide.
To put the results in perspective, the middle panel of table 8 reports regressions of hours per week on the current job on the average of hours per week in the last two years on the previous job. The coefficient is .3062 when occupation is not controlled for and .2562 when occupation is controlled for.
These coefficients are larger than the corresponding values for vacation time, but suggest that work hours are heavily influenced by the specific job and not easily amenable to bargaining. In contrast, the bottom panel presents regressions of the log of the hourly wage rate in the current job on the average for the last two years on the previous job. The coefficients are .682 and .666. Part of the difference probably reflects a more important role for fixed individual heterogeneity in the determination of wage rates than in the preferences for hours. That is, even if people are perfectly free to choose hours per week and vacation time, there might be less heterogeneity in these variables than in the productivity factors underlying wage rates. Overall, the results suggest, in common with other evidence mentioned in the introduction, that vacation time as well as work hours are governed by broad policies of the employer. They are not heavily influenced by the preferences or alternative opportunities of a particular worker.
Implicit Contracts, Intertemporal Substitution of over the Business Cycle and Vacation Time
To the extent that leisure is substitutable over time, one might expect VT -VP to be countercyclical. It is efficient for workers to shift VT from booms to periods when business is slow.
Research on intertemporal substitution over the business cycle has generally failed to explain movements in hours as a response on the labor supply curve to procyclical movements in wage rates. However, a number of researchers have argued that weeks worked and hours are governed by implicit contracts in which hours decisions respond to an unobservable shadow price of labor that equates marginal revenue production with the marginal utility of leisure rather than to the contractual wage, which reflects marginal revenue product over a longer horizon. 23 Such models are difficult to assess, however, because the shadow price is not observed. An examination of vacation time taken relative to vacation time paid for provides a window on this possibility. Under such an implicit contract VT would equal VP in a normal year, but the timing of vacations would respond to the needs of the firm as well as the needs of the worker. Under the reasonable assumption that firms do not change paid vacation policy in response to short-term business conditions, cyclical variation in VT-VP would be similar to variation in VT, ignoring compositional changes in the job mix and work force over the business cycle.
We examine this issue by regressing VT on state level business cycle indicators for 1975-1992.
The indicators consist of the state unemployment rate, the change in the state unemployment rate, and the percentage change in state employment. We control for individual fixed effects to guard against spurious correlation between the labor market indicators and unobserved compositional changes in the workforce that influence vacation time, as well as for experience, job seniority, government and union status, marital status, region, city size, and a quadratic time trend. Standard errors account for clustering at the state year level. In separate regressions we obtain a coefficient of .0125 (.0072) when we use the state unemployment rate as our business cycle indicator and a coefficient of .025 (.0080) when we use the change in the state unemployment rate. The results suggest that vacation time is in fact weakly countercyclical, as predicted by models of intertemporal substitution. However, the magnitudes of the coefficients are quite small.
In summary, we have a little evidence that firms and workers adjust weeks worked through the timing of vacations in response to changes in demand, but the magnitudes are small.
25
23 See, for example the discussion in Barro (1977) . 25 If consumers are credit constrained, then complimentarity between market goods (travel fares, lodging, etc.) and time in the production of vacations is an offsetting force that could lead to procyclical variation in vacation time taken. However, the analysis of intertemporal labor supply is changed considerably when the assumption of perfect credit markets, and rational, forward looking planning is modified.
The Effects of Union Membership, Government Employment, Industry and Occupation
Characteristics on Vacation Time
The above analysis suggests that vacation time reflects employer policy. We now examine variation in vacation time across job types. Conditional on demographic characteristics and experience and tenure, union membership boosts VT by .44 weeks and VP by only .23 weeks. Government workers take 1.21 more weeks of vacation per year and receive .60 more paid weeks. (Table 4 , columns 4 and 5).
Perhaps unions and civil service structures suppress "rat races" and so reduce the incentive of employees to forgo paid vacation. Another potential explanation in the case of government workers is that "comp" time is more prevalent in the public sector, is taken as additional vacation, and is not reported as paid vacation. We don't have any evidence on this at this point. 
The Effect of Percent Female on Occupation
Rosen (1969) and Deardorff andh Stafford's (1976) analyses suggest that job characteristics will be determined in part by the preferences of the typical worker in a job. Usui (2001) shows that for both men and women average annual hours worked is negatively related to the percentage of females in the occupation. In the PSID vacation time is positively related to percent female. Did the large changes over the past 3 decades in the gender composition of the workforce and sharp increase in the amount that women work lead a weakening of the relationship? The coefficient on percent female in an occupation is .469 (.095) men and 1.228 (.293) for women for the years 1975-1983 in gender specific regressions that controls for personal characteristics, seniority, government employment, union membership, a detailed list of occupational characteristics based upon the Dictionary of Occupational titles, and a dummy for 26 We also regressed VP on characteristics drawn from the Dictionary of Occupational titles, entering characteristics one at a time in regressions with our other control variables. Measures of general education development -math, language, reason, and specific vocational preparation (SVP) all enter positively and are high significant. Measures of strength, climbing, stooping, balancing, kneeling, crouching, crawling, reaching, handling, fingering, feeling, talking, hearing, tasting/smelling, near acuity, far acuity, depth perception, accommodation, color vision, and field of vision, are negative in most cases. Proxies for bad environmental conditions typically enter negatively are statistically significant in some cases.
whether the person is a teacher. For the period 1983-1991, the coefficient is .270 (.134) for men and .432
(.217) for women. One hypothesis is that the decline in coefficients is the result of a decrease in the desired number of weeks of vacation among women between periods, as the labor force attachment of women has increased. Unfortunately, we cannot examine adjustments in paid vacation time over the same period.
Discussion and Conclusions
Stafford, Frank P. west. The excluded category is south. 0-1 indicator for whether the residence is in SMSA. 0-1 indicator for whether the residence is in a large city more than 500,000 people.
Health and Retirement Study
Information on age, gender, race, census region, education, current marital status, whether health limits work, labor force status, hours of work per week at current job, wage rate, job seniority and labor market experience are taken from files produced by RAND Corporation.
Employment Variables: 1. Paid vacation (VP): Response to "How many weeks of paid vacation do you get each year?" 2. 0-1 indicators for quits and layoffs: The respondent was asked "Why did you leave that employer?" If the respondent reported either business closed or laid off/let go, then the separationa layoff. If the respondent reported poor health/disabled, family care, better job, quit, family moved, divorce/separation, transportation, to travel, or transferred, then indicate as a quit. The respondent was allowed to report more than one reason for leaving the employer. 3. Hourly rate of pay: Wage information is available for respondent who were working at an interview.
To reduce the influence of measurement error and outliers, wage rates are set to missing when they are less than $1.5. Wages that are more than 800% or less than 1/8 th of the previous year's value are dropped as well. 
Proportion female in an occupation
Proportion female in an occupation is computed from the three digit occupation code in the Public Use Microdata 5-Percent Samples of the 1980 and 1990 US Censuses of Population. We match the proportion female to individuals on the basis of their recorded occupation in two ways: (1) assign proportion female of an occupation to the worker's reported occupation using the 1980 Census and (2) linearly interpolate it using the 1980 and 1990 Censuses.
Occupational Characteristics
The Dictionary of Occupational Titles (DOT) has the following information on occupational characteristics. General education development, which is measured by reasoning, math, language, and specific vocational preparation. Aptitudes are in 11 fields: general learning, verbal, numerical, spacial, form perception, clerical perception, motor coordination, finger dexterity, manual dexterity, eye-hand coordination, and color discrimination. Physical demands are in 20 fields: strength, climbing, balancing, stooping, kneeling, crouching, crawling, reaching, handling, fingering, feeling, talking, hearing, tasting/smelling, near acuity, far acuity, depth perception, accommodation, color vision, and field of vision. Environmental conditions are in 14 fields: weather, cold, hot, wet/humid, noise, vibration, atmospheric condition, move mechanic parts, electric shock, high exp. places, radiation, explosives, toxic caustic chemicals, and other environmental conditions. 
Percent
Men Women Table 1 Men Women Notes: The numbers in the table are means of the column variable conditional on the row value of weeks of paid vacation. The samples contains individuals who work 35 or more hours per week in their main job, were between age 19 to 59, had left school and not returned, had not retired, and were not self-employed. It also restricts to persons who have at least .5 years of seniority at the time of the survey and exclude observations if the job ended prior to the next interview. The number of observations for men (women) are 7,122 (2,594) for vacation weeks taken, 7,128 (2,598) for weeks worked on main job, 7,133 (2,600) for hours per week on main job and hours worked on all jobs, 1,518 (946) for overtime hours, annual hours worked on main job, and annual hours worked on extra jobs. We have fewer observations for column (4)-(6) because only observations from year 1984 are available. 
IV, tenure used as Instruments
Notes: The first row reports the OLS estimates. The second row uses a two step estimator in which weeks of paid vacation are predicted using weeks of paid vacation in the previous year and the other controls in the model. Third row uses an IV estimator with a cubic in tenure as the excluded instrumental variables. The column heading identify the controls. The first specification contains no controls. The second specification includes education, experience (a quartic and an interaction between education and experience), dummies for sex, marital status, residence in an SMSA, residence in city more than 500,000 people, disability status, 2 race dummies, 3 regional dummies, and calendar year dummies. The third specification adds tenure (a cubic), dummies for union membership and government employment. The sample size for the OLS and IV estimates are 9,716. The sample sizes for the two step estimates are 3,795 for the first step and 7,904 in the second step. The sample selection criteria are described in text and in the note to table 1. Standard errors are in parentheses. Table 2 reports three specifications. The first specification includes only an intercept. The specification contains a set of demographic characteristics. These consist of education, experience (a cubic and an interaction between education and experience), dummies for sex, marital status, residence in an SMSA, residence in city more than 500,000 people, disability status, 2 race dummies, 3 regional dummies, and calendar year dummies. The third specification adds seniority (a cubic), dummies for union membership and government employment. The top panel of Table 2a reports OLS estimates of the effects of paid vacation and an indicator equal to 1 if paid vacation is equal to 1 week or more. The equations include the demographic controls used in specification 2 of Table 2 . The bottom panel of Table 2A reports IV estimates, with weeks of paid vacation treated as endogenous and the 1(VP > 1) treated as exogenous and the tenure variables as the excluded instruments. Notes: All models control for experience (a cubic and an interaction between education and experience), dummy variables for residence in an SMSA, residence in a city with more than 500,000 people, 3 regions, and 3 calendar year. Columns (4)-(6) also include tenure (a cubic), dummies for union membership and government employment. The sample selection criteria are described in the note to The wage measure is based on direct questions about rate of pay and refers to the main job at the time of the survey. In columns 1,2,4,5,7, and 8 the vacation variables are the number of weeks (VP and and indicator for VP ≥ 1. Columns 3, 6, and 9 contain dummy variables for each number of weeks of paid vacation with VP=2 as the reference category. All models include education, experience (a cubic and an interaction between education and experience), dummies for sex, marital status, residence in SMSA, residence in city more than 500,000 people, disability status, 2 race dummies, 3 regional dummies, and calendar year dummies. Column 2,3,5,6,8, and 9 also tenure (a cubic), dummies for union membership and government employment. The sample selection criteria are described in the note to Table 4a contd.
Vacation
Hourly and Salary
Sample ∆VP ∆1(VP > 1)
Notes: The table reports OLS regression coefficients relating the ln hourly wage rate to measures of weeks of paid vacation. The wage measure is based on direct questions about rate of pay and refers to the main job at the time of the survey. The vacation variables are the number of weeks (VP and and indicator for VP ≥ 1). All models include education, experience (a cubic and an interaction between education and experience), dummies for sex, marital status, disability status, 2 race dummies, 3 regional dummies, tenure (a cubic), dummy for government employment, and calendar year dummies. The samples contain individuals who work 35 or more hours per week in their main job, were less than 60, had not retired, and were not self-employed. To reduce the influence of measurement error and outliers, we have set the wage rates to missing when they are less than 1.5. We have set the wage changes involving an increase of 800% or a fall to less than 1/8th of the previous years value to missing as well. Standard errors are in parentheses. Table 6 Men Women Notes: All models control for education, experience (a quartic and an interaction between education and experience), seniority (cubic), dummies for sex, marital status, residence in an SMSA, residence in city more than 500,000 people, disability status, 2 race dummies, 3 regional dummies, and calendar year dummies. The IV results in column (2) and (4) treat both the time trend and the tenure variables as endogenous and are based on Altonji and Shakotko's (1987) methodology. The deviation of the tenure variables from their job means are used as instruments, along with the deviation of time from its mean for each individual. The sample selection criteria are described in the note to The reference category for the occupational dummies is operatives, except transport. All models control for education, experience (a cubic and an interaction between education and experience), seniority (cubic), dummies for sex, marital status, union membership, government employment, residence in an SMSA, residence in city more than 500,000 people, disability status, 2 race dummies, 3 regional dummies, and calendar year dummies. The sample selection criteria of the data are described in the note to table 1. Notes: The table reports OLS regression coefficients relating the ln hourly wage rate to measures of weeks of paid vacation. The wage measure is based on direct questions about rate of pay and refers to the main job at the time of the survey. In columns 1,2,4,5,7, and 8 the vacation variables are the number of weeks (VP and and indicator for VP ≥ 1. Columns 3, 6, and 9 contain dummy variables for each number of weeks of paid vacation with VP=2 as the reference category. All models include education, experience (a cubic and an interaction between education and experience), dummies for sex, marital status, disability status, 2 race dummies, 3 regional dummies, and calendar year dummies. Column 2,3,5,6,8, and 9 also tenure (a cubic), dummies for union membership and government employment. The samples contain individuals who work 35 or more hours per week in their main job, were younger than age 59, had not retired, and were not self-employed. To reduce the influence of measurement error and outliers, we have set the wage rates to missing when they are less than 1.5. We have set the wage changes involving an increase of 800% or a fall to less than 1/8th of the previous years value to missing as well. Standard errors are in parentheses. 
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