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a b s t r a c t
The inverse problem of determining an unknown source term in a parabolic equation with
the leading coefficient depending on time and space variables under a final overdetermi-
nation condition is considered. The series pattern solution of the problem is obtained by
using the weighted homotopy analysis method (WHAM). A description of the method for
solving the problem and identifying the unknown source term is derived. Finally, several
examples are presented to illustrate this method.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Inverse source problem occurs in many branches of science and engineering. This problem is induced in the process
of diffusion and conduction of natural materials or in the mass transfer. Consider the following inverse source problem of
determining a pair of functions u(x, t) and F(x, t) satisfying the equation
ρ(x, t)ut −1u = F(x, t), (x, t) ∈ Q ≡ Ω × [0, T ], (1)
where F(x, t) = f (x)g(x, t)+ h(x, t), g(x, t) and h(x, t) are two known functions and f (x) is unknown in their domains, the
initial condition
u(x, 0) = u0(x), x ∈ Ω, (2)
the boundary condition
u(x, t) = s(t), 0 ≤ t ≤ T , x ∈ ∂Ω,
and the overdetermination condition
u(x, T ) = r(x), x ∈ Ω, (3)
whereΩ is a bounded domain in Rn with smooth boundary ∂Ω .
In the context of heat conduction or diffusion, the right-hand side of Eq. (1) is interpreted as a heat ormaterial source. Also,
in themodeling of air pollution phenomena, F(x, t) is considered as the source pollutant. Thus an accurate estimation of the
pollutant source is crucial to environmental safeguard in citieswith high populations [1,2]. Takingmore andmore important
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roles in the migration of groundwater, identification and control of pollution source and environmental protection, the
inverse source problem has been considered by many researchers in many theoretical papers, in recent years, notably [3–9,
1,2,10]. These authors use differentmethods for solving the inverse source problems, such as the finite differencemethod [6],
the radial basis functions method [8], the boundary-element method [9], A simplified Tikhonov regularization method [2]
and the variational iteration method [10].
In this paper, we consider the Eq. (1) in the one dimensional case on the domain Q ≡ {(x, t)|(x, t) ∈ [0, 1] × [0, T ]}.
Thus the boundary condition of Eq. (1) becomes in the form
u(0, t) = ϕ(t), u(1, t) = ψ(t), 0 ≤ t ≤ T . (4)
Also assume that the functions appearing in the data for the Eq. (1) and its initial and boundary conditions are measurable.
Kamynin demonstrated the unique solvability of this problem in [3], under the following assumptions (A)–(E) and some
additional conditions
(A)Λ1 ≤ ρ(x, t) ≤ Λ2, −Kρ,1 ≤ ρt(x, t) ≤ Kρ,2, (x, t) ∈ Q¯ ;
(B) |g(x, t)| ≤ Kg , |gt(x, t)| ≤ K ∗g , |g(x, T )| ≥ g0 > 0, (x, t) ∈ Q¯ ;
(C) h(x, t) ∈ C(0, T ; L2(Ω)), ‖h(., t)‖ ≤ Kh, ht(x, t) ∈ L2(Q ), ‖ht‖L2(Q ) ≤ Kh;
(D) u0(x) ∈ W 22 (Ω) ∩W 12 ◦, ‖u0‖W22 (Ω) ≤ M0;
(E) f (x) ∈ W 22 (Ω) ∩W 12 ◦, ‖f ‖W22 (Ω) ≤ Kϕ
(5)
where Λ1,Λ2, Kg and g0 are positive constants, Kρ,1, Kρ,2, K ∗g , Kh,M0 and Kϕ are nonnegative constants, and the spaces
L2(Ω), L2(Q ),W 22 (Ω),W
1
2
◦ and C(0, T ; L2(Ω)) with the corresponding norms are understood in the usual sense (see [11,
3]). Our aim, in the rest of this paper, is to introduce an algorithm based on the weighed homotopy analysis method for
solving the problems (1)–(4).
First Liao in 1992 employed the basic ideas of the homotopy in topology to propose a general analytic method for nonlin-
ear problems, namely homotopy analysis method (HAM) [12–16]. After this, many types of nonlinear problems were solved
with HAM [17–22]. Recently, Shidfar and Molabahrami [19] introduced a weighted algorithm based on the homotopy anal-
ysis method for solving inverse problems.We first introduce the basic idea of the HAM and theweighted homotopy analysis
method (WHAM). Afterwards, The WHAM is employed to find the solution of the inverse source problems (1)–(4). Finally,
some examples are handled.
2. A review of the HAM
In this section, we introduce the basic idea of the HAM. For this purpose, we first give the following definitions.
Definition 1. Let φ be a function of the homotopy-parameter q, then
Dm(φ) = 1m!
∂mφ
∂qm
∣∣∣∣
q=0
, (6)
is called themth-order homotopy-derivative of φ, wherem ≥ 0 is an integer [16].
Definition 2. Let L is a linear differential operator in a convenient space, then L˜ is called the integration inverse of the L, if
the L˜[v] gives a special solution of the equation L[u] = v.
To show the basic idea of the HAM, let us consider the following nonlinear equation in a general form
N[u(r, t)] = 0, (7)
where N is a nonlinear operator, u(r, t) is an unknown function, and r and t denote spatial and temporal independent
variables, respectively. For simplicity, we ignore all boundary or initial conditions, which can be treated in the similar way.
By means of generalizing the traditional homotopy method, more details about homotopy technique and its applications
are found in [23–26,12] constructs the so-called zero-order deformation equation
(1− q)L[φ(r, t; q)− u0(r, t)] = qh¯H(r, t)N[φ(r, t; q)], (8)
where q ∈ [0, 1] is the embedding parameter, h¯ is non-zero parameter and is called convergence-parameter, H(r, t) is an
auxiliary function, L is an auxiliary linear operator, u0(r, t) is an initial guess of u(r, t) and should be chosen that it contains
all of the initial/boundary conditions, and φ(r, t; q) is an unknown function, respectively. It is important that one has great
freedom to choose auxiliary things in HAM. Obviously, when q = 0 and q = 1, it holds
φ(r, t; 0) = u0(r, t) and φ(r, t, 1) = u(r, t),
respectively. Thus as q increases from0 to 1, the solutionφ(r, t; q) varies from the initial guess u0(r, t) to the solution u(r, t).
Expanding φ(r, t; q) in Taylor series with respect to q, yields
φ(r, t; q) = u0(r, t)+
+∞∑
m=1
um(r, t)qm, (9)
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where
um(r, t) = Dm[φ(r, t; q)]. (10)
If the auxiliary linear operator, the initial guess, the convergence-parameter, and the auxiliary function are so properly
chosen, the series (9) converges at q = 1, one has
u(r, t) = u0(r, t)+
+∞∑
m=1
um(r, t),
which must be one of solutions of the original nonlinear equation, as proved by Liao [12]. According to definition (10), the
governing equation can be deduced from the zero-order deformation Eq. (8). Define the vector
Eun = {u0(r, t), u1(r, t), . . . , un(r, t)}.
Operating on both sides of Eq. (8) with Dm, we find the so-calledmth-order deformation equation
L[um(r, t)− χmum−1(r, t)] = h¯H(r, t)Rm(Eum−1, r, t), (11)
where
Rm(Eum−1, r, t) = Dm−1 (N[φ(r, t; q)]) , (12)
and
χm =
{
0,m ≤ 1,
1,m ≥ 2.
Letw(r, t) is a solution of L[w(r, t)] = 0, then from Eq. (11), we have
um(r, t) = χmum−1(r, t)+ h¯L˜[H(r, t)Rm(Eum−1, r, t)] + w(r, t). (13)
Let B is the initial/boundary operator, then operating on both sides of Eq. (13) with B, since B[um] = 0 form ≥ 1, gives
B[w(r, t)] = −h¯B[L˜[H(r, t)Rm(Eum−1, r, t)]] = w∗m. (14)
Therefore the iterative diagram for solving the problem{
N[u(r, t)] = 0,
B[u(r, t)] = f , (15)
is as follows
um(r, t) = χmum−1(r, t)+ h¯L˜[H(r, t)Rm(Eum−1, r, t)] + w∗m. (16)
It should be emphasized that um(r, t) for m ≥ 1 is governed by the linear Eq. (16) can be easily solved by symbolic
computation software such asMathematica andMaple.
3. The WHAM solution
In this section, the WHAM is employed for solving the Eq. (1) with the initial condition (2) and the boundary conditions
(4). Substituting t = T in Eq. (1) and using the overdetermination condition (3), one may obtain
ρ(x, T )ut(x, T )− uxx(x, T ) = f (x)g(x, T )+ h(x, T ),
thus
f (x) = ρ(x, T )ut(x, T )− r
′′(x)− h(x, T )
g(x, T )
. (17)
Substituting (17) into Eq. (1) yields
uxx(x, t)− ρ(x, t)ut(x, t)+ ρ(x, T )g(x, t)g(x, T ) ut(x, T )
= h(x, T )g(x, t)
g(x, T )
+ g(x, t)r
′′(x)
g(x, T )
− h(x, t). (18)
Now, suppose that the general terms of the series solutions given by HAM for the Eq. (18) with (2), and for Eq. (18) with (4)
are uˆn(x, t) and uˇn(x, t) respectively. Then, for the Eq. (18) with conditions (2) and (4), the approximate solution is
uapprox[n](x, t, h¯) = αnsˆn(x, t)+ (1− αn)sˇn(x, t), (19)
where
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sˆn(x, t) =
n∑
i=0
uˆi(x, t),
sˇn(x, t) =
n∑
i=0
uˇi(x, t),
and αn is a function with respect to h¯. The value of αn is determined by the following theorem.
Shidfar and Garshasbi’s theorem. Suppose that u0(x) ∈ L2[(0, 1)], ϕ(t), ψ(t) ∈ L2[(0, T )], and β1n = ‖sˆn(0, t) −
ϕ(t)‖, β2n = ‖sˆn(1, t) − ψ(t)‖, and β3n = ‖sˇn(x, 0) − u0(x)‖, where ‖.‖ denotes the L2 − norm. Then the best value for
αn in (19) is
αn = β
2
3n
β21n + β22n + β23n
, n ≥ 0.
Proof. Please refer to [27]. 
Corollary 1. If αn = 0, then the exact solution of the Eq. (18)with conditions (2) and (4) is given by uˇ(x, t), and if αn = 1, then
the exact solution of the Eq. (18) with conditions (2) and (4) is given by uˆ(x, t).
Remark 1. Similar results may be obtained when the conditions are replaced by other kinds of conditions.
To obtain the uˆn(x, t) and uˇn(x, t), n = 1, 2, . . . , we choose the auxiliary linear operators as follows
Lˆ = ∂
∂t
(20)
Lˇ = ∂
2
∂x2
. (21)
The auxiliary linear operator (20) has the property L[C] = 0, where C is a function with respect to x and the auxiliary linear
operator (21) has the property L[C1 + C2x] = 0 where C1 and C2 are two functions with respect to t . For initial guesses, we
choose uˆ0(x, t) = u(x, 0) and uˇ0(x, t) = u(0, t)+ x(u(1, t)− u(0, t)).
4. Test examples
To show the efficiency of the method described in the two previous sections, we present some examples. For these
examples, we assume that H(x, t) = 1.
Example 1. Let us consider ρ(x, t) = 1, g(x, t) = et , h(x, t) = 0, u0(x) = e2x, ϕ(t) = et , ψ(t) = et+2, and r(x) = e2x+1
on the domain Q ≡ {(x, t)|(x, t) ∈ [0, 1] × [0, 1]}. With these assumptions, the problems (1)–(4) has the exact solution
u(x, t) = e2x+t and f (x) = −3e2x [10]. By using the method, described in the previous section, for m ≥ 1, in general, by
mathematical induction, we find
uˇm(x, t) = h¯(et − e2x+t − xet + xet+2)(1+ h¯)m−1,
αm(−1) = 0.
Thus, for the convergence region |1+ h¯| < 1, we find
limn→+∞ sˇn(x, t) = et + x(e2+t − et)+ h¯(et + x(e2+t − et)− e2x+t)
+∞∑
m=0
(1+ h¯)m = e2x+t .
In other sides, form ≥ 1, αm(−1) = 0, therefore, from (19) the exact solution is given by
u(x, t) = uapprox[n](x, t;−1) = e2x+t ,
where n ≥ 1. Also, from (17), we get f (x) = −3e2x.
Example 2. Let us consider ρ(x, t) = 1, g(x, t) = et , h(x, t) = 0, u0(x) = sin(x), ϕ(t) = 0, ψ(t) = sin(1)et and
r(x) = e sin(x) on the domain Q ≡ {(x, t)|(x, t) ∈ [0, 1] × [0, 1]}. With these assumptions, the problems (1)–(4) has
the exact solution u(x, t) = et sin(x) and f (x) = 2 sin(x) [10]. By the method, described in the previous section, form ≥ 1,
in general, by mathematical induction, we find
uˇm(x, t) = h¯et(x sin(1)− sin(x))(1+ h¯)m−1,
αm(−1) = 0.
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Thus, for the convergence region |1+ h¯| < 1, we find
limn→+∞ sˇn(x, t) = xet sin(1)+ h¯et(x sin(1)− sin(x))
+∞∑
m=0
(1+ h¯)m = et sin(x).
In other sides, form ≥ 1, αm(−1) = 0, therefore, from (19) the exact solution is given by
u(x, t) = uapprox[n](x, t;−1) = et sin(x),
where n ≥ 1. Also, from (17), we get f (x) = 2 sin(x).
5. Conclusion
In this paper, the inverse problem of determining an unknown source term in a non-homogeneous parabolic equation
with the leading coefficient depending on time and space variables was considered. By using the WHAM, an algorithm for
solving the problem was introduced. This algorithm was used for the some problems. The results show that the WHAM is a
reliable technique for solving the inverse source problems.
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