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Abstract—It is known that there exists a network, called as
the M-network, which is not scalar linearly solvable but has
a vector linear solution for message dimension two. Recently, a
generalization of this result has been presented where it has been
shown that for any integer m ≥ 2, there exists a network which
has a (m,m) vector linear solution, but does not have a (w,w)
vector linear solution for w < m. This paper presents a further
generalization. Specifically, we show that for any positive integers
k, n, and m ≥ 2, there exists a network which has a (mk,mn)
fractional linear solution, but does not have a (wk,wn) fractional
linear solution for w < m.
I. INTRODUCTION
The concept of network coding emerged in year 2000 where
it was shown that by performing operations on incoming
packets and then forwarding by nodes in a network may
increase the throughput significantly [1]. Since then there
have been extensive studies on various theoretical aspects
and applications of network coding. The benefits of network
coding can be best seen in a multicast network where the
min-cut bound can be achieved using network coding which
otherwise may be impossible through only routing [1].
Linear operations by the nodes is the most natural setting
to consider due to the mathematical traceability of linear op-
erations. The network coding involving only linear operations
over a finite field is referred as the linear network coding. An
(r, l) fractional linear network code considers the information
generated by the sources as r length vectors of symbols and the
information passing through all the edges as l length vectors
of symbols. A network is said to have an (r, l) fractional linear
network code solution if the sources can supply r symbols to
their respective terminals in l uses of the network. If r = l,
then an (r, l) fractional linear network code is referred to as
an (r, r) vector linear network code (also as an r-dimensional
vector linear code). An 1-dimensional vector linear network
code is referred to as a scalar linear network code. An (r, l)
factional linear network code for a network is achievable if the
network has an (r, l) fractional linear network code solution.
A rate r/l linear network code is said to be achievable if there
exists an (mr,ml) factional linear network code solution over
some finite field where m is a positive rational number such
that mr and ml are integers.
In this paper, we show that achievability of an arbitrary
rate r/l linear network code does not necessarily imply the
existence of an (r, l) fractional linear network code solution
for any positive integers r and l. Specifically, we show that
for any integer m ≥ 2, there exists a network where a rate
r/l linear network code is achievable but it does not have a
(wr,wl) fractional linear network code solution for any w less
than m. For r = l, the result of this paper specializes to the
result of [2].
A. Related Work
In this subsection, we provide a brief survey of the studies
related to the work of this paper. Scalar linear network
codes over sufficiently large finite fields have been shown to
be sufficient to achieve the capacity for multicast networks
[3]. It has also been shown that such scalar linear codes
can be efficiently designed [4]. Moreover, capacity achieving
vector linear network codes can also be designed where the
requirement of field size can be reduced as compared to
capacity achieving scalar linear network codes [5]. It has been
shown in [6] and [7] that all multicast networks are vector
linearly solvable over the binary field F2 if the vector length is
sufficiently large. For the multicast networks, it is also known
that solution over an alphabet might not guarantee a solution
over all larger alphabets [8]. Although multicast networks have
been extensively studied since the advent of network coding
and there are many nice results such as characterising the
capacity, dependency on the size of the alphabet etc., yet not
everything is known and new results such as [9] continue to
enhance the knowledge about multicast networks. Sun et al.
[9] presented an instance of a multicast network which has
an L-dimensional vector linear network code solution over Fq
but has no scalar linear network code solution over Fq′ where
q′ ≤ qL. They also presented an explicit instance to show
that the existence of a vector linear network code solution for
a certain message dimension does not necessarily guarantee
a vector linear network code solution for all higher message
dimensions.
For non-multicast networks, the results are fundamentally
different from multicast networks. Linear network codes are
shown to be insufficient [10]. Among linearly solvable net-
works, there are networks which are vector linearly solvable
only for certain vector dimensions. In [11], it has been shown
that there exists a network which has a 2-dimensional vector
linear network code solution but has no scalar linear network
code solution. This network is known as the M-network. In
fact, the M-network has no vector linear solution for any odd
message dimensions [12]. The results of [11] and [12] have
been generalized in [2]. In [2], it has been shown that for
any integer m ≥ 2, there exists a network which has an m-
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dimensional vector linear solution but has no w-dimensional
vector linear solution for w < m.
Matroid theory, a branch of mathematics, has been shown
to be useful to study the linear solvability of networks. Indeed,
some of the important results, such as [8]–[10], [12]–[15], have
been obtained by exploiting the connection between matroids
and networks. It has been shown that a network has a scalar
linear network code solution over Fq if and only if it is a
matroidal network with respect to a matroid representable over
Fq [12], [16]. Using this result the authors of [10] constructed
the Fano network from the Fano matroid to show that there
exists a network which has a vector linear solution for any
message dimension over any finite field of even characteristics
but has no vector linear solution for any message dimension
when the characteristics of the finite field is odd. Similarly,
from the the non-Fano matroid the non-Fano network was
constructed to show that there exists a network which has a
vector linear solution for any message dimension over a finite
field of odd characteristics but has no vector linear solution
for any message dimension when the characteristics of the
finite field is even. In [12] the Va´mos network was constructed
from the Va´mos matroid and it was shown that Shannon-type
inequalities are insufficient to compute the network coding
capacity of the Va´mos network. [12] was generalized in [17]
to show that similar to the correspondence between matroids
and scalar linear network code solution of a network, discrete
polymatroids corresponds to both vector linear network code
solution and fractional linear network code solution of a
network. It has been shown that a network has an (r, l)
fractional linear network code solution over Fq if and only
if it is a (r, l)-discrete polymatroidal network with respect to
a discrete polymatroid representable over Fq [17].
B. Organization of the paper
The organization of the paper is as follows. Section II
presents the formal definitions related to network coding. In
Section III, we present a key result (Theorem 2): for any
integer m ≥ 2, there exists a network which has an (m,mn)
fractional linear network code solution but has no (w,wn)
fractional linear network code solution for w < m. Using
this result, we present the main result of the paper (Theorem
7): there exists a network which has an (mk,mn) fractional
linear network code solution but does not have a (wk,wn)
fractional linear network code solution for w < m. The proof
of Theorem 2 is presented in Section IV. Section V concludes
the paper.
II. PRELIMINARIES
We represent a network by a directed acyclic graph. The
sources of a network are represented by the nodes in the graph
with no incoming edges; and the terminals of a network are
represented by the nodes in the graph with no outgoing edges.
The sources are assumed to generate an i.i.d. random process
uniformly distributed over over Fq . The random process at
one source is independent of any collection of the random
processes generated at all other sources. Each edge in the
graph is assumed to be of unit capacity. For any node v, the set
of edges incoming to a node v and the set of edges outgoing
from node v are denoted by In(v) and Out(v) respectively.
(u, v) represents an edge e directed from u to v. Each terminal
demands a set of source processes. Let the set of sources and
the set of terminals be denoted by S and T respectively.
An (r, l) fractional linear network code is defined as follows.
In such a code, r symbols are considered at every source.
Let the source process generated by the source si ∈ S be
denoted by Xi ∈ Frq . Each edge is used for l units of time.
Let the message symbol carried by an edge e be denoted by
Ye where Ye ∈ Flq . For an edge e, if tail(e) = si, then
Ye = A{i,e}Xi where A{i,e} ∈ Fl×rq . Else, if tail(e) is an
intermediate node, then for Ye =
∑
e′∈In(tail(e))A{e′,e}Y
′
e
where A{e′,e} ∈ Fl×lq . Matrices A{i,e} and A{e′,e} are called
the local coding matrices. The terminals compute a set of
r length vectors from its incoming edges. If Xti ∈ Frq
denotes a vector that is computed by a terminal ti ∈ T then,
Xti =
∑
e∈In(ti)A{e,ti}Ye where A{e,ti} ∈ Fr×lq . A network
is said to have an (r, l) fractional linear network code solution
if the sources are able to send its symbols to the respective
terminals in l usages of the network using an (r, l) fractional
linear network code. An (r, l) fractional linear network code
is said to be achievable if there exists an (r, l) fractional linear
network code solution.
A network is said to have an (r, l) routing solution if the
sources are able to send its symbols to the respective terminals
in l usages of the network only through routing.
III. FRACTIONAL LINEAR NETWORK CODE SOLUTIONS
Consider the network N shown in Fig. 1. We note that
the network N is a further generalization of the “general-
ized M-network” presented in [2]. N has m2n sources and(
mn
n
)m
terminals. The sources are partitioned into m sets
S1, S2, . . . , Sm. Each set has mn many sources. The jth
source in the set Si is denoted by sij . Each terminal demands
information from n sources of each set. If Ti is the set of all
sources demanded by ti, then Ti 6= Tj if i 6= j. Without loss of
generality assume that the terminal t1 demands the messages
from the sources sij for 1 ≤ i ≤ m, 1 ≤ j ≤ n. There are
following sets of edges in the network N : {(sij , ui)}|1 ≤
i ≤ m, 1 ≤ j ≤ mn; {eii = (ui, vi)|1 ≤ i ≤ m};
{eij = (ui, vj)|1 ≤ i ≤ m,m + 1 ≤ j ≤ 2m − 1}; and
{(vi,tj)|1 ≤ i ≤ 2m − 1, 1 ≤ j ≤
(
mn
n
)m}. The message
generated at the source sij for 1 ≤ i ≤ m and 1 ≤ j ≤ mn
is denoted by Xij . All the source symbols are from the finite
field Fq . The information transmitted over the edge eii for
1 ≤ i ≤ m is denoted by Yii, the information transmitted over
the edge eij for 1 ≤ i ≤ m and m + 1 ≤ j ≤ 2m − 1 is
denoted by Yij , and the information transmitted over the edge
(vi, tj) for 1 ≤ i ≤ 2m − 1 and 1 ≤ j ≤
(
mn
n
)m
is denoted
by Zij .
Note that for n = 1, the network N reduces to the
“generalized M-network” presented in [2].
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Fig. 1. A communication network N . For any integer m ≥ 2, N has
an (m,mn) fractional linear network code solution but has no (w,wn)
fractional linear network code solution when w is less than m.
Lemma 1. The capacity of the network N is upper bounded
by 1/n.
Proof. Consider an (r, l) fractional network code solution
for N . Since there is no source which is not demanded by
any terminal, all the source messages in S1 must get computed
from the set {Y11, Y1(m+1), Y1(m+2), . . . , Y1(2m−1)}. Hence,
H(Y11, Y1(m+1), Y1(m+2), . . . , Y1(2m−1))
≥ H(X11, X12, . . . , X1(mn))
Or, H(Y11) +H(Y1(m+1)) + · · ·+H(Y1(2m−1))
≥ H(X11) +H(X12) + · · ·+H(X1(mn))
Or, ml log2q ≥ r(mn)log2q
Therefore,
r
l
≤ 1
n
Let us assume that the network N has a (d, dn) fractional
linear network code solution. The following theorem puts a
constraint on d.
Theorem 2. For an arbitrary finite field Fq , there exists a
network which has a (d, dn) fractional linear network code
solution over Fq if and only if d is an integer multiple of m.
We prove the theorem by using the network N . We defer
the proof of this theorem to Section IV.
Corollary 3. The network N has an (m,mn) fraction linear
network code solution but has no (w,wn) fractional linear
network code solution for w < m.
For a special case of n = 1, Theorem 2 specializes to the
following Corollary:
Corollary 4. For an arbitrary finite field Fq , there exists a
network which has a (d, d) fractional linear network code
solution over Fq if and only if d is an integer multiple of
m.
We note that this corollary is the main result of the paper [2].
Consider k copies of N , named as N1,N2, . . . ,Nk. Denote
the source sij in N as the source sijp in Np for 1 ≤ p ≤ k.
Denote all the edges and terminals in Np in a similar manner.
We now construct a network N|| by connecting the k copies
of N in parallel such that for every i and j where 1 ≤ i ≤
m, 1 ≤ j ≤ mn, k sources sij1, sij2, . . . , sijk are combined
and the combined source is denoted as sij . Similar combining
is done with the terminals as well. Apart from sources and
terminals, the rest of the nodes and edges of the k copies of
N remain disjoint in N||.
Theorem 5. The capacity of N|| is upper bounded by kn .
Proof: Consider an (r, l) fractional linear network code
solution for N||. Since from information carried by the edges
in the set {{e11p, e1(m+1)p, e1(m+2)p, . . . , e1(2m−1)p}|1 ≤
p ≤ k}, t1 must be able to compute all the messages from
the sources in S1, proceeding similar to Lemma 1 we get
r
l ≤ kn .
Let y be a positive rational number such that yk and yn are
integers. We have the following lemma:
Lemma 6. IfN|| has a (yk, yn) fractional linear network code
solution, then N has a (yk, ykn) fractional linear network
code solution.
Proof: This is because, what can be sent from sources to
the terminals in one unit of time in N||, the same can be sent
in k units of time in N .
We now present the main result of this paper.
Theorem 7. For any positive integers k, n, y ≥ 2, and w,
there exists a network which has a (yk, yn) fractional linear
network code solution, but has no (wk,wn) fractional linear
network code solution for all w < y.
Proof: Consider m = yk in N . Say N|| has a (wk,wn)
fractional linear network code solution where w < y. Then,
from Lemma 6, N has a (wk,wkn) fractional linear network
code solution. Therefore, from Theorem 2, m divides wk.
However, since m = yk and wk is less than yk, m cannot
divide wk. This is a contradiction to the assumption that N||
has a (wk,wn) fractional linear network code solution for
w < y.
We now show that N|| has a (yk, yn) fractional linear
solution. Note thatN has a (yk, ykn) fractional linear network
code solution. Theorem 2 ensures the existence of such a
network code solution. Moreover, there is a (yk, ykn) routing
solution for N (see the proof of Theorem 2 in Section IV).
Therefore, trivially, N|| has a (yk, yn) routing solution. This
completes the proof.
IV. PROOF OF THEOREM 2
Our proof relies on a prior result on the connection between
fractional linear network code solution and representable
polymatroids. For the self-containment of the paper, we first
provide a brief background material. For this, the definitions of
a discrete polymatroid, and a discrete polymatroidal network
are given in the following. These definitions are reproduced
from [17]. We also reproduce a prior result from [17] which
will be used in the proof of Theorem 2. We note the definitions
and the result from [17] are specialised to the network used
in this paper.
A discrete polymatroid is a set of vectors with some specific
properties. Consider a set G = {1, 2, . . . , g}. Say Z≥0 denote
the set of all positive integers. Also let Zg≥0 be the set of all
g length vectors whose components belong to Z≥0. If x is a
vector then let x(i) denote the ith component of x. A function
ρ : 2G → Z≥0 qualifies to be a rank function if the following
three conditions are satisfied:
(1) ρ(φ) = 0
(2) if A ⊆ B ⊆ G, then ρ(A) ≤ ρ(B)
(3) ρ(A) + ρ(B) ≥ ρ(A ∪B) + ρ(A ∩B) for ∀A,B ⊆ G.
A discrete polymatroid D with rank function ρ is defined as
D = {x ∈ Zg≥0|
∑
i∈A x(i) ≤ ρ(A),∀A ⊆ G}. D is said
to be representable over Fq if there exist vector subspaces
V1, V2, . . . , Vg of a vector space E over Fq such that for any
A ⊆ G, dim(∑i∈A Vi) = ρ(A).
We now state the conditions for N to be an (r, l) discrete
polymatroidal network. Recall that Xij is the messages gen-
erated by the source sij ∈ S. Say X = {Xij |1 ≤ i ≤ m, 1 ≤
j ≤ mn}. Let Y be the collection of all messages carried by
all the edges of the network. For any node v, let YIn(v) and
YOut(v) denote the set of messages carried the edges in In(v)
and Out(v) respectively.
The network N is an (r1, r2, . . . , rm2n; l)-discrete polyma-
troidal network with respect to the discrete polymatroid D if
there exists a map f : {X ∪ Y } → G which satisfies the
following conditions:
(1) f is one-to-one on the elements of X
(2) ρ(f(Xij)) = r(i−1)mn+j and ρ(f(Ye)) ≤ l for any
Xij ∈ X , Ye ∈ Y
(3)
∑
riig ∈ D where ig ∈ Zg≥0, ig(i) = 1 and ig(j) = 0
if j 6= i for 1 ≤ i ≤ m2n
(4) For any node v, ρ(f(YIn(v))) = ρ(f(YIn(v) ∪ YOut(v))).
The network N is an (r, l)-discrete polymatroidal network if it
is an (r1, r2, . . . , rm2n; l)-discrete polymatroidal network for
r1, r2, . . . , rm2n = r.
The following theorem is reproduced with slightly different
notations from [17].
Theorem 8. A network has an (r1, r2, . . . , rm2n; l) fractional
linear network code solution over Fq , if and only if it is an
(r1, r2, . . . , rm2n; l)-discrete polymatroidal with respect to a
discrete polymatroid D representable over Fq .
An (r, l) fractional linear network code solution is an
(r1, r2, . . . , rm2n; l) fractional linear network code solution for
r1, r2, . . . , rm2n = r.
Proof of Theorem 2: We now show that the network N has
a (d, dn) fractional linear network code solution if and only
if d is an integer multiple of m. We first prove the ‘only
if’ part by showing that the network N is a (d; dn)-discrete
polymatroidal network only if m divides d. We then prove the
‘if’ part by presenting an (m,mn) fractional linear network
code solution.
Let g = ρ ◦ f . Also let Zn = {0, 1, . . . , n − 1}. Define
the set Ui = {a + 1 + (i − 1)n |a ∈ Zn} and the set Cij =
{Xia|a ∈ Uj} for 1 ≤ i, j ≤ m.
Claim 1. For any XQi ⊆ {Xi1, Xi2, . . . , Xi(mn)},
g(Y11, XQ1) + g(Y22, XQ2) + · · ·+ g(Ymm, XQm)
= g(Y11, XQ1 , Y22, XQ2 , . . . , Ymm, XQm).
Proof: Since none of the vectors in XQi and Yii are
dependent on any vector in XQj and Yjj for i 6= j, 1 ≤ i, j ≤
m, we have H(Yii, XQi |Yjj , XQj ) = H(Yii, XQi). Hence,
H(Yii, XQi) +H(Yjj , XQj ) = H(Yii, XQi , Yjj , XQj ). Simi-
larly the following equation must also be true:
H(Y11, XQ1) +H(Y22, XQ2) + · · ·+H(Ymm, XQm)
= H(Y11, XQ1 , Y22, XQ2 , . . . , Ymm, XQm) (1)
Since g( ) is a rank function of a discrete polymatroid, the
equation (1) remains valid if H( ) is replaced by g( ) [12].
Claim 2. Let XPi⊂ {Xi1, Xi2, . . . , Xi(mn)}, and |XPi | = n
for 1 ≤ i ≤ m. The following set of inequalities hold.
g(Y11, XP1) + g(Y22, XP2) + · · ·+ g(Ymm, XPm)
≤ (2m− 1)nd (2)
Proof: We show the proof for the case when XPi = Ci1
for 1 ≤ i ≤ m. The rest of the cases can also be proved
similarly.
g(Y11, XP1) + g(Y22, XP2) + · · ·+ g(Ymm, XPm)
= g(Y11, XP1 , Y22, XP2 , . . . , Ymm, XPm) (3)
≤ g(Y11, XP1 , Y22, XP2 , . . . , Ymm, XPm ,
Z(m+1,1), . . . , Z(2m−1,1))
= g(Y11 . . . , Ymm, Z(m+1,1), . . . , Z(2m−1,1)) (4)
≤ mdn+ (m− 1)dn
= (2m− 1)dn
Equation (3) comes from Claim 1. Equation (4) is true
because the terminal t1 computes all the source sym-
bols in the set {∪1≤i≤mCi1} from the vectors in the set
{Y11 . . . , Ymm, Z(m+1,1), . . . , Z(2m−1,1)}. Note that for all
configuration of XP1 , XP2 , . . . , XPm there is a terminal which
demands all the sources contained in these sets. So the rest of
the inequalities can be proved analogously.
Claim 3. For 1 ≤ i ≤ m the set {Xi1, Xi2, . . . , Xi(mn)}
is arbitrarily partitioned into m mutually disjoint sets each
containing n elements. Denote the jth set as XUij . The
following inequalities hold true.
For 1 ≤ i ≤ m,
g(Yii, XUi1) + g(Yii, XUi2) + · · ·+ g(Yii, XUim)
≥ (2m− 1)nd (5)
Proof: To prove this result we first show that g(Yii) =
g(Yij) = nd for 1 ≤ i ≤ m and (m+ 1) ≤ j ≤ (2m− 1).
m2nd
= g(X11, X12, . . . , X1(mq), . . . , Xm(mn))
≤ g(X11, X12, . . . , X1(mn), . . . , Xm(mn), Y11, . . . , Ymm,
Y1(m+1), . . . , Ym(2m−1))
= g(Y11, . . . , Ymm, Y1(m+1) , . . . , Ym(2m−1)) (6)
≤ g(Y11) + · · ·+ g(Ymm)+g(Y1(m+1)) + · · ·+ g(Ym(2m−1))
≤ mnd+m(m− 1)nd (7)
= m2nd
Equation (6) is true as there exists no source symbol
which is not demanded by any terminal. Equation (7)
comes from the fact that g(Yii) ≤ nd and g(Yij) ≤ nd
for 1 ≤ i ≤ m and (m+ 1) ≤ j ≤ (2m− 1). So
g(Y11) + · · ·+ g(Ymm) + g(Y1(m+1)) + · · ·+ g(Ym(2m−1)) =
m2nd. This implies g(Yii) = g(Yij) = nd.
We now prove equation (5) when XUij = Cij for 1 ≤ j ≤
m.
g(Yii, Ci1) + g(Yii, Ci2) + · · ·+ g(Yii, Cim)
≥ g(Yii, Ci1, Ci2, . . . , Cim) + (m− 1)Yii
= g(Ci1, Ci2, . . . , Cim) + (m− 1)Yii (8)
= mnd+ (m− 1)nd (9)
= (2m− 1)nd
The inequality in equation (8) is obtained by using the n-
way submodularity given in [18]. Equation (9) is true because
Yii can be computed from Ci1, Ci2, . . . , Cim. For all other
possible configurations of the sets XUi1 , XUi2 , . . . , XUim the
equations can be proved similarly.
Claim 4. If XR ⊂ {Xi1, Xi2, . . . , Xi(mn)} and |XR| = n,
then for 1 ≤ i ≤ m, g(Yii, XR) ≤ (2m−1)ndm .
Proof: We show the proof of g(Yii, XR) ≤ (2m−1)ndm
for XR = {Xm1, Xm2, . . . , Xmn}. For other possibilities of
XR the claim can be proved similarly. Consider the following
m inequalities from equation (2) obtained by taking XP1 ∈
{C11, C12, . . . , C1m}, and XPi = Ci1 for 2 ≤ i ≤ m.
g(Y11, C11)+g(Y22, C21)+ · · ·+g(Ymm, Cm1)≤(2m− 1)nd
g(Y11, C12)+g(Y22, C21)+ · · ·+g(Ymm, Cm1)≤(2m− 1)nd
: : : :
g(Y11, C1m)+g(Y22, C21)+· · ·+g(Ymm, Cm1)≤(2m− 1)nd
By summing up these m equations, we get:
g(Y11, C11) + g(Y11, C12) + · · ·+ g(Y11, C1m)+
m{g(Y22, C21) + g(Y33, C31) + · · ·+ g(Ymm, Cm1)}
≤ m(2m− 1)nd (10)
From Claim 3, we have g(Y11, C11) + g(Y11, C12) + · · · +
g(Y11, C1m) ≥ (2m−1)nd. Substituting this in equation (10),
we get:
m{g(Y22, C21) + g(Y33, C31) + · · ·+ g(Ymm, Cm1)}
≤ m(2m− 1)nd− (2m− 1)nd (11)
Similarly, considering the inequalities from equation (2) ob-
tained by taking XP1 ∈ {C11, C12, . . . , C1m}, XP2 = C22,
and XPi = Ci1 for 3 ≤ i ≤ m; and then summing the m
equations, we can get the following:
m{g(Y22, C22) + g(Y33, C31) + · · ·+ g(Ymm, Cm1)}
≤ m(2m− 1)nd− (2m− 1)nd (12)
In the same manner it can be seen that for 1 ≤ i ≤ m,
m{g(Y22, C2i) + g(Y33, C31) + · · ·+ g(Ymm, Cm1)}
≤ m(2m− 1)nd− (2m− 1)nd (13)
Note that in these m equations, there is no term involving
g(Y11, XP1) for any XP1 . Summing the m equations in
equation (13) we get:
m{g(Y22, C21) + g(Y22, C22) + · · ·+ g(Y22, C2m)}+
m2{g(Y33, C31) + · · ·+ g(Ymm, Cm1)}
≤ m2(2m− 1)nd−m(2m− 1)nd (14)
From equation (5), we have g(Y22, C21)+g(Y22, C22)+ · · ·+
g(Y22, C2m) ≥ (2m−1)nd. Substituting this in equation (14)
we get:
m2{g(Y33, C31) + · · ·+ g(Ymm, Cm1)}
≤ m2(2m− 1)nd− 2m(2m− 1)nd (15)
Note again that the last equation has no terms involving either
g(Y11, XP1) or g(Y22, XP2) for any XP1 and XP2 . In this way
after eliminating all terms involving g(Yii, XPi) for 1 ≤ i ≤
m− 1, we get the following equation:
mm−1g(Ymm, Cm1)
≤ mm−1(2m− 1)nd− (m− 1)mm−2(2m− 1)nd
⇒ g(Ymm, Cm1) ≤ (2m− 1)nd
m
Now noting that XR = {Xm1, Xm2, . . . , Xmn} = Cm1,
g(Ymm, XR) ≤ (2m− 1)nd
m
Claim 5. For 1 ≤ i ≤ m, if XVi ⊂ {Xi1, Xi2, . . . , Xi(mn)}
and |XVi | = y, then for 1 ≤ y ≤ n, g(Yii, XVi) ≤
(nm+ym−y)d
m .
Proof: From Claim (4) it can be seen that the result is true
for y = n. We show that if the result is true for an arbitrary
value of y = z (2 ≤ z ≤ n), it is also true for y = z − 1.
The proof for the case when XVi = {Xi1, Xi2, . . . , Xi(z−1)}
is given below assuming that for ∀y ≥ z, g(Yii, XVi) ≤
(nm+ym−y)d
m when |XVi | = y. For the rest of the possibilities
of XVi when |XVi | = z − 1, the proof is similar.
g(Yii, XVi , Xiz) + g(Yii, XVi , Xi(z+1)) + · · ·+
g(Yii, XVi , Xi(mn)) ≥ g(Yii, XVi , Xiz, Xi(z+1), . . . , Xi(mn))
+ (mn− z)g(Yii, XVi) (16)
or, (mn−z+1)(nm+zm−z)d
m
≥ mnd+(mn−z)g(Yii, XVi)
or, (mn−z) (nm+zm−z)d
m
+
(nm+zm−z)d
m
−mnd
≥ (mn−z)g(Yii, XVi)
or, (mn−z) (nm+zm−z−m+m−1+1)d
m
+
(nm+zm−z)d
m
−mnd ≥ (mn−z)g(Yii, XVi)
or, (mn−z) (nm+(z−1)m−(z−1)+m−1)d
m
− (m
2n−nm−zm+z)d
m
≥ (mn−z)g(Yii, XVi)
or, (mn−z) (nm+(z−1)m−(z−1))d
m
+ (mn−z) (m−1)d
m
− (mn(m−1)−z(m−1))d
m
≥ (mn−z)g(Yii, XVi)
or, (mn−z) (nm+(z−1)m−(z−1))d
m
≥ (mn−z)g(Yii, XVi)
or,
(nm+(z−1)m−(z−1))d
m
≥ g(Yii, XVi)
Equation (16) comes from the n-way submodularity formula
given in [18].
For y = 1 in Claim (5), we get: g(Yii, Xij) ≤ (nm+m−1)dm
for 1 ≤ i ≤ m, 1 ≤ j ≤ mq.
Now using the n-way submodularity again,
g(Yii, Xi1) + g(Yii, Xi2) + · · ·+ g(Yii, Xi(mn))
≥ g(Yii, Xi1, Xi2, . . . , Xi(mn)) + (mn− 1)g(Yii)
or, g(Yii, Xi1) + g(Yii, Xi2) + · · ·+ g(Yii, Xi(mn))
≥ mnd+ (mn− 1)nd = (nm+m− 1)nd (17)
Since there are mn terms in the right hand side of equa-
tion (17) and each term is less than or equal to (nm+m−1)dm ,
it must be that g(Yii, Xij) =
(nm+m−1)d
m . Now note that
gcd(nm + m − 1,m) = gcd(−1,m) = gcd(m − 1,m) =
gcd(m, 1) = 1. Since by definition, the rank function of a
discrete polymatroid g( ) is always an integer, m must divide
d for g(Yii, Xij) to be an integer.
We now show that the network N has an (m,mn) fractional
linear network code solution over any finite field by presenting
an (m,mn) routing solution. Note that an (m,mn) routing
solution is a special case of an (m,mn) fractional linear
network code solution. For any vector Xij , 1 ≤ i ≤ m,
1 ≤ j ≤ mn, the first component is carried by eii, and the
pth component for 2 ≤ p ≤ m is carried by ei(m−1+p). Now
the demands of all the terminals can be met by routing the
appropriate symbols from the node vi for 1 ≤ i ≤ 2m − 1.
For example, the demands of the terminal t1 gets fulfilled upon
receiving the appropriate n symbols of all vectors Yii and Yij
for 1 ≤ i ≤ m, m+ 1 ≤ j ≤ 2m− 1.
V. CONCLUSION
For non-multicast networks, it was shown that there exists
networks which has an (m,m) (m ≥ 2) vector linear network
code solution, but has no (w,w) vector linear network code
solution for w < m. In this paper, we have generalized this
result to show that for any positive integers k and n, there
exists a network which has no (wk,wn) fractional linear
network code solution for any w < m, but has an (mk,mn)
(m ≥ 2) fractional linear network code solution.
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