Abstract-Deviations between system current measurements and reality can cause severe problems in the power train of electric vehicles (EVs). Among others, these are inaccurate performance coordination and unnecessary power limitations during driving or charging. In this work, we propose a fleet-based framework to detect such deviations. Our main assumption is that the real value is the mean of all identically constructed EVs' measurements for the same input. Under this assumption, we train individual on-board models to predict the current of the electric machine (EM) and transmit the model parameters to a back-end. There, we compare individual deviations of the predicted current against the fleet in the same scenario. We use the results to classify three fault sources. As models we choose two different Machine Learning algorithms: State Models and Long Short-Term Memory Neural Networks (LSTMs). These are evaluated on an artificial fleet of 34 EVs derived from real drive data containing three different kinds of faults. Results show that our proposed approach correctly classifies major measurement faults. Additionally, both models offer similar classifications. LSTMs are more accurate, whereas state models are less computationally complex, and thus better suited for electronic control units (ECUs).
I. INTRODUCTION
According to Kirchhoff's current law, the sum of all currents in an electric system is equal to 0. Kirchhoff's theory might match the current measurements in high voltage (HV) systems of academic or prototype vehicles with expensive and extremely accurate sensors. However, considering measured signals of high volume EVs with off-the-shelf sensors, the sum of all currents can differ up to 20 % of the maximum current (see Fig. 1 ). More detailed, the root mean square error (RMSE) of the sum of currents RMSE(i sum ) = 0, 67% is as high as the average current of the DCDC converter µ i DCDC = 0, 67% (see the zoomed section of Fig. 1 ). Even its variance σ i sum = 1, 88%, which indicates the uncertainty of all measurements, is higher than the consumption of smaller components. It reaches approximately half of the consumption of the second largest consumer µ i heat = 3, 78 %.
The divergence between measurements and reality becomes problematic when the system is operating close to its boundaries. To increase safety and ensure long battery lifetimes, the amount of power charged to or discharged from the high voltage battery (HVB) needs to be restricted [1] . In addition, to guarantee a safe operation mode even under 1 Time
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Step Currents of all HV components in an EV on a test drive. The sum of all currents isum, which should be constantly 0 according to Kirchhoff's current law, is plotted in black. Zooming into the measurements shows that the deviation isum is higher than the current of the DCDC converter i DCDC .
Even its noise spectrum is approximately half as high as the consumption of the heating i heat , which is the second largest consumer in this drive.
worst measurement conditions, the maximum sensor inaccuracy is added as an offset to this restriction. However, this offset comes with drawbacks during discharging and charging. In the former case, the system might not release requested power, although the HVB could provide it in reality. In the charging case, especially during recuperation, the HVB might not allow the full power level, although it would be capable to handle it. This results in a restricted performance and cruising range of the EV. The aim of this work is to automatically detect the deviation between sensor measurements and real values. We use a fleet-based approach to identify deviant sensors and offer a basis for measurement correction. Besides enhancing a more accurate power distribution, this allows to reduce the battery protection offset and thus increase the performance and range of EVs.
The rest of this paper is structured as follows. Section II states related work and our contributions. In section III, we explain the theory behind our work before elaborating on the circumstances of our experiments in section IV. The results of these experiments are discussed in section V. Finally, we draw our conclusions in section VI.
II. STATE OF THE ART
For this work, we distinguish between two different kinds of faults: measurement and hardware faults. The first describes faulty measurement data caused by, e.g., corrupted sensors. The second means that the sensors correctly measure wrong behaving hardware, e.g., defect actuators. Furthermore, we distinguish between two groups of approaches for measurement correction with machine learning methods.
The first group are off-board approaches and the second one is composed of on-board approaches. Off-board approaches train a model outside of its measurement environment. The training is based on simulation or previously recorded data. The model is executed on-board and deviations from a pretrained behavior can be detected.
Malakar et al. [2] use an off-board approach with Neural Networks to increase the quality of their measurements. It detects input signals which lead to a bias in the measurement output. To drop the bias, Malakar et al. neglect these signals. However, even if a signal, or the model that created it is corrupted, it still might contain parts which carry valuable information [3] . Unfortunately, neglecting the whole signal also drops valid parts of the information. Therefore, we prefer a correction of the signal to its cancellation. Another difference between Malakar's approach and ours is that their measurement environment consists only of the sun and the air, which means that deviations in their data are always measurement faults and not hardware faults.
An example for the determination of hardware and measurement faults is shown by Zhao et al. [4] . They build a simulation model of an aero-engine. It contains sub-models for all components including actuators and sensors which are implemented based on physical principles. With the help of principle component analysis (PCA) and diagnosis models, Zhao et al. can detect deviations between expected and measured values. Due to the component-wise modeling, they can draw conclusions about the occurrence of sensor faults. Their modeling technique demands expert knowledge about the physical principles of the measurement environment. If physical modeling is not carried out accurately enough, a problem might occur which is called the reality gap in the fields of evolutionary robotics [5] . It describes the phenomena that models often perform well in simulations, but fail when they are confronted with the real world during execution [3] . The reasons for this failure are that training data samples are often only available in certain working conditions, whereas the environment of the system varies across a broad range during execution [6] .
In general, the reality gap must be considered when working with off-board approaches. Usually, training of machine learning methods is quite time-consuming [3] . The advantage of off-board approaches is that they separate the expensive training from a low-performance execution platform. This makes the use of higher computation and memory resources available for training and enables to apply a broad range of algorithms for analyzing the input data. Furthermore, the training does not need to take place in real-time. However, the drawback of these approaches is that situations might occur during execution which the training did not cover. These algorithms are not able to adapt to new circumstances and thus perform suboptimally [6] .
In the second group of on-board approaches, the models are directly trained on the execution platform and continuously updated.
Jo et al. [7] show a particle filter based correction of bias errors of GPS sensors on-board of an experimental vehicle.
As a series vehicle's standard hardware is not sufficient for their approach, they require additional sensors.
The sensor set of a series production engine is sufficient for the inspiring approach of Lu et al. [6] . They introduce a new on-board approach with an Extreme Learning Machine for sensor fault detection and apply it to the control system of an aero-engine. It is capable to distinguish between drift and bias faults and provides corresponding compensation data. Unfortunately, their approach is not able to distinguish between hardware and measurement faults.
These faults can be differentiated by Kobayashi and Simon [8] . Similar to Lu et al., their goal is to detect faults in an aero-engine as well. For that purpose, Kobayashi and Simon use a bank of Kalman Filters. Each sensor signal is monitored by a separate filter. An additional signal is designed to detect hardware faults. Based on a decision matrix, corrupted signals are isolated. However, especially for high dimensional problems, a separate filter for each signal results in a high number of filters and thus high computational costs.
On one hand, it is a general advantage that on-board approaches continuously update their model. Therefore, these algorithms can adapt to never before experienced situations. On the other hand, on-board learning suffers from three main disadvantages. First, especially in the automotive domain, cost effective design mostly prevents to add additional memory and performance to ECUs. This restricts the on-board learning capability and makes many algorithms infeasible. Second, the training is often required to be executed in real-time. Third, on-board approaches detect deviations only from otherwise working sensors. If the sensor returns biased measurements from the beginning, the data is mistakenly assumed to be correct.
Our contribution is the development of a fleet-based approach with an on-board trained measurement model and an off-board fault classifier. To the best of our knowledge, this paper is the first to propose such a hybrid measurement deviation detection approach for close-to-production EVs. Thus, we combine the ability to handle unseen situations with detecting ab initio corrupted sensors. We efficiently minimize data volume to be transferred over the air while being able to use the resources of a back-end. We evaluate our approach on real world data from the power train of a series EV without additional sensors. For building the onboard measurement model, we present and compare two approaches: State Models and LSTMs. Finally, the proposed classifier is capable to differentiate between hardware and two kinds of measurement faults.
III. CONCEPT
In this section, we explain the process of our measurement deviation detection approach first. Then, we present the theory used for model training before introducing our classifier.
To identify the deviation between measurements and reality for each vehicle, we propose a concept comprised of an on-board and off-board unit as plotted in Fig. 2 . The main challenge is to find the real value, the so-called ground truth. Due to the cost-effective design of high volume EVs, the ground truth cannot be retrieved on-board from redundant current sensor systems. An alternative way is to get the ground truth from other EVs. For a sufficiently high number of vehicles, the fleet's mean tends towards the true value apart from systematic errors. However, our goal is not to correct systematic errors of the whole fleet, but to minimize the individual deviation from the ground truth for each EV. Thus, we assume the ground truth to be the mean of a fleet containing as many EVs as possible of the same type.
A. Process
Our process for retrieving the ground truth and its deviation to the vehicle's measurements is visualized in Fig. 2 . In the following, we exemplify our approach with measurements of the current of the EM. Nevertheless, the same approach can be transferred to other HV components of EVs.
Transferring all measurements from the EVs to the backend is unfeasible. The amount of data would be too high for the available bandwidth. Therefore, we first collect data during driving. This can be optimized by taking account of the planned route (e.g., with information from the navigation system) and only store drives with an expected high variety of data (see IV-A). When we collected enough data, we build a simulation model on-board of the EV which returns its (biased) EM current measurements. Since the training algorithms require relatively high resources, we recommend to execute the training when the power train ECU is not busy and available for a long time period, e. g. during charging. After training, the measurement model as well as the onboard calculated deviation between the EM and the HVB (calculated as RMSE) are transferred to a back-end which collects all models of the considered fleet.
In the back-end, the ground truth and deviation determination take place. As stated above, we assume the ground truth to be the mean of all measurement models of the same fleet. Since it is not feasible to just calculate a mean over all collected models [9] , it is retrieved in the same scenario using a unity drive. The unity drive is an input dataset from a real drive. The corresponding output is obtained by executing each measurement model on the unity drive. The mean of all outputs of the whole fleet is then assumed to be the true, unbiased measurement.
Once we have the ground truth, we compute the RMSE against the current of the EM. We compare this RMSE with the one we calculated on-board before. Based on these RMSEs, our classifier returns the scale as well the type of the deviation (see III-C).
B. Algorithms
As previously discussed, we compare two classes of algorithms: State Models and LSTMs. The first one is chosen due to its capability of modeling dynamic systems with a small amount of parameters. These parameters can be learned efficiently, e.g. with the State Space Subspace System Identification (N4SID) algorithm. Efficiency is a crucial feature for Embedded and Real-Time Systems. As alternative approach, we choose LSTMs due to their accurate learning of patterns in time [10] . We explain both methods here.
1) State Models: A discrete-time signal can be approximated by the state space model defined as
where x(t) ∈ R nx , u(t) ∈ R nu , y(t) ∈ R ny represent the model's state, input and output at time step t, respectively. Matrices A, B, C, D carry information about the system's behavior. The objective, at training time, is to identify those matrices given an observed sequence of input u(t) and output y(t) data.
There are many existing methods to extract parameters θ = {A, B, C, D} from data, e.g., [9] , [11] , [12] . In practice, these algorithms can be computed using a standardized approach [13] .
In such approaches, matrices A and C can be extracted from the weighted transformation of the observability matrix
where S 1 represents first n x most relevant singular values of the observability matrixÔ and U 1 its singular vectors. The weighting matrix W 1 is defined according to [13] . After finding A and C, approximating B and D [9] can be done by solving the least square problem
Recursive solutions, which do not directly regress B and D, usually work best only with slowly changing signals [14] , [15] . This is not our case, as the required EM current can rapidly vary from the lowest to the highest signal point in a short period of time.
The problem of finding a recursive implementation of subspace models that works well on fast changing signals is a big disadvantage compared to LSTMs. However, especially for our problem, we argue that subspace models require less data and computational power. The learning step of Numerical Algorithms for N4SID, a special type of state models [16] , consists of data projection and decomposition [13] , which makes it a suitable method for our approach.
2) Long Short-Term Memory Neural Network (LSTM): Another promising approach to regression on high-frequent time series in the field of ML are LSTMs. This special type of recurrent neural network was proposed by Hochreiter and Schmidhuber [17] and further improved by Gers et al. [10] . By using the concept of gating, LSTMs have the ability to remember inputs for a long time. Approaches using LSTMs have already achieved state-of-the-art results in speech recognition [18] or human activity recognition [19] . Additionally, this network type has successfully been applied in a stacked architecture to similar ECU data to detect faults in a combustion engine [20] . For more detailed information about LSTMs, the reader is kindly referred to [17] and [10] .
The capabilities of LSTMs are used in our second model to directly map present and past vehicle motion information to the actual current required at the EM. For that, we build a network which is comprised of 2 LSTM layers with 7 neurons each and a dense output layer with 1 neuron. The first 2 layers extract relevant information from the features and the last neuron transforms these information to the actual current. As activation functions for the (output) hidden state and inner recurrent activation, tanh and hard sigmoid, and softmax, respectively, are selected.
The training is done in a supervised manner backpropagating gradients from the output layer to the first LSTM layer. The network parameters are optimized using stochastic gradient descent to minimize the mean squared error loss with Adam [21] . This optimizer provided the most stable results in our experiments. Since we do offline batch training in the vehicle, this procedure is executed after a predefined amount of new data is collected. Our LSTM model contains 1100 network parameters trained in 40 epochs using a batch size of 2048. The inputs are obtained using a sliding window approach (see IV-A) with a window length of 25 time steps and a step size of 5 time steps. A learning rate and decay factor of 20e −4 and 10e −5 , respectively, are applied. Weight initialization is conducted orthogonally for all layers. This setup is obtained through an optimization (see V-C) and leads to the best results for this application.
C. Classifier
Our classifier is built upon comparison rules. To identify sensor faults, we compare RMSE batt and RMSE mean . RMSE batt is calculated on-board between the current of the EM and the HVB. The off-board calculated RMSE mean denotes the deviation between the current of the individual EM and the mean current of the fleet. The final fault classification is done with the deviation chart shown in Fig. 3 .
The decisions in the chart are based on the following considerations. If the deviation between an individual vehicle and the fleet is high (RMSE mean high), the vehicle behaves differently than the others. The reason for this might be either a hardware or a measurement fault. However, by looking at RMSE mean alone, we are not able to distinguish between the two cases. On the other hand, if we only look at RMSE batt , This results in the following four cases. First, consistency between the EM measurements and the fleet but not the HVB data (case I in Fig. 3 ) indicates a current measurement fault of the HVB. Second, additional inconsistency with the fleet denotes an EM measurement fault (case II). Third, no or small deviations between the EM measurements and the HVB as well as the fleet describe the ideal case when the measurements and the hardware work correctly (case III). Finally, if the measurements of the EM and the HVB are consistent, but the fleet behaves differently, a hardware fault is highly probable (case IV).
The boundaries separating the cases can be obtained by two procedures, i.e., data perturbation or maximum distance. Both procedures start with a healthy vehicle. For data perturbation, the boundaries are set between one vehicle known as healthy and a first perturbed dataset which predicts a current considered as just about faulty. When using maximum distance, the boundaries are set at a predefined maximum mean deviation (distance) which is considered as border of being not healthy anymore. The current and maximum mean deviation are initially defined by domain experts.
IV. EXPERIMENTAL SETUP
In this section, we further explain the data we use in this work as well as the setup and environment of our experiments for evaluating State Models and LSTMs.
A. Data
For training our models, we use real data recorded during representative drives on public roads. In the context of this paper, we use 1 real EV and generate an artificial fleet of 33 faulty EVs based on the real data set. As we expect the classification to become better with data from more EVs, the ideal data set would consist of all identically constructed EVs. Per vehicle, the training data allocates 87 MB of memory and corresponds to 2 h 41 min of driving. Lossless reduction of this data is still up to research. The output data is one signal and is learned by the models namely the current consumption of the EM, as we want to simulate this signal. In our experiments, we use data according to physical principles as input to the models. These are the vehicle's velocity, acceleration, the selected gear, requested power, and the number of rotations of the EM. Further improvement is achieved by adding the temperature and the altitude of the vehicle's environment.
For the evaluation of the classification, we create an artificial fleet containing 1 healthy EV, 11 EVs with a measurement fault, 11 EVs with a hardware fault and 11 EVs with an HVB measurement fault. Following [6] , the faults consist of drifts, offsets and additionally pulses, where we multiply or add a value or add random noise, respectively. We choose the values such that the healthy EV's measurements match their mean. The values of the perturbations are printed in Table I .
The input vectors for both models are obtained using a sliding window approach. A window of a fixed size is sliding over the input data with a predefined step size. Since we want to predict the current at every time step, a sliding window with a length of w and step size s results in an overlap of w−s time steps. Additionally, the inputs of the LSTM model are scaled to an interval of [−1, 1] for training and rescaled to the original scale for evaluation.
B. Experiments
We perform three experiments for the state model and LSTM approach. First, each learned model predicts the current of the EM on the mean unity drive per perturbation type. The results are passed to the classifier to identify the source of the measurement deviation (see V-A). Second, we measure the final performance of each approach against the ground truth (current of the EM) as an overall performance and per perturbation type. This experiment is done using the unseen test set and gives us insights on the prediction error (see V-B). Third, we conduct hyperparameter tuning to get the optimal measurement models for this work. The optimization is done using the validation dataset and is discussed in Sec. V-C.
C. Environment
The LSTM model is implemented in Tensorflow 1 using Keras 2 , a high-level application programming interface to generate and train neural networks. The state model is implemented using the linear algebra functions from SciPy 3 . Training, validation and testing are executed on an HP TM Z-840 with two Intel R Xeon R E5-2640 v4 2.4Ghz CPUs and 96GB DDR4 RAM. All models are implemented in Python 3.6 with Microsoft Windows 10 as operating system.
V. RESULTS AND EVALUATION
In this section, we present the results of our experiments and discuss both algorithms regarding the classification, model performance and the required hyperparameters. 
A. Classifier results
We train both LSTMs and State Models on the artificial fleet of 34 EVs. The resulting classifications in Fig. 4 and Fig. 5 show similar outcomes for both of our approaches. Group I and II do not contain any false positives with one exception for N4SID. Both models misclassify EVs with very small fault values (e.g., offset faults of ± 0.3 A) as healthy. With increasing perturbation values, measurement and hardware faults drift apart. We observe that HVB measurement faults move away from the healthy section on an approximately vertical line with increasing perturbation values. This is due to the fact that these models learn the same EM current data. In contrast to that, all other models are trained on varying (perturbed) EM current. Hence, the deviation against the mean fleet and HVB current varies on a higher extent.
B. Model performance
Training the LSTM in our setup includes sources of randomness, i.e., weight initialization and data shuffling. Therefore, we train and test the LSTM model multiple times and calculate statistics of the RMSE (mean, standard deviation, maximum, minimum) to gain more insights about a realistic RMSE result over several experiments. In opposite to that, as described in section III-B.1, our N4SID implementation consists of data decomposition and solving a least squares problem. Therefore, no randomness is inserted and the model is trained and tested once.
1) LSTM:
The performance evaluation for LSTM is carried out for 240 runs in total and thus 20 runs per perturbation type. Each run includes training and testing where the mean training time amounts to 359.11 s ± 5.09 s. The RMSE and related statistics are calculated as performance measures on all datasets and per perturbation type.
As a result, the LSTM model achieves an RMSE of 5.15 ± 0.61 over all runs and perturbation types with a minimum of 3.86 ± 0.16 at a sensor drift of 0.75. The maximum deviation of prediction and ground truth results in a RMSE of 6.41 ± 0.24 at a sensor drift of 1.25. On the original dataset, the LSTM is capable of predicting the current with a mean RMSE of 5.10±0.20 and a minimum of 4.80. Based on the results in Table I , we observe that higher drifts and a pulse lead to a higher error while more extreme offset values have less impact. Additionally, a comparison of the predictions and the ground truth show that deviations in sections of negative current are twice as high as in sections of positive current, e.g., on the non-perturbed dataset, we achieve RMSEs of 8.47 and 3.97, respectively.
The first aspect is due to the error types chosen in this work. A sensor drift amplifies an erroneous prediction on the original data and a pulse adds random noise which cannot be predicted based on the input data. An offset influences the starting point of the curve but not the shape of the waveform itself, which is less difficult to learn. The second aspect is due to the availability of features to the model. Right now, we only consider the requested power at the electrical engine. This signal is always equal to or larger than 0 since recuperated energy, e.g., during breaking, is not taken into account. Thus, the model is provided with less detailed information about upcoming negative power at the engine. This effect is further increased when applying a sensor drift to the data, which acts as an amplifier. An improvement might be achieved if further signals about the negative regions are included, such as recuperation level or, to some extent, the brake pedal position.
2) State Models: As discussed in section III-B.1, the difficulty in designing a recursive version of N4SID, which works on fast changing signals, leads us to use an offline implementation [13] .
The first challenge is to simulate cars with multiple gears. Different gears imply different signal behavior and gear shifts insert perturbations to the signals. Both are hard to model using a single subspace model. To tackle this problem, we use one subspace model per gear. This results in a accumulated training time of 221.95 s for N4SID.
Following this approach, subspace models achieve an RMSE of 9.29 over all runs and datasets with a minimum of 6.84 at sensor drift of 0.75. The most misled prediction results in an RMSE of 11.91 and is generated by sensor drift of 1.25. The RMSE of the original dataset reaches an RMSE of 9.14 and is below the overall error.
When comparing these results with the LSTM, subspace Relationship between RMSE and checkpoint distance for all perturbation types. The overall, minimum, and maximum RMSEs increase with an increasing checkpoint distance. models lack simulation capability. To improve the model, we insert auxiliary points during training and test time (see Sec. V-C.2 for further details). This reduces the overall RMSE to 5.90, the minimum to 5.11, and the maximum RMSE to 7.24. These values are shown in table I by N4SID(AP).
Two signal properties found during the LSTM experiment can be observed in the subspace experiments as well. First, higher drifts and pulse lead to higher prediction errors. Second, predictions in positive areas of current are more accurate than in negative regions.
In summary, LSTMs are more accurate than State Models in the setup of this work and achieve an RMSE of 5.15±0.61 compared to 5.90. However, lower requirements on memory and computation performance for training let State Models be better suited for an on-board application.
C. Hyperparameter 1) LSTM: Three hyperparameter sets are evaluated in order to gain insights on the most suitable architecture for the setup in this work: Sliding window length and step size, number of layers, and number of neurons per layer. We vary the sliding window length and step size in the value range of {5, 10, 15, 18, 20, 22, 25, 30, 35, 40, 45, 50} and {1, 2, 3, 4, 5} time steps, respectively, to determine the optimum of information provided to the model. The number of layers are varied in {1, 2, 3} with a range of {1, 2, 3, 4, 5, 6, 7} neurons per layer. This parameter set is evaluated to determine the optimal complexity of a function which maps the input signals to the actual current at the EM. The learning and decay rate are set to 20 −4 and 10 −5 so that the loss converges after approximately 40 epochs (determined by a grid search in {10 −5 , 10 −4 , 20 −4 , 10 −3 } and {0, 10 −5 , 10 −4 , 10 −3 }). Through an early removal of low performance configurations, we reduce the possible combinations so that approximately 800 model configurations in total are trained and tested.
2) State Models: Two hyperparameter sets are optimized for better performance of state models: zero-padding between gears and distance of auxiliary values. The first describes the number of added zeros in between the gear shifts. This is required since a gear shift causes perturbation of data (e.g. peaks, noise). To avoid negative effects on model training, zeros are added to reduce the impact of perturbation.
The second hyperparameter refers to the insertion of checkpoints for training and validation. We observe in our experiments, that whenever there is a fast change in the current signal, subspace models usually fail to detect it. To overcome this problem, we use past ground truth data as checkpoints and enforce the correctness of the model. This has shown to be a useful trick to boost the method performance. As shown in Fig. 6 , increasing the distance of auxiliary points increases the model error. To preserve memory and processing resources, we choose to insert the checkpoints every 10 time steps, representing a maximum increase of 10 % of storage.
In total, 192 experiments are conducted. We use value ranges of {0, 5, 10, 20, 25, 50, 100, 150} and {0, 5, 10, 20, 25, 35, 45, 50, 60, 75, 90, 100} for the amount of zero-padding and the distance of checkpoints, respectively. Each combination is executed for multiple and single gear approaches. The best balance between data storage and performance is acquired with zero-padding of 100 and inserting checkpoints every 10th time step. We use N4SID as subspace model implementation [13] .
VI. CONCLUSION
This paper presents a fleet-based classification framework to distinguish between hardware and measurement faults in EV power trains. We combine on-board training and offboard classification to identify individual EV faults through a comparison with the mean behavior of the fleet. Two different algorithms, LSTMs and State Models, are proposed to offer a more accurate and more resource effective solution, respectively. We choose a data efficient approach by transferring the on-board models only instead of extensive vehicle data. The application on an artificial fleet derived from real world data shows that our classifier is capable to distinguish between major hardware, EM and HVB measurement faults. This serves as basis for measurement corrections to increase the performance as well as the efficiency of EV power trains.
