By Theorem 1, we have that MAR holds only if for all 1 < j < J, the conditional distributions p s (y j |y j−1 ) are identical for s ≥ j. Thus, under MAR p k (y j |y j−1 ) = p ≥j (y j |y j−1 ) = p s (y j |y j−1 ) for all j ≥ 2, k < j and s ≥ j. This implies that for all j ≥ 2 p(y j |y j−1 ) = J s=1 p s (y j |y j−1 )p(S = s) = p s (y j |y j−1 ) for all s.
Therefore, p(S = s|Y ) = p(S = s|y s ) = p s (y s ) p(y s ) p(S = s) = p s (y s |y s−1 ) . . . p s (y 2 |y 1 )p s (y 1 ) p(y s |y s−1 ) . . . p(y 2 |y 1 )p(y 1 ) p(S = s) = p s (y 1 ) p(y 1 ) p(S = s) = p(S = s|y 1 ).
Corollary 2
Proof: First, MCAR implies MAR. Second, in the proof of Corollary 1, we showed that MAR holds if p(S = s|Y ) = p s (y 1 ) p(y 1 ) p(S = s).
Thus under the assumption that p s (y 1 ) = p(y 1 ), MAR implies that p(S = s|Y ) = p(S = s), i.e. MCAR.
Corollary 3
Proof By Theorem 1, the MAR constraints imply p j (y j |y j−1 ) = p J (y j |y j−1 ) = p ≥j (y j |y j−1 ).
Therefore for all k < j, the MAR constraints
are identical to CCMV restrictions
and to NCMV restrictions p k (y j |y j−1 ) = p j (y j |y j−1 ).
Corollary 4
Proof: Theorem 1 shows that identification via MAR constraints exists if and only if conditional distributions p s (y j |y j−1 ) are identical for s ≥ j and j ≥ 2. That is, for observed data, we have
2 Web Appendix B
Missing Data Mechanism under MNAR and Multivariate Normality (Section 3)
To see the impact of the ∆ parameters on the missing data mechanism (MDM), we introduce notation ∆ (j)
l Y l and then for k < j we have
The conditional probability (hazard) of observing the first s observations given at least s observations is derived as follows:
In general the MDM depends on Y J , i.e. MNAR.
Web Appendix C
Mean and Variance of Y j |Y j−1 , S = s (Section 5)
The mean and variance of [Y j |Y j−1 , S = s] under MNAR assumption are derived as follows:
Web Appendix D
Full-data Model for the Growth Hormone Example (Section 6) We specify a pattern mixture model with sensitivity parameters for the two treatment arms. For compactness, we suppress subscript treatment indicator z from all the parameters in the following models.
with the multinomial parameter φ = (φ 1 , φ 2 , φ 3 ), φ s = P (S = s) for s ∈ {1, 2, 3}, and 
For MVN model, we specify
3|3 − . For OMVN model, we specify
Missing Response Data Y mis given Y obs , S For MVN model, we specify
For OMVN model, we specify
3,0 + β
3|3 − .
Web Appendix E

Simulation for Multivariate t and Multivariate Skewed Normal (Section 7)
For multivariate t (MVT) case, we chose df = 3. For multivariate skewed normal (MSKN), we let ω = 3 to make the distribution right-skewed with marginal mean denoted as µ = {µ 1 , µ 2 , µ 3 }. The parameters µ, µ and Σ, estimated from the observed EG arm data and adjusted to reflect general setting, are reported in Table 1 .
The missing data mechanism model for both the MVT and MSKN cases is constructed as follows:
To generate data according to MAR restraint, we let ψ 1,1 = ψ 2,1 = −0.1 and δ 1 = δ 2 = 0. To generate data according to MNAR restraint, we let ψ 1,1 = ψ 2,1 = 0, δ 1 = −0.09, and δ 2 = −0.1. For both MAR and MNAR, we let ψ 1,0 = ψ 2,0 = 5.5. The MDM parameters are chosen to have P (S = 1) and P (S = 2) to be roughly 0.2 (dropout rate of 40%).
To 
For the missing data, the conditional distributions are specified as Thus,
We can further show that
which is independent of s. Therefore,
Similarly, we may derive that
The constraints (4) thus imply i.e. the MDM only depends on Y 1 and X. Otherwise, the missingness is MNAR.
