Abstract-Future time-division-duplex (TDD) systems operating over small wireless networks will utilize intelligent base station (BS)-coordinated dynamic channel-allocation algorithms in order to support high-bandwidth asymmetric traffic in adjacent cells. In this paper, we use extensive measurements of wireless Internet traffic from a large 802.11b network to create two random traffic models. One model, called "binomial," is memoryless and the other, called "dynamic," is based on an event-driven Markov state model with bidirectional flows and deterministic residence times. We then develop a two-BS two-zone wireless TDD interference model that describes the spatial features of interference between cochannel mobile stations (MSs) in adjacent BSs. This is a simplified precursor to more sophisticated models for multiple BSs and/or multisector BSs. We present a set of candidate TDD channel-allocation algorithms, which vary in their level of time-slot coordination and intelligent allocation between BSs. Lastly, we combine the three components (i.e., traffic models, interference models, and channel-allocation algorithms) to demonstrate the capacity for evaluating dynamic channel-allocation algorithms in realistic interference and Internet traffic scenarios. The results show that, for active MSs, the dynamic traffic model has a higher number of packet requests per time frame than the binomial traffic model, given the same mobile activity factor. Additionally, fixed channel-allocation algorithms generally perform much worse than pseudorandom and intelligent BS-coordinated algorithms, especially for asymmetric BSs. The pseudorandom algorithm performs well at low traffic, but suffers from severe interference blocking at high traffic. The intelligent BS-coordinated algorithm performs best, as it avoids MS-to-MS interference blocking from nearby users in adjacent cells and maximizes the overall throughput by attempting to allocate up-and downlink packet requests in corresponding time slots matched to the incoming uplink-downlink traffic demand for each time frame.
telligent e-mail communicators, integrated web-camera servers, multimedia and game players, etc. Thus, the overall traffic characteristics for a wireless Internet network such as a 'WiFi' (i.e., IEEE 802.11b) system [1] can include a wide range of dynamic traffic properties (e.g., asymmetric up-and downlink message size, packet size, desired data rate and message latency, message-flow probability, etc.) that are dependent on the type of Internet service or application from each of the users on the network [2] , [3] and the wireless terminal's capabilities. Additionally, the observed wireless Internet traffic message-arrival characteristics are quite different from the traditional Poissonbased call-arrival model, which has been widely used to characterize the voice traffic capacity for mobile cellular systems [4] , [5] . These differences in traffic characteristics for the wireless Internet have a major impact on the packet capacity of an individual base station (BS) and the wireless network as a whole. Previously, in [6] , the performance for multiple wireless web-browsing Internet users was optimized using polling resource-assignment algorithms with the aim to maximize the number of satisfied mobile stations (MSs) at a single BS, rather than any physical layer (e.g., radio-signal interference) considerations. This research investigates optimizing the overall wireless network throughput performance across multiple BSs simultaneously, with the goal of maximizing time-slot assignment while minimizing cochannel interference blocking.
Recently, wireless time-division-duplex (TDD) operating modes have been developed for third-generation networks, such as UTRA [7] [8] [9] and broad-band radio-access networks, such as HiperLAN2 [10] . TDD networks have a distinct advantage over frequency-division-duplex (FDD) networks for supporting these wireless Internet services, in that almost the entire transmission link (i.e., timeslots) can be dedicated to uplink (i.e., MS transmit) or downlink (i.e., MS receive) traffic. Also, the link capacity can be dynamically assigned on a per time frame basis to a single or plurality of users [11] . However, TDD networks suffer from a big disadvantage in that when multiple BSs are operating in close proximity to one another (as in a campus environment), significant levels of BS-BS and MS-MS (i.e., same-entity) interference can occur [12] , in addition to the BS-MS and MS-BS (i.e., other-entity) interference that is normally experienced in multicellular FDD networks [13] . This same-entity interference is maximized when the uplink-downlink traffic ratios are asymmetric and the time slots are not coordinated between adjacent BSs.
Dynamic channel-allocation (DCA) schemes have been recently developed for FDD systems to mitigate inter-and intracell MS-BS interference by assigning users to predetermined 0018-9545/04$20.00 © 2004 IEEE physical channels, usually based on idle channel-signal level, some algorithms that consider factors such as mobility, user distribution, effect of handoffs, transmission delay [14] [15] [16] [17] [18] , and, more recently, antenna arrays [19] . Similarly, packet-scheduling and transmission strategies for TDD systems have been proposed to reduce the transmission delay [20] , maximize capacity [21] , [22] , and minimize overall interference [23] .
This paper analyzes key conceptual issues and relationships between the instantaneous time-slot assignment and MS-MS interference-blocking performance (i.e., packet loss due to radio-signal interference) of various dynamic channel-allocation rules, traffic models, and spatial user distributions in two-BS wireless TDD networks. This analysis can then be expanded to encompass both multisector BSs and multi-BS networks.
Measured wireless Internet traffic from the University of California at San Diego (UCSD) campus-wide 802.11b wireless network is used to characterize the parameters for two random traffic models, known as "binomial" and "dynamic." In the binomial traffic model, which is stationary and memoryless, the users are characterized by their location, activity factor, and uplinkdownlink packet-transmission ratio. In the dynamic model, an event-driven Markov process is developed to generate traffic streams for each user, where each active state is characterized by a bidirectional client-server message-flow sequence with predetermined message sizes. Independent Markov processes are then scaled up in parallel to create the overall instantaneous up-and downlink pseudo-Internet traffic for the desired number of users.
The wireless traffic streams from the binomial and dynamic models are then fed into two adjacent BSs using either "fixed," "pseudorandom," or "intelligent-coordinated" channelallocation algorithms, which vary in their level of inter-BS coordination and corresponding performance. The fixed algorithm allocates time slots between BSs so as to avoid any MS cochannel interference, but does not optimize time-slot utilization. The pseudorandom algorithm ensures maximum time-slot allocation, but does not attempt to mitigate the MS-MS cochannel interference. The intelligent-coordinated algorithm optimizes both the time-slot allocation, as well as avoiding MS-MS cochannel interference.
The performance of the fixed and pseudorandom channel-assignment algorithms was then studied analytically for the binomial traffic model, but the treatment of the "intelligent BS-coordinated" channel-allocation algorithm with the dynamic traffic model was determined to be an NP-hard (i.e., nondeterministic in polynomial time) problem [24] and so was not attempted.
The rest of this paper is organized as follows. In Section II, the wireless Internet traffic measurements are described. In Section III, a two-BS MS location and cochannel interference model is described. In Section IV, stationary binomial and Markovbased dynamic traffic models for wireless Internet traffic are developed. In Section V, various channel-allocation algorithms (i.e., orthogonal, symmetric, pseudorandom, and intelligent) are explained and in Section VI the performance of orthogonal, symmetrical, and pseudorandom allocation algorithms are derived for stationary binomial traffic. In Section VII, the performance of the channel-allocation algorithms is simulated and discussed for both binomial and the equivalent dynamic traffic models. Lastly, Section VIII concludes this paper.
II. WIRELESS INTERNET TRAFFIC MEASUREMENTS

A. Wireless Internet Traffic Source
During 28 days in May 2002, aggregated Internet flow message logs were collected from the main Internet router for the entire campus-wide 802.11b network at UCSD, which at the time consisted of around 100 network access points, 3000 registered wireless Internet protocol (IP) addresses, and approximately 500 active users. (For more information on the current status of UCSD's Next Generation Network, see www.ngn.ucsd.edu.)
The dynamic characteristics of the UCSD 802.11b Internet traffic used in this paper were felt to be applicable to the analysis of DCA algorithms for the UMTS TDD mode for the following reasons. a) Wireless Data Rate: 802.11b supports wireless data rates that are similar to the UMTS-TDD mode (11 Mb/s versus 2 Mb/s peak), so the same types of services and applications could be supported, e.g., web browsing, e-mail, file transfer, instant messaging, media streaming, etc. b) Network Configuration: The UCSD 802.11b network consists of a large number of wireless access points in a campus environment, for both in-building and outside pico-cell-type pedestrian coverage. The UMTS-TDD mode is envisaged to support similar environments. The aggregated Internet flow logs were collected in files, each representing 30 min intervals of flows. Overall, log data for approximately 377 GB of Internet message traffic from just over 16 million flows was collected, where a "flow" is defined as a self-contained independent entity of data carrying sufficient information to be routed from the source to the destination computer without reliance on earlier exchanges between this source and destination computer and the transporting network.
B. Flow Log Information
The Internet router traffic logs provided detailed information for each of the aggregated Internet flows. The information in the flow logs included the following.
1) Source and Destination IP Address: UCSD wireless network is allocated a range of discrete IP addresses (e.g., 128.54.xxx.xxx), which may be used to identify whether the flow originates (uplink) and/or terminates (downlink) in the UCSD wireless network. 2) Source and Destination Port Address: There are 65 535
Internet port numbers available, which are used to indicate the server application being accessed and the respective flow packet format. For most client-server applications, the source port for the client is chosen at random from a range of reserved ports and the destination and source ports for the server is dependent on the specific Internet application (e.g., port , port , Telnet port , Proxy Server , port , etc.). This source and destination port information, along with the corresponding IP address and flow log-order information, can in many cases be used to tell whether the flow originated on a wireless client (e.g., a wireless web browser) or terminated in a wireless server (e.g., a website hosted on a wireless device). Exceptions to this include some peer-to-peer applications (e.g., Kazaa, etc.), where both source and destination can use the same port number. reporting and transmission-link diagnostics protocol that does not include any source or destination port information. One of the more common uses of UDP is send a "ping" (echo request) to an IP address and wait for the response, indicating the flowrouting and roundtrip propagation delay through the network.
6)
Interval: Period in seconds between the arrival of the first and last packets in the aggregated flow, as measured at the router. Clearly, for a given packet-transmission route between the source IP address and the router, the fewer the number of packets in a flow and the smaller their size, the shorter is the interval.
C. Traffic-Measurement Limitations and Assumptions
Although the aggregate flow logs indicate the overall message size, they do not capture the exact message dynamics of the Internet link. For instance, as mentioned above, some Internet applications using UDP (such as some media-streaming applications) employ their own external flow control, long-message segmentation, packet-error correction, packet sequencing, and data-buffering mechanisms within their program code (i.e., independently of the IP layer) to avoid the packet delays inherent in TCP. Note that this application-based external flow-control mechanism creates multiple bidirectional flows per overall Internet flow. Similarly, the aggregated flow logs collected in this trace do not include any information about the size or number of packet-acknowledgment messages or the number of retransmitted packets contained within the flow. So, although some TCP and UDP applications may have similar overall message sizes, the aggregated flow logs do not accurately reflect their dynamic up-and downlink packet characteristics. Nevertheless, this is the appropriate level of aggregation to formulate and test DCA algorithms. Thus, due to this ambiguity and in order to simplify the analysis, it was decided to ignore the IP (i.e., TCP/UDP/ICMP) field information and the associated packet-flow-control mechanisms and dynamics and instead assume that all the flows were single contiguous packets. Also, it was assumed that individual message flows always originated in clients (e.g., web browsers, POP mail clients, etc.) and were immediately followed by message-flow responses in the opposite direction (i.e., originating in the corresponding server and terminating in the client). For peer-to-peer flows, the up-and downlink flows were assumed to be combined into corresponding pairs of flows, which may not exactly model the correct peer-to-peer flow sequence, but does not affect the overall traffic uplink-downlink byte ratio for the dynamic traffic model. Lastly, rather than creating a probability mass function (PMF) of the flow size for each Internet application type (i.e., port number) for the dynamic model, the message size was averaged over the measurements for each application.
D. Traffic-Analysis Method
The approximately 16 million flow logs from the router were processed in the following manner. ( , ) . These logs represent the same 802.11b message flow being received by the router from a wireless source, which is then transmitted back to the wireless network. By totaling the number and sizes of the flow message logs over all collected files, it was possible to determine the ratio of uplink-to-downlink traffic flows and bytes. 2) Collate Logs by Port: For each of the classes of files mentioned above, the logs were sorted by the source and destination port to determine the originating and terminating message logs for both wireless clients and wireless servers for each application, as per Section II-B.2) above. From this information, the total number of flows per application for wireless clients and servers and their respective average flow size was determined.
E. Traffic-Measurement Results Summary
The flow log measurements from the UCSD 802.11b wireless network are used to derive the parameters for the binomial and dynamic traffic models in order to evaluate the performance of some fixed and dynamic channel-assignment algorithms. The traffic measurements should not be regarded as anything other than a 28-day snapshot of the traffic on the wireless network, which is used to validate the dynamic channel-allocation evaluation framework. Future flow log measurements will certinly show different results as new services and applications become more prevalent (e.g., online gaming) and older services are phased out, (e.g., Napster). Our aim here is to develop a method. It is apparent how it might be amended to accommodate new traffic behavior. Table I shows the total flows and traffic (in bytes) for the upand downlink flow logs. Even though the percentage of transmit (Tx) and receive (Rx) flows is reasonably even (47% total uplink versus 43% total downlink), the total uplink traffic bytes are approximately one-third of the total downlink bytes (24% total uplink versus 76% total downlink). Note that the total uplink Rx bytes percentage (i.e., 76%) is used later, in Section IV, as the basis for the parameter in the traffic models. As will be shown below, the imbalance in uplink-downlink traffic bytes is mainly due to the large percentage of the wireless Internet users who are downloading large files from nonwireless web hosts and peer-to-peer servers.
Table II below shows the largest up-and downlink applications that have greater than 1% of the total traffic bytes. The traffic was sorted by source and destination IP address and port number to determine the flow direction and application. These applications represent 66% of the total flows and 76% of the total bytes.
From Table II it can be seen that, in this measurement, the peer-to-peer file transfer applications (i.e., Kazaa, Gnutella, and Napster) represented approximately 40% of the bytes and 20% of the flows, whereas HTTP web browser access represented approximately 23% of the bytes and 40% of the total flows. This Approximately 76% of the total traffic bytes were associated with applications that each had greater than 1% of the total traffic bytes. Note that these flow logs were collected in May 2002 and that Napster no longer operates as a file-sharing service.
would suggest that the flows associated with the peer-to-peer file transfers (e.g., music, movies, etc.) were much larger than those associated with the wireless web access.
By sorting and collating individual flows by source and destination IP address and port number, the flows were then separated into up-and downlink flows for wireless clients and servers. The respective client "request" and server "response" message sizes for the up-and downlink were then averaged and the flow percentages were normalized, as shown in Table III .
From the above averaged flow sizes and normalized flow percentages in Table III , it can immediately be seen that approximately 80% of the normalized flows are associated with wireless connected clients versus 20% associated with wireless servers. Also, the uplink flows from HTTP wireless clients (e.g., web page requests) are generally very small average bytes and that the corresponding downlink flows (e.g., web page responses) are much larger average bytes . The largest application of wireless "servers" was for peer-to-peer file transfer (e.g., Kazaa, Gnutella, etc.) with a total of about 16% of the flows. The other main source of wireless server flows was HTTP servers, i.e., users hosting web sites on wireless connected devices, such as laptops, etc. It was also expected that instant messaging (e.g., AOL-IM/ICQ) from wireless clients would have small average up-and downlink message sizes (348 and 3835 bytes, respectively), but it was not expected that wireless servers running AOL-IM/ICQ would have such large average up-and downlink message sizes (8.35 and 3.9 M bytes, respectively). We assume but did not confirm that this large message size resulted from a small number of users attaching large files to their messages. However, the flow percentage for AOL-IM/ICQ servers was so small as to be insignificant (0.003%), so this large message size was not investigated.
Given the above flow log measurements, equivalent binomial and dynamic traffic models can be created as follows.
III. TWO-BS INTERFERENCE MODEL
A two-BS two-zone TDD interference model was created to model the effects of interference in small wireless TDD networks, (such as in a campus-wide 802.11b system). The model describes the spatial features of interference between cochannel MSs in two adjacent BSs and was designed to isolate the factors underlying the time-slot assignment and interference-blocking probabilities. The model allows for a mathematical analysis of the performance of the channel-allocation algorithms with binomial traffic. This is a simplified precursor to more sophisticated models for multiple BSs and/or multisectored BSs.
Each BS consists of two regions known as "near" and "far," although more regions could have been assigned as appropriate to the interference model. The number of MSs in each region of a BS was defined as and . Up to one active MS in the near and/or far regions can be assigned by the BS to a time slot. Individual BSs ensure that any active MSs in the near or far region assigned to a time slot do not conflict with another MS in the corresponding region at that BS (i.e., either two transmit or two receive packets can be assigned to a time slot, but never a transmit and receive packet in the same time slot). MSs assigned to time slots in the near region transmit their packets at a low power level and MSs assigned to time slots in the far region transmit their packets at a high power level, as shown in Fig. 1 . Once assigned to a time slot, MS Tx packet requests are always successfully transmitted to their respective BSs, but MS Rx packets are only successfully received if they are not interference blocked by MS Tx packets assigned to the "far" (i.e., high-power) region of the adjacent (asymmetric) BS, as shown in Fig. 2 .
Given the above assumptions for MS region assignment and the associated MS power levels and the simple rules for BS Rx interference blocking, the binomial and dynamic traffic models for each MS can now be defined. 
IV. BINOMIAL AND DYNAMIC TRAFFIC MODELS
The binomial and dynamic traffic models determine the number of Tx and Rx packet requests generated in a TDD time frame for each BS, based on the number of MS in the near and far BS regions, the number of time slots in a time frame, the MS activity factor, and the ratio of uplink (MS Tx) to downlink (MS Rx) packets, as determined from the wireless Internet traffic measurements described in Section II.
Whereas the purpose of the dynamic traffic model is to generate Internet traffic to simulate the performance of the wireless TDD network with various DCA algorithms, the purpose of the binomial traffic model is to analytically validate the DCA simulation model itself.
A. Binomial Traffic Model
In the binomial model, the MSs have a probability of being active during a time slot and, given that a MS is active, then the MS has a probability of being a Rx (i.e., downlink) packet. Thus, the probability that a transmit packet is generated by an individual MS during a time slot is given as (1) Similarly, the probability of a receive packet being generated by a MS during a time slot is given as (2) Given users in the near region of a BS, the probability of having packets generated in the near region over a time frame with time slots is given by (3) The corresponding histograms for the total number of Tx and Rx packets generated per time frame from all the MSs given the binomial traffic model with high traffic are shown in Fig. 3 , where the value of was chosen to approximately match the of the UCSD traffic from Table I, i.e., . Note that Fig. 3 represents the distribution of the total number of Tx and Rx packets generated per time frame by all the active MSs and not the distribution of the message lengths from the individual MSs. The message lengths for the binomial traffic model are exponentially distributed, i.e., the probability of and packets being generated sequentially by an individual MS equals and , respectively.
From Fig. 3 , it can be observed that the mean number of Rx and Tx packets per time frame per region is 36 and 12, respectively (i.e., ) and precise traffic measurements confirm this. The histograms are similar to Gaussian distributions and can be viewed as the sum of a large number of identically distributed binomial random variables (but are clearly limited in range between 0 and packets per time frame). Note that the probability of having zero Rx or Tx packets generated in a time frame is very small with the binomial traffic model in contrast to the dynamic traffic histograms shown later.
For those time frames when a Tx packet is generated by the binomial traffic model, the corresponding Tx packet request distribution is given from [26] and [27] by
Similarly, the probability of a Tx packet being generated during a time frame with a total of and packets is given by (5) Equations for the corresponding Rx distributions are derived using the same equation forms.
Using the above model, four long series of integers (equivalent to at least 1 million time frames), representing the number of Tx and Rx packets per time frame in the near and far regions of a BS were generated and then fed into the various dynamic channel-allocation algorithms.
B. Dynamic Traffic Model
The dynamic traffic model is a Markov event-based state model with bidirectional flows and multiple states to represent the wireless client and wireless server applications for which the traffic distributed by the port types (in Table II) represented greater than 1% of the total bytes, as shown in Table IV. The dynamic model uses the normalized flow percentages and average flow sizes from the UCSD 802.11b traffic measurements in Table III as the parameters for the different Markov states.
The "wireless client" states shown in Fig. 4 represented those states in which an uplink request flow was immediately followed by a downlink response flow. Similarly, the wireless server states represented those states in which a downlink request flow was immediately followed by an uplink response flow.
As an example of a state transition, given that an idle MS transitions to an active state, the probability of that MS going to state "Kazaa (Client)" is 7.07% (from Table III ) and then the uplink Tx message flow size will be 7268 B immediately followed by a downlink Rx message of 143 692 B. The MS then returns to the "idle" state .
Peer-to-peer states (i.e., one-way flows) could have been created, but for expediency the corresponding up-and downlink peer-to-peer flows were paired to created pseudoclient and server states. This did not affect the ratio of uplink-to-downlink traffic or the number of peer-to-peer flows generated, just the dynamics with which the peer-to-peer flows were generated.
The Markov state-transition matrix for the event-driven dynamic traffic model (as shown in Fig. 5 ) is a 19 19 square matrix with the bottom 18 terms of the first column consisting of the normalized flow probabilities (from Table III ) and the first row consisting of all ones except for the first term (i.e., in the first column), which is a zero.
From Fig. 5 , the probability of being in state at time is given by (6) Note that the event-driven states model a typical client-server flow for applications such as HTTP, FTP, etc. Peer-to-peer flows have been combined to fit the model, which does not affect the MS activity factor or the Rx/total packets generated ratio .
Note that each state returns to the idle state with probability 1. Additional states could have been added to represent the probabilities that client requests and server replies did not get successfully received. The Markov states are also modulated with a probability to indicate whether the MS is active (i.e., Tx or Rx packets) or inactive (i.e., idle time slots).
The Markov state probabilities and associated flow sizes dictate the resulting for the dynamic traffic model. From Table III , it can easily be shown that the average (i.e., the expectation of the) uplink (Tx) and downlink (Rx) flow sizes are 14 295 and 40 344 B respectively, given a mobile activity factor . Thus, the theoretical of the dynamic model is , which corresponds very closely with the measured of the UCSD 802.11 traffic in Table I , i.e., 0.76.
In this investigation, the traffic channel model was based upon an eight time-slot system with each user able to transmit at 384 kb/s (e.g., one of the UMTS-TDD data rates) and 1500 time slots per second, so each time slot is equivalent to 32 B. Fig. 6 shows the Tx and Rx packet-request flows generated for users, with Table IV ) starts in the idle state and has a client request flow followed by a server response flow back to the idle state. Using the above Markov-state-based traffic model, the simulated up-and downlink flows and idle periods for each user were generated and measured. The measurements of the total number of Tx and Rx packets generated by the dynamic traffic model over 1 M time frames (i.e., 256 MB) resulted in values of , , and , which validates the output statistics of the dynamic traffic model.
Additional measurements were used to create histograms of the total number of Tx and Rx packet requests generated (in the near and far regions) per time frame by all the MSs, as shown in Fig. 7 , for the high traffic case (i.e., ). It should be noted that the histograms in Fig. 7 do not represent the distribution of the Tx and Rx flow sizes. Instead, the corresponding up-and downlink flow sizes for each Markov state in the dynamic traffic model are given in Table III .
From the histograms in Figs. 3 and 7 , it can be observed that the dynamic and binomial traffic models have approximately the same mean total Tx and Rx packets generated per time frame (i.e., approximately 12 and 36 packets, respectively) and, indeed, the dynamic model was measured to have the an average of 12.82 Tx and 35.17 Rx packets per time frame (given the parameters in Fig. 7 ), which corresponds with the . Similarly, the dynamic traffic model was measured to have a MS activity factor . It can be seen in Fig. 7 that the histogram peaks are spaced at increments of the number of time slots per time frame (i.e., ), indicating that the flow sizes for each MS are much larger than the number of bytes per time frame (i.e., 256 bytes). The peaks at 0 packets per time frame represent those time frames when no MSs are active and the peaks spaced at packets per time frame represent those time frames when MSs are active during that time frame. Note that there are some very small spikes ( 2%) with non-packet spacing, which indicate those time frames where the messages end and the message length was not an exact multiple of the time-frame length.
It is interesting to observe in Fig. 7 that even with and the large flow sizes generated by the dynamic traffic model, there is a high percentage of time frames with no Tx packets generated (i.e., 16%).
C. Assumptions and Limitations of the Traffic Models
In order to keep the analysis and simulation of the channel-allocation algorithms tractable, the binomial and dynamic models were designed to be as simple as possible. This simplification is acceptable as long as the traffic-model assumptions are understood and do not affect the assessment of the dynamic channel-allocation algorithms.
1) Limitations of the Binomial Traffic Model. a) Arrivals process:
The binomial process does not model bursty packet arrivals from multiple MSs. Rather, it assumes that each mobile is identically distributed in its packet generation probability (i.e., ), so the number of active mobiles per time slot is exponentially distributed. b) Packet Generation: The binomial model is a memoryless process and does not create server/client message-flow sequences. The binomial process generates active receive packets according to known probabilities (i.e., and ) without respect to their order of generation. c) Message Length: The binomial traffic model has an exponentially distributed message size for each user, rather than a long-tailed distribution as seen in some Internet traffic measurements (e.g., Pareto and self-similar traffic models [3] , [25] [24] , so the calculation of the throughput of the channel-allocation algorithms with the dynamic model is limited to simulations. Given these assumptions and limitations, the traffic models are applied to the various dynamic channel-allocation algorithms.
V. CHANNEL ALLOCATION
A. Allowable Time-Slot-Assignment Permutations
The channel-allocation algorithms have some basic rules that are independent, of which channel-allocation algorithm is used as shown in Fig. 8 . First, only one packet can be assigned in the near or far regions of a BS per time slot. Second, any time slot can be allocated to Tx or Rx packet requests, but not both. Fig. 9 shows some of the possible permutations for a two-BS system. Fig. 10 . Allowable pseudorandom assignments. Conflicting assignments are allowed, so assignment blocking is minimized, but interference blocking is experienced.
B. Channel-Assignment Throughput
Given these possible packet-assignment permutations, some rules about packet throughput can be deduced. 1) Tx Throughput:
• 100% regardless of any packets at the corresponding time slot at the adjacent BS. 2) Rx Throughput:
• 100% if an Rx or Idle packet is in the far region of the corresponding time slot at an adjacent BS.
• 0% if a Tx packet is in the far region of the corresponding time slot at the adjacent BS. Four channel-allocation algorithms were investigated in this paper, as follows: 
C. Pseudorandom Allocation
Allocation Rule: Assign Rx and Tx packets to time slots independently of the other BS and of the Rx/Tx packet ratio for each time frame at that BS and without trying to align or order packets within the time frames. Thus, the probabilities of assigning Tx or Rx packets to a time slot are equal, (i.e., 0.5). Some of the allowable permutations for pseudorandom assignment are shown in Fig. 10 .
Since all assigned transmit packets are received correctly, the transmit throughput with pseudorandom channel assignment in binomial traffic is equivalent to the corresponding transmit packet-assignment probability. Also, there is no attempt to avoid adjacent BS interference and the Rx throughput is dependent on the Tx packet assignment in each time frame at the adjacent BS (see Section V-B and Fig. 2 ).
D. Orthogonal Allocation
Allocation Rule: Assign discrete time slots for each BS to transmit and receive, such that there is no packet activity in the corresponding time slot at the adjacent BS, as shown in Fig. 11 .
The packet throughput is dependent on the uplink-downlink ratio at the BS, as an equal number of time slots are assigned to transmit and receive packets. Thus, the throughput is very inefficient in asymmetric traffic, although the assignment minimizes inter-BS interference, since all users are orthogonal between BSs.
E. Symmetric Allocation
Allocation Rule: Assign equal numbers of receive and transmit time slots for corresponding packets at both BSs, as shown in Fig. 12 .
The intelligent coordinated-BS channel-allocation algorithm is optimal in the sense that it attempts to maximize the overall throughput of the two adjacent BSs independent of the traffic model, but it is by no means the only algorithm that may achieve this level of throughput. Indeed, there are many other algorithms that have other desired allocation characteristics, which have not been considered here. The flow diagram for the intelligent coordinated-BS assignment algorithm is shown in Fig. 13 .
The up-and downlink traffic must be symmetric at the BSs to achieve optimal capacity. There is increased "MS to other BS" physical layer interference over the interleaved orthogonal case, since twice as many time slots are allocated for traffic, although in this simple model the "MS to other BS" physical layer interference is not reflected in the channel throughput rules. 
F. Intelligent Coordinated-BS Allocation
The intelligent coordinated-BS allocation algorithm consists of a series of allocation rules that are performed in strict order and are designed to:
• maximize the overall number of packets that can be packed into the time frame at both BSs by attempting to match the maximum number of corresponding Tx or Rx packets at both BSs and then allocating them to time slots; • avoid MS-to-MS interference between adjacent BSs, as shown in Fig. 2 , by only allowing allocation of • corresponding Tx or Rx packets at both BSs;
• Rx packet(s) at one BS with a Tx packet in the near region at the other BS; • pairs of or single Tx or Rx packets at one BS; • improve the traffic-load balancing across both BSs by assigning time slots to single corresponding packets at both BSs before allocating a matching pair of packets at one BS; • approximately match the Tx/Rx packet allocation to the of the time frame, where the number of Tx or Rx packets allocated to a time slot at both BSs could achieve the same packet throughput. The allocation rules in the intelligent coordinated-BS algorithm are executed in order from a) to g) for each time frame until all the packets are allocated or all of the time slots are assigned, whichever comes first.
A possible assignment sequence is shown in Fig. 14 , although for illustration purposes, there are more than eight time slots allocated.
The intelligent coordinated-BS channel-allocation algorithm can easily be modified to operate in a multi-BS multisector environment, given an appropriate interference-blocking model, as shown by Fig. 2 for the case of the simple two-BS network). In a multi-BS multisector network, the allocation algorithm has to be adjusted to avoid the possibility of interference blocking between adjacent sectors within a single BS and between sectors in adjacent BSs. Thus, new allocation rules need to be established that utilize a larger number of geographically defined areas within each BS sector. The effect of these additional geographically defined areas and associated allocation rules is to reduce the number of permissible time-slot allocation combinations, which reduces the packet-assignment rate. Clearly, as the number of adjacent sectors increases, so the packet assignment efficiency degrades. Thus, the intelligent coordinated-BS allocation algorithm works best on small TDD systems.
VI. THEORETICAL THROUGHPUT WITH BINOMIAL TRAFFIC
Given the time-slots assignment algorithm and the binomial packet-generation model, the throughput can be derived for all cases except the intelligent coordinated-BS algorithm, where it was determined that the number and complexity of the rules made a theoretical analysis impractical.
A. Pseudorandom Throughput 1) Transmit Throughput With Pseudorandom Allocation: As mentioned previously, the Tx packet throughput is equivalent to the Tx packet-assignment probability. Assuming that both near and far regions for each BS are assigned (as in the high-traffic case), the probability of packets being assigned given that receive and transmit packets are generated in a time frame with time slots is given by the hypergeometric distribution shown in (7) at the bottom of the page.
Substituting in (7) for the probability of generating and packet requests, given that a Tx packet is generated from (5), we get the equation for the transmit throughput with pseudorandom channel allocation as Tx Throughput Pseudorandom (8) 2) Receive Throughput With Pseudorandom Allocation: Calculating the receive-packet throughput requires knowledge of both adjacent BSs' pseudorandom channel allocation. The assigned receive packets get successfully received if the corresponding time slot in the other BS also contains a receive packet, an unused time slot, or a transmit packet in the near region. A receive packet will be interference blocked by a transmit packet at the corresponding time slot in the far region of the adjacent BS. Again, we assume that both the near and far regions are assigned as in the high-traffic case.
Thus, the probability of successfully receiving packets at BS1 with pseudorandom allocation is given by Rx Throughput Pseudorandom (9) Given that and packets are assigned to time slots in BS1 and BS2, respectively, the probability that receive packets are successfully received at BS1 is given by the hypergeometric distribution as shown in (10) at the bottom of the next page.
The probability of assigning receive packets at BS1 given that a receive packet is generated at BS1, is given by (11) Note that in (11) the probability of assigning receive packets is normalized by the number of receive packets generated (i.e., Tx Assignment Pseudorandom (7) ) in order to calculate the throughput per receive packet generated at BS1.
Similar to the transmit throughput case (7), the probability of packets being assigned time slots as BS1 given and packets being generated, i.e., , is a hypergeometric distribution given by (12) at the bottom of the page.
The probability of assigning transmit packets at BS2 is given by (13) where the probability of assigning transmit packets at BS2 given and packets at BS2, i.e., is identical to the form given in (12) . Now that the Rx and Tx packet-assignment probabilities have been defined for BS1 and BS2, respectively, the probability of generating receive packets in a time frame containing packet requests (i.e., from (11) can be obtained. First, we need to derive the probability of generating a receive packet in a time frame where receive packets are generated, which is given by (14) The probability of generating a receive packet in a time frame containing packet requests is then given by (15) Finally, substituting (10) - (13) and (15) The Rx throughput results for orthogonal allocation and binomial traffic are obtained following the same process as with the Tx throughput case.
C. Symmetric Throughput
The transmit packet throughput in the near region with symmetric channel allocation and binomial traffic is given as The Rx throughput results for symmetric allocation and binomial traffic are obtained following the same process as with the Tx throughput case.
VII. SIMULATION RESULTS AND DISCUSSION
The results in this section show simulated throughputs from the four dynamic channel-allocation algorithms with binomial and dynamic traffic. Note that the theoretical results exactly match the simulated results for the symmetric, orthogonal, and pseudorandom allocation algorithms with binomial traffic.
Before the results are discussed, it is first necessary to derive the number of packets generated per time frame at low and high traffic levels by the binomial and dynamic traffic models.
The binomial traffic model at low traffic levels (i.e., ) generates an average of four packet requests per time frame (i.e., ). Given that and , this is equivalent to , . Similarly, at high traffic levels (i.e., ), the binomial traffic model generates an average of 48 packet requests per time frame (i.e., ). Given that and , this is equivalent to , , as shown in Fig. 3 . For the dynamic model, the average number of packets per time frame is the same as with the binomial model, but the dynamic model exhibits the following characteristics: 1) very large numbers of packets generated per time frame (i.e., , , , etc., due to the large flow sizes compared with the small number of time slots per time frame (as observed by the large spikes in Fig. 7) ; 2) small number of packets per time frame, which corresponds to those flows that are not an exact multiple of the number of time slots per time frame (as observed by the very small non--spaced spikes in Fig. 7 ); 3) no packets generated at all (as observed in Fig. 7 by the spikes showing 16% and 1% of time frames without any Tx and Rx packets, respectively).
A. Tx Throughput with Binomial Traffic
At low traffic levels, it can be seen in Fig. 15 that the throughput with the binomial traffic model is high for all allocation algorithms. This is because at low traffic levels only a small number of Tx packets are generated per time frame (i.e.,
) and there are sufficient time slots with all channel-allocation algorithms to allow nearly all the packet requests to be assigned. At high traffic levels, i.e., , the following can be observed about the Tx throughput with binomial traffic: 1) symmetric throughput is approximately 0.64, which is reasonable since only four time slots are available at the near and far regions for Tx allocation, (i.e., ); 2) orthogonal throughput is approximately 0.33, since only half as many time slots (i.e., 2) are available for Tx allocation compared to the symmetric algorithm (i.e., ); 3) pseudorandom throughput is approximately 0.61 (note that the pseudorandom and symmetric allocation have approximately the same throughput at high traffic levels, as the pseudorandom algorithm assigns Tx packets to time slots with a 0.5 probability (see Section V-C) and the symmetric algorithm allocates 50% of the time slots to Tx packets, so when the channel is saturated the Tx throughput of both algorithms is about the same); 4) intelligent coordinated-BS throughput is approximately 0.3, as it limits the number of Tx packets assigned in the far region (see Fig. 13 and Rules C and E) to avoid Tx interference blocking at the adjacent BS.
B. Rx Throughput With Binomial Traffic
In Fig. 16 , the Rx throughput is again high at low traffic levels (i.e., ) for all allocation algorithms as few packets are generated per time frame with the binomial model and most of the Rx packets are assigned time slots.
At high traffic levels, i.e., , the following can be observed in Fig. 16 about the Rx throughput with binomial traffic: 1) symmetric throughput is approximately 0.22, which corresponds to time slots allocated to Rx packets and 18 Rx packets generated in each region; 2) orthogonal throughput performs the worst at 0.11, which is half the symmetric throughput, as half as many time slots are allocated to meet the Rx traffic demand and the channel saturates; 3) pseudorandom throughput is very poor as the Tx:Rx packet assignment is uniform (see Section V-C) and the Rx packets are blocked by interference from Tx packets in the corresponding time slots at the adjacent BS; 4) intelligent coordinated-BS throughput is highest of all the allocation algorithms at 0.35, as the algorithm biases the allocation of Rx packet requests (see Fig. 13 and Rules C and E).
C. Overall Throughput With Binomial Traffic
The overall BS throughput in binomial traffic is shown in Fig. 17 . At low traffic levels, all the channel-allocation algorithms have good throughput performance. At high traffic levels, when the channel is saturated, the following can be observed about the overall throughput in binomial traffic: 1) symmetrical throughput is approximately 0.33, which corresponds to 16 packets (eight time slots for the near and far regions) assigned out of an average of 48 packets generated per time frame; 2) orthogonal throughput is approximately 0.17, approximately half of the symmetric algorithm throughput, as the orthogonal algorithm allocates only half of the time slots to traffic; 3) pseudorandom throughput is high at low traffic levels, but the algorithm suffers from significant Tx interference blocking at high traffic levels; 4) intelligent coordinated-BS throughput is the best at all traffic levels as it maximizes the packet allocation and avoids Tx interference blocking.
Note the throughputs of the intelligent coordinated-BS and symmetric algorithms converge at high traffic levels, as the channels saturate when all the available time slots are filled. Thus, at high traffic levels any algorithm that allocates all of the time slots and avoids interference blocking is optimal. Fig. 18 shows the Tx throughput in dynamic traffic. The following can be observed about the Tx throughput at low traffic levels:
D. Tx Throughput With Dynamic Traffic
1) symmetric throughput is approximately 0.5, as given , (i.e., ); even if one MS is active, the number of packets generated per time frame is twice the number of time slots allocated to Tx traffic and the channel is saturated; 2) orthogonal throughput is approximately 0.25, (i.e., half the symmetric throughput) as only T/4 time slots are allocated to Tx traffic and the channel is saturated; this channel saturation at all traffic levels with the dynamic model explains why the throughput function is much flatter for the symmetric and orthogonal allocations, as shown in Fig. 18 ; 3) pseudorandom throughput is about 0.85, as the algorithm allows all the time slots to be assigned; 4) intelligent coordinated-BS throughput is approximately 0.73, which is a little worse than the pseudorandom algorithm, as even though all the time slots can be allocated to Tx traffic, the algorithm limits the Tx packets allocated in the far region. At high traffic levels, the following characteristics can be observed about the Tx throughput with the dynamic traffic model: 1) symmetric throughput is approximately 0.36 and the channel has saturated, as shown by the flat throughput function in Fig. 18 ; 2) orthogonal throughput is approximately 0.19, as the channel has saturated and there are half as many time slots allocated to Tx packets compared to the symmetric algorithm;
3) pseudorandom throughput converges with the symmetric throughput as the pseudorandom algorithm assigns Tx packets to time slots with a 0.5 probability (see Section V-C); the symmetric algorithm allocates 50% of the time slots to Tx packets, so when the channel is saturated, the Tx throughput of both algorithms is about the same; 4) intelligent coordinated-BS throughput is poor, as the channel is saturated and the algorithm limits the allocation of Tx packets, which would otherwise cause interference blocking (see Fig. 13 and Rules C and E). Comparing the Tx throughput with dynamic traffic in Fig. 18 to the Tx throughput with binomial traffic in Fig. 15 , it is clear that the Tx throughput is better with the binomial traffic model, particularly at low traffic levels. This is because even though the two traffic models have the same average number of packets generated per time~frame, the binomial model has a much larger proportion of time frames with a smaller number of Tx packets generated (as shown in Fig. 3) , whereas the dynamic model generates a large number of packets per time slot per active MS, which saturates the channel even at low numbers of MSs.
Note that in the dynamic traffic model results (Figs. 18-20 and Fig. 22 ), is stated as being 0.75 (measured), because in the dynamic traffic model was a measured value that varied slightly for each simulation run. The theoretical for the dynamic traffic model (i.e., 0.74 from Section IV-B) is dependent on the Markov state probabilities and flow sizes specified in Table III , whereas, in the binomial traffic model, the can be directly specified as an input parameter to the binomial traffic model. Fig. 19 shows the Rx throughput in dynamic traffic, of which the following can be observed: 1) symmetric throughput is approximately 0.5, as the channel has saturated and only half the time slots are allocated to Rx traffic; 2) orthogonal throughput is approximately 0.25, as the channel has saturated and only a quarter of the time slots are allocated to Rx traffic; 3) pseudorandom throughput is high at approximately 0.88, since all the time slots can be assigned and the Tx interference blocking is low; 4) intelligent coordinated-BS throughput is high at around 0.9 as all the time slots can be assigned to traffic and Rx packet assignment is biased.
E. Rx Throughput With Dynamic Traffic
At high traffic levels, the following can be observed about the Rx throughput with the dynamic traffic model: 1) symmetric throughput is approximately 0.2 and the channel has saturated, as shown by the flat throughput function in Fig. 18 ; 2) orthogonal throughput is approximately 0.1, as the channel has saturated and there are half as many time slots allocated to Rx packets compared to the symmetric algorithm; 3) pseudorandom throughput converges with the symmetric throughput (to approximately 0.2) as the pseudorandom algorithm suffers from Tx interference blocking; 4) intelligent coordinated-BS throughput is highest at around 0.37, as even though the channel is saturated, the algorithm biases the allocation of the Rx packets generated.
F. Overall Throughput With Dynamic Traffic
Fig . 20 shows the overall throughput with dynamic traffic. The following observations can be made: 1) symmetric throughput is approximately 0.5 at low traffic, reducing to 0.24 at high traffic, as the channel has saturated and only half the time slots are allocated to Rx traffic and Tx traffic, whereas the large flow sizes in the dynamic traffic model have all the time slots filled with either Tx or Rx packets; 2) orthogonal throughput is around 0.25 at low traffic, reducing to 0.12 at high traffic, as the channel has saturated and only a quarter of the time slots are allocated to Rx traffic; 3) pseudorandom throughput is approximately 0.87 at low traffic, reducing to 0.23 at high traffic and converging to the same throughput as the symmetric throughput due to the Tx interference blocking; 4) intelligent coordinated-BS throughput is the best of all the algorithms as it maximizes the overall packet assignment, while avoiding Tx interference blocking. Interestingly, the results indicate that pseudorandom channelallocation performs well in low traffic and at least as good as symmetric fixed channel allocation in high traffic, even with the receive interference blocking. Fig. 21 shows the assignment and throughput for pseudorandom assignment in binomial traffic. At high traffic levels, the Rx assignment is 23%, whereas the Rx throughput is 12% due to adjacent BS Tx interference blocking. Note that the Tx assignment is much higher than the Rx assignment, since there are far fewer Tx packets generated per time frame (with ) and the pseudorandom algorithm assigns Tx packets to time slots with a 0.5 probability. Fig. 22 shows the assignment and throughput probabilities for pseudorandom assignment in dynamic traffic. Here, there is less of a difference between the Tx and Rx throughputs as the traffic generated by the dynamic model is either almost all idle or active packets and the active packets are either all Tx or all Rx packets, but not often both, except at high traffic levels. Thus, the main blocking is due to the lack of available time slots, not the adjacent BS Tx interference. 
G. Assignment Versus Throughput With Pseudorandom Channel Allocation
VIII. CONCLUSION
In this paper, we have developed a two-BS interference model and a dynamic Markov event-driven traffic model representative of wireless Internet traffic. An equivalent binomial model was developed to derive the theoretical performance of fixed and pseudorandom channel-allocation algorithms and to validate the throughput-simulation model. The characteristic differences between the two traffic models were observed and showed the limitations of the binomial model, particularly with respect to message-flow length and uplink-downlink traffic dynamics. For active MSs, the dynamic traffic model generated much larger numbers of packets per time frame than the binomial model, even at low MS activity factors.
It was seen that the throughput performance is highly dependent on the traffic source and that the intelligent coordinated algorithm provided the best overall throughput with both binomial and dynamic traffic models and at all traffic levels.
The pseudorandom algorithm performed surprisingly well even in dynamic traffic, because all of the time slots could be allocated to packet requests and, due to the low MS activity and large message size used in the simulations, the interference blocking was mitigated, particularly at low traffic levels. However, it is clear that the pseudorandom allocation will perform poorly at high traffic levels when there is a large difference in between the two adjacent BSs, i.e., one BS having a high number of Rx packets assigned and the adjacent BS having a high number of Tx packets assigned.
The symmetric allocation algorithm works reasonably well, especially when the number of Tx and Rx time slots assigned is matched to the of the traffic model, but the algorithm is still limited by the fixed time-slot allocation with the dynamic traffic model. The orthogonal allocation algorithm only works well with the binomial model at low traffic levels, as there are insufficient time slots allocated to support the traffic load.
Further research is necessary to determine whether a dynamic wireless Internet traffic model that does not include the flow size distribution for each traffic type is sufficiently realistic to simulate the performance of DCA algorithms. Additionally, the simulation model needs to be expanded to support small multi-BS multisector networks with a space-time multipleinput-multiple-output (MIMO) wireless propagation channel.
