Personal experience reviewing PBAC submissions is that model validation is rarely reported. Sponsors present model traces describing the proportions of the intervention and the comparator cohorts in alternative health states over time, but few compare the traces to observed data. In this issue of Pharmacoeconomics, De Boer et al. have reviewed the reporting of efforts to validate cost-effectiveness models in seasonal influenza and early breast cancer [5] , while an earlier paper by Afzali and colleagues reviewed approaches to evaluate the performance of decision analytic models in cardiovascular disease [6] .
The two reviews report similar findings with respect to cross-model validation of model outputs, which was by far the most commonly reported form of validation. De Boer et al. report that 57 and 51 % of the 53 seasonal influenza models and 41 early breast cancer models referred to crossmodel validation, respectively [5] . Afzali et al. found that 55 % of the 81 reviewed cardiovascular models reported on cross-model validation [6] . De Boer et al. do not comment further on the cross-model validation efforts, while Afzali et al. found significant variation across the cardiovascular studies. Of the 45 references to cross-model validation, 16 studies noted that no relevant published studies were identified, 13 did not report quantitative comparisons of model outputs, and only 16 (20 % of all 81) studies provided a quantitative assessment of cross-model outputs.
There was variation across the disease areas with respect to dependent or internal validation, in which model outputs are compared with outputs derived from data used to estimate one or more input parameter. Thirty-seven percent of early breast cancer models, 12 % of cardiovascular models, and no seasonal influenza models reported on this form of validation [5, 6] . This discord may be partly explained by variation in the primary data sources for economic evaluations in these three disease areas. Some form of dependent validation should generally be possible for cost-effectiveness models that extrapolate beyond the follow-up of a clinical trial. In the case of early breast cancer, clinical trials often inform input parameters describing the probability of cancer recurrence, but trials also report on overall survival, which is a model output parameter.
Some form of validation to external output data (i.e. from a data source not used to inform input parameter values) was more common in the cardiovascular models (16 %) than in the seasonal influenza (6 %) or early breast cancer (5 %) models [5, 6] . The availability of relevant external data against which a model can be validated will vary across disease areas, but in common areas such as cardiovascular disease and early breast cancer, external data describing comparator model outputs are generally available. The Early Breast Cancer Trialists' Collaborative Group updates meta-analyses of therapies for early breast cancer on a regular basis that could inform the external validity of cost-effectiveness models (https://www.ctsu.ox. ac.uk/research/meta-trials/ebctcg). Reasons for the irrelevance of such data to the validation of a cost-effectiveness model for early breast cancer should at least be stated.
Low levels of reporting of approaches to validate the conceptual model, the input data, and to verify or test the implemented model were identified, although there may be underreporting of validation in these areas. De Boer et al. found that six of seven authors who responded to a request for further information confirmed they had undertaken but not reported these three forms of validation [5] .
Model validation can increase confidence in the relevance and accuracy of a cost-effectiveness model, but model validation is not a cure-all. In particular, it is difficult to validate extrapolated treatment effects. However, appropriate validation approaches can establish the applicability of the model structure to capture all important differences in costs and outcomes, assess the robustness of the expected value and sampling distribution of the model's input parameters, and confirm the absence of implementation errors. Where applicable, cross-model, dependent and independent validation approaches provide additional confidence in the accuracy and relevance of the model outputs for the comparator and, in some cases, for the intervention too.
There is clearly scope for substantial improvement in the conduct and reporting of validation approaches for costeffectiveness models. General reporting checklists such as the Consolidated Health Economic Evaluation Reporting Standards (CHEERS) refer to the description of 'approaches to validate' a model [7] , but consistent critical appraisal of model validation efforts requires more detailed guidance around the use of alternative validation approaches.
De Boer et al. used the Assessment of the Validation Status of Health-Economic decision models (AdViSHE) tool to inform their review of the reporting of validation efforts [5, 8] . AdViSHE is a validation-assessment tool comprising 13 items covering four broad areas: the conceptual model, input data, model implementation, and model outcomes. The tool was developed via an adapted Delphi process involving 47 experts in cost-effectiveness modelling and healthcare decision making. AdViSHE is intended for completion by analysts to report on the methods and results of applied validation approaches or to justify why validation approaches that were not applied were not undertaken.
The latest draft of the updated PBAC guidelines (http:// www.pbs.gov.au/info/reviews/pbac-guidelines-review) refers to the AdViSHE tool [8] , noting that sponsors should justify the non-completion of any of the 13 items. The completion of the tool by sponsors should ease the burden on the independent review teams who have approximately 8 weeks to review full submissions to the PBAC. Review teams can replicate applied validation approaches and focus more on model components that were not subject to validation, or for which validation results were least convincing.
The AdViSHE tool was designed to balance what is feasible and what is necessary for the validation of costeffectiveness models [8] , but the resources required to undertake the composite validation approaches remain an important consideration. In particular, face validation and external review require the involvement of relevant experts, while independent validation involves the identification and analysis of external data and potential adaptations to the model and it's inputs.
It seems reasonable to expect multinational companies to allocate resources to complete the full set of applicable forms of validation to support multi-million dollar funding decisions. Lack of time and resources may be a reasonable justification for the exclusion of the more time-consuming validation approaches in other cases, such as governmentsponsored contract research working towards a tight decision-making deadline. In such cases, completion of the AdViSHE tool can highlight areas in which validation might be possible but was not conducted, and therefore inform decision makers of the potential value of delaying or revisiting funding decisions to allow full model validation.
How should journal editors and peer reviewers view or test claims of a lack of resources as a justification for the non-application of model validation approaches? Do we need to borrow terminology from our information specialist colleagues and start referring to 'full' and 'rapid' cost-effectiveness models?
Model validation is an issue that has been discussed but not acted on for too long. The recently published AdViSHE tool is a credible validation-assessment tool that supports the consistent reporting and review of key applied validation approaches [8] . Will other institutions follow the PBAC in using the AdViSHE tool to guide the validation of cost-effectiveness models?
