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a b s t r a c t
Recently new operations have been defined for soft sets. In this paper, we study some
important properties associated with these new operations. A collection of all soft sets
with respect to new operations give rise to four idempotent monoids. Then with the help
of these monoids we can study semiring (hemiring) structures of soft sets. Some of these
semirings (hemirings) are actually lattices. Finally, we show that soft sets with a fixed set
of parameters are MV algebras and BCK algebras.
© 2011 Elsevier Ltd. All rights reserved.
0. Introduction
Primarily the aim of soft set theory is to provide a tool with enough parameters to deal with uncertainty associated with
the data, whereas on the other hand it has the ability to represent the data in a useful manner. With the introduction of the
so-called new operations in soft sets, it is imperative to study the underlying algebraic structures. This will give a forehand
and better understanding for their applications. For different applications of soft sets see [1–8].
In the study of soft sets as algebraic structures there are mainly two types of collections of soft sets. First the collection
of soft sets with a fixed set of parameters, and second the collection of soft sets with different sets of parameters. These two
types of collections with new operations sometimes behave similarly and sometimes differently.
On soft sets different binary operations are defined and a general formula for this purpose is available [9]. In this study
we restrict ourselves to those operations which are given in [10]. Although soft sets over algebraic structures have been
studied extensively [11–15] yet the algebras of soft sets itself, did not get so much attention. Initially lattice of soft ideals
of a soft semigroup was studied in [14]. Recently Qin and Hong [16] have studied lattices of soft sets with respect to new
operations. However as long as we know, no systematic study of algebraic structures associated with new operations has
been done yet.
There are many algebras associated with logic. Boolean algebras are associated with traditional two valued Aristotelean
logic. MV algebras are suitable for multi-valued logic. BCI/BCK algebras generalize the notion of algebra of sets with the set
subtraction as the only non-nullary operation and on the other hand, these algebras generalize implication algebras. In this
paper, we study algebraic structures of soft sets associated with the new operations in a systematic way.
This paper is arranged in the following manner. In Section 1, some definitions and notions about soft sets and algebraic
structures such as semigroups, semirings and lattices are given. These definitions will help us in later sections. Section 2,
completely describes for what binary operations distributive laws hold. In Section 3, monoids, semirings and lattices of soft
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sets associated with new operations have been determined completely. Finally in Section 4, algebraic structures of soft sets
with a fixed set of parameters associated with new operations are studied. It is seen that this collection becomes Stone’s
algebra and MV algebra. On the other hand this collection becomes a BCK algebra with respect to restricted difference.
1. Preliminaries
In this section, some definitions and notions about soft sets and algebraic structures are given. These will be useful in
later sections.
Let U be an initial universe and E be a set of parameters. Let P (U) denote the power set of U and A, B be non-empty
subsets of E.
Definition 1 ([17]). A pair (F , A) is called a soft set over U , where F is a mapping given by F : A→ P (U).
In other words, a soft set over U is a parameterized family of subsets of the universe U . For e ∈ A, F(e)may be considered
as the set of e-approximate elements of the soft set (F , A).
Definition 2 ([18]). For two soft sets (F , A) and (G, B) over a common universe U , we say that (F , A) is a soft subset of
(G, B) if
(1) A ⊆ B and
(2) F(e) ⊆ G(e) for all e ∈ A.
We write (F , A)⊂(G, B).
In this case (G, B) is said to be a soft super set of (F , A).
Definition 3 ([18]). Two soft sets (F , A) and (G, B) over a common universeU are said to be soft equal if (F , A) is a soft subset
of (G, B) and (G, B) is a soft subset of (F , A).
Definition 4 ([10]). Let U be an initial universe, E be the set of parameters, and A ⊆ E.
(a) (F , A) is called a relative null soft set (with respect to the parameter set A), denoted by ∅A, if F(a) = ∅ for all a ∈ A.
(b) (G, A) is called a relative whole soft set (with respect to the parameter set A), denoted by UA, if G(e) = U for all e ∈ A.
The relativewhole soft set with respect to the set of parameters E is called the absolute soft set overU and simply denoted
by UE . In a similar way, the relative null soft set with respect to E is called the null soft set over U and is denoted by ∅E .
We shall denote by ∅∅ the unique soft set over U with an empty parameter set, which is called the empty soft set over U .
Note that ∅∅ and ∅A are different soft sets over U and ∅∅ ⊆ ∅A ⊆ (F , A) ⊆ UA ⊆ UE for all soft set (F , A) over U .
Definition 5 ([10]).
(1) Extended union of two soft sets (F , A) and (G, B) over the common universe U is the soft set (H, C), where C = A∪ B and
for all e ∈ C ,
H(e) =
F(e) if e ∈ A− B
G(e) if e ∈ B− A
F(e) ∪ G(e) if e ∈ A ∩ B.
We write (F , A)∪E (G, B) = (H, C).
(2) Let (F , A) and (G, B) be two soft sets over the same universe U , such that A ∩ B ≠ ∅. The restricted union of (F , A)
and (G, B) is denoted by (F , A)∪R(G, B) and is defined as (F , A)∪R(G, B) = (H, C), where C = A ∩ B and for all
e ∈ C,H(e) = F(e) ∪ G(e).
If A ∩ B = ∅, then (F , A)∪R(G, B) = ∅∅.
Definition 6 ([10]).
(1) The extended intersection of two soft sets (F , A) and (G, B) over a common universe U , is the soft set (H, C) where
C = A ∪ B and for all e ∈ C ,
H(e) =
F(e) if e ∈ A− B
G(e) if e ∈ B− A
F(e) ∩ G(e) if e ∈ A ∩ B.
We write (F , A)∩E (G, B) = (H, C).
(2) Let (F , A) and (G, B) be two soft sets over the same universe U such that A ∩ B ≠ ∅. The restricted intersection of (F , A)
and (G, B) is denoted by (F , A)∩R(G, B) and is defined as (F , A)∩R(G, B) = (H, A ∩ B) where H(e) = F(e) ∩ G(e) for
all e ∈ A ∩ B.
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If A ∩ B = ∅ then (F , A)∩R(G, B) = ∅∅.
Definition 7 ([10]). Let (F , A) and (G, B) be two soft sets over the same universe U such that A ∩ B ≠ ∅. The restricted
difference of (F , A) and (G, B) is denoted by (F , A)`R (G, B), and is defined as (F , A)`R(G, B) = (H, C), where C = A ∩ B
and for all c ∈ C,H(c) = F(c)− G(c), the difference of the sets F(c) and G(c).
If A ∩ B = ∅ then (F , A)`R(G, B) = ∅∅.
Definition 8 ([10]). The complement of a soft set (F , A) is denoted by (F , A)c and is defined by (F , A)c = (F c, A) where
F c : A→ P(U) is a mapping given by F c (α) = U − F (α) for all α ∈ A.
Clearly, (F , A)c = UA `R(F , A) and ((F , A)c)c = (F , A).
Theorem 1 ([10]). Let (F , A) and (G, B) be two soft sets over the same universe U. Then
(1) ((F , A)∪R (G, B))c = (F , A)c ∩R (G, B)c
(2) ((F , A)∩R (G, B))c = (F , A)c ∪R (G, B)c .
A semigroup (S, ∗) is a non-empty set with an associative binary operation ∗. We use usual algebraic practice and write
xy instead of x ∗ y. If there exists an element e in S such that ex = xe = x for all x in S then we say that S is a monoid and
e is called the identity element. An element x ∈ S is called idempotent if xx = x. If every element of S is idempotent then
we say that S is idempotent. If X is a non-empty set, a binary relation ≤ on X is called a partial order on X if ≤ is reflexive,
antisymmetric and transitive. If (x, y) ∈≤ then we write x ≤ y.
A semiring (R,+, ·) is an algebraic structure consisting of a non-empty set R together with two binary operations usually
called addition and multiplication (denoted in usual manner) such that the following conditions are satisfied.
(1) (R,+) is a semigroup.
(2) (R, ·) is a semigroup.
(3) Multiplication is distributive over addition from both sides, that is a(b+ c) = ab+ ac and (b+ c)a = ba+ ca hold for
all a, b, c ∈ R.
If there exists an element 0 ∈ R such that 0a = a0 = 0 and 0+ a = a+ 0 = a for all a ∈ R. Then 0 is called the zero of
R. A semiring with commutative addition and zero element is called a hemiring.
A semiring with a commutative multiplication is called a commutative semiring.
A Lattice (L,∨,∧) is a non-empty set with two binary operations ∨ and ∧ such that
(1) (L,∨) is a commutative, idempotent semigroup,
(2) (L,∧) is a commutative, idempotent semigroup,
(3) Absorption laws a ∨ (a ∧ b) = a and a ∧ (a ∨ b) = a hold for all a, b ∈ L.
If a lattice has identity elements with respect to both the operations then we say that it is bounded. Usually identity
element of Lwith respect to operation∧ is denoted by 0 and whereas the identity element with respect to binary operation
∨ is denoted by 1. If a lattice L has identities and for each a ∈ L there exists an element a′ such that a ∧ a′ = 0 and
a ∨ a′ = 1, then L is called complemented. If distributive laws hold in a lattice then it is called a distributive lattice. A
bounded distributive lattice which is also complemented is called a Boolean algebra. If De Morgan’s laws (x ∨ y)′ = x′ ∧ y′
and (x ∧ y)′ = x′ ∨ y′ hold for all x, y ∈ L, then it is called a De Morgan algebra. A De Morgan algebra which satisfies
x ∧ x′ ≤ y ∨ y′ for all x, y is called a Kleene algebra. If x ∈ L then an element x∗ is a pseudocomplement of x if x ∧ x∗ = 0,
and y ≤ x∗ whenever x ∧ y = 0. The equation x∗ ∨ x∗∗ = 1 is called Stone’s identity. A pseudocomplemented distributive
lattice satisfying Stone’s identity is called a Stone’s algebra.
2. Distributive laws for soft sets
In this section, we discuss distributive laws on the collection of soft sets. It is interesting to see that the equality does not
hold in each and every case. We see the improperness in some assertions and counter example is given to show it.
Let U be an initial universe and E be the set of parameters. We denote the collections as follows.
SS(U)E : The collection of all soft sets defined over U .
SS(U)A: The collection of all those soft sets defined over U with a fixed parameters set A.
It is easy to see that for any soft sets (F , A), (G, A) ∈ SS(U)A,∩R coincides with ∩E and ∪R coincides with ∪E .
Proposition 2. Let (F , A) be a soft set over the universe set U. Then
(1) (F , A)α(F , A) = (F , A), for all α ∈ {∩R,∪R};
(2) (F , A)∩R ∅A = ∅A;
(3) (F , A)∪R ∅A = (F , A);
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Table 1
Distributive law for soft sets.
∪R ∩R ∪E ∩E
∪R 1 1 1 1
∩R 1 1 1 1
∪E 0 1 1 0
∩E 1 0 0 1
(4) (F , A)∩R UA = (F , A);
(5) (F , A)∪R UA = UA.
Proof. Straightforward. 
In the following we see that distributive laws do not hold for all new operations.
Remark 1. Let α, β ∈ {∪R,∩R,∪E ,∩E }. If
(F , A)α ((G, B)β(H, C)) = ((F , A)α(G, B)) β ((F , A)α(H, C))
holds, then we have 1 otherwise 0 in Table 1.
Table 1 shows that, if α, β ∈ {∪R,∩R,∪E ,∩E }, then there are sixteen combinations in all, there are four combinations
in which α = β and for eight combinations the equality (F , A) α ((G, B)β(H, C)) = ((F , A)α(G, B)) β ((F , A)α(H, C)) holds.
Proofs in the cases where equality holds can be followed by definitions of respective operations. For four remaining α and
β this equality does not hold. To show this we have the following.
Example 1. Let U be the set of sample designs and E be the set of available colors for dresses in a boutique,
U = {S1, S2, S3, S4, S5, S6, S7, S8}
E = {Red, Green, Blue, Yellow, Black, White, Pink}.
Suppose that
A = {Red, Green, Blue, White}, B = {Green, Blue, Yellow, Black}
and C = {Blue, Yellow, White, Pink}.
Let (F , A), (G, B) and (H, C) be the soft sets over U , which are defined as follows:
F(Red) = {S1, S2, S3, S4}; F(Green) = {S3, S4, S5, S6};
F(Blue) = {S1, S2, S4, S7}; F(White) = {S2, S3, S4}.
G(Green) = {S4, S5, S6, S8}; G(Blue) = {S1, S2, S3, S4};
G(Yellow) = {S4, S5, S6, S7, S8}; G(Black) = {S1, S2, S4, S7}
and
H(Blue) = {S3, S4, S7, S8}; H(Yellow) = {S4, S5, S7};
H(White) = {S2, S4, S6, S8}; H(Pink ) = {S2, S3, S5, S7}.
Let
(F , A)∪E ((G, B)∪R(H, C)) = (I, A ∪ (B ∩ C));
((F , A)∪E (G, B))∪R((F , A)∪E (H, C)) = (J, (A ∪ B) ∩ (A ∪ C));
(F , A)∩E ((G, B)∩R(H, C)) = (K , A ∪ (B ∩ C));
((F , A)∩E (G, B))∩R((F , A)∩E (H, C)) = (L, (A ∪ B) ∩ (A ∪ C));
(F , A)∪E ((G, B)∩E (H, C)) = (M, A ∪ (B ∪ C));
((F , A)∪E (G, B))∩E ((F , A)∪E (H, C)) = (N, (A ∪ B) ∪ (B ∪ C));
(F , A)∩E ((G, B)∪E (H, C)) = (O, A ∪ (B ∪ C));
((F , A)∩E (G, B))∪E ((F , A)∩E (H, C)) = (P, (A ∪ B) ∪ (B ∪ C)).
Then
I(Red) = {S1, S2, S3, S4}; I(Green) = {S3, S4, S5, S6};
I(Blue) = {S1, S2, S3, S4, S7, S8}; I( Yellow) = {S4, S5, S6, S7, S8};
I(White) = {S2, S3, S4}.
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J(Red) = {S1, S2, S3, S4}; J(Green) = {S3, S4, S5, S6, S8};
J(Blue) = {S1, S2, S3, S4, S7, S8}; J( Yellow) = {S4, S5, S6, S7, S8};
J(White) = {S2, S3, S4, S6, S8}.
Thus
(F , A)∪E ((G, B)∪R(H, C)) ≠ ((F , A)∪E (G, B))∪R((F , A)∪E (H, C)).
Now,
K(Red) = {S1, S2, S3, S4}; K(Green) = {S3, S4, S5, S6}; K(Blue) = {S4};
K(Yellow) = {S4, S5, S7}; K(White) = {S2, S3, S4}.
L(Red) = {S1, S2, S3, S4}; L(Green) = {S4, S5, S6};
L(Blue) = {S4}; L(Yellow) = {S4, S5, S7};
L(White) = {S2, S4}.
Thus
(F , A)∩E ((G, B)∩R(H, C)) ≠ ((F , A)∩E (G, B))∩R((F , A)∩E (H, C)).
Again, we see that
M(Red) = {S1, S2, S3, S4}; M(Green) = {S3, S4, S5, S6, S8};
M(Blue) = {S1, S2, S3, S4, S7}; M(Yellow) = {S4, S5, S7};
M(Black) = {S1, S2, S4, S7}; M(White) = {S2, S3, S4, S6, S8};
M(Pink) = {S2, S3, S5, S7}
and
N(Red) = {S1, S2, S3, S4}; N(Green) = {S3, S4, S5, S6};
N(Blue) = {S1, S2, S3, S4, S7}; N(Yellow) = {S4, S5, S7};
N(Black) = {S1, S2, S4, S7}; N(White) = {S2, S3, S4};
N(Pink) = {S2, S3, S5, S7}.
Thus
(F , A)∪E ((G, B)∩E (H, C)) ≠ ((F , A)∪E (G, B))∩E ((F , A)∪E (H, C)).
Now,
O(Red) = {S1, S2, S3, S4}; O(Green) = {S4, S5, S6};
O(Blue) = {S1, S2, S4, S7}; O(Yellow) = {S4, S5, S6, S7, S8};
O(Black) = {S1, S2, S4, S7}; O(White) = {S2, S4};
O(Pink) = {S2, S3, S5, S7}
and
P(Red) = {S1, S2, S3, S4}; P(Green) = {S3, S4, S5, S6};
P(Blue) = {S1, S2, S4, S7}; P(Yellow) = {S4, S5, S6, S7, S8};
P(Black) = {S1, S2, S4, S7}; P(White) = {S2, S3, S4};
P(Pink) = {S2, S3, S5, S7}.
Thus
(F , A)∩E ((G, B)∪E (H, C)) ≠ ((F , A)∩E (G, B))∪E ((F , A)∩E (H, C)).
3. Algebraic structures associated with soft sets
In view of new operations defined on soft sets it is imperative to find what type of algebraic structures are associated
with these operations. In this section, we study algebraic structures associated with single and double binary operations, for
the set of all soft sets over the universe U , and the set of all soft sets with a fixed set of parameters.
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3.1. Commutative monoids
From Proposition 2, it is clear that

SS(U)E, α

are idempotent, commutative, semigroups for α ∈ {∪R,∩R,∪E ,∩E }.
(1)

SS(U)E,∪R

is a monoid with ∅E as an identity element, (SS(U)A,∪R) is a subsemigroup of

SS(U)E,∪R

.
(2)

SS(U)E,∩R

is a monoid with UE as an identity element, (SS(U)A,∩R) is a subsemigroup of

SS(U)E,∩R

.
(3)

SS(U)E,∪E

is a monoid with ∅∅ as an identity element, (SS(U)A,∪E ) is a subsemigroup of

SS(U)E,∪E

.
(4)

SS(U)E,∩E

is a monoid with ∅∅ as an identity element, (SS(U)A,∩E ) is a subsemigroup of

SS(U)E,∩E

.
Now we study algebraic structures with two binary operations.
3.2. Semirings
(1)

SS(U)E,∪R,∩R

is a commutative, idempotent hemiring with identity UE because (F , A)∩R UE = (F , A), for every
(F , A) in SS(U)E ,
(2)

SS(U)E,∪R,∪E

is a commutative, idempotent hemiring with identity ∅∅ because (F , A)∪E ∅∅ = (F , A), for every
(F , A) in SS(U)E ,
(3)

SS(U)E,∪R,∩E

is a commutative, idempotent hemiring with identity ∅∅ because (F , A)∩E ∅∅ = (F , A), for every
(F , A) in SS(U)E ,
(4) (SS(U)A,∩R,∪R) is a commutative, idempotent hemiring with identity ∅E because (F , A)∪R ∅E = (F , A), for every
(F , A) in SS(U)A,
(5)

SS(U)E,∩R,∪E

is a commutative idempotent hemiring with identity ∅∅ because (F , A)∪E ∅∅ = (F , A), for every
(F , A) in SS(U)E ,
(6)

SS(U)E,∩R,∩E

is a commutative, idempotent hemiring with identity ∅∅ because (F , A)∩E ∅∅ = (F , A),
(7)

SS(U)E,∪E ,∩R

is a commutative, idempotent hemiring with identity UE because (F , A)∩R UE = (F , A), for every
(F , A) in SS(U)E ,
(8)

SS(U)E,∩E ,∪R

is a commutative idempotent hemiring with identity ∅E because (F , A)∪R ∅E = (F , A), for every
(F , A) in SS(U)E .
Thereforewithα, β ∈ {∪R,∩R,∪E ,∩E }wehave eight hemiring structures forSS(U)E , whereas in the case ofSS(U)Awe
have two hemirings (SS(U)A,∪R,∩R) and (SS(U)A,∩R,∪R).
3.3. Lattices
Study of lattice of soft ideals in soft semigroups was initiated by Shabir and Ali in [14]. Later Qin and Hong studied lattice
structures of soft sets [16]. Here we study howmany lattices of soft sets are there for new operations. We also see what type
of lattice structure is associated with soft sets having set of parameters fixed.
Remark 2. Let α, β ∈ {∪R,∩R,∪E ,∩E }. If the absorption law
(F , A)α ((F , A)β (G, β)) = (F , A) holds we write 1 otherwise 0 in Table 2.
(1)

SS(U)E,∅∅,UE,∪R,∩E

and

SS(U)E,UE,∅∅,∩R,∪E

are lattices with (SS(U)A,∅A,UA,∪R,∩E ) and (SS(U)A,UA,
∅A,∩E ,∪R) as their sublattices respectively.
(2)

SS(U)E,∅∅,UE,∪E ,∩R

and

SS(U)E,UE,∅∅,∩R,∪E

are lattices with, (SS(U)A,∅A,UA,∪E ,∩R) and (SS(U)A,UA,
∅A,∩R,∪E ) are their sublattices respectively.
The above-mentioned lattices and sublattices are bounded distributive lattices.
4. SS(U)A algebras associated with new operations
In this section, we initiate the study of algebraic structures of soft sets for new operations. It is interesting to see that
with respect to new operation the class of soft sets SS(U)A give rise to Stone’s algebra, MV algebra and BCK algebra.
It is easy to see that, in general (F , A)∩R(F , A)c ≠ ∅∅, (F , A)∪R(F , A)c ≠ UE, (F , A)∩E (F , A)c ≠ ∅∅ and
(F , A)∪E (F , A)c ≠ UE , for any (F , A) ∈ SS(U)E . Therefore, the above-mentioned four lattice structures on SS(U)E are
not complemented, and hence these are not Boolean algebras. So we turn our attention to SS(U)A and see what algebras are
associated with it for new operations. We recall that for SS(U)A, operations of extended union and extended intersections
coincide with the operations of restricted union and restricted intersections, respectively. Therefore lattice structures of
SS(U)A as mentioned in the last section are not four but only two.
Let (F , A) ∈ SS(U)A. Then (F , A)∪R(F , A)c = UA and (F , A)∩R(F , A)c = ∅A. This implies that each element of the set
SS(U)A is complemented; therefore both the lattices (SS(U)A,∅A,UA,∪R,∩R) and (SS (U)A ,UA,∅A,∩R,∪R) are Boolean
algebras. Since DeMorgan’s laws hold for both (SS(U)A,∅A,UA,∪R,∩R) and (SS(U)A,UA,∅A,∩R,∪R) therefore these are
De Morgan’s algebras.
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Table 2
Absorption laws for soft sets.
∪R ∩R ∪E ∩E
∪R 0 0 0 1
∩R 0 0 1 0
∪E 0 1 0 0
∩E 1 0 0 0
Let (F , A), (G, A) ∈ SS(U)A. Then we can see that (F , A)∩R (F , A)c ⊆ (G, A)∪R (G, A)c . This shows that (SS(U)A,
∅A,UA,∪R,∩R) is a Kleene algebra.
As we know that (F , A)∩R(F , A)c = ∅A and whenever (F , A)∩R(G, A) = ∅A then (G, A) ⊆ (F , A)c . This shows that
(F , A)c is a pseudocomplement of (F , A). Furthermore (F , A)c ∪R ((F , A)c)c = UA, that is (SS(U)A,∅A,UA,∪R,∩R) holds
Stone’s identity; therefore it is a Stone algebra.
4.1. MV algebra associated with soft sets
Concept of MV algebra was introduced by Chang [19] in order to provide an algebraic proof of the completeness theorem
of infinite valued Lukasiewicz propositional logic.
We recall that an MV algebra is a structure (M,⊕, ∗, 0), where⊕ is a binary operation, ∗ is a unary operation, and 0 is a
constant such that the following axioms are satisfied for any a, b ∈ M:
(MV1) (M,⊕, 0) is a commutative monoid,
(MV2)

a∗
∗ = a,
(MV3) 0∗ ⊕ a = 0∗,
(MV4)

a∗ ⊕ b∗ ⊕ b = b∗ ⊕ a∗ ⊕ a.
Theorem 3. (SS(U)A,∪R ,c,∅A) is an MV algebra.
Proof. (MV1) (SS(U)A,∪R,∅A) is a commutative monoid.
(MV2) For any (F , A) ∈ SS(U)A we have ((F , A)c)c = (F , A).
(MV3) (∅A)c ∪R(F , A) = UA ∪R(F , A) = UA = (∅A)c .
For (MV4), consider
(F , A)c ∪R(G, A)
c ∪R(G, A) = (F , A)cc ∩R(G, A)c∪R(G, A)
= (F , A)∩R(G, A)c∪R(G, A)
= ((F , A)∪R(G, A))∩R

(G, A)c ∪R (G, A)

= ((F , A)∪R(G, A))∩R

(F , A)∪R (F , A)c

= (F , A)∪R

(G, A)∩R(F , A)c

= (F , A)∪R

(G, A)c ∪R(F , A)
c
= (G, A)c ∪R(F , A)c ∪R(F , A).
This shows that (SS(U)A,∪R ,c,∅A) is an MV algebra. 
Theorem 4. (SS(U)A,∩R ,c,UA) is an MV algebra.
Proof. (MV1) (SS(U)A,∩R,UA) is a commutative monoid.
(MV2) For any (F , A) ∈ SS(U)A we have ((F , A)c)c = (F , A).
(MV3) (UA)c ∩R(F , A) = ∅A ∩R(F , A) = ∅A = (UA)c .
For (MV4), consider
(F , A)c ∩R(G, A)
c ∩R(G, A) = (F , A)cc ∪R(G, A)c∩R(G, A)
= (F , A)∪R(G, A)c∩R(G, A)
= ((F , A)∩R(G, A))∪R

(G, A)c ∩R (G, A)

= ((F , A)∩R(G, A))∪R

(F , A)∩R (F , A)c

= (F , A)∩R

(G, A)∪R(F , A)c

= (F , A)∩R

(G, A)c ∩R(F , A)
c
= (G, A)c ∩R(F , A)c ∩R(F , A).
This shows that (SS(U)A,∩R ,c,UA) is an MV algebra. 
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4.2. BCK algebra of soft sets
The notion of BCI/BCK algebra was introduced by Imai and Iseki [20] in order to study non-classical propositional logic. In
BCI/BCK algebra the notion of set difference is of basic importance. This section is devoted for the study of BCI/BCK algebra
of soft sets. We recall that, a set X with a binary operation ∗ and a constant 0 is called a BCI algebra if it satisfies the following
BCI-1 ((x ∗ y) (x ∗ z)) ∗ (z ∗ y) = 0
BCI-2 (x ∗ (x ∗ y)) ∗ y = 0
BCI-3 x ∗ x = 0
BCI-4 x ∗ y = 0 and y ∗ x = 0 imply x = y.
A BCI algebra is called a BCK algebra if it additionally satisfies
BCK-5 0 ∗ x = 0.
A BCK algebra X is called bounded if there exists some element 1 ∈ X such that x ∗ 1 = 0 for all x ∈ X . For a bounded
BCK algebra X , if an element x ∈ X satisfies 1 ∗ (1 ∗ x) = x, then x is called an involution.
Theorem 5. (SS(U)A,⌣R,∅A) is a bounded BCK algebra whose every element is an involution.
Proof. For any (F , A), (G, A), (H, A) ∈ SS(U)A we have the following
(BCI-1) (((F , A)⌣R(G, A))⌣R ((F , A)⌣R (H, A)))⌣R ((H, A)⌣R(G, A)) = ∅A,
(BCI-2) ((F , A)⌣R ((F , A)⌣R(G, A)))⌣R(G, A) = ∅A,
(BCI-3) (F , A)⌣R (F , A) = ∅A,
(BCI-4) if (F , A)⌣R(G, A) = ∅A and (G, A)⌣R(F , A) = ∅A, then (F , A) = (G, A),
(BCK-5)∅A⌣R (F , A) = ∅A.
Therefore SS(U)A is a BCK algebra.
Since (F , A)⌣R UA = ∅A for all (F , A) ∈ SS(U)A; therefore SS(U)A is a bounded BCK algebra.
UA⌣R (UA⌣R(F , A)) = (F , A) for all (F , A) ∈ SS(U)A therefore every element of SS(U)A is an involution. That is set of
involutions of SS(U)A is SS(U)A itself. 
Conclusions: Study of algebraic structures of soft sets with respect to new operations give us a deep insight into their
application. It also provides new examples of these structures on the other hand. Boolean algebras, MV algebras and BCK
algebras of soft sets indicate towards possible applications of soft sets in classical and non-classical logic.
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