We present an explicit convergent iterative solution for the lowest energy state of the Schroedinger equation with an N -dimensional radial potential V = g 2 2 (r 2 − 1) 2 and an angular momentum l. For g large, the rate of convergence is similar to a power series in g −1 .
Introduction
The problem of a non-relativistic particle moving in an N -dimensional Sombreroshaped potential provides a prototype example of the spontaneous symmetry breaking mechanism. Yet, even when N = 1, it is difficult to solve the corresponding Schroedinger equation with a quartic potential [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . In this paper, we shall give explicit convergent iterative solutions for the Schroedinger equation
in N -dimension and with angular momentum l. Let q be the Cartesian coordinates q = (q 1 , q 2 , · · · , q N ) (1.2) with N > 1 and ∇ 2 the Laplacian
3)
The potential is To illustrate our approach, it may be useful to consider first the groundstate (s-state) of H. By examining the shape of V , we can guess a reasonable trial function Φ, which approximates Ψ when Ψ is large (i.e., near r = 1). By taking the Laplacian of Φ, we can cast Φ as the groundstate of a different Schroedinger equation. Define U (r) − E 0 ≡ Φ −1 ( 1 2 ∇ 2 Φ) (1.6) and In (1.6), only the difference U −E 0 is defined. The constant E 0 may be chosen by requiring w(∞) = 0.
(1.12)
Following Refs. [11] [12] [13] [14] , the original Schroedinger equation (1.1) will be solved through an iterative sequence The following simple discussion provides the motivation of this approach. Multiplying (1.13) by Φ and (1.8) by Ψ(m), we find their difference given by the familiar Wronskian-type expression where c is a constant. Since Φ is the groundstate of H 0 , it is positive everywhere. By adjusting the constant c, Ψ(m) can also be made positive everywhere. Thus, if w is bounded, so is E m . This approach prevents the kind of divergence encountered by the usual perturbative series, and enables us to derive explicit convergent iterative solutions, as we shall see.
In Section 2, we show that when V is a radial potential, the successive iterative solutions Ψ(m) can be solved by simple quadratures. For the Sombreroshaped potential (1.4) the low-lying wave function Ψ is known reasonably well when it is in the asymptotic region when r is large, and also when its amplitude is large (i.e., r near 1). In Section 3, a reasonable trial function Φ is constructed whose fractional deviation from Ψ is large only for r small (i.e., when the absolute magnitude of Ψ is also very small); the same should also apply to w(r), the difference between H 0 and H, given by (1.9). As will be proved in Section 4, w(r) is positive everywhere and its radial derivative w ′ (r) always negative, making w maximal at r = 0. These conditions enable us to apply the Hierarchy Theorem [12] [13] [14] which guarantees the convergence, as will be discussed in Section 5. In Appendix B, we show that the rate of convergence for large g is similar to a power series in g 
The Angular Momentum Operator and the Radial Equation
Express the Cartesian coordinates q 1 , q 2 , · · · , q N of (1.2) in terms of the radial variable r and the (N − 1) angular variables
Correspondingly, the line elements are
and the Laplacian operator is
and
The square of the angular momentum operator on an n-sphere is L 2 (n). From (2.6), one sees readily that the commutator between any two
As we shall show in Appendix A, the eigenvalues of each L 2 (n) are
with l = 0, 1, 2, · · ·. Thus, for a radially symmetric potential, the wave function can be written as
Correspondingly, by using (2.5) we find the radial part of the Schroedinger equation (1.1) for the lowest eigenstate of angular momentum l to be
and l = l 1 given by the first equation of (2.10); i.e.,
(2.14)
Eq.(2.11) becomes
The radial trial function φ(r) shall be constructed in the next section. Similar to (2.15) it satisfies
with
The iterative equation (1.11) becomes
where, as before,
As in (1.15)-(1.16), we have
Eq. (2.22) can be readily integrated
or, equivalently Remarks: We note that in (2.11), the centrifugal potential 
The Trial Function
To construct a reasonable trial function φ(r), we start with the following two functions φ + (r) and φ − (r).
and φ − (r) = 2r
where
and, as before, k is related to the angular momentum l and the dimensionality N by
The parameter a is positive but free within a range, which will be specified below. The trial function φ(r) is given by
for r > 1, (3.5) where g + and g − are constants given by
Thus, by construction r −k φ is regular at r = 0, with its derivative
Throughout, ' denotes d/dr. By construction, φ(r) and φ ′ (r) are continuous everywhere, with r varying from 0 to ∞. By differentiation, φ + (r) and φ(r) satisfy respectively
and, as in (2.17)-(2.20),
and w(r) = h(r) +ĝ(r) (3.12) and by
(ii) For l = 0 and N = 1, we have k = 0. Correspondingly, φ + (r) of (3.1) becomes
(3.18)
These equations reduce to the same expressions used before for the corresponding one-dimensional trial function [12, 13] .
(iii) From (3.11) and (3.13), we see that at r = 0 both h andĝ contain an r −1 pole term. This is because neither the derivative of r −k φ + (r) nor that of r
at r = 0, in accordance with (3.5) and (3.7). Thus, the potential function w(r) = h(r) +ĝ(r) given by (3.12) is regular at r = 0.
Throughout the paper, we assume
so that g − > 0. Correspondingly, as will be shown, w(r) is positive and has a discontinuity at r = 1.
Properties of w(r)
In this section, we shall establish
It is convenient to write (3.11) as
Likewise, we decompose (3.13) for r < 1 aŝ
In order to show that w = h +ĝ satisfies (4.1), we note that for r > 1,ĝ = 0 in accordance with (3.3), and therefore
Since each of the h i (r) in (4.3) satisfies
For r < 1, it is convenient to combine first some of the h i withĝ j given by (4.3) and (4.5). Defining
we find
Likewise, write
Separate the two terms inside the curly brackets and write
in which the factor inside the square brackets is identical to the corresponding one in (4.9), and
Next, combine the above w 0 withĝ 6 of (4.5) into a single term as follows:
We now express w = h +ĝ , for r < 1, in terms of a new sum of six terms:
with w I , w II and w V I given by (4.9), (4.11) and (4.13) respectively; the rest w III = h 3 , w IV = h 4 and w V = h 5 . In explicit forms
, and w V I = X2g(ka + 1)
For the w m with m = III, IV and V , it is clear that
For m = V I, since in accordance with (3.14), for r < 1, Λ > 0 and
w V I also satisfies (4.19). Introduce
on account of (3.6). we can express g ± in terms of g and b:
Thus, we can rewrite (4.18) as
and correspondingly
We observe that
and for r < 1, and therefore, in accordance with (4.15)
By using (4.17) and (4.20), we also have
for r < 1. Therefore
with S ≡ sinh(Λ + 2b) (4.37) and
We seek to show that T − S < 0 for 0 < r < 1. On account of (4.20),
At any r < 1, (T − S) ′ < 0 and therefore
When r = 0, Λ(0) = 0,
Setting the parameter a to be within an upper bound defined by
we have T (0) − S(0) < 0, and therefore
The inequality (4.42) can also be written as
Combining with the inequality (3.19), we require
This is the sufficient condition for w ′ II < 0, and therefore also w ′ < 0 for r < 1. (4.46)
At r = 1, in accordance with (4.4)-(4.5)
and thereforeĝ
Thus, w(r) has a discontinuity at r = 1, with
Together with (4.6) and(4.46), this proves that for the parameter a within the range (4.45), (ii) Choose the parameter a within the range (4.45). As we will discuss in the next section, because of (4.1), the application of the Hierarchy Theorem leads to a convergent iterative solution in terms of quadratures for the lowest eigenstate Schroedinger wave function (1.1)-(1.5) in any dimension N and with arbitrary angular momentum l.
The Convergent Iterative Solution

The Hierarchy Theorem
We begin with the iterative equations (2.
Throughout this section, we assume the parameter a to be restricted by the two inequalities given by (4.45), Therefore, for large g, a is small. We distinguish two different conditions:
and in (B), (2.25) becomes
In both cases, we assume that the two inequalities of (4.45) hold. Thus w(r) is positive and w ′ (r) negative at all r, in accordance with (4.1). In case (A), apart from these two inequalities of (4.45) there is no other restriction on the magnitude of w(r). In case (B), we assume w(r) to be not too large so that for all m f m (r) > 0 at all r. (5.6)
As we shall see, this is equivalent to requiring for all m
Hierarchy Theorem [12] [13] [14] (A) With the boundary condition f m (∞) = 1, we have for all m
Thus, the sequences {E m } and {f m (r)} are all monotonic, with
at all finite r.
(B) With the boundary condition f m (0) = 1, we have for all odd m = 2n+1 an ascending sequence
but for all even m = 2n, a descending sequence
In addition, between any even m = 2n and any odd m = 2l + 1
Likewise, at any r, for any even m = 2n Thus, the boundary condition f m (∞) = 1 yields a sequence, in accordance with (5.10),
On the other hand, with the boundary condition f m (0) = 1, while the sequence of its odd members m = 2l + 1 yields a similar one, like (5.19), with
its even members m = 2n satisfy
It is unusual to have an iterative sequence of lower bounds of the eigenvalue E. Together, these sequences may be quite efficient to pinpoint the limiting E. In Appendix B, by examining a simple prototype example in this class of problems, we shall show that for the Sombrero-shaped potential when g is large, the rate of convergence is similar to a power series in g −1 .
Numerical Results
From (4.45), we see that for a given pair (k, g), in order to apply the Hierarchy Theorem, the parameter a should be within a range a min < a < a max (5.22) with the limits a min and a max determined by
Alternatively, for a given pair (k, a), g should be within
(5.25)
and g
Examples of these limiting values are given in Table 1 . Figure 1 gives examples of the iterative solutions of ψ n and E n with different n for the parameters g = 3, k = 2, and a = 1.2. One sees that for both boundary conditions f n (0) = 1 and f n (∞) = 1, the convergence sets in rapidly in accordance with the Hierarchy Theorem. In the case of the boundary condition f (0) = 1, there is a limit to the range of these parameters, in order that f n (∞) > 0, in accordance with (5.7). For example for g = 3, the boundary condition f (0) = 1 can be applied only for k ≤ 2.5, while the boundary condition f (∞) = 1 can be applied to any values of k.
In Figures 2 and 3 we give the final radial wave function R(r) and energy E that satisfy (2.11) for g = 3, l = 0 and N = 3, 4, 5, 6, and also for (5.28) g = 3, N = 3 and l = 0, 1, 2, 3.
Recalling (2.14) and (2.16), we have the curves in Fig.2 for l = 0 and N = 3, 4, 5, and 6 corresponding to k = K = N −1 2 = 1, 1.5, 2 and 2.5; R(r) = 1 r k ψ(r). In Fig.3 the curves for N = 3 and l = 0, 1, 2, and 3 correspond to K = 1 and k = K + l = 1, 2, 3, and 4; R(r) = 
Appendix A
Denote the solution Θ of (2.10) as
In this Appendix, we shall derive its explicit form inductively. Write
depending only on θ 1 . By using (2.6) and (2.10), we see that
and express (A.3) as
(1) in the last equation of (2.6) is given by
with θ denoting the corresponding θ N −1 . Likewise, the last equation of (3.10) can be written as
with l 2 denoting the corresponding l 2 N −1 ; its solutions will be designated as
l,0 = cos lθ (A.8)
for the functions even in θ, and
l,0 = sin lθ (A.9)
for the functions odd in θ, with
For N = 3, the eigenfunction of (A.5) are the Legendre polynomial when m = 0; i.e.,
where l = 0, 1, 2, · · ·, as before. The corresponding Z (N ) l,m (z) for m > 0 is given by the associated Legendre function
In order to derive the functions Z 
where a and b are constants, and denote
We obtain
and (A.17)
(ii) Instead of (A.14), u(z) now satisfies
where a, b and c are again all constants. Write
We note that from (A.11) the Legendre polynomial P l (z) = Z Thus, for N = odd = 2k + 1, we have
It can also be readily verified that for m ≥ 0,
For N = even = 2k, we start from Z
l,0 (z) = cos lθ with z = cos θ, and write 
Appendix B
Because of (4.1), w > 0 and w ′ < 0, and the hierarchy theorem, the iterative solution with the boundary condition f (∞) = 1 is convergent for any g > 0.
By examining a simple prototype example in this class of problems, we shall show that for g large, the rate of convergence is similar to a power series in g −1 .
Consider the Schroedinger equation
in one space dimension with The trial function for the groundstate wave function is chosen to be
(B.5)
and the same boundary conditions φ(∞) = 0 and
(B.10)
Rewrite (B.1) as
(B.12)
To fix the relative normalization factor between ψ and φ, we impose at x = ∞,
The groundstate wave function ψ(x) of the Schroedinger equation will be solved by introducing the iterative sequences
From the above equations, it follows that 
For any function F (x), define
From (B.24), we have
It is convenient to regard (B.21) as an electrostatic analog problem with − as the dielectric constant,
the displacement field and
the electrostatic charge density. The electrostatic field equation is 
and, on account of (B.23),
which is equivalent to
Because u(x) satisfies u(x) > 0 and u ′ (x) < 0, the hierarchy theorem applies. Therefore
and for n = 1,
For clarity, we will present our analysis in the form of several simple theorems.
Proof From (B.40),
Therefore, (B.38) and (B.39) lead to (B.43) and therefore
Because f ′ n−1 < 0 and g n , f n−1 both positive, it follows then
Proof For n ≥ 2, (B.37) gives e n > 0. For n = 1, (B.26) and f 0 = 1 lead to
As we shall prove
By using (B.9), we obtain
(B.50)
As x varies from 0 to ∞, ξ follows a path P, starting from ξ = e − 4 3 g , increasing to ξ = 1 when x = 1, and then decreasing to ξ = 0. Thus,
(B.52)
Divide the positive x-axis into three sections:
1.
x from 0 to 1; (B.53) correspondingly ξ from e 3.
x from √ 3 to ∞; (B.55)
ξ from e to ∞.
(B.56)
Eq.(B.52) can be written as
with x − (S 0 ) and x + (S 0 ) given below.
In accordance with (B.6), when x varies from −2 to 2, S 0 ranges from 0 to designate these three roots as
The x referred to in (B.53) and (B.54)-(B.55) are respectively the above x − (S 0 ) and x + (S 0 ) together with its analytical extension to x + > 2.
When g = 0, by using
we have from (B.52) and (B.57)
Take the expression for III(g) in (B.58). Since in its integrand e −2gS 0 < e Next consider
In addition, because in its integrand
we find which leads to (B.49) and e 1 > 0, and thereby completes the proof of Theorem 2.
Theorem 3
Proof The first equation for n = 1 follows from (B.42). For n ≥ 2,
In accordance with (B.40) and (B.26),
Thus, the equality in (B.71) follows. Since for all n,
we establish also the inequality in (B.71).
Theorem 4
Proof As in (B.52), we write
(B.80)
Since the first term on the right hand side of (B.78) is negative, Theorem 4 is proved.
Proof Integrating (B.21) from 0 to x, and using (B.22), we obtain
The difference between these two equations gives
since −e n f n−2 (z) < 0. From (B.44) and (B.49) it follows then
and (B.83) becomes
By using (B.5), we derive
which for 0 < x < 1 leads to Theorem 5.
Lemma When n = 1 and x > 1,
The prove of the lemma is given at the end of this Appendix. We will now proceed assuming its validity.
Theorem 6 For x > 1 and g > 2,
(B.101)
Combining this result with (B.98), we derive
on account of (B.94). 
Substituting this result into (B.71), we complete the proof of Theorem 9.
We will now turn to the proof of the lemma. For n = 1, (B.29) and (B.36) lead to
We find
in accordance with (B.49), for x > 1, we have
Likewise, by differentiating (B.108), we derive their ratio is
As x decreases, since ξ ′ and η ′ both are negative, ξ(x) and η(x) increase and are both positive. Next, we shall prove that for x > 1 and g > 2 Iterative radial wave functions ψ n (r) and their corresponding energies E n for both the boundary conditions f n (0) = 1 (upper curves) and f n (∞) = 1 (lower curves). The parameters are g = 3, k = 2 and a = 1.2. Fig. 2 . Final R(r) = R N,l (r) and E = E N,l that satisfy (2.11) for g = 3, l = 0 and N = 3, 4, 5, 6. The overall normalization factor for these curves are determined by requiring f (∞) = 1.1, 1.1 , 1.0 and 0.7 for the corresponding N = 3, 4, 5 and 6. Fig. 3 . Final R(r) = R N,l (r) and E = E N,l that satisfy (2.11) for g = 3, N = 3 and l = 0, 1, 2, 3. The overall normalization factor for these curves are all determined by requiring f (∞) = 1. Figures 1-3 for different k = l + 
