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a b s t r a c t
Packing coloring is a partitioning of the vertex set of a graphwith the property that vertices
in the i-th class have pairwise distance greater than i. The main result of this paper is a
solution of an open problem of Goddard et al. showing that the decision whether a tree
allows a packing coloring with at most k classes is NP-complete.
We further discuss specific cases when this problem allows an efficient algorithm.
Namely, we show that it is decideable in polynomial time for graphs of bounded treewidth
and diameter, and fixed parameter tractable for chordal graphs.
We accompany these results by several observations on a closely related variant of
the packing coloring problem, where the lower bounds on the distances between vertices
inside color classes are determined by an infinite nondecreasing sequence of bounded
integers.
© 2008 Elsevier B.V. All rights reserved.
1. Packing coloring of trees
The concept of packing coloring comes from the area of frequency planning inwireless networks. Thismodel emphasizes
the fact that some frequencies might be used more sparely than the others.
In graph terms, we ask for a partitioning of the vertex set of a graph G into disjoint classes X1, . . . , Xk (representing
frequency usage) according to the following constraints. Each color class Xi should be an i-packing i.e. a set of vertices
with the property that any distinct pair u, v ∈ Xi satisfies dist(u, v) > i. Here dist(u, v) is the distance between u and
v, i.e. the length of a shortest path from u to v and it is declared to be infinite when u and v belong to distinct components
of connectivity.
Such partitioning into k classes is called a packing k-coloring, even though it is allowed that some sets Xi can be empty. The
smallest integer k for which exists a packing k-coloring of G is called the packing chromatic number of G, and it is denoted
by χp(G). The notion of the packing chromatic number was established by Goddard et al. [11] under the name broadcast
chromatic number. The term packing chromatic number was introduced by Brešar et al. [5].
Determining the packing chromatic number is difficult, even for special graph classes. For example, Sloper [13] showed
that for trees of maximum degree three the upper bound is seven, while χp is unbounded already on trees of maximum
degree four. Goddard et al. [11] provided polynomial time algorithms for cographs and split graphs.
The packing chromatic number of the hexagonal grid is also seven, as was shown by Brešar et al. [5] (the lower bound)
and by Fiala and Lidický [personal communication] (the upper bound). Goddard et al. [11] also showed that the χp of the
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infinite two-dimensional square grid lies between 9 and 22. On the other hand, Finbow and Rall [12] proved that the packing
chromatic numbers of the triangular infinite lattice as well as of the infinite three-dimensional square grid are unbounded.
The following decision problem arises naturally:
Packing Coloring
Instance: A graph G and a positive integer k.
Question: Does G allow a packing k-coloring?
Goddard et al. [11] showed that the Packing Coloring problem is NP-complete for general graphs and k = 4. They also
asked about the computational complexity of this problem for trees. It was suggested by Brešar et al. [5] that the problem
for trees can be difficult. Our main result is an affirmative proof of this conjecture:
Theorem 1. The Packing Coloring problem is NP-complete for trees.
In contrary, the existence of a packing k-coloring can be expressed by a formula in Monadic Second Order Logic (MSOL),
when k becomes fixed. It follows from thework of Courcelle [6] that the Packing Coloring problem is solvable in polynomial
time for bounded treewidth graphs when k is fixed.
Consequently, even in the case when k is not fixed, the Packing Coloring problem becomes easy for special tree-like
graphs:
Corollary 2. The Packing Coloring problem is solvable in polynomial time for graphs of bounded treewidth and of bounded
diameter.
Proof. Let us consider the following maximization problem: for a given graph G and a positive integer d we ask for some
induced subgraph G′ of G of maximum size that allows a packing d-coloring. By the results of Arnborg et al. [1] this problem
can be solved by a linear algorithm on graphs of restricted treewidth for any fixed d, if the tree decomposition is given. (Also
follows from a result of Courcelle et al. [7] on an adaptation of MSOL for optimization problems.)
Suppose that d is the upper bound on diameters of the considered graph class. If k ≤ d then the Packing Coloring
problem can be solved in polynomial time. Otherwise any color c > d can be used on at most one vertex of G. Therefore,
χp(G) = d+ |VG \ VG′ |, where G′ is an optimal solution of the auxiliary maximization problem.
The rest of this section is devoted to the proof of Theorem 1.
1.1. Auxiliary constructions
For integers a ≤ bwe define discrete intervals as [a, b] := {a, a+ 1, . . . , b}.
We first construct a gadget where some vertices are forced predetermined colors in an arbitrary packing k-coloring.
Construction 3. Let t ≤ k be a positive integer. Construct a tree St with three levels as follows: The only vertex v0 of the first level,
called the central vertex, is of degree t − 1, and all its neighbors v1, v2, . . . , vt−1 are of degree k. The vertices v0, v1, . . . , vt−1
are called the inner vertices of St .
Lemma 4. For every packing k-coloring of St the inner vertices are colored by distinct colors. Also for every subset I of [1, k] of
size at least t, a packing k-coloring of St exists such that the inner vertices are colored by distinct colors from I.
Proof. If a packing k-coloring of St exists, then none of vertices vi, i ∈ [1, t − 1] is colored by color 1, since it would be
impossible to find k distinct colors in [2, k] to color the neighbors of vi. Hence, the colors of all inner non central vertices are
greater or equal to 2, and each may present at most once as the maximal distance on the inner vertices is two. The central
vertex (which can be colored by 1) is adjacent to other inner vertices and therefore must be colored by a different color.
For the second claim we construct the packing k-coloring from I as follows: Use elements of I bijectively on the inner
vertices with the rule that the central vertex is colored by 1, if it is present in I . All leaves in the third level are colored by
the color 1.
Given some tree St , choose one of its leaves arbitrarily and call it the root of St . To simplify some expressions we involve
an auxiliary parameter d := 28.
Construction 5. For an odd k > d and any i ∈ [d+ 1, k] we construct the tree Ti as follows:
(1) Take a copy of the tree Si with the root u3.
(2) If i < k, then add a copy of Sk and join u3 with the root of Sk by a path u3, u4, . . . , uk−3 of length k− 6.
(3) If i < k − 2 then for each odd j such that i < j < k we add two copies of the tree Sj. The root of one of the two copies of Sj,
called the top copy, is joined by a path of length d j2e− 3 to the vertex udj/2e. The root of the other one, called the bottom copy,
is joined to the same udj/2e by a path of length d j2e − 4.
(4) Finally, if i < k− 1 and i is odd, we add an extra copy of Si+1 and join its root to ud i2 e by a path of length d
i
2e − 3.
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Fig. 1. The tree Tk−8 . The white vertex is the root.
Table 1
Maximal distances between the inner vertices of used copies of Sj
From To Max. distance
Top Sj Sk 3+ d j2 e − 3+ (k− 3− d j2 e)+ 3 = k
Top S ′j , j′ > j d j2 e + j
′−j
2 + d j
′
2 e = j′ + 1
Bottom S ′j , j′ > j d j2 e + j
′−j
2 + d j
′
2 e − 1 = j′
Bottom Sj Sk d j2 e − 1+ (k− d j2 e) = k− 1
Top S ′j , j′ > j d j2 e + j
′−j
2 + d j
′
2 e = j′ + 1
Bottom S ′j , j′ > j d j2 e + j
′−j
2 + d j
′
2 e − 1 = j′
Top Sj d j2 e + d j2 e − 1 = j
Si+1 Sk d i2 e + (k− d i2 e) = k
Top Sj d i2 e + j−i2 + d j2 e = j+ 1
Bottom Sj d i2 e + j−i2 + d j2 e − 1 = j
Si Sk 3+ k− 6+ 3 = k
Top Sj d j2 e + d j2 e = j+ 1
Bottom Sj d j2 e + d j2 e − 1 = j
Si+1 d i2 e + d i2 e = i+ 1
Denote by U the set of inner vertices of the copy of Si in Ti. We choose the root of Ti as some leaf in the copy of Si that is at
distance four from u3.
The construction of the tree Tk−8 is depicted in Fig. 1.
Lemma 6. If i and k satisfy the assumptions of Construction 5 then
(1) the vertices of U are colored by different colors from the set [1, i] in any packing k-coloring of Ti;
(2) the tree Ti admits a packing k-coloring such that the vertices colored by a color c ∈ [i + 1, k] are at distance more than c
from the root of Ti. Moreover, the root of Ti is colored by the color 1, and vertices colored by the colors i, i − 1, i − 2 are at
distance at least three from the root.
Proof. Assume first that a packing k-coloring of Ti is given. By Lemma 4 the inner vertices of Sk are colored only by colors
[1, k], which proves the lemma in the case i = k.
We now determine the maximal distances between the inner vertices of used copies of Sj. They are summarized in
Table 1:
Any color j′ > j cannot be used on the bottom copy of Sj, since these colors are used either on the top copies of Sj′−1 —
for even j′ — or on the bottom copies of Sj′ — for odd j′. The two copies of Sk−2 have to be considered separately, but in that
case we consider the copy of Sk at distance k− 1. Hence, by Lemma 4 the interval [1, j] is used on any bottom copy of Sj.
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Fig. 2. The periodic coloring pattern used for the central part of Ti .
Fig. 3. The tree TL .
For the top copies of Sj an analogous argument can be used, considering the close distance to copies of S ′j with j′ > j.
In addition, the color j is forbidden there, since it is used on the bottom copy of Sj and the distance is at most j. Again, by
Lemma 4 the set [1, j+ 1] \ {j} is used on the inner vertices of Sj.
The cases of Si+1 and Si are treated in the same way.
Now we describe a packing k-coloring of Ti which satisfies the second claim. On each copy of Sj we use the coloring
with colors from [1, j], such that the center and all leaves are colored by the color 1, and the neighbor of the root of Si
is colored by 2. In addition, the neighbor of the root of Ti is colored by 3. We continue with the part of the tree around
vertices ubk/2c, . . . , udi/2e. The periodic coloring pattern is depicted in Fig. 2 and uses only colors from the interval [1, 9].
What remains yet uncolored are paths, each of length at least eight. Along these pathswe use pattern 1, 2, 1, 3, 1, 2, . . .with
possible appearance of the color 4 so the path coloring fits well with the coloring determined so far. By careful observation
of distances between inner sets of trees Sj one can verify that we get a valid packing k-coloring. Moreover, vertices colored
by the color j > i are at distance more than j from the root of Ti as it was required.
Construction 7. Given L ⊂ [d + 1, k] of at most three elements we construct a tree TL as follows. Take a copy of the tree Sd+1,
and choose an inner non central vertex u arbitrarily. For every j ∈ [d+ 1, k] \ L take an extra copy of the tree Tj and connect its
root with a unique leaf neighbor of u by a path of length j− 6 (i.e., use different neighbors of u for different trees Tj).
The root of TL is any leaf of Sd+1 that is at distance three from u.
The construction of the tree TL is depicted in Fig. 3.
Lemma 8. If L and k satisfy assumptions of Construction 7, then
(1) for every packing k-coloring of TL the inner vertices of Sd+1 are colored by different colors from the set [1, d] ∪ L;
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Fig. 4. The tree TΦ .
(2) for every packing k-coloring of TL at least one inner vertex of Sd+1 is colored by the color from the set L;
(3) for every set I ⊂ [1, d] ∪ L, |I| = d+ 1, the tree TL admits a packing k-coloring such that• the inner vertices of Sd+1 are colored by the colors from I,• vertices colored by the color j for j ∈ [d+ 1, k] \ I are at distance more than j from the root of TL, and• vertices colored by the colors from L are 3-distant from the root.
Proof. The first two claims follow immediately from the Lemmas 6 and 4.
For the proof of the third claim we construct the required packing k-coloring of TL as follows: All vertices adjacent to the
inner vertices of Sd+1 are colored by the color 1. If 1 ∈ I then the central vertex of Sd+1 is also colored by 1 as well. Then
t = |L| inner vertices of Sd+1 which are different from the central vertex and from u, and that are not adjacent to the root,
are chosen and colored by the colors from L. The remaining inner vertices of Sd+1 are colored by the remaining colors from I .
The vertices of trees Tj are colored according to the second claim of Lemma 6. Finally, every path between the root of some
Tj and u is colored by colors 1, 2, 3, with possible one appearance of the color 4.
1.2. Polynomial reduction
We proceed with reduction of the well knownNP-complete 3-Satisfiability problem [10, problem L02, page 259] to our
Packing Coloring problem for trees.
Let Φ be a boolean formula in conjunctive normal form with variables x1, x2, . . . , xn and clauses c1, c2, . . . , cm. Each
clause consists of three literals. We choose k := 4n+ 2d− 1 and r := 2(d+ n− 1). For every variable xi we define the set
Xi := {2i+ r, 2i+ r + 1}.
For every clause cj a three element set Cj ⊂ [1, k] is constructed as follows: If the clause cj contains the literal xi then the
integer 2i+ r is included to the set Cj. On the other hand, if xi ∈ cj then 2i+ r + 1 ∈ Cj.
Construction 9. We construct the final tree TΦ from the disjoint union of trees TXi over all variables xi together with trees TCj
over all clauses cj. In addition we insert an extra new vertex u and join it to the roots of trees TX1 , TX2 , . . . , TXn by paths of length
d− 3. We also join u with the roots of TC1 , TC2 , . . . , TCm by paths of length d k2e − 3.
The construction of the tree TΦ is depicted in Fig. 4.
Lemma 10. The tree TΦ has a packing k-coloring if and only if the formulaΦ can be satisfied.
Proof. Suppose that a packing k-coloring of TΦ exists. According to the second claim of Lemma 8 at least one element of the
set Xi is used for among colors of the inner vertices of Sd+1 in any TXi (in the sequel we denote this set of inner vertices by
Ui). If the color 2i+ t is used then we set xi := false, and xi := true otherwise.
For every j ∈ [1,m] at least one color c ∈ Cj is used on an inner vertex of Sd+1 in TCi (this set we denote byWj). Suppose
that c = 2i + t for some i ∈ [1, n]. Then the clause Cj contains the literal xi. Since vertices ofWj and Ui are at distance at
most d + d k2e = 2n + 2d ≤ 2i + 2(d + n − 1) = 2i + r , the color 2i + r is not on the set Ui, and the variable xi has to be
assigned true.
Analogously, if c = 2i+ r + 1 for some i ∈ [1, n], then the clause cj contains literal xi. By the same arguments as before,
the color 2i+ r + 1 is not used on Ui, and xi = false.
Assume that a satisfying assignment of variables x1, x2, . . . , xn for the formula Φ exists. For every i ∈ [1, n] on any tree
TXi we use the coloring described in the third statement of Lemma 8 arranged such that the vertices of Ui are colored by the
set [1, d] ∪ {2i+ r + 1} if xi = true, and by the set [1, d] ∪ {2i+ r} in the case when xi = false.
Note that the distance between different sets Ui is least 2d−4. Also, if some color c ∈ [d+1, k] is used among the sets Ui
then it is used only for a single vertex in a single set. Suppose that given clause Cj is satisfied by positively evaluated literal
xi = true. Then the vertices ofWj are colored by the colors of the set [1, d]∪{2i+ r} as described in Lemma 8. If Cj is satisfied
by a literal xi = true, then vertices ofWj are colored by [1, d] ∪ {2i+ r + 1}.
The distance between different setsWi is least 2d k2e − 4, and by Lemma 8 vertices of different setsWj which are colored
by the colors from [d+ 1, k] are at distance 2d k2e > k = 4n+ 2d− 1 = 2n+ 1+ r ≥ 2i+ 1+ r for any i ∈ [1, n]. Also if a
color c ∈ [d+ 1, k] is used for coloring of vertices ofWj then it can not be used on any set Ui.
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Finally, we complete the packing k-coloring of TΦ on the vertex u and the vertices from the paths between u and trees
TXi and TCj . We proceed similarly as in the previous constructions — color u by 4, and use pattern 1, 2, 1, 3, 1, 2, . . . on the
paths, with possible one more appearance of the color 4, if necessary.
Since trees Si have O(k2) vertices, and trees Ti have O(k3) vertices, the final tree TΦ has O(n4(n+m)) vertices. Hence our
reduction is polynomial and the proof of Theorem 1 is finished.
2. Packing colorings for chordal graphs
We now turn our attention to chordal graphs, which are graphs that generalize trees. A graph is chordal if it does not
contain an induced cycle of length greater than three. Our first observation treats parameterized complexity of the Packing
Coloring problem.
A parameterized problem is an extension of a decision problem, where the query involves also a numerical parameter
which is not assumed to be a part of the instance.
Such a problem is said to be fixed parameter tractable, if there exists an algorithm which correctly decides the problem
in time nO(1) · f (k), where n is the size of the instance and f (k) is an arbitrary function which does not depend on n. (We
refer to the comprehensive monograph of Downey and Fellows [8] for more precise definitions of related terms.)
Proposition 11. The Packing Coloring problem is fixed parameter tractable for chordal graphs with respect to the parameter
k.
Proof. If the given chordal graph G has a clique of size greater than k, then no packing k-coloring exists, since vertices of the
clique have to be colored by distinct colors.
Otherwise, G has bounded clique size. Consequently, it has also bounded treewidth and the result follows. Note that the
optimal tree decomposition of a chordal graph can be constructed in linear time (see e.g. [2]).
We turn back to the classical computational complexity of the Packing Coloring problem. Since trees are chordal graphs,
the Packing Coloring problem is NP-complete for chordal graphs. In contrary to Corollary 2 showing that our problem can
be solved in polynomial time for graphs of bounded treewidth and of bounded diameter, we show now that the Packing
Coloring problem becomes difficult for chordal graphs of bounded diameter.
Theorem 12. The Packing Coloring problem is NP-complete for chordal graphs of diameter at most 5.
This theorem is also a counterpart of the already mentioned result of Goddard et al. [11], who proved that the Packing
Coloring problem for split graphs, i.e. chordal graphs of diameter at most 3, can be solved in polynomial time.
Proof. We reduce the Independent Set problem, which is well known to be NP-complete [10, problem GT20, page 194].
Independent Set
Instance: A graph G and a positive integer r .
Question: Does G have a set of at least r pairwise nonadjacent vertices?
Let n be the number of vertices of G, and let m be the number of edges. We choose k := n + m − r + 1. We construct a
graph H as follows:
(1) For every edge e = vv′ ∈ EG introduce a new vertex ue and replace the edge vv′ by the path v, ue, v′. Define
U := {ue | e ∈ EG}.
(2) Add edge between every pair of vertices in U .
(3) For every vertex v ∈ VG add k new neighbors of v. Denote byW be the set of these kn vertices.
The constructed graph H is chordal of diameter at most 5 and it has n(k+ 1)+m vertices. We claim that H has a packing
k-coloring if and only if the original graph G has an independent set of cardinality at least r .
Suppose thatH has some k-coloring. Observe first that k neighbors of a single vertex can not be colored by different colors
from the set [2, k]. Hence, every vertex v ∈ VG has at least one neighbor colored by the color 1. Consequently, the vertices
of VG are colored by colors from {2, 3, . . . , k}.
Vertices of VG are in H no more than 3-distant from each other, and no more than 2-distant from the vertices of U . Since
the set U induces a clique in H , all vertices of U are colored by different colors, and these colors are different from the colors
used for coloring of vertices of VG. If the color c ∈ [3, k] is as a color of some vertex of VG then it can not be used for coloring
of other vertices of VG. It means that at least n + m − (k − 1) = r vertices of VG are colored by the color 2. Clearly, these
vertices of VG form the independent set of G of cardinality at least r .
Suppose now that X is an independent set of G of cardinality at least r . We construct a k-coloring of H as follows. All
vertices ofW are colored by the color 1, all vertices of X are colored by the color 2, one vertex of U is colored by the color 1,
and the remaining vertices are colored by different colors from the set [3, k].
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3. The S-Packing Coloring problem
In our concluding section we explore a concept of Goddard et al. [11] who introduced S-packing coloring as a
generalization of packing coloring which provides more realistic model for the frequency assignment.
Let S = (s1, s2, . . .) be an infinite nondecreasing sequence of positive integers. As before, we ask for a partition of the
vertex set of a given graph G into disjoint classes Xi, . . . , Xk. In this new setting the vertices in the i-th class Xi are required
to have distance greater than si. In particular, the concept of the ordinary packing coloring is the S-packing coloring for the
ordinary arithmetic progression S = (1, 2, 3, . . .). We address the following decision problem:
S-Packing Coloring
Parameter: A nondecreasing sequence S.
Instance: A graph G and a positive integer k.
Question: Does G allow an S-packing coloring with at most k color
classes?
The following corollary is a consequence of well-known general results about graphs of bounded treewidth.
Corollary 13. For nondecreasing sequences S with values bounded by a constant t the S-Packing Coloring problem can be
solved polynomially for graphs of bounded treewidth.
Proof. Let si = t for all sufficiently large i and let sr be the last element of S smaller than t (see [14] for the case si = t
for all i ≥ 1). For every k ≤ r the S-Packing Coloring problem can be solved in polynomial time for graphs of restricted
treewidth by the machinery of MSOL. If k > r then the problem can be answered by finding a partition of VG into sets
(X1, X2, . . . , Xk−r , Y ) such that every Xi is a t-packing, and Y can be partitioned into s1, s2, . . . , sr -packings. (Note that the
variable k is not a fixedparameter.) Suchproblembelongs to the class of regular combination problems considered byBorie [4],
who proved that these problems can also be solved in polynomial time for graphs of bounded treewidth.
An explicit algorithm with running time O(n2t+3)was given in the proceedings version of this paper [9].
In summary, the S-Packing Coloring problem for graphs of bounded treewidth can be solved efficiently for bounded
sequences, and it becomes NP-complete already for trees and the sequence S = (1, 2, 3, . . .). It is interesting to note that
if the sequence S is growing very fast then the problem again becomes solvable in polynomial time. As the last result we
present an algorithm which decides the S-Packing Coloring problem for graphs of bounded treewidth in polynomial time
for very fast growing sequences.
Theorem 14. The S-Packing Coloring problem can be solved in polynomial time for graphs of bounded treewidth for sequences
S such that si = Θ(cci) for some constant c > 1.
We follow the standard approach (see e.g. survey by Bodlaender [3]) involving dynamic programming on the nice tree
decomposition of the given graph. We briefly review here the main constructions and arguments needed to establish the
proof and leave the details for the reader.
Proof. Without loss of generality we may assume that the graph G is connected and that s1 < n, where n is the number of
vertices of G. Define an auxiliary parameter r := max{i | si < n}.
For a node v ∈ VT of a tree decomposition T of given graph G, we denote by Tv the subtree induced by the descendants
of v, and suppose that it is rooted in v. Let also Gv be the subgraph of G induced by the set of vertices formed as the union of
nodes in Tv .
Fix a node v of T consisting of t ≤ tw(G) vertices of G. Let m ≤ r be a positive integer and X1, . . . , Xm be a partial
(s1, . . . , sm)-packing coloring of Gv . For such packing coloring we determine mt values min{distG(x, Xi), si + 1} where i
ranges over the interval [1,m] and x over vertices in the node v.
For every choice of a vector d from ([0, s1+1]× · · ·× [0, sm+1])t we decide whether a subgraph of Gv allows a packing
coloring that provides the values of d (assume, of course, that vertices of v are ordered in a fixed manner). If at least one
such coloring exists we store in the table the entry (d, z)where z is theminimumnumber of uncolored vertices in Gv among
these partial packing colorings that provide the same vector d.
The tables for nodes in the nice tree decomposition T can be computed in a straightforward manner and we omit the
description of the corresponding subroutines.
Given an instance of the S-Packing Coloring, we distinguish two cases depending on the value of the variable k: If k ≤ r ,
then we choosem := k and execute the algorithm. If the root table contains a pair (d, 0) for some vector d, then the graph
G has a S-packing k-coloring, and there is no such coloring otherwise.
In the case when k > r we call the algorithm withm := r . Since at most one vertex of G can belong to any si-packing for
si ≥ n, the graph G allows a S-packing k-coloring if and only if the root table contains an entry whose second element is at
most k− r .
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Indeed the so far describeddynamic programmingmethod solves the S-PackingColoringproblem for graphs of bounded
treewidth for unbounded sequences S. We claim that the table sizes are polynomially bounded (as well as the running time)
when si = Θ(cci) for some c > 1 which provides the final argument of validity of Theorem 14.
The table size is dependent on the number of distinct vectors d. Since si = Θ(cci), there are constants g, h > 0 such that
si + 2 ≤ hcci and cci ≤ gsi. Hence ccr ≤ gsr ≤ gn, and the number of distinct vectors d is at most(
r∏
i=1
(si + 2)
)t
≤
(
r∏
i=1
hcc
i
)t
= hrtc c
r−1
c−1 ct = nO(ct) = nO(c tw(G)).
4. Open problems
We leave as an open project to classify computational complexity of the S-Packing Coloring problem for different
sequences S. As a particular result in this direction we claim that the proof of Theorem 1 can be straightforwardly extended
for sequences S = (s1, s2, s3, . . .) of different positive integers such that si = Θ(ic) for some constant c .
As a consequence of a result of Sloper [13] and Proposition 11 the packing chromatic number can be computed
polynomially for trees ofmaximumdegree three. This raises another open problemwhetherχp can be determined efficiently
for bounded degree trees.
Acknowledgments
The research was initiated at WFAP’07 — Second Workshop on Frequency Assignment Problems in Wireless Networks
organized in September 23–27, 2007 at Sádek u Třebíče by DIMATIA and ITI, whose generous support of both authors is
gratefully acknowledged.
References
[1] S. Arnborg, J. Lagergren, D. Seese, Easy problems for tree-decomposable graphs, Journal of Algorithms 12 (1991) 308–340.
[2] J.R.S. Blair, B. Peyton, An introduction to chordal graphs and clique trees, in: Graph theory and sparse matrix computation, in: IMA Vol. Math. Appl.,
vol. 56, Springer, New York, 1993, pp. 1–29.
[3] H.L. Bodlaender, Treewidth: Algorithmic techniques and results, in: I. Prívara, P. Ruzicka (Eds.), MFCS, in: Lecture Notes in Computer Science, vol.
1295, Springer, 1997, pp. 19–36.
[4] R.B. Borie, Generation of polynomial-time algorithms for someoptimization problems on tree-decomposable graphs, Algorithmica 14 (1995) 123–137.
[5] B. Brešar, S. Klavžar, D.F. Rall, On the packing chromatic number of cartesian products, hexagonal lattice, and trees, Discrete AppliedMathematics 155
(2007) 2303–2311.
[6] B. Courcelle, The monadic second-order logic of graphs iii: tree-decompositions, minor and complexity issues, ITA 26 (1992) 257–286.
[7] B. Courcelle, J.A. Makowsky, U. Rotics, Linear time solvable optimization problems on graphs of bounded clique-width, Theory of Computing Systems
33 (2000) 125–150.
[8] R.G. Downey, M.R. Fellows, Parameterized complexity, in: Monographs in Computer Science, Springer-Verlag, New York, 1999.
[9] J. Fiala, P.A. Golovach, Complexity of the packing coloring problem, WG08 Graph Theoretic Concepts in Computer Science, in: Lecture Notes in
Computer Science, Springer-Verlag, 2008 (in press).
[10] M. Garey, D. Johnson, Computers and Intractability. A Guide to the Theory of NP-Completeness, W.H. Freeman and Company, 1979.
[11] W. Goddard, S.M. Hedetniemi, S.T. Hedetniemi, J.M. Harris, D.F. Rall, Broadcast chromatic numbers of graphs, Ars Combinatoria 86 (2008) 33–49.
[12] D.F. Rall, A. Finbow, On the packing chromatic number of some infinite graphs. manuscript, 2007.
[13] C. Sloper, An eccentric coloring of trees, Australas. J. Combin. 29 (2004) 309–321.
[14] T. Zhou, Y. Kanari, T. Nishizeki, Generalized vertex-coloring of partial k-trees, IEICE Transactions on Fundamentals of Electronics, Communication and
Computer Sciences E83-A (2000) 671–678.
